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Introduction générale 
Les systèmes électromagnétiques occupent une place majeure dans la société moderne. 
Leur conception repose essentiellement sur du prototypage virtuel, c’est la conception 
assistée par ordinateur. Pour répondre aux exigences des systèmes à développer, il est 
souvent nécessaire de tester un grand nombre de prototypes numériques pour trouver la 
solution technologique optimale. Il est de ce fait nécessaire de développer des méthodes et 
outils de modélisation performants, c'est-à-dire précis et rapides. 
Les méthodes par éléments finis sont, de par leur généralité, restées longtemps 
dominantes dans le monde de la modélisation des dispositifs électromagnétiques basses 
fréquences du génie électrique. Cependant, elles souffrent parfois de quelques limitations. 
En effet, il est nécessaire de mailler la globalité du domaine d'étude (matériaux actifs et 
inactifs tel que l'air). Or dans les systèmes et microsystèmes du génie électrique, les 
matériaux inactifs sont souvent dominants, ce qui conduit parfois à des modèles très 
lourds. 
Pour répondre à cet enjeu de modélisation, et donc de conception, les méthodes 
intégrales peuvent parfois être plus pertinentes. Contrairement aux méthodes par éléments 
finis, celles-ci ne nécessitent pas le maillage des matériaux inactifs, et sont donc 
particulièrement performantes et légères pour le calcul des interactions à distance. Les 
méthodes intégrales ont cependant de lourds inconvénients. En effet, ceux sont des 
méthodes à interactions totales qui mènent à la construction de système d’équations 
linéaires dits pleins, qui sont donc très coûteuses en temps de calcul et en espace de 
stockage mémoire (complexité N² avec N le nombre de degrés de liberté). La résolution du 





Ces travaux de thèse se placent dans un contexte de calcul hautes performances (HPC). 
Nous étudierons les bénéfices que peut apporter le parallélisme, c’est-à-dire l’utilisation de 
plusieurs processeurs, pour accélérer les calculs nécessaires à la mise en œuvre des 
méthodes intégrales. Le cœur des travaux portera sur l’exploitation des cartes graphiques 
(GPGPU) qui, de par leur excellent rapport puissance sur coût, sont devenues très 
intéressantes pour effectuer des calculs scientifiques massivement parallèles. 
Le coût en temps de calcul de la complexité parabolique des méthodes intégrales est 
minimisé grâce à cette architecture particulière. Cependant le stockage de la matrice du 
système d’équations linéaires reste une difficulté importante. Par exemple avec 4 Go de 
mémoire les problèmes sont limités à 20.000 degrés de liberté en double précision alors 
que l’ordre de grandeur d’un problème de complexité industrielle peut se situer parfois 
autour de 100.000. Nous appliquerons une méthode de compression matricielle par 
ondelettes, proche des algorithmes utilisés en compression d’image. Cette méthode a 
l’avantage d’être peu invasive, c'est-à-dire que les méthodes de construction de la matrice 
ne sont pas modifiées. Une conséquence est que la complexité de calcul reste parabolique. 
Nous utilisons alors à nouveau le parallélisme des processeurs graphiques pour accélérer le 
calcul. Notons que la compression par ondelettes est une méthode à perte d’information. 
Nous développerons alors un critère pour contrôler l’erreur introduite par la compression. 
Nous présentons au Chapitre I une introduction au calcul hautes performances. Nous 
débutons par une présentation rapide des différentes architectures informatiques et des 
optimisations des algorithmes qui en découlent. Nous aborderons ensuite le calcul 
parallèle. Nous porterons une attention particulière au parallélisme sur architecture 
GPGPU. L’enjeux est de partitionner un algorithme en plusieurs tâches et de les distribuer 
soit sur un ordinateur qui possède plusieurs processeurs, soit sur un réseau d’ordinateurs, 
soit encore sur un calculateur graphique qui possède des centaines de processeurs. Pour 
chaque architecture parallèle des stratégies différentes doivent être adoptées, notamment 
sur la gestion et le partage de la mémoire ainsi que sur la synchronisation des tâches. 
Nous présenterons ensuite, dans le Chapitre II, une formulation intégrale en potentiel 
électrostatique performante et massivement parallélisable dans le but d’être portée sur 
architecture GPGPU. Cette formulation sera tout d’abord vectorisée afin d’accélérer les 
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points de Gauss est appréciée pour sa rapidité mais elle peut parfois se montrer imprécise 
voire singulière. L'intégration analytique est quant à elle appréciée pour sa précision mais 
elle est coûteuse en temps de calcul. L’intégration par points de Gauss et l’intégration 
analytique seront donc hybridées afin d’obtenir le meilleur ratio entre précision et temps de 
calcul. 
Dans le Chapitre III, nous réduisons le coût calculatoire en temps de notre formulation 
intégrale grâce au parallélisme. Les architectures parallèles exploitées sont : le PC 
multicoeur ; le cluster (ensemble de PCs reliés en réseau) ; ainsi que le GPGPU. Chacune 
de ces architectures possède des spécificités qui influeront sur la manière de paralléliser les 
calculs, les points les plus critiques étant la gestion des mémoires et des communications. 
L'enjeu de ces travaux est d'adapter les codes sur chacun de ces modèles de programmation 
puis de les optimiser. Plusieurs stratégies seront confrontées pour le calcul du système 
d’équations linéaires et de sa résolution. 
Dans le Chapitre IV, nous réduisons le coût du stockage mémoire du système 
d’équations. Nous tentons tout d’abord un portage des méthodes multipolaires rapides 
(FMM) sur GPGPU, mais cet algorithme est très séquentiel et sa parallélisation est 
décevante. Nous proposons ensuite de réduire les besoins en mémoire en compressant la 
matrice d’interaction par ondelettes. Cette méthode a l’avantage d’être peu invasive, 
cependant elle reste de complexité parabolique car le calcul de l’ensemble de la matrice est 
nécessaire. Nous utiliserons alors le parallélisme sur GPGPU pour accélérer ces calculs. 
Enfin, nous appliquons dans le Chapitre V notre méthodologie sur un cas de complexité 
industrielle : le calcul des capacités parasites d’un variateur de vitesse. 
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Résumé 
Ce chapitre présente une introduction au calcul hautes performances. Il débute par 
les présentations des différentes architectures informatiques et de leurs optimisations. 
Le calcul parallèle est ensuite présenté, plus particulièrement le calcul sur cartes 
graphiques. L’enjeu ici est de partitionner un algorithme pour le paralléliser, soit sur 
un ordinateur qui possède plusieurs processeurs, soit sur un réseau d’ordinateurs, soit 
encore sur un calculateur graphique qui possède des centaines de processeurs. Pour 
chaque type de parallélisme, des stratégies différentes doivent être adoptées, 
notamment sur la gestion et le partage de la mémoire ainsi que sur la synchronisation 
des tâches. 
I.1.  Introduction 
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1 Introduction 
La modélisation numérique est devenue incontournable dans le monde de la conception 
industrielle et de la recherche scientifique. Les problèmes à résoudre sont de plus en plus 
complexes. Pour y répondre efficacement, il est nécessaire d’adopter une approche de 
calcul hautes performances. 
Dans le domaine de la simulation numérique, la performance est définie par le rapport 
de la précision sur le temps de calcul. Par conséquent, pour augmenter les performances 
d’un calcul, il doit devenir soit plus précis à temps constant, soit plus rapide à précision 
constante, que la version initiale. La précision est généralement donnée par le modèle 
numérique choisi (maillage, formulations physiques, etc.). Ainsi ce travail se concentrera 
sur l’amélioration des temps de calcul. 
Comment accélérer un calcul numérique ? Une première solution est d’augmenter la 
fréquence d’horloge du processeur. Il s’agit d’un remplacement coûteux du matériel ou 
d’overcloking1, cette solution ne sera pas considérée dans ces travaux. De plus, la montée 
en fréquence des processeurs semble avoir atteint ses limites. Une seconde piste 
d’investigation est de permettre l’exécution simultanée de plusieurs instructions. Se 
trouvent ici le calcul parallèle, qui consiste à utiliser plusieurs composants électroniques 
(processeur multicœur, multi-CPU, GPGPU2, PCs en réseaux, etc.), et le pipelining qui est 
un parallélisme d’instruction au sein du même processeur. Une dernière méthode pour 
accélérer un calcul numérique est l’amélioration des accès mémoires. En effet, les 
transferts de données sont souvent le goulot d’étranglement. Une attention particulière sera 
mise sur la gestion de la mémoire, surtout lors de l’utilisation des cartes graphiques. 
Tout d’abord, des généralités sur les architectures informatiques sont présentées dans 
ce chapitre. En effet, comprendre le fonctionnement d’un ordinateur permet déjà des 
optimisations simples à mettre en œuvre telle que la vectorisation. Ensuite, le calcul 
                                                 
1
 Overcloking : manipulation consistant à augmenter la fréquence d’horloge du processeur au delà des 
spécifications du constructeur. Il en résulte un accroissement de la puissance de calcul. 
2
 General-Purpose computation on Graphics Processing Units : utilisation de cartes graphiques pour 
effectuer des calculs en supplément du processeur. 




parallèle qui est la problématique principale de ce mémoire est introduit. Les différents 
types de parallélisme sont décrits, chacun ayant ses particularités qui définiront des 
stratégies de parallélisation qui lui seront propres. Les architectures étudiées sont des PC à 
processeurs multicoeur, des réseaux de PCs et enfin des cartes graphiques, programmables 
depuis 2007, qui possèdent des centaines de cœurs. Les enjeux sont ici de partitionner les 
problèmes sur plusieurs tâches, gérer les mémoires et synchroniser les tâches. 
2 Généralités sur les architectures informatiques 
Pour bien comprendre les enjeux du calcul hautes performances, il est utile d’avoir une 
idée précise du fonctionnement d’un ordinateur. 
2.1 Machine de Von Neumannn 
Les architectures des PCs sont des dérivées de la machine de Von Neumannn 
[Neumann 47, Bersini 08, Patterson 03]. Cette architecture est nommée d’après le 
mathématicien John von Neumannn. Son originalité réside dans l’utilisation d’une 
mémoire unique pour le stockage à la fois des instructions et des données nécessaires aux 
calculs (Figure 1). Cette architecture se décompose en quatre parties : 
1. L’unité arithmétique et logique (ALU) qui effectue les opérations de calcul et 
de comparaison. 
2. L’unité de contrôle chargée du séquençage des opérations. 
3. La mémoire, qui se décompose en deux parties : la mémoire vive (RAM3, cache 
des processeurs) qui contient les programmes en cours d’exécution et les 
données volatiles, et la mémoire permanente (disque dur, clef USB, etc.) qui 
contient les programmes et les données de bases. 
4. Les entrées-sorties qui permettent la communication avec l’extérieur (clavier, 
écran, réseau, etc.). 
                                                 
3
 Random Access Memory, il s’agit de la mémoire vive d’un ordinateur. 
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Figure 1 : Machine de Von Neumann. 
2.2 Hiérarchisation des mémoires 
Les architectures actuelles (Figure 2) héritent de la machine de Von Neumannn. S’y 
retrouvent les entrée/sorties, les mémoires volatiles et permanentes, et les unités de calcul. 
Cependant, les mémoires volatiles se divisent en plusieurs catégories : la RAM et les 
caches des processeurs. Les caches permettent un accès plus rapide à la RAM en copiant 
certaines données qui sont souvent appelées. 
Bus (carte mère)




Cache L3 du processeur












Figure 2 : Architecture moderne avec CPU multicoeur à 3 niveaux de mémoire cache. 




La RAM et la cache sont toutes deux à base de semi-conducteurs. La RAM est 
construite sur de la DRAM
4
, chaque bit est stocké dans un pico condensateur qui doit être 
rafraîchi périodiquement pour éviter les fuites, c’est une mémoire dynamique. Cette 
mémoire est généralement capable de stocker plusieurs gigaoctet de données. Les 
mémoires caches et les registres sont construits sur de la SRAM
5
. Contrairement à la 
DRAM, elle n’a pas besoin de rafraîchissement, cependant elle n’est disponible qu’en 
faible quantité et pour un coût très supérieur à la DRAM. C’est pourquoi les mémoires sont 
hiérarchisées (Figure 3) en fonction de leur capacité de stockage et de leur vitesse (liée à 
leur coût). 
Les capacités présentes dans les caches des processeurs sont de l’ordre du mégaoctet 
pour la L3 [Intel 11b], de la centaine de Ko pour la L2, la dizaine de Ko pour la L1 et du 
Ko pour les registres. Les vitesses de transfert sont de l’ordre du Go/s entre la RAM et le 






















Figure 3 : organisation hiérarchique des mémoires. 
Par exemple, le processeur Intel Core i7 2600 [CPU World] possède 4 cœurs de calcul, 
8 Mo de mémoire cache L3, 256 ko de L2 par cœur et 32 ko de L1 par cœur. 
2.3 Performance de calcul 
La performance des ordinateurs est limitée par la latence (temps pour un seul accès) et 
la bande passante (nombre d’accès par unité de temps) de la mémoire. Le temps de latence 
                                                 
4
 Dynamic Random Access Memory. 
5
 Static Random Access Memory. 
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est de plusieurs ordres de grandeur supérieur au temps d’un cycle CPU. Les accès 
mémoires constituent bien un goulot d’étranglement qu’il est nécessaire d’optimiser. 
Le niveau sur lequel il est possible d’agir le plus efficacement est le transfert de 
données entre la mémoire vive et le processeur. Il est important que l’accès aux données 
soit coalescent, c’est-à-dire d’appeler des blocks de mémoire consécutifs. La Figure 4 
montre un accès coalescent. Un flux de données est créé entre la mémoire et le processeur, 
ainsi les temps de latence sont diminués, et par conséquent la bande passante est maximale. 
t0 t6t2 t3 t4 t5t1 t7 t8 t9
 
Figure 4 : Accès coalescent à la mémoire. 
La Figure 5 montre un accès non séquentiel à t=2 et à t=3, ainsi qu’une discontinuité à 
t=6 et à t=7. Ces accès sont bien entendu non coalescents. La perte de performances d’un 
accès non coalescent peut se traduire par un ralentissement du programme de l’ordre de 50 
fois (test effectué sur un petit programme de multiplication matricielle en C). 
t0 t6t2 t3 t4 t5t1 t7 t8 t9
 
Figure 5 : Accès non coalescent, accès non séquentiel à t2 et t3, discontinu à t6 et t7. 
Il existe un parallélisme d’instruction au sein du processeur, c’est le pipelining. En 
effet, les processeurs modernes permettent d’exécuter plusieurs instructions 
simultanément. Soit un processeur qui accompli une opération en 5 étapes [Bersini 08] : 
1. IF (Instruction Fetch) charge l'instruction à exécuter dans le pipeline. 
2. ID (Instruction Decode) décode l'instruction et adresse les registres. 
3. EX (Execute) exécute l'instruction. 
4. MEM (Memory) dénote un transfert entre un registre vers la mémoire. 
5. WB (Write Back) stocke le résultat dans un registre. 




Dans le cas où chaque étape met 1 cycle d'horloge pour s'exécuter, il faut alors 5 cycles 






Figure 6 : Exécution de 3 instructions sur un processeur sans pipeline. 15 cycles d'horloge sont 
nécessaires. 
Soit maintenant un processeur possédant 5 pipelines (Figure 7). Chaque instruction se 
déroule toujours en 5 étapes, mais l’ensemble des 5 instructions se déroule en 9 cycles au 
lieu de 25. À t=5 tous les pipelines sont sollicités. Ce parallélisme est bien adapté au 









Figure 7 : Exécution de 5 instructions sur un processeur possédant 5 pipelines. Seuls 9 cycles 
d'horloges sont nécessaires. 
Toutes les opérations arithmétiques n’ont pas le même coût. Flynn [Flynn 95] propose 
une estimation du coût en cycles d’horloge des opérations arithmétiques sur la base qu’une 
addition coûterait 1 cycle d’horloge en temps de calcul (Figure 8). Le coût d’une division 


























Figure 8 : Coût des opérations arithmétiques en cycles d'horloge. 
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2.4 Optimisation des codes de calcul 
Sont présentées ici quelques techniques d’optimisation des codes de calcul numérique 
[Dowd 98]. Il est important, une fois un code écrit et validé, d’optimiser sa vitesse 
d’exécution. Pour se faire, il faut essentiellement tenir compte du fonctionnement de 
l’ordinateur comme présenté précédemment. D’autres exemples sont proposés dans 
l’Annexe A. 
2.4.1 Notion de vectorisation 
La vectorisation consiste à traiter les données continûment par paquets, c'est-à-dire de 
travailler sur des tableaux et non plus des variables. Cette technique permet d’exploiter les 
deux notions vues précédemment qui sont la coalescence et le pipelining [Golub 83]. 
L’opération vectorielle est décodée une seule fois par le processeur, et les constantes sont 
placées dans sa mémoire cache. Les éléments des vecteurs sont ensuite soumis un à un au 
processeur. Ce transfert de données entre la RAM et le processeur est coalescent, donc très 
performant. De plus, les pipelines du processeur sont pleinement alimentés ce qui accroît la 
vitesse de calcul. 
En modélisation numérique, de très grands nombres de données sont couramment 
traitées, la vectorisation est alors nécessaire afin d’obtenir de bonnes performances. La 
vectorisation s’effectue souvent par le biais de bibliothèques spécialisées telles que BLAS 
par exemple [BLAS]. BLAS est une bibliothèque d’opérations vectorielles et matricielles. 
Elle est décomposée en trois sections, BLAS 1 pour les opérations vecteur/vecteur 
(y=alpha*x + y), BLAS 2 pour les opérations matrice/vecteur (y=alpha*A*x + y) et BLAS 
3 pour les opérations matrice/matrice (C=alpha*AB+C). 
2.4.2 Stockage des matrices 
Dans certaines bibliothèques de manipulation de matrices disponibles sur Internet, les 
matrices sont définies ainsi : M[i][j], où i et j sont les index de l’élément de la matrice. Il 
peut s’agir d’un tableau de tableaux, l’accès aux données n’est alors pas toujours 
performant. 
Le standard est de stocker les matrices dans des tableaux, soit en format ligne, soit en 
format colonne [BLAS]. Le Fortan utilise le format colonne, c’est-à-dire que les matrices 




sont définies de la façon suivante : M(i,j) = T[i +j*dj], avec T le tableau dans lequel les 
éléments de la matrice sont stockés et dj l’incrément lors du déplacement selon la direction 
j. Ici dj prend pour valeur le nombre de ligne de la matrice. Le C/C++ ainsi que le Java 
utilisent le format ligne. Les matrices sont alors définies ainsi : M(i,j) = T[i*di+j], avec di 
l’incrément lors du déplacement selon la direction i qui prend pour valeur le nombre de 
colonnes de la matrice. 
Il est également possible de définir une matrice de la façon suivante : M(i,j) = 
T[i*di+j*dj+o], avec o un décalage par rapport au début du tableau. Si la matrice est 
déroulée dans le sens des lignes par exemple, alors di sera égal au nombre de colonnes et dj 
prendra 1 comme valeur. L’avantage de cette définition est que l’accès à la transposée se 
fait par une simple inversion des indices di et dj ! De plus l’index de décalage permet de 
déplacer facilement dans le tableau et de définir simplement des sous-matrices. 
2.4.3 Division par une constante 
Soit la boucle suivante : 
for (i=0 ; i<n ; i++) { 
 A[i] = A[i] / sqrt(x*x+y*y) 
} 
Cette boucle contient une division par une constante, hors les divisions sont très 
coûteuses. De plus, le terme au dénominateur est également coûteux à calculer, il doit être 
calculé hors de la boucle : 
cste = 1 / sqrt(x*x+y*y) 
for (i=0 ; i<n ; i++) { 
 A[i] = A[i] * cste 
} 
Le code a été accéléré en théorie d’un facteur de 8 à 10 uniquement grâce à la 
suppression de la division. L’accélération est plus importante encore due au fait que la 
fonction racine carrée n’est plus appelée à chaque itération. Cet exemple particulièrement 
pathologique montre qu’il n’est pas nécessaire de complexifier énormément l’algorithme 
pour être plus performant. 
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2.4.4 Boucles imbriquées 
Soit l’algorithme très connu de multiplication matricielle. Les matrices sont ici stockées 
au format ligne par exemple. Classiquement, il s’écrit (pour une matrice n x n) : 
for (i=0 ; i<n ; i++) { 
 for (j=0 ; j<n ; j++) { 
  sum = 0 
  for (k=0 ; k<n ; k++) 
   sum = sum + A[i,k] * B[k,j] 
  } 
  C[i,j] = sum  
 }  
} 
Ici, l’accès à B[k,j] n’est pas coalescent ! La perte du pipelining peut provoquer un 
ralentissement d’un ou deux ordres de grandeur ! L’algorithme optimisé peut être réécrit de 
cette façon : 
for (i=0 ; i<n ; i++) { 
 for (j=0 ; j<n ; j++) { 
  C[i,j] = 0  
 }  
} 
for (k=0 ; k<n ; k++) { 
 for (i=0 ; i<n ; i++) { 
  scale = A[i,k] 
  for (j=0 ; j<n ; j++) 
   C[i,j] = C[i,j] + B[k,j] * scale 
  }  
 }  
} 




L’accès coalescent à B[k,j] est retrouvé pour le prix d’une variable supplémentaire dans 
l’algorithme. En réalité ce prix est quasi nul car si le compilateur fait bien son travail elle 
sera placée en cache au plus près du processeur. 
Remarque : si les matrices étaient stockées au format colonne, ce serait l’accès à A[i,k] 
qui aurait posé un problème de coalescence. 
3 Introduction au calcul parallèle 
Le terme de calcul parallèle se réfère ici à l’utilisation de plusieurs processeurs, 
(multicœur, multi-CPU, réseau) pour faire des calculs. Il y a plusieurs intérêts à faire du 
calcul parallèle, tout d’abord être plus rapide (multicoeur en particulier), ou encore 
résoudre des problèmes plus importants grâce au cumul des ressources comme la mémoire 
vive qui est souvent un facteur limitant. Une dernière motivation est tout simplement la 
possibilité d’effectuer plusieurs tâches en même temps. 
3.1 Fin de règne du calcul séquentiel 
Un programme séquentiel est un programme qui ne fait qu’une opération à la fois, 
contrairement à un programme parallèle qui peut traiter plusieurs opérations 
simultanément. 
Gordon Earle Moore publia en 1965 une loi dans Electronics magazine qui porte son 
nom. La loi de Moore est une loi empirique qui prédit que le nombre de transistors dans les 
processeurs double tous les 18 mois [Schaller 97]. Cette loi s’est révélée étonnamment 
exacte, et devrait le rester jusqu’en 2015. Les processeurs possèderont alors plus de 15 
milliards de transistors. Ensuite des limites physiques apparaîtront (effet tunnel, 
désintégration bêta) et il sera impossible de graver des transistors plus finement (avec les 
matériaux actuels). 
La loi de Moore semble avoir déjà atteint ses limites d’un point de vue industriel. En 
effet, graver toujours plus finement n’est plus forcément rentable, et il se pose également 
des problèmes de dissipation thermique [Kish 02]. La solution trouvée par les fondeurs est 
de multiplier les cœurs de calcul. Dorénavant, la plupart des processeurs vendus dans le 
commerce sont multicoeurs. 
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Finalement, la loi de Moore reste exacte grâce à la multiplication des cœurs, à 
condition néanmoins que les programmes sachent les exploiter. 
3.2 Terminologie du parallélisme 
Sont présentées ici quelques définitions de termes qui sont couramment rencontrés en 
calcul hautes performances. 
Tâche et tâche parallèle 
Une tâche est une portion d’un travail à effectuer par un ordinateur. Il s’agit 
typiquement d’un ensemble d’instructions exécutées sur un processeur. Une tâche parallèle 




Un processus est un programme en cours d’exécution, il est créé par le système 
d’exploitation. Il contient un ou plusieurs threads. Un thread est constitué d’une ou 
plusieurs tâches. Dans une programmation multi-thread, chaque thread possède une 
mémoire propre et partage la mémoire globale du thread parent. 
Mémoire partagée 
La mémoire partagée est une mémoire accessible par toutes les tâches. C’est 
l’architecture mémoire utilisée dans la programmation multithread, chaque thread 
partageant la mémoire globale du thread parent. Ce modèle est simple à mettre en œuvre 
sur une machine multicoeur qui a pour particularité que toutes les unités de calcul ont 
accès à la même mémoire RAM. 
Mémoire distribuée 
Il s’agit ici d’une mémoire non commune aux différentes tâches, car elle est 
physiquement répartie sur plusieurs machines. Elle est accessible via des communications 
entre les différentes tâches (par fichiers, réseau, etc.). 
                                                 
6
 Thread : « ligne d’exécution » 





L’accélération est le rapport des temps d’exécution entre le programme séquentiel et sa 
version parallèle. Une accélération idéale est le nombre de processeurs utilisés (voir 
scalabilité). 
Massivement parallèle 
Ce terme est utilisé pour désigner des architectures matérielles qui contiennent un 
grand nombre de processeurs. Ce nombre est évidement en constante augmentation, à 
l’heure de la rédaction de ce manuscrit il se situe entre cent et mille. 
Communications 
Les communications sont des échanges des données entre plusieurs tâches parallèles. 
Ces communications sont généralement faites à travers un réseau. 
Synchronisation 
Une synchronisation est un point d’arrêt dans une tâche qui se débloque lorsque les 
autres tâches sont arrivées au même niveau. Le but est généralement de coordonner les 
tâches vis-à-vis des communications. 
Granularité 
La granularité est le rapport entre les temps de calcul et les temps de communication. 
Le grain est dit grain grossier si une grande quantité de calcul est traitée entre les 
communications et de grain fin si au contraire il y a peu de calcul entre les 
communications. 
Scalabilité 
La scalabilité d’un système parallélisé et sa capacité à fournir une accélération 
proportionnelle au nombre de processeurs. Elle dépend du matériel (vitesse des bus, etc.), 
de la capacité de l’algorithme à être parallélisé et également de la programmation. Une 
scalabilité idéale est 1. 
3.3 Taxinomie de Flynn 
La classification des architectures parallèles la plus utilisée est la classification de 
Flynn (Figure 9). Elle a été proposée par Michael J. Flynn en 1966 [Flynn 72, Duncan 90, 
Kumar 94]. 
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Figure 9 : Classification de Flynn. 
Les quatre catégories définies par Flynn sont classées selon le type d'organisation du 
flux de données et du flux d'instructions : 
 SISD : il s’agit d’une architecture séquentielle qui contient un seul flot 
d’instruction et un seul flot de donnés. 
 SIMD : ici toutes les unités de traitement exécutent le même calcul sur des 
données différentes pour produire des résultats différents. 
 MISD : un seul flot de données alimente plusieurs unités de traitement. Cette 
architecture est très peu utilisée. 
 MIMD : chaque unité de traitement peut gérer un flot d’instructions différent, 
sur des données différentes. C’est l’architecture la plus courante, elle est 
notamment rencontrée sur les PCs. 
3.4 Architectures parallèles 
La programmation parallèle est fortement liée à l’architecture parallèle utilisée. Sont 
présentés ici les architectures parallèles les plus courantes. 
Multicœurs 
Les processeurs dits multicœurs sont des processeurs qui contiennent plusieurs unités 
de calcul. En 2012, il s’agit de l’architecture la plus courante, elle représente le nouveau 
standard des PCs. Le nombre de cœurs de calcul se situe couramment entre 2 et 8. C’est 
une architecture à mémoire partagée car tous les cœurs ont accès à la mémoire vive. Pour 
exploiter cette architecture, il est courant de diviser le problème en n threads, avec n le 
nombre de cœurs de la machine. Ce partitionnement est assez facile à mettre en œuvre car 
le nombre de partitions est faible, et de plus, la mémoire est partagée entre les threads. 





L’architecture SMT pour Simultaneous Multithreading permet d’optimiser l’utilisation 
des ressources des processeurs multicoeurs, comme par exemple remplir les cycles perdus 
(Figure 10). Les pipelines sont partagés entre plusieurs threads, les registres et les caches 
également. Les performances individuelles de chaque thread sont dégradées, mais 
l’exécution de l’ensemble des threads est améliorée [Tullsen 95, Lo 97]. 
Par exemple, l’Intel Core i7 2600 citée précédemment, est une architecture SMT [Intel 
11]. En effet, le processeur possède 8 cœurs logiques alors qu’il en existe physiquement 
que 4. Ce mécanisme qui permet de simuler la présence de plus de cœurs qu’il n’en existe 

























































Utilisation des ressources de calcul  
Figure 10 : L'architecture SMT permet d’optimiser l’exploitation des ressources de calcul des 
processeurs en saturants leurs pipelines. 
Cluster de calcul 
Un cluster de calcul, ou ferme de calcul en français, désigne un ensemble d’ordinateurs 
reliés en réseau. L’échelle de ce réseau est locale : une armoire, une pièce, ou un bâtiment. 
Il s’agit d’une architecture à mémoire distribuée, chaque machine n’a pas accès à la 
mémoire des autres. Les communications se font via un réseau. Pour le développeur de 
code de calcul parallèle, il lui faudra également gérer les temps de communication réseau 
qui peuvent devenir un goulot d’étranglement (cf. la granularité). 
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Ce parc de machine est généralement géré par un serveur qui fait office de gestionnaire 
de tâches. C’est lui qui va distribuer les tâches sur les machines, gérer les ressources 
disponibles, ainsi que les pannes des machines. 
Grille de calcul 
Une grille de calcul est un cluster de clusters. L’échelle est beaucoup plus importante 
qu’un cluster, elle peut être d’une ville, d’une région, d’un pays voire de toute la planète 
avec pour exemple le projet BOINC
7
 [BOINC]. Plus localement, le projet CIMENT
8
 
[CIMENT] dans la région grenobloise peut être cité. La Figure 11 présente la grille de 
calcul CIMENT. Cet exemple est intéressant car le parc de machines est hétérogène, il est 
constitué de serveurs de calcul x86, Itanium, et même de PCs standards issus d’une salle de 
travaux pratiques. 
 
Figure 11 : Diagramme de la grille de calcul CIMENT. Le parc de machines est très hétérogène et les 
niveaux de réseaux sont multiples. Source : présentation CIMENT, Bruno Bzeznik et Laurent Desbat. 
GPGPU 
Le GPGPU pour General-Purpose computation on Graphics Processing Units désigne 
l’utilisation de cartes graphiques, initialement dédiées à l’affichage, en renfort des 
                                                 
7
 Berkeley Open Infrastructure for Network Computing : c’est un projet de calcul bénévole consacré à 
une grande variété de domaines de recherche, tel le séquençage de l’ADN, la recherche de pulsars, etc. 
8
 Calcul Intensif / Modélisation / Expérimentation Numérique et Technologique. CIMENT vise au 
développement de projets de calcul de taille mésoscopique au sein des Universités Grenobloises. 




processeurs conventionnels pour effectuer des calculs. Le point fort de cette architecture 
est sa très grande puissance de calcul brute qui est de l’ordre de celle d’un petit cluster de 
calcul. L’avantage par rapport à un cluster est l’absence de gestion d’un réseau et d’un parc 
de PCs, le tout pour un coût moindre que celui d’un cluster ! Cependant il s’agit d’une 
architecture massivement parallèle et tous les algorithmes ne s’y prêtent pas. 
3.5 Limites et coût du parallélisme 
Idéalement, l’accélération d’un programme parallélisé devrait être le nombre de cœurs 
de calcul utilisé (scalabilité optimale). La réalité n’est malheureusement pas aussi simple 
car il existe toujours des parties séquentielles qui peuvent représenter un coût non 
négligeable. Amdhal proposa en 1967 [Amdahl 67] le modèle suivant pour décrire 










Où rs + rp = 1, et rs et rp sont respectivement les proportions séquentielles et 
parallélisable du programme. Ce modèle limite l’accélération que peut apporter la 
parallélisation. En effet, la limite quand n tend vers l’infini est finie (Figure 12). 
Gustafson proposa en 1988 [Gustafson 88] une réévaluation de la loi de Amdhal car il 
jugeait cette dernière trop pessimiste (Figure 13). La parallélisation ne sert pas uniquement 
à réduire le temps de calcul d’un problème donné, comme Amdhal le considère, mais 
surtout à traiter des problèmes plus importants. Dans ce cas, la proportion séquentielle 
reste plus ou moins constante. En effet, dans nos problèmes, la partie séquentielle contient 
typiquement l’extraction d’un maillage. Cette dernière est de complexité N avec N le 
nombre de nœuds par exemple. Le problème physique à résoudre peut être quant à lui de 
complexité N log N s’il s’agit d’éléments finis, ou N² s’il s’agit d’une méthode intégrale 
par exemple. L’augmentation du coût des opérations séquentielles est minime par rapport à 
celles parallélisables. Par conséquent Gustafson définit une loi d’accélération linéaire (2) : 
PS rnrnAcc .)(  (2)  
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Figure 12 : Loi de Amdhal, accélération en fonction du nombre de processeurs pour différentes 
proportion de programme séquentiel. L’accélération est ici limitée. 
La vérité se situant probablement entre les lois de Amdhal et de Gustafson, Ni proposa 
une loi plus fine [Ni 90] qui tient également en compte des temps de communication entre 


























Figure 13 : Loi de Gustafson, accélération en fonction du nombre de processeurs pour différentes 
proportion de programme séquentiel. L’accélération suit une loi linéaire. 




4 Enjeux de la programmation parallèle 
La programmation parallèle nécessite de décoder les relations entre les architectures et 
les applications. L’architecture doit être choisie en fonction des besoins (puissance de 
calcul, quantité de mémoire, architecture mémoire, etc.). Il est nécessaire de comprendre le 
comportement d’un algorithme afin de l’adapter à l’architecture choisie. Les principaux 
enjeux de la programmation parallèle sont discutés dans cette section. 
4.1 Partitionnement du problème 
La première difficulté dans la transformation d’un algorithme séquentiel en un 
algorithme parallèle est la division du problème en portions pouvant être traitées 
simultanément. Cette opération est appelée partitionnement. Cette phase d’analyse du 
problème doit être réalisée au mieux car c’est elle qui mènera à une bonne scalabilité. Le 
choix d’un partitionnement est fortement corrélé à l’architecture utilisée. 
+ =
Matrice u Matrice v Matrice w
 
Figure 14 : Partitionnement d'une addition matricielle en 4 tâches. 
Dans l’exemple présenté à la Figure 14, une addition matricielle peut être facilement 
partitionnée en 4 tâches. Chaque tâche, totalement indépendante des autres, effectue 
l’addition d’une sous matrice, la scalabilité est maximale dans cet exemple très simple. 
Le partitionnement d’une multiplication matricielle est un peu plus sophistiqué (Figure 
15). Les blocs des matrices u et v sont lus plusieurs fois simultanément par les différentes 
tâches. Il peut en résulter une baisse des performances, mais qui reste limitée car la lecture 
est une opération très rapide. 
I.4.  Enjeux de la programmation parallèle 
 
 
Christophe Rubeck - Université de Grenoble - 2012  41 
* =
Matrice u Matrice v Matrice w
 
Figure 15 : Partitionnement d'une multiplication matricielle en 4 tâches. 
4.2 Gestion des tâches 
Une conséquence directe du partitionnement est la distribution des calculs sur les 
différentes tâches. La Figure 16 présente une distribution déséquilibrée de l’occupation des 
tâches au cours du temps. La scalabilité est ici fortement réduite compte tenu que certaines 
tâches sont peu actives. Il est nécessaire d’équilibrer les tâches afin de minimiser les temps 
morts. Chaque tâche doit donc recevoir une quantité de travail équivalente. Dans le cas 
d’opérations vectorielles ou matricielles, le travail étant parfaitement identique sur chaque 
élément du vecteur ou de la matrice, la solution est de découper le travail en parts égales 
sur chaque tâche. Dans les cas plus complexe il est nécessaire d’analyser les performances 









Figure 16 : Occupation des tâches en fonction du temps. La répartition est déséquilibrée ici. 
4.3 Communications entre les tâches 
Le besoin de communications entre les tâches dépend du problème. Une tâche au sein 
d’une addition matricielle par exemple n’a pas besoin des informations que peuvent 
contenir les autres tâches, il n’y aura pas de communication. Dans le cas d’un problème par 
différences finies par exemple, les éléments ont besoin de connaître l’état de leurs voisins, 




des communications seront alors nécessaires. Il est indispensable de minimiser le coût des 
communications pour s’assurer d’une bonne scalabilité. 
Les communications sont coûteuses pour plusieurs raisons. Tout d’abord, le temps 
nécessaire pour effectuer la communication représente presque toujours un coût. Il y a 
également des cycles CPU qui vont être utilisés pour transmettre les données et non pas 
pour effectuer des calculs, cela représente également un coût. Les communications 
nécessitent souvent des synchronisations, il en résulte que des tâches vont se retrouver 
inactives car elles sont en attentes vis-à-vis des autres tâches, ce coût peut être très lourd 
s’il est mal géré. Enfin le dernier coût important provient de l’infrastructure réseau en elle-
même, le trafic peut se retrouver saturé et la bande passante fortement diminuée. 
A l’instar des accès mémoires, le temps d’une communication peut se quantifier en 
temps de latence et en bande passante
9
. Envoyer de nombreux petits messages peut 
engendrer une domination des temps de latence sur la bande passante. Il est souvent plus 
efficace de regrouper ces paquets de petits messages dans un plus grand message afin 
d’augmenter la bande passante. 
Les communications peuvent être explicites ou implicites. Dans une architecture à 
mémoire partagée, toutes les tâches ont accès à une mémoire commune. C’est ce qui rend 
cette parallélisation facile à mettre en œuvre. Les communications entre les tâches sont ici 
transparentes. Dans le cas d’une architecture à mémoire distribuée, les communications 
sont explicites. Il est souvent nécessaire de mettre en œuvre une infrastructure réseau. Le 
programmeur doit donc être vigilent, et en particulier veiller à ce que les temps de 
communications entre les tâches ne soient évidemment pas supérieurs aux gains apportés 
par la parallélisation. 
4.4 Synchronisation des tâches 
La programmation parallèle peut être source de problèmes, comme par exemple le cas 
où plusieurs tâches modifient la même variable partagée en même temps. Le résultat de 
cette collision est une indétermination de la valeur de la variable. Elle peut soit prendre la 
                                                 
9
 Rappel : le temps de latence est le temps minimum nécessaire à l’envoi d’un message (de zéro octet) 
d’une tâche à une autre. La bande passante est la quantité de données qui peut être transférée par unité de 
temps. 
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valeur donnée par la dernière tâche qui y a eu accès, soit même rester indéterminée. La 
solution est d’introduire un verrou sur la variable qui empêche son accès simultané par 
plusieurs tâches. Les tâches concurrentes restent alors en attente de la libération de la 
variable protégée. 
Une autre utilité des synchronisations et de garantir que toutes les tâches soient au 
même niveau. Typiquement lorsqu’une opération nécessite le déroulement complet de 
l’opération précédente, une barrière de synchronisation doit être introduite. Toutes les 
tâches arrivant sur cette barrière se mettent en attente jusqu’à ce qu’elles y soient toutes 
arrivées. Ainsi la cohérence des données nécessaire à l’opération suivante est préservée. Le 
programmeur doit rester vigilant à l’utilisation des barrières de synchronisation, en effet un 
trop grand nombre de tâches en attente nuit à la scalabilité. Ce problème est très sensible 
sur les architectures massivement parallèles tel le GPGPU. 
4.5 Réduction de variables 
La réduction est une opération pouvant mener à une baisse des performances, 
notamment sur les systèmes massivement parallèles. C’est pourquoi il est nécessaire de 
rester vigilent lors de son utilisation. Soit par exemple une addition vectorielle parallélisée, 
avec autant de tâches que la dimension des vecteurs à additionner. L’algorithme est très 
simple, il est illustré à la Figure 17, chaque tâche procède à une seule addition. 
+
u
+ + + + + + + + +
v
w
= = = = = = = = = =
 
Figure 17 : Addition vectorielle multi tâche. 
Soit à présent le produit scalaire entre u et v, toujours en utilisant un maximum de 
tâches (Figure 18). Les opérations de multiplication sont massivement parallélisables, mais 
il faut ensuite additionner les résultats de chaque tâche : c’est la réduction. Il est possible 
de n’utiliser qu’une seule tâche pour cette opération, typiquement une boucle sur n (avec n 




le nombre d’éléments dans w) qui additionne le tout. Le nombre d’opérations est alors de 
n. Il est également possible d’utiliser un schéma de réduction multi tâches. Le nombre 
d’opérations séquentielles est log(n)/log(2) car à chaque itération le nombre de tâches 
actives est divisé par deux. Le résultat du produit scalaire est la première entrée du tableau 
w. Une opération de réduction peut fortement réduire la scalabilité d’une tâche parallèle. 
En effet, les gains apportés par le parallélisme sur les opérations parallélisées (ici les 
additions) peuvent être réduits voire perdus lors de la réduction. 
+
u
+ + + + + + + + +
v
w
= = = = = = = = = =













Figure 18 : Produit scalaire multi tâche. Après les multiplications, une opération de réduction est 
nécessaire. 
4.6 Bibliothèques de calcul parallèle 
Les quelques bibliothèques présentées ici font partie des plus connues pour réaliser du 
calcul parallèle. 
OpenMP 
Pour Open Multi-Processing, c’est une API10 multi plateforme pour les langages C/C++ 
et Fortran. Elle permet de réaliser facilement des codes parallèles sur architectures à 
                                                 
10
 Application Programming Interface : interface de programmation. 
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mémoire partagée. L’opération la plus courante est de paralléliser des boucles à condition 
que chaque itération dans la boucle soit indépendante des autres. 
MPI 
Message Passing Interface est également une API pour les langages C/C++ et Fortran. 
Contrairement à OpenMP, elle exploite les architectures à mémoire distribuée par passage 
de messages entre les machines. C’est aujourd’hui devenu le standard sur les systèmes 
parallèles à mémoire distribuée tels que les clusters et les grilles de calcul. 
CUDA 
Compute Unified Device Architecture est une API développée par Nvidia qui permet 
d’exploiter les cartes graphiques de la marque pour exécuter des calculs. Cette API sera 
présentée en détail au Chapitre III. 
OpenCL 
Open Computing Language est une API développé par le Khronos Group
11
 en 2008. 
D’abord présenté comme une alternative ouverte à CUDA, OpenCL est bien plus car elle 
gère aussi bien les GPU que le multi-CPU. 
5 Calcul scientifique sur processeurs graphiques 
5.1 Introduction au GPGPU 
5.1.1 Pourquoi le GPGPU ? 
Les éditeurs de jeux vidéo souhaitant proposer des jeux toujours plus réalistes, les 
moteurs physiques de dernières générations demandent une puissance de calcul colossale. 
Les cartes graphiques, sur lesquelles repose l’exécution de ces jeux, ont dû évoluer et 
permettent maintenant non seulement de l’affichage d’objets 3D mais également 
d’effectuer des opérations arithmétiques. De plus, compte tenu de la puissance de calcul 
demandée, les GPUs sont devenus plus puissants que les CPUs traditionnels (Figure 19). 
La différence est particulièrement flagrante pour le calcul en simple précision. 
                                                 
11
 Le Khronos Goup est un consortium d’industriels dans le but de concevoir des standards ouverts. 





Figure 19 : Puissance des GPUs par rapport aux CPUs traditionnels. Source [Nvidia 11]. 
La grande puissance des cartes graphiques est exploitée depuis une dizaine d’années 
par la communauté scientifique. Les premiers calculs sur GPU étaient effectués en 
détournant les API graphiques. Depuis 2007, les cartes graphiques sont programmables 
grâce à l’introduction de CUDA par Nvidia. Ce langage dérive du C/C++ et permet de 
gérer l’architecture particulière des cartes graphiques [Nvidia 11]. 
Un autre attrait au GPGPU est le coût moindre à l’achat d’une carte graphique par 
rapport à un serveur de calcul. Par exemple au G2Elab, le serveur de calcul de l’équipe 
modélisation (DELL PowerEdge R610, 2 processeurs de 4 cœurs chacun) vaut environ 
8000€ (achat effectué en 2009) tandis que la carte graphique exploitée durant ma thèse, 
Nvidia Tesla C1060 vaut environ 1000€ (2010). Une carte graphique d’entrée de gamme, 
équipée par exemple d’une puce Nvidia Geforce G210 avec 512 Mo de mémoire, coûte 
environ 50€ (2012). Le rapport performance/coût permit à l’architecture GPGPU de faire 
l’objet de travaux dans notre communauté des méthodes intégrales basses fréquences 
[Lezar 10] et dans d’autres également tel par exemple celle des éléments finis [Oliveira 
Rodrigues 2012]. 
Les cartes graphiques sont puissantes et peu onéreuses, alors pourquoi ne pas les 
utiliser pour tous les calculs ? Malgré les avantages cités précédemment, l’architecture 
particulière des GPUs restreint leur utilisation au calcul massivement parallèle (milliers de 
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threads). De plus, le calcul sur GPU n’est vraiment intéressant qu’en simple précision 
(Architecture GT200, 2008). Un dernier point est que les opérations arithmétiques ne sont 
pas toujours aux mêmes standards que ceux sur CPU. En d’autres termes, il peut y avoir 
une différence (sur les dernières décimales en général) entre les résultats de deux 
opérations identiques effectuées l’une sur GPU et l’autre sur CPU. 
5.1.2 Présentation de la Nvidia Tesla C1060 
Dans l’objectif de réaliser des expériences en GPGPU, le laboratoire a investi dans une 
carte graphique dédiée au calcul scientifique. Ce calculateur, la Nvidia Tesla C1060 
(Figure 20), promet une puissance de calcul brute de l’ordre du téraflop (1000 milliards 
d’opérations en virgules flottantes par seconde). 
 
Figure 20 : Nvidia Tesla C1060. 
La Tesla C1060 est de capacité de calcul 1.3 dans la classification de Nvidia, cela 
signifie qu’elle permet des calculs en double précision (norme IEEE 754). Cependant la 
double précision n’est pas très performante, un calcul en double précision est environ 8 
fois plus lent que son équivalent en simple précision. Les calculs seront effectués de 
préférence en simple précision, à condition bien sûr que l’utilisation de cette dernière 
n’introduit pas plus d’erreur que les mêmes calculs en double précision. La validité des 
calculs en simple précision des méthodes intégrales sera présentée au chapitre suivant 
(paragraphe 5.4). 
D’un point de vue composant, la Tesla C1060 possède 240 cœurs de calculs, la 
fréquence d’horloge est de 1,3 GHz. La quantité de mémoire RAM dédiée est de 4Go en 
DDR3 (102 GB/sec). 




5.1.3 GPGPU : le CPU assisté par le GPU 
Les cartes graphiques ne sont pas autonomes, elles sont toujours pilotées par un 
ordinateur qui est appelé l’hôte. L’hôte peut transférer des données entre sa propre 
mémoire vive et celle du GPU, et il peut également envoyer des programmes à exécuter 
qui sont appelés des kernels. 
Classiquement, un programme GPGPU sera construit de la façon suivante : 
1. Allocation de la mémoire sur le GPU 
2. Transfert des données de l’hôte vers le GPU 
3. Exécution d’un ou plusieurs kernels 
4. Transfert du résultat du GPU vers l’hôte 
5. Libération de la mémoire allouée sur le GPU 
En plus du rôle de chef d’orchestre, l’hôte effectue également toutes les opérations 
restées séquentielles. 
5.2 Architecture d’un GPU 
5.2.1 Organisation des cœurs de calcul sur un GPU 
La Figure 21 présente le schéma de l’architecture d’un GPU [Nvidia 11]. La différence 
avec l’architecture PC (Figure 2) est flagrante. Tout d’abord c’est une architecture à 
mémoire partagée, tous les cœurs de calcul ont accès à une RAM commune. Le GPU 
possède de très nombreux cœurs de calcul. C’est une architecture massivement parallèle, 
nécessaire au rendu de l’affichage sur un écran d’ordinateur. C’est pourquoi il y a 
d’avantage de transistors dédiés au calcul qu’au contrôle ou la mise en cache de données. 
Les cœurs de calcul sont regroupés dans des blocks appelés multiprocesseurs. Ces 
multiprocesseurs contiennent un contrôleur et un ou plusieurs niveaux de mémoire cache. 
Une difficulté qui s’annonce déjà sera de gérer les flux dans les caches car ici, 
contrairement à une architecture multicœur sur PC, tous les cœurs n’ont pas accès aux 
mêmes mémoires caches. 
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Figure 21 : Architecture d'un GPU. 
5.2.2 Niveaux de mémoires sur un GPU 
Comme les PCs, les cartes graphiques disposent également de plusieurs niveaux 
hiérarchisés de mémoire (Figure 22). Il y a une mémoire RAM, appelée ici mémoire 
globale, de quantité de l’ordre de la centaine de Mo au Go. Il existe également des 
mémoires de constantes et de textures
12
, de quelques dizaines de Ko chacune. Elles 
peuvent être exploitées par les kernels uniquement en lecture, elles sont utilisées pour 
stocker des données constantes. Ces mémoires RAM, de contentes et de textures sont 
accessibles par tous les cœurs de calcul. Mais ce sont également les mémoires les plus 
lentes [Nvidia 11]. 
Chaque multiprocesseur dispose de mémoires qui lui sont propres (accessible 
uniquement par ce dernier). La mémoire partagée, de l’ordre de 128 Ko, est accessible par 
tous les cœurs d’un multiprocesseur. Ainsi, seuls les threads s’exécutants dans le même 
multiprocesseur pourront communiquer rapidement. Enfin, chaque cœur de calcul dispose 
d’une mémoire cache et de registres (16 Ko par cœur). Les communications entre les 
cœurs et les mémoires caches sont beaucoup plus rapides qu’avec la mémoire globale. Il 
faudra donc veiller à les utiliser le plus possible. Une autre remarque est que les mémoires 
caches sont très limitées en quantité, voilà pourquoi les calculs doivent rester suffisamment 
                                                 
12
 En imagerie de synthèse, une texture est un motif de base qui est utilisé pour habiller un objet 2D ou 
3D. Les textures sont stockées sur les cartes graphiques dans une mémoire spécifique. 




léger. En effet, dans le cas d’un calcul demandant plus de mémoire que celle disponible 
localement, le programme est obligé d’adresser de la mémoire globale, ce qui ralentit 


























Figure 22 : Hiérarchisation des mémoires dans un GPU. Source de l’illustration : Nvidia. 
5.2.3 Architecture SIMT 
L’architecture SIMT pour Single Instruction Multiple Thread est une variante 
multithreadée du SIMD de la classification de Flynn. Cela signifie que tous les threads 
vont exécuter la même instruction sur des données différentes. De plus, comme pour 
l’architecture SMT, il y a d’avantage de threads qui sont exécutés simultanément que de 
cœurs de calcul. Les instructions sont exécutées par paquets de 32 threads sur chaque 
processeur multicœur. Ces paquets indivisibles de threads sont appelés des warps. La Tesla 
C1060 dispose de 30 processeurs de 8 cœurs chacun, c’est-à-dire que 30 warps sont 
exécutés simultanément. Donc pour exploiter pleinement ce calculateur, des multiples de 
30x32=960 threads doivent être exécutés ! Il est alors nécessaire d’effectuer des tâches 
massivement parallélisables. 
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5.2.4 Coût des opérations arithmétiques 
La Figure 23 présente le coût des opérateurs arithmétiques [Nvidia 11] des cartes 
graphiques Nvidia de capacité 1.3 (Tesla). Les résultats sont pondérés sur la base qu’une 
addition coûterait 1 cycle d’horloge. Comme pour les architectures CPU, la division est 
très coûteuse, donc à limiter. Une information essentielle est ici la faible performance du 
calcul en double précision. En effet, chaque multicoeur ne dispose que d’une seule unité de 
traitement 64 bits. Le coût de la division en double précision n’est pas fourni dans les 
















Figure 23 : Coût des opérateurs arithmétiques des cartes graphiques Nvidia de capacité 1.x. 
5.3 Programmation GPGPU 
L’architecture GPU étant particulière, le modèle de programmation l’est tout autant. Il 
prend évidemment compte de l’arrangement des cœurs de calcul, des différents niveaux de 
mémoires, ainsi que des communications entre le GPU et l’ordinateur hôte. La construction 
complète d’un petit programme CUDA est proposée dans l’Annexe A. 
5.3.1 Compute Unified Device Architecture 
CUDA est le langage développé par Nvidia qui permet d’exploiter facilement (c’est-à-
dire sans détourner des API graphiques) les cartes graphiques pour effectuer des calculs 
génériques. Il est supporté nativement par le C/C++ et le Fortran. Le compilateur est nvcc 
pour Nvidia C Compiler. Il est basé sur gcc pour les systèmes Unix et Microsoft Visual 
Studio pour les systèmes Microsoft Windows. 
Les programmes GPGPU sont envoyés à la carte graphique sous forme de kernels. Ces 
kernels sont des fonctions qui ne renvoient rien (void). Il est possible de définir des sous 
fonctions typées, mais il n’est pas possible de les appeler directement. Le mot clef 
__global__ devant une fonction indique qu’il s’agit d’un kernel. Le mot clef __device__ 




indique que la fonction s’exécute sur la carte graphique. Il est également possible d’utiliser 
les mécanismes d’inlining13 du C++. 
5.3.2 Topologie de la grille de calcul 
La topologie d’une grille de calcul CUDA dérive de l’architecture GPU (Figure 24). 
Les threads sont groupés dans des blocs. Les threads d’un même bloc partagent une 
mémoire dite mémoire partagée. Ce n’est pas sans rappeler que chaque multiprocesseur 
contient une mémoire cache à laquelle tous ses cœurs ont accès. Ces blocs contiennent au 
maximum 512 threads (soit 16 warps). Le nombre de threads par bloc est défini par le 
développeur. Ce dernier doit veiller à ce que chaque thread ait les ressources mémoires 
nécessaires. En effet, plus un thread sera gourmand en mémoire et moins il sera possible 
d’en exécuter sur un seul multiprocesseur. Il est également déconseillé d’avoir moins de 32 
threads (1 warp) par bloc, car dans ce cas les multiprocesseurs ne seront pas exploités 
complètement. Les blocs peuvent être définis en 1D, 2D, et même en 3D en fonction de la 
complexité du kernel. Chaque thread possède des coordonnées locales uniques au sein du 
bloc qu’il occupe. Chaque bloc possède également des coordonnées uniques dans la grille 
de calcul. 
La Figure 24 représente une grille de calcul CUDA à une dimension, les blocs sont 
groupés sur un seul axe, ainsi que les threads dans chaque bloc. Cette topologie est bien 
adaptée aux opérations vectorielles. En effet, chaque thread effectue une opération sur un 
seul élément du vecteur. L’indice de l’élément du vecteur de chaque thread est déterminé 
par la coordonnée locale du thread dans le bloc et par la coordonnée du bloc dans la grille 
multipliée par la taille du bloc. Cette topologie permet un accès coalescent à la mémoire 
globale au sein de chaque bloc. En effet, chaque threadIdx +1 accède à l’entrée du tableau 
consécutive de threadIdx. La Figure 25 illustre une grille de calcul en 2 dimensions 
adaptée à une opération matricielle. De manière analogue à l’exemple précédent, les 
coordonnées de la matrice sont associées aux coordonnées des threads et des blocs dans la 
grille de calcul. 
                                                 
13
 En C++, une sous fonction précédée du mot clef inlining va être recopiée par le compilateur aux 
endroits où elle est appelée. L’exécutable final sera plus volumineux que la version initiale (avec appels de 
fonctions) mais également plus rapide car justement il n’y a plus d’appels de fonctions. 
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int i = blockIdx.y* blockDim.y+ threadIdx.y
int j = blockIdx.x* blockDim.x+ threadIdx.x
M(i, j) = function(i, j)
 
Figure 25 : Grille de calcul CUDA en 2D. 




Il est bien sûr possible de définir des grilles à une dimension avec des blocs 2D, toutes 
les combinaisons sont possibles. Le choix de la topologie dépend du problème à 
paralléliser. Les deux exemples présentés sont les plus typiques car les opérations 
vectorielles et matricielles sont les opérations arithmétiques les plus courantes. Une 
dernière remarque, le langage CUDA tout comme le Fortran utilise le format colonne pour 
définir les tableaux à plus d’une dimension. Par conséquent les blocks et les threads sont 
coalescents dans le sens des colonnes. Il est alors nécessaire, lorsque le format ligne pour 
le stockage des matrices est utilisé, de transposer la grille de calcul. 
5.3.3 Transfert des données 
La mémoire sur la carte graphique est allouée de manière analogue au C/C++, en 
utilisant la fonction cudaMalloc. Il n’est pas possible d’allouer la mémoire 
dynamiquement, c’est-à-dire pendant l’exécution d’un kernel. Il est donc nécessaire de 
prévoir les ressources mémoires nécessaires avant l’exécution d’un calcul. 
Le transfert des données est effectué explicitement entre la RAM de l’hôte et celle du 
GPU. Comme pour toute forme de communication, il est nécessaire de limiter les temps de 
latence et de maximiser la bande passante. Les données sont alors transférées de préférence 
sous forme de tableaux. 
5.3.4 Mémoire partagée 
Il est parfois nécessaire d’utiliser de la mémoire partagée lorsque plusieurs threads d’un 
même block ont besoin de partager des données [Nvidia 08]. Soit le problème suivant : 
l’interversion des éléments d’un tableau deux à deux. L’objectif primordial est de ne pas 
rompre la coalescence lors des accès à la mémoire globale. Le kernel CUDA correspondant 
est illustré à la Figure 26. 
La grille choisie est une grille à une dimension dans laquelle chaque thread effectuera 
une opération d’inversion. N/2 threads sont donc définis, avec N la taille du tableau à 
traiter. La première opération (Figure 26, 1) est l’extraction coalescente des données du 
tableau. Une barrière de synchronisation est placée, cette dernière est indispensable car il 
est nécessaire que tous les threads aient fini la lecture depuis la mémoire globale avant de 
passer à la suite. En d’autres termes, le tableau partagé doit être totalement initialisé avant 
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de commencer les interversions. Les données sont ensuite interverties (Figure 26, 2), puis 
nouvelle synchronisation. Finalement, le résultat est retourné dans le tableau d’origine de 












Figure 26 : Exemple de programme CUDA nécessitant l'utilisation de mémoire partagée afin de ne pas 
rompre la coalescence de l’accès à la mémoire globale. 
Cet exemple très simple illustre comment utiliser la mémoire partagée et également 
l’importance des synchronisations. Une dernière remarque, tout comme la mémoire 
partagée, les synchronisations ne s’appliquent qu’aux threads d’un même block. 
5.3.5 Calculateur d’occupation GPU 
Nvidia fournit un outil (un fichier Microsoft Excel) qui permet d’estimer les 
performances d’un calcul CUDA en fonction de la mémoire utilisée. La première étape 
demande la version de l’architecture GPU, ici 1.3. La deuxième étape demande la 
configuration de la grille de calcul et les informations sur l’utilisation des mémoires du 
GPU fournies par le compilateur. Les estimations des performances du code CUDA sont 
ensuite affichées. 





Figure 27 : Calculateur d'occupation GPU de Nvidia. 
Ces estimations sont réalisées grâce à des courbes empiriques réalisées par Nvidia. 
Attention, ce calculateur ne tient pas compte des éventuels transferts avec la mémoire 
globale, donc un accroissement de l’occupation de chaque multiprocesseur ne signifie pas 
forcément un accroissement des performances. 
5.3.6 JCuda 
JCuda est une bibliothèque développée par Marco Hutter [Hutter] qui permet de piloter 
CUDA depuis des applications Java. Cette API contient la plupart des méthodes 
disponibles sur CUDA. L’intérêt est d’obtenir des codes GPGPU nativement 
multiplateformes (à condition que l’utilisateur ait installé les bibliothèques correspondant à 
son architecture). Les kernels CUDA sont compilés automatiquement lors de leurs appels. 
CuBlas [Nvidia 12] et les autres bibliothèques de calcul intensif sont également supportés. 
6 Evolutions des architectures HPC 
Les architectures HPC sont en évolution constante. Cette section propose une veille 
technologique sur les tendances actuelles et à venir. 
6.1 Architectures HPC en 2012 
Depuis notre acquisition du calculateur Tesla C1060 en 2010, Nvidia a fait 
considérablement évoluer ses architectures GPGPU et a ouvert son compilateur CUDA. La 
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nouvelle architecture GPU du nom de code Fermi, en référence au physicien nucléaire 
Enrico Fermi, est le successeur de la génération GT200 [Nvidia 09]. Les principales 
nouveautés sont : 
- Un accroissement considérable de la puissance de calcul (x10 d’après Nvidia). 
Les cœurs sont plus nombreux (512) et la fréquence d’horloge plus élevée. Les 
multiprocesseurs contiennent 32 cœurs au lieu de 8 ! Les calculs en double 
précision sont également mieux pris en charge. 
- L’apparition de niveaux de cache L1 et L2 génériques comme sur les CPUs 
classiques au lieu des caches de textures. Nvidia a donné la priorité au calcul 
plutôt que les jeux vidéo comme le fait classiquement la concurrence. Le niveau 
de cache L2 permet de lever une partie des problèmes de coalescence ! 
- La possibilité d’exécuter plusieurs kernel CUDA simultanément. 
- Le support des mécanismes de détection et correction des erreurs dans la 
mémoire (ECC), comme sur la RAM des PCs. 
- Un meilleur support de Microsoft Visual Studio, avec des outils de débogage 
améliorés. 
Le coût des opérations arithmétiques, toujours sur la base qu’une addition coûterait 1 
cycle d’horloge, est donné à la Figure 28 pour une carte graphique Nvidia de capacité 2.0 
[Nvidia 11]. La grande différence avec l’architecture GT200 est la meilleure gestion des 
opérations en double précision. En effet, le ratio en temps de calcul est ici de 1/2 entre un 
















Figure 28 : Coût des opérateurs arithmétiques des GPU Nvidia de capacité 2.0. 




Face à la monter en puissance du standard OpenCL, Nvidia a annoncé en décembre 
2011 une ouverture de son compilateur CUDA [TomsHardware]. Ce nouveau compilateur 
est basé sur l'infrastructure LLVM
14
 [LLVM] qui est une infrastructure de compilateur 
conçue pour optimiser la compilation, l'édition de liens, l'exécution et les temps morts dans 
un programme écrit dans un langage quelconque. CUDA est aujourd’hui limité au C/C++ 
et au Fortran, mais pourrait désormais s’ouvrir à d’autres langages tels que le Java ou le 
Python. 
6.2 Tendances à venir 
L’avenir des architectures CPU peut sembler sombre car il devient difficile de monter 
en puissance. En effet il est difficile de graver les transistors toujours plus finement dans le 
silicium. Cependant Intel annonce une évolution appelée Tri-Gate qui permet une gravure 
des transistors en trois dimensions. Ce procédé permettrait des gains de performances. La 
gravure sur silicium semble néanmoins condamnée à plus ou moins court terme. La relève 
pourrait être assurée par des processeurs en graphène, ce semi-conducteur à base de 
carbone permettrait de graver bien plus finement qu’il est possible actuellement. La 
commercialisation de ces nouveaux processeurs n’est pas attendue avant 2025. 
La solution actuelle à la difficulté de graver plus finement est la multiplication des 
cœurs de calcul. L’Intel Many Integrated Core (MIC) représente la nouvelle stratégie 
d’Intel [Intel 11a] dans le marché du HPC. Il s’agirait d’une carte PCI Express embarquant 
au minimum une cinquantaine de cœurs de calcul. L’avantage de cette architecture est qu’il 
ne sera pas nécessaire à priori de recompiler ses codes pour les utiliser sur cette machine. 
Intel propose avec le MIC une solution intermédiaire entre le GPGPU et le multicœur. Le 
niveau de parallélisation ne sera pas aussi important qu’avec le GPGPU, mais les calculs 
peuvent être bien plus sophistiqués du fait de l’utilisation des génériques processeurs x86. 
La sortie est prévue pour fin 2012. 
Nvidia de son côté continue de faire évoluer ses architectures HPC à base de 
processeurs graphiques. L’année 2012 devrait voir sortir les premiers calculateurs 
construits sur la récente architecture Kepler. 
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7 Conclusion du chapitre 
La fin des années 90 et le début des années 2000 ont été marqués par la course à la 
puissance de la part des constructeurs de processeurs. Cependant il est maintenant difficile 
de graver les transistors plus finement. La solution pour que les ordinateurs continuent de 
monter en puissance est d’utiliser plusieurs processeurs : c’est le parallélisme. Les 
algorithmes existants vont devoir être adaptés à l’utilisation de plusieurs processeurs. 
Ce chapitre a présenté les différents types de parallélisme, et les différentes 
architectures parallèles. La programmation dépend fortement de l’architecture parallèle 
choisie. Les enjeux du calcul parallèle sont le partitionnement du problème sur les 
différentes tâches, la gestion des ressources, les communications entre les tâches, les 
synchronisations, et la réduction de variables. Il est nécessaire de comprendre le 
comportement des programmes afin de les adapter au mieux à une architecture parallèle. 
Les processeurs graphiques, de par le nombre de cœurs de calcul qu’ils embarquent, 
sont devenus des calculateurs très puissants en restant peu onéreux. Leur attrait a fortement 
augmenté dès le moment où ils sont devenus programmables grâce à CUDA et à OpenCL. 
Les particularités de cette architecture, notamment sur la gestion de la mémoire, 
nécessitent une refonte en profondeur des algorithmes qui y sont adaptés. 
La suite de ce mémoire présente le portage des méthodes intégrales sur plusieurs 
architectures parallèles. Tout d’abord sur processeurs multicœurs car ils sont présents dans 
tous les PCs à l’heure actuelle. Ce parallélisme est simple à mettre en œuvre, en effet il 
s’agit d’une architecture à mémoire partagée sans communications et synchronisations 
explicites. Une expérience est également réalisée sur un petit cluster de PCs connectés en 
réseau. La gestion de la mémoire, des communications et des synchronisations y est plus 
sensible. Enfin, le cœur de ces travaux de thèse porte sur l’adaptation des méthodes 
intégrales sur architecture GPGPU. Ici les algorithmes sont entièrement repensés pour tirer 
profit de cette architecture massivement parallèle. 
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Chapitre II  
Vectorisation d’une formulation intégrale en 
potentiel pour l’électrostatique 
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Résumé 
Nous développons dans ce chapitre une formulation intégrale en potentiel 
électrostatique performante et massivement parallélisable dans le but d’être portée sur 
architecture GPGPU. Cette formulation est tout d’abord vectorisée afin d’accélérer les 
calculs par l’exploitation du pipelining des processeurs. L’intégration numérique par 
points de Gauss peut parfois se montrer imprécise voire singulière, nous utilisons alors 
des solutions analytiques. L’intégration par points de Gauss et l’intégration analytique 
sont combinées afin d’obtenir le meilleur ratio entre précision et temps de calcul. 
II.1.  Introduction 
 
 
Christophe Rubeck - Université de Grenoble – 2012  65 
1 Introduction 
Les méthodes intégrales sont des méthodes de modélisation numériques adaptées aux 
problèmes d’interactions à distance. Ces méthodes sont donc particulièrement prisées pour 
modéliser les systèmes électromagnétiques. Nous ne présentons pas toutes les formulations 
intégrales existantes pour l’électromagnétisme, elles sont nombreuses et très variées. Nous 
nous intéressons seulement à une formulation en potentiel très simple que nous 
appliquerons à l’électrostatique. Cette formulation nous sert d’exemple tout au long de ces 
travaux. Elle est développée dans le but d’être massivement parallélisable, l’objectif final 
étant le portage sur une architecture GPGPU. Notons que les techniques développées dans 
ces travaux sont générales et peuvent être pour la plupart applicables à d’autres 
formulations électromagnétiques telles que la magnétostatique ou la magnétodynamique. 
L’application à d’autres physiques ou les méthodes intégrales ont fait leurs preuves est 
évidemment aussi envisageable (gravitation, mécanique, acoustique, électromagnétisme en 
hyper-fréquences, …). 
Ce chapitre débute par une introduction aux méthodes intégrales, nous présentons les 
caractéristiques principales de ces méthodes et des exemples d’applications en génie 
électrique. Nous établissons ensuite l’équation intégrale en potentiel pour l’électrostatique 
tirée de l’identité de Green à partir des équations de Maxwell. Nous comparons plusieurs 
formulations et sélectionnons la plus performante en vue d’être vectorisée et parallélisée. 
Nous terminons par une étude comparative de différentes approches d’intégration 
numériques par points de Gauss et analytique, ainsi que l’hybridation des deux méthodes. 
2 Généralités sur les méthodes intégrales 
2.1 Introduction aux méthodes intégrales 
Les méthodes intégrales font l’objet de nombreux travaux en électromagnétisme, en 
particulier pour les applications hautes fréquences. Dans les domaines basses fréquences, 
un groupe s’est constitué au laboratoire autour de ces méthodes, c’est le groupe MIPSE 
(Modélisation des Interconnexions de Puissance des Systèmes Electriques). Ce groupe est 




constitué d’une dizaine de membres en collaboration avec la société CEDRAT qui 
commercialise le logiciel InCa3D. Nous présentons rapidement ce logiciel dans les sous-
parties suivantes ainsi que d’autres exemples de travaux réalisés par méthodes intégrales 
dans le groupe MIPSE. Ces travaux sont développés en langage Java et mutualisés sur une 
plateforme commune. Nous discuterons également dans cette partie de la pertinence du 
développement de nos projets en langage Java. 
2.1.1 Logiciel InCa3D 
Le logiciel InCa3D [CEDRAT] modélise les connexions électriques des dispositifs du 
génie électrique avec pour enjeu la compatibilité électromagnétique (CEM). Il repose sur la 
méthode PEEC (Partial Element Equivalent Circuit) qui permet la synthèse de circuits 
équivalents [Ruehli 74]. Ces circuits équivalents sont ensuite intégrés dans des solveurs 
circuits afin de permettre des modélisations « système » globales. Ce logiciel est 
particulièrement pertinent pour la modélisation de différents dispositifs en particuliers les 
convertisseurs statiques d’électronique de puissance (Figure 1). Les éléments de circuits 
équivalents sont les résistances, les inductances et les capacités. Des méthodes intégrales 
sont utilisées pour les calculer [Ardon 10a]. C’est dans le contexte du logiciel InCa3D que 
sont réalisés ces travaux. 
 
Figure 1 : Variateur de vitesse ATV71 commercialisé par STIE et le maillage à droite des conducteurs 
en vue de l'extraction des capacités parasites. 
2.1.2 Autres exemples de formulations 
Les méthodes intégrales peuvent aussi résoudre des problèmes en magnétostatique 
comme par exemple le calcul de l’aimantation de la coque d’un navire ou d’un sous-marin 
sous l’effet du champ magnétique terrestre (Figure 2) [Chadebec 01]. Elles peuvent 
également permettre le calcul de courants induits dans les blindages ou dans les structures 
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volumiques. Ces formulations intégrales en magnétodynamique sont présentées dans les 
travaux de thèse de Tung Le Duc [Le Duc 11]. 
 
Figure 2 : Aimantation de la coque d'un sous-marin sous l'influence du champ magnétique terrestre. 
Un dernier exemple, les méthodes intégrales ont également été utilisées pour modéliser 
des champs électromagnétiques induits par les courants de corrosions à la surface des 
coques des navires [Guibert 09]. 
2.1.3 Pourquoi du calcul scientifique avec Java ? 
Le choix du langage Java peut sembler surprenant dans un contexte de calcul hautes 
performances. Les codes de calcul scientifique sont généralement développés en C/C++ 
(voire en Fortran). Ce langage bénéficie de bibliothèques de calcul performantes telles que 
BLAS, LAPACK, etc. Le Java offre cependant quelques avantages intéressants : c’est un 
langage robuste, qui bénéficie d’une gestion des exceptions de qualité d’où une bonne 
efficacité et rapidité de développement. Le Java est également multiplateforme, il n’est pas 
nécessaire de recompiler les codes pour chaque architecture. De plus, les performances de 
calcul sont tout à fait correctes [Reinauer 11]. 
Nous proposons de comparer les performances des langages C++ (compilation sur gcc) 
et Java (JVM d’Oracle) sur un calcul de multiplication matricielle. Nous implémentons 
l’algorithme classique et sa version vectorisée (voir Chapitre I), tous deux programmés à 
l’identique sous les deux langages. Nous comparons les temps de calcul pour deux tailles 
de matrices (Figure 3). Nous observons que les temps de calcul sont quasiment identiques 
avec l’algorithme classique. Par contre, l’algorithme vectorisé semble être plus rapide en 
Java qu’en C++. Le compilateur gcc est ici configuré sans options particulières à 
l’architecture matérielle ce qui peut expliquer cette si grande différence dans les temps de 
  
 




calcul. Néanmoins ce test démontre que la machine virtuelle Java est capable de vectoriser 
















































Figure 3 : Comparaison des performances de Java et C++ sur une multiplication matricielle, à gauche 
l’algorithme classique et à droite sa version vectorisée. 
2.1.4 Coût de la programmation objet 
La programmation orientée objet possède des avantages indéniables en terme 
d’évolutivité grâce à la généricité des codes qu’elle procure. Dans le contexte HPC de ce 


























Figure 4 : Temps d'intégration en fonction du nombre d'éléments. Comparaison entre une 
programmation sur tableaux et une programmation par bibliothèques matricielles. 
Le cas test et la formulation intégrale sont ceux présentés dans la section 4.1. Nous 
comparons à la Figure 4 les temps de calcul entre une programmation fonctionnelle 
(opérations matricielles effectuées sur des tableaux) et une programmation objet via une 
bibliothèque de calcul matricielle (opérations matricielles effectuées par des méthodes de 
la classe matricielle). Nous constatons que la programmation objet est très sensiblement 
plus lente (<3%) que celle bas niveau. Cependant compte tenu des avantages en terme de 
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programmation, le coût supplémentaire engendré par la généricité des codes est 
négligeable. 
2.2 Caractéristiques des méthodes intégrales 
Les méthodes intégrales et les méthodes par éléments finis sont les deux grandes 
familles de méthodes fines les plus utilisées. La simulation numérique dans les domaines 
basses fréquences repose essentiellement sur les méthodes par éléments finis car elles sont 
très génériques et robustes. Cependant elles ne sont pas toujours les méthodes les mieux 
adaptées à la modélisation des systèmes électromagnétiques. 
2.2.1 Avantages par rapport aux éléments finis 
Les méthodes par éléments finis nécessitent le maillage des matériaux inactifs tel que 
l’air ou le vide. Le maillage de l’air peut être très lourd, comme par exemple la 
modélisation de circuits imprimés composés de superpositions de conducteurs minces 
(Figure 5). Par ailleurs, les méthodes par éléments finis posent également le problème de la 
gestion des infinis ce qui oblige à mailler un volume très important autour du système à 
modéliser (Figure 6). Une modélisation par éléments finis d’un système électromagnétique 
génère couramment un nombre de degrés de liberté très élevé dont la plupart proviennent 
du maillage de l’air. 
 
Figure 5 : A gauche, couches superposées de conducteurs minces. A droite, maillage non-conforme de 
conducteurs. 
Les méthodes intégrales sont quant à elles mieux adaptées aux problèmes d’interactions 
à distance (rayonnement). Les formulations intégrales prennent nativement en compte les 
infinis et ne nécessitent pas le maillage des matériaux inactifs (l’air dans notre cas). La 




réduction du nombre d’inconnues par rapport à une modélisation par éléments finis due à 
l’absence du maillage des matériaux inactifs est très importante (Figure 6). De plus, 
l’utilisation des méthodes intégrales facilite grandement les résolutions paramétriques car il 
n’y a pas d’air à remailler entre chaque simulation. Par ailleurs, dans le cas de matériaux 
linéaires, certaines formulations intégrales s’affranchissent du maillage de l’intérieur des 
matériaux, ce sont les intégrales de frontières. Les exemples les plus connus sont basés sur 
des formulations en potentiel (équation de Laplace). La dimensionnalité du problème est 
alors réduite car seuls les bords des matériaux sont maillés, ce qui est le point fort des 
méthodes intégrales de frontières par rapport aux éléments finis. Un dernier point, il est 
plus facile de se placer à l’ordre zéro avec les méthodes intégrales, et donc d’utiliser des 
maillages non-conformes (Figure 5), qu’avec les éléments finis. 
 
Figure 6 : Modélisation d'un condensateur plan, à gauche par méthodes intégrales (500 éléments 
surfaciques), à droite par éléments finis (10000 éléments volumiques). 
2.2.2 Limitations aux méthodes intégrales 
Les méthodes intégrales semblent très séduisantes par rapport aux méthodes par 
éléments finis pour modéliser les systèmes électromagnétiques. Elles souffrent cependant 
d’une lacune de taille : ce sont des méthodes de complexité O(N²) pour l’intégration du 
système matriciel, avec N le nombre de degrés de liberté, tandis que les méthodes par 
éléments finis sont de complexité O(N log N). En effet, les méthodes intégrales sont des 
méthodes à interactions totales, chaque élément du maillage interagit avec tous les autres et 
sur lui-même. Par conséquent les méthodes intégrales génèrent généralement des matrices 
de systèmes d’équations pleines (éléments tous non nuls) qui sont d’une part coûteuses à 
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calculer en temps processeur et d’autre part difficile à stocker dans la mémoire vive de 
l’ordinateur. Par exemple, un PC standard en 2012 est équipé d’une quantité de mémoire 
vive de l’ordre de 8 Go, ce qui limite le nombre de degrés de liberté d’un problème à 
30.000 (matrice pleine en double précision). Les méthodes intégrales sont donc incapables 
en l’état de résoudre un problème de complexité industrielle qui comporte généralement un 
nombre de degrés de liberté de l’ordre de 100.000, ce qui nécessiterait alors une centaine 
de Go de mémoire vive ! 
Par ailleurs, les intégrales sont souvent plus difficiles à calculer que celles rencontrée 
en éléments finis, que ce soit numériquement ou analytiquement. Pour toutes ces raisons, la 
communauté basses fréquences s’est éloignée des méthodes intégrales dans les années 80-
90 au profit des méthodes par éléments finis malgré le maillage l’air. 
2.2.3 Compression des méthodes intégrales 
Des techniques de compression ont été développées afin de réduire la complexité des 
méthodes intégrales. Celles-ci connaissent depuis un renouveau dans notre communauté. 
Le principe de base de la plupart des méthodes de compression consiste à dissocier les 
interactions proches des interactions lointaines. Les interactions lointaines peuvent être 
approximées sans introduire d’erreurs significatives [Greengard 87]. 
Les méthodes de compression les plus utilisées actuellement sont les FMM pour Fast 
Multipôle Methods [Greengard 99]. Les interactions lointaines sont approximées par des 
développements multipolaires basés sur des décompositions en harmoniques sphériques. 
Le calcul d’un produit matrice vecteur est ici de complexité O(N) ce qui a valu à cet 
algorithme d’être élu comme l’un des dix meilleurs algorithmes du XXème siècle [Cipra 
00]. La complexité globale des FMM en prenant en compte la résolution itérative est de 
complexité O(N log N) comme pour les éléments finis mais avec l’avantage de ne pas 
considérer les matériaux inactifs. C’est la méthode développée dans le logiciel InCa3D par 
Vincent Ardon pour le calcul des capacités parasites [Ardon 10b]. 
D’autres méthodes de compression ont depuis fait leur apparition. La méthode ACA 
pour Adaptative Cross Approximation [Rjasanow 07] compresse les blocs d’interactions 
lointaines en les représentant par un produit de deux matrices de rangs inférieurs. Les 
interactions lointaines peuvent aussi être compressées via une décomposition en ondelettes 




[Scheiblich 09], c’est une méthode similaire à la compression d’image JPEG. La 
compression matricielle par ondelettes sera l’objet du Chapitre IV. C’est une méthode peu 
invasive et de plus une parallélisation massive performante sur GPGPU est réalisable. 
3 Formulation intégrale en potentiel pour 
l’électrostatique 
Considérons un ensemble de conducteurs
1
 parfaits (de résistance ohmique nulle) dans 
le vide (absence de matériaux diélectriques
2
). Un potentiel électrique statique est imposé 
sur chaque conducteur. Notre objectif est de calculer la distribution de charges se 
développant sur chaque conducteur et ainsi pouvoir calculer le potentiel et le champ dans 
tout l’espace. Cette distribution de charge nous donnera également accès aux capacités 
équivalentes entre chaque conducteur. Ces capacités pourront ainsi être utilisées pour une 
modélisation par circuit équivalent telle que la méthode PEEC. Notons que si le conducteur 
est seul dans l’espace ; nous calculerons alors une capacité équivalente entre le conducteur 
et l’infini. 
3.1 Formulation intégrale  
3.1.1 Equation de Laplace 
Tous les systèmes électromagnétiques sont régis par les équations de Maxwell. Les 




.  (1)  
                                                 
1
 Un conducteur est un milieu dans lequel des charges mobiles sont susceptibles de se déplacer sous 
l’effet d’un champ électrique, dans un milieu métallique ces charges sont des électrons. 
2
 Un diélectrique est un milieu qui ne contient pas de charges mobiles, mais les atomes ou les molécules 
qui le constituent sont susceptibles de se polariser sous l’effet d’un champ électrique. 
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Où D  est l’induction électrique [C/m²] (ou densité de flux électrique) et est la densité 
volumique de charges mobiles dans le conducteur [C/m
3]. En l’absence de matériaux 
diélectriques, l’équation constitutive de la matière est donnée par : 
ED 0  (2)  
Où ε0 est la permittivité diélectrique du vide [F/m] et E  est le champ électrique [V/m]. 
Ecrivons l’équation de Maxwell-Faraday : 
t
B
E  (3)  
Où B est l’induction magnétique [T] et t le temps [s]. Cette équation signifie qu’une 
variation temporelle du champ magnétique crée un champ électrique. Plaçons nous en 
régime stationnaire, la dérivée temporelle de (3) s’annule : 
0E  (4)  
L’équation (4) permet de définir un potentiel scalaire électrique, tel que : 
VE  (5)  
Où V est le potentiel électrique [V]. Un potentiel est défini à une constante près, nous 
choisissons comme référence un potentiel nul à l’infini. Les équations (1), (2) et (5) 
permettent alors d’écrire l’équation de Poisson : 
)( 0 V

 (6)  
Plaçons le conducteur à l’équilibre électrostatique, c’est-à-dire qu’après application 
d’un champ électrique extérieur, les charges se déplacent sous l’effet de ce champ puis 
occupent une position stationnaire. Cette distribution de charges compense l’effet du 
champ extérieur, le champ électrique dans le conducteur est alors nul. Par conséquent la 
densité volumique de charges est également nulle [Durand 66] : 
0.0 E

 (7)  




Les charges se situent alors sur la surface du conducteur. Nous pouvons écrire 
l’équation de Laplace : 
0V  (8)  
3.1.2 Equation intégrale tirée de l’identité de Green 
Considérons le conducteur de volume Ω borné par une surface S présenté sur la Figure 
7. P est le point où le potentiel est calculé, Q est un point sur la surface du conducteur, r

 
est la distance entre P et Q dirigée vers Q, et n

 est le vecteur normal sortant à la surface du 








Figure 7 : Conducteur parfait à l'équilibre électrostatique. 
Commençons par exprimer le potentiel électrique V dans le volume Ω en fonction des 
valeurs de V et de sa dérivée normale sur la frontière S du volume Ω. Pour cela écrivons la 








}{  (9)  




 (10)  
Il a les propriétés suivantes : 
sinon0
0rcontient Ω si1
,00 dGrG  (11)  
Le laplacien de G est alors une distribution de Dirac volumique. Nous obtenons : 
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40h  si le point P est situé respectivement à l’intérieur du conducteur, 
sur sa surface ou à l’extérieur [Durand 64]. Nous pouvons écrire l’équation intégrale 
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 (14)  
Nous passons au problème extérieur, c'est-à-dire que nous considérons l’ensemble de 
l’univers dans lequel nous extrayons le conducteur. La normale sortante devient entrante 
( nn

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 (16)  
V est imposé constant sur la surface du conducteur, le terme V du second membre peut 
donc sortir de l’intégrale et il ne reste alors que l’intégrale de l’angle solide sous lequel le 






 (17)  
Nous obtenons finalement l’équation intégrale suivante qui lie le potentiel à la surface 
du conducteur à sa dérivée normale [Durand 66] : 













)(  (18)  
3.1.3 Densité surfacique de charges 
Les lignes de forces sont normales aux surfaces équipotentielles, donc le champ est 
normal au voisinage immédiat d’une surface chargée, nous pouvons écrire [Durand 66] : 
nEE

.)()(  (19)  
Où )(E  est le champ électrique du coté extérieur. De la même manière nous 
définissons )(E  qui est le champ intérieur. Nous pouvons alors écrire [Durand 66] : 
nnEEEE

.).()( )()(0)()(0  (20)  
Où est une constante de dimension d’une densité surfacique de charges [C/m²]. 
Rappelons nous que nous sommes à l’équilibre électrostatique, c’est-à-dire que 0)(E . 







 (21)  
Où )(V  est le potentiel du coté extérieur au conducteur. Notons que dans (21), au 
voisinage de la surface le gradient (à gauche) est équivalent à la dérivée partielle (à droite) 
car le champ électrique est normal au voisinage immédiat de la surface [Durand 66]. 
Le potentiel est continu sur la surface du conducteur : 
VVV )()(  (22)  








 (23)  
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Cette formulation relie le potentiel à la surface du conducteur à la densité surfacique de 
charges qui est notre inconnue. 
3.2 Système d’équations linéaires 
Nous allons construire un système d’équations linéaires qui nous permettra de résoudre 
numériquement l’équation intégrale. Ce système d’équations sera mis sous forme 
matricielle, cette matrice est appelée matrice d’interaction. La première étape sera de 
discrétiser la géométrie en éléments finis, puis nous discuterons des choix de l’ordre des 
éléments et de la technique de projection qui auront des conséquences en terme de 
précision et de complexité de calcul. 
3.2.1 Discrétisation de l’équation intégrale 
Les géométries étant souvent complexes, il n’est pas possible de résoudre l’équation 






 (24)  














 (25)  
3.2.2 Généralités sur les fonctions d’interpolations 
Des distributions surfaciques de charges sont associées à chaque élément, elles sont 








 (26)  
Où les jk sont les fonctions d’interpolations (ou fonctions de forme) de l’élément j, les 
cœfficients jk sont nos inconnues associées à l’élément j, et Mj est le nombre de fonctions 




de forme de l’élément j. Par soucis de lisibilité, nous n’écrirons plus tous les exposants j 
dans la suite des développements de la formulation. 
La Figure 8 présente quelques fonctions d’interpolations sur un élément de référence 
linéique. Notons que pour des raisons de vitesses de calcul, les polynômes d’interpolations 
sont prédéterminés sur des éléments de références. Ils sont ensuite projetés sur l’élément 
réel via une transformation géométrique. A l’ordre 0, les éléments sont uniformément 
chargés (Figure 8, a). Le nombre d’inconnues est alors le nombre d’éléments du maillage. 
A l’ordre 1 (Figure 8, b) les inconnues sont situées sur les nœuds, la densité de charge est 
une interpolation linéaire sur les éléments. Le nombre d’inconnues est ici le nombre de 
nœuds du maillage. A l’ordre 2 (Figure 8, c) les interpolations sont quadratiques. Le 
nombre d’inconnues est la somme du nombre d’éléments et du nombre de nœuds du 





































Figure 8 : Fonctions d'interpolations sur un élément de référence linéique en 1D : a) ordre 0, b) ordre 1 
et c) ordre 2. 
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Une fois les inconnues projetées sur le maillage, nous choisissons une méthode de 
projection de l’équation intégrale comme par exemple la méthode de collocation ou de 
Galerkin. 
3.2.3 Méthode de collocation 
La méthode de collocation (ou corrélation par points) vérifie l’équation intégrale sur 
certains points. Pour N inconnues 
i

















 (28)  
Ordre 0 
A l’ordre 0 les charges sont supposées constantes sur chaque élément. Les équations 















 (29)  
Nous obtenons alors un système d’équations linéaires de Ne inconnues : 












 (31)  
L’ensemble des Gij forme la matrice d’interaction. La matrice est entièrement pleine et 
n’est pas symétrique. Elle reste cependant assez bien conditionnée car les termes 
diagonaux sont dominants (décroissance en 1/r autour de la diagonale) [Krahenbuhl 83]. 
La résolution de ce système d’équations linéaires donnera les Ne densités de charge 
surfaciques constantes par éléments. Ne x Ne x NG calculs sont nécessaires, avec NG le 
nombre de points de Gauss nécessaire à l’intégration numérique (voir paragraphe 3.3.1). 





A l’ordre 1 les équations sont vérifiées aux nœuds des éléments, nous avons alors Nd 
inconnues avec Nd le nombre de nœuds du maillage. La construction de la matrice 
demandera Ne x Nd x Mj x NG calculs. Les cœfficients associés aux inconnues de chaque 
élément sont projetés dans le système d’équation global, c’est l’assemblage. Il est ici plus 
complexe qu’à l’ordre 0 car il faut établir des relations de correspondances entre les 
inconnues locales par élément et celles globales au maillage. Il rend également la 
parallélisation plus compliquée. 
Une remarque, notre formulation intégrale peut engendrer des effets de pointes sur les 
géométries contenants des coins. Or à l’ordre 1 en collocation, nous vérifions justement les 
équations en ces points divergents ! Cette formulation ne semble pas adaptée, nous verrons 
dans la partie application (4.3.1) que nous obtenons de grandes imprécisions sur le calcul 
des capacités. 
3.2.4 Méthode de Galerkin 
Nous proposons de projeter l’équation intégrale (27) sur un ensemble de fonctions test. 
Nous choisissons d’utiliser les fonctions de forme utilisées pour interpoler les solutions : 
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Avec Mi le nombre de fonctions de forme de l’élément i. Nous pouvons réécrire les 
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 (34)  
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Ordre 0 
Les fonctions de formes sont constantes. L’intégration par la méthode de Galerkin à 
l’ordre 0 est alors une simple double intégration, une sur l’élément où le potentiel est 
calculé et une sur l’élément contenant la source des charges. Le système d’équations 












 (35)  
Ce système d’équations linéaires peut se mettre sous la forme : 
iijij SVG ..
~
 (36)  
Les coefficients de la matrice d’interaction ijG
~













 (37)  
Tout comme pour la méthode de collocation, la matrice d’interaction est pleine, 
cependant elle est symétrique. La méthode de Galerkin est plus précise que la méthode de 
collocation car les équations intégrales sont vérifiées en tout point de la surface de 
l’élément et pas uniquement en son barycentre. Cependant la complexité du calcul est plus 
élevée, elle est ici de Ne x Ne x NG x NG soit NG fois plus importante que celle de la 
collocation. La matrice étant symétrique il est possible de n’en calculer que la moitié et de 
réduire ainsi la complexité d’un facteur 2. 
Ordre 1 
La méthode de Galerkin à l’ordre 1 fait preuve en théorie d’une grande précision, 
cependant son coût est très élevé : Ne x Ne x Mi x Mj x NG x NG opérations sont nécessaires 
au calcul de la matrice d’interaction. Par exemple avec un maillage triangulaire (3 
fonctions de forme par élément) le calcul de la matrice d’interaction est 9 fois plus long 
qu’à l’ordre 0. 




3.3 Choix de la méthode d’intégration 
Nous avons deux méthodes à notre disposition pour calculer les intégrales nécessaires à 
la construction de la matrice d’interaction : la méthode numérique d’intégration par points 
de Gauss et l’utilisation de solutions analytiques. Les calculs sont couramment effectués 
avec la méthode numérique des points de Gauss car elle est très rapide, cependant cette 
méthode peut s’avérer imprécise voire conduire à des singularités artificielles. 
L’alternative est l’utilisation de solutions analytiques, cette approche est plus précise mais 
également plus coûteuse en temps de calcul. La solution optimale se trouve peut-être en 
l’hybridation des approches numériques et analytiques du calcul d’intégrales, ainsi le 
meilleur ratio entre précision et temps de calcul, en d’autres mots la performance, devrait 
être obtenue. Nous allons présenter dans cette partie la méthode d’intégration par points de 
Gauss ainsi que les critères d’utilisation des solutions analytiques. 
3.3.1 Intégration numérique par points de Gauss 
Cette méthode est appréciée pour sa vitesse de calcul élevée car seule l’évaluation de la 
fonction à intégrer sur quelques points prédéfinis est nécessaire : 
i
ii wxfdxxf )()(  (38)  
Où les xi sont les points de Gauss et wi les poids de Gauss. La méthode la plus 
couramment employée est la méthode de Gauss-Legendre. Les points de Gauss sont alors 
les racines des polynômes de Legendre [Weisstein 2005]. 
3.3.2 Corrections analytiques 
Dans les problèmes 3D que nous traitons, les surfaces des conducteurs sont 
généralement maillées en triangles. Il est alors utile d’avoir une solution de l’intégrale (14) 
pour ce type d’éléments. Une méthode analytique d’évaluation du potentiel et du champ 
électrique créés par des triangles a été développée [Wilton 79, Graglia 93, Hachi-Ashtiani 
98, Janssen 10, Rubeck 11b], les détails de la méthode sont présentés dans l’Annexe B. 
Lorsque l’intégration numérique est imprécise ou singulière, nous utiliserons ces 
solutions analytiques. L’avantage des solutions analytiques est la grande précision de 
l’évaluation de l’intégrale. Cependant les formulations mathématiques sont souvent 
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complexes ce qui nuit à la vitesse de calcul. Ces calculs sont difficilement vectorisables en 
général. Nous utilisons alors les solutions analytiques de manière ponctuelle, nous 
présentons dans cette partie les critères d’utilisation de ces solutions. 
Méthode de collocation 
Les imprécisions (voire les singularités) se présentent lors de l’interaction d’un élément 
sur lui-même, c’est-à-dire lorsque i=j dans l’équation (28). 
A l’ordre 0 elles sont localisées sur les éléments diagonaux de la matrice d’intégration. 
Les points de Gauss peuvent se retrouver très proches voire confondus avec le point de 
collocation. La conséquence est que l’intégrale est surévaluée, donc imprécise, voire 
singulière (division par zéro). La diagonale de la matrice est donc calculée avec les 
solutions analytiques. 
A l’ordre 1 le calcul numérique n’est pas singulier, mais il est toujours imprécis. Les 
solutions analytiques sont utilisées pour le calcul des intégrales sur les fonctions de forme 
d’un élément lorsque le point d’intégration appartient à ce même élément. 
Méthode de Galerkin 
A l’instar de la collocation, le problème se situe lors de l’intégration d’un élément sur 
lui-même. L’équation (34) présente une double intégration surfacique. La double 






























 (40)  
3.4 Calcul des capacités 
Nous avons établi plusieurs formulations qui lient le potentiel sur la surface d’un 
conducteur à la densité surfacique de charges. La résolution du système d’équations nous 
donne les densités de charges à la surface des éléments du maillage. Nous pouvons calculer 




les capacités entre les conducteurs à partir de ces densités de charges. L’ensemble des 
capacités entre tous les conducteurs forme la matrice de capacités [Ardon 10b, Aimé 09]. 
Elle est de dimension nxn avec n le nombre de régions conductrices. Il existe deux 
définitions des capacités : les capacités de Maxwell et les capacités de Kirchhoff. 
3.4.1 Charge d’un élément de conducteur 
La charge totale qi [C] d’un élément i d’un conducteur se calcule à partir de la densité 
surfacique de charges. Nous pouvons écrire : 
iS
iii dSq  (41)  
Nous rappelons que les densités de charges sont interpolées par des polynômes, le 









3.4.2 Capacités de Maxwell 









 (43)  
Où 
)(i
jQ est la charge totale [C] du conducteur j obtenue avec le conducteur i soumis à 
Vi. Vi est choisi à 1V et tous les autres conducteurs sont soumis à 0V. Le potentiel de 
référence Vref se situe à l’infini et il est supposé nul. Nous pouvons écrire les termes de la 









rkij qC  (44)  
Où N(j) est le nombre d’élément de la région j, qk est la charge de l’élément k et rk  est 
la permittivité diélectrique relative du milieu environnant à l’élément k. Elle vaut 1 si 
l’élément est en contact avec du vide ou de l’air et la moyenne des permittivités si 
l’élément est en contact avec deux milieux. Les capacités propres Cii sont positives, les 
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capacités mutuelles Cij sont négatives. Ces capacités sont appelées capacités de Maxwell. 
En théorie la matrice des capacités et symétrique. 
3.4.3 Capacités de Kirchhoff 
Les capacités de Maxwell ne sont pas les capacités réelles et elles ne peuvent pas être 
utilisées dans les circuits électriques. Les capacités au sens de Kirchhoff sont la 
combinaison des capacités mutuelles avec des capacités propres. Les capacités de 
Kirchhoff sont obtenues à partir des capacités de Maxwell par la relation : 









 (45)  
La capacité propre de Kirchhoff iiC'  représente la capacité entre le conducteur i soumis 
au potentiel Vi et l’infini de potentiel 0V. La capacité mutuelle ijC '  est positive et elle 
représente la capacité entre les conducteurs i et j soumis respectivement aux potentiels Vi et 
Vj. La matrice des capacités de Kirchhoff est également symétrique. 
3.5 Choix d’un solveur 
Les potentiels aux conducteurs sont fixés en fonction des capacités que nous souhaitons 
calculer, il nous faut à présent résoudre le système d’équations linéaires afin d’obtenir les 
densités de charges surfaciques sur les conducteurs. 
Il existe deux grandes familles de méthodes de résolution des systèmes linéaires : les 
solveurs directs et les solveurs itératifs. Les matrices sont ici pleines, une résolution directe 
telle qu’une décomposition LU est de complexité O(N3) avec N la dimension de la matrice 
carrée. Une telle complexité demande énormément de temps de calcul. Un dernier point, 
l’utilisation d’un solveur direct requiert la connaissance de la totalité de la matrice 
d’interaction. C’est bien le cas ici mais à partir du Chapitre IV la matrice sera approximée 
par morceaux ce qui exclura l’utilisation d’un solveur direct. 
Nous choisissons donc d’utiliser un solveur itératif pour la résolution du système 
d’équations linéaires. L’idée est d’approcher graduellement la solution réelle par une 
succession de solutions approximatives. Nous parlons de convergence lorsque la solution 




s’approche de la solution réelle et de divergence lorsqu’elle s’en éloigne. Les algorithmes 
que nous utilisons reposent sur l’évaluation de produits matrice-vecteur. Ils sont de 
complexité O(N²) car les matrices sont pleines. Ces méthodes semblent donc plus 
intéressantes car plus rapides que les solveurs directs, de plus le produit matrice-vecteur est 
facilement parallélisable. Cependant, ces méthodes ne sont pas toujours capables de 
trouver une solution, l’utilisation de préconditionneurs plus ou moins sophistiqués pour 
améliorer le conditionnement de la matrice est alors nécessaire. 
4 Performance de la formulation 
4.1 Description du cas test 
Soit un condensateur plan constitué de deux plaques conductrices en vis-à-vis (Figure 
9), nous proposons de calculer la capacité mutuelle entre les deux plaques. Les dimensions 
des plaques sont 10x10 mm² et elles sont espacées de 2 mm. Une plaque est polarisée à 1V 
et l’autre à 0V. Les plaques sont maillées en triangles, le nombre d’élément varie entre 500 
et 16000. Nous comparons la précision en fonction de la méthode d’intégration et de 





Figure 9 : Condensateur plan maillé en triangles. 
4.2 Solveur itératif 
Les solveurs itératifs linéaires les plus courants approchent la solution réelle par des 
méthodes qui minimisent le résidu (Figure 10). La méthode générale est la suivante : le 
vecteur solution (ici x) est tout d’abord initialisé, souvent à zéro. Le résidu peut alors être 
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calculé depuis cette solution. Le résidu est noté r, A est la matrice du système d’équations 
et b est le second membre. Une nouvelle solution est alors déterminée. La principale 
différence entre les différents algorithmes réside en la méthode de calcul de la solution 
suivante à partir du résidu. Le calcul s’arrête lorsque la solution satisfait le critère de 
convergence. Le grand intérêt de ces méthodes est qu’elles peuvent voir la matrice comme 
une boite noire, seule une méthode de calcul du résidu est nécessaire à la mise en œuvre de 
la résolution. 
x = x0 // Initialisation de la solution
Tant que (critère de convergence)
r = A * x - b // Calcul du résidu
x = f( r ) // Détermination d’une nouvelle solution
Fin
 
Figure 10 : Schéma de principe d'un algorithme de résolution itérative. 
La méthode du gradient conjugué (GC) est une méthode itérative très connue [Hestenes 
52]. La minimalisation du résidu est effectuée par une descente de gradient. C’est une 
méthode adaptée aux matrices symétriques, ce qui est le cas avec l’intégration de Galerkin 
et quasiment le cas pour la collocation (les valeurs des éléments symétriques de la matrice 
sont du même ordre de grandeur). Pour les matrices quelconques il existe une variante, le 
gradient biconjugué qui calcule également des résidus sur la transposée de la matrice 
[Fletcher 76]. 
La méthode de résolution implémentée dans nos codes est GMRES pour Generalized 
Minimal Residual Method [Saad 86]. Cette méthode est adaptée à la résolution de systèmes 
d’équations linéaires non symétriques. Son principe de fonctionnement repose sur 
l’approximation de la solution dans un sous espace de Krylov en minimisant le résidu. 
Nous présentons en Figure 11 une comparaison des temps de résolution entre une 
décomposition LU et GMRES (critère de convergence à 1e-12). L’intégration est effectuée 
en collocation à l’ordre 0. La complexité en O(N3) de la résolution LU est bien visible. Il 
est impensable d’utiliser cette méthode avec un nombre d’éléments de l’ordre de la dizaine 
ou de la centaine de millier. 





























GMRES (1e-12) Décomposition LU
 
Figure 11 : Comparaison des temps de résolution entre un solveur direct LU et un solveur itératif 
GMRES en fonction du nombre d’éléments. Intégration par collocation à l’ordre zéro. 
4.3 Comparaison des méthodes d’intégration et des ordres des 
formulations 
La matrice d’interaction est construite de quatre méthodes différentes : à l’ordre 0 et à 
l’ordre 1, et pour chacun de ces cas l’intégration est effectuée par la méthode de 
collocation et par la méthode de Galerkin. La Figure 12 montre la répartition de la 
distribution surfacique de charges sur le condensateur plan à l’ordre 0 et à l’ordre 1, les 
éléments sont uniformément chargés à l’ordre 0, tandis qu’à l’ordre 1 les charges sont des 
fonctions polynomiales du premier degré. 
 
Figure 12 : Distribution surfacique de charges à la surface d'un condensateur plan de 2000 éléments 
triangulaires. Intégration par points de collocations, à gauche ordre 0, à droite ordre 1. 
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4.3.1 Précision des formulations 
Nous comparons à la Figure 13 la capacité du condensateur plan en fonction du 
maillage pour différentes méthodes d’intégration et ordre des éléments. La référence est 
l’asymptote vers laquelle toutes les courbes semblent converger. Le calcul des intégrales 
est effectué par points de Gauss, les singularités artificielles sont corrigées par des 
solutions analytiques. 
La méthode de collocation à l’ordre 1 ne permet pas une bonne évaluation de la 
distribution en charges, en effet rappelons-nous que les intégrales sont calculées sur les 
nœuds et que des effets de pointes sont localisés sur les bords. La collocation en ces points 
particuliers induit une erreur conséquente. A nombre d’éléments constant, la méthode la 
plus précise est l’intégration de Galerkin à l’ordre 1. La méthode la moins précise est la 
collocation à l’ordre 0. Ces résultats sont en accord avec ce qui a été discuté lors des 





















Collocation ordre 0 Galerkin ordre 0 Collocation ordre 1
Galerkin ordre 1 Référence
 
Figure 13 : Comparaison de la valeur de la capacité du condensateur plan en fonction du nombre 
d’éléments pour différentes méthodes d’intégration. 
4.3.2 Temps de construction de la matrice d’interaction 
Nous présentons à la Figure 14 les temps d’intégration en fonction du nombre 
d’éléments. Nous comparons les résultats pour les quatre méthodes d’intégration. Nous 




avons vu au point précédent que la méthode de Galerkin à l’ordre 1 est la méthode la plus 
précise, mais c’est également la plus coûteuse ; elle est d’un ordre de grandeur plus lente 
que la méthode de Galerkin à l’ordre 0 et de deux ordres de grandeur plus lente que la 
méthode de collocation à l’ordre 0. Ces résultats reflètent bien les complexités des 

























Collocation ordre 0 Galerkin ordre 0
Collocation ordre 1 Galerkin ordre 1
 
Figure 14 : Temps d'intégration en fonction du nombre d'éléments pour différentes méthodes 
d'intégration. 
4.3.3 Temps de résolution du système d’équations 
Les temps de résolution sont présentés à la Figure 15. Les résolutions des formulations 
à l’ordre 1 sont plus rapides que celles à l’ordre 0. L’explication est que le nombre de 
degrés de liberté est moindre à l’ordre 1 (inconnues projetées sur les nœuds du maillage) 
qu’à l’ordre 0 (inconnues projetées sur les éléments). Nous constatons également que pour 
un ordre donné, les méthodes de Galerkin convergent plus rapidement que celles par 
collocation. L’explication ici est que les matrices d’interactions issues de la méthode de 
Galerkin sont mieux conditionnées, à l’ordre 0 par exemple elles sont symétriques 
contrairement à celles obtenues par la méthode de collocation. 
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Figure 15 : Temps de résolution en fonction du nombre d'éléments pour différentes méthodes 
d'intégration. 
4.3.4 Performance des formulations 
Récapitulons ce qui a été montré précédemment, plus un calcul est complexe et plus il 
est précis, mais il est également plus coûteux en temps de calcul. Quelle formulation 
apporte le meilleur rapport entre précision et temps de calcul ? 
La Figure 16 montre les temps d’intégration en fonction de l’erreur relative sur la 
capacité pour les différentes formulations. Pour une erreur donnée nous voyons que la 
méthode de collocation à l’ordre 0 est la plus rapide. Par conséquent, il semble qu’il soit 
plus intéressant d’un point de vue des performances de raffiner le maillage plutôt que de 
monter en complexité dans la formulation. Notons cependant qu’une augmentation du 
nombre d’éléments nécessitera une quantité de mémoire vive plus importante. 
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Figure 16 : Temps total de résolution (intégration+résolution) en fonction de l'erreur relative sur la 
capacité pour différentes formulations. 
4.4 Conclusion sur le choix de la formulation 
Nous avons comparé les performances de différentes implémentations de notre 
formulation intégrale électrostatique. Les formulations en ordre 1 sont plus précises que 
celles en ordre 0, cependant elles sont bien plus coûteuses d’un point de vu calculatoire. De 
manière analogue, l’intégration par la méthode de Galerkin est plus précise que celle par 
points de collocation, mais est aussi plus coûteuse. Il est plus intéressant d’augmenter le 
nombre de mailles plutôt que la complexité de l’assemblage, à condition néanmoins 
d’avoir les ressources nécessaires en mémoire vive. De plus, les formulations à l’ordre 0 
sont massivement parallélisables, en effet chaque terme de la matrice est calculé de 
manière totalement indépendante. Par conséquent dans la suite du mémoire nous ne 
travaillerons plus que sur la formulation en potentiel électrostatique développée en 
collocation à l’ordre 0. 
5 Vectorisation de la formulation intégrale 
La vectorisation permet d’optimiser les accès à la mémoire et d’exploiter les pipelines 
des processeurs. Les données sont traitées continûment par paquets, c’est-à-dire que nous 
travaillons sur des tableaux et non plus sur des variables. 
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5.1 Description du cas test 
Le cas test que nous utilisons ici est le calcul de la capacité propre d’une sphère. 
 
Figure 17 : Sphère maillée en triangles, une solution analytique exacte de la capacité électrostatique 
existe pour cette géométrie. 
L’avantage ce cette géométrie est qu’il existe une solution analytique exacte, ce qui est 
très intéressant pour évaluer la précision des modèles [Rjasanow 07]. De plus, l’absence 
d’effet de bords sur une sphère assurera une bonne stabilité de la solution lorsque nous 
allons augmenter le nombre de degrés de liberté. Les sphères sont maillées en triangles 
(Figure 17), éléments géométriques de base sur lequel nous avons des solutions analytiques 
pour le potentiel et le champ électrique. 
La capacité propre d’une sphère polarisée uniformément est donnée par : 
RC 04  (46)  
Où R est le rayon de la sphère [m]. La distribution de charge à la surface de la sphère 
est homogène, elle est donnée par : 
R
V0
0  (47)  
La précision des modèles sera évaluée sur la capacité globale, ainsi que sur les 
distributions de charges locales. En effet il est possible que la capacité globale soit exacte 
mais que la distribution de charges quant à elle soit largement inhomogène. 




5.2 Approche vectorisée du calcul en Java 
Le calcul de la matrice d’interaction est de complexité N². Il est nécessaire d’être 
efficace dans son calcul. La première étape afin d’éviter des calculs redondants est la 
génération des tables de points de Gauss (Figure 18), ainsi que les poids de Gauss et les 





Table des poids de Gauss




























Figure 18 : Structure de la matrice d'interaction et des tables nécessaires à son calcul. 
Classiquement, l’algorithme possède trois boucles imbriquées (Figure 19) : la première 
sur les points de collocation, et la deuxième sur les éléments sources de potentiels. 
L’intégration numérique par points de Gauss nécessite une troisième boucle. Notons ici 
que la boucle 3 itère sur très peu de données (moins d’une dizaine en général), le 
pipelining n’est pas exploité au maximum. 
// Boucle 1: points de collocation
For i = 0,1,…N
// Boucle 2: sources de potentiel
For j = 0,1,…N
// Boucle 3: intégration de Gauss
For k = 0,…nombre de points de Gauss




Figure 19 : Algorithme classique de construction de la matrice d'interaction. 
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Le calcul performant de la matrice d’interaction est obtenu par la vectorisation. 
Concrètement, à l’instar de l’algorithme de multiplication matricielle présenté au premier 
chapitre (2.4.4), les boucles 2 et 3 vont être interverties. Il est possible de le faire car le 
calcul de l’intégrale est indépendant de l’ordre des boucles. De plus des opérateurs 
vectoriels sont utilisés, le calcul de la matrice se fait alors ligne par ligne (Figure 20). 
Une classe performante Java de manipulation matricielle a été développée au 
laboratoire par Jean-Louis Coulomb [Coulomb 12]. Elle repose sur une double indexation 
sur les lignes et sur les colonnes (voir chapitre I, 2.4.2) où toutes les opérations 
arithmétiques sont vectorisées. 
// Boucle 1: points de collocation
For i = 0,1,…N
// Boucle 2: intégration de Gauss
For k = 0,1,… nombre de points de Gauss
// Boucle 3: sources de potentiel
For j = 0,1,…N





Figure 20 : Calcul vectorisé de la matrice d'interaction. Les boucles 2 et 3 ont été interverties afin de 
mieux exploiter le pipelining. 
Une fois la matrice calculée, sa diagonale (intégration des éléments sur eux-mêmes) est 
remplacée par des solutions analytiques car l’intégration de Gauss introduit une singularité 
artificielle ici. L’étude de l’influence de la qualité de la diagonale sur la précision des 
résultats de nos problèmes sera présentée au paragraphe suivant. 
Une comparaison des performances entre l’algorithme classique et sa version 
vectorisée est présentée à la Figure 21. Les calculs sont effectués avec 7 points de Gauss et 
une diagonale analytique. Le problème est le calcul de la capacité d’une sphère maillée en 
triangle. Les gains sont de 46% dans le cas à 11.000 éléments et 39% dans le cas à 20.000 
éléments. Ces gains apportés par la vectorisation sont appréciables compte tenu du peu 
d’effort de la part du développeur pour optimiser l’algorithme (une simple inversion de 
boucles). 
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Figure 21 : Comparaison sur des temps d'intégration entre l'algorithme classique et sa version 
vectorisée. Les gains sont de 46% et 39% pour respectivement le premier et le second cas. 
5.3 Hybridation intégration numérique et analytique 
Nous proposons ici une étude de l’influence de la qualité de l’intégration, notamment 
de la diagonale, sur le calcul de la distribution de charges. L’erreur est définie par la norme 
du vecteur qui fait la différence entre la distribution de charges calculée et la distribution 
théorique, ainsi les inhomogénéités non physiques sont détectées. 
La Figure 22 présente l’erreur sur la distribution de charges en fonction du nombre 
d’éléments pour différentes techniques d’intégration. Dans les cas d’intégrations par points 
de Gauss, la diagonale de la matrice d’interaction est toujours corrigée avec des solutions 
analytiques. La première observation est que plus le nombre d’éléments augmente, plus 
l’erreur diminue. C’est un résultat attendu car plus la géométrie est discrétisée et plus cette 
discrétisation en triangles s’approche de la géométrie réelle, donc meilleure est la 
modélisation. Concernant la méthode d’intégration, l’intégration entièrement analytique de 
la matrice d’interaction est la méthode qui conduit à la distribution de charges de meilleure 
qualité. L’intégration à un seul point de Gauss est clairement insuffisante, l’erreur est 
presque d’un ordre de grandeur supérieure à celle générée par l’intégration purement 
analytique. 
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Figure 22 : Erreur relative de la distribution de charges en fonction du nombre d’éléments pour 
différentes méthodes d'intégration. L'erreur est la norme2 entre le vecteur solution et la valeur 
théorique de la distribution de charges. Les intégrations par points de Gauss sont toutes corrigées sur 
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Figure 23 : Temps de construction de la matrice d'interaction en fonction de l'erreur pour une 
intégration purement analytique et une intégration hybride numérique à 7 points de Gauss avec des 
solutions analytiques sur la diagonale. 




La précision sur la distribution de charges est bien meilleure que dans le cas à 1 points 
de Gauss, mais reste en deçà par rapport à l’intégration analytique. L’intégration 
numérique à 7 points de Gauss avec diagonale corrigée analytiquement semble être d’aussi 
bonne qualité que l’intégration purement analytique. Les erreurs sont ici quasiment 
équivalentes. 
La précision de la distribution de charges entre une intégration analytique et une 
intégration numérique à 7 points de Gauss semble équivalente. Mais laquelle est la plus 
performante ? C’est-à-dire qui offre le meilleur ratio entre précision et temps de calcul. La 
Figure 23 présente les temps d’intégration en fonction de l’erreur. Nous observons que 
pour une erreur donnée, l’intégration par points de Gauss est plus rapide (x3 pour une 
erreur relative de 7e-3 par exemple), c’est par conséquent la méthode d’intégration la plus 
performante. 
Nous trouvons dans la littérature quasi exclusivement des constructions de matrice de 
méthodes intégrales entièrement analytiques [Lezar 10], notre approche hybride combinant 
intégration analytique et numérique semble originale. 
5.4 Simple précision versus double précision 
Les architectures à base de cartes graphiques sont très efficaces, surtout en calcul en 
simple précision. Dans cette perspective, il est nécessaire de vérifier que les calculs de 
distributions de charges ne seront pas dégradés par la perte de précision sur les variables. 
La Figure 24 présente l’erreur relative sur la distribution de charges en fonction du 
nombre d’éléments. Nous comparons trois formats de matrice d’interaction : en simple 
précision, en double précision et enfin en simple précision avec une diagonale en double. 
En effet, les intégrations en 1/r génèrent les valeurs de la matrice les plus fortes sur la 
diagonale (car r est très petit ici). Par conséquent, la qualité de la diagonale peut s’avérer 
déterminante sur la solution, c’est ce que nous cherchons à vérifier. 
Les courbes sont parfaitement superposées, c’est-à-dire que pour une formulation en 
potentiel électrostatique, en collocation à l’ordre zéro, le calcul de la matrice d’interaction 
en simple précision est suffisant. Le calcul en simple précision n’introduisant pas plus 
d’erreur qu’en double, il peut être réalisé sur architecture GPGPU. 
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Figure 24 : Erreur sur la distribution en charges en fonction du nombre d'éléments pour différentes 
précisions de calcul de la matrice d'interaction. 
6 Conclusion 
Nous avons dans ce chapitre présenté une formulation intégrale très simple en potentiel 
électrostatique. Cette formulation servira d’exemple dans les chapitres suivants, toutefois 
les stratégies de parallélisation seront pour la plupart applicables à d’autres formulations. 
Nous avons développé cette formulation en collocation à l’ordre zéro, ce n’est pas la 
méthode la plus précise, mais c’est la plus rapide et celle qui se prête au mieux à une 
parallélisation massive sur architecture GPGPU. 
L’étape précédant la parallélisation d’un code est son optimisation en mono processeur. 
En effet les gains apportés par l’optimisation d’un code peuvent être supérieur à ceux de sa 
parallélisation. L’optimisation la plus importante est la vectorisation car le pipelining est 
pleinement exploité. Cette optimisation n’est pas toujours difficile à mettre en œuvre, dans 
notre cas une simple inversion de boucles dans l’algorithme du calcul de la matrice 
d’interaction était requise pour des gains en vitesse de calcul appréciables (environ 40%). 
L’intégration numérique par points de Gauss génère des singularités sur les termes 
diagonaux de la matrice d’interaction, c’est-à-dire lors de l’interaction d’un élément sur 
lui-même. Une solution analytique est alors utilisée dans ce cas précis afin d’éviter 




l’apparition de singularités. Cette hybridation entre calcul numérique et analytique 
d’intégrales est plus performante, car plus rapide (environ un facteur 3) pour une précision 
équivalente, qu’un calcul purement basé sur des solutions analytiques. 
Les méthodes intégrales sont des méthodes à interactions totales, par conséquent elles 
génèrent des matrices pleines qui sont coûteuses à calculer en temps processeur. Nous 
proposons au chapitre suivant de paralléliser ces calculs afin de les accélérer. Le point 
central de cette étude sera l’investigation des apports des cartes graphiques. 
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Chapitre III  
Parallélisation d’une formulation intégrale sur 
processeurs graphiques 
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Résumé 
Les méthodes intégrales génèrent des matrices pleines qui sont très coûteuses à 
calculer en temps processeur. Nous proposons dans ce chapitre de réduire les temps de 
calcul en utilisant plusieurs processeurs, c’est le parallélisme. Les architectures 
parallèles exploitées sont le PC multicoeur, le cluster de PCs et le GPGPU. Plusieurs 
stratégies sont confrontées pour le calcul de la matrice d’interaction et sa résolution. 
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1 Introduction 
Les méthodes intégrales sont des méthodes à interaction totale : elles génèrent des 
matrices de systèmes d’équations pleines. Le calcul de ces matrices est de complexité 
parabolique, ainsi que la résolution itérative du système d’équations associé. Nous 
proposons dans ce chapitre d’accélérer les modélisations grâce au parallélisme. 
Nous avons au chapitre précédent développé une formulation intégrale en potentiel 
associé à une méthode de collocation à l’ordre 0. L’assemblage est ici très simple, chaque 
interaction génère un terme de la matrice d’interaction. Ces termes sont donc indépendants 
les uns des autres, ils peuvent alors être calculés simultanément : le parallélisme est alors 
optimal. Nous utilisons plusieurs architectures parallèles, chaque architecture nous conduit 
à développer une stratégie de parallélisation adaptée, notamment sur les points clefs tels 
que la gestion de la mémoire et la synchronisation des tâches. 
Nous commençons naturellement par paralléliser les codes sur CPU multicoeur car 
c’est l’architecture la plus courante. Nous construisons ensuite un petit cluster de PCs en 
réseau. L’intérêt est de pouvoir cumuler les ressources processeurs et mémoires de 
plusieurs machines. Le point central de ce chapitre est ensuite la parallélisation sur 
l’architecture GPGPU. Nous testons différentes stratégies pour accélérer le calcul de la 
matrice d’interaction ainsi que la résolution itérative. 
2 Présentation des cas tests 
2.1 Problème physique 
Le problème à résoudre est le calcul de la capacité propre de la sphère maillée en 
triangles présentée au chapitre II (5.1). Nous rappelons qu’il existe une solution analytique 
exacte ce qui est intéressant pour estimer les erreurs de nos modélisations. 





Figure 1 : Sphère maillée en triangles. 
Nous utilisons plusieurs maillages de sphères pour nos tests. Nous présentons les 
différents maillages et la dénomination du cas correspondant dans le tableau présenté à la 
Figure 2. 
Nombre d’éléments du 
maillage 





Figure 2 : Dénomination des cas tests en fonction des maillages. 
2.2 Architectures parallèles testées 
Nous présentons sur la Figure 3 les différentes architectures parallèles que nous allons 
tester pour accélérer le calcul de la matrice d’interaction et sa résolution. 
Les architectures parallèles présentées sur la Figure 3 A) et B) sont un PC multicoeur 
respectivement à mémoire partagée et à mémoire distribuée. Une programmation parallèle 
à mémoire partagée signifie que toutes les tâches peuvent accéder aux mêmes plages 
mémoires. C’est la programmation la plus simple à mettre en œuvre, nous utilisons le 
multi-threading natif de Java. Dans une programmation parallèle à mémoire distribuée, 
chaque tâche est un processus indépendant des autres. Les mémoires ne sont pas visibles 
par les autres tâches et les communications se font via un protocole réseau (le réseau est ici 
interne au PC, les communications sont plus rapides qu’à travers une carte réseau, mais 
plus lentes qu’un accès direct à une mémoire partagée). 
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Nous testerons ensuite un petit cluster de PCs (Figure 3, C). Il s’agit également d’une 
programmation à mémoire distribuée. Les communications sont effectuées à travers le 
réseau local du laboratoire. 
Nous finirons avec la parallélisation sur architecture GPGPU (Figure 3, D). Ici la carte 
graphique est pilotée par un ordinateur hôte à travers le BUS. Cette architecture est  






























Figure 3 : Architectures parallèles testées. A) PC multicoeur à mémoire partagée, B) PC multicoeur à 
mémoire distribuée, C) Cluster de PCs, D) GPGPU. 
2.3 Configurations matérielles 
L’ordinateur principal est un PC sous Ubuntu GNU/Linux en 64 bits. Il possède 4 Go 
de RAM et il est équipé d’un processeur Intel Xeon cadencé à 2,67 GHz, ce dernier 
possède 4 cœurs de calcul. Par défaut nos calculs sur CPU se feront en monocoeur et en 
double précision. 
Le réseau testé dispose d’une vingtaine d’ordinateurs partagés. Nous choisissons les 6 
ordinateurs les plus récents pour réaliser l’expérience. Chaque machine dispose de 2 Go de 
mémoire allouée à la machine virtuelle Java. Les processeurs sont des Core2Duo cadencés 
à 3,00GHz, des Core i7 à 3,4GHz et même des Core2Quad à 3,00GHz. 




La carte graphique par défaut est une carte de calcul Nvidia Tesla C1060, elle possède 
4Go de RAM et 240 cœurs de calcul cadencés à 1,30 GHz répartis sur 30 multiprocesseurs 
de 8 cœurs chacun. Cette carte permet des calculs en simple et en double précision. Nous 
effectuerons également quelques tests sur une carte graphique d’entrée de gamme, à savoir 
une Nvidia Geforce 320M installée dans un MacBook. Elle possède 250 Mo de mémoire 
partagée (c’est-à-dire empruntée à la mémoire globale du MacBook), 48 cœurs de calcul à 
0,95 GHz, soit 8 multiprocesseurs de 8 cœurs chacun. Notons que cette carte graphique est 
dédiée à l’affichage et par conséquent toutes ses ressources ne sont pas disponibles pour 
effectuer des calculs scientifiques. De plus elle ne permet que des calculs en simple 
précision. 
2.4 Performances de référence 
Nous mesurons deux temps de calcul lors de nos expériences : le temps d’intégration 
qui comprend les temps de génération des tables (points de Gauss et de collocation, 
jacobiens, poids de Gauss) et du temps de calcul de la matrice d’intégration, le deuxième 
temps et le temps de résolution du système d’équations linéaires. Par défaut, la matrice 
d’interaction est construite via des intégrations numériques à 7 points de Gauss par 
élément. La diagonale est remplacée par des solutions analytiques. La résolution est 





















Temps d'intégration Temps de résolution
 
Figure 4 : Temps d'intégration et de résolution du Cas9000. 
Nous présentons à la Figure 4 les temps d’intégration et de résolution du Cas9000. Les 
paramètres expérimentaux sont ceux par défaut. Nous remarquons que le temps 
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d’intégration est supérieur d’un ordre de grandeur au temps de résolution, c’est donc ce 
temps qu’il faut réduire en priorité. Nous ne présentons pas les Cas20000 et Cas30000 car 
ils ne sont pas réalisables en double précision avec seulement 4Go de mémoire vive. 
3 Parallèlisation sur PC multicoeur 
Le parallélisme le plus répandu est évidement l’utilisation de plusieurs processeurs au 
sein d’un même ordinateur [Buchau 08]. Nous proposons d’étudier deux types de 
programmation parallèle : à mémoire partagée et à mémoire distribuée. Le cas test est le 
Cas9000. 
3.1 Architecture parallèle à mémoire partagée 
Le partitionnement adopté ici consiste à calculer plusieurs lignes de la matrice 
d’interaction simultanément. De même pour la résolution nous calculons plusieurs termes 

















Accélération de l'intégration Accélération de la résolution
 
Figure 5 : Accélération des temps d'intégration et de résolution en fonction du nombre de tâches sur 
une architecture parallèle à mémoire partagée. 




Nous présentons sur la Figure 5 l’accélération1 des temps de calcul d’une matrice 
d’interaction et de sa résolution en fonction du nombre de tâches définies, la référence 
étant l’utilisation d’une seule tâche. 
L’accélération de l’intégration possède deux régimes. Le premier croit quasi 
linéairement jusqu’au nombre de cœurs de calcul (ici 4). L’allure de la courbe se situe bien 
entre les lois de Hamdhal [Amdahl 67] et de Gustafson [Gustafson 88] avec une nette 
tendance pour le comportement linéaire décrit par la loi de Gustafson. Le deuxième régime 
est constant, légèrement décroissant, définir d’avantage de tâches qu’il n’y a de cœurs de 
calcul pourrait permettre d’effectuer plus de calcul (cf. hyperthreading), mais ce n’est pas 
le cas ici et cette stratégie coûte plus cher sur la gestion des tâches d’où la baisse des 
performances. 
La parallélisation de la résolution est beaucoup moins performante. Nous n’obtenons 
même pas une accélération de 2. L’explication est que la résolution contient une part 
importante de séquentialité, en effet seul le calcul du résidu est parallélisé, tout 
l’algorithme GMRES demeure séquentiel. 
3.2 Architecture parallèle à mémoire distribuée 
L’algorithme correspondant est présenté en détail au point suivant. La matrice 
d’intégration est ici divisée en sous matrices qui sont distribuées aux différentes tâches. 
Pour la résolution itérative, chaque tâche effectuera les calculs des résidus partiels associés 
à toutes les sous-matrices qui lui ont été attribuées. 
La Figure 6 montre l’accélération des temps d’intégration et de résolution en fonction 
du nombre de tâche. Le cas test est toujours de Cas9000. Comme précédemment nous 
voyons un régime croissant jusqu’au nombre de cœur du CPU suivi d’un régime 
décroissant. Le régime croissant n’est pas linéaire ici, l’accélération est dominée par la loi 
de Hamdhal : les temps de communication réseau nuisent à la parallélisation. Les transferts 
de données à travers un réseau sont de plusieurs ordres de grandeur plus lents que ceux 
passant à travers un bus. L’accélération maximale dépasse à peine 2 pour 4 cœurs de 
                                                 
1
 Rappel : l’accélération est le rapport des temps de calcul entre le programme séquentiel et sa version 
parallèle. 
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calcul, ce n’est pas très intéressant. Le deuxième régime est décroissant car augmenter le 
nombre de tâche augmente également les communications réseaux et donc diminue 
















Accélération de l'intégration Accélération de la résolution
 
Figure 6 : Accélération des temps d'intégration et de résolution en fonction du nombre de tâches sur 
une architecture parallèle à mémoire distribuée. 
La résolution n’est pas vraiment accélérée, l’explication vient de la synchronisation des 
tâches. Chaque tâche effectue ses calculs de résidus partiels. Elles sont ensuite 
synchronisées pour calculer le résidu total. Par conséquent le temps de calcul du résidu est 
donné par la tâche la plus lente, additionné au temps de la synchronisation des tâches. 
3.3 Conclusion 
La programmation parallèle par mémoire partagée est plus performante que celle par 
mémoire distribuée. Nous nous attendions à ce résultat car dans le deuxième cas la gestion 
des connexions réseaux (même si elles restent locales au PC) induit naturellement un coût 
supplémentaire. Ce coût est même relativement élevé. La scalabilité
2
 est ici de 3,5 pour 4 
cœurs soit 86% pour la programmation à mémoire partagée, et elle est de 58% pour la 
                                                 
2
 Rappel : la scalabilité est le rapport de proportionnalité entre l’accélération et le nombre de cœurs de 
calcul. Le cas idéal est 100%, c’est-à-dire une parallélisation parfaite. 




programmation à mémoire distribuée. De plus la programmation parallèle à mémoire 
partagée est plus simple à mettre en œuvre, en effet la plupart des langages de 
programmation gèrent le multitâche. 
Une dernière remarque, dorénavant nous définirons autant de tâches qu’il y a de cœurs 
de calcul. Essayer de surexploiter le pipelining en définissant plus de tâches qu’il n’y a de 
cœurs de calcul n’est pas efficace, cette approche s’est même montrée moins performante. 
4 Cluster de PCs 
Nous avons utilisés plusieurs cœurs de calcul au sein d’un même ordinateur. Cependant 
le nombre de cœurs reste limité, sans oublier la quantité de mémoire disponible. Une 
solution pour obtenir plus de cœurs de calcul et de mémoire est d’utiliser plusieurs 
ordinateurs reliés via un réseau [Buchau 08]. Le cumul de toutes les ressources 
informatiques permet de traiter des problèmes plus importants (le facteur limitant étant très 
souvent la quantité de mémoire). 
4.1 Architecture du cluster 
L’architecture réseau retenue pour cette expérience est le classique duo serveur-client 
issu du protocole tcp/ip accessible via la programmation par sockets. Un socket est un 
objet qui gère l’ouverture des ports, les transmissions, etc. Il est disponible sur la plupart 
des langages de programmation. L’intérêt de cette structure est que le développeur évite de 
programmer directement la couche réseau du système d’exploitation. 
Le modèle de fonctionnement du programme de calcul de capacité est présenté à la 
Figure 7. Le chef d’orchestre est le serveur : il s’occupe de la gestion des connexions 
réseaux, du pré et du post traitement du problème. Tous les calculs sont effectués par les 
clients. La première étape est l’attente de la connexion des clients. Une fois les clients 
connectés, ces derniers lui communiquent les ressources qu’ils possèdent, ainsi les tâches 
seront distribuées en fonction des capacités de chaque client (notamment la quantité de 
mémoire). Dans un deuxième temps, la matrice d’interaction est partitionnée. Les sous 
matrices créées sont ensuite distribuées sur les différents clients afin d’y être calculées. Ces 
sous matrices une fois calculées restent dans la mémoire des clients. Pour la phase de 
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résolution itérative, le vecteur solution est transmis à tous les clients. Ces derniers calculent 
alors leur résidu partiel respectif en fonction des éléments de la matrice dont ils disposent. 
Ces résidus partiels sont ensuite transmis au serveur qui les additionne pour obtenir le 
résidu total. Une fois que la solution a convergé, les connexions vers les clients sont 
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disponibles
Partitionnement de la matrice 
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Figure 7 : Interconnexions entre le serveur et les clients à travers un réseau. 
4.2 Accélération à nombre de degrés de liberté constant 
L’expérience est effectuée à nombre de degrés de liberté constant, ici le Cas9000. La 
matrice d’interaction est partitionnée en 100 blocs de taille 900x900 éléments matriciels 
environ (choix arbitraire) qui sont distribués sur les ordinateurs en réseau. Autant de 
processus clients sont lancés qu’il y a de cœurs de calcul sur chaque machine, la prise en 
compte du multicoeur est ici très simple. 
La Figure 8 présente les accélérations des calculs d’intégration et de résolution en 
fonction du nombre de tâches réseaux. Contrairement au multi-CPU, l’accélération de 
l’intégration connaît un maximum d’à peine 2 à 12 processeurs puis décline. Le temps de 




la gestion d’un réseau nuit clairement à la parallélisation. Le réseau utilisé n’est pas adapté 
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Figure 8 : Accélération des calcul d'intégration et de résolution en fonction du nombre de processeurs 
disponibles sur des ordinateurs relié en réseau. 
Tentons de modéliser l’accélération de l’intégration. Nous pouvons définir le temps de 




T n T calculréseautotal .  (1)  
Avec n le nombre de clients. Nous faisons l’hypothèse d’une proportionnalité directe 
entre les temps de communications et le nombre de connections réseaux. Nous considérons 
également le calcul comme étant parfaitement parallélisable, le temps de calcul est donc 












Nous présentons l’allure de la courbe du modèle à la Figure 9. Nous définissons 
arbitrairement le temps réseau à 1 et le temps de calcul à 100. Nous retrouvons bien 
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l’allure de la courbe expérimentale. Par conséquent les gains que peut apporter un petit 
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Figure 9 : Allure de la courbe modélisant l'accélération du calcul de la matrice d'interaction via un 
réseau. Ici Treseau=1, Tcalcul=100 (arbitraire). 
La courbe de résolution illustre l’importance du coût des communications. 
L’accélération cesse d’augmenter à partir de 6 processeurs, soit ici 3 ordinateurs reliés en 
réseau, et n’atteint même pas 1. Les calculs des résidus devant être effectués sur tous les 
ordinateurs puis synchronisés sur le serveur, le temps de calcul est finalement fixé par 
l’ordinateur le plus lent ainsi que par la congestion du réseau. C’est pourquoi l’accélération 
de la résolution est si peu intéressante. 
4.3 Augmentation du nombre de degrés de liberté 
La deuxième expérience que nous proposons consiste à utiliser un nombre constant 
d’ordinateurs (ici 5, soit un total de 12 cœurs de calcul) et d’étudier les temps de calcul en 
fonction de la monté en degrés de liberté. L’idée est de cumuler les ressources de calcul 
(notamment mémoire) des machines afin d’effectuer des calculs qu’il serait impossible de 
réaliser sur une seule machine. 




Nous présentons à la Figure 10 les temps d’intégration et de résolution en fonction du 
nombre d’éléments. Nous affichons également les courbes de références obtenues en 
monocoeur. Les courbes sont toutes paraboliques, les gains en vitesse d’intégration entre le 
monocoeur et le cluster se situent autour de 3 pour 13.000 éléments. C’est peu sachant que 
le cluster possède 12 cœurs de calcul. Par contre le cluster permet de traiter des problèmes 
à nombre d’éléments beaucoup plus élevé. 
Notons que la courbe de résolution réseau possède une composante linéaire très 
importante due au coût des communications. Nous pouvons estimer que le temps d’une 
itération GMRES est la somme des temps de transferts des vecteurs O(N) sur le réseau et 
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Figure 10 : Temps d'intégration et de résolution en fonction du nombre d'éléments (5 PCs en réseaux). 
Les courbes de références sont obtenues en monocœur. 
4.4 Conclusion 
L’utilité d’un petit cluster de calcul est bien illustrée ici car il n’est pas possible de 
traiter des problèmes supérieurs à 10.000 degrés de liberté sur une seule machine, les 
ressources mémoires étant insuffisantes. Concernant les ressources processeurs, avoir un 
grand nombre de cœurs de calcul via un réseau n’est pas forcement intéressant à cause de 
la partie réseau qui limite fortement les gains. L’idéal pour fortement accélérer les calculs 
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serait d’avoir un grand nombre de processeurs sur une architecture à mémoire partagée, 
voici pourquoi nous allons investiguer l’utilisation des cartes graphiques. 
5 Calcul de la matrice d’interaction sur processeurs 
graphiques 
5.1 Approche pseudo massivement parallèle 
Une première approche naïve consiste à remplacer la bibliothèque de calcul matricielle 
Java par un équivalent qui exploite le GPU. Ces opérations de haut niveau sur des vecteurs 
de plusieurs milliers d’éléments devraient être fortement accélérées par les centaines de 
cœurs de calcul du GPU. Avec N le nombre d’éléments, il y a donc N lignes de la matrice 
d’interaction à calculer vectoriellement. Cette approche très simple (une bibliothèque 
matricielle en remplace une autre) ne s’est malheureusement pas montrée efficace. Pire, 
cette approche GPU est d’un ordre de grandeur plus lente que le calcul sur CPU... 
Malgré le fait qu’une opération matricielle ou vectorielle donnée est plus rapide sur 
GPU que sur CPU, il existe des temps de latence entre chaque opération sur GPU tels que 
les temps de construction des grilles de calcul, des chargements des noyaux CUDA, et des 
transferts de données entre le GPU et l’hôte. Le GPU effectue finalement peu de calcul 
entre toutes ces opérations de communication qui sont bien trop séquentielles. Il est donc 
nécessaire de réduire le nombre de ces opérations. L’idéal serait de n’avoir qu’une phase 
de transferts de données (maillage, points de Gauss, etc.) et qu’une seule instruction pour 
la construction de la matrice d’interaction. La solution que nous allons appliquer est 
d’écrire un noyau CUDA (programmation bas niveau) dédié à notre formulation intégrale. 
5.2 Noyau CUDA dédié au calcul d’intégrales 
La stratégie retenue pour occuper le calculateur graphique au maximum est d’effectuer 
tous les calculs d’intégrales simultanément. La grille de calcul correspondante est 
présentée sur la Figure 11. Chaque thread effectue un calcul intégral de la matrice [Lezar 
10]. La grille est en deux dimensions, ainsi les coordonnées globales des threads dans la 
grille de calcul correspondent aux coordonnées des éléments de la matrice d’interaction. 




Les deux premières boucles imbriquées de l’algorithme classique (parcours des lignes et 
des colonnes) sont donc remplacées par la topologie de la grille de calcul. Il ne reste alors 
dans chaque thread uniquement le calcul de l’intégrale, c’est-à-dire la boucle nécessaire à 
l’intégration numérique par points de Gauss. Nous avons également testé une version avec 
une grille en 3D, la troisième boucle est éclatée et chaque thread effectue alors une partie 
de l’intégration de Gauss. Cette approche ne s’est pas montrée satisfaisante à cause de 





































Figure 11 : Grille de calcul CUDA pour le calcul de la matrice d'interaction. Chaque thread effectue 
un calcul intégral. 
Tout comme dans le cas de l’implémentation Java, les tables des points de Gauss, des 
poids, des déterminants des jacobiens et des points de collocation sont calculées au 
préalable. Chacune de ces opérations est effectuée par un noyau CUDA dédié. Les grilles 
de calcul associées sont toutes en une dimension, chaque thread calcule les points de 
Gauss, les poids, les jacobiens et le point de collocation associé à un seul élément du 
maillage. Une fois ces tables calculées, le noyau CUDA de calcul d’intégrales est exécuté. 
Un noyau CUDA pour le calcul analytique de la diagonale a été développé. Nous avons 
également développé un noyau de calcul analytique de l’ensemble de la matrice 
d’interaction. Les noyaux CUDA ont été développés pour des calculs en simple et en 
double précision. 
Les transferts de données sont donc fortement réduits dans cette approche de calcul sur 
GPU. Seul le maillage est transféré de l’hôte vers le GPU. Les tables intermédiaires et la 
matrice d’interaction sont construites directement dans la mémoire graphique. 
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Figure 12 : Interconnexions entre l'ordinateur hôte et le GPU. 
5.3 Performances 
La Figure 13 montre les temps de construction de la matrice d’interaction en fonction 
du nombre d’éléments. Nous comparons les performances des architectures CPU (toujours 
en monocoeur) et GPU, ainsi que les méthodes d’intégration, ici analytique et numérique à 
7 points de Gauss avec diagonale analytique. La complexité parabolique du calcul de la 
matrice est bien illustrée. Comme précédemment, nous retrouvons que le calcul 
entièrement analytique est plus coûteux que le calcul numérique par points de Gauss, que 
ce soit sur CPU ou GPU. 





























Intégration analytique CPU Intégration numérique CPU
Intégration analytique GPU Intégration numérique GPU
 
Figure 13 : Temps de construction de la matrice d'interaction en fonction du nombre d'éléments pour 
différentes méthodes d'intégrations et d’architectures : CPU monocoeur et GPU, intégration 



















Analytique simple precision Analytique double precision
Numérique simple precision Numérique double precision
 
Figure 14 : Accélération du calcul de la matrice d'interaction en fonction du nombre d’éléments entre 
architectures CPU monocoeur et GPU. Les calculs numériques et analytiques, simple et double 
précision sont comparés. 
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Nous présentons à la Figure 14 les accélérations des calculs de matrices d’interaction 
entre CPU et GPU. Nous comparons les méthodes d’intégration et les précisions de calcul. 
Le calcul le plus accéléré par l’utilisation des cartes graphiques est le calcul analytique en 
simple précision, il est ici 200 fois plus rapide que sur CPU. Ce résultat est à relativiser, en 
effet le calcul analytique sur CPU est très peu performant car non vectorisé. L’ordre de 
grandeur de l’accélération rencontré dans la littérature est d’environ 50 fois [Lezar 10, 
D’Ambrosio 11]. Le résultat le plus intéressant est l’accélération d’un facteur 100 pour le 
calcul numérique en simple précision. Nous pouvons également observer une montée en 
charge de la puissance de la carte graphique jusqu’à 4000 éléments. En dessous, le calcul 
n’est pas assez important pour exploiter toute la puissance du GPU. Ces chiffres 
d’accélération sont à nuancer, en effet nous comparons une programmation objet générique 
en Java à une notre implémentation bas niveau en CUDA. 
5.4 Analyse des temps de calcul GPU 
Nous tentons ici de mieux comprendre comment se déroule le calcul sur le GPU afin de 
proposer des optimisations. Les cartes graphiques de générations GT200 sont connues pour 
ne pas proposer de calcul en double précision performant. Nous comparons le rapport de 
vitesse entre les calculs en simples et doubles précisions sur GPU à la Figure 15. 
L’intégration analytique est 11 fois plus rapide en simple précision qu’en double. 
L’intégration numérique est quant à elle 3 fois plus rapide en simple précision qu’en 
double. Ces résultats surprenants de prime abord peuvent nous en apprendre beaucoup sur 
la manière dont les calculs sont effectués. 
Nous présentons sur la Figure 16 une synthèse des principaux facteurs pouvant 
expliquer les différences de performances entre les calculs en simple et double précision. 
Nous pouvons estimer que le temps de calcul total est la somme du temps des accès 
mémoire et du temps de calcul processeur. En double précision, les variables étant deux 
fois plus larges, le temps des transferts est donc doublé. Chaque multiprocesseur de 8 
cœurs dispose uniquement d’une unité de traitement 64 bits capable de traiter des calculs 
en double précision. Le temps de calcul processeur est donc multiplié par 8 lors du passage 
en double précision. En ce qui concerne le calcul analytique, ce dernier étant plus 
compliqué et nécessitant un grand nombre de variables, le passage en double précision a 




réduit le taux d’occupation des processeurs de moitié (information fournie par le 



















Intégration numérique Intégration analytique
 
Figure 15 : Accélération entre calculs en simple et double précision sur GPU en fonction du nombre 
d'éléments dans les cas de l’intégration numérique et analytique. 
Par conséquent, le calcul numérique est en théorie de 2 à 8 fois plus lent en double 
précision qu’en simple, nous obtenons un rapport de 3. Le calcul analytique est en théorie 
plus lent d’un facteur compris entre 2 et 16, il est ici de 11. Nos résultats sont bien dans les 
intervalles théoriques, ce qui valide notre analyse. Nous pouvons alors en déduire que le 
temps de calcul du kernel d’intégration numérique est essentiellement consacré aux accès 
aux tables intermédiaires. Le calcul des intégrales ne faisant appel qu’aux opérateurs 
arithmétiques de base (addition, soustraction, multiplication, division). L’intégration 
analytique est quant à elle beaucoup plus coûteuse en temps processeur. Ce n’est pas 
étonnant compte tenu de la complexité du calcul, par exemple des logarithmes et des 
arctangentes doivent être calculés. 
En conclusion, pour accélérer le calcul numérique par points de Gauss, il est nécessaire 
d’optimiser les accès mémoires car ce sont les opérations les plus coûteuses en temps. Le 
calcul analytique est quant à lui très coûteux en temps processeur, une optimisation des 
accès mémoire aura peu d’influence sur le temps d’exécution global. 
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Calculs 16 fois plus lents















Figure 16 : Estimation des facteurs expliquant les différences de performances entre les calculs en 
simple et double précision du noyau de calcul analytique de la matrice d’interaction. 
5.5 Optimisations avec la mémoire partagée 
Nous venons de voir que le calcul numérique par points de Gauss de la matrice 
d’interaction se résume surtout à des transferts de données, les optimiser augmenterait les 
performances. Il existe une mémoire au plus proche des cœurs de calcul appelée mémoire 
partagée. L’optimisation que nous proposons consiste à nous en servir comme tampon 
entre la mémoire globale où sont stockées les tables intermédiaires et les registres associés 
aux cœurs de calcul (Figure 17). Les points de Gauss nécessaires au calcul des coefficients 
d’interactions d’une même colonne de la matrice sont identiques (idem pour les poids de 
Gauss et les jacobiens), ainsi que les points de collocation sur une même ligne. Ainsi un 
block de dimension 16x16 n’a plus besoin que de 16+16=32 accès aux tables au lieu des 
16x16=256 sans l’utilisation de la mémoire partagée. Cependant des synchronisations 
seront requises ce qui pourrait s’avérer plus nuisible que la réduction du nombre d’accès à 
la mémoire globale. 
Nous présentons sur la Figure 18 les temps de construction de la matrice d’interaction 
par la méthode numérique des points de Gauss. Nous comparons les performances du 
kernel basique avec celui qui exploite la mémoire partagée. Les performances sont 
clairement améliorées, le kernel optimisé est 3 fois plus rapide dans le Cas30000. Cet 
exemple d’optimisation illustre bien la nécessité de bien comprendre les interactions entre 
l’algorithme et le matériel. 
































Mémoire globale du GPU
Mémoire partagée dans un block de threads
Registres des threads  
Figure 17 : Optimisation des accès à la mémoire globale du kernel de calcul de la matrice d'interaction. 
A gauche le kernel d'origine qui exige un grand nombre d’accès à la mémoire globale, à droite le 
kernel qui utilise de la mémoire partagée pour réduire fortement les accès à la mémoire globale (les 


























Noyau originel Noyau utilisant la mémoire partagée
 
Figure 18 : Temps de construction de la matrice d'interaction par intégration numérique en fonction 
du nombre d'éléments pour deux versions du noyau CUDA utilisant ou pas de mémoire partagée pour 
réduire le nombre d’accès mémoire. 
5.6 Influence de la topologie de la grille de calcul 
La grille de calcul choisie associe un thread à chaque calcul d’intégrale. Ces threads 
sont regroupés dans des blocks, la particularité des threads d’un même block est qu’ils 
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partagent une mémoire commune appelée mémoire partagée. La taille des blocks est fixée 
par le programmeur, c’est une étape importante lors de la définition de la grille de calcul 
CUDA. Nous proposons ici d’étudier l’influence de la taille des blocks sur le temps de 
construction de la matrice d’interaction. 
Nous définissons des blocks carrés de côtés de taille n. La Figure 19 présente les temps 
d’intégration en fonction de n pour le Cas30000, ainsi que l’occupation du GPU en 
fonction de n. Nous observons sur la courbe de gauche que plus les blocks sont petits et 
plus lente est l’intégration. L’explication vient du diagramme de droite, les petits blocks 


















































Figure 19 : Influence de la taille des blocks sur le taux d'occupation du GPU et par conséquent les 
temps d’intégrations de la matrice d’interaction. Cas30000. 
En conclusion, il est nécessaire de définir les plus grands blocks possibles afin 
d’occuper au maximum le GPU. C’est la stratégie que Nvidia recommande [Nvidia 11]. 
5.7 Stratégie de calcul en fonction de la carte graphique 
Une version du programme a été développée pour supporter les cartes graphiques 
d’entrée et de moyenne gamme, c’est-à-dire des cartes graphiques possédant peu de 
mémoire vive (Figure 20). Dans ce cas, la matrice d’interaction n’est pas stockable sur la 
carte graphique. Cette dernière est alors calculée par morceaux sur le GPU et transférée 
progressivement dans la mémoire de l’hôte. La résolution se fera donc uniquement sur 
l’ordinateur hôte. Le programme est capable d’interroger la carte graphique pour connaître 
la quantité de mémoire vive disponible et adapter sa stratégie en fonction de celle-ci. Si la 




quantité de mémoire vive est suffisante, alors le système d’équations sera construit et 
résolu sur la carte graphique, sinon uniquement sa construction sera possible. 
Y a-t-il assez de mémoire sur le GPU 
pour contenir la matrice d’interaction ?
Stockage de la matrice sur le GPU
Génération de la matrice sur GPU
Résolution GMRES avec calcul des 
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avec l’hôte)
Stockage de la matrice sur l’hôte
Génération de la matrice par morceau 
sur GPU et transfert sur hôte





Figure 20 : Stratégie de calcul adaptative en fonction de la quantité de mémoire graphique disponible. 
La Figure 21 présente les temps de construction de la matrice d’interaction en fonction 
de la méthode d’intégration (analytique ou numérique corrigée) sur différentes 
architectures. Le problème est le Cas20000. Le calcul est effectué en simple précision. Le 
graphique montre qu’il y a un ordre de grandeur sur les temps de calcul de différence entre 
chaque architecture. Même une carte graphique d’entrée de gamme, en comptant le temps 
de transfert de la matrice vers l’hôte, permet des calculs plus rapides d’un facteur 10 par 
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Figure 21 : Temps de construction de la matrice d'interaction en fonction de la méthode d'intégration 
sur différentes architectures. Le problème est le Cas20000. 
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Notons qu’il existe une méthode pour réduire les temps de transfert entre le GPU et 
l’hôte, c’est le streaming. Le principe est de transférer une portion de la matrice en même 
temps qu’une autre est calculée, ainsi les temps de calcul et de transfert ne sont pas 
cumulés. Nous avons testé cette méthode et les temps de calcul de la matrice et de son 
transfert sont presque divisés par deux. Malheureusement, cette technique requiert un 
format particulier en C de la matrice hors depuis Java l’accès à des tables en C est peu 
performant. Finalement, les gains obtenus sur les temps de transfert de la matrice sont 
perdus plusieurs fois lors des accès à la matrice au cours de la résolution itérative. Cette 
technique est souvent utilisée en C/C++ [Topa 11] mais en Java à travers JCuda elle ne 
s’est pas montrée efficace. 
6 Résolution itérative sur processeurs graphiques 
6.1 Stratégie de parallélisation d’un solveur itératif sur GPU 
Nous avons vu au chapitre précédent que la résolution itérative avec GMRES nécessite 
de calculer un résidu à chaque itération [Saad 86]. La matrice d’interaction est stockée 
dans la mémoire vive de la carte graphique, nous effectuons donc le calcul des résidus sur 
cette dernière. Cette opération est hautement parallélisable sur GPU et nous utilisons les 
méthodes disponibles dans la bibliothèque CuBlas. 
Nous disposons d’un algorithme GMRES en Java performant. Nous pouvons dans un 
premier temps réaliser un solveur hybride CPU-GPU, c’est-à-dire que nous allons utiliser 
le solveur Java tel quel avec seulement les produits matrice-vecteur qui sont réalisés sur le 
GPU. Cette approche est peu invasive mais des échanges de données entre l’hôte et le GPU 
sont alors nécessaires à chaque itération (envoi du vecteur solution et réception du résidu). 
Ces échanges de données sont coûteux en temps. Une autre solution pourrait être de 
développer un algorithme GMRES entièrement GPU, ou plutôt effectuant le maximum 
d’opérations possibles sur le GPU afin d’accélérer les calculs intermédiaires et de limiter 
les échanges de données entre le GPU et l’hôte. Nous souhaitons évaluer l’intérêt de 
réaliser ce solveur GMRES entièrement GPU qui serrait une entreprise très chronophage. 
Nous choisissons d’effectuer des tests sur un algorithme de gradient conjugué (GC) 
[Fletcher 76] car il est facilement parallélisable et il se code rapidement. Nous allons 




confronter l’approche hybride et entièrement GPU sur le cas du GC. Un algorithme GC est 
à priori plus facilement parallélisable que le GMRES. Si l’approche entièrement GPU n’est 
pas satisfaisante pour le GC alors elle ne le sera pas non plus à priori pour le GMRES et 
nous adopterons donc l’approche hybride. 
Nous développons donc deux méthodes de résolution pour le gradient conjugué : la 
première effectue toutes les opérations en Java hormis le calcul du résidu qui est réalisé sur 
le GPU, la seconde est entièrement développée via des outils GPU, aucun transfert 
volumineux de données n’est alors nécessaire (uniquement quelques produits scalaires et 



































































Figure 22 : Comparaison des performances des méthodes de résolution itérative sur GPU : gradient 
conjugué purement GPU, gradient conjugué hybride CPU-GPU et GMRES hybride CPU-GPU. 
La Figure 22 présente une comparaison de différentes méthodes de résolution itérative 
sur GPU. La résolution par le GC hybride CPU-GPU est légèrement plus efficace que la 
version entièrement GPU. Notons qu’il y a quelques itérations de plus dans le cas du GC 
entièrement GPU. Cette différence s’explique par le fait que les opérations (hors calcul du 
résidu) sont effectuées en simple précision sur le GPU et en double précision sur 
l’ordinateur hôte. 
Le coût par itération entre les deux GC est équivalent, ce qui peut sembler étonnant. En 
effet l’approche hybride est handicapée par les transferts de données entre le GPU et l’hôte 
et par l’utilisation d’un seul cœur de calcul (contre 240 pour l’approche GPU), elle devrait 
donc être moins efficace que l’approche GPU. La contre-performance de l’approche GPU 
peut s’expliquer par les opérations de réduction très coûteuses (voir chapitre I, 2.3) 
nécessaires au calcul des normes et des produits scalaires dans l’algorithme du GC. En 
conclusion, les performances d’une méthode de résolution itérative entièrement exécutée 
sur la carte graphique semblent très incertaines, il est donc préférable d’utiliser les 
méthodes hybrides CPU-GPU malgré les échanges de données entre l’hôte et le GPU. 
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Nous utiliserons donc le GMRES Java dont nous disposons couplé avec JCuda pour les 
calculs des résidus sur GPU. Cette solution a de plus l’avantage d’être non invasive. Une 
dernière remarque, la Figure 22 montre que le GMRES est plus efficace que le GC (sans 
préconditionneur). 
6.2 Résolution du problème intégral 
Nous présentons à la Figure 23 les temps de résolution du système d’équations en 
fonction du nombre de degrés de liberté pour différentes architectures. Les temps CPU sont 
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Figure 23 : Temps de résolution du système d'équations en fonction du nombre d'éléments. 
L'intégration est numérique avec corrections analytiques.  
Le système d’équations est construit par intégration numérique corrigée. Le critère de 
convergence de GMRES est fixé à 1e-9. Une première observation est l’allure parabolique 
des courbes, elle est due aux produits matrice-vecteur nécessaires aux calculs des résidus. 
Deuxièmement, il n’y a pas de différence entre le simple et le double précision sur CPU. 
L’explication est que les opérateurs arithmétiques du Java sont nativement en double 
précision. Sur GPU, la résolution en simple précision est environ 2 fois plus rapide qu’en 
double (sur le Cas20000, 1,2s en simple, 2,4s en double). La raison de cette si faible 




différence (en théorie un facteur 8, voir Figure 16) provient des transferts de données entre 
le GPU et l’hôte qui représentent une part importante du temps de résolution. 
Nous présentons à la Figure 24 les accélérations de la résolution entre CPU et GPU en 
fonction du nombre d’éléments, pour des calculs en simple et en double précision. Comme 
pour l’intégration de la matrice d’interaction, le GPGPU est bien plus intéressant en simple 
précision, nous gagnons un ordre de grandeur. La résolution en double précision ne permet 
pas un gain d’un ordre de grandeur, le GPGPU n’est pas compétitif par rapport à une 





























Simple precision Double precision
 
Figure 24 : Accélération de la résolution itérative apportée par l'utilisation du GPU par rapport au 
CPU en fonction du nombre d'éléments. 
7 Bilan sur la parallélisation de la formulation 
intégrale 
7.1 Performances de l’architecture parallèle 
Nous proposons un bilan comparatif des temps de calcul obtenus sur le Cas9000 sur les 
différentes architectures parallèles Figure 25. Nous sélectionnons les meilleurs résultats 
obtenus sur chaque architecture. La référence est le calcul sur CPU monocoeur. Le 
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meilleur temps de calcul avec le cluster de PCs a été obtenu avec 4 PCs en réseau soit 8 
cœurs de calcul. L’architecture multicoeur la plus performante est celle à mémoire partagé 
avec 4 cœurs. Le calcul sur GPU est réalisé avec une carte dédiée au calcul scientifique qui 


























Temps d'intégration Temps de résolution
 
Figure 25 : Temps d'intégration et de résolution du Cas9000 sur les différentes architectures parallèles 
testées. 
L’architecture la plus performante est le GPGPU, nous obtenons une accélération de 
près de 200 sur les temps de constructions de la matrice d’interaction. L’accélération totale 
en tenant compte de la résolution itérative est d’environ 50. La parallélisation sur 
processeur multicoeur offre des performances intéressantes compte tenu du nombre de 
cœurs, nous obtenons une accélération totale d’un peu plus de 3 pour 4 cœurs de calcul. 
L’expérience de calcul partagé sur un réseau n’a pas été concluante d’un point de vu 
accélération car le réseau n’est pas adapté à cet utilisation. 
7.2 Discussions 
Nous avons vu que la parallélisation apporte des gains en terme de performances de 
calcul. Supposons que le coût d’une modélisation numérique soit le coût du calcul en lui-
même pondéré au coût en temps du développement du logiciel. Par exemple il n’est pas 
intéressant de consacrer une semaine à améliorer un logiciel pour obtenir des gains de 




quelques pourcents seulement. Discutons pour chaque architecture du coût de sa mise en 
œuvre. 
La parallélisation sur CPU multicoeur en architecture à mémoire partagée est très 
simple à mettre en place (multi-thread classique) et a montré une grande efficacité 
(scalabilité de 86% sur l’intégration de la matrice). C’est ce modèle qu’il faut développer 
en priorité car tous les ordinateurs actuels sont équipés de plusieurs cœurs de calcul. 
La parallélisation sur un cluster de PC est plus complexe à mettre en œuvre car il est 
nécessaire de gérer explicitement les communications entre les tâches et les 
synchronisations. Il est également nécessaire de posséder le matériel adapté, en effet nous 
avons vu que dans le cas d’un réseau local classique les performances sont fortement 
dégradées par le coût des communications. 
Le GPGPU s’est montré très efficace, une accélération de l’ordre de 300 a été obtenue. 
Cependant cette parallélisation nécessite une réécriture complète des codes pour prendre en 
compte les spécificités des GPU, et ce en langage bas niveau. La généricité des codes étant 
souvent une préoccupation majeure dans les équipes de développement, cette contrainte 
peut freiner l’adoption du GPGPU. De plus dans nos tests le GPGPU n’a réellement été 
efficace qu’en calcul en simple précision, cette limitation constitue un frein supplémentaire 
à son adoption car toutes les formulations ne restent pas valables en simple précision. 
8 Conclusion 
Nous avons, dans ce chapitre, parallélisé une formulation intégrale en potentiel en 
collocation à l’ordre 0. Les temps de calcul CPU ont été réduits grâce à l’utilisation de 
plusieurs processeurs. L’assemblage de la matrice d’interaction est très simple : à chaque 
terme de la matrice correspond une intégrale. La parallélisation est de ce fait très efficace. 
Nous avons parallélisé les codes de calcul intégral sur des ordinateurs à processeurs 
multicoeurs : avec un processeur à 4 cœurs, l’accélération est d’environ 3,5 si la mémoire 
est partagée et 2,3 si la mémoire est distribuée. La différence s’expliquant par le coût des 
communications réseaux qui est très supérieur au coût des communications à travers un 
BUS. Nous avons également utilisé plusieurs ordinateurs en réseau afin d’en cumuler les 
ressources mémoires et processeurs. Les gains sur l’intégration atteignent rapidement leur 
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limite, les communications via un réseau local constituent un véritable goulot 
d’étranglement. Le réel intérêt d’un cluster de PCs est le cumul des ressources matérielles, 
notamment de la mémoire vive, qui permet de traiter des problèmes à nombre de degrés de 
liberté plus importants qu’il serait possible de faire sur une seule machine. 
L’idéal semble d’avoir un grand nombre de processeurs sur une architecture à mémoire 
partagée. Le GPGPU est une solution, les cartes graphiques étant équipées de centaines de 
cœurs de calcul partageant une mémoire vive. Cependant les calculs ne sont vraiment 
qu’efficaces en simple précision, ce qui après vérification ne pose pas de problèmes pour 
notre formulation. Des programmes CUDA dédiés au calcul des intégrales ont été 
développés. La grille de calcul choisie associe un thread à chaque calcul d’intégrale. Des 
optimisations sur les transferts de données ont été mises en place. Les gains apportés sur le 
calcul de la matrice d’interaction sont d’environ deux ordres de grandeurs, ce qui est 
considérable. La résolution du système d’équations est effectuée par un algorithme itératif 
GMRES. Cette méthode nécessite le calcul de résidus qui sont minimisés jusqu’à 
l’obtention d’une solution de la précision souhaitée. C’est ce calcul du résidu qui est 
parallélisé. Sur les architectures à mémoire distribuées, les gains du parallélisme ne sont 
pas intéressants, en effet les communications réseaux sont très coûteuses. Sur GPGPU, ces 
gains sont d’un ordre de grandeur malgré les temps de transferts de données entre le GPU 
et l’hôte. 
Le parallélisme, notamment sur GPGPU, permet de diminuer le coût en temps 
processeur du calcul de la matrice d’interaction et de sa résolution. Cependant, les besoins 
en mémoire vive nécessaire au stockage de la matrice limitent rapidement le nombre de 
degrés de libertés qu’il est possible de traiter. En effet, avec 4Go de mémoire il n’est pas 
possible de traiter des problèmes à plus de 30.000 éléments en simple précision. Nous 
proposons au chapitre suivant de réduire les besoins en mémoire vive en compressant la 
matrice par une décomposition en ondelettes. 
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Chapitre IV  
Compression matricielle par ondelettes de la 
matrice d’interaction sur GPGPU 
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Résumé 
Les méthodes intégrales génèrent des matrices qui sont en général pleines et par 
conséquent difficiles à stocker dans la mémoire vive. Nous proposons dans ce chapitre 
de réduire les besoins en mémoire en compressant la matrice d’interaction par 
ondelettes. Cette méthode a l’avantage d’être peu invasive, cependant elle reste de 
complexité parabolique. Nous utilisons alors le parallélisme sur GPGPU pour 
accélérer les calculs. 
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1 Introduction 
Nous avons parallélisé une formulation intégrale au chapitre précédent, cependant nos 
problèmes sont limités à 30.000 degrés de liberté avec 4 Go de mémoire vive en simple 
précision. Il est nécessaire de réduire les besoins en mémoire vive dus au stockage de la 
matrice d’interaction. Les Méthodes Multipolaires Rapides (ou Fast Multipole Methods ou 
encore FMM) sont des méthodes très utilisées pour accélérer le calcul des matrices 
d’interaction des méthodes intégrales et limiter la quantité de mémoire nécessaire à leur 
stockage. Cependant, implanter une méthode FMM dans un code est souvent très invasif et 
la parallélisation peut s’avérer décevante. Nous proposons de compresser la matrice 
d’interaction par ondelettes, c’est une méthode proche de la compression d’images. 
L’avantage de cette méthode est qu’elle ne nécessite pas d’intervention au niveau de 
l’assemblage de la matrice d’interaction. L’inconvénient est que toute la matrice doit être 
calculée, la complexité de la construction du système d’équations est donc toujours 
parabolique. Nous utilisons alors le parallélisme sur architecture GPGPU pour accélérer les 
calculs, en effet la transformée en ondelettes est massivement parallélisable. Nous tentons 
ensuite une optimisation de l’algorithme en le couplant avec la méthode des matrices 
hiérarchiques. Cette méthode permet un partitionnement de la matrice d’interactions en 
blocs homogènes via une analyse de la géométrie du maillage. 
Nous commençons le chapitre par la présentation d’une expérience de portage des 
Méthodes Multipolaires Rapides sur GPGPU qui ne s’est pas montrée pleinement 
satisfaisante car l’algorithme est difficilement parallélisable. Nous présentons ensuite la 
transformée en ondelettes rapide, puis l’algorithme de compression matricielle qui en 
découle. Nous appliquons alors cette méthode de compression à notre formulation intégrale 
puis nous la parallélisons sur l’architecture GPGPU. Pour finir nous couplons la 
compression matricielle par ondelettes avec les matrices hiérarchiques, cette partie 
manquant de maturité nous choisissons de la présenter dans l’Annexe D. 




2 Digression sur les Méthodes Multipolaires Rapides 
sur GPGPU 
2.1 Principe général de la compression d’un problème intégral 
Greengard publie des travaux dans les années 80 dans lesquels sont présentés des 
méthodes qui réduisent la complexité du calcul du potentiel électrique créé par un nuage de 
charges ponctuelles [Greengard 87]. Le potentiel V au point j créé par un ensemble de 















 et la position de la particule i et qi sa charge électrique. Le principe de la 
méthode est de séparer le champ proche du champ lointain : 
lointainproche VVV  (2)  
L’idée de Greengard est d’approximer le potentiel lointain par un développement en 
série qui est ensuite tronqué. Dans le cas des méthodes multipolaires rapides (FMM), les 
séries choisies sont basées sur des développements en harmoniques sphériques [Greengard 
87]. Les distributions lointaines de charges sont alors approximées par des multipôles. La 
complexité totale d’une résolution itérative par FMM est 0(N log N) [Greengard 89] 
contrairement à celle d’une méthode intégrale sans compression qui est de 0(N²). 
2.2 Décomposition multipolaire des interactions 
Soit )(P  une solution de l’équation de Laplace en coordonnées sphériques. Elle peut 















rLP  (3)  
Les termes mnM  et 
m
nL  sont respectivement les moments de l’expansion multipolaire et 
de l’expansion locale. Ces décompositions sont basées sur des sphères de validité. Dans le 
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cas du potentiel lointain (évalué à l’extérieur de la sphère contenant les charges) les 
coefficients mnL  sont nuls afin de satisfaire la décroissance de potentiel à l’infini. 
Inversement, à l’intérieur de la sphère (et charges situées à l’extérieur) ce sont les termes 
de l’expansion multipolaire qui doivent être nuls. Les termes nmn rY .  et 
1/ nmn rY  sont des 
multipôles respectivement de degré n et –(n+1). Les coefficients mnY  sont des harmoniques 










),(  (4)  








n  (5)  
Où Pn(x) désigne le polynôme de Legendre de degré n. 
Le potentiel est approximé en tronquant la série à un certain degré. En considérant les 
lois de décroissance des champs, tout ensemble de sources électrostatiques, quelque soit sa 
complexité, peut être approximé par une simple charge à condition d’être suffisamment 
loin. Si le champ est exprimé à une distance moindre, il convient simplement de rajouter 
des termes (dipôles, quadripôles, octopôles, …). Typiquement, dans notre implémentation 
des FMM, nous considérons que la série peut être tronquées au quadripôle avec une 
précision acceptable, si la distance est supérieure à huit fois le rayon de la sphère englobant 
les charges [Ardon 10]. 
2.3 Opérateurs de calcul 
Nous présentons dans cette partie les opérateurs intervenants dans le calcul des 
interactions entre les charges sources et les cibles où le potentiel est évalué. L’idée dans la 
décomposition des interactions en séries est d’exprimer des termes qui sont communs à 
plusieurs interactions, ainsi les calculs sont factorisés. 




Soit deux distributions de charges ponctuelles contenues dans deux sphères SQ et SO 
respectivement de centre Q et O (Figure 1). Nous calculons le potentiel électrique créé par 
ces charges au point P dans SO. Nous présentons les principaux opérateurs qui sont utilisés 
pour réaliser une décomposition multipolaire du potentiel créé par une distribution de 
charges ponctuelles. Ces opérateurs sont tous issus de la théorie des harmoniques 
























Figure 1 : Décomposition d'un chemin d'interaction entre un paquet de charges sources jusqu'à une 
cible où le potentiel est calculé. 
Q2M : de la charge au multipôle 
L’opérateur Q2M permet de représenter la distribution des charges contenues dans SQ 
en un multipôle équivalent au point Q. 
M2L : du multipôle au local 
L’expansion multipolaire en Q est convertit en une expansion locale en O, c’est 
l’opérateur M2L. 
L2P : du local au potentiel 
Les charges sont situées à l’extérieur de la sphère de validité SO. L’opérateur L2P 
permet de calculer le potentiel au point P. Le chemin d’interaction complet Q2M-M2L-L2P 
permet alors de calculer le potentiel créé par les charges lointaines contenues dans SQ au 
point P. 
Translation des expansions multipolaires et locales 
Dans la version multi-niveau des FMM, la décomposition à plusieurs niveaux des 
interactions nécessite des opérateurs de translation M2M et L2L des expansions 
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multipolaires et locales respectivement aux points Q’ et O’. Le chemin d’interaction total 
s’écrit alors Q2M-M2M-M2L-L2L-L2P. Le calcul des opérateurs M2L représente le coût le 
plus important de l’implémentation de l’algorithme FMM. Cette opération est facilement 
parallélisable car elle est peu séquentielle contrairement aux translations, c’est donc ce 
calcul qui sera porté sur GPU. 
Champ proche 
Une dernière remarque, le potentiel total au point P dépend également des charges 
contenues dans SO. Celles-ci sont traités en champ proche, c’est-à-dire classiquement en 
interaction totale. 
2.4 Partitionnement de la géométrie avec un octree 
Pour appliquer l’algorithme FMM sur une géométrie quelconque, il est nécessaire de 
regrouper les charges en paquets. Les relations d’éloignement entre ces paquets de charges 
définissent la nature des interactions (proches ou lointaines). De ces relations découlent 
également les opérateurs FMM. 
Nous utilisons un octree pour effectuer ce partitionnement. Un octree est un découpage 
hiérarchique de la géométrie en cubes. Nous présentons à la Figure 2 le principe du 
partitionnement par un octree multi-niveau de niveau constant. Le critère qui définit dans 
quel cube est placé un élément est basé sur la position du barycentre. Le cube de niveau 1 
contient toute la géométrie, il génère 8 cubes égaux de niveaux 2, etc. Nous obtenons alors 
8
L
 cubes avec L le niveau de l’octree. Notons que les cubes vides sont ignorés. De plus, 
afin d’éviter d’avoir des cubes plus petits que les éléments ou de couper des éléments en 
deux, les algorithmes que nous possédons tiennent également compte du rayon des 
éléments. 
Nous pouvons également utiliser un octree multi-niveau adaptatif. Le principe de 
partitionnement est identique, cependant les cubes qui ne contiennent pas un nombre 
minimum d’éléments ne sont pas subdivisés. Nous obtenons ainsi un nombre de charges 
par cube relativement homogène. 
La géométrie étant partitionnée, nous pouvons à présent calculer les interactions. Les 
interactions entre deux cubes proches sont traitées classiquement en interactions totales. 




Les interactions entre cubes éloignés sont traitées par FMM. Nous ne préciserons pas plus 
ici la notion de proximité ou d’éloignement car de nombreuses variantes de choix existent 
(cubes adjacents ou non, cubes « pères » adjacents ou non, etc…). 
 
Figure 2 : Principe du partitionnement d'une géométrie par un octree de niveau L, critère sur les 
barycentres des éléments [Ardon 10]. 
2.5 Assemblage virtuel et résolution itérative 
Nous parlons ici d’assemblage virtuel car la matrice d’interaction globale n’est pas 
construite explicitement. Cependant toutes les matrices d’interactions proches ainsi que les 
listes d’interactions et certains termes d’harmoniques sphériques nécessaires à la 
construction des opérateurs FMM peuvent être stockés si on ne désire pas refaire tous les 
calculs à chaque itération du solveur. 
La matrice d’interaction n’existant pas ici, il n’est donc pas possible d’utiliser un 
solveur direct. Nous utilisons alors un solveur itératif GMRES [Saad 00]. Un vecteur de 
potentiel est calculé depuis un vecteur de charges donné à chaque itération. Le potentiel en 
champ proche est calculé classiquement via des produits matrice-vecteur. Le potentiel en 
champ lointain est calculé grâce aux opérateurs FMM. 
2.6 Portage sur architecture GPGPU 
Un portage de l’algorithme FMM a été effectué sur architecture GPGPU, les 
performances sont comparées avec une implémentation classique sur CPU en monocoeur. 
Ces travaux ont été réalisés principalement par Bertrand Bannwarth, ingénieur au G2ELab 
[Rubeck 11]. 
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La première étape est l’analyse de la géométrie par un octree. De ce partitionnement 
découle une liste des chemins entre les sources et les cibles. Chaque chemin est exprimé en 
fonction des opérateurs présentés précédemment. Par nature, les calculs des chemins sont 
interdépendants, hiérarchisés et nécessitent des synchronisations. Ils sont de ce fait 
difficilement parallélisables. 
L’approche choisie pour le portage GPGPU des FMM est de calculer uniquement les 
opérateurs M2L de chaque niveau sur GPU. En effet ce calcul représente le coût le plus 
important de l’algorithme FMM car ces opérateurs sont très nombreux et complexes à 
calculer. Pour un niveau donné, tous les coefficients des multipôles associés aux opérateurs 
M2L sont transférés dans la mémoire graphique. Chaque thread calcule un opérateur M2L. 
Les bases d’harmoniques sphériques sont calculées préalablement et stockées, elles ne 
dépendent que de la géométrie du problème et peuvent donc être réutilisées à chaque 
itération. Un kernel CUDA calcule à chaque itération une partie du produit matrice-vecteur 
pour le solveur GMRES. 
Les matrices de champ proche sont construites avec le kernel CUDA présenté au 
chapitre III (5.2), elles sont ensuite transférées sur l’hôte pour réduire l’occupation 
mémoire du GPU. 
Le cas test est le calcul de la capacité propre d’une sphère de 30000 éléments. Le CPU 
utilisé est un Intel Xeon cadencé à 2.67 GHz, la carte graphique utilisée est la Tesla C1060. 
Les calculs sont effectués en simple précision sur le GPU, nous avons vu au chapitre II 
(5.4) que la perte en précision des variables n’influençait pas le calcul de la distribution de 
charges électriques. De plus les FMM approximent le champ lointain, le passage à la 
simple précision ne devrait pas introduire d’avantage d’erreurs. L’octree est à multi-niveau 
adaptatif de niveau maximum 7, le degré des multipôles est de 3. La résolution itérative est 
réalisée par un algorithme GMRES dont le critère de convergence est réglé à 1e-9. 
Nous présentons sur la Figure 3 une comparaison des temps de calcul entre l’approche 
CPU et GPGPU. Les deux grandes étapes de l’algorithme FMM sont la génération des 
tables d’interactions proches puis la résolution itérative FMM. 


























Calcul des matrices en champ proches Résolution FMM
 
Figure 3 : Comparaisons des temps de calcul de certaines étapes de l’algorithme FMM entre les 
architectures CPU et GPGPU. 
Les calculs en champ proche sont 10 fois plus rapides environ sur GPGPU que sur 
CPU. Ces résultats sont très en déca de ceux que nous avons obtenus au chapitre III (5.3), 
nous avions alors une accélération de deux ordres de grandeur entre le CPU et le GPU. 
Cette faible performance provient de plusieurs facteurs : tout d’abord les matrices sont plus 
petites que celles calculées au chapitre III et elles sont également très nombreuses d’où de 
très nombreux appels des routines CUDA qui n’effectuent à chaque fois que peu de 
calculs. 
La durée globale du calcul n’est finalement accélérée que d’un facteur 3 grâce au 
GPGPU. Il devrait être possible d’améliorer le parallélisme de notre implémentation des 
FMM, mais cela nécessiterait une refonte en profondeur des codes, ce que nous n’avons 
pas envisagé dans le cadre de ces travaux, l’implémentation d’un algorithme du type FMM 
performant étant complexe et très chronophage. 
2.7 Conclusion 
La parallélisation de notre implémentation des FMM sur l’architecture GPGPU ne s’est 
pas montrée très efficace. La structure des données n’avait pas été prévue à cet usage au 
moment de l’écriture du code. Nous proposons alors de tester une méthode plus coûteuse 
en temps de calcul que les FMM mais qui n’est pas invasive et qui est parallélisable 
efficacement : c’est la compression matricielle par ondelettes. 
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3 Compression par ondelettes de la matrice 
d’interaction 
3.1 Introduction à la transformation en ondelettes 
Nous invitons le lecteur à consulter l’Annexe C qui présente des généralités de la 
transformation en ondelettes (TO). Nous utiliserons les propriétés de la TO pour construire 
un algorithme de compression matricielle. 
3.1.1 Transformée en ondelette rapide 
La transformée en ondelettes rapide (TOR) découle de l’analyse multi-résolution. 
L’idée générale est d’approximer une fonction de L2 dans une suite croissante de sous 
espaces vectoriels de L
2 
[Scheiblich 11]. Une dilatation permet de passer de la résolution 2
j
, 
dans le sous espace Vj, à la résolution 2
j-1
, dans le sous espace Vj-1. Les bases Vj sont 
construites par une fonction d’échelle  (ou ondelette père). Il existe une fonction  
appelée ondelette mère (ou ondelette analysante) qui crée une base Wj qui est le 
supplémentaire orthogonale de Vj, cet espace contient en fait la perte d’information (ou 
détails) entre les deux approximations successives Vj et Vj-1 : 
jjjjjjjj VWVWWVWV ,)( 111   (6)  
La Figure 4 illustre la transformation d’un vecteur par une TOR. L’espace Vj-1 est 
l’espace normal (V0) qui est projeté au niveau j dans les sous-espaces Vj et Wj. La TOR 
construit les coefficients d’approximation Vj et d’ondelettes Wj uniquement pour les 
approximations Vj-1, c’est-à-dire que seuls les coefficients d’échelles sont décomposés. 
L’objectif est de filtrer les détails non significatifs entre chaque résolution, c’est le principe 
de la méthode de compression. Notons une conséquence importante de la TOR, le vecteur 
à transformer doit nécessairement être de dimension en puissance de deux. 











Figure 4 : Schéma de principe de la transformée en ondelettes rapide 1D. 
3.1.2 Ondelettes de Haar et Daubechies D4 
Le choix de l’ondelette est motivé par son orthonormalité qui permet d’effectuer des 
produits matriciels à la volée directement sur la matrice transformée et par son coût 
calculatoire. Nous utiliserons deux transformations en ondelettes : la transformée en 
ondelettes de Haar et la transformée en ondelettes de Daubechies D4 (voir Annexe C). 





















 (7)  
Où j est un entier supérieur ou égal à 1. Les coefficients ck et dk sont respectivement les 
coefficients d’échelles et d’ondelettes. Nous retrouvons bien ici la contrainte sur la taille du 
vecteur à transformer en ondelette, c’est-à-dire qu’elle soit en puissance de deux. 
Remarquons également que la taille minimale du vecteur éligible à la transformation est ici 














 (8)  
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La transformation en ondelettes de Daubechies D4 est donnée par la matrice suivante 






















 (9)  
Où j est un entier supérieur ou égal à 2. Par conséquent la taille minimale du vecteur à 
transformer est de quatre. 













 (10)  
Les coefficients de l’ondelette sont donnés par : 
3,2,1,0,)1( 3 icd i
i
i  (11)  
3.1.3 Algorithme de la transformation en ondelettes rapide 



























 (12)  




Avec v le vecteur à transformer de longueur n et de résolution de niveau j. L’indice i 
varie de 1 à n/2
j+1
 et L est le nombre des coefficients (ou longueur de l’ondelette). 
Nous n’utilisons pas cette forme générique dans nos implémentations car la somme la 
rend peu performante. Nous avons implémenté des fonctions dédiées pour chaque 
ondelette dans lesquelles les sommes sont développées et les coefficients sont remplacés 
par leurs valeurs. L’opérateur modulo est éliminé, nous rappelons que c’est l’opérateur le 
plus coûteux en cycles d’horloge processeur. De plus notre implémentation est vectorisée. 
3.1.4 Extension à la dimension 2 
La transformée en ondelettes rapide est extensible à la dimension 2 (Figure 5) [Stollnitz 
95]. Tout comme la transformation 1D, seuls les coefficients d’approximation sont projetés 
dans les sous-espaces de résolutions inférieures. Concrètement, la transformation en 2D est 
effectuée en appliquant la transformation 1D sur chaque ligne et ensuite sur chaque 
colonne (ou inversement, l’ordre dans lequel sont effectuées ces opérations n’a pas 














Figure 5 : Transformée en ondelettes rapide 2D. 
3.2 Compression par ondelettes 
Nous présentons ici un mini tutorial très didactique pour illustrer le principe de la 
compression par ondelettes à partir de la transformée en ondelettes rapide introduite 
précédemment [Mikulic 04]. 





W  (13)  
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Nous transformons un vecteur avec cette ondelette de Haar non orthonormée (Figure 
6). Les éléments du vecteur sont projetés deux à deux dans deux nouvelles bases. Dans la 
base en vert, les nombres sont approximés deux à deux par leur valeur moyenne (fonction 
d’échelle), c’est le changement de résolution. La base en bleu contient la perte 
d’information lors du changement de résolution, ici les différences entre les nombres et 
leurs moyennes (fonction mère de l’ondelette). Nous avons vu que la transformation en 
ondelettes rapide consiste à répéter l’opération sur la nouvelle résolution jusqu’à atteindre 
la résolution minimale, ici il ne reste qu’un seul nombre. Ce nombre est d’ailleurs la valeur 
moyenne de tous les nombres du vecteur. La transformation est réversible, le vecteur 









V3 W3 W2 W1  
Figure 6 : Transformée discrète en ondelettes de Haar non orthonormées d'un vecteur. 
La transformation en ondelettes n’est pas une méthode de compression en soit, en effet 
la transformée en ondelettes discrète transforme un vecteur de taille N en un autre vecteur 
de taille N. C’est l’apparition d’une quantité importante de zéros qui permet une réduction 
de la quantité de mémoire car ces derniers ne sont pas stockés si un format de matrice 
creuse est utilisé. Nous notons l’apparition d’un seul zéro lors de la transformation 
présentée sur la Figure 6, ce n’est pas suffisant et il est nécessaire d’en introduire 
d’avantage. 
Soit le vecteur homogène présenté à la Figure 7, sa transformation en ondelettes de 
Haar génère un nombre très petit (relativement) dans la base des différences. L’opération 
de seuillage consiste à supprimer ce nombre, et ainsi à introduire un zéro supplémentaire. 
En d’autres mots, si la différence entre deux nombres consécutifs dans le vecteur est trop 




faible, nous considérons que les deux nombres sont égaux et valent leur moyenne. C’est ce 
que nous voyons en deuxième partie de la figure, lors de la transformation inverse du 
vecteur. Nous constatons que la différence avec le vecteur d’origine reste faible 












Figure 7 : Illustration de l'effet du seuillage sur un vecteur compressé par ondelettes. 
Cette approche très simple illustre le principe de la compression par ondelettes qui 
consiste à introduire des zéros sur la transformée en ondelettes de la matrice d’interaction 
par une opération de seuillage. Une difficulté majeure va être de déterminer un paramètre 
de seuillage qui préserve suffisamment la matrice d’interaction afin de ne pas nuire à la 
qualité de la résolution du problème intégral. 
3.3 Renumérotation des éléments du maillage 
Dans le cas idéal, une matrice d’interaction générée par notre formulation 
électrostatique contient les valeurs les plus fortes aux alentours de sa diagonale (car en 1/r). 
Dans le cas d’une géométrie quelconque, rien ne nous assure que les valeurs les plus fortes 
se situent au voisinage de la diagonale. Nous utilisons alors un octree sur la géométrie qui 
renumérote les éléments en fonction de leur position. Ainsi, une proximité dans la 
numérotation des éléments se traduit également par une proximité spatiale dans le 
maillage. Les interactions entre des éléments proches se retrouvent bien au voisinage de la 
matrice d’interaction. Par ailleurs, la renumérotation des éléments par un octree favorise 
également la compression en créant des zones homogènes dans la matrice d’interaction. 
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3.4 Partitionnement en blocs de la matrice d’interaction 
La matrice d’interaction, ne pouvant être calculée entièrement car elle n’est pas 
stockable dans la mémoire vive, est calculée par morceaux que nous appelons des blocs. 
L’ensemble des blocs est généré par une opération de partitionnement. 
Nous avons vu que la transformée en ondelettes rapide nécessite des blocs de taille en 
2
p
, avec p un entier choisi par l’utilisateur. Pour un nombre de degré de liberté N donné, 
nous avons la relation [Scheiblich 09] : 
pp RRnN 2,2  (14)  








q zzR  (15)  
La matrice décomposée en blocs est illustrée sur la Figure 8. Le paramètre p est choisi 
de façon à ce qu’un bloc de taille 2px2p ne sature pas la mémoire vive de l’ordinateur. Nous 
raffinons les blocs sur la diagonale (hachure), et nous choisissons de ne pas les compresser 
car la qualité de la solution obtenue par notre méthode intégrale dépend fortement de la 
diagonale (valeurs les plus fortes dans le cas idéal car en 1/r). De plus les blocs diagonaux 
vont également pouvoir être utilisés pour construire un préconditionneur par blocs 
diagonaux inversés [Ardon 10]. 
 
Figure 8 : Partitionnement de la matrice d'interaction en blocs de taille en puissance de deux. 
Raffinage de la diagonale. 




3.5 Assemblage virtuel 
Nous parlons ici d’assemblage virtuel [Bucher 04] car comme pour les FMM la matrice 
d’interaction globale n’est pas construite, elle est représentée par une liste de sous matrices 
compressées ou pas. Ces sous matrices peuvent être abstraites, la seule exigence est 
qu’elles puissent effectuer le produit matrice vecteur nécessaire à la résolution itérative. En 
programmation objet, les blocs contiennent la méthode de calcul de la sous matrice, la 
méthode de compression (ondelettes, etc.) et enfin la méthode pour effectuer le produit 
matrice vecteur. Une fois le partitionnement effectué et la liste des blocs créés, chaque bloc 
est calculé, puis compressé. Il est ensuite stocké en attente de la résolution itérative. 
3.6 Seuillage de la matrice transformée par ondelettes 
Le bloc calculé puis transformé par ondelettes doit être seuillé afin d’introduire les 





xS  (16)  
Où S(x) est la fonction de seuillage appliqué à chaque terme de la matrice une fois 
transformée en ondelettes et  le seuil. Ce seuil doit être choisi de façon à ne pas dégrader 
significativement la matrice c’est-à-dire à conserver la qualité de la résolution du problème 
intégral. 
Une approche très simple consiste à définir le seuil tel que [Scheiblich 09] : 
x  (17)  
Où x  est la valeur moyenne du bloc, et  un réel supérieur à zéro, de préférence 
supérieur ou égal à 1. L’inconvénient est que ce paramètre dépend fortement de la 
géométrie, en d’autre terme il faut le calibrer pour chaque problème. 
Koro et Abe proposent une méthode pour déterminer un seuil optimal qui n’introduit 
pas plus d’erreur que le maillage [Koro 03]. Cependant, l’estimation des erreurs nécessite 
des résolutions en amont avec des petits nombres de degrés de liberté. C’est également une 
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forme de calibration, un maillage à grand nombre de degrés de liberté doit être 
accompagné par deux sous maillages utilisés pour la détermination du seuil optimal. 
Nous choisissons de développer une méthode plus stable que celle proposée par 
Scheiblich et moins contraignante que celle proposée par Koro. Elle est basée sur un critère 
de dégradation de la norme de la matrice. Rappelons que la transformée en ondelette 
orthonormée conserve la norme de la matrice (au sens de Frobenius). C’est un critère 
couramment utilisé en compression ACA
1
 [Buchau 03, Rjasanow 07]. Voyons comment 
appliquer un tel critère à la compression matricielle par ondelettes. 








aA  (18)  
C’est la norme 2 vectorielle appliquée à une matrice. 
Nous cherchons pour une dégradation relative de la norme donnée, à déterminer la 
valeur du seuil à appliquer à la matrice. Par soucis de lisibilité nous nous placerons en 1D 
dans la démonstration. 
Soit un vecteur V de N éléments tel que : 
},...,,,,{ 4321 NvvvvvV  (19)  




2  (20)  





2~  (21)  
 
                                                 
1
 Adaptative Cross Approximation : les blocs d’interactions lointaines sont compressés en les 
représentant par un produit de deux matrices de rangs inférieurs. 




Les termes {k}v  sont les termes négligés tel que : 
{k}v  (22)  
Nous définissons alors la dégradation relative de la norme par : 
n
nn ~
 (23)  
Où  est le paramètre de dégradation de la norme. Essayons à présent de relier ce 
paramètre au paramètre de seuillage. 







 (24)  
Les deux normes n et n~  étant très semblables relativement, faisons l’approximation 
suivante : 
2~~ nnn  (25)  






 (26)  
Revenons à la relation (22), et portons la au carré : 
2
{k}
2 v  (27)  
Faisons à présent la somme de tous ces termes seuillés : 
{k}
22
kk vN  (28)  
Avec Nk le nombre de termes seuillés. Or nous ne connaissons pas le nombre de termes 
à seuiller, nous majorons alors la relation : 
{k}
222
kk vNN  (29)  
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22  (30)  
Nous obtenons : 
222 ~nnN  (31)  









 (32)  






 (33)  
Le paramètre de seuillage est alors donné par : 
N
n22
 (34)  
A notre connaissance l’utilisation d’un seuillage basé sur la dégradation relative de la 
norme des blocs est originale. 
3.7 Stockage en matrice creuse 
Une matrice possédant de nombreux éléments nuls ne nécessite pas moins d’espace de 
stockage qu’une matrice de dimension identique remplie de nombres quelconques. La 
réduction de la quantité de mémoire provient de l’utilisation d’un format matriciel adapté 
aux matrices creuses. Nous présentons ici deux méthodes couramment utilisées : le 
stockage matrice creuse au format coordonnée et au format ligne compressée. 
Soit la matrice creuse de dimension mxn présentée à la Figure 9, elle est stockée 
classiquement dans un tableau à deux dimensions. Ce tableau stocke mxn nombres alors 
que seul N (ici 7) sont significatifs. L’espace mémoire qu’elle occupe en double précision 
est 8mxn, ici 25x8 = 200 octets. 










Figure 9 : Matrice stockée classiquement dans un tableau à deux dimensions. Taille : 5x5x8 = 200 
octets. 
Le format de matrice creuse le plus simple à comprendre est le format par coordonnées 
(Figure 10). Trois tables sont utilisées : la première en double précision stocke les valeurs 
non nulles. Les deux suivantes sont des tables d’entiers qui stockent les coordonnées des 
valeurs non nulles de la matrice. L’espace mémoire utilisé est ici de 8N+4N+4N, soit 









Figure 10 : Matrice creuse en format coordonnées. Taille : 7x(8+4+4)=112 octets. 
Un des formats les plus couramment utilisé est le format par ligne (ou colonne) 
compressée (Figure 11). Il se présente également sous la forme de trois tables. Les deux 
premières sont identiques au format par coordonnées. La troisième exprime les 
coordonnées des lignes de manière compressée. Les nombres qu’elle contient sont les 
indexes des premiers éléments de chaque ligne. Ainsi la dernière table est de dimension le 
nombre de lignes de la matrice et non le nombre d’éléments non nuls. L’espace mémoire 
nécessaire ici est 8N+4N+4m, soit ici 7x8+7x4+5x4 = 104 octets. Ce format est plus 
efficace que le format par coordonnées. 
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Figure 11 : Matrice creuse en format lignes compressées. Taille : 7x8+7x4+5x4=104 octets. 
Dans nos problèmes, les sous matrices une fois transformées par ondelettes sont 
seuillées (donc perte en précision), par conséquent il est permis de stocker les nombres non 
nuls en simple précision sans introduire d’avantage d’erreurs [Bucher 04]. La quantité de 
mémoire nécessaire au stockage de la matrice creuse est encore diminuée : 4N+4N+4m 
donc ici 4x7+4x7+5x4 = 76 octets. 
Il est important de souligner que les formats de stockage des matrices creuses sont 
intéressants seulement si le nombre de zéros est important. Par exemple au format par 
coordonnées, si la matrice précédente contenait 13 nombres non nuls alors elle occuperait 
13x(8+4+4) soit 208 octets, c’est-à-dire d’avantage d’espace qu’en matrice pleine ! 
3.8 Produit matrice vecteur des blocs compressés par ondelettes 
La résolution itérative GMRES [Saad 00] nécessite des produits matrice-vecteur de la 
forme : 
bxA  (35)  
Où A est la matrice, x le vecteur contenant les inconnues et b le second membre. 
Cependant nous ne disposons pas de la matrice, mais de sa forme transformée en 
ondelettes. 
Soit W la matrice de transformation en ondelettes. Si l’ondelette choisie est 
orthogonale, nous pouvons écrire [Sadiku 05] : 
IWWWW TT ,1  (36)  
Nous pouvons alors multiplier l’équation (35) par W : 
bWxWWAW T )(  (37)  




Ce qui donne : 
bWxWWAW T )()(  (38)  
Les nouvelles matrices transformées sont définies par : 
TW WAWA  (39)  
)( xWxW  (40)  
bWbW  (41)  
L’équation (35) peut alors s’écrire : 
WWW bxA  (42)  
Nous voyons que pour effectuer un produit matrice vecteur sur une matrice 
compressée, il est simplement nécessaire de transformer le vecteur à multiplier, effectuer la 
multiplication puis à transformer en inverse le résultat : 
WT bWb  (43)  
Cette possibilité d’effectuer un produit matrice vecteur sans avoir à décompresser la 
matrice est la grande force de la méthode de compression matricielle par ondelettes. 
3.9 Algorithme de compression matricielle de la matrice 
d’interaction 
Récapitulons l’algorithme de compression matricielle de la matrice d’interaction d’une 
méthode intégrale. Nous avons toujours deux phases principales, la construction du 
système d’équations puis sa résolution [Bucher 04] : 
Construction du système d’équations compressé 
1. Application d’un octree et renumérotation des éléments 
2. Partitionnement de la matrice d’interaction 
3. Pour chaque bloc compressible 
3.1. Assemblage du bloc 
3.2. Transformation en ondelettes 
3.3. Seuillage 
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3.4. Stockage en format matrice creuse 
4. Pour chaque bloc non compressible 
4.1. Assemblage du bloc 
4.2. Corrections analytiques (car bloc localisé sur la diagonale) 
4.3. Stockage en format matrice pleine 
Résolution itérative 
1. Initialisation du solveur avec un vecteur solution initial 
2. Tant que (critère de convergence) 
2.1. Calcul du résidu 
2.1.1. Pour chaque bloc compressé 
2.1.1.1. Transformation directe du vecteur solution partiel associé au bloc 
2.1.1.2. Calcul du produit matrice-vecteur sur le bloc compressé 
2.1.1.3. Transformation inverse du résultat 
2.1.1.4. Ajout du résidu partiel au résidu global 
2.1.2. Pour chaque bloc non compressé 
2.1.2.1. Calcul du produit matrice-vecteur 
2.1.2.2. Ajout du résidu partiel au résidu global 
2.2. Calcul de la nouvelle solution à partir du résidu 
4 Application au calcul de capacités 
4.1 Cas test 
Le cas test est le condensateur plan du chapitre II (4.1). Il est constitué de deux plaques 
en vis-à-vis de dimensions 10x10 mm² et espacées de 2 mm. Nous calculons la capacité 




Figure 12 : Condensateur plan maillé en triangles. 




Les plaques sont maillées en triangles, les éléments sont à l’ordre 0 et l’intégration est 
effectuée par la méthode de collocation (voir chapitre II, 3.2.3). Par défaut le nombre de 
liberté est 10940. Le partitionnement créé des blocs de taille en puissance de deux, les plus 
grands font au maximum 4096x4096, les blocs diagonaux font au maximum 256x256. 
Nous obtenons un total de 195 blocs et 2,3% d’interactions non compressées (blocs 
diagonaux). L’octree est de niveau 4. Le critère de convergence de GMRES est 1e-9 sans 
préconditionneur. Les calculs sont effectués en double précision. 
Nous rappelons la configuration matérielle : le CPU est un Intel Xeon cadencé à 2.67 
GHz en monocoeur et la carte graphique utilisée est une Tesla C1060 (240 cœurs, 4Go de 
mémoire). Les calculs sont effectués en simple précision sur le GPU. 
Nous allons dans cette partie faire varier ces différents paramètres et étudier leurs 
influences principalement sur la qualité de la résolution (donnée par l’erreur relative de la 
capacité par rapport au problème sans compression) et le taux de compression. Le taux de 
compression est défini par le rapport entre l’occupation mémoire du système compressé et 
l’occupation mémoire théorique du système non compressé. 
4.2 Validité du stockage en simple précision 
Les données en format de matrice creuse sont stockées en simple précision, la matrice 
ayant déjà subi une opération de seuillage, cette perte en précision ne devrait pas avoir 
d’effet sur la résolution du problème intégral associé à notre formulation électrostatique 
[Bucher 04]. Nous proposons de le vérifier. Nous comparons deux résolutions absolument 
identiques (le cas par défaut décrit précédemment) hormis la précision des variables dans 
















































Figure 13 : Erreur relative sur la capacité et taux de compression en fonction de la précision des 
matrices creuses. 
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Nous voyons sur la Figure 13 que l’erreur relative sur la capacité n’est pas influencée 
(aucune différence à 8 chiffres significatifs) par la perte en précision du stockage des 
matrices creuses. Par contre, le taux de compression est lui amélioré par le passage en 
simple précision (près de 2% ici). Stocker les matrices creuses en simple précision est donc 
recommandé pour notre formulation électrostatique. 
4.3 Pertinence de la méthode de seuillage 
Nous avons développé un critère de seuillage basée sur la dégradation de la norme des 
matrices. Nous présentons sur la Figure 14 l’erreur relative sur la capacité en fonction de la 
dégradation relative de la norme des blocs. Nous comparons les résultats entre deux 
ondelettes, l’ondelette de Haar orthonormée et l’ondelette de Daubechies D4. Les deux 
courbes sont en décroissance (logarithmique), c’est-à-dire que plus les blocs sont dégradés 
et moins la capacité est précise. Nous notons également que la compression avec 
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Figure 14 : Erreur relative de la capacité en fonction du critère de dégradation de la norme de la 
matrice d'interaction. 
Voyons l’effet du critère de dégradation de la norme sur le taux de compression (Figure 
15). Comme nous l’attendions, plus les blocs sont dégradés et plus ces derniers se creusent. 




L’ondelette de Haar permet ici un taux de compression un petit peu plus élevé (de 2% pour 
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Figure 15 : Taux de compression en fonction du critère de dégradation de la norme de la matrice 
d'interaction. 
4.4 Choix de l’ondelette 
Nous avons vu que l’ondelette de Haar permet un meilleur taux de compression que 
l’ondelette de Daubechies D4, mais le résultat est moins précis qu’avec cette dernière. 
Quelle est alors l’ondelette qui permet le meilleur taux de compression pour une erreur 
donnée ? Nous répondons à cette question sur la Figure 16, nous traçons le taux de 
compression en fonction de l’erreur relative sur la capacité. L’ondelette la plus 
performante est l’ondelette de Daubechies D4. Cependant nous verrons que cette ondelette 
est plus coûteuse en temps de calcul et surtout qu’elle se parallélise assez mal. L’ondelette 
finalement privilégiée sera l’ondelette de Haar. 
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Figure 16 : Taux de compression en fonction de l'erreur relative sur la capacité. 
4.5 Influence de la renumérotation des éléments avec un octree 
Nous appliquons un octree à niveau constant sur la géométrie. Une renumérotation des 
éléments du maillage est effectuée afin de regrouper les interactions proches aux alentours 
de la diagonale de la matrice d’interaction. Cette renumérotation crée également des zones 
homogènes dans la matrice qui devrait favoriser la compression. C’est ce que nous 
vérifions sur la Figure 17 qui représente le taux de compression en fonction du niveau de 
l’octree. Nous vérifions que plus la renumérotation est fine et meilleure est le taux de 
compression. La corrélation est pratiquement linéaire. Le palier à partir du niveau 5 peut 
s’expliquer par le fait que les boites qui composent l’octree sont plus fines que les éléments 
du maillage, il n’a donc plus aucun effet. 































Figure 17 : Taux de compression en fonction du niveau de l'octree. 
4.6 Compression des blocs diagonaux 
Intéressons-nous à l’effet de la compression des blocs diagonaux. Ces derniers 
contenants les interactions les plus fortes, leur compression devrait être plus sensible sur la 
précision de la résolution. Nous proposons de compresser les blocs diagonaux sur le cas 
test par défaut. Nous faisons varier le paramètre de dégradation de la norme des blocs 
diagonaux uniquement, les autres blocs sont seuillés avec le paramètre par défaut (1e-4). 
La diagonale de la matrice est extraite est stockée à part, en effet si elle est altérée la 
résolution ne converge pas. 
Nous présentons sur la Figure 18 l’erreur relative de la capacité en fonction de la 
dégradation des blocs diagonaux. Les courbes de références sont celles obtenues 
précédemment (compression des blocs sauf diagonaux). Cette fois ci les courbes ne sont 
pas linéaires (échelle logarithmique) : l’erreur est instable avec l’ondelette de Haar lorsque 
la dégradation relative de la norme est élevée (1e-0 à 1e-3). Il est toutefois possible 
d’atteindre les mêmes précisions que celles obtenues sans compression des blocs 
diagonaux (à partir de 1e-8). 
IV.4.  Application au calcul de capacités 
 
 




0 1 2 3 4 5 6 7 8 9














Haar DaubD4 Haar ref DaubD4 ref
 
Figure 18 : Erreur relative de la capacité en fonction de la dégradation relative de la norme des blocs 
diagonaux. 
La Figure 19 montre le taux de compression en fonction de la dégradation de la norme 
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Figure 19 : Taux de compression en fonction de la dégradation relative de la norme de blocs 
diagonaux. 




Dans notre exemple nous pouvons gagner près de 1 pourcent de compression sans nuire 
à la qualité de la résolution (dégradation 1e-8 à 1e-9). Ce chiffre dépend évidemment du 
pourcentage d’interactions situées dans les blocs diagonaux (environ 2% ici). 
Il est donc possible de compresser les blocs diagonaux et de gagner de l’espace 
mémoire sans nuire à la qualité de la résolution (en imposant toutefois un paramètre de 
dégradation de la norme plus contraignant que sur le reste de la matrice). Nous ne le ferons 
pas car nous utiliserons les blocs diagonaux pour générer un préconditionnement de la 
matrice par blocs diagonaux inversés. 
4.7 Préconditionnement de la matrice 
Les solveurs itératifs sont très sensibles au conditionnement des matrices. Nous 
pouvons en général fortement améliorer la convergence par l’utilisation de 
préconditionneurs. Nous proposons de comparer sur la Figure 20 le nombre d’itérations 
nécessaires et les temps de calcul d’une résolution GMRES en fonction du 
préconditionneur utilisé. Le préconditionneur de Jacobi est obtenu en inversant les termes 
diagonaux de la matrice. Les blocs diagonaux inversés sont obtenus par une décomposition 
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Figure 20 : Nombre d'itération et temps de résolution en fonction du préconditionneur. 
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Nous observons sur la Figure 20 que le préconditionneur de Jacobi n’améliore pas la 
convergence et coûte plus cher en temps de calcul. Le préconditionneur par blocs 
diagonaux inversés diminue le nombre d’itération de près de 30%. Cependant son coût 
calculatoire (inversion des blocs + application du préconditionneur) provoque une 
augmentation de près de 50% du temps de résolution. L’utilisation d’un préconditionneur 
n’est pas intéressant d’un point de vu temps de calcul pour notre cas test. Par contre, nous 
verrons au chapitre suivant que le préconditionneur par blocs inversés est indispensable 
pour faire converger la solution sur un problème de complexité industrielle. 
4.8 Taux de compression et occupation mémoire 
Nous traçons sur la Figure 21 le taux de compression en fonction du nombre 
d’éléments. Nous constatons que plus le nombre d’éléments est élevé, meilleure est la 
compression. Cela s’explique par le fait que plus la matrice d’interaction est grande, plus 
les zones homogènes quelle contient sont étendues et donc plus efficace est la 
compression. De plus, le pourcentage d’interactions proches diminue en fonction du 





























Figure 21 : Taux de compression en fonction du nombre d'éléments. 




Intéressons-nous maintenant à l’occupation mémoire en fonction du nombre d’éléments 
(Figure 22). L’occupation mémoire du cas sans compression est parabolique, c’est ce que 
nous avons vu au chapitre II (3.2.3). Les occupations mémoire des cas compressés sont 
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Figure 22 : Occupation mémoire en fonction du nombre d'éléments. 
4.9 Temps d’intégration et de résolution 
Nous présentons sur la Figure 23 les temps de construction du système d’équations en 
fonction du nombre d’éléments. Ils sont paraboliques dans tous les cas car le calcul de 
toutes les interactions est nécessaire. La compression ajoute un léger coût par rapport au 
problème non compressé (<10%). Nous remarquons également que l’utilisation de 
l’ondelette de Daubechies D4 est plus coûteuse que celle de Haar. 
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Figure 23 : Temps d'intégration et de compression en fonction du nombre d'éléments. 
Les temps de résolution sont présentés sur la Figure 24. La complexité du cas non 
compressé est parabolique tandis qu’elle est en O(N log N) dans les cas compressés. Nous 
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Figure 24 : Temps de résolution en fonction du nombre d'éléments. 




5 Compression par ondelettes sur GPGPU 
5.1 Transformation en ondelettes sur GPGPU 
5.1.1 Parallélisation de la transformée en ondelettes rapide 
Comme pour l’implémentation CPU, la transformation en ondelette est tout d’abord 
appliquée sur les lignes de la matrice. Un noyau CUDA dédié a été écrit pour chaque 
ondelette. La matrice est ensuite transposée puis la transformation est à nouveau appliquée. 
La matrice est transposée une deuxième fois pour retrouver son format d’origine. Il est en 
effet plus efficace d’appliquer la transformation en ondelettes sur les lignes de la matrice 
transposée que sur les colonnes car dans ce dernier cas nous perdons la coalescence des 
données (matrice stockée en format ligne) ce qui est très coûteux en temps de calcul 
[Jianjun 11]. 
Des kernels CUDA ont été développés pour effectuer la transformation en ondelettes 
rapide sur GPU. Nous présentons sur la Figure 25 celui correspondant à la transformation 
en ondelettes de Haar. La grille de calcul est en 2D, les blocks de threads sont en 1D 
suivant les lignes. Pour chaque block, une portion de ligne est extraite de la matrice dans la 
mémoire globale (l’accès est coalescent). Cette portion de ligne est alors projetée dans les 
différentes bases successives. Nous définissons n/2 threads par block avec n la taille de la 
portion de ligne. Chaque thread calcule un coefficient d’échelle et un coefficient 
d’ondelette. Les coefficients d’ondelettes des bases Wj sont directement envoyés dans la 
matrice cible dans la mémoire globale, l’accès à la mémoire n’est pas optimal ici. Les 
coefficients d’échelle des bases Vi restent dans la mémoire partagée afin d’y effectuer la 
projection suivante jusqu’à la résolution maximale qu’il est possible d’atteindre. Nous 
voyons que la transformation n’est pas entièrement appliquée ici, l’approximation j+2 
n’est pas l’approximation maximale. Il est donc nécessaire d’appliquer le noyau CUDA 
une deuxième fois sur les données à transformer restantes. 
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Figure 25 : Transformation en ondelettes rapide de Haar d'une matrice sur GPU. 
Nous avons développé une version optimisée pour le cas où une ligne de la matrice 
peut être contenue entièrement dans un block. Nous travaillons alors uniquement dans la 
mémoire partagée et les accès à la mémoire globale en entrée et sortie sont parfaitement 
coalescents. 
La transformation en ondelettes de Daubechies D4 se parallélise moins efficacement. 
La mémoire partagée ne peut pas être utilisée (sauf dans le cas où toute une ligne de la 
matrice peut être contenue dans un block) car les informations contenues dans les autres 
blocs sont nécessaires pour calculer les coefficients à chaque résolution. L’implémentation 
GPGPU est alors de manière générale peu performante. 




Notons également que les calculs sont effectués en simple précision. Des différences 
importantes peuvent apparaître avec l’implémentation CPU en double précision. 
Cependant, compte tenu du seuillage, ces erreurs n’auront peut-être aucun effet sur la 
résolution du problème intégral. 
5.1.2 Performances 
Nous comparons sur la Figure 26 les temps de calcul de la transformée en ondelettes 
d’une matrice 4096x4096 entre le CPU et le GPU. Nous ne prenons pas en compte les 
temps de transferts de données entre l’hôte et le GPU. L’implémentation GPU de la 
transformée en ondelettes de Haar est très performante, nous avons une accélération 
d’environ 17. La transformée en ondelettes de Daubechies D4 ne se parallélise pas aussi 
efficacement que celle de Haar à cause de l’opérateur modulo de l’équation (12), nous ne 
pouvons pas utiliser la mémoire partagée pour calculer plusieurs résolutions successives. 


























Figure 26 : Comparaisons des temps de calcul de la transformée en ondelettes d'une matrice 
4096x4096 entre CPU et GPU. 
Le calcul en simple précision a des conséquences sur la transformée en ondelettes. 
Dans le cas de l’ondelette de Haar, l’erreur relative sur les termes de la matrice entre le 
calcul CPU et GPU ne dépasse pas 1e-6. Par contre, dans le cas de l’ondelette de 
Daubechies D4, l’erreur sur certains termes dépasse les 10% voire plus. Il y a même des 
termes qui changent de signe entre le CPU et le GPU. Les termes sur lesquels il y a une 
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erreur importante sont des termes très petits relativement aux autres, l’opération de 
seuillage devrait les éliminer et cette perte en précision sur la transformée en ondelettes ne 
devrait alors pas avoir d’incidence sur la résolution du problème intégral. 
5.2 Compression par ondelettes de la matrice d’interaction 
5.2.1 Algorithme GPGPU 
Nous utilisons le GPU pour les opérations les plus parallélisables : le calcul des blocs, 
leur transformation en ondelettes, le calcul de la norme (avec CuBlas) et le seuillage. Le 
seuillage est effectué avec un kernel CUDA dédié, nous définissons une grille de calcul en 
2D et nous créons autant de threads que d’éléments de la matrice. Chaque thread seuille un 
seul élément de la matrice (opération (16)). Les blocs sont ensuite transférées sur l’hôte 
pour y être convertis en format de matrice creuse par ligne compressée. Cette opération 
n’est pas parallélisable. Les blocs dans leur nouveau format retournent dans la mémoire du 
GPU en attente de la résolution itérative. Nous pourrions également les garder dans la 
mémoire de l’hôte, mais compte tenu que le GPU possède 4Go de mémoire nous préférons 
les utiliser. Les blocs diagonaux, ainsi que les blocs jugés trop petits, sont construits sur 
l’hôte (en double précision). La résolution itérative est effectuée comme le montre 
l’algorithme présenté au paragraphe 3.9 que le bloc soit sur l’hôte où le GPU. 
5.2.2 Performances 
Les résolutions GPGPU donnent exactement les mêmes valeurs des capacités (à 6 
chiffres significatifs) que celles obtenues sur CPU pour les deux ondelettes. Le nombre 
d’itérations GMRES est également identique ainsi que les taux de compression (4 chiffres 
significatifs). Par conséquent, la simple précision n’influence absolument pas la résolution 
du problème intégral. La mauvaise qualité de la transformée en ondelettes sur GPU est 
compensée par le seuillage. 
Nous présentons les temps d’intégration et de compression matricielle entre CPU et 
GPGPU pour les deux ondelettes sur la Figure 27. L’ondelette la plus performante sur 
GPGPU est l’ondelette de Haar, elle permet une accélération de près de 17 fois (cas 3000 
éléments) alors que l’accélération avec l’ondelette de Daubechies D4 ne dépasse pas 6. 
Nous avons vu précédemment que la transformée en cette ondelette se parallélise très mal. 
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Figure 28 : Comparaison des temps de résolution entre CPU et GPGPU. 
Les temps de résolution sont présentés sur la Figure 28. Les temps GPGPU sont moins 
bons que ceux CPU (d’environ 10-15%). L’explication provient de la grande quantité de 
blocs et par conséquent la grande quantité de transferts de données entre le GPU et l’hôte. 
IV.6.  Conclusion 
 
 
Christophe Rubeck - Université de Grenoble - 2012  179 
De plus les matrices étant très creuses il y a peu de calcul à effectuer, hors les GPU sont 
conçus pour traiter de grandes quantités de données. Stocker les blocs sur l’hôte serait plus 
efficace, mais la grande quantité de mémoire du GPU ne serait alors pas exploitée. 
5.3 Conclusion sur la parallélisation sur architecture GPGPU 
Nous venons de porter l’algorithme de compression matricielle de formulations 
intégrales sur architecture GPGPU. Nous obtenons une précision sur le calcul de la 
capacité équivalente avec l’implémentation CPU malgré un calcul en simple précision de 
la matrice et de sa compression. Le calcul du système d’équations compressé par 
l’ondelette de Haar est fortement accéléré (17x) par le processeur graphique. Par contre les 
gains sont seulement de 6 avec l’ondelette de Daubechies D4 car elle se parallélise moins 
efficacement. La résolution purement GPU n’est pas intéressante par rapport au CPU, mais 
nous l’utilisons tout de même afin d’exploiter la grande quantité de mémoire graphique 
dont nous disposons (4Go). 
6 Conclusion 
Nous avons dans ce chapitre appliqué des méthodes de compression matricielle par 
ondelettes à la matrice d’interaction afin de diminuer les besoins en mémoire vive de notre 
formulation intégrale. Ces méthodes ne sont pas invasives car elles ne nécessitent pas de 
modification des méthodes d’assemblage de la matrice d’interaction. 
La matrice d’interaction ne peut pas être calculée entièrement car elle n’est pas 
stockable dans la mémoire vive. Elle est alors calculée par blocs. Un partitionnement de la 
matrice d’interaction en blocs de dimensions en puissance de deux a tout d’abord été 
adopté. Chaque bloc est ensuite assemblé, puis transformé en ondelettes. Cette 
transformation n’est pas une méthode de compression en soit, c’est le seuillage qui génère 
une grande quantité de zéros. Ces derniers ne sont pas stockés dans un format de matrice 
creuse, d’où la réduction des besoins en mémoire vive. Nous avons développé un critère de 
seuillage basé sur la dégradation relative de la norme. Nous avons implémenté deux 
ondelettes, l’ondelette de Haar et l’ondelette de Daubechies D4 qui sont toutes les deux des 
ondelettes orthonormales à support compact. Nous avons obtenu des taux de compression 




de l’ordre de 97% (condensateur plan de 30.000 éléments pour une dégradation relative de 
la norme de 1e-4). 
L’inconvénient des méthodes de compression matricielle par ondelettes est qu’elles ne 
réduisent pas la complexité de la construction du système d’équations qui est toujours 
parabolique. Nous avons alors utilisé la parallélisation massive sur GPGPU afin 
d’accélérer les calculs. Nous avons obtenu des accélérations de l’ordre de 17 (30.000 
degrés de liberté) avec l’ondelette de Haar et 6 avec l’ondelette de Daubechies, cette 
dernière se parallélisant moins efficacement. 
Nous avons ensuite tenté un couplage avec les matrices hiérarchiques (voir l’Annexe 
D). Cette méthode permet via une analyse géométrique de partitionner la matrice 
d’interaction en blocs très homogènes et par conséquent hautement compressibles à priori. 
Les résultats préliminaires montrent que l’association des matrices hiérarchiques à la 
compression par ondelettes se révèle prometteur d’un point de vue taux de compression 
pour une erreur donnée. Cependant la très grande quantité de blocs nuit à la parallélisation 
sur GPGPU qui ne se révèle pas performante. De plus, les blocs générés sont de tailles 
quelconques et il est nécessaire de les agrandir ce qui introduit une difficulté 
supplémentaire. 
Nous proposons dans le chapitre suivant d’appliquer la compression matricielle par 
ondelettes dans le cadre d’un calcul de capacités parasites sur un dispositif de complexité 
industrielle. 
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Application : Calcul des capacités parasites 
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Nous proposons dans ce chapitre d’évaluer les performances de la compression 
par ondelettes sur GPGPU. Nous appliquons notre méthodologie sur un dispositif de 
complexité industrielle : le PCB d’un variateur de vitesse. 
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1 Introduction 
Nous présentons un calcul de capacités parasites sur un variateur de vitesse : l’ATV71. 
Il s’agit d’un dispositif du génie électrique de complexité industrielle. Il est constitué d’un 
nombre important de conducteurs disposés en couche minces. La distance entre les 
conducteurs maillés est plus fine que la taille des éléments, ce qui représente une difficulté 
majeure en terme de modélisation. Ce dispositif serait très difficile à modéliser en éléments 
finis par exemple. Avec la formulation intégrale développée au chapitre II, seul les 
surfaces des conducteurs sont maillées, ce qui réduit considérablement le nombre de degrés 
de liberté nécessaire à la modélisation. Cependant cette formulation avec les 80.000 
éléments de maillage génèrerait une matrice de 50Go environ sans méthode de 
compression. Nous proposons d’appliquer notre méthodologie de compression par 
ondelettes sur ce dispositif. 
Nous commençons le chapitre par une introduction à la compatibilité 
électromagnétique, en particulier la notion de capacité parasite puis nous présentons le 
variateur de vitesse. Nous comparons ensuite les temps de calcul entre CPU et GPGPU et 
faisons quelques remarques sur la qualité des solutions obtenues. 
2 Notion de capacités parasites 
Les systèmes électromagnétiques peuvent être perturbés par leur propre fonctionnement 
et/ou l’environnement électromagnétique dans lequel ils se trouvent. La compatibilité 
électromagnétique (CEM) a pour but de garantir le bon fonctionnement des appareils c’est-
à-dire qu’ils ne se perturbent pas eux même, qu’ils ne perturbent pas leur environnement et 
enfin qu’ils ne soient pas perturbés par leur environnement. Nous distinguons deux 
catégories de perturbations électromagnétiques : les perturbations conduites et les 
perturbations rayonnées. Dans le premier cas les perturbations sont transmises via des 
conducteurs (câbles, plan de masse), voire même des diélectriques générateurs de capacités 
parasites, c’est ce dernier cas qui fera l’objet de notre étude. Les perturbations rayonnées se 
transmettent à travers des ondes électromagnétiques principalement dans l’air. 




Pour comprendre la notion de capacités parasites, regardons la Figure 1. Elle représente 
un circuit électronique composé par deux pistes de cuivre respectivement aux potentiels V 
et V’ [V] séparées par un substrat diélectrique de permittivité relative εr. L’interconnexion 
entre ces deux pistes de conducteur peut être représentée par une capacité. Le courant 
électrique à travers un condensateur est donné par : 
)'( VVCI  (1)  
Où I est le courant électrique [A], ω la fréquence ou pulsation [rad/s], et C la capacité 
[F]. Le courant est nul dans le cas d’une tension continue, le diélectrique se comporte 
comme un isolant. Par contre en fréquentiel, le diélectrique devient perméable au courant 
électrique proportionnellement à la fréquence. Cette rupture partielle de l’isolation entre les 








Figure 1 : Origine des capacités parasites entre deux pistes d'un circuit électronique. 
La modélisation des perturbations en mode commun nécessite le calcul des capacités 
entre tous les conducteurs [Aimé 09]. Nous rappelons que ces capacités Cij entre les 
conducteurs i et j peuvent être obtenues depuis les distributions de charges à la surface des 









rkij qC  (2)  
Où N(j) est le nombre d’élément de la région j, qk est la charge de l’élément k [C] et rk  
est la permittivité diélectrique relative du milieu environnant à l’élément k. Le potentiel Vi 
de la région i est choisi à 1V et tous les autres conducteurs sont soumis à 0V. Ces capacités 
sont appelées capacité de Maxwell, les capacités utilisées dans les circuits électroniques 
sont les capacités de Kirchhoff iiC'  données par : 
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 (3)  
L’ensemble des capacités entre les conducteurs forme la matrice des capacités, elle peut 
être utilisée dans un solveur circuit pour modéliser les perturbations en mode commun. 
Nous proposons de calculer la matrice des capacités avec les modèles numériques 
développés précédemment sur un exemple de complexité industrielle : un variateur de 
vitesse ATV71. 
3 Présentation du variateur de vitesse ATV71 
Nous présentons le variateur de vitesse ATV71 sur la Figure 2. C’est un convertisseur 
de fréquences pour moteurs synchrones et asynchrones triphasés dans la gamme 
230V/5,5kW. Il est commercialisé par « Schneider and Toshiba Inverter Europe » (STIE). 
Les domaines d’applications sont les machines tournantes, les ascenseurs, etc. 
 
Figure 2 : Variateur de vitesse ATV71. 
La modélisation CEM capacitive est complexe : les circuits électroniques sont 
composés de couches minces de conducteurs en vis-à-vis (4 couches pour certaines 
régions) difficiles à modéliser (Figure 3). Des perturbations peuvent également émaner de 
l’armature qui sert également de plan de masse. Le maillage capacitif est composé de 27 
régions maillées en 80144 triangles. Par conséquent 27 résolutions seront nécessaires pour 
calculer la matrice des capacités. 





Figure 3 : Maillage capacitif du variateur de vitesse. 
4 Performances du calcul des distributions de 
charges 
4.1 Méthodologie et configuration matérielle 
Nous utilisons pour le calcul des distributions de charges la formulation électrostatique 
en collocation à l’ordre 0 développée dans le chapitre II (3.2.3). 
L’algorithme de compression matricielle par ondelettes est utilisé sur CPU et GPGPU 
avec des blocs de tailles maximales respectivement de 512x512 et 4096x4096. Les blocs 
diagonaux sont de tailles maximales 256x256. L’ondelette utilisée est l’ondelette de Haar. 
Le niveau de l’octree est fixé à 7. 
Pour améliorer la convergence de la résolution itérative nous utilisons un 
préconditionneur par blocs inversés construit à partir d’une décomposition LU des blocs 
diagonaux. 
La configuration matérielle est la même qu’aux chapitres précédents, c’est-à-dire que le 
CPU est un Intel Xeon cadencé à 2.67 GHz en monocoeur et la carte graphique utilisée est 
une Tesla C1060 (240 cœurs, 4Go de mémoire). Les calculs sont effectués en simple 
précision sur le GPU et en double précision sur le CPU. 
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4.2 Temps de calcul 
Nous comparons sur la Figure 4 les temps de calcul des deux architectures (CPU et 
GPGPU) pour différents paramètres de seuillage et nous indiquons les taux de compression 
qui en découlent. Nous voyons que les temps d’intégration sont identiques quelque soit le 
seuillage car l’ensemble de la matrice d’interaction est calculé. Les temps de résolution 
sont différents car en format matrice creuse la complexité d’un produit matrice vecteur 
dépend du nombre d’éléments stockés. Nous remarquons que les temps de résolution 
GPGPU sont quasiment identiques dans les deux cas, cela signifie que les opérations 
dominantes sont les transferts de données entre le GPU et l’hôte. Nous obtenons une 
accélération entre CPU et GPGPU de 16,6 pour l’intégration et 4,6 et 2,6 pour les 
résolutions correspondantes respectivement aux taux de compression de 97% et 98%. Les 
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Figure 4 : Temps de calcul pour les architectures CPU et GPGPU. Nous indiquons en gras les taux de 
compression obtenus. 
Evidemment, aucune comparaison n’est effectuée avec une approche en matrice non 
compressée puisque la résolution de notre problème avec ce type de technique n’est pas 
envisageable. Nous présentons sur la Figure 5 le taux de compression et l’occupation 




mémoire en fonction du paramètre de seuillage. Nous avons pu atteindre un taux de 
compression plus faible sur GPGPU car nous bénéficions des 4Go de mémoire graphique. 




1e-7 92,84 3509  
Figure 5 : Taux de compression et occupation mémoire en fonction du paramètre de seuillage. 
4.3 Qualité de la résolution 
Nous nous intéressons à la région numéro 12, la résolution associée est celle qui 
converge le plus difficilement des 27. Nous présentons les résultats associés à la résolution 
la plus précise, le critère de dégradation de la norme est 1e-7. La Figure 6 montre la 
distribution de charges, nous pouvons remarquer un bruit numérique avec la compression 
par ondelettes. 
 
Figure 6 : Distribution de charges sur le variateur de vitesse. Du bruit apparaît lors de la compression 
par ondelettes. 
5 Calcul des matrices de capacités 
Nous ne disposons pas des informations sur les éléments du maillage en contact avec 
des matériaux diélectriques. Nous ne les considèrerons donc pas et tacherons simplement 
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de retrouver les ordres de grandeurs caractéristiques des capacités qui sont, pour les plus 
importantes, de l’ordre de grandeur du pF [Aimé 09]. 
Nous présentons à la Figure 7 des extraits de la matrice des capacités obtenue avec la 
compression par ondelettes. De manière générale la matrice est proche de la symétrie, elle 
ne l’est pas exactement à cause de la technique d’intégration qui est imparfaite et 
l’intégration par la méthode de collocation qui ne produit pas une matrice d’interaction 
symétrique. Cependant nous notons la présence d’un certain nombre de capacités négatives 
dans la matrice. Ces quantités ne sont bien sûr pas physiques et proviennent des erreurs 
introduites par la formulation et surtout la compression matricielle. 
Région 1 2 3 4 5 6
1 8,48E-13 2,02E-12 1,29E-12 7,61E-12 2,98E-12 2,73E-12
2 2,03E-12 2,67E-13 8,08E-11 3,24E-13 3,22E-13 1,25E-13
3 1,28E-12 8,08E-11 6,10E-12 3,94E-12 8,52E-13 3,06E-12
4 7,61E-12 3,08E-13 3,96E-12 5,92E-13 1,29E-15 2,44E-14
5 2,97E-12 3,30E-13 8,43E-13 4,80E-15 1,33E-14 2,02E-14
6 2,73E-12 1,67E-13 3,02E-12 2,54E-14 1,58E-14 1,22E-12
7 6,09E-13 1,29E-14 6,41E-14 1,59E-13 4,67E-16 6,05E-16
8 8,92E-13 2,44E-14 8,85E-14 5,29E-15 1,93E-14 5,13E-17
9 7,65E-14 8,14E-14 4,59E-13 3,25E-14 5,33E-14 5,98E-13
10 6,22E-14 6,28E-14 1,20E-13 1,82E-14 4,16E-14 8,39E-13
11 2,74E-13 7,29E-14 1,08E-13 1,98E-14 2,08E-13 1,04E-12
12 7,73E-14 -1,80E-13 7,69E-13 1,48E-13 -6,92E-15 1,31E-12
13 1,67E-12 -1,27E-13 2,59E-13 7,88E-14 2,13E-13 4,44E-13
14 6,74E-13 -3,97E-14 1,76E-13 4,03E-16 -1,31E-15 4,32E-13
15 2,94E-14 2,21E-14 5,77E-16 8,04E-16 8,96E-16 4,13E-14
16 4,41E-13 1,70E-14 6,96E-14 4,13E-15 4,25E-16 3,32E-13
17 3,30E-13 8,10E-15 2,73E-14 2,91E-15 2,05E-16 2,75E-13
18 5,68E-13 2,56E-14 7,89E-14 9,20E-15 3,65E-16 1,40E-12
19 6,87E-13 1,50E-13 -1,09E-13 7,11E-14 1,67E-13 1,79E-14
20 5,68E-14 2,46E-14 5,79E-15 2,87E-15 2,31E-16 8,44E-14
21 2,96E-14 -1,76E-14 2,58E-14 -2,91E-16 -7,20E-17 6,11E-13
22 7,21E-14 1,37E-14 -9,17E-15 1,87E-15 9,20E-14 2,22E-15
23 1,40E-13 1,93E-14 -1,23E-14 2,12E-15 1,87E-14 5,01E-15
24 1,14E-13 1,16E-14 -5,79E-15 8,83E-16 1,96E-15 8,48E-15
25 2,23E-14 1,67E-14 6,85E-14 1,29E-13 6,53E-15 4,22E-15
26 3,37E-14 6,51E-14 3,02E-13 1,78E-13 5,62E-15 1,80E-14
27 1,26E-13 -1,16E-15 1,31E-13 2,97E-13 3,29E-16 1,03E-14  
Figure 7 : Extrait de la matrice des capacités obtenue avec la compression par ondelettes sur GPGPU 
(tolérance 1e-7). 




Nous tentons ici de caractériser la qualité de la matrice des capacités en fonction de sa 






 (4)  
Où la norme est prise au sens de Frobenius. Moins la matrice sera symétrique et plus le 
critère  sera élevé. Nous obtenons les résultats présentés sur la Figure 8. Nous observons 
que plus le système d’équations est compressé et moins bonne est la qualité de la matrice 
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Figure 8 : Défaut de symétrie dans la matrice des capacités. 
6 Conclusion 
Nous avons appliqué notre méthodologie de compression matricielle par ondelettes sur 
GPGPU dans le cadre d’un calcul de capacités parasites sur un variateur de vitesse. Nous 
retrouvons les ordres de grandeurs caractéristiques des capacités parasites, avec toutefois 
quelques erreurs telles que des capacités négatives. Ces erreurs peuvent avoir pour origine 
du bruit numérique lors des produits matrice-vecteur, en effet le second membre du 
système d’équations subit une transformation en ondelettes et le vecteur solution une 
transformation inverse. Une autre origine d’erreurs peut être les interactions proches qui ne 
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sont pas toutes dans les blocs diagonaux et qui par conséquent sont dégradés par la 
compression, d’où notre intérêt de coupler notre méthodologie avec les matrices 
hiérarchiques. Nous pourrions également penser au calcul simple précision, cependant la 
modélisation CPU est effectuée en double précision et nous retrouvons les mêmes erreurs. 
Nous avons appliqué avec succès la compression matricielle par ondelettes sur un 
dispositif industriel. Cette méthode de compression est peu invasive, c’est-à-dire qu’elle 
est aisée à mettre en œuvre. Elle est également rapide grâce au parallélisme sur GPGPU. 
De plus, la connaissance explicite des blocs diagonaux permet de réaliser des 
préconditionneurs efficaces. 





[Aimé 09] J. Aimé, « Rayonnement des convertisseurs statiques. Application à la 
variation de vitesse », Thèse de doctorat, INPG, Grenoble, France, 2009. 
[Ardon 10] V. Ardon, « Méthodes numériques et outils logiciels pour la prise en 
compte des effets capacitifs dans la modélisation CEM de dispositifs 
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Conclusion générale et perspectives 
L’objectif principal de ces travaux a été d’améliorer les performances (temps de calcul 
et précision) des méthodes intégrales. Ces méthodes sont bien adaptées à la modélisation 
des systèmes électromagnétiques notamment parce qu’elles ne nécessitent pas le maillage 
des matériaux inactifs tel que l’air. Cependant elles souffrent de certaines lacunes, dont 
trois principales que nous avons identifiées et autour desquelles se sont articulés nos 
travaux de thèse. 
Le premier axe d’étude a été d’hybrider le calcul numérique d’intégrales, apprécié pour 
sa vitesse mais qui peut être imprécis, au calcul analytique, qui lui est apprécié pour sa 
grande précision. Nous avons développé une méthode analytique de calcul du potentiel et 
du champ électrostatique créés par des polygones uniformément chargés. Notons que cette 
méthode s’applique également au calcul du potentiel et du champ magnétostatiques créés 
par des aimants par exemple. 
Le deuxième axe a été d’accélérer les calculs de la matrice d’interaction et de sa 
résolution itérative qui sont tous deux de complexité parabolique. Nous avons pour ce faire 
utilisé plusieurs processeurs, c’est le parallélisme. Nous avons testé le multicoeur, le 
clustering à travers un petit réseau, et l’architecture GPGPU. Cette architecture particulière 
a été l’objet central de notre étude sur les apports du parallélisme. Pour chacune de ces 
architectures parallèles, des stratégies différentes de partitionnement, de communication et 
de synchronisation des tâches ont été mises en place. 
Le troisième et dernier axe a été de réduire les besoins paraboliques en mémoire vive 
des méthodes intégrales. Ce dernier point est souvent le facteur limitant l’attrait de ces 
méthodes. Nous avons compressé la matrice d’interaction par ondelettes. C’est une 
méthode qui a l’avantage d’être peu invasive mais elle nécessite le calcul de l’ensemble de 




la matrice d’interaction ce qui est très couteux. La méthode a alors été portée sur 
l’architecture GPGPU. La compression par ondelettes est une compression à perte, la 
difficulté est de contrôler les erreurs introduites par la compression. Nous avons développé 
un critère de compression basé sur la dégradation relative de la norme de Frobenius des 
blocs matriciels. 
Finalement nous avons appliqué notre méthodologie sur un dispositif du génie 
électrique de complexité industrielle : le variateur de vitesse ATV71. Nous avons calculé 
les capacités parasites entre toutes les pistes de cuivre. Nous retrouvons les ordres de 
grandeurs des capacités parasites. Quelques erreurs subsistent toutefois à cause de la 
compression. 
Nous avons tout au long de cette étude illustré les méthodologies sur un exemple 
simple d’une formulation intégrale en potentiel électrostatique résolue numériquement par 
la méthode de collocation à l’ordre zéro. Ces méthodologies ne sont à priori pas limitées à 
cette formulation et devraient être pour la plupart applicables à d’autres. Le point le plus 
sensible est le calcul en simple précision qui pourrait se montrer insuffisant pour certaines 
formulations. 
Les pistes que nous pourrions explorer dans la suite de ces travaux seraient par exemple 
de projeter les équations intégrales par la méthode de Galerkin, toujours à l’ordre zéro. La 
difficulté réside dans la double intégration qui complexifie le calcul des interactions et 
risque de réduire la coalescence des accès mémoires. Notons que le débat est toujours 
ouvert dans notre communauté sur l’intérêt d’augmenter le nombre d’éléments (c’est-à-dire 
de raffiner le maillage) plutôt que l’ordre des éléments. Dans le contexte du calcul parallèle 
la solution la plus adaptée est l’augmentation du nombre d’éléments d’ordre 0 
accompagnée d’une méthode de compression matricielle performante et simple. 
Nous pourrions également continuer d’explorer la piste du couplage entre la 
compression par ondelettes et les matrices hiérarchiques. Les résultats préliminaires sont 
encourageants mais nous aurions besoin de développer un critère de compression plus 
robuste qui tiendrait compte de l’agrandissement artificiel des blocs matriciels. 
Enfin, un dernier axe intéressant serait de développer le clustering. Toutes les méthodes 
de construction de la matrice d’interaction par blocs s’y prêtent bien à priori. En effet les 
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assemblages des blocs matriciels sont indépendants les uns des autres, il est donc 
relativement aisé de les distribuer. Il est bien sûr nécessaire d’utiliser une infrastructure 
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Annexe A  
Compléments à l’introduction au calcul hautes 
performances 
Sommaire 
1 OPTIMISATION DES CODES DE CALCUL ................................................................... 203 
1.1 Division et multiplication d’un entier par deux .......................................... 203 
1.2 Appels à des sous fonctions ........................................................................ 203 
1.3 Boucles avec conditions .............................................................................. 204 
1.4 Division par une constante ......................................................................... 205 
1.5 Boucles imbriquées ..................................................................................... 206 
2 INTRODUCTION A LA PROGRAMMATION CUDA ..................................................... 207 
2.1 Premier programme CUDA ........................................................................ 207 
2.2 Utilisation de la mémoire partagée ............................................................ 210 
3 REFERENCES ............................................................................................................ 212 
 




A.1.  Optimisation des codes de calcul 
 
 
Christophe Rubeck - Université de Grenoble - 2012  203 
1 Optimisation des codes de calcul 
Nous présentons ici quelques techniques d’optimisation des codes de calcul numérique. 
Il est en effet important, une fois un code écrit et validé, d’optimiser sa vitesse d’exécution 
[Dowd 98]. Pour se faire, nous tiendrons essentiellement compte du fonctionnement de 
l’ordinateur. 
1.1 Division et multiplication d’un entier par deux 
Le coût d’une division est très important, c’est pourquoi il faut utiliser cet opérateur le 
moins possible. Il existe par exemple une astuce pour diviser un entier par 2, il suffit de se 
décaler d’un bit sur la droite. Cela s’écrit n>>=1 au lieu de n/=2, le coût n’est plus que 
d’un unique cycle d’horloge. De la même manière un entier se multiplie facilement par 
deux via un déplacement d’un bit sur la gauche. 
1.2 Appels à des sous fonctions 
Un programmeur a souvent tendance, par soucis de clarté dans la lecture de son code, à 
faire appel à des sous fonctions. Soit l’exemple suivant : 
for (i = 0; i < n; i++) { 
 A[i] = A[i] + B[i] * C; 
} 
Qui peut également s’écrire : 
for (i = 0; i < n; i++) { 
 A[i] = mAdd(A[i], B[i], C) 
} 
Avec la sous fonction associée : 
double mAdd(A, B, C) { 
 return A + B * C; 
} 




Cet exemple est particulièrement flagrant de la perte du pipelining. Il en résulte un 
ralentissement de 50 à 100 fois ! En C/C++ il est possible de déclarer ce genre de sous 
fonctions dans le préprocesseur ou en inlining
1, mais en Java ces mécanismes n’existent 
pas. 
1.3 Boucles avec conditions 
1.3.1 Condition invariante 
Soit la boucle suivante qui effectue un test à chaque itération : 
for (i = 0 ; i < n ; i++) { 
 if (alpha < 0.0) { 
  A[i] = A[i] + B[i] * C 
 } else { 
  A[i] = 0.0 
 } 
} 
Le test donnera toujours le même résultat au sein de cette boucle, il peut alors être sorti 
de la boucle : 
if (alpha < 0.0) { 
 for (i = 0 ; i < n ; i++) { 
  A[i] = A[i] + B[i] * C 
 } 
} else { 
 for (i=0 ; i<n ; i++) { 
  A[i] = 0.0 
 } 
} 
Dans la nouvelle version du programme, n-1 copies du test ont été supprimées ! 
                                                 
1
 Mécanisme en C/C++ qui permet au compilateur de recopier une fonction là où elle est appelée. 
L’exécutable est plus volumineux mais plus rapide car il n’y a plus d’appel de fonctions. 
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1.3.2 Condition dépendant de l’index 
Soit un test qui est vrai pour un certain nombre continu d’index i, puis faux le restant de 
la boucle : 
for (i=0 ; i<n ; i++) { 
 if (i < k) { 
  A[i] = A[i] + B[i] * C 
 } else { 
  A[i] = 0.0 
 } 
} 
L’algorithme peut s’écrire en deux boucles : 
for (i=0 ; i<k ; i++) { 
 A[i] = A[i] + B[i] * C 
} 
for (i=k ; i<n ; i++) { 
 A[i] = 0.0 
} 
Tous les tests ont été éliminés, de plus le pipelining est optimal. Cette optimisation peut 
par exemple facilement s’appliquer sur l’algorithme de Gauss-Seidel. 
1.4 Division par une constante 
Soit la boucle suivante : 
for (i=0 ; i<n ; i++) { 
 A[i] = A[i] / sqrt(x*x+y*y) 
} 
Cette boucle contient une division par une constante, hors les divisions sont très 
coûteuses. De plus, le terme au dénominateur est également coûteux à calculer, il doit être 
calculé hors de la boucle : 




cste = 1 / sqrt(x*x+y*y) 
for (i=0 ; i<n ; i++) { 
 A[i] = A[i] * cste 
} 
Le code a été accéléré d’un facteur de 8 à 10 uniquement grâce à la suppression de la 
division. L’accélération est plus importante encore due au fait que la fonction racine carrée 
n’est plus appelée à chaque itération. Cet exemple particulièrement pathologique montre 
qu’il n’est pas nécessaire de complexifier l’algorithme pour être plus performant. 
1.5 Boucles imbriquées 
Soit l’algorithme très connu de multiplication matricielle. Classiquement il s’écrit (pour 
une matrice n x n) : 
for (i=0 ; i<n ; i++) { 
 for (j=0 ; j<n ; j++) { 
  sum = 0 
  for (k=0 ; k<n ; k++) 
   sum = sum + A[i,k] * B[k,j] 
  } 
  C[i,j] = sum  
 }  
} 
Ici, l’accès à B[k,j] n’est pas coalescent ! L’algorithme peut être réécrit de cette façon : 
for (i=0 ; i<n ; i++) { 
 for (j=0 ; j<n ; j++) { 
  C[i,j] = 0  
 }  
} 
for (k=0 ; k<n ; k++) { 
 for (i=0 ; i<n ; i++) { 
  scale = A[i,k] 
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  for (j=0 ; j<n ; j++) 
   C[i,j] = C[i,j] + B[k,j] * scale 
  }  
 }  
} 
L’accès coalescent à B[k,j] est retrouvé pour le prix d’une variable supplémentaire dans 
l’algorithme. En réalité ce prix est nul car si le compilateur fait bien son travail elle sera 
placée en cache au plus près du processeur. 
2 Introduction à la programmation CUDA 
2.1 Premier programme CUDA 
Soit un programme qui pour un tableau X[N] de taille N effectue l’opération Y[i] = 
f(X[i]). Définissons une grille de calcul de N threads. Chaque thread effectue alors une 
seule opération. Le kernel correspondant s’écrit : 
 
__global__ void kernel_fx(float* X, float* Y,…) 
 {… 
 float x = X[threadID] ; 
 float y = f(x) ; 
 Y[threadID] = y ; 
 …} 
 
La numérotation des threads correspond ici aux indices des éléments dans les vecteurs 
X et Y. Les variables x et y sont locales à chaque thread, elles sont stockées dans les 
registres de chaque cœur. Le mot clef __global__ indique qu’il s’agit d’un kernel. 
La sous fonction f(x) s’écrit simplement : 
 




__device__ float f(float x) 
{ 
 float y = 2 * x + 5 ; 
 return y ; 
} 
 
Le mot clef __device__ indique que la fonction s’exécute sur la carte graphique. Il est 
également possible d’utiliser les mécanismes d’inlining du C++. 
La topologie choisie construit des blocks 1D de 512 threads chacun. Maintenant que les 
blocks sont définis, il faut définir le nombre de blocks sur la grille. La grille de calcul est 
définie en 1D également, ce qui est bien adapté à une opération vectorielle. La grille de 
calcul est construite au lancement du kernel. Les tableaux contenus dans la mémoire 
globale de la carte graphique sont donnés en argument, ainsi que divers paramètres (ici la 
taille du tableau). Le programme principal s’écrit alors : 
 
#define BLOCK_SIZE 512 
… 
int main(int argc, char *argv[]) 
 {… 
 dim3 dimBlock(BLOCK_SIZE,1,1) ; 
 dim3 dimGrid((N-1)/BLOCK_SIZE+1,1) ; 
 kernel_fx <<< dimGrid, dimBlock >>> (X, Y, N) ; 
 …} 
 
Le nombre de threads est supérieur à N, en fait il est du multiple de BLOCK_SIZE 
supérieur. Un test pour éviter les débordements mémoires sera mis en place dans le kernel 
CUDA. La grille étant complètement définie, le kernel doit pouvoir se positionner dessus. 
Le paramètre threaID est maintenant déterminé, le kernel s’écrit : 
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__global__ void kernel_fx(float* X, float* Y, int N) 
{ 
 int threadID = blockIdx.x* blockDim.x+ threadIdx.x ; 
 if (threadID < N) // Vérification pour ne pas déborder du tableau 
 { 
  float x = X[threadID] ; 
  float y = f(x) ; 
  Y[threadID] = y ; 
 } 
} 
Les blocks ont des coordonnées et une taille suivant chaque dimension. Dans chacun de 
ses blocks, les threads sont également identifiés par leurs coordonnées suivant chaque 
dimension. Ici seul les coordonnées sur x apparaissent car on est en 1D. Les accès à la 
mémoire globale sont coalescents. En effet, chaque threadID+1 accède au block mémoire 
suivant de celui appelé par threadID. 
La mémoire sur la carte graphique est allouée de manière analogue au C/C++, en 
utilisant la fonction cudaMalloc : 
 
size_t size = N * sizeof(float) ; 
// Allocation de la mémoire sur l’hôte 
h_X = (float*)malloc(size) ; 
h_Y = (float*)malloc(size) ; 
// Allocation de la mémoire sur le GPU 
cudaMalloc((void**)&d_X, size) ; 
cudaMalloc((void**)&d_Y, size) ; 
 
Les transferts de données entre le GPU et l’hôte se font avec la fonction cudaMemcpy. 
La fonction reçoit en argument le pointeur de destination, le pointeur du tableau source, la 
taille du flux de données, et enfin le sens de la transmission : 
 




// Transfert du vecteur X vers le GPU 
cudaMemcpy(d_X, h_X, size, cudaMemcpyHostToDevice) ; 
… 
// Transfert du vecteur Y vers l’hôte 
cudaMemcpy(h_Y, d_Y, size, cudaMemcpyDeviceToHost) ; 
 
Une fois les calculs terminés, il faut veiller à libérer la mémoire : 
 
// Libération de la mémoire sur l’hôte 
free(h_X) ; 
free(h_Y) ; 




Ce premier programme CUDA est à présent complètement fonctionnel ! 
2.2 Utilisation de la mémoire partagée 
Il est parfois nécessaire d’utiliser de la mémoire partagée lorsque plusieurs threads d’un 
même block ont besoin de partager des données [Nvidia 08]. Soit le problème suivant : 
l’interversion des éléments d’un tableau deux à deux. L’objectif primordial est de ne pas 
rompre la coalescence lors des accès à la mémoire globale. Le kernel CUDA correspondant 
est illustré à la Figure 1. 
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Figure 1 : Exemple de programme CUDA nécessitant l'utilisation de mémoire partagée afin de ne pas 
rompre la coalescence de l’accès à la mémoire globale. 
Le kernel CUDA correspondant est le suivant : 
 
__global__ void kernel_switch(float* X, int N) 
{ 
 // Index dans le tableau global 
 int I = blockIdx.x* (2 * BLOCK_SIZE ) + threadIdx.x ; 
 int i = threadIdx.x ; // Index dans le tableau local 
 __shared__ float entree[2 * BLOCK_SIZE] ; 
 __shared__ float sortie[2 * BLOCK_SIZE] ; 
 
 if (I < N / 2) // Vérification pour ne pas déborder du tableau 
 { 
  // Lecture coalescente du tableau global 
  entree[i] = X[I] ; 
  entree[i + BLOCK_SIZE] = X[I + BLOCK_SIZE] ; 
  __syncthreads() ; // Synchronisation 
 
  // Interversion des données dans la mémoire locale 
  sortie[2*i] = entree[2*i+1] ; 
  sortie[2*i+1] = entree[2*i] ; 
  __syncthreads() ; 
 




  // Ecriture coalescente dans le tableau global 
  X[I] = sortie[i] ; 




La grille choisie est une grille à une dimension dans laquelle chaque thread effectuera 
une opération d’inversion. N/2 threads sont donc définis, avec N la taille du tableau à 
traiter. La première opération (Figure 1, 1) est l’extraction coalescente des données du 
tableau. Une barrière de synchronisation est placée, cette dernière est indispensable car il 
est nécessaire que tous les threads aient fini la lecture depuis la mémoire globale avant de 
passer à la suite. En d’autres termes, le tableau partagé doit être totalement initialisé avant 
de commencer les interversions. Les données sont ensuite interverties (Figure 1, 2), puis 
nouvelle synchronisation. Finalement, le résultat est retourné dans le tableau d’origine de 
façon coalescente (Figure 1, 3). 
Cet exemple très simple illustre comment utiliser la mémoire partagée et également 
l’importance des synchronisations. Une dernière remarque, tout comme la mémoire 
partagée, les synchronisations ne s’appliquent qu’aux threads d’un même block. 
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RESUME – Ce papier présente une méthode de calcul analytique du potentiel scalaire et du champ 
magnétostatique créés par un aimant permanent de forme polyédrique aimanté uniformément. Le modèle 
coulombien permet de calculer le potentiel et le champ magnétostatique via une intégration surfacique. Cependant 
cette intégration sur un polygone quelconque n’est pas triviale. Une solution analytique dans le cas particulier du 
triangle rectangle a été développée. La méthode présentée ici est basée sur une décomposition géométrique du 
polygone en triangles rectangles. Les solutions associées aux triangles rectangles étant connues, il est alors possible 
de calculer le potentiel et le champ magnétostatique sur un aimant de forme polyédrique quelconque. 
ABSTRACT – The paper presents an analytical method in order to calculate the magnetostatic scalar potential 
and the field created by a polyhedral shaped permanent magnet uniformly magnetized. The calculation is based 
on a Coulombian approach; therefore, a surface integration is needed on all the polygons that compose the 
polyhedron. But the integration on any polygon is not trivial. An analytical solution in the particular case of the 
right triangle has been developed. The method presented here is based on a geometric reduction of the polygons 
into right triangles. The solutions of the integrals associated with the triangles are known; thus, it is possible to 
calculate the magnetostatic potential and field of any polyhedral shaped magnet. 
MOTS-CLES – modélisation analytique, aimant permanent, modèle coulombien, champ magnétostatique 
1 Introduction 
La conception de systèmes magnétiques repose principalement sur des outils de 
modélisation. Ces outils sont généralement basés sur une modélisation analytique en 
magnétostatique. Une modélisation analytique consiste à exprimer les grandeurs physiques 
(champ, force, etc.) sous forme de fonctions. Une modélisation numérique quant à elle 
demande une discrétisation géométrique du système puis la résolution des équations de la 
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physique sur chacun des éléments. Par conséquent, une modélisation numérique est 
beaucoup plus lourde (en coût de calcul et d’occupation mémoire) qu’une modélisation 
analytique tout en étant généralement moins précise à cause de la discrétisation. De plus, 
























































Figure 1: Exemple d'aimant de forme polyédrique. a) aimantation dans le sens de l’épaisseur de 
l’aimant, b) représentation coulombienne équivalente (distribution surfacique de charges 
magnétiques). 
Cependant les modèles analytiques sont difficiles à calculer, et restent pour l’instant 
limités aux géométries simples. Il existe de nombreux modèles de calcul analytique de 
champ et de force sur des aimants permanents dans la littérature, pour une grande variété 
de forme d’aimants (parallélépipèdes [1-2], cylindres [3-4], anneaux [5-6], tuiles [7-8]). 
Une méthode de calcul analytique du potentiel et du champ magnétostatique créé par un 
aimant de forme polyédrique quelconque (Figure 1, a) sera présentée dans cet article. 
Le calcul analytique du potentiel et du champ magnétostatique créés par un aimant 
permanent se fera ici par une approche coulombienne. C’est-à-dire que l’aimantation dans 
le volume de matière est considérée comme une distribution de charges magnétiques à la 
surface de ce volume (Figure 1, b). 
La première étape du calcul sera donc de décomposer le polyèdre en polygones. Les 
charges magnétiques découlent des discontinuités de la composante normale de 
l’aimantation à la surface, on peut alors écrire σm=J.n, avec σm la densité surfacique de 
charge magnétostatique, J l’aimantation et n la normale à la surface de l’aimant. Le 
potentiel et le champ magnétique crées par chaque surface sont alors calculés de la même 
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manière qu’en électrostatique. Le potentiel scalaire magnétique est donc donné par 







)(  (1) 
Avec r la distance entre le point d’observation (également appelé pôle d’intégration) et 
la charge magnétique. On se place dans le cas d’une densité de charge surfacique uniforme 












Le calcul analytique du potentiel ou du champ magnétostatique créé par une surface 
uniformément chargée de forme polygonale quelconque n’est pas trivial. En effet, il 
n’existe aucune solution générique des intégrales (1) et (2) sur des polygones quelconques. 
Cependant une solution analytique a été développée dans le cas particulier où le pôle 
d’intégration se situe sur un des sommets non rectangles d’un triangle rectangle (fig. 4). 
Une méthode de calcul basée sur la décomposition d’un polygone quelconque en triangles 
rectangles [10] sera alors présentée dans cet article. 
Une intégrale surfacique sur un polygone peut s’exprimer en une somme d’intégrales 
sur des triangles rectangles. Les solutions analytiques des intégrales sur les triangles 
rectangles étant connues, les intégrales sur des polygones quelconques se calculent alors 
aisément, une simple analyse géométrique est nécessaire.  
On exposera dans un premier temps la méthode de décomposition d’un polyèdre 
aimanté en polygones chargés magnétiquement grâce à une approche coulombienne. Pour 
permettre le calcul de (1) et (2), ces polygones sont à leur tour décomposés en triangles 
rectangles. Ensuite on donnera les expressions analytiques du potentiel et du champ sur les 
triangles rectangles, ainsi que des identités remarquables et des éléments de démonstration. 
On illustrera la méthode sur un aimant simple et on confrontera les résultats avec une 
simulation numérique par éléments finis. Puis on validera analytiquement la méthode sur 
un calcul de champ magnétostatique créé par un aimant parallélépipédique, on retrouvera 
les expressions analytiques citées par J-P. Yonnet [1]. 
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2 Décomposition du polyèdre en polygones 
uniformément chargés 
Afin d’illustrer la méthode, on choisit comme exemple l’aimant tétraédrique régulier 
présenté à la fig. 2, a). L’aimantation est uniforme selon J. Le modèle coulombien permet 
de ramener le volume aimanté à des distributions uniformes de charges sur les surfaces. De 
plus, grâce au principe de superposition, les contributions (en potentiel et en champ) des 
surfaces chargées peuvent être calculées indépendamment.  





respectivement les densités de charge magnétiques correspondant aux pôles 




 b)  
Figure 2: Aimant tétraédrique uniformément aimanté. a) aimantation selon J, b) densités de charge 
magnétiques du modèle coulombien équivalent. 
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iiS  (6) 
Avec Si la surface du i-ème triangle équilatéral. 
Pour calculer le potentiel et le champ magnétostatique créés par l’aimant tétraédrique,  
il est maintenant nécessaire de résoudre (1) et (2) sur chacun des 4 triangles équilatéraux. 
3 Décomposition d’une intégrale sur un polygone en 
somme d’intégrales sur des triangles rectangles 
Soit un polygone de n côtés, P le pôle d’intégration et H son projeté orthogonal dans le 
plan du polygone. Des triangles associés aux côtés du polygone et au point H peuvent être 
générés [11] au nombre maximum de n. En effet il existera n-1 triangles si H se situe sur 
une arrête du polygone et n-2 si H se situe sur un sommet. Chacun de ces triangles est 
ensuite décomposé en deux triangles rectangles au maximum [12]. Une décomposition 
d’un polygone de n cotés génère alors au maximum 2n triangles rectangles. 
Les étapes de la décomposition sont illustrées sur un triangle ABC quelconque (fig. 3) : 
a) Construction des triangles rectangles en LAB, ALABH et BLABH. Les solutions des 
intégrales associées à ces deux triangles devront être comptées négativement. En effet les 
surfaces que couvrent les triangles rectangles sont situées hors de ABC. b) Construction 
des triangles rectangles en LBC, CLBCH et BLBCH. La surface à intégrer étant CHB, 
l’intégrale associée au triangle rectangle CLBCH est comptée positivement et celle associée 
à BLBCH négativement. c) Construction des triangles rectangles en LCA, CLCAH et ALCAH. 
Le la même manière que précédemment, l’intégrale associée au triangle rectangle CLCAH 
est comptée positivement et celle associée à ALCAH négativement. d) Décomposition 
complète de l’intégration sur le triangle ABC. La somme de toutes les intégrales associées 
aux triangles rectangles, en tenant compte des signes discutés lors des étapes précédentes, 
est bien équivalente à l’intégrale sur le triangle ABC. 
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4 Calcul du potentiel et du champ magnétostatique 
créés par un triangle rectangle uniformément chargé 
Soit le triangle rectangle uniformément chargé présenté à la Figure 4,a). Les intégrales 
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L’intégration directe de (7), (8), (9) et (10) donne les expressions analytiques du 





















































Avec : ²²² cbaDabc , ²² baDab , et ²² caDac . 
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a)  
b)  
c)  d)  
Figure 3 : Décomposition de l’intégration sur ABC depuis le pôle C en une somme d’intégrales sur des 
triangles rectangles. 
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a)  b) 
Figure 4 : Définition des triangles rectangles : a) l’angle droit se situe sur Ox, b) l’angle droit se situe 
sur Oy. 
Remarque : la composante normale Hz du champ magnétostatique est discontinue à la 
traversée de la surface S. On peut raisonnablement prendre Hz=0 pour c=0 [9]. 
Il est maintenant possible de calculer le potentiel scalaire et le champ magnétostatique 
créé par un aimant de section polygonale quelconque en le décomposant en somme de 
triangles rectangles du type a) et b). 
5 Identités remarquables et éléments de 
démonstration 
Lors de la reconstruction de l’intégrale sur le polygone d’origine, l’assemblage des 
différentes solutions sur les triangles rectangles de références peut être facilitée à l’aide des 
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Avec  
k 0 si xy 1
k 1 si xy 0
k 1 si xy 1et x 0
 
 
La démonstration des expressions données précédemment par intégration directe 
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Avec .1  
6 Application 1 : calcul du champ magnétostatique 
crée par un prisme aimanté 
Soit le prisme à base triangulaire équilatérale présenté à la fig. 5, a), on se propose de 





































































Figure 5 : Etapes du calcul du champ normal au-dessus du barycentre d’un prisme aimanté à base 
triangulaire équilatérale. a) Prisme aimanté à base triangulaire équilatérale, b) représentation 
coulombienne équivalente, c) décomposition en triangle rectangle à partir du barycentre, d) 
dimensions du prisme. 
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6.1 Calcul des densités de charges sur les faces du prisme 
Le calcul des densités de charges est immédiat (fig. 5, b), on obtient σm=±J (norme du 
vecteur J). La densité de charges est positive au-dessus (pôle +) et négative en dessous 
(pôle -). Les faces latérales ne sont pas chargées magnétiquement. 
6.2 Décomposition des faces chargées en triangles rectangles 
La décomposition en triangles rectangles est triviale, en effet on obtient sur chaque face 
6 triangles rectangles identiques (voir fig. 5, c). Dans ce cas particulier du calcul du champ 
normal, il n’est même pas nécessaire d’effectuer une analyse pour déterminer de quels 
types sont les triangles rectangles (fig. 4, angle sur Ox ou Oy), ils sont équivalents ici. Pour 
un prisme de largeur 2L et d’épaisseur 2e (fig. 5, d) les paramètres des triangles rectangles 






Le paramètre c dépend de la face (supérieure ou inférieure) du prisme qui est 
considérée. 
6.3 Expression analytique du champ normal 
Le champ normal est la somme de 12 contributions de triangles rectangles chargés (6 
pour la face du dessus et 6 pour celle du dessous). De plus, les triangles rectangles de 
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6.4 Application numérique et validation 





  (32) 
Avec Br le champ rémanent qui sera pris ici à 1 Tesla, et μ0 la perméabilité magnétique 
du vide. On trace à la fig. 6 le champ normal en fonction de z sur la ligne verticale passant 
par le barycentre. On compare les résultats obtenus avec une simulation numérique 
classique par éléments finis. Les deux courbes se superposent bien, les défauts observés sur 
le calcul numérique sont dus au maillage. On note également que le saut au niveau de la 
discontinuité du champ est de l’ordre de 8.105 A/m, ce qui correspond à la norme de J. 
6.5 Conclusion 
On a présenté un exemple simple de calcul de champ en détails. On a tout d’abord 
calculé les distributions charges sur les faces du prismes. Puis on a calculé le champ par 
une décomposition des surfaces en triangles rectangles. Les résultats ont ensuite été 
comparés à une simulation par éléments finis. Le calcul du champ tangentiel est plus 
complexe car il nécessite des projections des composantes du champ des triangles 
rectangles de référence dans le repère global. 
7 Application 2 : Calcul du champ magnétostatique 
créé par un aimant parallélépipédique 
On se propose en deuxième exemple de calculer le champ magnétostatique créé par un 
aimant parallélépipédique uniformément aimanté en utilisant la méthode de décomposition 
en triangles rectangles. On validera la méthode en retrouvant les formules citées par J-P. 
Yonnet [1]. 
La première étape est la décomposition géométrique du rectangle en triangles 
rectangles dans le plan du rectangle (fig. 7). Soit H le projeté orthogonal du pôle 
d’intégration dans le plan Oxy. Chaque triangle rectangle est identifié, on donne ensuite les 
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paramètres des triangles rectangles (Tableau 1) en fonction du type de ces derniers (angle 
droit sur Ox ou Oy) ainsi que le signe des intégrales. 
 
Figure 6 : normal au prisme aimanté suivant une ligne verticale passant par le barycentre. 
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Appliquons la formule (24) au premier et troisième terme, et la formule (25) au second 
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En procédant de la même manière avec les autres contributions, on obtient la 



































































Figure 7 : Décomposition d'une intégrale sur un rectangle en somme d'intégrales sur des triangles 
rectangles. 
 
On retrouve bien l’expression analytique donnée dans [1]. 
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8 Instabilité numérique 
Programmer le calcul du potentiel et du champ électrostatique créé par un polygone par 
la méthode de décomposition en triangles rectangles est relativement aisé. Cependant, des 
instabilités numériques peuvent apparaître lors de l’automatisation de la décomposition des 
polygones en triangles rectangles. En effet, si la projection du pôle d’intégration sur le plan 
du polygone se situe au voisinage d’une arrête (ou de son prolongement) ou d’un sommet 
du polygone, des triangles plats, c’est-à-dire dont la surface tend vers zéro, vont être 
générés (fig. 8). Les solutions analytiques des intégrales associées à ces triangles plats sont 
divergentes. 
La solution est d’inclure un contrôle sur le rapport des surfaces entre le polygone et le 
triangle rectangle généré. Si la surface du triangle rectangle est négligeable par rapport à 
celle du polygone, alors il est raisonnable de considérer que sa contribution sur le potentiel 
ou le champ soit également négligeable, il ne sera alors pas calculé. On évite ainsi une 
divergence numérique sans perte notable en précision. 
9 Discussion 
Le calcul analytique du potentiel et du champ magnétostatique créés par une surface 
chargée de forme polygonale est possible à partir des travaux de Wilton [10] et Graglia 
[12]. Cependant, ces méthodes souffrent de quelques lacunes. En effet les démarches 
proposées ne sont pas aussi intuitives qu’une simple décomposition géométrique en 
triangles rectangles. De plus les divergences numériques sont bien mieux maîtrisées dans 
la méthode proposée ici, et la programmation de notre méthode s’avère également plus 
efficace.  
10 Conclusion 
Une méthode de calcul analytique du potentiel scalaire et du champ magnétostatique 
créés par un aimant permanent de forme polyédrique a été présentée dans cet article. Une 
représentation coulombienne de l’aimant permet de considérer l’aimantation de la matière 
comme une répartition de charges sur chaque face du polyèdre. 
Annexe B.  Calcul analytique du potentiel et du champ magnétostatique créés par un aimant 





Tableau 1 : Paramètres des intégrales des triangles rectangles et signes des intégrales. 


















































Figure 8 : Décomposition du triangle ABC avec H se situant sur une arrête. Le triangle CHB est plat. 
 
Il est ensuite nécessaire de calculer les intégrales du potentiel et du champ sur chacune 
de ses surfaces. Ce calcul n’étant pas trivial, une solution consistant à décomposer 
géométriquement les polygones en triangles rectangles, dont les solutions analytiques des 
intégrales du champ et du potentiel sont connues, a été proposée dans cet article. Par 
conséquent, il est possible de calculer analytiquement le potentiel et le champ 
magnétostatique créés par un aimant de forme polyédrique quelconque. 
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1 Introduction 
Les ondelettes sont une famille de fonctions déduites d’une fonction mère par des 
opérations de translations, dilatations et rotations. Historiquement elles sont apparues de 
l’analyse des signaux sismiques hautes résolutions dans le but de trouver des 
hydrocarbures [Bournay Bouchereau 97]. Elles ont depuis trouvées des applications dans 
des domaines aussi variés que le traitement du signal, le traitement d’image, la physique, 
etc. La transformation en ondelettes décompose un signal en une somme de petites 
oscillations (les ondelettes) localisées dans le temps, contrairement aux ondes stationnaires 
de l’analyse de fourier. 
La théorie des ondelettes est très vaste, nous ne l’exposons pas de manière exhaustive. 
Nous nous concentrons sur les définitions et les propriétés nécessaires à l’établissement 
d’un algorithme de compression matricielle. 
2 Transformée de Fourier 
La transformée de Fourrier (TF) est une des transformations les plus utilisées en 




)(ˆ)(  (1)  





)()(  (2)  
La transformée de Fourier permet une analyse en fréquence de la fonction f. Elle 
consiste à projeter f sur des fonctions mères 
tie  qui sont localisées en fréquences mais 
non localisées en temps. Prenons par exemple une partition de musique qui est une suite de 
notes, la transformée de Fourier permet de savoir combien de do sont joués. Par contre elle 
ne permet pas de connaître l’instant où ils ont été joués. Nous verrons que la 
transformation en ondelettes est quant à elle localisée en temps et en fréquence, c’est-à-dire 




qu’elle permet de savoir si un do a été joué à un tel moment et si c’était une croche, une 
noire ou une blanche [Bournay Bouchereau 97]. 
3 Définition d’une ondelette 
Une ondelette doit être une fonction localisée en temps et en fréquences, ceci se traduit 





 (3)  
Où  est une fonction non nulle de L² appelée ondelette mère (ou ondelette 
analysante). Toute fonction de L² vérifiant (3) est une ondelette. Cette condition étant très 
souple, il existe une grande variété d’ondelettes. 
Une ondelette possède la propriété de s’annuler en 0 dans le domaine de Fourier, la 
condition d’admissibilité s’écrit alors pour toute fonction de L1 : 
0)()0(ˆ dtt  (4)  
Cette propriété signifie qu’une ondelette doit avoir une valeur moyenne nulle dans le 
temps et qu’elle doit se comporter comme un filtre passe bande. Par conséquent, une 
ondelette est une brève oscillation. La Figure 1 présente des exemples d’ondelettes, ici le 
chapeau mexicain (ou ondelette Ricker) et l’ondelette de Morlet. 
Une ondelette mère génère une famille d’ondelettes par des opérations de dilatation (ou 






)(,  (5)  
Où Ra et Rb sont respectivement les paramètres de dilatation (ou de contraction) 
et de translation. Le terme a/1  est un coefficient de normalisation, b est le centre de la 
fonction élémentaire ba, et a sa largeur [Coulibaly 92]. 
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a) b)
 
Figure 1 : Exemples d'ondelettes : a) Chapeau Mexicain, b) Morlet
1
. 
La définition de famille d’ondelettes (5) conduit à une propriété fondamentale : si  
est une ondelette analysante, alors ba,  est une base de L² [Bournay Bouchereau 97]. Cette 
propriété signifie que toute fonction de carré sommable peut être représentée en fonction 
d’une famille d’ondelettes. Nous pouvons alors définir la transformée en ondelettes. 
4 Transformée en ondelettes continue 
La transformation continue en ondelette (TOC), tout comme la transformée de Fourrier, 
est une transformation dans l’espace. Elle s’écrit de manière analogue à la TF, la différence 
réside dans le choix des fonctions de bases qui sont des familles de fonctions, ici les 
ondelettes, et non plus des cosinus ou des sinus. Elle est adaptée aux signaux non 
périodiques car elle permet une analyse temps-fréquence que ne permet pas la TF. 





),( ,  (6)  
Wf(a,b) est appelé coefficient d’ondelette. Le facteur C/1  est un facteur de 
normalisation. 
Quelques propriétés 
1. Conservation de l’énergie 
La transformée en ondelettes conserve l’énergie : 
                                                 
1
 Source : Jon Mc Loone, Wikipedia (licence Creative Commons). 
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2. Inversion 





)( ,  (8)  
Cette propriété est bien évidement essentielle dans le cadre de la compression 
matricielle. 
3. Linéarité 
)()())(),(( 2121 xWfxWfxfxfW  (9)  
Avec  et  deux réels. 
4. Invariance en translation 
),())(( dbaWdxfW f  (10)  
Où d est un réel. 
5. Invariance en dilatation 
),(
1
))(( baWxfW f  (11)  
Où  est un réel strictement positif. 
5 Transformée en ondelettes discrète 
Il existe plusieurs approches de discrétisation de la transformée en ondelettes. Nous 
verrons dans le paragraphe suivant que la plus intéressante dans le domaine de la 
compression des signaux utilise des familles d’ondelettes orthonormées. Toute fonction f 
de L
2
 peut se décomposer en série double [Coulibaly 92] : 
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Avec j et k des entiers et où la famille d’ondelettes s’écrit : 
)2(2)( 2/ kxx jjjk  (13)  
jk est l’ondelette dilatée d’un facteur 2
j
 et translatée de 2
j
k, le facteur 2
-j/2
 est un 
facteur de normalisation. Nous obtenons des coefficients d’ondelettes jkw  : 
dxkxxfw jjjk )2()(2
2/
 (14)  
La transformée en ondelettes discrète d’un échantillon est sans perte d’information et 
elle est donc réversible exactement. De plus, les coefficients d’ondelettes sont décorrélés 
entre eux, le signal et le bruit ne sont pas corrélés non plus et il est alors possible de trouver 
des critères pour conserver uniquement le signal [Bournay Bouchereau 97]. 
6 Analyse multi-résolution 
L’idée générale de l’analyse multi-résolution est d’observer un signal à différentes 
résolutions pour étudier les différences entre chaque résolution. La descente en résolution 
est illustrée sur la Figure 2, nous y voyons une image à différentes résolutions successives. 
A chaque résolution, qui est une approximation de la résolution précédente, des détails 
disparaissent. L’analyse multi-résolution permet de déterminer la perte d’information (ou 
détails) entre deux résolutions. L’objectif est de ne conserver que les détails significatifs 
entre chaque résolution, c’est le principe de la méthode de compression. 
V0 V1 V2 V3  
Figure 2 : Image vue à différentes résolutions. 
Mathématiquement, une analyse multi-résolution permet d’approcher chaque fonction f 
de L
2
 par une suite de fonction fj contenant de plus en plus d’information sur f. L’union de 




toutes les fi contient toute l’information de f. L’intérêt est de pouvoir mesurer les 
changements (ou détails) entre les approximations fj et fj+1. 
Soit Vj une famille de sous-espaces fermés emboîtés de L
2
 dans lequel la fonction est 
représentée à la résolution 2
-j
 tel que [Stollnitz 95b] : 
11 jjj VVV  (15)  
Cette propriété signifie que toute l’information contenue à l’échelle 2-j est également 











VV   (17)  
D’autres propriétés sont énoncées dans [Bournay Bouchereau 97]. Il est possible de 
définir une fonction de L
2
 qui soit une base orthonormale de Vj [Gargour 09] : 
)2(2)( 2/ kxx jjjk  (18)  
Où k est un entier et où jk  est une fonction d’échelle ou père des ondelettes. Nous 
définissons l’orthonormalité de la fonction d’échelle par : 
)'()()( ' kkdxxx jkjk  (19)  
La fonction d’échelle a la propriété suivante [Sadiku 05] : 
1)( dxx  (20)  
Soit Wj le supplémentaire de Vj, cet espace contient la perte d’information entre les 
deux approximations successives Vj et Vj-1 : 
jjj VWV 1  (21)  
C.7.  Extension à la dimension 2 
 
 
Christophe Rubeck - Université de Grenoble - 2012  241 
Cet espace peut être choisi orthogonal à l’espace Vj : 
0, jjjj VWVW  (22)  
Il est également possible de définir une fonction de L
2
 qui soit une base orthonormale 
de Wj : 
)2(2)( 2/ kxx jjjk  (23)  
Nous retrouvons l’ondelette définie au (13), elle constitue une base orthonormale : 
)'()'()()( '' kkjjdxxx kjjk  (24)  
Comme nous avons également jj VW  nous pouvons écrire : 
0)()( ' dxxx jkjk  (25)  
La base Wj contient en fait les coefficients d’ondelettes, nous pouvons alors écrire les 
coefficients de projection d’une fonction f de L2 : 
))2(,((2),( 2/ kuuffc jjjk
j
k  (26)  
))2(,((2),( 2/ kuuffd jjjk
j
k  (27)  
Où jkc  est son approximation discrète dans l’espace Vj et 
j
kd  sa projection dans l’espace 
Wj. 
7 Extension à la dimension 2 
La construction de bases d’ondelettes à partir de l’analyse multi-résolution s’étant à la 
dimension 2 par le produit tensoriel suivant [Bournay Bouchereau 97] : 
jjj VV  (28)  




Si Vj est une analyse multi-résolution de L
2
, alors j  est une analyse multi-résolution 
séparable de L
2. La fonction d’échelle en 2D est alors donnée par [Waku Kouomou 93] : 
)()(),( yxyx  (29)  
Le sous espace supplémentaire j  de j  dans 1j  s’écrit : 
321
jjjj  (30)  
Avec : 
jjjjjjjjj VV
321 ,,  (31)  










 (32)  
Les propriétés d’orthogonalités entre les ondelettes et la fonction d’échelle sont 
conservées en 2D. 
8 Transformée en ondelettes rapide 
Nous pouvons définir la transformation en ondelettes rapide (TOR) à partir de l’analyse 
multi-résolution [Scheiblich 11] : 
jjjjjjjj VWVWWVWV ,)( 111   (33)  
L’idée est toujours d’approximer une fonction f de L2 à l’échelle 2j dans le sous espace 
Vj, le reste de l’information (les coefficients d’ondelettes) est contenu dans le sous espace 
Wj. La Figure 4 illustre la transformation d’un vecteur par une TOR. L’espace Vj-1 est 
l’espace normal (V0) qui est projeté à l’étape j dans les sous-espaces Vj et Wj. La TOR 
construit les coefficients d’approximation Vj et d’ondelettes Wj uniquement pour les 
approximations Vj-1, c’est-à-dire que seuls les coefficients d’échelles sont décomposés. Il 
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existe une variante appelée transformée par paquets d’ondelettes qui décompose également 








Figure 3 : Schéma de principe de la transformée en ondelettes rapide 1D. 
Une conséquence importante ici est que le vecteur à transformer doit nécessairement 
être de dimension en puissance de deux. 
La transformée en ondelettes rapide en dimension 2 repose sur le même schéma (Figure 
5) [Stollnitz 95a]. Tout comme précédemment, seuls les coefficients d’approximation sont 














Figure 4 : Transformée en ondelettes rapide 2D. 
Concrètement, grâce à la propriété de séparabilité de l’analyse multi-résolution, la 
transformation en 2D est effectuée en appliquant la transformation 1D sur chaque ligne et 
ensuite sur chaque colonne (ou inversement, l’ordre dans lequel sont effectuées ces 
opérations n’a pas d’importance) [Ajdari 10]. 




9 Quelques ondelettes 
9.1 Ondelette de Haar 
L’ondelette de Haar (Figure 5), d’après le mathématicien allemand Alfred Haar, est 






t  (34)  





t  (35)  
C’est la première ondelette connue [Haar 1909], et c’est également l’ondelette la plus 
simple à comprendre et à implémenter. L’allure oscillatoire de la fonction mère est 
évidente, ainsi que le respect du critère d’admissibilité (moyenne nulle). 
 
Figure 5 : Ondelette de Haar
2
. 
La transformation en ondelettes de Haar discrète s’écrit [Scheiblich 11] : 
11
11
HaarW  (36)  
                                                 
2
 Source : Omegatron, Wikipedia (licence Creative Commons). 
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La transformation en ondelettes de Haar est orthogonale, sa forme orthonormale est 





W  (37)  
Il s’agit d’une rotation de 45° de la base cartésienne suivie d’une réflexion sur le 
premier axe de la base. 
Nous vérifions facilement ici la propriété des transformations orthogonales suivante : 
IWWWW T 1  (38)  
Nous verrons que cette propriété est très importante dans la suite car elle permet 
d’effectuer des produits matrice-vecteur directement sur une matrice transformée en 
ondelettes. 
La transformation en ondelettes de Haar orthonormée peut s’écrire de manière plus 

















 (39)  
Où j est un entier supérieur ou égal à 1. Nous retrouvons bien ici la contrainte sur la 
taille du vecteur (ou la matrice) à transformer en ondelette, c’est-à-dire d’être en puissance 
de deux. Remarquons également que la taille minimale du vecteur éligible à la 
transformation est de deux. 




9.2 Ondelettes de Daubechies 
Ingrid Daubechies [Bournay Bouchereau 97] a défini une famille d’ondelettes à support 
compact comportant un certain nombre de moments nuls : ce sont les ondelettes de 
Daubechies. Ces ondelettes sont définies à coefficients réels, continues et orthogonales. 
Les coefficients d’ondelettes sont générés en fonction du nombre de moments nuls 
souhaités. Une méthode est présentée par Maggy Pouliot pour calculer les coefficients des 
ondelettes pères en fonction du nombre N de zéros [Pouliot 09]. Pour N=1, nous obtenons 







 (40)  
Cette ondelette est appelée ondelette de Daubechies D2, nous reconnaissons en fait 
l’ondelette de Haar présenté précédemment. 
Pour N=2 nous avons l’ondelette de Daubechies D4. La Figure 6 présente l’ondelette et 
sa fonction d’échelle associée. 
 
Figure 6 : Ondelette de Daubechies D4
3
. 
Les coefficients de l’ondelette père discrète sont [Ebrahimnejada 10] : 
                                                 
3
 Source : LutzL, Wikipedia (licence Creative Commons). 
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 (41)  
Les coefficients de l’ondelette mère sont donnés par : 
3,2,1,0,)1( 3 icd i
i
i  (42)  






















 (43)  
Où j est un entier supérieur ou égal à 2. Par conséquent la taille minimale du vecteur 
(ou de la matrice) à transformer est de quatre. 
Une anecdote, la transformation en ondelette de Daubechies est utilisée dans le 
standard du format d’image JPEG2000 [Christopoulos 00]. 
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1 Introduction aux matrices hiérarchiques 
Le partitionnement de la matrice d’interaction en matrices hiérarchiques est basé sur 
une décomposition de la géométrie par un octree. Ce partitionnement tient compte des 
distances entre les boites de l’octree afin de séparer proprement les interactions proches 
des interactions lointaines. Un bloc d’interactions dans la matrice est considéré comme 
champ lointain s’il satisfait à la condition d’admissibilité suivante [Wan 11] : 
),()}(),({max scsc BBdistBdiamBdiam  (1)  
Où Bc et Bs sont respectivement les boites cibles et sources, et  un réel positif appelé 
paramètre d’admissibilité. Les termes diam et dist désignent respectivement les diamètres 
des boites et la distance entre les boites. 
Nous illustrons le processus de partitionnement sur la Figure 1. Le problème physique 
est le calcul d’une distribution de charge linéique en 1D. La ligne de charges est 
partitionnée en plusieurs niveaux : chaque segment est divisé en deux à chaque passage de 
niveau. Le paramètre d’admissibilité est pris à 1, c’est-à-dire que seules les interactions 
d’un segment sur lui-même sont considérées en champ proche. Le niveau 0 comprend 
l’ensemble du domaine, il n’est donc pas admissible. Il est alors raffiné au niveau 1. La 
matrice d’interaction est alors partitionnée en 4 blocs, les blocs extradiagonaux sont 
compressibles. Le partitionnement des blocs non admissibles est obtenu en raffinant le 
maillage au niveau 2, et ainsi de suite. 









Figure 1 : Partitionnement en matrices hiérarchiques de la matrice d'intéraction. Le problème est un 
calcul d’une distribution de charges linéiques en 1D. Le paramètre d'admissibilité est fixé à 1. 
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2 Matrices hiérarchiques et compression par 
ondelettes 
Les blocs générés par l’algorithme des matrices hiérarchiques sont de dimensions 
quelconques, hors pour appliquer la compression en ondelettes ils doivent être de 
dimensions en puissance de deux. Nous agrandissons alors les blocs, tout d’abord avec des 
zéros, puis en répliquant la dernière valeur de chaque ligne et de chaque colonne [McGill 
92]. Les expériences suivantes sont réalisées sur le cas test par défaut et le paramètre 
d’admissibilité est pris égal à 2. L’octree est de niveau 4, la méthode des matrices 
hiérarchiques génère alors 14464 blocs pour 1,1% d’interactions non compressées. 
2.1 Remplissage avec des zéros 
Nous agrandissons alors les blocs avec des zéros. Nous préservons ainsi la norme de 
Frobenius sur laquelle nous le rappelons est basée notre critère de seuillage. Les vecteurs 
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Figure 2 : Erreur relative sur la capacité en fonction de la dégradation relative de la norme des blocs 
agrandis avec des zéros. 




Nous présentons sur la Figure 2 l’erreur relative sur la capacité en fonction de la 
dégradation relative de la norme des blocs. Les courbes RZ pour Remplissage Zéro sont les 
courbes associées à l’expérience de couplage avec des matrices hiérarchiques et les 
courbes P2 (Puissance 2) sont les courbes précédemment obtenues avec le partitionnement 
en puissance de deux. Nous voyons que la nouvelle méthode est de manière générale plus 
précise que celle avec le partitionnement basique en puissance de deux, cependant elle est 
moins stable. 
La Figure 3 montre les taux de compression obtenus. Ils sont à priori moins intéressant 
que ceux obtenue en P2. Cependant nous jugeons l’efficacité d’une méthode sur le taux de 
compression pour une erreur relative donnée, c’est ce que nous voyons sur la Figure 4. 
Dans l’intervalle d’erreur (0,01-0,1%) qui nous intéresse le plus, le couplage avec les 
matrices hiérarchiques est moins performant que la méthode P2. Malgré le fait que les 
blocs matriciels soient très lisses en théorie, l’agrandissement avec des zéros provoque une 
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Figure 3 : Taux de compression en fonction de la dégradation relative de la norme des blocs agrandis 
avec des zéros. 
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Figure 4 : Taux de compression en fonction de l'erreur relative sur la capacité. 
2.2 Remplissage lisse 
Nous proposons maintenant de remplir la matrice en répliquant les dernières valeurs 
des lignes et des colonnes. Les blocs matriciels sont alors homogènes et continus. Nous 
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Figure 5 : Erreur relative sur la capacité en fonction de la dégradation relative de la norme des blocs 
agrandis en répliquant les dernières valeurs des lignes et des colonnes. 




Examinons le comportement de l’erreur sur la capacité en fonction de la dégradation 
relative de la norme (Figure 5). Comme précédemment, les calculs sont plus précis que sur 
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Figure 6 : Taux de compression en fonction de la dégradation relative de la norme des blocs agrandis 
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Figure 7 : Taux de compression en fonction de l'erreur relative sur la capacité. 
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Concernant les taux de compression (Figure 6), ils sont cette fois ci plus important que 
ceux obtenue avec P2. Cette méthode est donc plus précise et compresse mieux que P2. 
C'est ce que nous voyons sur la Figure 7, le taux de compression pour une erreur donnée 
est clairement meilleur que celui obtenu avec P2. Ce mode de remplissage est donc plus 
performant que celui avec des zéros. 
3 Temps de calcul 
3.1 Construction du système d’équations compressé 
Nous comparons sur la Figure 8 les temps de construction du système d’équations 
compressé pour les méthodes RZ, RL et P2 associées à l’ondelette de Haar. Nous avons 
porté la méthode RZ sur GPGPU et la comparons avec la méthode P2 sur GPGPU. La 
méthode RL n’a pas été portée car elle est complexe à paralléliser. Nous observons sur les 
temps CPU que la manière de remplir les blocs agrandis artificiellement n’a pas 
d’incidence sur les temps de calcul et malgré le fait que nous ayons une importante 
quantité de blocs (15000-30000) les temps d’intégration sont à peine plus élevés que pour 
P2 (<1% pour 30.000 éléments). Les performances du GPGPU ne sont pas aussi 
intéressante en RZ qu’en P2 : nous notons une accélération d’environ 3 pour 25.000 
éléments et 5 pour 30.000. Nous remarquons une petite « bosse » sur la courbe RZ 
GPGPU, elle est provoquée par un nombre important de blocs qui sont trop petits pour être 
traités sur GPU. La méthode RZ sur GPGPU est entre 2 et 5 fois plus lente que P2 sur 
GPGPU à cause de la grande quantité de blocs. Cette grande quantité de blocs est 
pénalisante car elle occasionne un grand nombre d’appels aux fonctions CUDA et de plus 
pour des travaux qui n’exploitent pas pleinement les capacités de calcul du GPU. 
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Figure 8 : Temps d'intégration et de compression en fonction du nombre d'éléments pour différentes 
méthodes de compression sur architectures CPU et GPGPU. 
3.2 Résolution du système d’équations 
Nous présentons les temps de résolution sur la Figure 9. Les temps CPU de la méthode 
RL sont légèrement meilleurs (8% à 30.000 éléments) que RZ car le taux de compression 
est meilleur, il y a donc moins d’opérations à effectuer lors des calculs des résidus. Les 
temps de la méthode RZ sur GPGPU sont plus élevés que pour le CPU, nous avions déjà 
fait ce constat sur la méthode P2. Ici l’écart est plus important encore du au grand nombre 
de blocs. De manière générale, la résolution pour les méthodes RZ et RL est bien moins 
performante que pour P2, surtout sur GPGPU où elle est de 3 à 6 fois plus lente. 
D.4.  Conclusion 
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Figure 9 : Temps de résolution en fonction du nombre d'éléments pour différentes méthodes de 
compression sur architectures CPU et GPGPU. 
4 Conclusion 
Nous avons couplé la méthode de compression matricielle avec les matrices 
hiérarchiques. Ces dernières partitionnent la matrice d’interaction en blocs très homogènes 
via une analyse de la géométrie du maillage. Cependant ces blocs sont de dimensions 
quelconques, nous les avons alors agrandis à la puissance de deux supérieure. Nous 
comblons le vide dans les blocs tout d’abords avec des zéros, mais celle solution introduit 
une discontinuité qui nuit à la compression, puis en répliquant les dernières valeurs des 
lignes et des colonnes, ainsi le bloc reste homogène. Nous obtenons un meilleur rapport 
entre précision et taux de compression que celui obtenu avec le partitionnement basique en 
puissance de deux. Cependant cette méthode génère un très grand nombre de blocs ce qui 
nuit au parallélisme. De plus le critère de seuillage n’est pas optimal car il ne prend pas en 
compte l’agrandissement artificiel des blocs. 
Pour conclure sur le partitionnement à adopter dans le cadre de la compression 
matricielle par ondelettes, il est plus intéressant d’utiliser le couplage avec les matrices 
hiérarchiques sur CPU car le taux de compression est meilleur pour un coup calculatoire 




légèrement supérieur. Par contre sur architecture GPGPU c’est le partitionnement basique 
en blocs de puissance de deux qu’il est préférable d’utiliser. 
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Calcul hautes performances pour les formulations intégrales en électromagnétisme 
basses fréquences - Intégration, compression matricielle par ondelettes et résolution 
sur architecture GPGPU 
Résumé : Les méthodes intégrales sont des méthodes particulièrement bien adaptées à la 
modélisation des systèmes électromagnétiques car contrairement aux méthodes par 
éléments finis elles ne nécessitent pas le maillage des matériaux inactifs tel que l’air. Ces 
modèles sont donc légers en termes de nombre de degrés de liberté. Cependant ceux sont 
des méthodes à interactions totales qui génèrent des matrices de systèmes d’équations 
pleines. Ces matrices sont longues à calculer en temps processeur et coûteuses à stocker 
dans la mémoire vive de l’ordinateur. Nous réduisons dans ces travaux les temps de calcul 
grâce au parallélisme, c’est-à-dire l’utilisation de plusieurs processeurs, notamment sur 
cartes graphiques (GPGPU). Nous réduisons également le coût du stockage mémoire via 
de la compression matricielle par ondelettes (il s’agit d’un algorithme proche de la 
compression d’images). C’est une compression par pertes, nous avons ainsi développé un 
critère pour contrôler l’erreur introduite par la compression. Les méthodes développées 
sont appliquées sur une formulation électrostatique de calcul de capacités, mais elles sont à 
priori également applicables à d’autres formulations. 
Mots clefs : Calcul hautes performances, méthodes intégrales, compression matricielle par 
ondelettes, architecture GPGPU 
High performance computing for integral formulations in low frequencies 
electromagnetism – Integration, wavelets matrix compression and solving on GPGPU 
architecture 
Abstract : Integral equation methods are widely used in electromagnetism modeling 
because, in opposition to finite element methods, they do not require the meshing of non-
active materials like air. Therefore they lead to formulations with small degrees of 
freedom. However, they also lead to fully dense systems of equations. Computation times 
are expensive and the storage of the matrix is very expensive. This work presents different 
parallel computation strategies in order to speed up the computation time, in particular the 
use of graphical processing units (GPGPU) is focused. The next point is to reduce the 
memory requirements thanks to wavelets compression (it is an algorithm similar to image 
compression). The compression technique introduces errors, therefore a control criterion is 
proposed. The methodology is applied to an electrostatic formulation but it is general and it 
could also be used with others integral formulations. 
Keywords : High performance computing, integral methods, wavelets matrix compression, 
GPGPU architecture 
