Abstract: Historical forest management practices in the southwestern US have left forests prone to high-severity, stand-replacement fires. Reducing the cost of forest-fire management and reintroducing fire to the landscape without negative impact depends on detailed knowledge of stand composition, in particular, above-ground biomass (AGB). Lidar-based modeling techniques provide opportunities to increase ability of managers to monitor AGB and other forest metrics at reduced cost. We developed a regional lidar-based statistical model to estimate AGB for Ponderosa pine and mixed conifer forest systems of the southwestern USA, using previously collected field data. Model selection was performed using Bayesian model averaging (BMA) to reduce researcher bias, fully explore the model space, and avoid overfitting. The selected model includes measures of canopy height, canopy density, and height distribution. The model selected with BMA explains 71% of the variability in field-estimates of AGB, and the RMSE of the two independent validation data sets are 23.25 and 32.82 Mg/ha. The regional model is structured in accordance with previously described local models, and performs equivalently to these smaller scale models. We have demonstrated the effectiveness of lidar for developing cost-effective, robust regional AGB models for monitoring and planning adaptively at the landscape scale.
Introduction

Background
Costs and damages from large, high-severity wildfires have been steadily escalating, particularly in the forests of the western United States [1, 2] . In Ponderosa pine (Pinus ponderosa) and mixed conifer forests of the southwest USA, a legacy of fire suppression, historical logging practices, and grazing has increased fire risk [3, 4] . These activities altered the natural fire cycle due to the increased stand density, accumulation of surface and ladder fuel loads, and regrowth of fire-intolerant trees [5] [6] [7] . As a result, forests in the southwestern USA that were once characterized by frequent, low-intensity Elevation of the study sites ranges from 1700 to 3100 m above sea level. Annual precipitation is bimodal: most falls as snow between November and March, with a smaller amount of precipitation from monsoonal rains and thunderstorms during July and August [59] . Forest composition is strongly influenced by elevational gradients. The colder and wetter conditions of higher elevation areas support dense stands of spruce trees (Engelmann's spruce, Picea engelmannii and blue spruce, Picea pungens) and mixed fir stands (corkbark fir, Abies lasiocarpa var. arizonica; white fir, Abies concolor; and subalpine fir, Abies lasiocarpa) [60] . A narrow Douglas-fir (Pseudotsuga menziesii) belt occurs below the spruce and mixed fir stands. These are followed by Ponderosa pine (Pinus ponderosa) stands, located at moderate elevations [60] [61] [62] . The forest matrix includes patches of aspen stands, meadows, and forest openings generated by disturbances such as fire, wind throw, and timber harvesting [60] . Twoneedle pinyon (Pinus edulis), Utah juniper (Juniperus osteosperma), Gambel oak (Quercus gambelii), New Mexico locust (Robinia neomexicana), and rabbitbrush (Chrysothamnus viscidiflorus) are commonly interspersed throughout [59, 62, 63] . Pinyon-juniper woodlands occur below the Ponderosa pine belt. These woodlands regions are dominated by tree species with multi-stem growth form and smaller maximum heights than the higher elevation species [64] . Due to their different growth form, we masked large areas dominated by these woodland growth forms from the study. However, there are still some small pinyon-juniper patches interspersed throughout the study region.
Data
We use information from seven different field data collection efforts and four lidar aquisitions covering the three study sites. Field data were collected between 2013 and 2015 (Table 1) and lidar was flown between 2012 to 2014 ( Table 2 ). All lidar and field acquisitions were during leaf-on periods.
The coincident field and lidar data collection efforts were completed within 1-2 years of each other. In all study regions, with the exception of the Coconino N.F. and the Tonto N.F., field plots were located using a stratified random design based on lidar derivatives. The lidar data sets were typically acquired in the summer and delivered in the winter. The sample design was completed in the spring and the field sampling commenced after snowmelt. Areas of obvious change due to fires were not included in the sampling. Due to contracting issues, the Southwest Jemez Mountain field collection efforts was delayed one year. Given the relatively slow growth rate of Southwest forest communities, conditions were unlikely to change much in the time period.
Lidar data can be aggregated in a plethora of ways to represent forest attributes. Researchers have identified three categories that perform well and have clear biological interpretation with direct analogs to ecologically significant variables [45, 65, 66] . Variables representing the canopy height distribution, the variability or shape of canopy height distribution, and canopy cover or density are analogous to variables used in aerial stand volume tables that are used in forest inventory [46] . We represent the canopy height distribution with quantile height metrics. These provide information on the density of the canopy biomass at different heights by measuring the different levels of laser penetration into the forest canopy [66, 67] . We included quadratic heights to maintain consistency with the study by Sherrill and colleagues [18, 37] . L-moments and central moments provide information on the heterogeneity of forest composition within the plot by representing the location, variability, and shape (skewness and kurtosis) of the canopy height distribution. L-moments provide a more robust set of statistics and are comparable to central moment variance, skewness, and kurtosis but less subject to bias in small samples and are more robust to outliers [68] . Similar to Kim and colleagues [38] we estimate plot-level volume by assessing the interaction of canopy density and height quartiles.
The relationship between stand characteristics and lidar metrics vary between tree species, especially those with different crown shapes [44, 69, 70] . Therefore, we tested a combination of information from optical remote sensing and lidar to represent potential differences in plots with deciduous trees. We explored the predictive power of three ancillary data sets that represent present and potential forest composition, including topographic information, an indicator of phenology, and ecological response units. Topography is an important determinant of forest compositional structure. Phenologic differences can differentiate deciduous from evergreen communities. We estimated the magnitude of seasonal variation of greenness (NDVI) from a Landsat time-series analysis. Ecological response units indicate a combination of potential and current community composition [64] . Field information was collected at over 3000 plots in seven different data collection efforts across the three study regions between 2013 and 2015 ( Figure 2 and Table 1 ). We did not have access to a complete probabilistic sample that covers the full extent of Ponderosa pine and mixed conifer forests in southwest US, but the combination of these seven collection efforts provide information across a broad range of forest conditions. Five of the seven efforts were completed in the 4FRI. The first effort was implemented on the western half of the Apache-Sitgreaves N.F; the second stage in the eastern portion. Data from the second stage of the 4FRI data collection effort were completely withheld from the model development process and used for validation of the regional model. In this section we outline similarities and differences in sample design, protocols determining plot size, and field data collection efforts.
Sample design varied by project (Table 1) . Generally, the strategy was to capture the full range of variation in forest structure recorded by the lidar sensor. Plots were located using a stratified random sampling scheme based on lidar-derived canopy structure information for all but two of the field inventory projects (Tonto and Coconino N.F., Table 1 ) [71, 72] . Plots were located in areas where the (maximum) canopy cover reached at least 3 meters in height. Plots in the Tonto and Coconino N.F. were systematically located in stands that lack a current inventory. Minimum sample size per stand was 3 plots, but sample size and spacing between plots varied depending on stand area [73] . Plots for two projects were located based on accessibility. Plots within the Kaibab Plateau were within 250 m of level 2 forest service roads, the Santa Fe plots were within 300 m.
Field protocols that determined plot size varied between projects ( Table 1 ). The plots within the seven field data collection efforts were distributed as follows: 0.4% 0.008 ha plots, 9.7% 0.01 ha plots, 33.9% 0.02 ha plots, 9.9% 0.03 ha plots, 42.7% 0.04 ha plots, and 3.4% 0.08 ha plots. Plot radius was determined by tree density in all data collection efforts, except on the Kaibab Plateau. The plot size in the Kaibab project was 0.04 ha. The default plot size in the other projects was also 0.04 ha, but was increased or decreased depending on tree density. In the Tonto and Coconino N.F. plot size was decreased in dense stands; in the Southwest Jemez Mountain and three Apache-Sitgreaves N.F. the plot size was increased in low density stands. Overall, 43% of all the plots were 0.04 ha in size; 3.4% were larger; and 54% were smaller.
In stands with high tree density in the Coconino and Tonto N.F. the contractor was allowed to select a plot size such that at least 8 trees (DBH greater than 12.7 cm) were present per plot, on average throughout the stand. Sixty-four percent of the plots in these two data collection efforts met these dense stand conditions and were reduced in size to between 0.03 to 0.008 ha. Twenty percent of the plots in the Coconino N.F. were reduced to 0.03 ha; 40% of the Tonto and 40% of the Coconino N.F. plots were reduced to 0.02 ha; and 10% of the Coconino N.F. and 16% of the Tonto N.F. plots were reduced to 0.01 ha or smaller. One stand in the Tonto N.F. had a tree density that resulted in 13 plots with a size of 0.008 ha. In the Southwest Jemez Mountain and three Apache-Sitgreaves N.F. data collection efforts, plot size was doubled from 0.04 ha to 0.08 if there were fewer than 8 trees (DBH greater than 12.7 cm) in the plot. The majority of the 0.08 ha plots are in the Apache-Sitgreaves stage 2 and 3 data collection efforts and were located within the perimeters of the Rodeo-Chediski and Wallow fires respectively.
Information was recorded on all trees with a dbh greater than 12.7 cm in six of the projects and a dbh greater than 20.3 cm for the Kaibab study region. Species and dbh were recorded for each live and standing dead tree that met the minimum dbh threshold for each project. Plot location was measured with a Trimble GeoXH6000 with GPS + GLONASS or a Trimble GeoXH with GPS using accuracy based logging settings. Plot center coordinates were recorded with a minimum of 200 positions in the Coconino and Tonto N.F.; and for a minimum of 10 minutes at the other sites. Differential correction was applied using Pathfinder Office. 
Lidar
Four lidar data sets were acquired in our study area between 2012 and 2014 during leaf-on canopy conditions (June to September) ( Figure 2 ). Each acquisition was surveyed with a Leica ALS series sensor with an opposing flight line side-lap greater than or equal to 50% (greater than or equal to 100% overlap) and an average native pulse density greater than or equal to 8 pulses per square meter over terrain. While some variability in pulse density does occur across the acquisitions, all densities are within roughly one standard deviation of each other, with variability of pulse density between study regions equivalent to variation within each region, and thus should not produce significantly different return profiles. The targeted vertical accuracy (RMSE) for each acquisition was less than or equal to 15 cm. The field of view for each survey was generally between 26 • and 28 • , except for the 2000 m altitude survey in the North Kaibab which was only 20 • . The complete lidar acquisition specifications for each site in this analysis are summarized in Table 2 .
Canopy structure metrics were calculated from the raw lidar point cloud using FUSION software [74] . At each plot, we generated canopy height distributions and density metrics from the lidar point cloud using the relative height measure at each return. Relative height is the difference in terrain surface height (from the digital terrain model provided by the vendor) and the Z coordinate of each point. Canopy returns were points with a relative height above 3 m; in these forests anything lower is typically ground, stones, and low-lying vegetation [37, 38] . Fractional canopy cover and density metrics were calculated using this static cover threshold and the dynamic thresholds of mean and mode values. We included a product of height quantiles and canopy density, which we refer to as canopy volume [18, 37] .
Metrics with a correlation in excess of 0.94 with other lidar variables were removed to reduce problems associated with highly collinear predictor variables, particularly ambiguous interpretation issues [52, 75] . Most highly correlated variables existed as pairs with almost perfect correlation. The variable in each pair that had the higher correlation with the field AGB estimate was kept for analysis, the other was removed. The lidar metrics are listed in Table 3 (excluded metrics are located  in Table S1 ). Elevation, slope, and aspect at each plot were determined from the Shuttle Radar Topography Mission (SRTM) digital elevation data with a resolution of 1 arc-second [76] . The topographic derivatives were calculated and sampled at each plot center in the Google Earth Engine platform [77] .
Phenology
Phenology was represented by the amplitude of the seasonal difference in the normalized difference vegetation index (NDVI). We measured amplitude using a harmonic regression time-series analysis on Landsat images recorded between 2012 to 2015. Multiple linear regression is performed on NDVI observations, assuming that there is a sine curve (a harmonic, or Fourier transform) with a frequency of one cycle per year that describes the annual variation in NDVI, Equation (1) [78] . The β's are the coefficients, f is the frequency, and t is time. Finally, to more easily interpret the cosine and sine coefficients (β cos and β sin ) we convert these to amplitude, (β A ), and phase, (β φ ), (Equations (2) and (3)) [78] . These calculations and sampling were performed in the Google Earth Engine platform [77] .
Ecological Response Unit
Ecological Response Units are a system of mapped ecosystem types [64] . They were created using a combination of information on plant associations and structure characteristics that would occur under natural disturbance regimes and biological processes. For the analysis similar ecological response units were grouped into broader categories: herbaceous and grasslands (montane and subalpine grasslands, and Colorado Plateau and Great Basin grasslands), alder and willow (Arizona alder/willow and willow/thinleaf alder units), mixed conifer (frequent fire mixed conifer and mixed conifer with aspen units), and Ponderosa pine (Ponderosa pine, Ponderosa pine with willow, and Ponderosa pine with evergreen oak units).
Field AGB Estimates
AGB (stem, branch, and foliage biomass) and volume were calculated for each tree (live or standing dead) using the recorded DBH values, species-specific allometric equations, and wood densities [79] . AGB per plot was computed by summing the estimates for all trees within the plot. Analysis was performed using the Central Rockies variant of the Forest Vegetation Simulator (FVS) [79, 80] . To take into account the sample design of the field data collection efforts, all sample-based summary statistics were calculated using functions within the survey package in R [81, 82] .
Estimating AGB with Lidar Metrics and Ancillary Data
Parametric linear multiple regression models have been successfully used to estimate AGB using some combination of metrics representing (1) the canopy height distribution (location, scale, and shape), (2) the density of the canopy, and (3) the interaction between height and density of the canopy metrics (Table 3) [42, 46, 65] . A visual inspection of linear fits between AGB and the height and canopy density metrics and a box cox analysis suggested a log transform of the response variable, AGB, similar to relationships identified in other studies (e.g., [46] ). Therefore, we tested models built with a log transform of AGB and one with no transform. We also tested ecologically important environmental variables, including ecological response units, topography (elevation, slope, and aspect), and the amplitude of seasonal differences in the normalized difference vegetation index. We did not assess non-parametric model functions, such as regression trees, because our response variable and covariates did exhibit strong linear relationships.
Variable Selection with Bayesian Model Averaging and Stepwise Regression
Various methods are available to select a parsimonious set of metrics to use as predictors. One possible approach is to engage in dimensional reduction of the data, such as a principle component analysis and canonical correlation analysis [37, 44, 65] . However, the resultant factors can be difficult or impossible to meaningfully interpret. Stepwise regression is another commonly used approach to select covariates from a large pool of metrics (e.g., [18, 38, 44, 45] ), however this approach can result in overfit models and is sensitive to multicolinearity issues [83, 84] .
An alternative approach has emerged that avoids choosing a single model and instead generates a distribution of possible models that represents the inherent uncertainty that arises when many possible predictors (with possibly conflicting interpretations) exist [51] . This process is referred to as Bayesian Model Averaging (BMA), and it allows for a large pool of possible models to be enumerated and evaluated for how well they fit the data and for the uncertainty of model fit and parameter values to be clearly represented [85] . This approach reduces the possibility of researcher bias in variable selection than typical step-wise regression approaches [51] . Interestingly, the use of non-specific inference-that is, no single model is used to generate predictions, rather a large suite of possible models are used to produce an average prediction-often outperforms the use of any single model [52] .
Enumeration and evaluation of large numbers of models can be problematic; however, for normal multiple linear regression, well-behaved, closed form solutions that allow for direct model comparison exist [85] . For managers, use of Bayesian model averaging for prediction may be problematic, because the Bayesian model averaging object used to generate the model is not intuitive. It also needs be reproduced by a user for prediction on new data sets, as compared to the utility and ease of use of a single-model specification. Therefore, we present a final, single model from the ensemble generated by BMA. In order to provide information on how BMA methods compare to other established model selection methods, we examined the classic stepwise approach to model specification. We used bidirectional stepwise elimination. Both the BMA and stepwise model selection methods assessed multiple linear regression models fit using ordinary least squares.
Four model selection processes were assessed: (1) the multiple linear model selected from the stepwise regression process, (2) the Bayesian model average object, (3) highest probability multiple linear model from the BMA, and 4) the median probability multiple linear model from the BMA. The highest probability model is the single model with the highest probability of occurrence. The median model includes the set of lidar and biophysical variables that occurred in the population of models more than 50% of the time (posterior probability was greater than or equal to 0.5). We generated predictions using the BMA object using the top 10,000 models ('top' meaning highest posterior probability). While it is possible to use the full population of models to generate predictions, enumerating the full ensemble of models (2 number of covariates ) is computationally impractical, and most models have very low probability of occurring. These four model selections processes were completed on both the non-transformed and log-linear transformation of AGB. In total we report on performance of eight models.
BMA Specifications
Bayesian model averaging was implemented with the Bayesian Adaptive Sampling (BAS) package [86] for use in R. BAS allows for more rapid exploration of model space than typical Markov Chain Monte Carlo methods, flexible model and prior specification, includes good diagnostic and predictive tools, and is well documented and under active development. We used a version of BAS that combines Markov chain Monte Carlo (MCMC) with the BAS algorithm, as MCMC approaches tend to be more tolerant of strong correlation between predictors (some of the remaining covariates were under the threshold, but are still correlated). Data were randomly subset for the purposes of model development, with 25% of the data reserved for validation of the model fits. As the focus of this work is on deriving models useful for landscape-level management of forests at risk for destructive fires, we are primarily interested in sites with medium to high AGB. Sites with zero AGB were removed from the data before models were fit to the data.
A key component of Bayesian statistical approaches is specifying the prior distribution. The prior distribution provides a way of using known information to adjust how we view new data. If we have strong beliefs about the world, we are more critical of new data; conversely if we have a lot of uncertainty about the world, new data are largely left to speak for themselves. Two prior distributions need to be assigned before fitting of a model can be conducted using BAS: the prior that describes beliefs about model sizes, and the prior that describes beliefs about how likely it is that the coefficients of the model will be non-zero. While the initial pool of variables is quite large, many are correlated and may in effect be duplicates, so a large model is not necessary or likely to occur. Thus a truncated Poisson model with a mean of 10 covariates and a cut-off of 30 covariates was used; the cutoff sets the probability of larger models to zero. For the coefficients, the majority are likely to be zero, but some are expected to be highly significant. Zellner's g is often used to specify the prior for model coefficients, as it flexibly allows for a varying degree of belief about the coefficients to be included: a large g suggests little prior knowledge (and causes the coefficients to closely approximate their ordinary least squares counterparts), and a small g suggests strong skepticism that the coefficient will be non-zero [87] . We used a hyper-g, a Beta prior on the shrinkage factor of the form in Equation (4), where a is a parameter in the range 2 < a ≤ 4 [88] . The benefit of a hyper-g is that we specify a moderately informative prior, splitting the difference between g approaching infinity and 0; but limit the risk of unintended consequences on the posterior results by allowing Bayesian updating of g to be used to adjust outcomes [89] . We set a to 3.
Model Evaluation and Assessment of Lidar AGB Estimates
Model performance was assessed in multiple stages using three subsets of the data. Five of the seven field data sets were used for model development and the remaining two were used as an independent validation to assess transferability of the developed model to new lidar acquisitions. The model development data set was split into a model calibration and validation set with approximately 75% used for calibration and 25% for validation. The model development data sets (calibration and validation) were used to complete the variable selection and trim multicolinear predictors from the model. The model development validation and transferability validation data were used to assess performance of the final trimmed model overall, by project site, and also by each plot size category. We assess the performance of the selected model when applied to new lidar acquisition using data completely independent of the model development phase-one lidar acquisition with two coincident field data collection efforts, which we refer to as the transfer validation data.
Comparison of Product from Four Model Selection Procedures
Model performance of the eight models was assessed based on three criteria: (1) minimized model error and bias, (2) minimized multicolinearity and maximized reliability of estimates of each predictor, and (3) parsimony, the model with the fewest number of terms and predictors. We used these data subset to assess model performance in two stages. The first was completed within the model selection process by BMA and stepwise regression, this was implemented on the model calibration data set. To evaluate the performance of each of the six selected multiple linear regression models we report the coefficient of determination estimates (R 2 and adjusted R 2 ) calculated from the model calibration data. The second assessment phase was completed with the model validation data set (the 25% withheld from the five model development field data collection efforts). The root mean square error (RMSE), percent root mean square error, bias, and mean bias are reported using this data subset for all eight models. We visually assess normality, constant variance, and independence of residuals by inspecting marginal plots. Issues with multicolinearity and reliability of predictor estimates were assessed using percent relative standard error (PRSE) and variance inflation factors. We present generalized collinearity factors of coefficients since we have interaction terms [90] .
Model Refinement to Reduce Variance Inflation and Increase Reliability of Model Coefficients
Variance inflation factors greater than 5 suggest issues with multicolinearity [91] , although Graham [83] cautions that values as low as two can have serious impacts on models. PRSE values of greater than 20% are considered unreliable in ecological studies [92] . We used these thresholds to trim our selected model structure. We maintained the raw terms of significant interaction predictors even if these metrics indicate they are not significant [93] . Terms are the covariate variables; model predictors include terms and combinations of terms (e.g., a second degree polynomial includes two predictors and one term-or three predictors when considering the constant).
Model Performance by Project and Plot Size
We report model bias and error metrics for the trimmed model overall, and we also include a summary of these metrics for each observed field data project and for each plot size category. Model bias can exist as fixed or proportional bias. Root mean square error and bias provide information on fixed bias-when values are higher (or lower) across the whole range of measurement. Proportional bias occurs when estimates diverge progressively along the range of values. We tested for proportional bias of the final trimmed model by fitting a linear model between field and lidar based AGB estimates using ordinary least squares and major axis regression [94] . Ordinary least squares regression of observed vs. predicted values is a popular method used in other studies; therefore we include it so that our results can be compared to these studies. However, since errors exist in both the lidar (predictors) and field based estimates (observed) ordinary least squares assumptions are not met, and therefore, it is ill-suited to assess proportional bias in this situation. Field-based estimates of AGB include uncertainty due to natural variability, measurement error, allometric model error and model selection choices [91, 95] . Therefore, we also present results from major axis regression, which fits errors or natural variability on both variables symmetrically [96] [97] [98] . It is impossible to know if error is indeed symmetric between the two, but this approach strikes us as a more realistic assessment tool. Major axis regression was implemented using the Model II Regression package, lmodel2, from the R CRAN repository [99] .
Results
Summary Statistics of Field Data Estimates
The average AGB of the model calibration sample was 122.3 (±1.8) Mg per hectare; the model validation sample average was 114.6 (±2.9) Mg per hectare. The composition of the model calibration sample was 72.8% Ponderosa pine forest, 25.5% mixed conifer, 0.5% spruce-fir forest, 0.5% pinyon-juniper woodland, 0.4% herbaceous-grassland, and 0.3% deciduous (narrowleaf cottonwood and shrub, alder, and willow). The transferability validation sample-stage 2 and stage 3 Apache-Sitgreaves N.F. data collection efforts-had average AGB of 71.1 (±5.5) and 89.5 (±5.7), respectively. Table 4 includes average AGB values for each data collection effort, including sample and population estimates (statistic is adjusted based on the sample weights). For most projects, the average AGB of the field plot samples at each project site is higher than the population average for the entire site. This reflects our sample strategy aim to represent the full range of forest conditions. A population estimate for the selected Coconino and Tonto N.F. stands and the full model development data set is not appropriate, because the spatial extent of the combined projects is not a meaningful ecological or political unit. Only a selection of stands were sampled in the Coconino and Tonto N.F.; similarly only a selection of Ponderosa pine and mixed conifer forests of the southwest US were sampled. 
Assessing Results of Alternative Variable Selection Procedures
We analyzed eight models: the model selected through stepwise regression, the median probability and highest probability models from the BMA object and the BMA for two versions of the response variable-raw AGB and log-transformed AGB (Table 5) . For each BMA model population, the median probability (the model composed of parameters with at least a 50% chance of being included in any model) and the highest probability model (the single model with the highest probability of occurring in the population of models) were the same. For brevity we refer to both of these models as the median probability model throughout the remainder of the document.
The stepwise variable selection process returned the largest (least parsimonious) models. The log-transformed AGB model specified from the stepwise selection process included 16 terms and 20 predictors. The ERU consists of 5 binary factors, one of which is represented within the intercept value. The stepwise model from the linear AGB included 11 terms and 17 predictors. The increase in terms and predictors did not substantially improve model performance as indicated by the similar adjusted coefficient of determination values. The log-transformed stepwise model had an adjusted coefficient of determination of 0.70; the adjusted R 2 value for the log-transformed median probability model was 0.69. The models without a transformed response variable, AGB, explained more of the variation in field-estimated AGB values. The adjusted R 2 values were 0.71 and 0.72 for the stepwise and BMA selected models respectively.
We selected the median probability (which is also the highest probability) model from the BMA object built with the non-transformed AGB value as the response variable. This model performs similar to the stepwise model but with far fewer terms and predictors. The root mean square error of the non-transformed AGB BMA ensemble was nearly identical to that of the median probability model with a difference less than 1 Mg per hectare. The median probability model explained 72% of the variation in the field based AGB estimates, had an RMSE percent value of 35.8, and negligible percent bias of −0.019. The results and figures reported in the subsequent sections are from this model structure. Table 5 . Model summary statistics of the estimates of the multiple linear models resulting from four model selection procedures-stepwise regression, median probability model (MPM) identified from Bayesian model averaging (BMA), the highest probability model (HPM) identified from BMA, and from the BMA ensemble object-each fit to a response variable, AGB, with no transform and with a log transform. R 2 and adjusted R 2 were calculated on the model calibration data. Root mean square error (RMSE), percent RMSE, bias and percent bias were all calculated on the validation data (the records withheld from model construction, not the transfer validation data set).
Model
Height 
Median Probability AGB Model Structure
The median probability raw AGB multiple regression model includes five terms and eight predictors-nine including the intercept (Tables 5 and 6 ). The identified significant predictors include the second order polynomial of the 60th height percentile, an indicator of the canopy height variation (the median of absolute deviation from the overall median), a canopy density measure (all canopy returns divided by total number of first returns), and a lower and mid height canopy volume proxy (the product of the canopy density with the 30th and 60th percentile heights). The raw terms that make up the interactions are also included in the model; these include the 30th and 60th percentile heights, and canopy density. Only the lidar derivatives were selected to estimate AGB; no information on topography, phenology, or ecological response units was included in the model.
The variance inflation factor of the 30th height percentile and the two canopy volume proxies exceeded 5. The high PRSE metric of these predictors also suggests there are issues with these estimates that need to be remedied. Therefore we removed the canopy density normalized by first returns (Cov >3 :1st) and the volume term with the 60th percentile height. The trimmed model included one less term, two fewer predictors, and explained 71% of the variation in field AGB estimates (both R 2 and adjusted R 2 were 0.71). Table 6 includes the model specifications of the full and trimmed models. For both models, at least one predictor of all terms was significant at p < 0.001. The 60th percentile was not significant in the trimmed model. However, it was kept in the model because it is a term in the polynomial predictor, which is significant [93] . The raw and interaction terms had PRSE and generalized variance inflation factor values that exceeded the recommended thresholds, but colinearity of predictors created from the same terms is expected. An examination of the marginal model plots shows that the quadratic height term, QP60, improves model fit by pulling the estimates of plots with high and low biomass values closer to those observed in the field; without the quadratic term they are under-and over-predicted, respectively. All subsequent analysis was conducted using this trimmed model (Table 6 ). Table 6 . Full and trimmed (non-transformed) AGB median probability model specifications. GVIF is the generalized variance inflation factor. The significance of the relationship between each predictor and the response is indicated as follows: * is less than 0.05, ** is less than 0.01, and *** less than 0.001; others are less than 1. 
Full
Trimmed Median Probability Model Performance, Overall and by Field Data Collection Site
The overall percent root mean squared error between the field observed AGB and the AGB estimate from the trimmed model was 35.93% for the model validation sample. It was slightly lower for the two transfer validation data sets: 31.18% and 32.83% for the phase 2 and phase 3 projects within Apache-Sitgreaves N.F. Three of the five samples with AGB field-estimates above 400 Mg per hectare had percent RMSE values above 41% ( Figure 3 , Table 7 ). These included the Kaibab Plateau calibration sample, and both the calibration and validation sample from the Tonto N.F. projects. Upon visual inspection of the lidar point cloud and field survey photographs, we found the Kaibab Plateau calibration data set had a plot with obvious edge effect error caused by a tree with large biomass at the edge of the plot border. This partially explains the large RMSE value for this sample.
Overall model bias was negligible for the model calibration and validation data sets, with values of −1 × 10 −15 and −0.02 respectively. (Table 7) . For most project samples the percent bias values ranged between −5 and 5% between project samples. The exceptions were the 1) Southwest Jemez Mountain data collection validation at −16.36% and calibration data at −19.25%, the phase 3 Apache-Sitgreaves collection at −12.22%, and the Tonto N.F. validation data set at −5.15%. However, the 95% confidence intervals of the ordinary least squares trend line between the field and lidar based estimates includes the 1:1 line across the range of values at each of the seven sites, indicating the bias is not significantly different than zero ( Figure 3 ). The 95% confidence interval on the trend line for the Southwest Jemez Mountain project does, however, not fully enclose the 1:1 line (Figure 3f ). Further, the Southwest Jemez Mountain data collection effort has the largest negative bias. This project has moderate AGB values; none of the plots have a field-estimated AGB over 400 Mg/ha. 
Influence of Inconsistent Plot Size
In this section we assess how AGB estimation performance varies with regard to the different plot size protocols used in the seven data collection efforts. In the Coconino N.F. and Tonto N.F. when the plots were located in stands with high tree density the plot size was reduced, proportional to tree density. Conversely, in the three Apache-Sitgreaves N.F. and Southwest Jemez Mountain data collection efforts plots with low tree density were doubled in size to 0.08 ha. A majority of the smallest plots are composed of a high density of small stature trees, whereas forest structure in the largest plots (0.08 ha) was defined by larger, thinly-dispersed trees. An examination of the AGB distributions by plot size confirms that the smallest and the largest plot sizes-the 0.008 ha and 0.08 ha plots, respectively-both have relatively low AGB values (Figures 4a and 5a,f) .
The error rates are not consistent across all plot sizes (Figures 4b and 5) . The residuals, the difference between the field-based estimates and the lidar-estimated AGB values, are centered around zero for the four plot sizes ranging from 0.04 to 0.01 ha. However, the smallest and largest plot sizes have residuals that are not equal to zero (paired t-test p-value = 0.04 and <1 × 10 −5 ) (Figure 4b) . The RMSE value of the smallest plots is 20.12 and the bias is 29.56 Mg per hectare (Figure 5a ). These 0.008 ha plots are all located in one stand that had a high density of small DBH trees in the Tonto N.F.; these plots have lidar-based AGB estimates higher than those estimated from the field (average difference of 31.19 Mg/ha). The inverse is true for the large, sparsely populated stands (0.08 ha plots) where lidar-based estimates are on average 11.57 Mg/ha less than field-estimates and a bias of −13.71 Mg/ha. The RMSE value of these plots is relatively small at 2.95 Mg/ha. . Scatter plot and major axis regression trend line of field-measured AGB versus predicted values from the raw AGB trimmed median probability linear regression model (Table 6 ). Plots include data from: (A) all model calibration data, (B) all validation data from the model construction data set. Red dashed line is linear fit from the major axis regression of field-measured AGB versus predicted values on the independent validation data subset. Grey lines are 95% confidence intervals from 1000 permutations. Black line is 1:1.
Discussion
As expected, using the ensemble of models from BMA performed well for estimation of AGB. However, broadly adopting the BMA approach for prediction may not be appropriate, given the added complexity and computational cost, particularly when scaling the estimation up to the raster level. A single multiple regression equation is more practical for technicians to implement, only requires access to a GIS with raster processing capacity, and produces results similar to the more complicated method. Further, models with clear biological interpretations and that can be related to ecological theory are typically preferred and are easier check for obvious disconnects with ground conditions. The BMA approach can be used to select a single multiple regression equation, by identifying the median or highest probability model. Even when selecting a single model, the BMA approach considers far more of the possible model space and reduces the possibility of researcher bias in variable selection than typical step-wise regression approaches [51] .
We have demonstrated the BMA median and highest probability models are robust and perform well in this application. The highest and median probability models identified by the BMA process produced a parsimonious, interpretable model that explained 72 percent of the variation in the field-based AGB estimates of the sample of plots. Close agreement in magnitude between RMSE from the data used to build the model and the cross validation data, as well as consistent performance across the regions involved in the study suggest that the model is not over fit and is suitable for generalization in Ponderosa pine and mixed conifer forests in the southwestern US. The terms and predictors arrived at via our approach can be reasonably interpreted to have direct analogs to ecologically significant variables. Lidar height, density, and distribution metrics correspond to variables used in forest inventory aerial stand volume tables.
Our final, trimmed model contains variables that relate strongly to the vertical and horizontal extent and central tendency of the canopy, as well as its density and volume. Both the relationship of stem diameter to biomass and stem height to biomass have been well-studied in the biomass and allometric estimation literature, and scaling relationships are well supported by empirical work [91] . Lidar cannot directly measure stem diameter in most forest types, but canopy extent does relate to stem diameter; crown radius and crown area can both be related to stem diameter via simple power laws of the form Y = Y 0 M b , where Y is a biological variable of interest (crown area), Y 0 is a normalization constant, M is a measured biological variable (stem diameter), and b is the scaling exponent [101] . The set of lidar metrics selected in our final model describes the location of the thickest part of the canopy, and biomass estimation theory indicates this should be strongly correlated to biomass of the site. Similarily, the median of absolute deviations from the overall median (MAD_median) describes the vertical variability of the canopy and may help the model to account for the complex of intermediate tree crown in the over-story and suppressed trees in the understory [46] . This combined with the height metrics represents the vertical distribution and extent of canopy.
Model Bias
Our model exhibited a pattern where plots with large AGB field-estimates were under-predicted by the lidar model. We observe this pattern in scatter plots of observed field vs lidar predictions of other studies (e.g., [38, 46, [102] [103] [104] ). This disagreement can be partially explained by known errors associated with plot sizes, discrepancies between a minimum DBH requirement in the field and lidar sensors that return pulses from vegetation regardless of DBH thresholds, error structure of the field-based estimates, and model structure. Sheridan and colleagues [103] remedied the issue by using a square root transform of the response; this transformation exacerbated our model bias. Estimates of AGB from field data include measurement error, allometric model error, and error from the choice of allometric model [91] . The magnitude of these measurement errors increases with biomass [105] . Our log-transformed model performed similar to our natural AGB model, however the performance of these models might shift if we had more information about the error structure of the high biomass -s. An examination of the marginal plots of the high biomass sites that were well-predicted (300-400 Mg/ha) and those that were under-predicted (>400 Mg/ha) indicate negligible differences in lidar metric characteristics between the two groups.
Model errors decrease with increasing plot size [23, 65, 106] . The relationship is non-linear and asymptotic, and the influence levels off at a plot size of around 0.2 ha (well above our maximium plot) [23, 65] . This is partially explained by the discrepancy between the amount of AGB estimated from field measurement vs. lidar returns due to edge effects. Lidar sensors record information from trees with stems outside the plot boundary but with crowns that extend into the plot; conversely, AGB from a tree near the inside edge of a plot may be less than the amount represented by the portion of the canopy recorded by the lidar sensor. A larger plot radius has a smaller perimeter-to-area ratio, mitigating discrepancies between field and laser measurement protocols at plot edges [65, 106] . Co-registration errors are reduced in larger plots due to the higher degree of spatial overlap [65] . Gobakken and Naesset [106] reported that plots larger than 0.03 ha were generally unaffected by positional errors of 5 m or less; however 0.02 ha plots exhibited substantial biases in the estimation of height, basal area, and volume due to slight positional mis-registrations. Small plots have substantial variation around canopy height quantiles which increases disagreement between lidar predictions and field-based estimates.
Forty-four percent of the plots in our study are 0.02 ha or smaller, increasing the positional errors as well as the possibility that the lidar and plot data do not represent the same conditions. The increased positional errors and edge effects for locations with large trees (with larger canopies that extend into the study area) that are captured in one dataset but not the other likely contribute to poor model performance in the upper ranges of AGB. Plot size was linked to stem density in the sample design, so a large proportion of the sites with high biomass values were recorded on small plots. All but three of our plots with AGB values in excess of 400 Mg/ha were recorded on plots 0.02 ha or smaller; these same plots tend to have field AGB estimates far in excess-on average 142.33 Mg/ha-of the lidar based estimates. Additionally, there are errors associated with extrapolation of the field-based AGB estimates for large stature trees. The allometric equations used to convert field dbh measurements to biomass estimations were developed on a sample of trees that had a max dbh of 25; just under 2% of the trees in our sample had a larger dbh.
We have identified biases in our model that have implications for determining when estimates will be accurate enough for different management applications. The model under predicts AGB in areas with high field AGB estimates (>400 Mg/ha). This has real consequences to management in terms of carbon accounting and perhaps in the identification of fuel loads. For example, the model will likely yield a lower, conservative estimate of total carbon at the landscape scale. However, as areas with very high AGB make up a small proportion of these forested landscapes, we consider these estimates to still be relevant and the model useful for application at broad scales. We also have some reason to question the sensitivity of the model to discern differences in structure of low AGB plots with a high density of small trees vs. a low density of mature trees. This warrants further investigation to determine the suitability of the model in prioritizing where to apply some restoration treatments, such as stand thinning. To refine the model, we suggest an intensified collection of data in areas with AGB in excess of 400 Mg/ha and across a range of low AGB conditions. Finally, data collection efforts that cover the full extent of Ponderosa pine and mixed conifer forests are required to get more precise model error estimates; Johnson and colleagues [102] describe limitations to the application of models developed with data sampled from a narrow definition of forests to regions with tree cover that are not within that definition. Understanding these implications is especially important to determining whether lidar-based models perform well at the interface of public forest and communities, where the costs of fire and fire suppression are the greatest.
By combining data from projects with different plot size protocols, we are in an interesting position to examine the potential unintended consequences of cost savings efforts-determining plot size based on stem density-on lidar-based monitoring products. While allowing contractors to collect information on smaller plots in high density stands reduces time and costs of field data collection, our findings suggest that these savings have practical implications on the ability to monitor the landscape and may cost more in the long term. Field data protocols that will assist in remedying disagreement between field and model predictions include consistent plot sizes with a minimum size of at least 0.04 ha.
Relationship to Other Modeling Efforts
Our model is consistent with other studies conducted in the same region [37] [38] [39] . Hall [39] proposed a model using the proportion of ground returns that were not intercepted by the canopy fit using a sample of Ponderosa pine and Douglas fir plots in the Front Range of the Rocky Mountains, CO. Their model had a coefficient of determination similar to ours, 0.74. Sherrill and colleagues [37] used a canonical correlation analysis to predict AGB with a coefficient of determination of 0.76 and a RMSE of 36.5 Mg/ha on a sample from subalpine forests of the Central Rockies. Kim and colleagues [38] proposed a lidar-based model fit to estimate live and dead AGB in Ponderosa pine and mixed conifer forests in the North Rim of the Grand Canyon National Park, a small subset of the forests we have examined. Their best model for (non-transformed) live AGB had an RMSE of 46.01 Mg/ha (23.66% RMSE) and a coefficient of determination of 0.76. Our large sample size, full range of AGB conditions, and expansive spatial footprint enable us to build on their research. The data from these three studies had a limited range of AGB values; a max less than 300 Mg/ha [37] , a max below 400 but with only 4 plots above 150 Mg/ha [39] , and a max less than 400 Mg/ha [38] . Sample sizes were small, ranging from 36 [37] to 58 [38] . However, plot sizes were larger; 0.1 ha [38] and 0.32 ha [39] .
The lidar covariates Kim [38] selected for their live AGB model are nearly identical to our total AGB model when you take into account the strongly co-linear nature of many lidar derivatives (Table S1) . Their model included a volume product (mean height and canopy cover), 20th percentile height, mean height, and variation of the height metrics. Our proposed model structure includes the addition of theoretically sound predictors that improve on their model limitations. The Kim and colleagues [38] model did not include volume metrics on multiple height quartiles nor did they asses quadratic height quartiles. We found these to be valuable; the 30th percentile metric appeared in our model as a volume metric (P30*CD) as did the quadratic term of the mean height equivalent. The inclusion of the quadratic height term, QP60, also improved our model fit, reducing the tendency of the model to under-predict plots with high AGB values and over-predict those with low values. A comparison of their scatter plot of predicted to observed values indicates that their model under-predicts high AGB plots (starting at about 250 Mg/ha) and over-predicts low AGB plots, especially those with close to zero AGB [38] .
Management Implications
If management to prevent fires that generate ecological regime changes is a goal, it is important to identify and characterize high AGB stands. AGB is a key variable to track for management in terms of fire behavior and restoration to a fire-adapted system. Excess fuels are often densely growing, small-diameter trees with low bases to their crowns, a condition that increases risk of high-severity, stand-replacing fires. Our model builds on existing data sets and allows for regional assessment and identification of high AGB stands based on lidar data and minimal investment in manual collection of stand characteristics. Once such stands have been identified, further work can go forward in designing effective management strategies.
It is vital to consider that mananagement must take into account more than ecological concerns in National Forests and CFLRP projects; such forests are managed for multifactorial purposes, and economic and community considerations need to be balanced with ecological concerns. Once identified, thinning of high AGB stands can create biomass as a key product. Some of the biomass will be in the form of trees large enough to be utilized for traditional timber uses, while the rest of the biomass will be in the form of small diameter timber that is most often used for poles, chipped, or burned in piles onsite. Considering possible revenue streams that can be generated in CFLRP and USFS forests is important, as it can be a challenge to get treatments to pay for themselves, particularly in cases of removal of trees too small for traditional timber uses.
Conclusions
We present a cost effective approach to use previous data collection efforts to assist in developing models and estimates of AGB-and potentially other forest structure attributes-for new lidar acquisitions where suitable field plot data is not available. While this approach still requires a limited field work campaign to validate the performance of the model on new lidar data, use of this predictive model reduces the size of the field data collection efforts, offering significant time and cost savings. Lidar-based regional AGB models have been developed for boreal, temperate deciduous, temperate coniferous, and tropical forests [40] [41] [42] [43] [44] . This study presents a novel contribution by being among the first to develop a regional AGB lidar-based model for Ponderosa pine and mixed conifer forests of the southwest USA. The BMA model selection produced a parsimonious, interpretable model that explained 71% and 72% of the variation in the field based AGB estimates of the sample of plots, for the trimmed and full models respectively. The terms and predictors arrived at via our approach can be reasonably interpreted to have direct analogs to ecologically significant variables: lidar height, density, and distribution metrics correspond to variables used in forest inventory aerial stand volume tables.
Model root mean square error was 45.29 Mg/ha; comparable to other published regional lidar-based AGB models [23] . The final biomass models performed well when they were used to predict observed values in the 4FRI stage 2 and 3 lidar datasets (independent dataset acquired later in the analysis). The RMSE of the model cross validation and the two transferability validation data sets were 41.15, 23.25, and 32.82 Mg/ha respectively. Close agreement in magnitude between RMSE from the data used to build the model and the validation data, as well as consistent performance across the regions and field collection designs involved in the study suggest that the model is not overfit and is suitable for generalization. The lidar data used in this analysis were collected using a Leica ALS series lidar sensor with identical range of flight specifications. As the lidar industry evolves, instrument development advances, and new sensors become operational (e.g., multi-wavelength lidar, Geiger-mode, or single photon systems) the transferability of this regional model will need to be reevaluated and parameterized to match new technologies. The cover and height percentile metrics in our model are relatively more robust than others across a variety of lidar sensor platforms. However, point cloud metrics, such as the (MAD_median), are known to be sensitive to variations in the technical properties of sensors [107] [108] [109] . The model presented here is trained on data from Ponderosa pine and mixed conifer forests in the southwest US and lidar with similar data acquisition specifications (see specs in Table 2 ). It should only be applied when the domain of a new lidar acquisition with similar specifications covers these forest types.
Directions for Future Research
As new validation data become available they can be used to refine the model with Bayesian model updating techniques. This approach can be used to improve the known model shortcomings due to the influence of high disagreement between field and model AGB estimates at the upper range of AGB due to small plot size. Hierarchical Bayesian models have proven to be robust in individual tree biomass estimation models [110, 111] .
The focus of this research was on AGB, but we expect this approach can be duplicated to develop regional lidar-based models to monitor other forest structure attributes that are well suited to estimation by lidar (e.g., see [22] ). Examples of forest characteristics of particular importance in these fire-prone forests include timber volume, canopy fuels [54, 55, 57] , monitoring management intensity [112] , and standing dead biomass [38] . Recognizing the broad applicability of lidar acquisitions (hazards, terrain mapping, etc.) and the decreased unit cost as scanned surface increases, agencies are partnering to form lidar consortiums to fund the continued acquisition of lidar covering a large spatial extent. Therefore, the application of this methodology has the possibility to provide estimates of important biological characteristics of large areas at relatively low cost, using large volumes of already extant data.
Supplementary Materials: The following are available online at www.mdpi.com/2072-4292/10/3/442/s1, Table  S1 : Correlation statistics of excluded lidar metrics; metrics that had a correlation of 0.94 or greater were not considered in the BMA.
