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Abstract
This paper deals with cross-lingual transfer learning for dia-
logue act (DA) recognition. Besides generic contextual infor-
mation gathered from pre-trained BERT embeddings, our ob-
jective is to transfer models trained on a standard English DA
corpus to two other languages, German and French, and to po-
tentially very different types of dialogue with different dialogue
acts than the standard well-known DA corpora. The proposed
approach thus studies the applicability of automatic DA recog-
nition to specific tasks that may not benefit from a large enough
number of manual annotations. A key component of our archi-
tecture is the automatic translation module, which limitations
are addressed by stacking both foreign and translated words se-
quences into the same model. We further compare both CNN
and multi-head self-attention to compute the speaker turn em-
beddings and show that in low-resource situations, the best re-
sults are obtained by combining all sources of transferred infor-
mation.
Index Terms: dialogue acts recognition, cross-lingual transfer
learning
1. Introduction
Automatic dialogue act (DA) recognition has reached near-
human performance on standard corpora, such as the Switch-
board Dialogue Act corpus. However, various application do-
mains lead to different types of dialogues: this variability, which
is illustrated in the French corpus described in Section 5.2,
severely impacts the direct application of a model trained on
a standard corpus to many other types of application tasks,
as show next. Furthermore, developing DA-recognition mod-
els in other languages than English requires the costly anno-
tation of large-enough corpora. In the last years, efforts have
been dedicated to address this issue by proposing language-
independent ISO standard [1], but variability in the types of di-
alogues makes the requirement to annotate dedicated training
corpora still pressing. We propose to investigate cross-lingual
transfer learning methods to reduce the amount of annotations
required for each new domain and language.
Transfer learning aims at reusing knowledge gained from
a large corpus to improve the performances of small models
trained on a related task with low resources. We investigate
in this work two sources of information from which we trans-
fer knowledge: pre-trained English BERT sentence (vectors)
embedding, and an English corpus annotated with dialogue
acts. Two low-resource target tasks are considered: dialogue
act recognition in German and in French, where the amount of
annotated dialogue acts is limited to a few hundred samples that
may be annotated by one application developer within a few
hours. Two target conditions are also considered: either with
the same set of dialogue acts in German and in English, or with
a different set of dialogue acts in French.
In addition to the relatively large resources available in En-
glish, we further assume the availability of a relatively good ma-
chine translation system; we will use for this purpose Google’s
translation. Hence, our transfer learning strategy consists first
in translating every target training and test material to English,
and then fine-tuning our initial ”large” English model to recog-
nise these translated dialogues. Details of this method are given
in Section 3.
2. Related Work
New approaches in the dialogue act recognition field are mainly
evaluated on English datasets. Some methods have also been
tested on other languages, such as Spanish (DIHANA corpus
[2]), Czech [3], French [4] and German (Verbmobil [5] corpus).
A nice comparison and state-of-the-art results on different
DA datasets is summarised in [6]: 82% accuracy is reached on
the Switchboard Dataset (SwDA) [7], 80% on the German part
of the Verbmobil (VM) corpus and almost 90% on the MRDA
(Meeting Recorder Dialog Act) dataset [8]. Nevertheless, dif-
ferent DA labels in datasets is an obstacle for effective multi-
lingual and multi-dataset research. Several interesting research
efforts have thus emerged to define and exploit generic dialogue
acts [1]. We rather focus next on specific types of dialogues and
task-related dialogue acts.
Transfer learning has been quite a popular approach in deep
learning in recent years. Such approaches help to speed up the
training process and are popular particularly in computer vision
tasks (e.g. automated pavement distress detection and classifi-
cation [9] or a transfer learning algorithm for face verification
[10]). A well-known easy transfer learning approach in the nat-
ural language processing (NLP) field is the usage of pre-trained
word2vec (W2V) [11] or other word embeddings.
In standard transfer learning information flows from the
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source to the target domain (one direction only). A related
approach is multi-task learning [12] where information flow
across all tasks (usually more than two) because what is learned
for each task can help other tasks to be learned better.
Pre-trained contextual embeddings such as ELMO (Peters
et al. [13]) and in particular BERT (Devlin et al. [14]) are es-
sential in many NLP tasks. In the dialogue act recognition do-
main, Dai et al. [15] fine-tuned BERT model to classify a single
utterance with quite good results. Wu et al. [16] propose task-
oriented dialogue BERT (ToD BERT). A survey of deep DA
recognition using multiple representations is made by Ribeiro
et al. [17]. BERT embeddings led to better results than other
representations.
3. Models
3.1. English DA Classifier
Our initial English dialogue act recognition model trained on
the English dataset annotated with dialogue acts is a multi-layer
perceptron (MLP) with BERT embeddings as inputs. We have
tested various topologies for this initial model, and chosen this
one because of its good performances and fast training times.
Each speaker turn (utterance), composed of a variable num-
ber of words, is first encoded into a single pre-trained 1024-
dimensional sentence embedding vector with BERT Large 1.
Current Utterance
 BERT Vector
 (1024)
Previous Utterance
 BERT Vector
 (1024)
......Input Layer
(2048)
Hidden Layer
(512)
Output softmax
Layer (17)
...
...
Figure 1: English MLP model
As shown in Figure 1, two such vectors are actually com-
puted, respectively for the previous and the current speaker
turns, and concatenated as an input to the MLP. The MLP out-
puts 17 tags, which correspond to the dialogue act labels of the
Verbmobil-EN corpus. This MLP has been trained on the train-
ing part of the Verbmobil-EN corpus.
3.2. Speaker Turn Embeddings
In our MLP model described previously, variable length sen-
tences are encoded into a unique speaker turn embedding vec-
tor with a pretrained BERT model. We have further used two
other models to compute the speaker turn embeddings: a convo-
lutional neural network (CNN) and a multi-head self-attention
(MH-SAtt) model.
The CNN model, shown in Figure 2, is derived from the
model of Martinek et al. [18]. It takes as an input a word se-
quence truncated/padded to 15 words that always include the
last two words of the sequence, following [19]. These 15
words are encoded into either random embeddings or W2V vec-
tors. The CNN outputs a 256-dimensional vector for the current
speaker turn.
1from https://github.com/google-research/bert#pre-trained-models
– BERT-Large, Uncased (Whole Word Masking): 24-layer, 1024-
hidden, 16-heads, 340M parameters
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Figure 2: CNN model for DA recognition
The MH-SAtt model transforms each input random word
embedding with the standard scaled dot-product multi-head
self-attention module [20] 2. A global max pooling operation is
then applied to compute the speaker turn embedding. Figure 3
shows how this model is used in our experiments.
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Figure 3: Multi-head self-attention model
In all our models, the previous speaker turn is also encoded
into a 1024-dimensional vector with BERT and injected into
the classification step: this is an easy way to take into account
the previous dialogue act, without requiring a costly RNN, CRF
and/or beam search procedure.
4. Transfer Learning Approach
Pre-trained BERT are famous for transferring general English
lexical information into a large variety of downstream NLP
tasks. We propose an approach to exploit them for cross-lingual
dialogue act recognition through automatic language transla-
2https://github.com/CyberZHG/keras-multi-head
tion. Similarly, we evaluate pre-trained word2vec English vec-
tors in this context. We further investigate the option to stack
the translated inputs with the original foreign representations in
the MH-SAtt model in order to increase the robustness of the
model to translation errors. In all our experiments, we only
use English pretrained W2V and BERT embeddings and as-
sume that no such embeddings exist in the target language. Of
course, such pre-trained embeddings do exist both in German
and French, but we do not exploit them as this is not the case in
all languages, and their quality is not always comparable.
Assuming that the application developer has manually de-
signed and annotated a few hundred samples for his target non-
English task, we then evaluate the benefit from fine-tuning the
English DA classifier on this target small dataset. Our global
transfer learning approach thus consists of two phases:
1. Initial phase
The purpose of this phase is to train the original English
model from which we will transfer the parameters.
2. Fine-tuning phase
First, all foreign sentences are automatically translated
into English with Google Translate (but any other trans-
lation system may also be used), in order to be able to
reuse our original English DA classifier.
Then, the final classification layer (from Figures 1, 2,
3) is adapted to accommodate for a potentially different
number of outputs, and its parameters are randomised.
Finally, the model parameters are trained for a few
epochs on the small target corpus translated into English.
The diagram shown in Figure 4 summarises the two phases
for both target languages, with a common initial phase.
10 Fold Crossvalidation
on French Dataset
Prepare Verbmobil
EN training data
Load EN Verb model
weights
Initial phase
Train a EN Verb
model
Prepare Random 100
translated GE Verb
samples 
Fine-tuning phase
Evaluation
Evaluate model with
translated GE Verb test
data
Retrain (Fine-tune) a
model
Load EN Verb model
weights
Prepare 470
translated French
Dataset samples
For each FOLD
Fine-tune a model
For each FOLD
Evaluate model
Figure 4: Proposed Fine-Tuning Transfer Learning
5. Experiments
The objective of the following experiments is to validate our
cross-lingual transfer learning proposal for dialogue act recog-
nition on low-resource application domains. We apply transfer
learning from English to German and French languages. Every
experiment is run 10 times and the results are averaged. The
standard deviation is also computed.
5.1. German Data
We build a low-resource German dialogue act corpus by ran-
domly sampling 100 utterances from the Verbmobil-GE training
corpus with the same dialogue acts distribution as in the com-
plete training corpus, see Table 1. The model trained on this
small corpus will be tested on the complete (1460 utterances),
standard Verbmobil-GE test corpus.
Table 1: Distribution of DAs in Verbmobil-GE corpus
Label Occurence Label Occurence
FEEDBACK 28% DELIBERATE 3%
SUGGEST 19% INTRODUCE 2%
INFORM 18% COMMIT 1%
REQUEST 9% CLOSE 1%
GREET 4% POLIT. FORM. 1%
BYE 4% THANK 1%
INIT 4% DEFER 1%
BACKCHANNEL 3% OFFER 1%
5.2. French Data
We manually annotate 470 turns from the TCOF corpus [21]
with dialogue acts. This corpus contains manual transcriptions
of spoken dialogues in French recorded by linguists in real-life
situations involving volunteer citizens. The types of dialogue in
our 470 turns are very different from the ones found in standard
DA corpora: they involve two friends trying to find a suitable
gift, three students talking about their courses while chatting
with someone else on their smartphone and an adult talking with
a young girl who is drawing. Hence, the French corpus is anno-
tated with a slightly different set of labels, which distribution is
shown in Table 2. This French corpus is freely distributed with
a CC BY-NC-SA license 3.
Table 2: Distribution of DAs in the French corpus
Label Occurence Label Occurence
INFORM 26% OPEN ANSWER 7%
AGREE 13% DISAGREE 5%
BACKCHANNEL 10% YES ANSWER 5%
Y/N QUESTION 10% NO ANSWER 5%
OPEN QUESTION 9% OTHER ANSWERS 1%
PERFORMATIVE 8% GREETINGS < 1%
5.3. Initial Phase: English Model
The initial English MLP model is trained on the full Verbmobil-
EN corpus. The hyper-parameters of this model are tuned on
the English corpus: this model is thus trained for 200 epochs
with a learning rate of 0.002. Table 3 compares its accuracy
when trained either from BERT embeddings or from speaker
turn embeddings obtained with the CNN model. The CNN may
use initial random or pretrained W2V word embeddings. Every
experiment is run 10 times and the results are averaged.
5.4. Fine-Tuning Phase
Fine-tuning consists in training the last classification layers of
the models presented in Section 3 on the small foreign cor-
pus that has been translated into English. This fine-tuning pro-
cess thus involves some additional hyper-parameters, such as
the learning rate and the fixed number of epochs, which are
tuned on a German development corpus composed of 10,000
utterances randomly sampled from the Verbmobil-GE training
3https://github.com/cerisara/TCOFDA
Table 3: Initial Phase – English MLP Model trained on
Verbmobil-EN (9599 turns) and tested on Verbmobil-EN (1460
turns). The Embeddings column indicates how the word em-
beddings are initialised.
Model Embeddings Epochs Test Acc Std. Dev.
MLP BERT 200 0.734 0.010
CNN W2V 200 0.704 0.009
CNN Random 200 0.702 0.008
corpus. The same hyperparameter values found on this German
corpus are also used for the French model 4.
5.5. Baseline Approaches
Three baseline classifiers are shown in the first part of Table 4:
1. Majority Class Classifier (MC): it always predicts the
most common DA in the training dataset.
2. Training from Scratch: Instead of transferring the
model parameters from the initial English MLP model,
the parameters (without the embeddings) are randomly
initialised in this baseline.
3. No-Fine-Tuning: The model parameters are simply
transferred from the initial English MLP model, and no
further training is done.
5.6. Fine-Tuning Experiments
5.6.1. German Results
Table 4 shows the results of our models on the Verbmobil-GE
test set. All these models process only translated English sen-
tences, except for the last MH-SAtt model that further includes
the original German words, as shown in Figure 3.
Table 4: Accuracy on the Test Verbmobil-GE corpus
Model Embeddings Epochs Test Acc Std. Dev.
Baseline MC – 0.279 –
From scratch
CNN W2V 15 0.410 0.012
MLP BERT 25 0.468 0.008
No-Fine-tuning
CNN W2V – 0.380
MLP BERT – 0.479
Fine-Tuning
CNN W2V 15 0.463 0.008
MLP BERT 25 0.484 0.025
MH-SAtt BERT + GE 50 0.502 0.012
With regard to transfer from pretrained models, BERT is
consistently better than W2V. Simply reusing the English mod-
els without fine-tuning gives the worst results, while fine-tuning
the English models on the small target corpus systematically
improves the results. The best performances are obtained with
the MH-SAtt model that combines both BERT pretrained vec-
tors and fine-tuning transfer learning with the original and trans-
lated words sequences.
4All hyperparameter values along with the source
code are distributed with an open-source license in
https://github.com/cerisara/TCOFDA
5.6.2. French Results
We carried out 10-fold cross-validation on the 470 speaker turns
of the French corpus. As we do not have enough data to create
a development corpus in French, we share the same hyperpa-
rameters as found on the German corpus. Table 5 show the
results.
Table 5: French cross-validation experiments
Model Embeddings Epochs Acc Std. Dev.
Baseline MC – 0.210 –
From scratch
CNN W2V 15 0.403 0.006
MLP BERT 25 0.421 0.005
Fine-Tuning
CNN W2V 15 0.400 0.009
MLP BERT 25 0.430 0.008
SelfAtt BERT+FR 50 0.436 0.007
The relative contributions of the various sources of infor-
mation and models are similar to the German experiments.
However, the differences between the results are much smaller,
which is likely due to the fact that the hyperparameters have not
been tuned on French but on German.
6. Conclusions
We have investigated two types of transfer learning: pretrained
word embeddings and classifier fine-tuning. Three types of
sentence representations, namely BERT, CNN and multi-head
self-attention were utilized. The objective was to port a refer-
ence DA recognition model trained on English to another lan-
guage and dialogue context with only a limited amount of anno-
tated resources. We have validated these approaches on two tar-
get languages, German and French, and developed a dedicated
French DA corpus with real-life dialogues recorded in quite dif-
ferent conditions than the existing standard DA corpora. The
main conclusion is that all available sources of information are
required to obtain the best results, but also that some data should
be reserved for proper hyperparameter tuning. Another con-
clusion is that automatic translation introduces some bias and
mistakes that need to be compensated with fine-tuning. The re-
duced success of transfer learning for French is likely due to
the greater mismatch between the corresponding corpus types,
and transfer learning does not totally compensate for the lack of
training data in the target domain. Nevertheless, the proposed
transfer learning architecture gives good enough results to open
the way to future research in transferring rich English DA sys-
tems to other languages and less explored domains.
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