Heterozygous mutations within homozygous sequences descended from a recent common ancestor 28 offer a way to ascertain de novo mutations (DNMs) across multiple generations. Using exome sequences 29 from 3,222 British-Pakistani individuals with high parental relatedness, we estimate a mutation rate of 30 1.45 ± 0.05 × 10 -8 per base pair per generation in autosomal coding sequence, with a corresponding non-31 crossover gene conversion rate of 8.75 ± 0.05 × 10 -6 per base pair per generation. This is at the lower end 32 of exome mutation rates previously estimated in parent-offspring trios, suggesting that post-zygotic 33 mutations contribute little to the human germline mutation rate. We found frequent recurrence of 34 mutations at polymorphic CpG sites, and an increase in C to T mutations in a 5' CCG 3' → 5' CTG 3' 35 context in the Pakistani population compared to Europeans, suggesting that mutational processes have 36 evolved rapidly between human populations.
(30.9%) of all our singleton DNMs were seen in ExAC, with a large proportion of these at CpG sites, the 151 most mutable dinucleotide sites in the genome, for which ExAC is close to saturated 17 (Figure 3a) .
153
Our ascertainment of DNMs is amongst the first in non-Europeans. Previous results that examined 154 mutations private to each population from Phase 1 of the 1000 Genomes Project showed elevated rates of 155 mutation in the tri-nucleotide context 5′ TCC 3′ → 5′ TTC 3′ in Europeans compared to Africans 18 . We 156 therefore examined whether or not we could detect differences in mutational spectra between DNMs of 157 South Asian and European ancestry (see Supplementary Table 5 ). Here, we compared the mutational 158 spectra observed in our dataset with those from a meta-analysis of 6,902 DNMs from whole-genome 159 sequencing data of pedigrees of European ancestry 6 . After normalizing for the difference in sequence 160 context between the exomes and whole genomes, we found a difference in the proportion of a 5' CCG 161 3' → 5' CTG 3' mutational signature that was nominally significant in our South Asian ancestry study 162 compared to those from the European studies (ratio 1.35, p = 0.0044) (Figure 3b) . This replicated in a 163 comparison of 849 genome-wide DNMs from a set of 15 trios from the PJL population from the 1000 164 Genomes Project to the meta-analysis DNMs (ratio 1.42, p = 0.019). Both sets of Pakistani ancestry 165 DNMs were similarly significant when compared to a different control set of variants private to 166 Europeans in the 1000 Genomes Project data (Figure 3b) , with a combined p-value for independent 167 comparisons of 7.3×10 -5 , which is experiment-wide significant across the 96 triplet mutation contexts. As 168 a second line of validation, we compared mutations private to the PJL population from the 1000 Genomes
169
Project with the set of variants private to Europeans which was again significant with p-value of 5.4×10 -37 170 (Figure 3b) . No other context showed such a consistent difference in effect or an experiment-wide 171 significant combined p-value, nor were there any experiment-wide significant differences for control 172 comparisons using a set of 747 DNMs from the Scottish Family Health Study (SFHS) 6 (Supplementary 173 Figure 3) . The discovery of a second human sequence context with apparent differential mutation rates 174 between continental populations supports and extends the observations by Harris 18 that mutational 175 processes in at least some human populations have changed in the last 50,000 years, and is the first such 176 effect to be seen in de novo mutations. 
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Estimating the false positive and false negative rate in our exome sequencing data
287
To obtain estimates of our false positive sequencing error rate, we used 176 pairs of known duplicate 288 samples that were sequenced and called with the same procedure and protocols and examined the 289 probability of replication of heterozygous calls, P(het in dup 2 | het in dup 1, α,β, f) in these individuals 290 on the false positive rate α, the false negative rate, β and the allele frequency of the variant, f.
291
The replication rate, of seeing a heterozygote in duplicate 2, given that it is seen in duplicate 1 is:
293
By law of total probability, we can write this by conditioning on various scenarios of error and real 294 genotypes.
296
Methods
Cohort selection and variant calling
We analyzed exome sequence data from a recent study of 3222 individuals of British Pakistani origin from Birmingham and Bradford. Full details of the sampling, sequencing and variant calling are available from the paper describing the dataset 8 , but we provide a brief overview here. These individuals were participants in either the UK Asian Diabetics Study 19 or the Born in Bradford study 20 . Individuals with severe long term disease as reflected by their electronic health records and prescription rates were excluded. Exomes were sequenced in 75bp paired end reads on the Illumina HiSeq platform from DNA from whole blood. Because that study was focused on identifying homozygous rare variants, the sequencing was at lower average coverage than standard for exome sequencing, with a mean coverage of 28x. In addition, 176 samples with biological replicates collected at least 9 months apart were resequenced for quality control purposes using the same protocols.
Variant calling was performed by taking the intersection of two variant call sets, one with Genome Analysis Toolkit (GATK) HaplotypeCaller 11 and one with samtools/bcftools 10 . Calling was restricted to the Agilent V5 exome bait regions +/ a 100bp window on either end. The concordance between the two call sets for SNPs was 95%. Discordant genotypes were set to missing and variant sites with >1% missing genotypes were excluded. These calls were then run through a GATK VQSR training scheme at 99% True Positive Rate threshold using a set of SNPs from phase 3 release of the 1000 Genomes cohort.
Paternal age effect on mutation rate
There is a known strong paternal age effect on mutation rate 17 . Our approach averages over several generations, and we were not able to obtain parental ages all the way back to the shared ancestor or the ratio of transmissions through the maternal and paternal germlines. We obtained the average parental age at birth in this population by analyzing age information collected from the sampled individuals while they were admitted at a maternity ward during pregnancy. The mean maternal age in the present generation from this cohort was 27.6 years and the mean paternal age was 30.3, which are slightly lower than the average parental age in the UK overall, with mean paternal age of 32, and maternal age of 29. Notably, our mean parental and maternal age estimates were within the range of the first direct estimate of the longterm generational interval estimated to be between 2630 years 21 .
Estimating the false positive and false negative rate in our exome sequencing data
To obtain estimates of our false positive sequencing error rate, we used 176 pairs of known duplicate samples that were sequenced and called with the same procedure and protocols and examined the probability of replication of heterozygous calls in these individuals on the false positive rate α, the false (het in dup 2 | het in dup 1, α, , f) P β negative rate, β and the allele frequency of the variant, f.
We then observed the replication rate empirically for each allele frequency from 0 to 1 in linear intervals 297 of 0.01 to obtain an overconstrained system of 100 non-linear equations in α and β. To get an estimate 298 averaged across all allele frequencies, we obtained solutions subject to the constraint that 0<α,β<1 and 299 implemented this using the BBsolve package in R. Using this approach, we estimated a value for α, 1%; 300 and β, 9%.
302
In addition, we used a novel approach of introducing new sequence variation on reads to obtain an 303 independent estimate of the false negative rate in our data. To do this we picked 10,000 sites at random 304 for which the reference allele was well defined (not reference N), and which were inside both the Illumina
305
V5 exome baits and the 1000 Genomes Project callability mask, ensuring that selected sites were at least 306 100 bp away from each other (slightly longer than our read length). Then at each of these positions we 307 decided on an alternate base to be synthetically introduced with ⅔ being transitions and ⅓ being 308 transversions. Then, using a Bernoulli process (p=0.5) for each read covering that site we switched the 309 base of the selected position to the predetermined alternate base. The qualities, read lengths and insert 310 sizes of these reads were maintained. We next removed the changed reads from the BAM and remapped 311 them to the genome using the same command of BWA used to map the original data. We then proceeded 312 to call variants at the given sites using the same calling procedure used to call the original dataset (see 313 above). Our estimate of false negative rate is simply the number of introduced mutations that we failed 314 recall using the above process.
316
As we performed joint calling across all 3,222 exomes, variants seen in a single individual (i.e. 317 singletons) were less likely to be called in comparison to shared variants with higher allele frequency. To 318 adjust for this effect we carried out the procedure of synthetically generating reads in multiple samples at 319 various allele frequencies. In this setting, the false negative rate was investigated two fold. First, we 320 calculated a rate for which we were unable to call the synthetically generated variable site in any sample.
321
Second, we calculated a rate for which we were unable to call genotypes on an additional sample, given 322 that the site was already known to be polymorphic. We report each of these categories of false negative 323 rates, along with their allele frequency ( Supplementary Table 3 ). We find that there are significant 324 differences in the False Negative rate between singleton mutations and those at higher allele frequencies.
325
However, we find that there is little difference in our ability to call SNPs at frequencies above 10%, and 326 use an average value of 7.9% false negative rate in this region.
328
The length of evaluated genome in autozygous sections
329
Using allele frequency information obtained from all 3,222 individuals and the fine-scaled 330 recombination map, we used BCFtools RoH 22 to obtain autozygous tract lengths as first reported in 331 reference 8. These segments were found to be randomly distributed across the genome with any site 332 autozygous in an average of 210 individuals.
334
To allow us to reliably infer the number of meioses giving rise to tract lengths, we chose to restrict 335 ourselves to analyzing regions that could only arise from a very small number of recent generations, up to 336 and including those from third cousins. To examine this, we used the R-package IBDsim 23 (see section on 337 the predicted number of meioses from observed autozygous tract lengths) to simulate IBD sections in 338 individuals separated by varying numbers of meioses. We then observed the longest autozygous block in 339 each pedigree simulated 10000 times, and found that fewer than 8% of pedigrees that are separated by 340 more than 10 meioses have their longest autozygous segments longer than 10Mb (Supplementary Figure   341 1).
342
By law of total probability, we can write this by conditioning on various scenarios of error and real genotypes.
We then observed the replication rate empirically for each allele frequency from 0 to 1 in linear intervals of 0.01 to obtain an overconstrained system of 100 nonlinear equations in α and β. To get an estimate averaged across all allele frequencies, we obtained solutions subject to the constraint that 0<α,β<1 and implemented this using the BBsolve package in R. Using this approach, we estimated a value for α, 1%; and β, 9%.
In addition, we used a novel approach of introducing new sequence variation on reads to obtain an independent estimate of the false negative rate in our data. To do this we picked 10,000 sites at random for which the reference allele was well defined (not reference N), and which were inside both the Illumina V5 exome baits and the 1000 Genomes Project callability mask, ensuring that selected sites were at least 100 bp away from each other (slightly longer than our read length). Then at each of these positions we decided on an alternate base to be synthetically introduced with ⅔ being transitions and ⅓ being transversions. Then, using a Bernoulli process (p=0.5) for each read covering that site we switched the base of the selected position to the predetermined alternate base. The qualities, read lengths and insert sizes of these reads were maintained. We next removed the changed reads from the BAM and remapped them to the genome using the same command of BWA used to map the original data. We then proceeded to call variants at the given sites using the same calling procedure used to call the original dataset (see above). Our estimate of false negative rate is simply the number of introduced mutations that we failed recall using the above process.
As we performed joint calling across all 3,222 exomes, variants seen in a single individual (i.e. singletons) were less likely to be called in comparison to shared variants with higher allele frequency. To adjust for this effect we carried out the procedure of synthetically generating reads in multiple samples at various allele frequencies. In this setting, the false negative rate was investigated two fold. First, we calculated a rate for which we were unable to call the synthetically generated variable site in any sample. Second, we calculated a rate for which we were unable to call genotypes on an additional sample, given that the site was already known to be polymorphic. We report each of these categories of false negative rates, along with their allele frequency ( Supplementary Table 3 ). We find that there are significant differences in the False Negative rate between singleton mutations and those at higher allele frequencies. However, we find that there is little difference in our ability to call SNPs at frequencies above 10%, and use an average value of 7.9% false negative rate in this region.
The length of evaluated genome in autozygous sections
Using allele frequency information obtained from all 3,222 individuals and the finescaled recombination map, we used BCFtools RoH 22 to obtain autozygous tract lengths as first reported in reference 8. These segments were found to be randomly distributed across the genome with any site autozygous in an average of 210 individuals. 343
We then examined two further sources of bias that might affect the determination of the autozygous 344 stretches. First, we might be overcalling regions because our Hidden Markov Model might be making an 345 error by terminating a certain length after the end of a real stretch. This could introduce false 346 heterozygous mutations and increase the estimated mutation rate. Secondly, segments that are identical by 347 descent but separated by a larger number of meioses might lie directly adjacent to a long segment. These 348 are more likely to have a higher number of heterozygous mutations on them per unit length as mutations 349 would have accumulated over more generations. To reduce the impact of both of these scenarios, we used 350 an approach of truncating our regions by varying distances from each end and recalculating the mutation 351 rate using only heterozygotes within the truncated sections. When we do this there is no discernable 352 change to the mutation rate estimate beyond a truncation of 2Mb (Supplementary Figure 2) . To ensure 353 that the positions within these regions were themselves callable, we further restricted our evaluation to 354 those that intersected the 1000 Genomes Callability mask, obtained from sections that are larger than 10Mb long, we only examined We simulate these recombinations in 365 pedigrees using the R-package IBDsim 13 , which uses the sex-specific fine-scale recombination maps, with 366 random sex assignment through the pedigree. For each degree of parental relatedness, we simulated 367 10000 pedigrees to obtain an empirical distribution of segment lengths and restricted our analysis to 368 segments that are at least 10Mb long. From these segment lengths obtained for each pedigree, we 369 calculated three summary statistics that we used for inference; the length of the longest segment obtained, 370 the average length of the segments and the total number of segments seen. Using these three features from 371 the simulated data, we trained a supervised classification scheme to infer the number of separating 372 meioses from a given segment length distribution. This was implemented using the supclust package in R 373 that performs neighborhood component analysis for cluster assignment. As a validation of this approach, 374 we compared our inferred parental relationships with those from self-stated relatedness and we report the 375 most likely assignment for each individual along with information if available on their known self-stated 376 relationship ( Supplementary Table 1 ). As a second line of evidence we obtained information on the 377 segment length distribution obtained from well characterized pedigrees where kinship was studied 378 genetically from consanguineous families involved in rare disease studies 24 . In this evaluation, our 379 approach inferred the pedigree relationships almost perfectly ( Supplementary Table 2 ). Using the 380 probabilistic assignment from our machine learning model of the number of meioses separating the 381 chromosomes in individuals from our dataset, and weighting this by the length of the genome that is 382 autozygous in a particular individual, we calculated a weighted mean number of separating meioses 383 across all the individuals of 6.63, i.e. between first and second cousin parental relatedness.
385
Estimating the gene conversion rate using MAF-threshold regression 386
Non-crossover gene conversion events require a copy of the alternate allele to be present on the 387 chromosome from which the variant is copied, so can be modelled as occurring at a rate proportional to 388 the allele frequency of the variant in the population. In order to obtain an estimate of the gene conversion 389 rate, we utilized an approach known as maf-threshold regression 3 . To do this we compute the mutation 390 rate using a range of maximum allele frequency thresholds, and perform a linear regression of the 391 resulting mutation rate on the allele frequency threshold. The intercept of this regression on the y-axis 392 (allele frequency 0) provides an estimate of the mutation rate that is corrected for gene conversion while 393 the slope corresponds to the gene conversion rate. We compute this regression line for allele frequencies 394 between 10 and 50%. To obtain the mutation rate in this allele frequency range, we use the average false 395 negative rate across these frequencies of 7.9% that we obtained above. We also need to consider the 396 population heterozygosity which determines the chance that a particular variant is present on a 397 chromosome. The population heterozygosity in this dataset is 9.56 × 10 -4 which is in line with other 398 exome estimates from the 1000 Genomes Project. We computed standard errors for both the intercept and 399 the slope by using a bootstap procedure that we implemented using the boot package in R. 406 test whether the proportion of mutations of one class is significantly different in one population versus 407 another. To be as conservative as possible we use Yates continuity correction and correct for multiple 408 hypothesis due to the 96 tests we perform for each signature using the Bonferroni method. We show in 409 Supplementary Table 2 the 2×2 table for one comparison of the 5' CCG 3' → 5' CTG 3' class of 410 mutation that is discussed in the main text, and full data for all context classes and comparison datasets 411 are available in Supplementary Data Set 1 and the significance of the tests in Supplementary Figure 3 .
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Partitioning of DNMs into mutational spectra and comparisons across datasets
413
Comparison of DNMs in the 1000 Genomes Project Samples
414
We defined derived SNPs that were private to each continent in the same manner as Harris 2015.
415
Specifically for the African continent, we chose to differ slightly from the definitions used to define the 
