Abstract-This paper aims to provide a comparative analysis between probabilistic and deterministic security models. We provide a benchmark by practically implementing and comparing three ciphers -ࢼ , RSA and ECC. This paper provides the algorithms to implement these ciphers as well as highlights the operating time and performance for varying key sizes of 128/1024/3072, 160/2048/6144 and 192/4096/12288 bits. We target our implementation to justify if the probabilistic model -ࢼ , can perform equivalently against deterministic models so as to be considered to be used in practical scenarios today.
INTRODUCTION
In this modern era of internet and telecommunication, security and privacy are the most common and the most essential words that we come across daily. However, security measures become outdated as a result of upgraded technology. Traditionally, the RSA cryptosystem, invented by Rivest, Shamir and Adlemen [1] , is the most widely used asymmetric algorithm for encryption and digital signature. With the introduction of ECC, the internet has moved to the smaller key sizes. However, because of the complexity of the mathematical concepts behind the ECC prevents the adoption of ECC [2] . In developing a good public key cryptosystem, maintaining the secrecy is a vital aspect. In order to maintain perfect secrecy, it should be semantically secure [11] . According to Creado, Wu, Wang and Le [11] , RSA and ECC tend to be deterministic in nature and no definition of semantic security completely covers any deterministic algorithm. According to Phan et al [3] , the minimal requirement to obtain complete semantic security is Probabilistic Encryption (PE).
According to Watanabe et al [4] , the characteristics which define an encryption algorithm are:
Adversary is unable to extract any information about the plaintext given the ciphertext. Indistinguishable
Adversary is unable to correctly identify the encrypted message between two given plaintext messages.
Non Malleable
Adversary is unable to reconstruct a similar ciphertext which when decrypted.
Non-dividable
Adversary is unable to split a message into two halves as to be able to correctly identify which half contains the plaintext of any given ciphertext.
The new approach towards encryption known as the ‫ܣܣ‬ ఉ public key cryptosystem was proposed by Ariffin, Asbullah and Abu [7] . It is a new probabilistic encryption scheme that utilizes randomness in producing dynamic ciphertexts for the same plaintext. Based on the work by Creado, Wu, Wang and Le [11] as a benchmark, we intend to practically compare the ‫ܣܣ‬ ఉ public key cryptosystem against deterministic models such as RSA and ECC.
In this work we achieve the above mentioned objective by practically implementing a working model of all three ciphers -ECC, RSA and ‫ܣܣ‬ ఉ . We then further analyze the operation of the ciphers in terms of performance over varying message space of 1500, 3000 and 5000 bits for ECC and RSA by using key sizes of 128/1024, 160/2048 and 192/4096 bits and varying message space of 8192, 16384 and 24576 bits for ‫ܣܣ‬ ఉ using key sizes of 3072, 6144 and 12288 bits. This paper is structured as follows. Section 2 outlines our implementation protocol and our research method. Section 3 outlines our implementation results and analysis. Finally in Section 4, we conclude and summarize our research.
II. IMPLEMENTATION PROTOCOL
In this section, we provide an explanation towards understanding the design and implementation surrounding the analysis between ECC, RSA and ‫ܣܣ‬ ఉ . We will also provide the mathematical background and the algorithm for each cryptosystems on how the analysis was implemented.
A. Implementation of ECC

1) Mathematical Background
The concepts behind ECC were first introduced by Koblitz [12] and Miller [13] . The ECC algorithm has been implemented in this paper is based on the understanding and work by [14] . Its security is based on the difficulty of solving the elliptic curve discrete logarithm over the finite field also known as ECDLP, where given ܲ and ܳ be two points on an elliptic curve such that ݇ܲ ൌ ܳ, where ݇ is scalar. Given ܲ and ܳ , it is computationally infeasible to obtain ݇ , if ݇ is sufficiently large. Our implementation analysis is based on the ECC algorithm in [14] .
2) Pseudocode
The following is the pseudo code used for the ECC implementation for key generation, encryption, and decryption algorithms. ‫ܥ‬ ൌ ‫ܥ‬ȁȁ‫ܲ݇ݎ‬ ȉ ܶ ƍ ሺ‫‬ሻ, (note: symbol "ȁȁ" refer as concatenating binary.) 10. ‫ܥ‬ ൌ ‫ܥ‬ȁȁ‫ܲ݇ݎ‬ ȉ ܶ ƍƍ ሺ‫‬ሻ, (note: symbol "ȁȁ" refer as concatenating binary.) 11. end do. 12. Return ciphertext, ‫.ܥ‬
convert element in blockሾ݅ሿ and block[݅ ͳ] to decimal number, ܶ ƍ and ܶ ƍƍ , 7.
‫ܯ‬ ൌ ‫ܯ‬ȁȁ݇‫ܲݎ‬ ȉ ܶ ƍ ሺ‫‬ሻ, (note: symbol "ȁȁ" refer as concatenating binary.) 8.
‫ܯ‬ ൌ ‫ܯ‬ȁȁ݇‫ܲݎ‬ ȉ ܶ ƍƍ ሺ‫‬ሻ, (note: symbol "ȁȁ" refer as concatenating binary.) 9. end do. 10. Return plaintext, ‫.ܯ‬
B. Implementation of RSA
1) Mathematical Background
The RSA cryptosystem which was invented by Rivest, Shamir and Adleman [5] , is the most widely used asymmetric algorithm for encryption and digital signature. Its security is based on the difficulty to solve the factorization of large integers also known as the Integer Factorization Problem, where given two large prime numbers ‫‬ and ‫ݍ‬ of the same bit size, it is infeasible to factor the product ܰ ൌ ‫.ݍ‬ The other source of security for the RSA is ݁ -th root problem. Our implementation analysis is based on the RSA algorithm in [6] .
2) Pseudocode
The following are the pseudo code used for the RSA implementation for key generation, encryption, and decryption algorithms.
Generate two random prime number ݇-bit size, ‫‬ and ‫,ݍ‬
Pick random integer ݁, 8. until gcd൫݁ǡ ߮ሺܰሻ൯ ൌ ͳ. 9. Compute ݀ ‫ؠ‬ ݁ ିଵ ሺ߮ሺܰሻሻ. 10. Return public key ሺܰǡ ݁ሻ and private key ሺܰǡ ݀ሻ.
convert element in blockሾ݅ሿ to decimal number, ܶ, 6.
‫ܥ‬ ൌ ‫ܥ‬ȁȁܶ ሺܰሻ , (note: symbol " ȁȁ " refer as concatenating binary.) 7. end do. 8. Return ciphertext, ‫.ܥ‬
‫ܯ‬ ൌ ‫ܯ‬ȁȁܶ ௗ ሺܰሻ , (note: symbol " ȁȁ " refer as concatenating binary.)
The concept of ‫ܣܣ‬ ఉ was first introduced by Ariffin, Asbullah and Abu in 2012. The ‫ܣܣ‬ ఉ cryptosystem is developed based on the combination of the square root problem and the Diophantine equation hard problem [7] .
Our implementation of ‫ܣܣ‬ ఉ based on the work by Ariffin, Asbullah and Abu [7] . The following is the pseudo code used for the ‫ܣܣ‬ ఉ implementation for key generation, encryption, and decryption algorithms. Note that the implementation of ‫ܣܣ‬ ఉ encryption executes upon a message of length of Ͷ݊-bits size.
Algorithm 7: ‫ܣܣ‬ ఉ key generation 1. repeat 2.
Pick random primes ‫‬ and ‫ݍ‬ of bit-size ݊, 3. until ‫‬ ‫ؠ‬ ͵ ሺ Ͷሻ and ‫ݍ‬ ‫ؠ‬ ͵ ሺ Ͷሻ.
Pick a random integer
Pick a random integer ݁, 
III. COMPARATIVE ANALYSIS
In this section, we provide a detail analysis between all 3 algorithms mentioned earlier. Analysis is obtained as a result of implementing the algorithms in the manner described above. We also provide the implementation logic for better understanding of our concept which forms the basis of comparison between the three ciphers.
A. Implementation Logic
By using the work by Creado et. al as a benchmark [11] , and also work by Lenstra [9] and Giry [10] , we assume key sizes as shown in Table 1 for our implementation scenarios. For asymmetric algorithms utilizing the hardness of factoring primes, the prime used must be at least ͷͳʹ-bits long. For the ECC and RSA, the encryption process is done byte by byte. However for the ‫ܣܣ‬ ఉ encryption process is done block by block with Ͷ݊ bits block size. Table 2 defines the message length to be tested for the ECC and RSA with the key sizes in Table 1 . Table 3 defines the message length to be tested for the ‫ܣܣ‬ ఉ key sizes in Table 1 To provide a better understanding of our analysis, graphs are depicted with the operating time in seconds along the ‫-ݕ‬ axis and message length in bits on the ‫-ݔ‬axis.
ECC
B. Implementation Analysis
In our comparative analysis of the ciphers, we take into account only the actual operating time and indicative performance as observed from the execution of the algorithms. We depict averaged values over ten separate executions of the ciphers on the same platform for each key size but each execution generates different keys.
For the sake of our analysis in this paper, we only present the graphs for the largest message space of 5000 bits for each key size for ECC and RSA and the message space of 24576 bits for each key size for ‫ܣܣ‬ ఉ , as the graph is representative of the actual operating time for smaller message spaces for the relevant key size and only differs in the actual time taken to complete the operation.
We also make a note that the implementation has been executed using Maple 13 on Windows XP Professional, Core 2 Duo, E8400 @ 3.00 GHz and 1.99 GB RAM.
C. Encryption Operation
We first analyze the encryption process for each cipher and for each key size over the largest message length of 5000 bits for ECC/RSA and 24576 bits for ‫ܣܣ‬ ఉ . The time taken to complete the encryption and decryption processes for ECC and RSA is shown in Table 4 and the time taken to complete the encryption and decryption processes for ‫ܣܣ‬ ఉ is shown in Table 4 : Time taken for the ECC and RSA encryption and decryption process for a given key size over the 5000 bits message length Table 5 : Time taken for the ‫ܣܣ‬ ఉ encryption and decryption process for a given key size over the 24576 bits message length Figure 1 and Figure 2 depicts the time taken for encryption process for ECC/RSA and ‫ܣܣ‬ ఉ respectively using graph. From Figure 1 and Figure 2 , we observe that the RSA takes the longest time to complete the encryption process. However, the ECC and ‫ܣܣ‬ ఉ takes less time to complete the encryption. If we look closely at the message length for both ECC and ‫ܣܣ‬ ఉ encryption schemes, in order to complete the encryption process we can say that ‫ܣܣ‬ ఉ is faster and provides more efficient usage of the encryption process than ECC. This is due to the fact that the ‫ܣܣ‬ ఉ scheme provides much more encryption output per bit key used in relatively less time.
D. Decryption Operation
After providing an overview of the encryption operation for the ciphers, we now analyze the decryption process for each of the ciphers. Figure 3 and Figure 4 depicts the time taken for decryption process for ECC/RSA and ‫ܣܣ‬ ఉ respectively. We notice that the encryption operation represented in Figure 1 and 2, the trend for ECC, RSA and ‫ܣܣ‬ ఉ for decryption operation is same. From the Figure 3 and Figure 4 , we observe that ‫ܣܣ‬ ఉ and ECC takes less time to complete the decryption process. A justified comparison to be made between ECC and ‫ܣܣ‬ ఉ should be to observe the decryption process needed by the ‫ܣܣ‬ ఉ scheme is relatively "cheap" when compared to ECC if one takes into consideration the size of the ciphertext data. The ‫ܣܣ‬ ఉ provides much more value per bit ciphertext being decrypted since it takes less time to decrypt large ciphertexts. 
E. Results Analysis
Our implementation depicts the average execution time taken for the encryption and decryption operations for ECC, RSA and ‫ܣܣ‬ ఉ . From the results, we observe that ‫ܣܣ‬ ఉ performs better compare to ECC and RSA. This fact is notable since the ‫ܣܣ‬ ఉ scheme gives more value for each bit key/plaintext/ciphertext executed upon when time of execution and amount of data being transferred is the underlying factor. In this implementation also we ignore variations such as specific processors to perform fast scalar multiplication. These and many more external factors could potentially affect our results. We also incorporate the notion of semantic security as outlined by Goldwasser and Micali [15] . However, we do not make a comparative analysis of the strength of the randomness offered by ‫ܣܣ‬ ఉ in terms of an actual security analysis and vulnerability of the ciphertext.
IV. CONCLUSION
Our main purpose behind this paper is to provide a benchmark for future comparison of ‫ܣܣ‬ ఉ versus deterministic security models such as ECC and RSA. We practically implement RSA, ECC and ‫ܣܣ‬ ఉ and provide a comparative analysis based on the operating time and performance aspects of each of the ciphers. Our analysis and results depict that the ‫ܣܣ‬ ఉ performs faster compared to RSA and ECC even when the ‫ܣܣ‬ ఉ is executing upon large data sets operating on large key sizes. The decryption operation for ‫ܣܣ‬ ఉ is comparatively larger than its encryption operation time for all message length and key sizes due to the process of solving the square root modulo ‫‬ ଶ ‫ݍ‬ and determining the correct plaintext. Nevertheless it still executes better than RSA or ECC. In fact, our experiment is conducted on a "non-fair playing field" where ‫ܣܣ‬ ఉ is executed on a 24576 bit data while RSA and ECC is just on a 5000 bit data. 
ĞƚĂ
In conclusion, we would like to stress that from our analysis and implementation, ‫ܣܣ‬ ఉ has high encrypting speed even for large data sets operating on large key sizes. Given the need for a high level of data security, low cost and speed, the ‫ܣܣ‬ ఉ cipher does prove to be the chosen candidate other than ECC and RSA. The question still remains open to actually being able to modify the ‫ܣܣ‬ ఉ algorithm so as to significantly reduce the decryption time taken. If possible, then the ‫ܣܣ‬ ఉ cipher could prove to be very ideal to asymmetrically secure databases, data storages, etc.
