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Abstract
Los avances tecnológicos han permitido que se 
generen grandes cantidades de datos, los cuales 
necesitan ser almacenados y procesados de manera 
eficiente. Surge así el paradigma Big Data, donde el 
principal requerimiento no solo es la capacidad de 
cómputo, sino el manejo en un tiempo razonable de 
ingentes cantidades de datos. En este contexto, las 
aplicaciones para big data necesitan ser escalables, 
livianas, autocontenidas, distribuidas y replicadas con 
el objetivo de lograr la mejor performance frente a 
variaciones del volumen de datos. Para lograr esto, 
este trabajo propone ajustar la construcción de 
aplicaciones a una arquitectura basada en 
microservicios los cuales puedan ser implementados 
con contenedores. La replicación y distribución para 
lograr altos niveles de escalabilidad se plantea 
mediante la orquestación de contenedores sobre una 
arquitectura distribuida virtualizada.
Keywords: Big Data, Orquestación, Microservicios, 
Contenedores, Docker
1. In t r o d u c c i ó n
La integración de Cloud Computing (CC) [1] con 
Internet of Thing (IoT) [2] representa el próximo gran 
paso en las TI del futuro. Las aplicaciones que surjan 
de esta integración abrirán nuevas perspectivas de 
negocio y oportunidades de investigación. Gracias al 
paradigma CloudIoT [3], la vida cotidiana mejorará, 
por ejemplo, en las Smart city [4], permitirán
servicios públicos más eficientes través de 
aplicaciones ubicuas que mejorarán la calidad de vida 
de los ciudadanos. El futuro de este paradigma pasa
por la convergencia hacia una plataforma de servicio 
común que supere los desafíos planteados por la 
heterogeneidad de los dispositivos y las tecnologías 
involucradas. Esto conlleva tener en cuenta la 
ubicuidad y la omnipresencia de los dispositivos, lo 
cual, requieren plataformas de computación 
escalables.
Esta convergencia ha provocado que se creen 
datos a una tasa exponencial, dando lugar al 
paradigma Big Data [5]. Big data se caracteriza por 
tres aspectos: a) el volumen de los datos, b) los datos 
no se pueden almacenar de forma tradicional y c) los 
datos are generados, capturados y procesados con 
rapidez. Estas características hacen que los sistemas 
de cómputo convencionales sean inapropiados para 
lograr una gestión adecuada del big data [6].
Las arquitecturas de software tradicionales no 
permiten almacenar y gestionar grandes volúmenes 
de datos con el fin de extraer un valor estratégico. El 
reto del big data es convertir grandes volúmenes de 
datos en inteligencia de negocio, lo cual implica una 
gestión de datos distinta, en la que se incorpora el 
análisis en tiempo real para orientar la toma de 
decisiones. No se trata de recopilar datos y hacer 
análisis detallados, sino más bien en hacer 
interpretaciones rápidas que orienten en la toma de 
decisiones a partir de datos de cualquier fuente [7].
Construir aplicaciones para big data tiene como 
principal problema la necesidad de administrar 
recursos, lo cual implica analizar y planificar la forma 
en la cual la aplicación debe escalar.
Tradicionalmente, la construcción de aplicaciones 
ha seguido un paradigma de escalado vertical 
mediante el cual la solución a los problemas de 
cuellos de botellas se resuelve mediante el
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aprovisionamiento de mayor cantidad de recursos. 
Pero cuando se debe procesar y analizar grandes 
cantidades de datos, las aplicaciones deben pensarse 
y construirse de forma distribuida; obligando a contar 
con mecanismos de escalabilidad horizontal, que 
permita distribuir la carga de trabajo dinámicamente 
y paralelizar las tareas. La escalabilidad horizontal 
implica balanceo de carga, replicación de recursos, 
reinstanciación de recursos en tiempo real y 
optimización en su uso, de forma que el usuario no 
perciba degradación de performance.
El presente trabajo tiene como objetivo definir 
una manera de construir aplicaciones para big data 
que escalen de forma horizontal, lo cual asegurará que 
los datos sean almacenados, procesados y 
visualizados en forma satisfactoria.
El resto del trabajo se organiza de la siguiente 
manera: en la próxima sección se explican las 
generalidades de las arquitecturas de soporte tanto de 
hardware como de software. En la Sección 3 se 
explican las generalidades de la orquestación de 
servicios. En la Sección 4 se realiza una breve 
descripción de la herramienta seleccionada. En la 
Sección 5 se describe el caso de estudio abordado. En 
la sección final se abordan las conclusiones y futuros 
trabajos.
2. Ar q u i t e c t u r a  d e  s o p o r t e
Como se mencionó en la sección anterior, las 
tecnologías, arquitecturas, lenguajes y metodologías 
tradicionales son inapropiadas para realizar el 
tratamiento de datos masivos. Es por ello que una 
alternativa es usar una arquitectura distribuida [8] con 
el fin de proveer tolerancia a fallos, distribución y 
replicación.
La computación distribuida es la evolución de los 
sistemas de cómputo convencional, los cuales 
permiten realizar operaciones de cómputo intensivo y 
mejorar la velocidad de procesamiento; involucrando 
tecnologías tal como cluster y cloud [9].
Los entornos distribuidos son ideales para 
ejecutar aplicaciones computacionalmente costosas 
con manejo de grandes cantidades de datos, a fin de 
lograr resultados en menor tiempo.
La conjunción de big data y la computación 
distribuida, se enfoca en la paralelización del 
problema mediante la distribución de los datos y la 
delegación del cómputo en los nodos con capacidad 
de procesamiento [10].
Construir aplicaciones capaces de almacenar, 
procesar y visualizar grandes volúmenes de datos 
sobre una arquitectura distribuida implica la 
definición de los métodos de distribución y 
replicación a fin de lograr la escalabilidad deseada
[11].
2.1. Ar q u i t e c t u r a  d e  So f t w a r e
Para construir aplicaciones con las características de 
escalado mencionadas en el apartado anterior, es 
necesario que la arquitectura de software se alinee 
con estas características.
En tal sentido, la arquitectura de microservicios
[12] permite construir aplicaciones distribuidas como 
un conjunto de pequeños servicios desacoplados, 
desplegados de manera independiente y que trabajen 
coordinadamente.
De la misma manera que en una aplicación 
monolítica, los microservicios pueden acceder a datos 
a través de capas de persistencia, drivers o 
configuración específica para cada caso, exponiendo 
sus funcionalidades a través de API’s REST y 
comunicándose entre sí con mecanismos ligeros tales 
como API de HTTP o mensajería. Una de las ventajas 
más importantes, es que los microservicios deben ser 
creados, mantenidos, ejecutados y distribuidos de 
forma totalmente independiente [13].
Una de las características más importantes que 
provee los microservicios es la escalabilidad [14]. 
Debido a que los microservicios se desarrollan en 
forma independiente uno de otros, también escalan en 
forma independiente, esto es muy importante cuando 
se trabaja con grandes volúmenes de datos pues 
permite la implementación de carga compartida de 
trabajo.
Los microservicios dependen no solo de la 
tecnología que se está configurando, sino también de 
una organización que tenga la cultura, el 
conocimiento y las estructuras establecidas para que 
los equipos de desarrollo puedan adoptar este modelo. 
Los microservicios forman parte de un cambio más 
amplio en los departamentos de TI hacia una cultura 
DevOps [15], en la que los equipos de desarrollo y 
operaciones trabajan estrechamente para respaldar 
una aplicación a lo largo de su ciclo de vida y pasan 
por un ciclo de publicación rápido o incluso continuo 
en lugar de un ciclo tradicional largo.
Un enfoque de microservicios también puede 
facilitar que los desarrolladores de aplicaciones 
ofrezcan interfaces alternativas a sus aplicaciones. 
Cuando todo es una API, las comunicaciones entre los 
componentes de la aplicación se estandarizan. Todo 
lo que tiene que hacer un componente para hacer uso 
de su aplicación y sus datos es poder autenticarse y 
comunicarse a través de esas API estándar [13]. Esto 
permite que tanto los que están dentro como, cuando 
corresponda, los que estén fuera de su organización, 
desarrollen fácilmente nuevas formas de utilizar los 
datos y servicios de su aplicación.
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2.1. 1. CONTENERIZACIÓN
El uso de microservicios implica la construcción de 
aplicaciones a partir de múltiples componentes 
autosuficientes. Estos componentes pueden ser 
implementados con contenedores [16].
Un contenedor, es un proceso que, internamente, 
contiene la aplicación que se quiere ejecutar y todas 
sus dependencias usando indirectamente el kernel del 
sistema operativo que se esté usando. Los 
contenedores permiten implementar aplicaciones 
distribuidas debido a dos características: portabilidad, 
pues los contenedores se pueden ejecutar de forma 
independiente al hardware y al software donde se 
crearon; y baja sobrecarga, pues son livianos e 
introducen menos overhead que las VM (Virtual 
Machine) [17].
Realizando un paralelismo entre un contenedor y 
una VM (Virtual Machine) [18] [19], ambos son 
sistemas autocontenidos que tienen como principal 
diferencia que, una VM necesita contener todo el 
sistema operativo mientras un contenedor aprovecha 
el sistema operativo en el que se ejecute.
La principal ventaja [20] de utilizar contenedores 
es que no depende de las instalaciones del sistema 
anfitrión, es decir es posible realizar las instalaciones 
necesarias para desplegar aplicaciones dentro de un 
contenedor. Otra ventaja es que permite la 
portabilidad en las aplicaciones, esto quiere decir que 
además de crear contenedores, es posible definir 
repositorios que eventualmente alojarán a los 
contenedores con el objeto que otros usuarios los 
descarguen y los consuman como servicio.
Quizás la características más relevante de los 
contenedores es que permiten desplegar aplicaciones 
de forma rápida y escalables, ya que permite replicar 
ambientes de desarrollo, prueba y producción en poco 
tiempo, pudiendo aumentar o disminuir la cantidad de 
contenedores a medida que sean necesitados 
(escalabilidad elástica) [21].
El uso conjunto de contenedores y microservicios 
[22] mejora las capacidades de escalado, ya que el 
microservicio es portable y reutilizable; mientras que 
los contenedores proporcionan recursos eficientes, 
principalmente el empaquetado de aplicaciones y sus 
dependencias en un contenedor virtual que puede 
ejecutarse en cualquier servidor.
3. Or q u e s t a c i ó n  d e  Se r v i c i o s
Se ha dicho que cuando se trabaja con datos masivos 
es necesario escalar horizontalmente las aplicaciones, 
esto se puede lograr mediante el uso de múltiples 
nodos (cluster o cluster as a service). Para lograr esta 
forma de distribución es fundamental abstraerse de la 
complejidad de la plataforma subyacente, lo cual se 
logra mediante el uso de clusters de contenedor [23] 
como se muestra en la figura 1.
Figura 1: Arquitectura de un cluster de contenedores
Cada nodo en el cluster es un servidor virtual y 
puede tener múltiples contenedores con una 
semántica común, a su vez, una aplicación puede 
estar formada por un grupo lógico de varios 
contenedores, la cual puede escalar a través de 
múltiples nodos.
Esta forma de trabajar necesita administrar y 
coordinar los contenedores (microservicios), para ello 
es posible realizar orquestación o coreografía [24].
Orquestar significa que hay una entidad central 
(idealmente un microservicio en sí mismo) que 
coordina la comunicación entre los microservicios. 
Mientras que para microservicios coreografiados, 
cada servicio implicado en dicha coreografía 
"conoce" exactamente cuándo ejecutar sus 
operaciones y con quién debe interactuar, lo cual le 
quita transparencia e independencia a los servicios. 
Los servicios orquestados no "conocen" (y no 
necesitan conocer) que están implicados en un 
proceso de composición y que forman parte de un 
proceso de negocio de nivel más alto. Solamente el 
coordinador central de la orquestación es 
"consciente" de la meta a conseguir, por lo que la 
orquestación se centraliza mediante definiciones 
explícitas de las operaciones y del orden en el que se 
deben invocar los servicios (véase figura 2).
Figura 2: Orquestación en cluster de contenedores
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En este trabajo se ha decidido usar orquestación, 
debido a las siguientes razones:
• Los microservicios no tienen que conocer el 
proceso de negocio.
• Existe una pieza central a la que se le puede 
preguntar por el estado de los procesos, 
estadísticas, etc.
• Permite la migración de versiones de procesos 
comenzados.
Gracias a la orquestación de contenedores [25] se 
puede trabajar de forma transparente frente al 
aumento de carga de trabajo, falla de algún nodo, 
creación de nuevos contenedores, etc. El orquestador 
decide cuándo adaptar el sistema (por ejemplo, para 
iniciar la ejecución de un contenedor) y donde la 
adaptación tendrá lugar (por ejemplo, en qué nodo se 
ejecutarán los contenedores).
Orquestar contenedores, aísla al usuario de los 
detalles de implementación, lo cual provee 
transparencia en el acceso y ejecución de los 
contenedores. Este aspecto es importante cuando se 
desea implementar replicación y distribución de datos 
masivos con el objetivo de lograr balanceo de carga y 
auto escalado horizontal, dependiente de la 
sobrecarga del volumen de información. Además, la 
orquestación, permitirá un aprovisionamiento de 
recursos bajo demanda y un escalado horizontal de la 
aplicación desarrollada.
En resumen, se puede decir que un orquestador de 
contenedores es la herramienta, que permite crear un 
clúster de alta disponibilidad de virtualización de 
contenedores, y lo dota de un sistema de orquestación 
dinámica de servicios a nivel de múltiples servidores.
Existen varios productos que permiten realizar la 
orquestación de contenedores, entre los cuales se 
puede mencionar: Kubernetes [26], Marathon Mesos 
[27], Conductor [28] y Docker Swarm [29]
4. He r r a m i e n t a  Se l e c c i o n a d a
En este trabajo de investigación se ha decidido 
trabajar con las tecnologías de contenerización 
provistas por el ecosistema Docker [30], cuya 
plataforma se muestra en la figura 3.
Docker es un proyecto “open source” que permite 
crear aplicaciones en contenedores de software que 
son ligeros, portables y autocontenidos.
La implementación de la orquestación se realizó 
con Docker Swarm para orquestar los contenedores 
construidos con Docker. De esta manera, es posible 
convertir un conjunto de nodos (clúster físico) en un 
nodo único virtual para aprovechar los recursos de 
cada una de las máquinas.
El reparto de contenedores entre los nodos esta 
implementado por Docker y para la comunicación 
con el clúster se utiliza la API estándar de Docker, por 
lo que cualquier aplicación o herramienta que se 
comunicaba con un proceso Docker, puede 
comunicarse con Docker Swarm para escalar a varios 
nodos.
Este orquestador, posee una arquitectura maestro- 
esclavo (véase figura 4). Cuando se tienen que 
distribuir tareas en el swarm (enjambre), los usuarios 
transfieren los servicios al clúster Manager (CM), que 
actúa de maestro en el clúster.
Raft consensus group
Internal distributed state store |
Figura 4: Arquitectura de Docker Swarm
El CM es responsable de la planificación de los 
contenedores en el clúster y actúa de interfaz primaria 
a la hora de acceder a recursos de Swarm. La tarea 
más importante del CM es enviar cada unidad de 
trabajo (tasks) a los esclavos subordinados (worker 
nodes).
En cada esclavo funciona un agente el cual, recibe 
las tareas y entrega al nodo maestro los informes de 
avance.
Para crear el clúster se debe instalar Docker en 
todos los hosts y abrir un puerto TCP en cada nodo 
para la comunicación con el gestor de Swarm. Tras 
este paso, hay que configurar el contenedor de la 
imagen Swarm con el rol de agente o gestor.
Una característica muy importante de Swarm es la 
posibilidad de modificar el número de nodos durante 
la ejecución gracias a los servicios de descubrimiento.
5. Ca s o  d e  Es t u d i o
Una de las características más restrictiva de las 
aplicaciones para trabajar con datos masivos, es la 
necesidad de procesar ingentes cantidades de datos en 
un tiempo razonable. Más allá de las técnicas usadas 
para el procesamiento: paralelas, distribuidas o 
hibridas, es necesario minimizar los tiempos de 
acceso a los datos. Para ello, una solución es la 
replicación, gracias a la cual se puede lograr balanceo 
de carga, procesamiento concurrente y paralelización
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de consultas. Para lograr esto, es necesario contar con 
una plataforma de hardware que permita orquestar los 
contenedores con el fin de lograr los objetivos 
planteados.
En esta investigación se ha trabajado con 
orquestación de contenedores para el manejo de 
réplicas en un clúster de nodos virtuales. La idea 
principal, es realizar la replicación de una aplicación 
con el objeto de acceder a datos distribuidos en el 
clúster virtual. De esta manera se podrá acceder desde 
cualquiera de las réplicas a los datos distribuidos 
logrando balancear la carga en las consultas y 
disminuir los tiempos de respuesta.
Para lograr esto, se definió un clúster de máquinas 
virtuales como primer escenario de trabajo.
La aplicación cuenta con tres pilas de servicios:
• getstartedlab_web (5 réplicas)
• getstartedlab_visualizer (1 replica)
• getstartedlab_redis (1 replica)
Se ha definido una replicación con cardinalidad 
cinco para el servicio getstartedlab_web. Para el 
acceso a los datos se ha construido una aplicación 
web escrita en python, el framework flask (incorpora 
un servidor web) y una base de datos redis. En 
getstartedlab_visualizer se muestran los servicios 
Docker que se ejecutan en el swarm dentro del cluster, 
y en getstartedlab_ redis se agrega una base de datos 
redes para almacenar datos de la aplicación.
Toda la configuración específica de cada uno de 
los contenedores se plasmó en un Dockerfile como lo 
muestra la figura 5. Con este archivo, se pueden 
indicar las versiones de la imagen de cada contenedor 
que el servicio necesita, agregar las librerías faltantes 
a la imagen, etc.
i webdevops/php-apache
ENV TZ=America/Argentina/Buenos_Aires
RUN apt-get update \
&& apt-get in stal l  php-pgsql -y \
&& echo display_errors=O ff »  /opt/docker/etc/php/php.ini \  
&& echo short_open_tag=On »  /opt/docker/etc/php/php.ini \
&& echo extension=php_pgsql.so »  /opt/docker/etc/php/php.ini
EXPOSE 8 6  4 4 3 |
Figura 5: Archivo Dockerfile
Para la configuración de los microservicios se usó 
Docker Compose, el cual es una herramienta para 
definir y correr aplicaciones que utilicen múltiples 
contenedores. Las configuraciones de los servicios 
que la aplicación necesite se especifican en un 
archivo .yaml. Una característica importanre es que 
Docker Compose puede trabajar en todos los 
ambientes ya sea producción, desarrollo o testing. 
Dado que en este caso de estudio se necesitaba de 
múltiples servicios, resultó ser de gran ayuda para 
determinar los puertos de cada microservicio, como 
así también los parámetros de subred, niveles de
replicación, volúmenes espejados, como también la 
relación de dependencia entre microservicios.
Una vez creados y configurados los contenedores, 
se crea el clúster de máquinas virtuales, como se 
muestra a continuación:
docker-machine create --driver virtualbox myvml 
docker-machine create --driver virtualbox myvm2
Para orquestar los contenedores en los nodos 
virtuales se selecciona el nodo destinado a ser el 
manager y se ejecuta el comando que se muestra en la 
figura 6:
i  docker swara in it --advertise-addr
Swara in itia lized: node (cf2aywzpa3pd77z23uSjciqwi) is
To add a worker to t M *  swara. run the following inaanml 
docker swara Join \ ^
To add • wannger to till! swara, run the following coaaand: 
docker swara Join \
Figura 6: Creación del Manager en Swarm
Posteriormente se levantan las réplicas, como se 
muestra en la figura 7.
$ docker service :r?ate --replicas 4 --ñaue redis -
Figura 7: Creación de réplicas
De esta manera queda configura un cluster Swarm 
con un manager y cuatro worker. A partir de esta 
configuración es posible acceder a las réplicas desde 
un front end web.
Es importante aclarar que esta tarea de 
configuración solo define el contenedor de la 
aplicación, la cual es la que implemente el 
almacenamiento, procesamiento o visualización de 
los datos. En tal sentido, con Docker Compose, se 
puede armar una aplicación con tantos componentes 
como se necesite y, posteriormente orquestar la 
replicación en el clúster.
6. Co n c l u s i o n e s
El exponencial aumento en la cantidad de los datos 
generados ha exigido el desarrollo de soluciones 
computacionales que permitan afrontar las 
necesidades y retos que trae consigo el big data, en 
cuanto a su volumen, variedad de fuentes y velocidad 
con que se generan. Con este objetivo es necesario 
construir aplicaciones escalables horizontalmente, 
con la capacidad de abstraerse de la complejidad de 
la plataforma subyacente.
Para lograr este objetivo una alternativa en la 
construcción de aplicaciones para datos masivos, es 
migrarse a la arquitectura de microservicios 
implementados con contenedores. El escalado 
horizontal, se debe cumplir tanto a nivel de la 
plataforma como de la arquitectura de hardware, por 
lo que usar una arquitectura distribuida permite crecer
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en la medida que la aplicación lo necesite. Es por ello 
que la conjunción de microservicios, contenedores y 
arquitecturas distribuidas es una solución para lograr 
que el almacenamiento, procesamiento y 
visualización de grandes volúmenes de datos se pueda 
realizar en forma eficiente, sin degradar la 
performance de la aplicación.
En función de estas consideraciones, se puede 
inferir que trabajar en el desarrollo de aplicaciones 
para big data de la forma descripta en este trabajo, 
permite lograr escalabilidad sobre todo en el 
aprovisionamiento de nuevas réplicas de la 
aplicación. Esto es fundamental sobre todo cuando se 
trabaja con aplicaciones que demandan restricciones 
de tiempo pues permite aumentar o disminuir en 
forma elástica los contenedores mediante la 
orquestación.
Por otro lado, es importante destacar que el uso de 
contenedores permite la interoperabilidad entre todos 
los microservicios, así como la independencia entre 
las tecnologías internas de cada microservicio y de 
tecnologías externas de desarrollo. Este aspecto hace 
posible la construcción de aplicaciones altamente 
portables.
7. Fu t u r o s  Tr a b a j o s
El presente trabajo es una primera aproximación a la 
orquestación de servicios. El grupo de investigación 
continúa trabajando en el área con el objeto de 
implementar sobre una arquitectura física distribuida 
la orquestación.
Por otro lado, se están comenzando a trabajar en 
ambientes cloud con el objeto de implementar 
soluciones basadas en Hadoop / Spark dentro de 
contenedores que se ejecutarán en cluster sobre la 
plataforma virtualizada. En este sentido la principal 
idea se direcciona en la implementación de 
algoritmos de machine learning.
Además, se ha comenzado a trabajar con bases de 
datos NewSQL (Spanner) y se planea usar Docker 
junto a Kebertnet para ofrecer el servicio de 
almacenamiento de grandes cantidades de datos, con 
una mínima latencia en los query.
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