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ABSTRACT 
This thesis investigates a range of novel photonic devices and their constituent semiconductor materials 
with emission in the infrared (IR) region of the spectrum. These have a variety of potential applications, 
including in telecoms, sensing and defence systems. Studies focus on aspects of the electronic and 
photonic band structures, and how these impact upon device performance. 
Type-II interband cascade lasers and LEDs emitting in the mid-IR region of 3 – 4 μm are characterised 
using temperature and hydrostatic pressure dependent techniques. The key finding is that the threshold 
current density exhibits a minimum for emission around 0.35 eV (~3.5 μm), in both the pressure 
dependent results and data for many devices with different design wavelengths. The increase in 
threshold current density towards lower energies can be explained by an increase in CHCC Auger 
recombination. The increase in threshold current towards higher energies cannot be well explained by 
an Auger process, and it is concluded that this may be evidence of defect-related recombination. 
Dilute bismide alloys are an interesting new material system for IR applications. The electronic and 
optical properties of several dilute bismide alloys are determined by spectroscopic ellipsometry. Key 
findings include the first experimental measurements of the spin-orbit splitting in GaNAsBi, which 
show that it is approximately independent of N content, and the first evidence for a decrease in the direct 
band gap of GaP with the addition of bismuth, reducing by 130 ± 20 meV/%Bi. The refractive index 
was determined for all the materials and in the transparency region the real part of the refractive index 
was found to decrease approximately linearly with increasing band gap. 
In addition to modifying the electronic properties, photonic effects can be used to develop new IR 
devices. Finite difference time domain simulations of photonic crystal cavity structures within thick 
multi-layer slabs were carried out. These showed that it is possible to achieve high Q-factors, > 104, in 
slabs with refractive indices corresponding to typical semiconductor heterostructures. This opens up 
possibilities for designing photonic crystal lasers that do not require the thin suspended membranes 
typically found in the literature, with applications in integrated photonic circuits and on-chip sensors. 
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1 INTRODUCTION 
 
Photonic devices play a key role in many areas of modern technology. They are used in homes, 
businesses and infrastructure to perform a whole variety of functions. For example, on an ordinary 
working day you may be sitting in an office lit by energy efficient LED bulbs, using a computer with 
an LED screen to view a website for which the data has been sent to you via fibre optics by an 850 nm, 
1.3 μm or 1.55 μm near-infrared laser. You then go home at the end of the day, stopping off at a 
supermarket to pick up some groceries, which will need their barcodes scanned with a 650 nm red laser 
at the checkout. In the evening you decide to watch a film on Blu-ray, which is read using a 405 nm 
violet laser, on your new slim OLED television, which you control by sending signals with a 940 nm 
infrared LED in the remote control to a photodetector in the television. Some of the electricity to power 
all these devices may even have been generated by a photovoltaic cell. This scenario shows just how 
ubiquitous photonic devices now are in everyday life, but there is also still plenty of room for 
development. Many devices in use for existing applications could still be made more energy efficient, 
and there are also lots of new applications where photonic devices could be used in future if suitable 
devices can be created. 
This thesis explores a range of novel photonic devices and their constituent semiconductor materials 
with emission in the infrared region of the spectrum. These have a variety of potential applications, 
including in telecoms, sensing and defence systems. In this chapter the motivation for the main areas of 
study in this thesis is set out. The essential background theory and a description of key analysis 
techniques is then provided in Chapter 2. The results are divided into three chapters, covering different 
types of infrared materials and devices. Chapter 3 describes investigations of mid-infrared lasers and 
LEDs, focusing on the device performance and how this relates to the electronic band structure. Chapter 
4 covers the results of spectroscopic ellipsometry studies of the properties of dilute bismide alloys for 
near- and mid-infrared applications. This works determines aspects of the electronic band structure and 
as well as optical properties of the materials. Chapter 5 moves away from electronic band structure and 
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considers the uses of photonic band structure to control light in a medium. It contains a simulation based 
study of photonic crystal structures for use in integrated infrared nanocavity lasers. Finally, Chapter 6 
then summarises the key findings of the thesis and suggests scope for future work. 
1.1 MOTIVATION FOR MID-INFRARED DEVICES 
Devices emitting in the mid-infrared region of the spectrum, defined here as 3 – 8 μm, are useful in 
many applications, including military countermeasures and absorption spectroscopy for gas sensing 
[1]–[6]. The main focus in this thesis will be on devices suitable for use in gas sensing, which could be 
applied to atmospheric pollution monitoring or medical diagnostics. The reason that the mid-infrared is 
a particularly important spectral range for gas sensing is due to the strong absorption lines that many 
molecules have at these wavelengths associated with their vibrational modes. For example, the possible 
vibrational modes of a carbon dioxide molecule along with their energies are shown in Figure 1.1. The 
three modes have energies corresponding to wavelengths of 4.2 μm, 7.5 μm and 15 μm, creating the 
possibility of detecting carbon dioxide through its absorption of light at one of these wavelengths. 
 
Figure 1.1: Vibrational modes of a carbon dioxide molecule and their associated 
energies / wavelengths. Energy data from Ref. [7]. 
The absorption coefficients of some gases that could be of interest for either pollution monitoring or 
medical applications in the 3 – 5 μm wavelength range are shown in Figure 1.2 as an example. This 
region also provides an atmospheric window with very little absorption due to water molecules, which 
could otherwise obscure the absorption due to the gas under investigation. The broad emission spectrum 
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of the ICLEDs studied here covers the range from 3.5 μm to 4.5 μm, meaning that they could be suitable 
for sensing many different gases with absorption lines in the region such as CO2, N2O, HCl and H2CO. 
 
Figure 1.2: Absorption coefficients of some common pollutant gases in the 3 – 5 μm 
mid-IR spectral region. Data from HITRAN database [8]. 
In medical diagnostics, the presence of certain molecules in exhaled breath can act as biomarkers for 
particular diseases. They tend to be present at parts per billion (ppb) or parts per trillion (ppt) 
concentrations, hence very sensitive systems are required to detect them. A list of some established 
potential biomarkers with absorption lines in the 3 – 5 μm region is included in Table 1. An optical 
detection system in the MIR could provide a simple and non-invasive method to analyse exhaled breath 
and test for biomarkers, thereby creating a useful diagnosis tool that would not require expensive lab 
facilities, thereby also speeding up the process of detection. 
There are several challenges in developing light sources emitting in this MIR region. Auger 
recombination and internal optical losses resulting from free carrier absorption both increase with 
increasing wavelength, making MIR devices temperature sensitive and less efficient [9]. In an Auger 
process the transition energy of the recombining electron and hole is transferred to a third carrier that 
is excited to a higher energy state, rather than producing a photon. The probability of this type of process 
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increases for narrower band gaps, due to the smaller transfer of energy and momentum making it easier 
for them to be conserved. This means that Auger recombination is usually the dominant non-radiative 
recombination process in MIR devices [10]–[13]. Further explanation of the different types of Auger 
processes is given in Section 2.2.3 of the background theory chapter. 
Table 1: Potential biomarker molecules for diseases / disorders present in exhaled 
breath (from Ref. [14], [15]) and the wavelength of their strong absorption bands 
(from Ref. [8]). 
Biomarker molecule Disease / disorder 
Absorption 
wavelength (μm) 
Acetone (C3H6O) Lung cancer, diabetes, congestive heart failure 3.3 – 3.4 
Carbon monoxide (CO) Oxidative stress, respiratory infection, anaemia 4.5 – 4.9 
Carbonyl sulphide (OCS) Liver related diseases 4.8 – 5.0 
Ethane (C2H6) 
Vitamin E deficiency in children, lipid 
peroxidation, oxidative stress 
3.3 – 3.5 
Isoprene (C5H8) Blood cholesterol 3.2 – 3.4 
Methane (CH4) Intestinal problems, colonic fermentation 3.2 – 3.5 
 
Three different approaches have successfully developed MIR lasers operating in continuous wave (cw) 
mode at room temperature (RT), although each is subject to its own limitations. These are: (1) type-I 
interband quantum well lasers on GaSb substrate [16], [17], (2) inter-subband quantum cascade lasers 
(QCLs) [18], [19], and (3) type-II interband cascade lasers (ICLs) [20], [21]. The type-I approach suffers 
most from the loss mechanisms discussed above, whilst QCLs are challenging to design at in this 
wavelength range due to the requirements for large band offsets. In this thesis the focus is on the type-
II ICL approach, which is covered in Chapter 3. The aim of the work is to investigate the mechanisms 
controlling the performance of these MIR lasers and also LEDs based on the same design concept. This 
will provide useful input to the development of these devices for use in the different applications 
outlined above. 
18 
 
1.2 MOTIVATION FOR DILUTE BISMIDE ALLOYS 
The rapid growth in optical communications and the internet has led to increased usage of 
semiconductor lasers emitting in the near infrared (NIR) at 1.3µm and 1.55µm, the wavelengths at 
which dispersion and losses respectively are minimised in standard silica optical fibres [22]. The lasers 
currently used commercially for this wavelength range are based on the quaternary GaInAsP or 
GaInAlAs alloys on InP substrates [23]. However, these suffer from several significant problems which 
limit their efficiency and increase energy usage. The temperature dependence of the threshold current 
(current at which lasing commences, see Section 2.5.1) and the radiative component of this current for 
such a device are plotted in Figure 1.3 as the open circles and straight black line, respectively. Around 
room temperature of 300K, the radiative current contributes only around 20% of the threshold current 
with the other 80% is due to non-radiative processes. 
 
Figure 1.3: Temperature dependence of the threshold current (open circles) and 
radiative recombination current (straight black line) of 1.3 µm GaInAsP / InP laser. 
From Ref. [24]. 
The threshold current of NIR lasers at room temperature is dominated by Auger recombination [24]–
[26] and inter-valence band absorption (IVBA) [27], both involving transitions to the spin-orbit (SO) 
band, which limit the efficiency of these devices. A full explanation of these processes is given in 
Section 2.4. These processes increase with increasing wavelength, making them particularly 
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problematic for devices in the IR spectral range [28]. Devices suffer from poor temperature stability as 
these loss mechanisms also increase with increasing temperature, due to thermal broadening of the 
carrier distribution making transitions more likely. In addition to this, carrier leakage also increases 
with temperature due to the small conduction band offset between GaInAsP and InP [29]. Devices must 
therefore be thermoelectrically cooled, which significantly increases the total energy needed for their 
operation. 
 
Figure 1.4: Band gap (Eg) and spin-orbit splitting energy (ΔSO) of GaAsBi as a 
function of Bi content, as determined experimentally by different authors in Refs. 
[30]–[36]. Dashed lines are guide to the eye. 
It has been proposed that the use of dilute bismide alloys on GaAs substrates could help to overcome 
these problems [23], [37]–[39]. Calculations have predicted that the spin-orbit splitting energy increases 
as the atomic number of the group V element increases in III/V semiconductors [40]. Therefore adding 
bismuth, the largest stable group V element, should provide a very large spin-orbit splitting, as has 
subsequently been demonstrated experimentally in measurements of dilute bismide GaAsBi alloys [31]. 
As well as providing an increased spin-orbit splitting, the incorporation of bismuth into GaAs also 
causes a strong decrease in the band gap. This can be explained by a band anti-crossing (BAC) 
interaction between bismuth impurity states and the valence band edge in GaAs [37]. The bismuth level 
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lies below the valence band maximum (VBM) in GaAs, so an anti-crossing occurs, which leads to an 
effective upward shift in the VBM in GaAsBi. The combination of these two properties is beneficial as 
if the spin-orbit splitting is larger than the band gap then Auger recombination and IVBA involving 
transitions to the spin-orbit band would be suppressed. It has been demonstrated experimentally that 
this cross over point where the spin-orbit splitting becomes larger than the band gap occurs at a bismuth 
concentration of ~ 10 % in GaAsBi [30], as shown in Figure 1.4. The band gap at this composition is 
about 0.8 eV, which corresponds to a wavelength of 1.55 μm, making this alloy a good candidate for 
producing telecoms wavelength lasers with higher efficiency. 
It has also been proposed that alloys such as GaAsBi which consist of semiconductor and semimetal 
components should have a less temperature sensitive band gap [41]. This is important for applications 
in wavelength division multiplexing (WDM) optical fibre communication systems where the laser 
wavelength must be stable. In the GaInAsP lasers currently used, the lasing wavelength fluctuates with 
ambient temperature so the laser temperature must be stabilised by a thermoelectric cooler. Temperature 
dependent photoluminescence (PL) and photoreflectance (PR) experiments on GaAsBi samples have 
demonstrated that the band gap energy shifts by between -0.1 meV/K and -0.4 meV/K, depending on 
Bi fraction [35], [41]–[43], which is less than temperature coefficient of -0.54 meV/K for GaAs [44]. 
This makes GaAsBi and related alloys promising materials for lasers with temperature insensitive 
wavelength that could be used in WDM systems without the need for cooling.  
There are also other advantages that would arise from growing on GaAs substrates rather than InP. 
Carrier leakage could be reduced due to the larger conduction band offset of AlGaAs barriers that can 
be grown lattice matched on GaAs, which would improve electron confinement [23]. It would also be 
possible to achieve better optical confinement due to the larger refractive index difference between 
AlGaAs and GaAs than between InP and the quaternary alloys. This would make it easier to grow 
vertical cavity surface emitting lasers [23]. In addition, since GaAs is a more robust material than InP 
it would be possible to grow on larger substrates [23]. 
Since the original proposals for using the dilute bismide GaAsBi alloy to supress loss processes 
involving transitions to the spin-orbit band in NIR devices, a whole range of other dilute bismide alloys 
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have also attracted interest for use in different applications. The quaternary alloy GaNAsBi containing 
dilute concentrations of both bismuth and nitrogen is a good candidate for photonic devices in the near- 
and mid-infrared [37]. The opposing effects of the small nitrogen and large bismuth atoms on the lattice 
constant allows the strain to be controlled and the material to be kept lattice matched on GaAs. In a 
similar manner to the interaction of bismuth with the GaAs valence band, the incorporation of nitrogen 
into GaAs also leads to a decrease in the band gap. In this case it is due to a BAC interaction between 
a nitrogen impurity level and the conduction band edge, which has the effect of lowering the conduction 
band minimum. The use of a combination of nitrogen and bismuth in an alloy would allow engineering 
of both the conduction and valence band structure, and the creation of smaller band gaps for lower 
bismuth and nitrogen fractions than would be required in either of the individual ternary alloys. 
Calculations have shown that it should be possible to access band gaps throughout the range from 1.4 
eV to 0.2 eV (wavelengths from 0.88 μm – 6.2 μm) using bismuth fractions up to 12 % and nitrogen 
fractions up to 6 %, and to have the spin-orbit splitting larger than the band gap for band gaps below ~ 
0.8 eV [37]. This makes this alloy suitable not just for telecoms lasers in the near-infrared, but also for 
many other applications, such as mid-infrared devices as discussed previously in Section 1.1 or multi-
junction solar cells [45]. 
Another way to access longer wavelengths through the near- and mid-infrared using bismide and nitride 
alloys could be to form type-II GaAsBi / GaNAs heterostructures, as proposed recently [46]. In these 
structures electrons would be confined in GaNAs quantum wells, with its lowered conduction band, and 
holes would be confined in GaAsBi quantum wells with its raised valence band. This would give a 
smaller transition energy than in either of the individual ternary alloys. This is the same approach as is 
used in the mid-infrared lasers and LEDs studied in Chapter 3 of this work, which contain an InAs / 
GaInSb type-II heterostructure in order to reach longer wavelengths. The concept of type-II quantum 
wells is explained in more detail in Section 2.3.1, 
Another quaternary alloy that has started to be investigated in recent years is GaPAsBi, grown on GaAs 
[47], [48].  Similarly to the GaNAsBi alloy, the opposing effects of the large bismuth and smaller 
phosphorous atoms allow control of the lattice constant such that the quaternary can be either be lattice 
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matched, or under tensile or compressive strain, on GaAs as desired.  The addition of phosphorous acts 
to increase the band gap compared to GaAs, hence it has been calculated that band gaps in the range 
from 1.7 eV to 0.7 eV (wavelengths from 0.73 μm – 1.8 μm) could be achieved with bismuth fractions 
up to 12 % and phosphorous fractions up to 40 %. This would make it potentially suitable for NIR 
devices, and one particular area of interest is as a 1 eV band gap sub-cell in multi-junction solar cells 
lattice matched on GaAs. It could also act as a barrier material in GaAsBi lasers due to the increase in 
the conduction band energy with the addition of phosphorous. 
The aim of the work in this thesis is to characterise these dilute bismide alloys using spectroscopic 
ellipsometry. This technique is useful for probing both the electronic and optical properties of materials, 
giving the values for critical point transition energies and optical constants. Since the dilute bismide 
alloys are a relatively new class of semiconductor material, many of these properties have not been 
measured previously. This work therefore provides useful information on the properties of these alloys 
that could guide their future use in photonic devices and aid the development of theoretical models of 
the material properties. 
1.3 MOTIVATION FOR PHOTONIC CRYSTAL NANOCAVITY LASERS 
Transmission of data for long distance communication is now predominantly via optical fibres rather 
than electrical cables. However, for short scale communications between computer chips or between 
components on a single chip, electrical connections still dominate. An emerging area of interest for the 
future of computing technology is to transfer the principle of optical communication to these smaller 
scales and create integrated photonic circuits to replace existing electronics [49]. There are several 
benefits to such an approach.  
As data rates reach and exceed 10Gbit/s, the bandwidth of electrical interconnects becomes limited by 
skin effects in the wires [50]. Optical interconnects do not suffer from the same limitations, and direct 
modulation rates of more than 70 Gbit/s have been reported [51]. They also provide additional scope to 
increase bandwidth through the use of wavelength division multiplexing (WDM) and other encoding 
techniques. Depending on the length scales, signal transmission speeds via electrical interconnects are 
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often limited by the RC delay of the wires [50]. This limit would be removed by the use of optical 
interconnects, where signals could travel at the speed of light in the medium. In addition to these 
improvements in data transmission performance, the use of optical interconnects would also reduce the 
resistive heating that is currently a significant contribution to the energy losses in electronics. Cooling 
systems are required to manage the heat produced by electronics, which requires additional energy 
usage. By reducing both the energy loss in the electronics themselves and the need for additional cooling 
systems, a switch to optical interconnects could therefore lead to much more energy efficient integrated 
circuits.  
As well as simply replacing existing electronic components, there could also be additional functionality 
from integrated photonic components, such as the possibility to create compact on-chip gas sensors. 
This relates to the discussion from Section 1.1, which outlined the possibility to use mid-infrared light 
sources and detectors to create optical gas sensing systems, and the importance of this for medical or 
environmental testing [52]. For such sensors to become widespread they should ideally be compact and 
low power so that they can be incorporated into battery-powered hand-held devices, such as 
smartphones. An integrated approach where an appropriate light source and detector can be created on 
the same semiconductor chip would be highly suitable for such applications. 
CMOS (complementary metal-oxide-semiconductor) technologies dominate the electronics industry 
with over $500 billion invested in CMOS fabrication facilities worldwide in 2005 [53]. Therefore, in 
order for photonic integrated circuits to become widely adopted, the materials and processing should 
be compatible with the existing CMOS technology. This means that devices should ideally be based on 
a silicon platform in order to aid integration with existing electronic components and make use of the 
facilities available in the electronics industry. Due to its indirect band gap, silicon itself is a very 
inefficient light emitter so is not well suited to making photonic devices. However, there are currently 
several approaches being explored in the literature for creating photonic devices on silicon substrates, 
including direct growth of III-V materials on silicon [54]–[56], germanium-tin (GeSn) alloys [57], and 
wafer bonding of III-V materials to silicon [58], [59]. The studies in this thesis are centred around 
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typical III-V materials such as the (Al)GaAs system, so these should be suitable for implementation 
with the III-V on silicon approaches which are already proving successful. 
The International Technology Roadmap for Semiconductors (ITRS) in 2007 stated that by 2020 on-
chip interconnects would need to transmit at least 10 Gbit/s with energy usage below 10 fJ/bit [49]. This 
is being used as a benchmark by many developers of interconnect technology. Multiplying the bit rate 
by the energy per bit gives a maximum power consumption of ~100 μW for an interconnect in order to 
meet these standards. This provides a baseline for evaluating the performance of devices reviewed in 
Section 5.2. 
As well as meeting the requirements for bit rates and energy usage, the components for optical 
interconnects should be of a suitable size scale to be compatible with other electronic and optical 
components. The use of photonic crystals, which are structures with a periodic change in refractive 
index on the scale of the wavelength of light, provide a good solution for creating small integrated 
devices. Nanocavities in photonic crystals can confine light into a lasing cavity on the scale of the 
wavelength of light in the material, which would be ~ 450 nm for 1.55 μm light in silicon or GaAs, for 
example. Photonic crystal waveguides can also be fabricated to channel the light between components, 
which makes them suitable for forming complete integrated systems. The principle behind photonic 
crystal cavities and waveguides is described in detail in Section 2.8. 
The aim of the work in this thesis is to develop novel designs for photonic crystal nanocavities that 
could be suitable for use in electrically pumped nanoscale lasers for integrated photonics applications. 
This could ultimately be applied to different material systems and at different wavelengths to target the 
applications discussed here, such as telecoms wavelength interconnects or mid-infrared gas sensors. 
Photonic crystal nanocavity lasers have already shown their potential for use in optical interconnects, 
with recent work from the NTT Corporation demonstrating modulation of a photonic crystal laser at 25 
Gbit/s and an energy cost of 28.5 fJ/bit [60]. This exceeds the modulation rate of 10 Gbit/s set out by 
the ITRS, but does not yet meet the requirement for energy usage below 10 fJ/bit. However, this device 
along with most other typical photonic crystal architectures currently reported in the literature consist 
of the thin suspended membrane, which has several limitations such as suffering from poor thermal 
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conductivity. The new designs proposed and studied in this work aim to address some of the key 
challenges associated with the existing devices. In Chapter 5 a full review of the existing approaches is 
presented first, which highlights the design challenges, and a novel approach incorporating thick 
cladding layers is then proposed and investigated through finite difference time domain simulations. 
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2 BACKGROUND THEORY 
 
This chapter contains the necessary background theory to support the discussion of results presented in 
later chapters of this thesis. Sections 2.1 to 2.4 cover the theory relating to the operation of 
semiconductor lasers. This includes the physical processes involved, such as recombination 
mechanisms and generation of optical gain, as well as aspects of device design to create optical and 
electrical confinement. Basic laser characteristics such as threshold current, characteristic temperature 
and external differential efficiency are then also discussed in Section 2.5. In Section 2.6 the theory 
relating to the band structure of dilute bismide alloys is presented. Finally, Section 2.7 covers the 
physics of photonic crystal structures and their application as laser cavities. The theory presented here 
is based on established concepts published in many textbooks [61]–[65] and other works. 
2.1 OPTICAL PROCESSES IN SEMICONDUCTORS 
There are three important optical transitions that can occur in semiconductor materials. These may be 
represented using a simplified two-level model of the band structure, as shown in Figure 2.1. The lower 
level represents the valence band edge and the upper level the conduction band edge. Filled circles 
represent electrons (occupied states) and open circles represent holes (unoccupied states in the valence 
band).  
2.1.1 Absorption 
An absorption process (Figure 2.1a) can occur where an electron in the valence band gains energy by 
absorbing an incident photon and is excited to an empty state in the conduction band. For this to occur, 
the photon must have energy greater than or equal to the band gap energy. The probability of absorption 
is proportional to the density of electrons in the VB, the density of empty states in the CB and the photon 
density. 
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Figure 2.1: Optical transitions in a semiconductor material: (a) absorption, (b) 
spontaneous emission, (c) stimulated emission. 
2.1.2 Spontaneous emission 
An electron that is in the conduction band has a finite probability of making a transition to an empty 
state in the valence band, emitting a photon. This process is called spontaneous emission (Figure 2.1b). 
Photons emitted spontaneously have no phase and direction relationship to other spontaneously emitted 
photons in the same material. The probability of spontaneous emission is proportional to the density of 
electrons in the CB and the density of empty states in the VB. 
2.1.3 Stimulated emission 
The final process, and the one which is crucial to the operation of lasers, is stimulated emission (Figure 
2.1c). Here the presence of an incoming photon can trigger an electron to de-excite into an empty state 
in the valence band, emitting a photon with the same energy, phase and direction as the incoming 
photon. This mechanism, coupled with a suitable optical cavity, allows a coherent optical field to be 
built up. The rate of stimulated emission is proportional to the density of electrons in the CB, the density 
of empty states in the VB and the photon density. In order to produce lasing, the rate of stimulated 
emission must exceed the rate of absorption such that there is net gain, i.e. negative absorption, in the 
material. The conditions for achieving this condition are discussed in more detail in the following 
section. 
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2.2 OPTICAL FEEDBACK AND GAIN IN SEMICONDUCTOR LASERS 
2.2.1 Population inversion 
In order to achieve net gain, where the probability of stimulated emission is greater than the probability 
of absorption, a condition called population inversion is required. A material is said to have reached 
population inversion when the population of electrons in the CB is greater than the population of 
electrons in the VB. This is a non-equilibrium condition, so an external pumping mechanism is required 
to achieve it. In the case of laser diodes, an electrically pumped p-n junction is used to inject electrons 
into the conduction band and holes into the valence band. 
Both bands have a density of states associated with them, which can be multiplied by the probability of 
occupation of these states to estimate the carrier population. As carrier-carrier (e-e, e-h, h-h) scattering 
times are generally in the sub-picosecond range, which is much faster than typical electron-hole 
recombination times (∼ns), one can assume electrons and holes are all at the same temperature. 
However, due to the non-equilibrium condition the carrier populations in the two bands are described 
by different quasi-Fermi energies. The occupation probability, fc, of a conduction band state at energy 
E is given by: 
where kB is the Boltzmann constant, T is the temperature and Fc is the quasi-Fermi level for electrons 
in the conduction band, which corresponds to the energy at which the state has a 50% occupation 
probability. Similarly, the occupation probability, fv, of a valence band state at energy E is given by: 
where Fv is the quasi-Fermi level for electrons in the valence band. Population inversion is reached 
when the separation of the quasi-Fermi levels equals the band gap, and optical gain is achieved when 
the quasi-Fermi level separation satisfies the Bernard-Duraffourg condition, which is: 
 
𝑓𝑐(𝐸) =
1
exp (
𝐸 − 𝐹𝑐
𝑘𝐵𝑇
) + 1
 (2-1) 
 
𝑓𝑣(𝐸) =
1
exp (
𝐸 − 𝐹𝑣
𝑘𝐵𝑇
) + 1
 (2-2) 
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where 𝐸𝑐(𝑣) is the energy of the lowest (highest) conduction (valence) band state. In a bulk material 
these would be the conduction band minimum and valence band maximum, whilst in quantum well 
active regions (see Section 2.3.1) these are the energies of the first confined states. 
2.2.2 Optical gain 
The existence of optical gain is a crucial requirement for laser operation. The optical gain in a quantum 
well laser as a function of photon energy ( ℏ𝜔 ), under the simple assumption of zero linewidth 
broadening, is given by [63]: 
where 
 
𝐶0 =
𝜋𝑒2
𝑛𝑟𝑐𝜀0𝑚0
2𝜔
 
(2-5) 
 𝜌𝑟
2𝐷 =
𝑚𝑟
𝜋ℏ𝐿𝑧
  (2-6) 
 
𝑚𝑟 = (
1
𝑚𝑒
∗ +
1
𝑚ℎ
∗ )
−1
 
(2-7) 
 𝐼ℎ𝑚
𝑒𝑛 = ⟨𝜙𝑒𝑛|𝜙ℎ𝑚⟩ 
(2-8) 
 
𝑓𝑐
𝑛(𝐸𝑡) =
1
1 + exp{(𝐸𝑔 + 𝐸𝑒𝑛 + (𝑚𝑟/𝑚𝑒
∗  ) 𝐸𝑡 − 𝐹𝑐)/(𝑘𝐵 𝑇)}
 (2-9) 
 
𝑓𝑣
𝑚(𝐸𝑡) =
1
1 + exp{(𝐸ℎ𝑚 − (𝑚𝑟/𝑚ℎ
∗  ) 𝐸𝑡 − 𝐹𝑣)/(𝑘𝐵 𝑇)}
 (2-10) 
 
The various terms used in equations (2-4) to (2-10) are defined as: 𝑛𝑟 – refractive index, 𝐿𝑧 – quantum 
well width, 𝑚𝑒(ℎ)
∗  - electron (hole) effective mass, |?̂? ⋅ 𝒑𝑐𝑣|
2 – momentum matrix element, 𝜙𝑒𝑛(ℎ𝑚) – 
envelope function of nth conduction (mth valence) band confined state, 𝐸𝑒𝑛(ℎ𝑚)  – energy of n
th 
conduction (mth valence) band confined state. A set of example gain spectra calculated using equation 
 𝐹𝑐 − 𝐹𝑣 > 𝐸𝑐 − 𝐸𝑣 
(2-3) 
 𝑔(ℏ𝜔) = 𝐶0 ∑|𝐼ℎ𝑚
𝑒𝑛 |2
𝑛,𝑚
|?̂? ⋅ 𝒑𝑐𝑣|
2[𝑓𝑐
𝑛(𝐸𝑡) − 𝑓𝑣
𝑚(𝐸𝑡)]𝜌𝑟
2𝐷𝐻(ℏ𝜔 − 𝐸ℎ𝑚
𝑒𝑛 ) (2-4) 
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(2-4), plus the incorporation of a non-zero Lorentzian linewidth, are shown in Figure 2.2 for a range of 
quasi-Fermi level separations. 
 
Figure 2.2: Example optical gain spectra for a quantum well calculated according 
to equation (2-4), with the addition of a finite linewidth, at a range of quasi-Fermi 
level separations. 
It can be seen from equations (2-4) and (2-8) that the optical gain depends on the square of the 
wavefunction overlap between the electron and hole states involved. This is an important consideration 
in the analysis of the type-II lasers and LEDs presented in Chapter 3. Given the type-II ‘W’ band 
alignment with the electrons and holes confined in separate materials and electron tunnelling into the 
central barrier, the wavefunction overlap is sensitive to quantum well widths, temperature and applied 
hydrostatic pressure. The possible effect of changes in wavefunction overlap on the gain and therefore 
device performance will be discussed in Chapter 3. 
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2.2.3 Optical feedback 
 
Figure 2.3: Schematic illustration of a Fabry-Perot cavity with partially reflecting 
mirrors, including example standing wave cavity mode. 
In order to take advantage of the optical gain in a semiconductor at transparency, some form of optical 
feedback mechanism is necessary. The simplest option, and the one which is used in the MIR lasers 
studied in Chapter 3, is a Fabry-Perot cavity. A Fabry-Perot cavity is formed by the end facets of a laser 
which are cleaved along a crystallographic plane of the material to create partially reflecting mirrors, 
as illustrated in Figure 2.3. Due to the refractive index contrast between typical semiconductor materials 
and air, the reflectivity of an as-cleaved facet is usually around 30 %. The facets can also be coated to 
alter the reflectivity and change the laser emission. For high-power laser applications, it can be desirable 
to coat one facet with a high-reflectivity (HR) coating and the other with an anti-reflectivity (AR) 
coating to direct the majority of the output power through a single facet. One of the lasers studied in 
Chapter 3 has such AR/HR coatings on the facets. 
The Fabry-Perot cavity can support a discrete set of modes that form standing waves along the length 
of the cavity. The wavelength (𝜆) of these modes is dependent on the cavity length (Lcav) according: 
where m is an integer and nr is the effective refractive index of the material. It follows from equation 
(2-11) that the mode spacing is given by: 
 𝑚𝜆
2
= 𝑛𝑟𝐿𝑐𝑎𝑣 
(2-11) 
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The mode closest to the peak of the optical gain spectrum will experience the most amplification and 
therefore begin to lase. If the mode spacing is large relative to the gain spectrum then single mode lasing 
as only one mode experiences sufficient gain. However, multi-mode lasing can occur in devices where 
the mode spacing is small relative to the gain spectrum width such that multiple modes experience 
sufficient gain to start lasing. 
There are several alternatives to using Fabry-Perot cavities for providing optical feedback, including 
distributed Bragg reflectors, external cavities and photonic crystal cavities. The design of photonic 
crystals cavities for use in nanocavity lasers is considered in Chapter 5 of this work. The background 
theory relating to the physics of photonic crystals and their application to lasers is presented later in this 
chapter in Section 2.7. 
2.2.4 Threshold condition 
Once a laser has been pumped to transparency, it is then necessary to supply additional current to 
compensate for losses in the cavity and sustain lasing. These losses include light allowed to escape from 
the cavity through the partially reflecting mirrors, scattering losses and losses through re-absorption 
within the cavity. This condition is called the threshold gain (gth), which can be defined per unit length 
according to the equation: 
 
𝑔𝑡ℎ =
1
Γ
(𝛼𝑖 +
1
2𝐿𝑐𝑎𝑣
ln (
1
𝑅1𝑅2
)) (2-13) 
where Γ is the optical confinement factor (discussed further in Section 2.3.3), 𝛼𝑖 is the internal optical 
loss per unit length, 𝐿𝑐𝑎𝑣 is the cavity length and 𝑅1,2 are the reflectivities of the two facets. In an 
electrically pumped laser the point at which sufficient current is supplied to achieve the threshold gain 
condition is known as the threshold current (Ith). This will be discussed further when laser characteristics 
are presented in Section 2.5. 
 
Δ𝜆 =
𝜆2
2𝑛𝑟𝐿𝑐𝑎𝑣
 
(2-12) 
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2.3 CARRIER, CURRENT AND OPTICAL CONFINEMENT 
In order to achieve good laser performance, the device must be designed to confine the carriers, current 
and optical field effectively. This section gives a brief outline of how each of these is achieved. 
2.3.1 Carrier confinement 
As discussed in the previous sections of this chapter, light emission and lasing requires electrons and 
holes to recombine and emit photons. The probability of this process is enhanced if the carriers can be 
confined so that there is a high carrier density in a small spatial region. In order to achieve this, many 
LED and laser designs make use of quantum confinement of carriers in one or more dimensions. The 
devices studied here have quantum well active regions, where carriers are confined in one direction by 
potential barriers. 
A standard type-I quantum well is formed by growing a heterostructure where a thin layer of one 
material (~ 1 – 10 nm) is surrounded by a different material with a larger band on either side to form 
barriers, as shown in Figure 2.4(a). To a first approximation this can be treated as an infinite square 
potential well. The Schrödinger equation for electrons or holes confined in an infinite potential well can 
be solved analytically, giving the familiar result for the wave functions, 𝜙𝑛, and energies, 𝐸𝑛, of the 
confined states: 
 
𝜙𝑛(𝑥) = √
2
𝐿
sin
𝑛𝜋𝑥
𝐿
 (2-14) 
 
𝐸𝑛 =
ħ2𝑛2𝜋2
2𝑚𝐿2
 (2-15) 
where x is the position, m is the electron or hole mass, L is the width of the well and n is an integer 
labelling the state. The use of quantum wells therefore provides an additional way to control the band 
gap, simply by varying the layer thickness to move the energies of the confined states without the need 
to change any of the material compositions. In reality the barriers are actually finite and in this case 
there is no analytic solution to the Schrödinger equation so it must be solved numerically. The electrons 
or holes have some probability of tunnelling into the barriers with an exponentially decaying wave 
function in this region, as seen in Figure 2.4(a). The energies of the confined states also become 
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dependent on the height of the barriers, which is given by the band offset between the two materials, 
and the confined states are at lower energy than in the infinite well case. 
When the carriers are confined in a quantum well, the density of states becomes independent of energy 
and is given by:  
 
𝑔2𝐷(𝐸) =
4𝜋𝑚∗
ℎ2
 (2.12) 
which is a step function with a step at each confined energy level. This means there is an increased 
density of states near the band edge compared to the 3D case, which has significant potential benefits 
for semiconductor lasers since a greater proportion of the injected carriers can in principle be in states 
that contribute to band edge population inversion and gain. 
 
Figure 2.4: Diagram showing band alignment and first confined states for electrons 
and holes in type-I (a) and type-II (b) quantum wells. Calculated using nextnano 
software package. 
In contrast to a type-I quantum well where the electrons and holes are confined in the same material, it 
is also possible to create a type-II quantum well system as shown in Figure 2.4(b). In this structure the 
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band offsets are such that the electrons and holes are spatially separated, with the electrons confined in 
one material and the holes confined in the other. This creates a smaller effective band gap than in either 
of the individual component materials and is an alternative mechanism for achieving longer wavelength 
devices rather than using very narrow band gap alloys. However, spatially separating the electrons and 
holes reduces the overlap between their wavefunctions, which reduces the gain according to equations 
(2-4) and (2-8). In order to improve the wavefunction overlap, a ‘W’ structure can be employed, named 
after the shape made by the conduction band edge. The hole quantum well is sandwiched between an 
electron quantum well on either side, as shown in Figure 2.5. When thin layers are used, there can be 
significant electron tunnelling through the central barrier and a much improved wavefunction overlap 
compared to using a single electron well. It is this type of ‘W’ structure which is used as the active 
region in the mid-infrared lasers and LEDs studied in this work. 
 
Figure 2.5: Diagram showing band alignment and first confined states for electrons 
and holes in type-II ‘W’ quantum well structure. 
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2.3.2 Current confinement 
In order to minimise the threshold current (see Section 2.5.1) in an electrically pumped diode laser, it 
is desirable to reduce the area through which the current is able to flow. There are various design 
features which can be used achieve this, such as stripe contacts, ridge waveguides and oxide 
confinement. The lasers studied in this work have ridge waveguide structures, in which much of the 
upper cladding is etched away, leaving a ridge as illustrated in Figure 2.6. The top contact is made only 
along the ridge, which restricts the area through which the current can pass. 
 
Figure 2.6: Schematic illustration of a typical ridge waveguide laser structure, 
showing the confinement of the optical mode. 
2.3.3 Optical confinement 
As discussed earlier in this chapter, the lasing process relies on stimulated emission of photons, the rate 
of which depends on the photon density. It is therefore necessary to maintain an optical mode that 
overlaps spatially with the active region so that there is a high photon density. This is achieved by 
forming waveguide structures to confine the generated photons. The lasers studied in this work confine 
the optical field using index guiding, which utilises total internal reflection at the interface between 
materials of different refractive indices. In the vertical direction a separate confinement heterostructure 
(SCH) is formed, in which the optical mode is confined to the higher refractive index SCH material 
layers that are then surrounded by lower refractive index cladding layers. An example of the refractive 
index profile and optical mode in a separate confinement heterostructure is illustrated in Figure 2.7. The 
optical confinement factor (Γ), introduced in the expression for threshold gain in equation (2-13), is 
defined as the fraction of the optical mode overlapping with active region material. This depends on the 
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refractive index contrast between layers as well as their thickness. In the horizontal direction, the ridge 
waveguide structures also provide optical confinement by index guiding due to the high refractive index 
contrast between the semiconductor material of the ridge and the surrounding air / oxide layer. This 
keeps the optical mode confined to the same area as the current, which further improves overlap between 
the optical mode and gain medium, as illustrated in Figure 2.6. 
 
Figure 2.7: Refractive index and optical mode profile in a typical separate 
confinement heterostructure. 
2.4 RECOMBINATION PROCESSES AND LOSS MECHANISMS IN 
SEMICONDUCTOR LASERS & LEDS 
The current (I) flowing through a laser or LED can be approximated by the following expression: 
 𝐼 = 𝑒𝑉(𝐴𝑛 + 𝐵𝑛2 + 𝐶𝑛3) + 𝐼𝑙𝑒𝑎𝑘 
(2-16) 
where e is the electron charge, V is the active region volume, n is the carrier concentration (assuming 
the electron concentration, n, equals the hole concentration, p, for an intrinsic active region) and Ileak is 
a leakage current. The A, B and C coefficients represent the rates of the three main recombination 
processes: Shockley-Read-Hall, radiative, and Auger, respectively. A description of each of these is 
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presented in this section. This simple A, B, C coefficient model will be applied to the analysis of the 
ICLED performance in Chapter 3.  
2.4.1 Radiative recombination 
Radiative recombination processes are those which emit energy as a photon. This can be via 
spontaneous or stimulated emission, as described in Section 2.1. Since radiative recombination requires 
the presence of an electron and hole in the correct states, the rate depends on the product of the electron 
and hole carrier concentrations, n and p, according to: 
 𝑅𝑟𝑎𝑑 = 𝐵𝑝𝑛 
(2-17) 
To convert from a rate per unit volume to a current, the rate is multiplied by the electron charge (e) and 
the active region volume (V), as appear in Equation (2-16). 
2.4.2 Shockley-Read-Hall recombination 
Shockley-Read-Hall recombination occurs via a trap or defect state in the semiconductor. This could 
exist due to a structural defect or impurity incorporated into the material during growth such as a 
vacancy, antisite defect or surface state. SRH recombination involves a single carrier, since a particular 
type of defect will usually have a strong affinity for either electrons or holes. The rate therefore depends 
on the concentration of the particular type of carrier involved, as is given by: 
 𝑅𝑆𝑅𝐻 = 𝐴𝑝 or 𝑅𝑆𝑅𝐻 = 𝐴𝑛 
(2-18) 
where the choice of n or p depends on whether the carriers are electrons or holes. The A coefficient is 
strongly dependent on the material quality and defect density. 
2.4.3 Auger recombination 
Auger recombination is a particular problem in IR devices since it becomes more probable in narrower 
band gap materials where it is easier to conserve energy and momentum in the transition [28]. In Auger 
recombination, the energy released during recombination is transferred to a third carrier, which may be 
either another electron or hole. The three main possibilities are illustrated in Figure 2.8. The dominant 
process that causes the greatest problems in NIR devices such as GaInAsP telecoms lasers is the CHSH 
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process (Figure 2.8c), where a hole is excited from the HH band into the SO band [25]. The energy 
gained by this hole is then dissipated as heat in the device, raising the temperature.  
 
Figure 2.8: Electron and hole transitions in the three main Auger processes: (a) 
conduction-heavy hole-conduction-conduction (CHCC), (b) conduction-hole-light hole-
heavy hole (CHLH) and (c) conduction-hole-spin orbit-heavy hole (CHSH). Filled circles 
represent electrons and open circles represent holes. 
In the type-II MIR devices studied in this work, the spin-orbit splitting is already larger than the 
electron-hole transition energy, hence the CHSH Auger process is forbidden. In these devices it will be 
CHCC and possibly CHLH Auger processes that are significant. These involve either an electron being 
excited higher into the CB for a CHCC process, or a hole being excited from the HH band to the LH 
band in a CHLH process, as shown in Figure 2.8 (a) and (b), respectively. 
As discussed, an Auger process requires the presence of three carriers, hence the Auger recombination 
rate can be described by: 
 𝑅𝐴𝑢𝑔 = 𝐶𝑝𝑛
2 or 𝑅𝐴𝑢𝑔 = 𝐶𝑝
2𝑛 (2-19) 
depending on whether the third carrier is an electron or hole. The Auger recombination process is highly 
sensitive to both temperature and band structure. Temperature affects the Auger process by both 
increasing n and through an increase in C, since a greater thermal spread of carriers increases the number 
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of allowed Auger transitions. The temperature dependence of the Auger coefficient can be expressed 
by: 
 
𝐶 = 𝐶0exp (−
𝐸𝑇 − 𝐸𝑔
𝑘𝐵𝑇
) (2-20) 
where C0 is independent of temperature, ET is a threshold energy, kB is Boltzmann’s constant and T is 
the temperature. The threshold energy is the minimum energy for which a particular Auger process can 
occur. In the case of a CHCC process it depends on the band gap and curvature (effective mass) of the 
bands, and is given by: 
 
𝐸𝑇
𝐶𝐻𝐶𝐶 =
2𝑚𝑒 + 𝑚ℎℎ
𝑚𝑒 + 𝑚ℎℎ
𝐸𝑔 
(2-21) 
where me,hh are the electron/heavy hole effective masses and Eg is the bulk band gap. This equation is 
derived by considering the conservation of energy and momentum between the four states involved in 
the transitions. It is based on the assumption of isotropic bulk material with simple parabolic bands and 
Boltzmann statistics. The use of Boltzmann statistics can be justified because the states involved in the 
Auger process are at relatively large E and k values, which should fall within the Boltzmann tail of the 
Fermi-Dirac distribution that describes the carrier populations. The assumptions of isotropic and 
parabolic bands are major approximations which will not hold in the type-II structures studied, where 
there is confinement in one direction from the quantum wells and strain altering the in-plane dispersion. 
It is, nevertheless, useful to show the general effect that a change in band gap can be expected to have 
on Auger recombination. 
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2.4.4 Inter-valence band absorption 
 
Figure 2.9: Diagram illustrating possible IVBA transition from SO to HH band. 
Inter-valence band absorption (IVBA) is a process in which the energy of photon is absorbed by an 
electron, usually in the SO band, exciting it to an empty state in the HH band as illustrated in Figure 
2.9. The photon therefore cannot contribute to the stimulated emission of other photons, so this process 
is one source of internal losses in lasers. As with the CHSH Auger process, it could be possible to 
suppress IVBA by making ΔSO larger than Eg so that emitted photons do not have enough energy to 
excite an electron from the SO band to the HH band. 
2.4.5 Carrier leakage 
Carrier leakage is a loss process in which electrons or holes escape from the active region quantum 
wells into the barriers or other surrounding layers. The probability of carrier leakage depends on the 
barrier height and the electron and hole effective masses and mobilities. It tends to increase with 
increasing temperature, as the carriers gain thermal energy and thus have a higher probability of being 
able to escape from the quantum well. The escaped carriers are no longer in states that can participate 
in the lasing process, so this constitutes a loss mechanism in the device. Carriers may recombine non-
radiatively in the surrounding layers, generating heat, which then further degrades device performance. 
The band offsets for both electrons and holes in the type-II ‘W’ lasers and LEDs studied here are 
relatively large, so the effect of carrier leakage is expected to be minimal. 
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2.5 SEMICONDUCTOR LASER CHARACTERISTICS 
This section describes some of the key laser characteristics that are used to evaluate device performance 
in the investigations of the MIR lasers in Chapter 3. 
2.5.1 Threshold current 
The concept of threshold current was introduced in Section 2.2.4 as the current at which the threshold 
gain is achieved. The threshold current (Ith) can be determined from the light-current (L-I) characteristics 
of a laser. Below threshold, the light output is low and increases slowly with increasing current, as 
shown in the section labelled ‘Spontaneous emission’ in Figure 2.10. When the threshold current is 
reached, stimulated emission starts to dominate the emission from the laser and the light output 
increases rapidly with further increases in current, as labelled in the section labelled ‘Lasing emission’ 
in Figure 2.10. The threshold current can be determined graphically by making linear fits through the 
L-I curve in the regions above and below threshold and taking the intersection point of these lines.  
 
Figure 2.10: Example light-current (L-I) characteristic of a laser diode to illustrate 
the threshold current (Ith) and external differential efficiency (ηd). 
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2.5.2 Temperature stability of lasers 
The threshold current of a laser will depend on the temperature, as different recombination processes 
depend on the thermal carrier distribution and band gap, which vary with temperature. The temperature 
stability of a laser can be described by its characteristic temperature (T0). This is defined according to 
the equation: 
 1
𝑇0
=
1
𝐼𝑡ℎ
𝑑𝐼𝑡ℎ
𝑑𝑇
=
𝑑 ln(𝐼𝑡ℎ)
𝑑𝑇
 
(2-22) 
where Ith is the threshold current and T is the temperature. This implies that a low value of T0 
corresponds to a high temperature sensitivity and vice-versa. Equation (2-22) shows that the value of T0 
can be extracted experimentally as the inverse of the gradient on a plot of ln(Ith) vs. T. 
2.5.3 External differential efficiency 
The external differential efficiency of a laser is the ratio number of emitted photons to number of 
injected carriers above threshold. This is proportional to the slope efficiency, which is the gradient of 
the measured L-I curve above threshold as indicated in Figure 2.10. The external differential efficiency 
(ηd) can be expressed according to the equation: 
 
𝜂𝑑 =
𝑒
ℎ𝜈
𝑑𝐿
𝑑𝐼
  
(2-23) 
where L is the total optical power output from both facets, I is the current and e, h and ν have their usual 
meanings. It is also possible to express ηd in terms of the internal quantum efficiency (ηint), which is the 
efficiency of converting electron-hole pairs to photons inside the laser, and other important properties 
of the laser. This is given by the expression: 
 
1
𝜂𝑑
=
1
𝜂𝑖𝑛𝑡
[
2𝛼𝑖𝐿𝑐𝑎𝑣
ln (
1
𝑅1𝑅2
)
+ 1]  (2-24) 
where αi is the internal optical loss, Lcav is the cavity length, and R1,2 are the facet reflectivities. Internal 
optical losses can be due to free carrier absorption, inter-valence band absorption, absorption in the 
cladding layers and scattering. 
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2.6 PROPERTIES OF DILUTE BISMIDE ALLOYS 
2.6.1 Spin-orbit splitting in dilute bismide alloys 
 
Figure 2.11: Illustration of a possible CHSH Auger process in a material where ΔSO 
< Eg (a) and how this is suppressed in a material where ΔSO > Eg (b). 
As outlined in Chapter 1, the CHSH Auger process is a dominant loss mechanism in many near- and 
mid-infrared devices, including the widely used InP-based telecoms lasers [24]–[26]. This is able to 
occur because the spin-orbit splitting, ΔSO, is smaller than the band gap, Eg, in the typical materials used, 
as illustrated in Figure 2.11(a).  It would be possible to suppress the CHSH Auger process and IVBA 
involving the SO band by increasing the spin-orbit splitting such that it is larger than the band gap, as 
illustrated in Figure 2.11(b). The energy released by electron-hole recombination would then not be 
sufficient to excite a hole from the SO band to the HH band [39]. This would significantly decrease the 
threshold current of lasers and improve their efficiency. It would also improve the temperature stability 
of devices so that they could operate without the need for cooling, further saving energy. This is the 
motivation behind investigating many of the novel bismide alloys, as the incorporation of bismuth 
reduces the band gap whilst increasing the spin-orbit splitting. 
The spin-orbit splitting in semiconductors originates from the spin-orbit interaction of the constituent 
atoms. This can be understood by considering the atom in the rest-frame of an electron. In this situation, 
for a p state with orbital angular momentum l = 1, the positive nucleus can be considered to orbit the 
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electron. This orbiting charge therefore acts like a current loop, which generates a magnetic field as 
illustrated in Figure 2.12(a). The electron has an intrinsic magnetic moment due to its spin angular 
momentum (ms = ± 1/2), which interacts with the magnetic field due to the orbital motion. The sum of 
the orbital and spin angular momentum is given by the j quantum number. The magnetic fields can 
either couple together so that they are aligned (j = 3/2) or anti-aligned (j = 1/2), as shown in Figure 
2.12(b), and these two configurations have different energies. The energy splitting depends on the 
atomic number (Z), since a large atomic number means a greater electric charge and therefore greater 
magnetic field. Full calculations (e.g. see Ref. [66]) show that the spin-orbit interaction actually scales 
with Z 4. 
 
Figure 2.12: (a) Orbital motion of the atom from the rest frame of the electron, with 
the nucleus orbiting it such that the electron experiences a magnetic field, B. (b) 
Vector diagram to shown the addition of aligned (j = 3/2) and anti-aligned (j = 1/2) 
spin and orbital angular momenta. 
In semiconductor crystals, the valence band is formed from the atomic p states. The j = 3/2 states are 
degenerate at the Γ-point in unstrained material, and form the heavy hole and light hole bands with mj 
= ± 3/2 and mj = ± 1/2, respectively. The j = 1/2 (mj = ± 1/2) states are separated from this by the spin-
orbit splitting energy and form the spin-orbit band. Calculations have predicted that the spin-orbit 
splitting increases as the atomic number of the group V element increases in III/V semiconductors [40], 
due to the Z dependence of the spin-orbit interaction in the constituent atoms described above. 
The results of calculations of ΔSO in different Ga-V materials are plotted in Figure 2.13. The values for 
GaN, GaP, GaAs and GaSb have also be verified experimentally. The calculations predict that GaBi, 
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containing the largest stable group V element, has a much larger spin-orbit splitting than any of the 
other Ga-V materials. However, this has not been verified experimentally since GaBi crystals have not 
been synthesised. It was therefore proposed that adding bismuth to existing III-V alloys should 
significantly increase their spin-orbit splitting. This has subsequently been demonstrated experimentally 
in measurements of dilute GaAsBi alloys [31]. The cross over point at which ΔSO becomes larger than 
Eg occurs at a bismuth concentration of ~9.5% [67] in GaAsBi. Similar crossovers with the spin-orbit 
splitting becoming larger than the band gap also occur in other III-V-Bi alloys at different energies and 
bismuth concentrations. These various alloys therefore open up possibilities for suppressing CHSH 
Auger recombination in a variety of near- and mid-infrared devices. 
 
Figure 2.13: Calculated spin-orbit splitting as a function of group V atomic number. 
Data from Ref. [40], calculated by full potential linearized augmented plane wave 
method. 
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2.6.2 Band anti-crossing model 
The incorporation of bismuth into III-V alloys leads to leads to a strong decrease in the band gap. This 
can be explained by a band anti-crossing (BAC) interaction between bismuth impurity states and the 
valence band edge of the host material. In this work, alloys based on GaAs and GaP are studied, hence 
the following explanation will compare the effect of bismuth in both these material systems. The relative 
alignments of the band edges in GaAs and GaP are shown in Figure 2.14, along with the position of the 
bismuth impurity state (EBi).  It can be seen that the Bi level lies below the valence band maximum 
(VBM) in GaAs, whereas it is above the VBM in GaP. This is analogous to the more well-known case 
of the impurity state introduced by the incorporation of dilute nitrogen concentrations. The nitrogen 
impurity state (EN) lies above the conduction band minimum (CBM) in GaAs, but below the CBM in 
GaP, as also shown in Figure 2.14. 
 
Figure 2.14: Band alignment of GaAs and GaP relative to bismuth (EBi) and 
nitrogen (EN) impurity levels. Bulk band gaps and alignments from Ref. [44], EBi,N 
energies from Ref. [67]. 
In both GaNxAs1-x and GaNxP1-x, there is a strong decrease in the band gap with the addition of nitrogen 
which can be described by a BAC interaction between the nitrogen impurity state and the host material 
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conduction band. This has the effect of splitting the conduction band into E+ and E– sub-bands, as 
illustrated in Figure 2.15, with the E– sub-band lowered below the host material CB edge. In an 
analogous manner, in GaAs1-xBix and GaP1-xBix the BAC interaction causes the valence band to split 
into E+ and E– sub-bands. The E+ sub-band is at a higher energy above the host material VB, hence this 
also leads to a reduction in the alloy band gap.  
 
Figure 2.15: Principle of band anti-crossing model, in this case for the conduction 
band. Interaction of the GaAs host matrix conduction band (EM) and the nitrogen 
impurity level (EN) leads to the formation of E+ and E– sub-bands. From Ref. [68]. 
The energy of the E+ and E– conduction (heavy hole) sub-band edges in GaNAs (GaAsBi) is given by: 
 
𝐸±
𝐶𝐵(𝐻𝐻)
=
𝐸𝐶𝐵(𝐻𝐻) + 𝐸𝑁(𝐵𝑖)
2
± √(
𝐸𝐶𝐵(𝐻𝐻) − 𝐸𝑁(𝐵𝑖)
2
)
2
+ 𝑉𝑁(𝐵𝑖)
2 (𝑥) (2-25) 
where 𝐸𝐶𝐵(𝐻𝐻) is the conduction (heavy hole) band edge energy from the virtual crystal approximation, 
𝐸𝑁(𝐵𝑖)  is the energy separation between the nitrogen (bismuth) impurity state and the GaAs host 
material CBM (VBM), and 𝑉𝑁(𝐵𝑖)(𝑥) = 𝛽√𝑥 where 𝛽 is a coupling parameter and 𝑥 is the nitrogen 
(bismuth) fraction. 
Bismuth and nitrogen can also be incorporated simultaneously to form the quaternary GaNAsBi alloy, 
which has BAC interactions in both the CB and VB. This allows smaller band gaps to be obtained than 
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in either of the ternary alloys for given bismuth and nitrogen fractions. There is also the additional 
benefit that the small nitrogen and large bismuth atoms have opposing effects on the lattice constant, 
which means that the strain can be engineered according to the application or the alloy can be kept 
lattice matched to GaAs. This alloy will be discussed further and studied in Chapter 4. Another recent 
proposal also has shown the potential for type-II structures consisting of alternating GaAsBi and GaNAs 
layers, where electrons would be confined to the GaNAs layers with their lowered CB and holes would 
be confined to the GaAsBi layers with their raised VB [46]. Such structures could be designed to be 
strain-balanced on GaAs with effective band gaps covering the near- and mid-infrared. 
2.7 PHOTONIC CRYSTALS 
2.7.1 Fundamentals of Photonic Crystals 
Photonic crystals are structures with a periodic change of refractive index in either 1, 2 or 3 dimensions. 
The interference of electromagnetic (EM) waves scattering from this periodic medium leads to the 
formation of band structure and band gaps for the EM waves, in an analogous way to the formation of 
electronic band structure in the periodic Coulomb potential of a crystal lattice. The simplest case to 
consider is a 1D photonic crystal, consisting of alternating layers with different refractive index as 
illustrated in Figure 2.16. 
 
Figure 2.16: Schematic of 1D photonic crystal, consisting of alternating layers with 
thicknesses a & b, and refractive indices na & nb respectively. 
From Bloch’s theorem, if the refractive index of the medium is periodic in such that n(𝑧) = 𝑛(𝑧 + 𝑑), 
then the wave equation solutions can be written as the product of a plane wave and a periodic Bloch 
wave in the form: 
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 𝐸(𝑧) = 𝑒𝑖𝑘𝑧𝑢𝑘(𝑧) 
(2-26) 
where k is the Bloch wavenumber and 𝑢𝑘(𝑧) = 𝑢𝑘(𝑧 + 𝑑) is a periodic Bloch function. Within each 
individual layer, reflection and transmission at each interface will lead to a superposition of forward 
and backward propagating waves, so that the electric field is given by: 
 𝐸𝑎(𝑧) = 𝐴𝑒
𝑖𝑘𝑎𝑧 + 𝐵𝑒−𝑖𝑘𝑎𝑧 (2-27) 
 𝐸𝑏(𝑧) = 𝐶𝑒
𝑖𝑘𝑏𝑧 + 𝐷𝑒−𝑖𝑘𝑏𝑧  
There are four boundary conditions which can be applied at the interfaces between the two materials in 
order to eliminate the four constants A, B, C & D, which are: (1) 𝐸(𝑧) is continuous, (2) 𝑑𝐸/𝑑𝑧 is 
continuous, (3) 𝑢𝑘(𝑧)  =  𝐸(𝑧)𝑒
−𝑖𝑘𝑧 is continuous, and (4) 𝑑𝑢𝑘/𝑑𝑧 is continuous. 
Solving this system of equations and substituting 𝑘𝑎,𝑏 = 𝑛𝑎,𝑏𝜔/𝑐 leads to the following dispersion 
relation: 
 
𝑐𝑜𝑠(𝑘𝑑) =
(𝑛𝑎 + 𝑛𝑏)
2
4𝑛𝑎𝑛𝑏
𝑐𝑜𝑠 [(𝑛𝑎𝑎 + 𝑛𝑏𝑏)
𝜔
𝑐
] −
(𝑛𝑎 − 𝑛𝑏)
2
4𝑛𝑎𝑛𝑏
𝑐𝑜𝑠 [(𝑛𝑎𝑎 − 𝑛𝑏𝑏)
𝜔
𝑐
] 
(2-28) 
 
This is an implicit equation can only be solved numerically, but there are some features that can be 
identified by inspection. One can see from the left hand term that solutions are periodic in 𝑘 with 
periodicity 2𝜋/𝑑. Real solutions only exist when the right-hand side takes values between +1 and -1, 
which is not necessarily true for all values of 𝜔, leading to the formation of photonic band gaps. An 
example band structure plotted using Equation (2-28) and setting na = 1, nb = 3, a = b = 1 μm is shown 
in Figure 2.17. The frequency axis is normalised relative to the Bragg frequency 𝜔0 =
𝜋𝑐/(𝑛𝑎𝑎 + 𝑛𝑏𝑏). 
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Figure 2.17: Dispersion relation for 1D photonic crystal consisting of alternating 
layers of equal thickness and refractive indices na = 1, nb = 3. Band gaps form 
around integer multiples of the Bragg frequency. Curve falls between the light lines 
(𝜔 = 𝑐𝑘/𝑛) for homogeneous media with na (red) and nb (purple). 
In order to create a complete photonic band gap (PBG) for light travelling in any direction, a photonic 
crystal with periodicity in three dimensions is required. However, due to difficulties in fabricating such 
structures, much work makes use of 2D photonic crystals, which have a PBG for light within the plane 
where there is periodicity but not in the third direction. An example of such a 2D photonic crystal is 
shown in Figure 2.18(a), along with the computed band structure in Figure 2.18(b). This structure 
consists of a slab of high refractive index material (e.g. semiconductor) with a triangular lattice of air 
holes perforating it. This is a common choice of design in order to reach a compromise between the 
conditions favoured for TE and TM band gaps, and thus create a complete in-plane PBG for both 
polarisations. Note that the frequency axis is normalised relative to the period, a, of the photonic crystal, 
as is typically done due to the scale invariance of the Maxwell equations. This means that the band gap 
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can be shifted to different wavelengths across the EM spectrum simply by changing the periodicity of 
the lattice (assuming the refractive index remains constant).  
  
(a)  (b) 
Figure 2.18: (a) 2D photonic crystal slab consisting of high refractive index 
material with triangular lattice of air holes. (b) Computed band structure for 
example photonic crystal. Part (b) from Ref [65]. 
2.7.2 Photonic crystal cavities and waveguides 
The properties of photonic crystals can be modified by deliberately introducing defects into the regular 
pattern. This can allow a greater degree of control over the propagation of light, through the formation 
of nanocavities and waveguides. A nanocavity can be formed by removing and/or modifying the 
position or refractive index of one or more holes in the photonic crystal pattern. This has the effect of 
introducing a localised mode within the PBG, as illustrated in Figure 2.19(a,b), which allows light of 
that wavelength to be trapped in the region of the defect. A waveguide can be formed by 
removing/modifying a row of holes through the photonic crystal. This introduces a guided mode within 
the PBG, as shown in Figure 2.19(c,d). 
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(a) (c) 
  
(b) (d) 
Figure 2.19: (a) Evolution of localised modes in rectangular lattice of dielectric 
rods as function of defect rod radius and (b) electric field profile of dipole mode at 
defect. (c) Band structure of waveguide defect showing guided mode and (d) electric 
field profile of waveguide mode. Figures from Ref [65]. 
An important point to note is that due to the lack of periodicity in the third, out-of-plane direction there 
is no PBG for EM waves propagating vertically. In a slab of finite thickness, the only vertical 
confinement therefore comes from index guiding due to the refractive index contrast between the slab 
and the surrounding medium. This can be represented by including the light cone, defined by 𝜔 = 𝑐𝑘/𝑛 
for the surrounding medium with refractive index n, to the band structure. The continuum of states 
above this line indicates all possible frequencies of the bulk background. An example of this for the 
even modes in a thin photonic crystal slab surrounded by air is shown Figure 2.20. 
Modes lying fully below the light cone cannot couple to the modes in the bulk background. These are 
called guided modes and are they localised in the slab, decaying exponentially in the background 
medium. Modes which lie partially below the light cone are called resonant modes. They extend 
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infinitely far into the background, although only with low amplitude, and cannot be used to permanently 
confine light within the slab. The definition of a photonic band gap in this case is a frequency range 
where no guided modes exist. Resonant cavities and waveguides can still be created by introducing 
defect modes within this gap, as discussed above. However, since this is not a true band gap and there 
are still radiation modes of the bulk background within this frequency range, the resonant modes will 
gradually decay into the background. 
 
Figure 2.20: Band structure of even (TE-like) modes a triangular lattice of air holes 
in a thin Si slab. r/a = 0.336 and slab thickness = 0.4a. From Ref. [69]. 
2.7.3 Q-factor and application to lasers 
Photonic crystal nanocavities are highly suitable for use as the lasing cavity in a nanoscale laser. Their 
benefits include a very small mode volume (𝑉 ~ (𝜆 𝑛⁄ )3) and high Q-factor. The Q-factor is defined as: 
 𝑄 =
𝜔0
Δ𝜔
 (2-29) 
where 𝜔0  is the central frequency of the resonant mode and Δω  is the full-width half-maximum 
(FWHM). For analysis of the simulation results presented in Chapter 5, it is more convenient to work 
with a time domain definition of the Q-factor. This is because for high Q-factor cavities where the 
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electric field does not decay fully within the simulation time (Tsim), the FWHM in the frequency 
spectrum is limited to a minimum resolution of ~ 1/Tsim, rather than the true FWHM of the resonant 
mode. In the time domain, the electric field related to a mode with particular frequency, 𝜔0, can be 
described by a damped oscillating function: 
 𝐸(𝑡) = e−𝑡(𝛼−𝑖𝜔0)𝑢(𝑡) (2-30) 
where 𝛼 is a time decay constant and u(t) is a periodic function. Taking the Fourier transform to the 
frequency domain gives a Lorentzian function: 
 
|𝐸(𝜔)|2 =
1
(
1
2 𝛼)
2
+ (𝜔 − 𝜔0)2
 (2-31) 
The maximum value of |𝐸(𝜔)|2 is 4/𝛼2 and occurs when 𝜔 = 𝜔0. Therefore |𝐸(𝜔)|
2 is at half of its 
maximum value when 𝜔 = 𝜔0 ±
1
2
𝛼, such that the denominator of the fraction equals 
1
2
𝛼2, and thus 
the FWHM is 𝛼. Substituting this back into equation (2-29) and rearranging for 𝛼 gives: 
 𝛼 =
𝜔0
Q
 (2-32) 
In order to extract the Q-factor from the time domain data, one can take the natural logarithm of equation 
(2-30) and substitute for 𝛼 from equation (2-32), giving: 
 ln(|𝐸(𝑡)|) = −
𝜔0
𝑄
𝑡 = 𝑚𝑡 (2-33) 
From this it can be seen that the graph of  ln(|𝐸(𝑡)|) as a function of 𝑡 should be linear with the gradient, 
𝑚, equal to −𝜔0/𝑄. Therefore the Q-factor can be calculated using: 
 𝑄 = −
𝜔0
𝑚
 (2-34) 
When the simulation results are analysed, the time domain data is the sum of many different frequency 
resonant modes with different decay constants. In order to obtain the Q-factor of a single resonant mode, 
when the data is Fourier transformed to the frequency domain, a Gaussian filter is then applied centred 
on the frequency of interest to remove modes at other frequencies. When the filtered data is transformed 
back to the time domain, a single exponential decay is then seen which produces a straight line on the 
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log-linear plot for which the gradient can be determined. This process is illustrated with example data 
when the initial simulation results are presented in Chapter 5. 
The high Q-factor and small mode volume combine to give a high Purcell factor, defined as [70]: 
 
𝐹𝑃 =
𝑊𝑐𝑎𝑣
𝑊𝑓𝑟𝑒𝑒
=
3(𝜆 𝑛⁄ )3
4𝜋2
𝑄
𝑉
 (2-35) 
where Wcav and Wfree are the spontaneous emission rates in the cavity and free space, respectively. This 
means that the spontaneous emission rate at the resonant wavelength can be significantly enhanced, 
whilst being supressed off-resonance. This drop in spontaneous emission lifetime at the resonant 
wavelength increases the gain, and therefore lowers the laser threshold power.  
A high Q-factor is also important since the threshold gain required for lasing is directly related to the 
Q-factor according to the relationship [71]: 
 𝑔𝑡ℎ =
𝜔𝑘
𝑐Γ𝑔𝑄𝑝,𝑘
 (2-36) 
where 𝜔𝑘  is the resonant frequency, Γ𝑔 is the optical confinement factor and 𝑄𝑝,𝑘  is the passive Q-
factor of the resonance. This equation allows for the calculation of required material gain for a given 
Q-factor, or alternatively the Q-factor required for a given material gain. This will be necessary for 
designing a suitable combination of nanocavity and active region to achieve lasing. The ability to couple 
the cavities to photonic crystal waveguides also allows for the channelling of light between components, 
which is key to the creation of integrated photonic circuits. 
2.8 SUMMARY 
In this chapter the key background theory related to the photonic materials and devices studied in this 
thesis has been presented. In Sections 2.1 and 2.2 the optical processes of absorption, spontaneous and 
stimulated emission in semiconductors were introduced and it was explained that for lasing to occur the 
rate of stimulated emission must exceed the rate of absorption. Design features to provide carrier and 
optical confinement were also summarised in Section 2.3. In Section 2.4 the different recombination 
processes in semiconductor lasers and LEDs were described. These include radiative, Auger and 
57 
 
Shockley-Read-Hall recombination. Important laser characteristics that are used to compare device 
performance were then outlined in Section 2.5. These sections cover the necessary background to 
support the characterisation of MIR lasers and LEDs presented in Chapter 3. 
Section 2.6 described the important properties of dilute bismide alloys that make them a promising 
material for making efficient, temperature stable, near- and mid-infrared photonic devices. These are: 
(1) a significant reduction in band gap due to a band anti-crossing interaction and (2) an increase in 
spin-orbit splitting due to the large atomic number. This provides the background to the spectroscopic 
ellipsometry study of dilute bismide alloys in Chapter 4. 
Finally, in Section 2.7 the concept of photonic crystal structures was introduced. These can be used to 
create resonant cavities that confine light to a volume on the order of (λ/n)3 with very high Q-factors. 
The application of photonic crystal cavities as the source of optical feedback in semiconductor lasers 
was the discussed. This provides the background theory necessary to understand the simulations of 
photonic crystal structures presented in Chapter 5. 
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3 MID-INFRARED INTERBAND CASCADE LASERS AND 
LIGHT EMITTING DEVICES 
3.1 INTRODUCTION 
As discussed in Chapter 1, mid-infrared light emitting devices are important for many applications such 
as gas sensing and infrared countermeasures [1]–[3]. In this chapter experimental results on type-II 
GaSb-based mid-infrared (MIR) interband cascade lasers (ICLs) and light emitting devices (ICLEDs) 
are presented. Two sets of lasers are studied, with emission at 3.2 μm and 3.8 μm at room temperature 
(RT). Such devices have been the subject of intensive investigation and development over the past 20 
years, with significant improvements in performance during that time. However, there are still many 
aspects of their performance where gaining a better understanding of the underlying physical processes 
would be beneficial to developing better devices. The characterisation work in this chapter investigates 
the factors influencing threshold current and efficiency in different wavelength devices in order to 
suggest methods for improvement. 
The ICLEDs studied here exhibit broadband emission centred on 4.1 μm at RT. These provide an 
alternative to lasers for applications where a broadband incoherent source is preferable, such as scene 
projection [4] and certain spectroscopic techniques [5], [6]. The ICLEDs are a relatively new class of 
device, taking the established ICL active region and incorporating it into surface-emitting broadband 
LEDs [72]. There has therefore been very little investigation of their properties and performance, so the 
focus in this chapter will be on basic device characterisation. To set this work in context, a review of 
the performance of previous type-II ICLs and ICLEDs is presented first in this introduction, followed 
by a description of the key experimental methods and analysis techniques, and then the results from this 
work are discussed throughout the rest of the chapter. 
3.1.1 Review of ICL Development 
The concept on the ICL was first proposed by Rui Yang in 1994, based on an InAs / GaSb material 
system [73]. Further modifications were made to the proposed design over the next few years [74], [75], 
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resulting in the familiar architecture now in use with a “W” configuration in the active region where 
two InAs electron quantum wells surround a GaInSb hole quantum well. The first experimental 
demonstration of lasing from an ICL came in 1997 [76], however this and other early devices only lased 
at cryogenic temperatures [77], [78]. Improvements to the design and growth technique allowed 
improved temperature performance, leading to the first room temperature (RT) pulsed operation of an 
ICL in 2002 [79] although the threshold current density (Jth) was very high at > 6 kA cm-2. 
Further developments in device design led to reductions in threshold current density over subsequent 
years [80], [81]. However, it took until 2008 for the first continuous wave (cw) operation at RT to be 
realised [82] in a device that also had the lowest reported pulsed Jth of 400 A cm-2 at that time. Since 
this milestone was reached, there have been many further investigations into design modifications, 
seeking lower threshold currents, higher efficiencies and a greater range of emission wavelengths [9], 
[83]–[86]. 
Current state of the art devices grown at the Naval Research Laboratory (NRL) and University of 
Würzburg (UWUERZ) have demonstrated values of pulsed Jth less than 500 A cm-2 across the whole 
wavelength range from 2.8 – 5.2 μm [87] at 300K. For devices in the 3 – 4 μm range where significant 
work on optimisation has been carried out, Jth is typically less than 200 A cm-2. The lowest reported Jth 
for an ICL to date is 98 A cm-2 for a UWUERZ device emitting at 3.65 μm when operating at 293K 
[88].  Outside of this range Jth increases towards both longer and shorter wavelengths. This has been 
attributed to the greater efforts that have been focused on optimising the active core and waveguide 
designs in the 3 μm – 4 μm range [87]. It is not, however, clear whether this is the only reason or whether 
there are more fundamental physical reasons behind this minima in Jth. The use of hydrostatic pressure 
can be used to tune the wavelength within a single device, which removes many other variables that 
will alter between the devices with different design wavelengths. This is therefore a very useful 
technique to probe the effect of wavelength on Jth and try to better understand this behaviour. 
60 
 
 
Figure 3.1: Pulsed threshold current densities for broad area ICLs with various 
stage numbers at 300K. From Ref. [87]. Dashed line is guide to the eye. 
Depending on the intended application, either low power consumption or high output powers may be 
important. For spectroscopy applications only relatively low output powers are required so it is low 
power consumption to allow for battery powered operation that is a key parameter. ICLs have already 
demonstrated their suitability for use in gas sensing applications, including being used in the Tunable 
Laser Spectrometer (TLS) on the Mars Curiosity rover to detect methane [2], [89]. The ICL included in 
the TLS emits ~ 1mW of output power at 3.27 μm [89]. In contrast, military applications are driving 
the development of high power, high efficiency devices emitting hundreds of mW of output power [84], 
[90]. In either case, it is crucial to understand the factors limiting the efficiency and controlling the 
threshold current in order to optimise the design to suit the desired performance. The work in this thesis 
addresses this by studying a set of ICLs from NRL to investigate the dominant processes affecting their 
operation. 
3.1.2 Review of ICLED Development 
Most of the previous work on interband cascade devices has focused on the production of lasers, which 
is likely to be due in part to the fact that one of the main applications driving development has been 
military use in IR countermeasures. These require substantial cw output power on the order of at least 
1 W [3], which can be provided by lasers through stimulated emission. However, there are other 
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applications for which a broadband output with lower power is desirable. These include infrared scene 
projection [4] and certain spectroscopic and imaging techniques [5], [6]. For these applications, light 
emitting diodes / devices (LEDs) can prove a more suitable source. There are, of course, various types 
of MIR LEDs in addition to interband cascade devices. These include bulk narrow gap materials such 
as InAs-, InSb- and GaSb-based alloys [91], [92], type-I quantum wells [93], [94], non-cascaded type-
II quantum wells and quantum dots [95], [96] and type-II superlattices [97], [98]. However, for the 
purpose of this chapter the review is limited to type-II LEDs that follow a similar design approach to 
those studied here. 
An early report on the use of type-II quantum wells in LEDs came in 2003 [99]. These devices had “W” 
InAs / GaInSb quantum wells, as had previously used successfully in the active region of a 3.3 μm laser 
[100]. These were not cascaded as in the ICL structures, there were simply 10 repeated “W” structures 
separated by 8nm AlGaAsSb barriers. The devices operated at RT with a peak output power of 55 μW 
and internal efficiency of 2.5 %. This poor performance was attributed to a thermally activated non-
radiative process, most probably Auger recombination [99]. 
One of the main contributors to the development of type-II cascaded LEDs for the mid- and long-wave 
infrared has been Das and co-workers at the US Army Research Laboratory. Their devices have 
asymmetric active regions consisting of an InAs quantum well for electrons and GaInSb quantum well 
for holes [101]. Multiple active regions are separated by InAs / Al(In)Sb superlattices, which act as 
injectors to transport electrons from one stage to the next. This use of a cascade structure increases the 
external efficiency. Maximum output powers of around 0.4 mW at RT have been reported [101], [102]. 
Temperature dependent investigations showed a monotonic increase in light output with decreasing 
temperature at all currents, which was attributed to reductions in various non-radiative processes 
although their exact nature was not identified [103]. 
An alternative approach comes from the groups of Thomas Boggess and John Prineas at the University 
of Iowa. They use InAs / GaSb superlattice active regions, coupled into cascade structures [98]. The 
devices reported in 2008 had the peak of their emission spectra at 4.1 μm at RT. Quasi-dc (500 Hz, 50 
% duty cycle) measurements recorded an output power of 0.8 mW at RT [104]. Studies investigating 
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the effect of temperature and mesa size on device performance showed that saturation of optical output 
at higher currents was due to both carrier leakage and Joule heating. A recent development from this 
group has been to transfer the InAs / GaSb superlattice structure onto a GaAs, rather than GaSb, 
substrate [105]. These new devices were surprisingly found to have a 50 % increase in peak radiance, 
although with a slightly lower internal quantum efficiency, in testing at 77 K. The motivation for this 
work was to allow growth on larger, cheaper and less fragile GaAs substrates, and to potentially allow 
integration with GaAs transistor arrays. GaAs also has the benefit when compared to GaSb that semi-
insulating substrates exist, which reduces free-carrier absorption in the substrate. 
The ICLEDs studied in this work are very similar to those reported in 2014 by NRL [72], which were 
designed for peak emission around 3.3 μm at RT. These devices had 15 repeated stages of an interband 
cascade structure, of the type used successfully in ICLs, in order to enhance the output power and slope 
efficiency. They produced a maximum cw output power of ~1.6 mW at RT, which was claimed to be 
the highest reported for any incoherent MIR source at the time of publication. The peak wallplug 
efficiency was 0.15 %, which was attributed to a combination of high Auger recombination rates and 
poor out-coupling efficiency.  
3.2 STRUCTURE OF INTERBAND CASCADE DEVICES 
The ICLs and ICLEDs studied in this work were produced at the Naval Research Laboratory (NRL), 
Washington DC, USA. Devices were grown by molecular beam epitaxy (MBE) on n-GaSb (001) 
substrates. In this section a brief overview of the interband cascade active region structure, which is 
common to both types of device, is given first followed by specific details of the processed ICLs and 
ICLEDs. 
3.2.1 Interband Cascade Active Region 
Figure 3.2 illustrates the band diagram for 1.5 stages of a typical ICL or ICLED active region. It consists 
of three main components: (1) the active electron (InAs) and hole (GaInSb) quantum wells forming a 
type-II “W” configuration, (2) the hole injector and (3) the electron injector. Electrons and holes are 
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created at the semi-metallic interface that forms at the boundary of the electron and hole injectors under 
an applied electric field.  
 
Figure 3.2: Band diagram of 1.5 stages of a typical ICL or ICLED active core. 
Wavefunction probability densities for some important subbands are superimposed. 
3.2.2 Structure of Interband Cascade Lasers 
The active region of the 3.2 μm ICLs consists of 7 repeated stages of the interband cascade structure, 
whilst the 3.8 μm devices have 5 repeated stages. The active region is surrounded by two 800 nm n-
GaSb separate confinement layers, and outside this the top and bottom cladding is formed by n-doped 
InAs/AlSb superlattices. The 3.2 μm devices were processed into narrow ridge waveguide structures, 
with a ridge width of 7 μm, and had a cavity length of 3.0 mm. The two facets had high-reflectivity 
(HR) and anti-reflectivity (AR) coatings. The 3.8 μm devices had 150 μm wide ridges and cavity lengths 
of 1.0 mm and 1.5 mm. The facets of these devices were uncoated. More detail about the device structure 
and fabrication is presented elsewhere [83], [106]. 
3.2.3 Structure of Interband Cascade Light Emitting Devices 
The interband cascade light emitting devices (ICLEDs) studied in this work have a very similar structure 
to the ICLs described previously. The ICLEDs have an active region designed to emit around 4.1 μm 
at RT and have 15 stages in the cascade structure in order to increase the power output. Similar devices 
with emission centred on 3.2 μm were able to produce output powers of > 1 mW operating in cw mode 
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at RT, which was the highest reported output power in MIR LEDs at the time of publication [72]. The 
devices are processed as surface-emitting circular mesas with diameters of 25 μm, 50 μm, 100 μm or 
150 μm. More details about the design and fabrication of very similar devices, differing mainly in their 
shorter design wavelength, can be found elsewhere [72]. 
3.3 EXPERIMENTAL METHODS & ANALYSIS TECHNIQUES 
This section provides information on the experimental methods used to characterise the MIR lasers and 
LEDs studied in this chapter. It also gives further explanation of the analysis techniques for interpreting 
the spontaneous emission and high hydrostatic pressure measurements. 
3.3.1 Temperature Dependent Electrical Measurements 
Measurements of the light-current and current-voltage characteristics of the ICLs and ICLEDs were 
performed as a function of temperature using the same basic setup. The devices were mounted in a 
cryostat, which was either an Oxford Instruments Optistat DN2 liquid nitrogen cooled gas exchange 
cryostat with Mercury iTC temperature controller, or a Leybold helium closed cycle cryostat with 
Oxford Instruments ITC502S temperature controller, depending on the range of temperatures to be 
studied. The electrical input to the devices was provided by an Agilent 8114A pulse generator, which 
can be used to set the voltage, pulse frequency and pulse length. The current was measured using a 
Tektronix CT-2 current probe, connected to a Tektronix TDS3052 oscilloscope, and the voltage was 
measured on a second identical oscilloscope. The light was collected through the cryostat window (or 
chalcogenide fibre in the case of spontaneous emission – see Section 3.3.2) and focused on to a liquid 
nitrogen cooled InfraRed Associates InSb broad area detector. This can detect wavelengths from around 
1 – 6 μm, as shown by the detectivity curve in Figure 3.3, so is suitable for all of the devices studied 
here. The detector signal was passed through a pre-amplifier and into a Signal Recovery 7265 lock-in 
amplifier. This extracted the detector signal at the reference frequency provided by the pulse generator. 
The instrumentation was all controlled from a computer using LabVIEW software. 
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Figure 3.3: Spectral detectivity of the InSb InfraRed Associates detector used in this 
work. Data from Ref. [107]. 
3.3.2 Spontaneous Emission Analysis 
 
Figure 3.4: Example L-I curves for facet emission (red) and spontaneous emission 
(blue) from a laser diode. 
In order to investigate the relative contributions of radiative and non-radiative processes to the 
temperature sensitivity of lasers, measurements of the spontaneous emission can be made. The 
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integrated intensity of the spontaneous emission (Lspon) below threshold from a laser diode is directly 
proportional to the radiative current (Irad), as shown in Figure 3.4. Hence, measuring the spontaneous 
emission intensity allows the radiative current to be estimated, and therefore from this also the non-
radiative current (Inonad). It is assumed that at low temperatures non-radiative recombination is 
insignificant and therefore at threshold Irad = Ith. This can be used to normalise the integrated 
spontaneous emission at threshold (Lth) to Ith at low temperatures and therefore extract absolute 
maximum values for Irad and hence also minimum values for Inonrad as a function of temperature. The 
spontaneous emission spectrum can also be used to identify whether there is emission coming from 
other transitions in the device besides the active region ground state transition. 
Spontaneous emission measurements can also be used to investigate non-pinning of carriers above 
threshold. In theory, the carrier density (n) and Fermi level separation should pin above threshold as all 
additional injected carriers recombine by stimulated emission. However, if this does not occur and n 
continues to increase then this will have a detrimental effect of laser performance as Auger 
recombination, with its n3 dependence, would increase significantly. Since spontaneous emission scales 
with n2, this should stop increasing above threshold if the carrier density does pin as shown by the ideal 
case in Figure 3.4. However, it can be the case that the carrier density does not pin at threshold, in which 
case the spontaneous emission would continue to increase as also illustrated. Therefore integrated 
spontaneous emission measurements can provide evidence of whether the carrier density pins at 
threshold or not. 
The spontaneous emission measurements presented later in this chapter were made by collecting light 
from a window milled into the substrate contact of the devices using a focused ion beam (FIB) system. 
Milled devices were mounted in a specially designed holder such that the light from the window could 
be collected by a chalcogenide fibre. This type of fibre was chosen due to its low attenuation in the MIR 
region of the spectrum where the devices under investigation emit, as shown by the spectrum in Figure 
3.6. The holder was mounted on the arm of a gas exchange cryostat so that temperature dependent 
measurements could be carried out. The stimulated emission from the facet could also be collected 
simultaneously through the cryostat window such that both forms of emission could be measured. 
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Figure 3.5: Diagram of setup used to collect spontaneous emission from devices 
with window milled in substrate contact. From Ref. [108]. 
 
Figure 3.6: Attenuation spectrum of the chalcogenide fibre in the MIR range [109]. 
3.3.3 High Hydrostatic Pressure Measurements 
The application of high hydrostatic pressure to semiconductor materials causes smooth, reversible 
changes in band structure. This makes it a very useful technique for probing recombination mechanisms 
as each will have a specific dependence on band gap and possibly other points in the band structure. 
Increasing hydrostatic pressure causes the conduction band (CB) edge at the Γ point to move up in 
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energy, thereby increasing the direct band gap (Eg). Typical pressure coefficients for the direct band 
gap in III-V semiconductors are in the range of 8 – 12 meV kbar-1 [110]. The CB edge at the L minima 
also moves up in energy with pressure, but with typical pressure coefficients for the indirect band gap 
from the valence band (VB) Γ point to the CB L point much lower than for the direct band gap at 3 – 5 
meV kbar-1 [110]. By contrast, the CB X minima moves down in energy with increasing hydrostatic 
pressure, leading to a reduction in the indirect band gap between the VB Γ point and CB X point with 
pressure coefficients around -(2 – 3) meV kbar-1 [110]. Thus leakage processes to L or X satellite valleys 
can be strongly pressure dependent since the energy separation of these from the Γ point will change 
significantly. These movements of the CB edge are all stated relative to the energy of the VB edge at 
the Γ point. These changes are illustrated in Figure 3.7. 
 
Figure 3.7: Diagram to illustrate the effect of pressure on key points in the band 
structure of typical III-V semiconductors. 
In an ideal quantum well laser with negligible non-radiative recombination or internal optical losses, 
the threshold current would be expected to increase with pressure at a rate proportional to Eg2 [111]. 
However, for a laser dominated by Auger recombination the threshold current would decrease with 
increasing pressure. This is because the Auger coefficient scales with exp(-Eg), as discussed in Section 
2.4.3 and shown in equations (2-20) and (2-21), so decreases with increasing band gap. As the band gap 
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increases, Auger transitions must move further out in k-space in order to conserve energy and 
momentum and therefore have a lower probability of occurring [111]. Therefore by investigating the 
change in threshold current as a function of applied hydrostatic pressure it is possible to distinguish 
between different recombination processes. Examples of the behaviour that would be expected for lasers 
dominated by different recombination processes are illustrated in Figure 3.8. 
  
Figure 3.8: Illustration of the general trends expected due to the effect of increasing 
hydrostatic pressure (band gap) on the threshold current of quantum well lasers. 
The high pressure studies in this work were carried out with the devices mounted in a pressure cell 
connected to a helium gas compressor, as illustrated in Figure 3.9. This is able to generate pressures up 
to around 1 GPa (10 kbar). Electrical feed-throughs exist into the pressure cell to allow standard 
electrically pumped operation of lasers and LEDs. A sapphire window is used to couple light out of the 
pressure cell, where it can be collected onto a detector or through a spectrometer for measurements of 
L-I characteristics and spectra. The cell can be placed in a closed cycle helium cryostat to allow for 
temperature dependent high pressure measurements, a facility which was utilised for some of the 
investigations presented later. 
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Figure 3.9: Diagram of helium gas pressure cell used for high hydrostatic pressure 
measurements on devices. 
3.4 CHARACTERISATION OF ICLEDS 
The characterisation of the ICLEDs is considered first, as these are simpler than the ICLs in the sense 
that they do not exhibit stimulated emission and gain. A combination of temperature and hydrostatic 
pressure dependent techniques were applied to the devices, and modelling of the device structures was 
also carried out to aid interpretation of the results. The findings are presented in this section. 
3.4.1 Temperature Dependence 
The L-I characteristics of ICLEDs with different mesa sizes were measured as a function of temperature 
in the Oxford Instruments gas exchange cryostat, across a range from 80 – 400K. All measurements 
presented here were made in pulsed mode with 40 kHz, 500 ns pulses to minimise self-heating of the 
devices. In order to allow comparison of different mesa sizes, the current density (J) was then calculated 
and the resulting L-J curves for the 150 μm diameter device are shown in Figure 3.10 along with the 
efficiency, defined as L/J. For an ideal LED the L-J plots should be linear. However, in these devices 
the L-J curves are highly non-linear, which is indicative of non-radiative recombination. There is a 
superlinear region at low currents, and then a sublinear region at higher currents. When analysing 
standard type-I devices, superlinear behaviour is usually attributed to monomolecular SRH 
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recombination and sublinear behaviour to Auger recombination or carrier leakage. Assuming the same 
model holds for these more complicated type-II structures, this provides evidence of multiple loss 
processes occurring in these devices. From the efficiency plot, it can be seen that the maximum 
efficiency drops by an order of magnitude as temperature is increased throughout the range investigated. 
  
Figure 3.10: (left) Light output vs. current density and (right) efficiency vs. current 
density for 150 μm diameter ICLED at a range of temperatures. 
  
Figure 3.11: Examples to illustrate the effect of varying A (left) or C (right) 
coefficient on efficiency vs. current plots generated using the simple A, B, C 
coefficient model. 
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These results can be interpreted in terms of the simple A, B, C coefficient model described in Section 
2.4. Example plots illustrating the effect of increasing either the A or C coefficient are shown in Figure 
3.11. The An term mostly affects the behaviour at low carrier concentrations, causing a decrease in the 
slope of the efficiency curves in the low current region. In contrast, the Cn3 term mainly affects the 
behaviour at high carrier concentrations, causing droop in the efficiency curves at higher currents. 
Comparing these example plots to the experimental data of Figure 3.10, it appears that there is relatively 
little droop in the efficiency at higher currents and that it is the slope in the low current region that is 
limiting the maximum efficiency reached. This suggests the presence of SRH recombination in these 
ICLEDs. The maximum efficiency decreases by an order of magnitude with increasing temperature 
from 80 – 400 K, indicating that there is a very large non-radiative component to the current at and 
above room temperature. This is consistent with spontaneous emission measurements on ICLs emitting 
at the same wavelength, in which at least 93 % of the threshold current at RT was due to non-radiative 
recombination [112]. 
In LEDs there is no standard convenient parameter for comparison of device performance in the way 
the threshold current density can be used to compare lasers. Here it was chosen to use the light output 
at a fixed current density as a function of temperature. This is effectively taking a vertical slice through 
the L-J plot at a given value of J. The results for the 150 μm and 100 μm diameter devices are shown 
in Figure 3.12. Starting from 80 K, these show an initial increase in light output with increasing 
temperature. The light output then reaches a maximum and subsequently decreases as the temperature 
increases further. This suggests that there are at least two significant processes involved, each with 
opposite temperature dependencies. A cross-over between which process has the dominant effect occurs 
at the point where the light output peaks. The decrease in light output on the high temperature side of 
the peak is consistent with an increase in Auger recombination with increasing temperature. It was 
previously shown that this was a major loss process in ICLs that also emitted at 4.1 μm [112] and would 
therefore have had a similar active region design, hence this is likely to be occurring in these ICLEDs 
too. The temperature at which the peak light output occurs depends both on the current density and 
mesa diameter. The dependence on mesa diameter indicates that there must be a process occurring 
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which depends in some way on the device size / surface area. A possible explanation is surface 
recombination, which would become more significant in smaller devices with a higher surface area : 
volume ratio. This supports the findings from the efficiency plot that suggests a monomolecular SRH 
process. A second possibility is that since the ICLEDs are designed for RT operation, hence the 
alignment of the cascade stages is optimised for this temperature range. With decreasing temperature 
in the region below the peak light output the stages may become misaligned and a greater fraction of 
the current may then flow via an alternative leakage path such as surface states. This would also explain 
why at a given current density the peak light output occurs at higher temperature in the smaller mesa 
devices, because the greater surface area : volume ratio means that this surface recombination path 
continues to have a significant effect up to higher temperatures. This discussion of the effect of mesa 
size and the use of current densities assumes that the current spreads evenly throughout the whole area 
of the mesa in each device. The devices were mounted and wire-bonded for the measurements, with 
two bonds made on opposite sides of the mesa to aid current distribution. However, this factor was not 
checked experimentally so it is not possible to confirm whether the current did pass through the whole 
area of the mesa. In future work it would be useful to image the light emission to check if it is indeed 
emitted evenly from the whole area of the mesa, as this could influence interpretation of these results.  
   
Figure 3.12: Light output at several fixed current densities as a function of 
temperature for the 150 μm (left) and 100 μm (right) diameter ICLEDs. 
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In order to look for possible alternative current paths, the current density-voltage (J-V) characteristics 
of the ICLEDs were also analysed. The J-V curves for the 150 μm and 100 μm diameter devices as a 
function of temperature are shown in Figure 3.13. These show that the voltage required to produce a 
given current density increases as the temperature decreases, which is typical behaviour for a diode. 
Under the assumption that the current flows evenly throughout the mesa area, the J-V characteristics 
would be expected to be the same for different sized devices since J is normalised to account for the 
device area. However, the curves in Figure 3.13 show that at a given voltage and temperature, a higher 
current density is able to flow through the smaller diameter device. This difference could be explained 
if a portion of the current is flowing via a surface-related leakage pathway rather than through the active 
region area. In the smaller devices with a higher surface area : volume ratio, the surface leakage would 
have a larger relative effect which would allow a greater current density to be generated at a given 
voltage, as observed in the J-V curves. This would support the theory discussed above that the drop in 
light output at low temperatures is due to current flow through a surface-related leakage pathway. 
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Figure 3.13: Current density – voltage (J-V) characteristics for the 150 μm and 100 
μm diameter ICLEDs at a range of temperatures. 
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Figure 3.14: Voltage required to produce given current densities in 100 μm device 
as a function of temperature, with data normalised to 400 K voltage. Normalised 
change in band gap also shown as open markers. 
In order to further quantify the effects observed in the J-V characteristics and investigate whether a 
misalignment of the cascade structure with changing temperature has an influence, Figure 3.14 shows 
how the voltage required to produce a given J varies with temperature. This shows that the voltage 
required to produce any given J doubles as the temperature drops from 400 K to 80 K. The same relative 
change also occurs in the larger diameter device, although the absolute values of voltage are higher at 
any given J. The turn-on voltage of a diode is normally expected to increase in proportion to the band 
gap, since it depends on the Fermi level separation and the Fermi levels move with the band edges. The 
normalised change in band gap with temperature is therefore also plotted for comparison. The band gap 
increases only by a factor of 1.3 across the temperature range studied compared to a factor of 2 for the 
voltage. This suggests that misalignment of the cascade stages could be occurring and therefore 
requiring a larger voltage to drive the same current through the device as the temperature decreases, in 
excess of the increase in voltage expected to account for the band gap increase. As a result, a greater 
fraction of the current may flow via an alternative leakage pathway such as surface states rather than 
through the misaligned active region. This would again support the theory discussed above that the drop 
in light output at low temperatures is due to current flow through a surface-related leakage pathway. 
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3.4.2 Pressure Dependence 
In order to provide more evidence to investigate the efficiency-limiting processes in these devices, 
measurements of the L-J characteristics under high hydrostatic pressure were performed for 150 μm 
and 50 μm diameter devices. The resulting L-J curves and efficiency for the 150 μm device are plotted 
in Figure 3.15. There is a strong increase in light output with increasing pressure, with the efficiency 
increasing by a factor of 2.5 over the 8.5 kbar pressure range investigated. This agrees well with the 2.5 
times increase in slope efficiency observed with increasing pressure for the 4.1 μm ICLs [112]. This 
can be largely explained by a decrease in CHCC Auger recombination with increasing band gap, which 
is consistent with the temperature dependent results that suggest a significant contribution from an 
Auger process. The CHSH Auger process involving transitions to the spin-orbit band can be ruled out 
in these devices as the spin-orbit splitting is much larger than the electron-hole recombination energy. 
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Figure 3.15: (left) Light output vs. current density and (right) efficiency vs. current 
density for 150 μm diameter ICLED at a range of temperatures. 
The current density required to produce a fixed light output as a function of increasing pressure was 
extracted from the L-J curves. This current density is plotted in Figure 3.16 as a function of the 
calculated transition energy at each pressure. This is essentially a horizontal slice through the L-J curves 
of Figure 3.15. This shows a significant decrease in the current density required to maintain a fixed light 
output with increasing transition energy (increasing pressure). The CHCC Auger coefficient was 
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calculated as a function of transition energy using equations (2-20) and (2-21). The e1-hh1 transition 
energy was used to represent the band gap in the Auger activation energy expression, and the InAs 
effective masses were used. The transition energy and electron effective mass were altered according 
to the literature pressure coefficient [110]. The Auger coefficient was normalised at zero applied 
pressure as is plotted as the dashed lines in Figure 3.16. It can be seen that the change in CHCC Auger 
coefficient is weaker than the overall change in current density with increasing transition energy. This 
analysis assumes that the simple expression for the CHCC Auger activation energy holds in these type-
II structures, which will most likely not be exactly true. For example, the wavefunction overlap of the 
three states involved in any Auger transition will depend on pressure as factors such as the effective 
masses and therefore probability of electron tunnelling into the central GaInSb layer change, which 
would alter the Auger coefficient. However, assuming that the simple expression does give a reasonable 
approximation of the change in CHCC Auger coefficient, these results suggest again that there is 
another process also limiting the efficiency. 
 
Figure 3.16: Current density required to produce fixed light output as a function of 
transition energy (due to applied pressure) for the 150 μm diameter device. 
Normalised CHCC Auger coefficient plotted as dashed lines. 
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3.4.3 Modelling of Device Structure 
In order to investigate the possible explanations for the effects of temperature and pressure on the ICL 
performance, modelling of the active region band alignments and eigenstates was carried out. This was 
done using the nextnano software package, which performs self-consistent Schrödinger-Poisson 
calculations. One and a half stages of the cascade structure, as shown in Figure 3.2, were included in 
the model. An electric field of 5 x 106 V m-1 was applied in the model to include the effect of the applied 
voltage under electrically pumped operation on the band alignment. This value was chosen because it 
was the field required to align the electron and hole states at the semi-metallic interface at room 
temperature. 
3.4.3.1 Effect of temperature 
The energies of transitions between various eigenstates in the active region quantum wells were 
calculated at temperatures ranging from 80 K – 400 K and are plotted in Figure 3.17. This modelling 
shows that the e1-hh1 ground state transition energy increases with decreasing temperature, 
approaching the energy of the hh1-lh1 transition which has a much weaker temperature dependence. 
There is a resonance between the two transition energies at around 220 K, below which the e1-hh1 
energy exceeds the hh1-lh1 energy. This indicates the possible existence of a CHLH Auger process that 
would begin to take effect as the temperature decreases below RT. This could be another contributing 
factor to the decreasing light output at fixed current with decreasing temperature seen in Figure 3.12. 
The wavefunction overlap between the e1 and hh1 states, which is related to the transition probability 
and radiative recombination rate, was also calculated and is plotted in Figure 3.17. This is found to 
decrease with increasing temperature. However, this is a very small effect with only a 0.5 % decrease 
between 80 K and 400 K. This is therefore unlikely to be a significant factor behind the observed device 
performance. 
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Figure 3.17: (left) Energies of important transitions in 4.1 μm ICLED active region 
and (right) wavefunction overlap of fundamental e1-hh1 emission transition as a 
function of temperature. 
It is important to note that the modelling considers only the energies at the Γ point, so does not account 
for additional transitions that can take place away from the zone centre. The modelling was also carried 
out with a constant applied electric field at all temperatures, but the experimental I-V characteristics of 
the devices presented in Figure 3.13 show that the voltage required to produce a given current doubles 
as the temperature drops from 400 K to 80 K. This will have an effect on the alignment and overlap of 
states in the active region, so additional calculations were performed at a range of applied electric fields 
to quantify this effect. The results are presented in Figure 3.18. 
The results shown in Figure 3.17 assume a constant applied electric field as a function of temperature. 
It can be seen in Figure 3.18(a) that the effect of applied field on the transition energy is very small, 
changing the energy by less than 3 meV for a factor of 2 increase in electric field at a given temperature. 
This is much smaller than the change in transition energy of about 90 meV across the temperature range 
studied, so this will not have a significant influence on the results or discussion surrounding Figure 
3.17. The results in Figure 3.18(b), by contrast, show a larger effect of electric field on the wavefunction 
overlap compared to the effect due to the temperature change. The dashed blue line shows the 
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approximate change in overlap when both the temperature change and factor of two increase in voltage 
are accounted for.  The overall increase in wavefunction overlap with decreasing temperature is larger 
at 2 % in this case, compared to 0.5 % when the voltage change is not considered. However, this is still 
a relatively small change compared to the order of magnitude change in light output across this 
temperature range so it can still be concluded that the changing wavefunction overlap is unlikely to be 
a significant factor in influencing the device performance. 
  
Figure 3.18: (a) Energies of important transitions in 4.1 μm ICLED active region 
and (b) wavefunction overlap of fundamental e1-hh1 emission transition as a 
function of temperature and applied electric field. Dashed line shows approximate 
change in overlap accounting for both temperature and voltage changes. 
3.4.3.2 Effect of hydrostatic pressure 
The effect of hydrostatic pressure on the devices was modelled by increasing the CB edge energy and 
electron effective mass in each component material according to the literature pressure coefficients 
[110]. The plot of the various transition energies in the active region in Figure 3.19 shows that the e1-
hh1 transition moves away in energy from all other key transitions, notably the hh1-lh1 transition, with 
increasing pressure. This suggests that the probability of any possible CHLH Auger transitions will 
decrease with increasing pressure, as will IVBA. This would help to explain the large drop in current 
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needed to produce a given light output with increasing pressure, which did not appear to be adequately 
accounted for by the decreasing CHCC Auger related to the increasing band gap. Again, it is important 
to note that these transitions are at the Γ point only, and the dispersion away from the zone centre would 
need to be considered to fully investigate all possible transitions. 
The wavefunction overlap for the e1-hh1 transition was also calculated and in this case decreased by 
nearly 8 % over the 0 – 8 kbar pressure range investigated experimentally. A decrease in the 
wavefunction overlap would decrease the rate of radiative recombination, which is the opposite of the 
effect observed experimentally. This suggests that the loss mechanisms are reducing by even more than 
first thought from the change in efficiency so as to counteract the drop in radiative recombination and 
cause the additional observed improvement in efficiency. 
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Figure 3.19: (left) Energies of important transitions in 4.1 μm ICLED active region 
and (right) wavefunction overlap of fundamental e1-hh1 transition as a function of 
applied hydrostatic pressure. 
3.5 CHARACTERISATION OF ICLS 
The characterisation of the ICLs is now considered, using similar temperature and hydrostatic pressure 
dependent techniques to those applied to the ICLEDs. The results of the experimental measurements 
and device modelling are discussed throughout this section. 
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3.5.1 Temperature Dependence of Threshold Current 
3.5.1.1 3.8 μm devices 
The threshold current density (Jth) of the 3.8 μm devices was determined from their light-current (L-I) 
characteristics. Measurements were performed at temperatures between 80 K and 320 K in the Oxford 
Instruments gas exchange cryostat. The measurements were made in pulsed mode using 10 kHz, 1 μs 
pulses. The results, plotted in Figure 3.20, show two distinct regions of behaviour for Jth as a function 
of temperature. Around room temperature the characteristic temperature (T0) is (41 ± 2) K, which is 
similar to the values of 45 K – 50 K reported previously for other ICLs from NRL [82], [112]. In contrast 
to the other devices, however, it is observed that T0 is not constant over the whole temperature range. It 
can be seen that there is a change of gradient around 200 K, with the lower temperature range exhibiting 
improved temperature stability characterised by T0 = (183 ± 8) K. 
 
Figure 3.20: Temperature dependence of Jth for two ICLs emitting ~ 3.8 μm at RT 
with 1.0 mm and 1.5 mm cavity lengths.  Radiative part, Jrad, of Jth also plotted as 
open markers for 1.5 mm device. Numbers give minimal values for losses due to 
non-radiative recombination. 
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In order to investigate the relative contributions of radiative and non-radiative processes to the 
temperature sensitivity of the devices, spontaneous emission measurements were carried out. The 
results were analysed according to the process described in Section 3.3.2 in order to determine the 
radiative current from the spontaneous emission intensity. The resulting values of the radiative 
component of the threshold current density (Jrad) are also included in Figure 3.20. In the lower 
temperature region below ~ 200 K, Jrad closely follows Jth. However, above this point Jth beings to 
increase strongly with temperature, whilst Jrad has a weaker temperature dependence. This suggests that 
it is a non-radiative process that is mainly responsible for the strong temperature dependence of Jth in 
this higher temperature region. The data shows that at least 64% of Jth is due to non-radiative 
recombination at RT, which is an improvement on previous devices where it was found to be > 90% 
[112]. 
The spontaneous emission L-I curves are shown in Figure 3.21. These demonstrate increasingly sub-
linear behaviour at the temperature increases, which is consistent with the dominant non-radiative 
process being Auger recombination, as is typically the case in MIR lasers. The L-I curves also show a 
lack of pinning in the light output above threshold. This worsens with increasing temperature and in the 
region > 200 K where the high temperature sensitivity of Jth is observed there is virtually no change in 
gradient of the spontaneous emission L-I curves at threshold. This has also been observed previously in 
both ICLs [112] and type-I lasers [113] in the MIR, although the mechanism responsible is not fully 
understood. 
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Figure 3.21: Integrated spontaneous emission vs. current for ICL emitting ~ 3.8 μm 
at RT with 1.0 mm cavity length at a range of temperatures. Arrows indicate the 
threshold current at each temperature. 
One possible explanation for the non-pinning above threshold could be inhomogeneities in the active 
region materials. Similar behaviour has been observed in dilute nitride [114] and quantum dot [115] 
lasers, where there is inhomogeneous broadening of the carrier distribution due to fluctuations in 
nitrogen concentration or quantum dot size/composition, respectively. Fluctuations in antimony (Sb) 
composition leading to the confinement of holes in localised potentials surrounding regions of high Sb 
content have previously been reported [116]. In the devices studied here, it could be that fluctuations 
along the InAs / GaInSb interfaces of the active region quantum wells form localised states that produce 
inhomogeneous broadening of the carrier distribution, and this is turn leads to the observed non-pinning. 
3.5.1.2 3.2 μm devices 
The threshold current density (Jth) of the 3.2 μm devices was also determined from their light-current 
(L-I) characteristics. The Oxford Instruments gas exchange cryostat was used to cover a temperature 
range of 80 K – 360 K, and in the case the closed cycle helium cryostat was also used to access a lower 
temperature range down to 20 K. Measurements were made in pulsed mode with 40 kHz, 500 ns pulses. 
0 20 40 60 80 100
0.0
0.1
0.2
0.3
0.4
In
te
g
ra
te
d
 s
p
o
n
. 
e
m
is
s
io
n
, 
L
s
p
o
n
 (
a
.u
.)
Current density, J (A cm
-2
)
 80K
 120K
 160K
 200K
(a)
0 100 200 300 400 500 600 700 800
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
In
te
g
ra
te
d
 s
p
o
n
. 
e
m
is
s
io
n
, 
L
s
p
o
n
 (
a
.u
.)
Current density, J (A cm
-2
)
 220K
 260K
 280K
 300K
 320K
(b)
85 
 
In this case, the temperature dependence of Jth shows three distinct regions of behaviour, as indicated 
in Figure 3.22. Around RT the characteristic temperature is (62 ± 2) K, which is an improvement over 
the 3.8 μm devices with T0 = (41 ± 2) K. In the range of 120 K – 200 K there is an increase in T0 to (110 
± 5) K, which is lower than the value of (183 ± 8) K for the 3.8 μm devices in the same temperature 
range. Whereas the 3.8 μm devices appeared to show an approximately constant T0 below 200K, in 
these 3.2 μm devices there is another change in gradient at around 120 K, and below this temperature 
the devices are characterised by an extremely high T0 of (730 ± 80) K. 
 
Figure 3.22: Temperature dependence of Jth for ICL emitting ~ 3.2 μm at RT. Three 
distinct regions of characteristic temperature, T0, are indicated by linear fits. 
It was noticed when comparing the results collected in the different cryostats that at temperatures below 
around 200 K, there starts to be a deviation between the threshold currents measured in each. This 
suggests that the temperature of the device was not the same, even though the temperature controllers 
were giving the same reading. This is quite possible as the two systems have different cooling 
mechanisms and configurations. In the gas exchange cryostat, the device is mounted on a sample holder 
and cooled by the nitrogen exchange gas. The temperature sensor is located within the sample chamber 
but not on the sample holder itself. In the closed cycle cryostat, the device is mounted on a cold finger 
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and the temperature sensor is also fixed to the cold finger a few centimetres away from the device 
location. In both cases, since the temperature sensor is not located at the same position as the device, 
there could be a temperature gradient within the cryostat that means the measured temperature is not 
that of the device. In future work, it would be useful to collect spectral data for the same device when 
measured in both systems, as this can provide information about the temperature of the device itself 
through the temperature induced change in emission wavelength. Unfortunately, this data was not 
collected in this work so it is not possible to state what the true device temperature was for any given 
measurement. However, since the main conclusion drawn here is that the temperature stability improves 
at lower temperatures, and this trend is present in both data sets, this does not have a major impact on 
the analysis presented.  
To further analyse the temperature dependent behaviour, the value of T0 as a function of T was plotted, 
as shown in Figure 3.23. These values were calculated by taking the gradient of a best fit line through 
3 neighbouring data points on the ln(Jth) vs. T graph, centred on the given value of T. In the case that a 
device is dominated by radiative recombination, T0 should follow the T0 = T line [61], assuming that 
the model for standard type-I devices also holds in these type-II structures. In the low temperature 
region around 80 K – 150 K, this is the case for both the 3.2 μm and 3.8 μm devices. This supports the 
evidence from the spontaneous emission measurements on the 3.8 μm device that shows the radiative 
current closely following the total threshold current across this range. As T continues to increase, T0 
drops below the T0 = T line and tends towards following the T0 = T/3 line. This is indicative of a device 
dominated by a non-radiative process such as Auger recombination, which again supports the evidence 
from the spontaneous emission analysis in the 3.8 μm device. 
The very high values of T0 at the lowest temperatures could be related to inhomogeneities in the 
material. In general, one would expect the threshold current to increase with temperature as the 
homogeneous thermal broadening of the carrier distribution broadens the gain peak. However, in a 
material containing localised states due to inhomogeneities there will also be inhomogeneous 
broadening of the carrier distribution. This can actually decrease with increasing temperature as carriers 
gain thermal energy, which enables them to escape from the localised states and redistribute across the 
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material. The opposing effects of increasing homogeneous broadening but decreasing inhomogeneous 
broadening with increasing temperature could lead to a temperature range where the gain spectrum 
remains approximately constant. This in turn could lead to the threshold current having a very weak 
temperature dependence, characterised by a high T0, within this range. Temperature stable threshold 
currents have also previously been observed in quantum dot lasers due to the influence of 
inhomogeneous broadening in these devices [117]. This explanation is consistent with the idea in 
Section 3.5.1.1 that the observed non-pinning of spontaneous emission above threshold is due to 
inhomogeneities. 
 
Figure 3.23: Characteristic temperature (T0) as a function of temperature for the 
3.2 μm and 3.8 μm devices. T0 = T and T0 = T/3 lines shown for reference. 
3.5.2 Pressure Dependence of Threshold Current 
3.5.2.1 3.8 μm & 3.2 μm devices 
To investigate the non-radiative processes that appear to be driving the temperature sensitivity of the 
lasers around RT, high hydrostatic pressure measurements were carried out on both the 3.2 μm and 3.8 
μm devices. The threshold current was determined from L-I curves measured under different applied 
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to plot Jth against lasing energy or wavelength rather than applied pressure. The lasing energy was 
therefore calculated by modelling the device active region in the nextnano software and altering the CB 
energy and electron effective mass in each material according to its pressure coefficient [110] to 
simulate the effect of a particular applied pressure. The pressure results are plotted in Figure 3.24. The 
direct band gaps of the materials and therefore the lasing energy increase with increasing pressure, 
hence the leftmost point of each dataset is at atmospheric pressure and applied pressure increases 
moving to higher energies along the x-axis. 
 
 
Figure 3.24: Threshold current density as a function of lasing energy or wavelength, 
extracted from pressure dependent L-I data for both the 3.2 μm and 3.8 μm devices 
at several temperatures. Previous results for 4.1 μm devices also included for 
comparison (data from [112]). 
It can be seen that in the 3.2 μm device, Jth increases monotonically by around 60 % with increasing 
band gap (pressure) at both RT and 100 K. The 3.8 μm device shows slightly different behaviour with 
an initial decrease in Jth with increasing pressure in the RT dataset, followed by an increase as the lasing 
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energy increases above around 0.35 eV. Both of these devices differ from the behaviour reported for a 
previous set of ICLs emitting at 4.1 μm at RT, which showed a decrease in Jth with increasing pressure 
across most of the pressure and temperature range investigated. That behaviour could simply be 
attributed to reducing CHCC Auger recombination with increasing band gap [112], as described in 
Section 2.2.3. The older 4.1 μm lasers did not incorporate the n-type doping for carrier rebalancing in 
the active region [83] that is present in the 3.2 μm & 3.8 μm lasers and 4.1 μm ICLEDs studied in this 
work.  The turning point followed by increasing Jth above 0.35 eV in these 3.8 μm and 3.2 μm devices 
provides evidence that there must also be some other competing non-radiative process occurring in 
these devices, the nature of which needs to be understood in order to optimise device performance. 
3.5.2.2 Comparison with NRL devices with different design wavelengths 
It was highlighted in the literature review of Section 3.1.1, and illustrated in Figure 3.1, that ICLs grown 
at both NRL and UWUERZ exhibit a minimum in Jth for devices with a design wavelength ~ 3.5 μm, 
and that Jth increases for devices with both longer and shorter wavelengths. The pressure dependent 
results obtained here provide an opportunity to assess whether there appears to be an underlying 
physical reason behind this by tuning the wavelength of a single device across a range of wavelengths, 
thereby removing many other variables that would change between different devices. The values of Jth 
as a function of band gap (due to increased pressure) for the two devices studied in this work are plotted 
in Figure 3.25, along with values for many ICLs produced at NRL for comparison.  
It is very interesting to note that the pressure dependent behaviour of the threshold current density does 
follow the same trend as is seen in wavelength dependent threshold current densities of many ICLs with 
different design wavelengths [87] grown at NRL. Both data sets show a minimum in Jth at around 3.5 
μm emission wavelength. The discussion in the literature of the performance of as-grown devices 
attributed this to the greater efforts that have been focused on optimising the active core and waveguide 
designs in the 3 μm – 4 μm range compared to the shorter or longer wavelengths [87]. However, the 
fact that the pressure data also shows the same trends is indicative of more fundamental underlying 
physics driving this behaviour. Possible explanations are investigated further in the following sections. 
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Figure 3.25: Pulsed threshold current densities at 300 K of various broad area (0.15 
x 2.0 mm) ICLs with different design wavelengths grown at NRL (open triangles)  
[87], overlaid with pressure dependent data for the devices studied in this work. 
Threshold current density of 3.2 μm and 3.8 μm ICLs shown as orange squares and 
green diamonds, respectively. 
3.5.3 External Differential Efficiency 
The external differential efficiency of a laser is the ratio number of emitted photons to number of 
injected carriers above threshold, as defined in Section 2.5.3. This is proportional to the slope efficiency, 
which is the gradient of the measured L-I curve above threshold. The slope efficiency of the 3.2 μm 
device measured as a function of temperature and pressure are presented in Figure 3.26. There is a 
relatively large amount of scatter in the data, but the overall trends show a decrease in slope efficiency 
by around a factor of 2 across the temperature range of 20 K – 320 K which is similar to the trend seen 
in other ICLs [112]. The external differential efficiency depends on the internal quantum efficiency and 
internal optical losses, as shown in equation (2-24). Therefore this drop in slope efficiency could be 
related to a temperature dependent increase in internal absorption, or an increase in Auger 
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recombination that reduces the internal quantum efficiency if the carrier density is not pinned above 
threshold. 
The pressure dependence data shows no clear change in slope efficiency with pressure. This contrasts 
with the trend previously observed in 4.1 μm devices where the slope efficiency increased by a factor 
of 2.5 across the same pressure range [112]. This was attributed to some form of decrease in internal 
losses, since the internal efficiency is already > 50% to begin with [118]. In this case where there is no 
change in slope efficiency, this suggests that either there is no significant pressure dependent process 
taking place, or that there are processes with opposite pressure dependence that act to give no overall 
change in slope efficiency. 
  
Figure 3.26: Normalised slope efficiency of 3.2 μm ICL as a function of temperature 
(a) and pressure (b). Pressure data shown for 3 repeated sets of measurements on 
same device. Linear guides to the eye also shown. 
The external differential quantum efficiency (EDQE) per stage for many ICLs with different design 
wavelengths grown at NRL has been measured and is plotted in Figure 3.27. This data shows a 
maximum in EDQE in the 3 μm – 4 μm range, corresponding to where the minimum in Jth is observed, 
although with a large amount of scatter in the data points. Outside this range on both the short and long 
wavelength sides the EDQE tends to decrease. The pressure dependent data was normalised to the NRL 
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data at zero applied pressure and is also included in Figure 3.27. This pressure data covers the range 
from 3.2 μm to 2.7 μm without showing any drop in slope efficiency, in contrast to the NRL data for 
different devices which shows a drop in EDQE. This suggests that the process responsible for the drop 
in efficiency below 3 μm in the as-grown devices does not simply depend on band gap but also on other 
features of the design, else it would be expected to be present in the pressure data too. 
 
Figure 3.27: External differential efficiency per stage at 300 K extracted from 
experimental measurements of many broad area ICLs with different design 
wavelengths grown at NRL. Overlaid with normalised pressure dependent slope 
efficiency data for the 3.2 μm device studied in this work. EDQE data provided by 
NRL [119]. 
3.5.4 Modelling of Device Structure 
In order to investigate the possible explanations for the effects of temperature and pressure on the ICL 
performance, modelling of the active region band alignments and eigenstates in the 3.2 μm device for 
which full structural details were available was carried out. This was done using the nextnano software 
package, which performs self-consistent Schrödinger-Poisson calculations. Calculations of the optical 
confinement factor in the waveguide were also performed using the eigenmode solver in Lumerical 
FDTD Solutions. 
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3.5.4.1 Effect of temperature 
Modelling of the active region band structure and eigenstates as a function of temperature was carried 
out and the energies of key transitions in the active region quantum wells were calculated. The results, 
plotted in Figure 3.28, show that the e1-hh1 lasing transition energy does not closely match any of the 
other key transitions within the ‘W’ quantum well region throughout the temperature range studied 
experimentally. There is therefore no evidence for a resonant Auger or IVBA process although, as 
discussed before with reference to the ICLED modelling in Section 3.4.3, these values are at the zone 
centre only. However, the e1-hh1 transition does move closer in energy to both the e1-e2 and hh1-lh1 
transitions with increasing temperature, which could make CHCC and CHLH Auger processes more 
probable. This supports the evidence from the T0 vs. T data which tends towards the T0 = T/3 line with 
increasing temperature, which is indicative of a move towards Auger recombination as the dominant 
mechanism. 
  
Figure 3.28: (left) Energies of important transitions in 3.2 μm ICL active region and 
(right) wavefunction overlap of fundamental e1-hh1 lasing transition as a function 
of temperature. 
The square of the wavefunction overlap integral (|⟨𝜙𝑒1|𝜙ℎℎ1⟩|
2) for the e1-hh1 lasing transition was 
also calculated as a function of temperature and plotted in Figure 3.28. This value is important since it 
is directly proportional to the optical gain, as shown in equation (2-4). It is found that this decreases 
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with increasing temperature. However, this is a very small effect with only a 0.3 % decrease between 
20 K and 360 K. This is therefore unlikely to be a significant factor behind the observed device 
performance. 
3.5.4.2 Effect of hydrostatic pressure 
The effect of hydrostatic pressure on the device was modelled by increasing the CB edge energy and 
electron effective mass in each component material according to the literature pressure coefficients 
[110]. The plot of the various transition energies in the active region, in Figure 3.29, shows that the e1-
hh1 lasing transition moves away in energy from all other key transitions with increasing pressure. This 
suggests that the probability of any possible Auger transitions will decrease with increasing pressure, 
as will IVBA. These processes are therefore unlikely to account for the increase in threshold current 
that is seen with increasing pressure. As noted before, these values are for zone centre transition energies 
only and more information about the in-plane dispersion in the quantum wells is needed to check for 
additional possible resonances away further out in k-space. 
  
Figure 3.29: (left) Energies of important transitions in 3.2 μm ICL active region and 
(right) wavefunction overlap of fundamental e1-hh1 lasing transition as a function 
of applied hydrostatic pressure. 
The square of the wavefunction overlap integral for the e1-hh1 lasing transition was calculated as a 
function of pressure, and is plotted in Figure 3.29. The modelling shows that the square of the overlap 
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integral decreased by 5 % over the 0 – 8 kbar pressure range investigated experimentally. This would 
act to decrease the optical gain by 5 % according to equation (2-4), assuming all other factors remain 
constant. This effect could therefore be partially responsible for the increase in threshold current, but is 
not sufficient to account for the observed 60 % increase in threshold current with increasing pressure. 
In addition to considering the Γ CB edge, the position of the L and X minima were also calculated. It is 
important to consider these states in relation to high pressure measurements as the valleys have different 
pressure coefficients, so their energy separation can change. The AlSb barriers have an indirect band 
gap with the X valley at the lowest energy. As this has a negative pressure coefficient whilst Γ has a 
positive pressure coefficient, the eigenstates move closer to the X minima of the barriers with increasing 
pressure. This could lead to increased carrier leakage or scattering into the barriers. However, the energy 
separation is very large to begin with at 0.79 eV, so even with the 13 % decrease in energy separation 
with increasing pressure the energy separation is still 0.69 eV. This is around 30 times kT at RT so it is 
highly unlikely that this would be a major loss mechanism. 
 
Figure 3.30: CB edges for Γ, X and L minima in active region at 0 kbar (left) and 8 
kbar (right). Wavefunction probability densities at Γ also shown. 
Another possible effect of increasing pressure is to alter the optical confinement factor (Γ), which 
represents the fraction of the optical mode that overlaps the active region. The waveguide was modelled 
as a multilayer slab with the refractive indices of each layer taken from Ref. [87]. It was assumed that 
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the refractive indices are independent of pressure over the range investigated as a first approximation. 
The mode profile for light of different wavelengths was calculated to model the effect of increasing 
band gap (decreasing wavelength) with pressure. The mode profiles are shown in Figure 3.31. There is 
a change from 0.129 to 0.127 in the optical confinement factor in the active region with decreasing 
wavelength corresponding to the pressure range studied, which is a relative change of 1.8 %. According 
to the inverse relationship between 𝑔𝑡ℎ and Γ from equation (2-13), this would act to increase threshold 
gain and therefore threshold current with increasing pressure. This could therefore be another 
contributing factor to the increase in threshold current with increasing pressure. However, assuming all 
other factors remain constant it would only cause a 1.8 % increase in the threshold gain and it is therefore 
not sufficient to account for the 60 % increase in threshold current that was observed. 
 
Figure 3.31: Optical mode in the ICL waveguide calculated for different 
wavelengths of light. Refractive index profile also shown, with parameters taken 
from Ref. [87]. 
The final possible explanation for increased threshold current with increasing pressure that has not yet 
been discussed is defect-related recombination. This is difficult to investigate quantitatively as it 
depends on where any possible defect level lies and whether its energy has a pressure dependence. 
Given that the various mechanisms investigated above do not appear to adequately account for the 
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observed increase in threshold current, this suggests that a defect-related recombination pathway may 
exist in these devices that becomes more significant with increasing pressure. One possibility is the 
existence of inhomogeneities in quantum well width or composition, or defect states at the interfaces. 
These ICL structures consist of hundreds of layers only one or two nanometres thick, hence the 
probability of these kinds of defects existing is high. 
 
Figure 3.32: (a) Effect of increasing pressure on band structure and (b) effect of 
reduced well width (for shorter design wavelength) on band structure, moving e1 
state towards proposed defect state. 
If there is a defect state above the e1 energy that does not move with pressure, then as the pressure is 
increased and the CB edge moves upwards, the e1 state would move towards this defect and make 
recombination via it more likely, as illustrated in Figure 3.32(a). Also, in the range of devices with 
different design wavelengths, the main change is to decrease the InAs electron quantum well widths in 
order to move the e1 state to higher energy within the well which would move it closer to this defect, 
as shown in Figure 3.32(b). This could therefore explain the increase in threshold current with 
increasing lasing energy, both due to pressure and device design. Narrower quantum wells would also 
be influenced more severely by interface effects, such as small fluctuations in well width, as these 
represent a larger fractions of the total layer thickness. The presence of inhomogeneities in the quantum 
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wells could also explain the lack of carrier pinning above threshold that was observed in the spontaneous 
emission measurements, as injected carriers can fill states other than those contributing to lasing. 
Evidence for a defect state above the conduction band edge in type-II InAs / InAsSb superlattices has 
recently been reported by Prins et al. [120], with quenching of the photoluminescence intensity 
observed with increasing pressure. This is a very similar material system to the InAs / GaInSb quantum 
wells of the ICLs and ICLEDs, hence it is feasible that defects are playing a role in these devices. 
3.6 SUMMARY 
The performance of ICLEDs and ICLs with emission in the MIR region of 3 μm – 5 μm has been studied 
using temperature and hydrostatic pressure techniques. This wavelength range is of interest for 
applications in optical gas sensing systems since it contains strong absorption lines from many gases 
that are important both as atmospheric pollutants and medical biomarkers. 
The ICLEDs have a broadband emission spectrum centred on 4.1 μm at RT. They exhibit highly non-
linear light-current characteristics, with both superlinear behaviour at low currents and sublinear 
behaviour at high currents. This is indicative of significant contributions from non-radiative 
recombination. Temperature dependent measurements show a non-monotonic change in light output at 
fixed current density with decreasing temperature. There is an initial increase in light output as the 
temperature decreases from RT, and a peak output is then reached between 250 K and 100 K for most 
current densities. The initial improvement is consistent with a decrease in CHCC Auger recombination, 
but the worsening light output at even lower temperatures indicates a secondary process. This could be 
explained by a CHLH Auger resonance at these lower temperatures and defect-related SRH 
recombination. Pressure dependent results show an improvement in performance with increasing 
pressure, which can partly be attributed to a decrease in CHCC Auger recombination with increasing 
band gap. It appears that this is not sufficient to account for the large change observed, which provides 
additional evidence for CHLH Auger recombination, which moves out of resonance with increasing 
pressure. 
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The performance of ICLs emitting at 3.2 μm and 3.8 μm at room temperature has been studied using 
temperature and hydrostatic pressure techniques. The devices are found to be relatively stable with 
respect to temperature in the range below ~ 200 K, with spontaneous emission measurements indicating 
minimal contribution from non-radiative recombination. Above ~ 200 K the threshold current becomes 
more temperature sensitive, characterised by T0 = (41 ± 2) K for the 3.8 μm devices and T0 = (62 ± 2) 
K for the 3.2 μm devices. The spontaneous emission measurements show that the non-radiative 
component of the threshold current begins to increase above 200 K, accounting for > 64 % of Ith at RT, 
and therefore appears to be driving the temperature sensitivity of these devices. 
The threshold current of the 3.8 μm (Elase ~ 0.326 eV) devices initially decreases with increasing 
pressure at RT, reaching a minimum when the lasing energy increases to ~ 0.35 eV. This is consistent 
with a decrease in CHCC Auger recombination with increasing band gap. However, with further 
increases in pressure and / or decreases in temperature in the 3.8 μm devices (such that the lasing energy 
increases above ~ 0.35 eV) and in the 3.2 μm (0.388 eV) devices across the whole pressure range, the 
threshold current then increases with increasing pressure. This indicates that the threshold current must 
be dominated by a process other than CHCC Auger recombination in this regime. However, modelling 
of the active region carried out in this work does not indicate the presence of any other resonant 
transitions for Auger processes with increasing band gap, at least at the zone centre, hence it is unclear 
which states could be involved in such a process. There is evidence of decreasing e1-hh1 wavefunction 
overlap and also a decrease in optical confinement factor in the active region with increasing pressure, 
which would both contribute to the increasing threshold current but not sufficiently to account for the 
large increase seen. This suggests that there must be another process taking place which depends on the 
band gap, and having ruled out other options the remaining explanation is a defect-related or leakage 
process. The presence of a defect state through which carriers can recombine situated above the e1 state 
and that does not move with pressure would explain the increase in threshold current with increasing 
lasing energy, both due to pressure and in devices with shorter design wavelength. 
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4 ELLIPSOMETRY OF NOVEL DILUTE BISMIDE ALLOYS FOR 
INFRARED APPLICATIONS 
4.1 INTRODUCTION 
As discussed in the Introduction and Background chapters, dilute bismide alloys have several properties 
that make them suitable for producing high efficiency, temperature insensitive devices in the near 
infrared telecommunications range as well as further into the mid infrared, where there are other 
possible applications such as gas sensing. Since this is a new class of semiconductor alloy, there are 
relatively few or even no existing experimental measurements of key properties such as band gap, spin-
orbit splitting and optical constants in these different materials. These properties are obviously crucial 
to a material’s use in any photonic device, hence the work in this chapter characterises the materials 
using spectroscopic ellipsometry in order to determine these values. To begin with, a review of the 
current literature relating to the dilute bismide alloys studied in this chapter is presented. This is 
followed by an introduction to the spectroscopic ellipsometry technique applied in this work, and then 
the experimental results obtained.  
4.2  REVIEW OF DILUTE BISMIDE ALLOY LITERATURE 
Many dilute bismide alloys have been studied experimentally and theoretically in the literature. This 
section provides a brief review of the existing work on the alloys that are investigated by ellipsometry 
in this chapter. 
4.2.1 GaAsBi 
Probably the most widely studied dilute bismide alloy to date is GaAsBi. The first reported growth of 
this alloy came in 1998 [41] and there has been much work over the subsequent 20 years from various 
research groups, trying to create better quality material with higher bismuth concentration. It is now 
possible to produce high quality samples (with good homogeneity, strong room temperature 
photoluminescence (PL) and droplet free surfaces) containing up to 5.5 % bismuth by metal organic 
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vapour phase epitaxy (MOVPE) [121], [122]. A narrow growth regime has also been found that yields 
samples containing more than 7 % bismuth. These still exhibit room temperature PL but suffer 
inhomogeneity across the wafer and the formation of metallic droplets on the surface [122]. Use of the 
molecular beam epitaxy (MBE) growth technique allows higher bismuth fractions to be reached due to 
the ability to use lower growth temperatures than MOVPE. Bismuth fractions as high as 22 % have 
been reported by MBE [123], although these samples suffered from metallic droplets on the surface. 
Droplet free MBE growth has been reported up to ~ 10 % bismuth content [124]. The first electrically 
pumped operation of a dilute bismide laser was reported by Ludewig et al. in 2013 [125] for a device 
containing 2.2 % bismuth, and further developments using a combined MOVPE/MBE growth method 
has led to lasing from a device with 6 % bismuth [126]. 
The basic electronic properties (band gap and spin-orbit splitting) of GaAsBi alloys have been studied 
extensively by photoluminescence (PL) and photoreflectance (PR) spectroscopy, and show good 
agreement with theory for compositions up to ~ 13 % bismuth [30], [127]. There has, however, been 
relatively little work examining other features in the band structure, or determining optical properties 
such as refractive index / dielectric constant. The only work reported to date is a spectroscopic 
ellipsometry study on a set of GaAsBi samples with bismuth concentrations up to 3.7 %, which was 
able to extract the higher critical point energies above the fundamental band gap within the 1.4 – 5.4 
eV energy range [128]. Having a better knowledge of the optical constants of this material is also 
important for effective waveguide design when incorporating this alloy into lasers. This work therefore 
considers a set of GaAsBi samples with bismuth compositions up to 4.9 % to gain a better understanding 
of the electronic and optical properties. 
4.2.2 GaNAsBi 
The quaternary alloy GaNAsBi is of interest because of the possibility to exploit band anti-crossing 
effects in both the conduction band and valence band with the addition of nitrogen and bismuth, 
respectively [37]. This allows as very wide range of band gaps to be accessed, whilst also keeping the 
material close to lattice matched on GaAs due to the opposing effects of the small nitrogen atoms and 
large bismuth atoms on the lattice constant. Theory has been developed from tight binding and 14-band 
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k.p models to predict the band gap of GaNAsBi alloys with dilute concentrations of nitrogen and 
bismuth [67]. The contour plot in Figure 4.1 shows the theoretical band gap as a function of nitrogen 
and bismuth concentration, as well as the strain relative to a GaAs substrate. The region in which the 
condition that the spin-orbit splitting exceeds the band gap, as needed for the suppression of CHSH 
Auger processes, is also shown as the shaded region to the right of the black dashed line. 
 
Figure 4.1: Band gap (Eg) of GaNAsBi, calculated using approach in Ref. [67]. Solid 
contour lines denote compositions with Eg as labelled (in eV). Shaded region to the 
right of black dashed line satisfies ΔSO > Eg, where suppression of CHSH Auger and 
IVBA is expected. Dashed grey lines show strain on GaAs substrate. 
There have been a small number of reports on the growth of this alloy in the literature [129]–[131], both 
by MBE and MOVPE. PR spectroscopy on the set of MOVPE-grown samples containing 1.8 % bismuth 
and up to 1.8 % nitrogen was able to extract the band gap and showed good agreement with theory 
[131]. There have so far been no reports on the experimental measurement of any other electronic or 
optical properties. The ellipsometry work in this chapter studies the same set of samples as reported in 
Ref. [131] and seek to provide measurements for additional properties of this alloy. 
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4.2.3 GaPAsBi 
GaPAsBi is another quaternary bismide alloy, and is similar to GaNAsBi in that the smaller 
phosphorous atoms compensate for the larger bismuth atoms to allow for control of both the strain and 
band gap. Theoretical predictions of the band gap from both DFT and VBAC methods show that it 
should be possible to access a range of band gaps from 0.8 – 1.6 eV using combinations of bismuth 
fractions up to 12 % and phosphorus up to 40 % [47], [48].  The MOVPE growth of GaPAsBi samples 
was recently been reported by two groups [47], [48] and measurements of the band gap by either PR 
spectroscopy or spectroscopic ellipsometry showed reasonable agreement with the theory presented in 
each case. This material could be of particular interest as a layer with 1 eV band gap for GaAs-based 
multi-junction solar cells. As this is a relatively new alloy it is useful to add further measurements of 
the material properties to the literature and help to verify the theoretical models. 
4.2.4 GaPBi 
There is relatively little existing work in the literature on GaPBi, with initial reports of MBE and 
MOVPE growth coming in 2015 [132] and 2017 [133], respectively. This alloy is different to those 
discussed previously, in that it is based on the indirect band gap GaP binary material. This could explain 
the lack of investigation of this material compared to the direct band gap alloys which have more 
potential applications. However, there is motivation to study GaP-based alloys due to the fact that GaP 
can be epitaxially grown on a silicon substrate and therefore opens a path to the integration of other 
direct band gap III-V materials on silicon. 
Two theoretical predictions of the band structure of GaPBi have been found in the literature. The study 
of Polak et al. [134] presents first principles calculations from density functional theory (DFT) for a 
range of Ga-V-Bi and In-V-Bi alloys. The calculations cover the range of Bi concentrations from 0 – 
3.7 %. For GaPBi the direct band gap is predicted to decrease by 67 meV/%Bi, whilst the indirect band 
gap is predicted to decrease by 115 meV/%Bi. The spin-orbit splitting is predicted to increase by 99 
meV/%Bi. In contrast, the study by Samajdar et al. [135] uses the k.p method and valence band anti-
crossing model. The calculations cover a range up to 10 % Bi and predict a significantly larger reduction 
in the direct band gap of 206 meV/%Bi. The spin-orbit splitting, meanwhile, is predicted to increase by 
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122 meV/%Bi. There is presently no literature on experimental measurements of these alloys, hence it 
has not yet been possible to verify either of the theoretical predictions. The ellipsometry studies later in 
this chapter provide the first experimental results for the band gap in GaPBi alloys. 
4.3 ELLIPSOMETRY OF SEMICONDUCTOR MATERIALS 
4.3.1 Theory of ellipsometry 
Ellipsometry is a very sensitive measurement technique that uses polarised light for characterising 
surfaces and thin films. It measures the change in polarisation state of a beam of light reflected from 
the surface of a sample. The measured values are expressed as psi (𝜓) and delta (Δ), which are related 
to the ratio of the reflectances (?̃?𝑝, ?̃?𝑠 ) for p- and s-polarised light via the complex ellipsometric 
parameter (𝜌): 
 
𝜌 =
?̃?𝑝
?̃?𝑠
= tan(𝜓) 𝑒𝑖Δ (4-1) 
The reflectances are calculated from the Fresnel reflection coefficients (?̃?𝑝, ?̃?𝑠) in the two polarisations 
according to: 
 ?̃?𝑝 = |?̃?𝑝|
2
= ?̃?𝑝 ⋅ ?̃?𝑝
∗
 
(4-2) 
 ?̃?𝑠 = |?̃?𝑠|
2 = ?̃?𝑠 ⋅ ?̃?𝑠
∗ 
(4-3) 
The Fresnel reflection coefficients for reflection at an interface between materials with complex 
refractive indices ?̃?1 and ?̃?2 are given by: 
 
?̃?𝑝 =
?̃?2 cos(𝜙2) − ?̃?1 cos(𝜙1)
?̃?2 cos(𝜙1) + ?̃?1 cos(𝜙2)
 (4-4) 
 
?̃?𝑠 =
?̃?1 cos(𝜙1) − ?̃?2 cos(𝜙2)
?̃?1 cos(𝜙1) + ?̃?2 cos(𝜙2)
 (4-5) 
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where 𝜙1 is the angle of incidence of the incident beam relative to the sample normal, and 𝜙2 is the 
angle of propagation of the transmitted beam also relative to the sample normal. For the simplest 
possible case of a single bulk material, it is possible to rearrange equations (4-1) – (4-5) to analytically 
solve for the complex refractive index using the measured ellipsometry parameters 𝜓 and Δ. For more 
complex structures an iterative modelling and fitting method is required, which is described in more 
detail in Section 4.3.3. 
More detailed descriptions of the theory behind ellipsometry as well as information about the 
instrumentation and data analysis are available in many standard textbooks, such as Ref. [136]. 
4.3.2 Experimental setup 
 
Figure 4.2: Schematic of key components in rotating analyser ellipsometer (RAE) 
experimental setup. 
The measurements included in this chapter were made using a J. A. Woollam Variable Angle 
Spectroscopic Ellipsometer (VASE) system. A schematic showing the key components in the system is 
shown in Figure 4.2. The instrument has a xenon lamp that generates light ranging from the UV to the 
near-IR and a silicon detector that can detect light from around 300 – 1100 nm. A double-beam 
monochromator is used to select the required wavelength for analysis, thus allowing full spectral 
measurements across this range. The light passes through a polariser with a known orientation and 
reflects from the sample surface. After reflection, the beam passes through a rotating polariser, called 
the analyser, and onto the detector. The amount of light passing through the analyser, and hence the 
Light source Linear
polariser
Rotating 
analyser 
(polariser)
Detector
Incident light: 
linearly polarised
Reflected light: 
elliptically polarised
Detector signal
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detector signal, will vary as a function of the relative angle between the analyser and the electric field 
orientation of the elliptically polarised light reflected from the sample. The detector signal therefore 
varies as a function of time, and this can be used to determine the reflected polarisation. This 
information is compared to the known input polarisation to determine the polarisation change caused 
by the sample reflection, giving the ellipsometry parameters 𝜓 and Δ. 
Data can be collected for different angles of incidence of the incoming light. In this work, three angles 
were used to provide more data and improve the confidence in fits generated from the results. The 
angles chosen were 73.5°, 74.0° and 74.5° because these are close to the pseudo-Brewster angle of the 
semiconductors being measured, which ensures that the value of Δ  remains close to 90°. This is 
important as with the rotating analyser ellipsometer configuration, sensitivity is reduced when Δ is near 
0° and 180° [137] and therefore keeping Δ around 90° ensures more accurate measurements. 
4.3.3 Modelling and analysis 
For analysing anything other than a bulk single material sample, a modelling and fitting procedure is 
required in order to extract useful results from the measured ellipsometry data. This was carried out 
within the J. A. Woollam ‘V.A.S.E. for Windows’ software. The analysis procedure first requires a 
model of the sample to be created. This includes various parameters describing the layer thicknesses 
and optical constants. The software then generates the ellipsometric data that would be produced from 
a sample with these properties by using the Fresnel coefficients for reflection / transmission at each 
interface to calculate the overall reflectance of both p- and s-polarised light for each possible path. The 
multiple paths for a beam incident on a sample consisting of a thin layer on top of an optically thick 
substrate are illustrated in Figure 4.3. The reflection coefficients for each path are then summed over 
all reflected beams to give the total reflected intensity in each polarisation at the detector. The effective 
𝜓 and Δ values that would be measured from such a system are then calculated from: 
 tan 𝜓𝑒𝑓𝑓 =
∑|?̃?𝑝|
2
∑|?̃?𝑠|
2  (4-6) 
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cos Δ𝑒𝑓𝑓 =
∑ Re(?̃?𝑝 ⋅ ?̃?𝑠
∗)
√∑|?̃?𝑝|
2
⋅ ∑|?̃?𝑠|
2
 
(4-7) 
 
Figure 4.3: Multiple reflected and transmitted beams for a single film on an 
optically thick substrate. From Ref. [138]. 
An iterative fitting process is then used to minimise the difference between the generated and 
experimental data. The software can implement a Marquardt-Levenberg fitting algorithm to reduce the 
mean square error (MSE) between the two data sets. This function was used in conjunction with manual 
fitting and visual inspection of the data to ensure that parameters were in the correct range and had not 
accidentally become stuck in a local rather than a global minimum. 
For each material system studied a piece of the relevant substrate material was first measured and 
analysed in order to ensure accurate parameters for this layer were obtained and provide the foundation 
for subsequent fitting of the epilayers. A parameterised model was used for the semiconductor materials, 
which represents the dielectric constant as the sum of multiple oscillators with Gaussian broadening. 
This is based on the model of Kim and Garland for the optical dielectric function of zinc-blende 
semiconductors [139]. Each oscillator is characterised with parameters to describe the critical point 
centre energy, amplitude, broadening and shape of the tails to either side of the critical point. Parameters 
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are included in the software for several common III-V semiconductors and have been shown to 
accurately reproduce the dielectric constant compared to other methods. Critical point parameters agree 
closely with those obtained using the critical point parabolic band (CPPB) approximation for analysis. 
The benefit of using this model compared to individually calculating the real and imaginary parts of the 
dielectric function at each wavelength is that it ensures Kramers-Kronig consistency in the results. A 
native oxide layer is included on the surface of every sample, for which tabulated data taken from the 
literature is used for the dielectric constant [140]. 
 
Figure 4.4: Spectroscopic ellipsometry data ( 𝜓  and 𝛥 ) for GaAs substrate. 
Literature values [141, p. 268] of critical point transition energies marked for 
reference. 
To illustrate the fitting process, the analysis of a piece of GaAs wafer as used for the substrate of many 
of the samples is set out below. The procedure is also summarised in the flow chart of Figure 4.11. The 
raw ellipsometry data (𝜓 and Δ) is presented as a function of wavelength in Figure 4.4 for the three 
angles at which data was collected. The literature values of critical point transition energies in the band 
structure are marked on the plots, and clearly correspond to certain identifiable features in the 
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ellipsometry data. The GaAs band structure is also shown in Figure 4.5 to illustrate which points in the 
band structure these transitions represent. 
 
Figure 4.5: GaAs band structure with critical point transition energies labelled. 
From Ref.  [141, p. 65]. 
An initial set of modelled data using the simplest possible model, consisting of just a thick GaAs layer, 
is shown in Figure 4.6. It is clear that this produces a very poor fit; there is an offset between the model 
and experimental data across the whole energy range. There is also a large deviation in the region below 
the GaAs band gap, where delta goes to 0° or 180° in the modelled data but not the experimental data. 
It is for this reason that a low refractive index native oxide layer is then included in the model, to closer 
replicate the observed behaviour. The modelled data with the addition of a GaAs native oxide is shown 
in Figure 4.7. A fitting was performed on the oxide thickness using the Marquardt-Levenberg algorithm 
to minimise the mean square error between the model and experimental data. This returned a value of 
(3.40 ± 0.03) nm for the oxide thickness with an MSE of 3.031. 
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Figure 4.6: Modelled ellipsometry data (red lines) and experimental data for plain 
GaAs substrate, using single GaAs layer in model.  
  
Figure 4.7: Modelled ellipsometry data (red lines) and experimental data for plain 
GaAs substrate, using GaAs layer with 3.40 nm GaAs native oxide surface layer in 
model.  
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There are still noticeable differences between the model and the experimental data at this stage. The 
next step was therefore to alter the GaAs material properties to obtain a better fit. The procedure 
recommended by the J. A. Woollam user guide [142] was followed, in which the first parameters that 
should be fitted when using a parameterised semiconductor model are the critical point amplitudes. The 
amplitudes of the seven critical points defining the material were all allowed to vary and the fitting 
algorithm was used. This returned a MSE of 0.3624 and the fits shown in Figure 4.8. These are a 
significant improvement over the previous modelled data using the default GaAs parameters, but there 
are still some noticeable differences, in particular around the E0 and E0 + Δ0 critical points. 
 
Figure 4.8: Modelled ellipsometry data (red lines) and experimental data for plain 
GaAs substrate, using GaAs layer with 3.18 nm GaAs native oxide surface layer in 
model, and fitting for GaAs critical point amplitudes. 
To further improve the fit the energies, amplitudes and broadenings of each critical point were allowed 
to vary in turn and the fitting algorithm repeated. The final best fit is shown in Figure 4.9, which has an 
MSE of 0.3132. This now accurately reproduces all of the key features in the experimental data. The 
real and imaginary components of the refractive index of GaAs determined by this fitting procedure are 
shown in Figure 4.10. Example literature values taken from Ref. [143] are also shown for comparison 
and it is clear that the fitting of the ellipsometry data has accurately reproduced the expected refractive 
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index values. This provides confidence in the fitting method and use of these GaAs parameters as the 
substrate when analysing other samples throughout the rest of this chapter. 
  
Figure 4.9: Modelled ellipsometry data (red lines) and experimental data for plain 
GaAs substrate, using GaAs layer with 3.18 nm GaAs native oxide surface layer in 
model, and fitting for GaAs critical point energies, amplitudes and broadenings. 
 
 
Figure 4.10: Real (n) and imaginary (k) parts of refractive index for GaAs as 
determined in this work, and literature values from Ref. [143] for comparison. 
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Figure 4.11: Flow chart summarising the fitting procedure for the ellipsometry data. 
4.4 EXPERIMENTAL RESULTS FOR DILUTE BISMIDE ALLOYS 
In this section the electronic and optical properties of a variety of dilute bismide alloys, as determined 
from spectroscopic ellipsometry are presented. Brief details of the samples are given in Section 4.4.1. 
In Sections 4.4.2 – 4.4.5, the ellipsometry raw experimental data and fitted spectra are then presented 
for each alloy, along with the electronic band structure properties extracted from this. The optical 
constants for all the materials are then presented together in Section 4.4.6. 
4.4.1 Sample details 
The samples studied in this chapter were all grown by metal organic vapour phase epitaxy (MOVPE) 
in the Structure and Technology Research Laboratory (STRL) at Philipps-Universität Marburg. 
MOVPE is a non-equilibrium growth technique in which the atoms to be incorporated into the crystal 
are initially in the form of metalorganic precursors, which are transported to the substrate in the vapour 
phase. It can produce high purity materials with abrupt interfaces and with excellent control over the 
growth of thin layers, making it suitable for the production of quantum wells and superlattices [144]. It 
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is also highly versatile and can be used for the production of virtually all III/V and II/VI semiconductor 
compounds [145]. A full list of all the samples and their nominal compositions, as determined by high 
resolution X-ray diffraction, and references to papers reporting their growth is included in Appendix A. 
4.4.2 GaAsBi 
A set GaAsBi samples were chosen to begin the ellipsometry study since this is the most well studied 
of the dilute bismide alloys, so there is a relatively high level of confidence in expected properties such 
as band gap and spin-orbit splitting. This allows for comparison of the ellipsometry results to those 
from other methods to verify the technique before going on to study other alloys. 
  
Figure 4.12: Spectroscopic ellipsometry data (ψ and Δ) for GaAsBi samples at 
reflection angle of 74.0°. Critical point transition energies in GaAs as determined 
from analysing substrate marked for reference. Data offset vertically for clarity. 
The samples consisted of a bulk GaAsBi epilayer grown on GaAs substrate. Some samples also included 
a GaAs capping layer, whilst others did not. Details of all sample structures and compositions, as well 
as references for papers giving further information about their growth, are included in Appendix A. The 
raw ellipsometry data at a collection angle of 74.0° is shown in Figure 4.12 for a selection of samples 
with different compositions. The GaAs critical points, as determined from fitting the substrate data as 
1 2 3 4 5
4.9% Bi
4.2% Bi
3.5% Bi
1.8% Bi
1.0% Bi
E
0
+

0
P
s
i 
(°
)
Energy (eV)
E
0
E
1
E
1
+

1
E
0
'
E
0
'+

0
'
GaAs
1 2 3 4 5
4.9% Bi
4.2% Bi
3.5% Bi
1.8% Bi
1.0% Bi
E
0
+

0
D
e
lt
a
 (
°)
Energy (eV)
E
0
E
1
E
1
+

1
E
0
'
E
0
'+

0
'
GaAs
115 
 
described in Section 4.3.3, are marked. It is clear, especially in the Δ spectra, that an additional feature 
appears on the low energy side of the GaAs band gap and shifts to lower energies with increasing Bi 
fraction. This is consistent with the reducing band gap of the GaAsBi layer with increasing Bi content. 
Modelling and fitting of the ellipsometry data was carried out following the procedure outlined in 
Section 4.3.3. The GaAs substrate and cap layers were modelled with the parameterised semiconductor 
material model with best-fit parameters as determined from fitting of the plain substrate data. The 
GaAsBi layer was modelled using the same GaAs parameterised model as a starting point, since it is 
expected that the properties would vary gradually from this with increasing Bi content. To begin the 
fitting process the critical points representing the band gap and band gap plus spin-orbit splitting were 
set to their expected literature values. The modelled data was generated and compared to the experiment. 
Manual adjustments were then made to the energies and broadening of the critical points to produce a 
closer fit. Once a reasonable fit had been achieved, the built-in fitting algorithm was then implemented 
to optimise the fit. This was done as a systematic process, allowing the energy, amplitude and 
broadening of each critical point of the GaAsBi layer to vary in turn. In some cases, small adjustments 
to the parameters describing the GaAs cap layer also had to be made to generate a satisfactory fit. This 
seems justified in that an epitaxially grown layer, possibly containing residual Bi from the growth of 
the GaAsBi layer along with other impurities or defects, could be expected to have slightly different 
optical properties to the plain substrate on which the GaAs fitting was originally performed. 
The experimental ellipsometry data and best fits for four representative samples with a range of bismuth 
concentrations are shown in Figure 4.13. The mean square error (MSE) values are also included in 
Table 2 to show the relative quality of the fits for all of the different samples. It was possible to achieve 
good fits to the experimental data for all samples. The MSE values were higher for the GaAsBi samples 
than the plain GaAs substrate, which would be expected given the addition of epitaxial layers that are 
likely to have some amount of inhomogeneity in thickness and composition across the sample. There 
are also more degrees of freedom in the model when more layers are included, which decreases the 
chance of finding a unique set of best fit parameters, and therefore increases the uncertainty associated 
with the extracted critical point energies. 
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Figure 4.13: Spectroscopic ellipsometry data (ψ and Δ) for GaAsBi samples at all 
reflection angles, along with best fit model data (red / blue for ψ / Δ respectively). 
Bismuth content = 1.0 % (a), 1.8 % (b), 3.5 % (c), 4.2 % (d). 
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Table 2: Mean square error (MSE) in fit for GaAsBi samples to compare relative 
quality of the fit to GaAs substrate.  
Bi content (%) GaAsBi thickness (nm) MSE in fit 
0.0 N/A (GaAs substrate) 0.313 
1.0 67 1.444 
1.5 195 1.085 
1.5 18 0.756 
1.8 38 1.001 
3.5 60 0.761 
3.7 60 0.956 
4.2 60 0.774 
4.5 20 0.782 
4.9 20 0.849 
 
The critical point energies for the GaAsBi layers were recorded, along with 90 % confidence intervals 
as calculated by the fitting algorithm. The band gap and spin-orbit splitting are presented in Figure 4.14, 
with the error bars representing the 90 % confidence intervals. These show very good agreement with 
the theoretical values as determined using the virtual crystal approximation and band anti-crossing 
model with parameters from Ref. [67], as well as many previous experimental measurements on 
samples across this range of bismuth concentration [30]. This provides verification of the validity of 
the spectroscopic ellipsometry method and modelling procedure applied here for extracting critical 
point energies from semiconductor alloys. 
The band gap broadening parameter was also determined for each sample and the results are plotted in 
Figure 4.15. The broadening follows an approximately square-root like dependence on the bismuth 
fraction (x), following the relationship 𝑎 + 𝑏√𝑥 .  The best fit is also shown in the figure, and is 
described by the parameters a = 12 ± 4 meV and b = 120 ± 40 meV. This is very similar to the 
broadening of the band gap [36] and the E1 critical point [128] observed in previous studies. This is 
likely to be due to increasing material inhomogeneity, such as the formation of bismuth clusters, with 
increasing bismuth content in the samples. 
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Figure 4.14: Band gap (Eg) and spin-orbit splitting (ΔSO) of GaAsBi alloys as a 
function of bismuth concentration, as determined from ellipsometry measurements. 
Theoretical values calculated according to [67] also shown. 
 
Figure 4.15: Broadening parameter for Eg critical point of GaAsBi alloys as a 
function of bismuth concentration, as determined from ellipsometry measurements. 
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It was also possible to extract values for higher energy critical points in the band structure from the 
fitting. The E1 and E1 + Δ1 points could consistently be identified and fitted for across all the samples. 
The results are plotted in Figure 4.16. These show approximately linear decreases in the energy of both 
critical points with increasing bismuth concentration. The E1 energy decreases by 40 ± 3 meV/%Bi, 
whilst the E1 + Δ1 energy decreases by 10 ± 1 meV/%Bi. Consequently, the Δ1 splitting energy must 
increase by 30 ± 3 meV/%Bi. These results contrast with the previously reported values of  a decrease 
of 18 meV/%Bi for the E1 transition and 12 meV/%Bi for the E1 + Δ1 transition, giving an increase of 
6 meV/%Bi for the Δ1 splitting [128]. From both sets of results, however, it is clear that the incorporation 
of bismuth has a smaller effect on the band gap and spin-orbit splitting energies at the Λ-point away 
from the zone centre than it does at the Γ point. 
 
Figure 4.16: Energies of the E1 and E1 + Δ1 transitions in GaAsBi as a function of 
bismuth concentration, as determined from ellipsometry measurements. Linear fits 
are also shown. 
This is analogous to the behaviour of the E1 transition in the dilute nitride GaNAs alloy. In this material 
there is a band anti-crossing interaction between a nitrogen state and the GaAs conduction band edge, 
which causes a large decrease in Eg of around 0.15 eV with the addition 1 % N [146]. By contrast, 
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measurements have shown that E1 has much weaker dependence on nitrogen fraction, with an increase 
of less than 0.05 eV with the addition of 1 % N [147], [148]. It appears that the same behaviour is 
occurring in the GaAsBi alloy, where the band anti-crossing effect occurs in the valance band, with the 
E1 transition away from the Brillouin zone centre being much less strongly affected by the bismuth. 
There is, unfortunately, a lack of theoretical work to help understand the behaviour of the E1 and E1 + 
Δ1 transitions at the Λ-point. This is because the k.p method is a perturbative approach around the zone 
centre, so only describes the electronic properties close to the Γ-point and hence cannot be applied here. 
The tight binding approach, meanwhile, is able to accurately calculate the band structure but the large 
real-space supercells that are used in calculations lead to small reciprocal-space volumes, with many 
bands folded in from lower order Brillouin zones [149]. To extract useful information from such 
calculations away from the Γ-point, a band unfolding algorithm such as that developed by Maspero et 
al. [149] could be applied to the tight binding results. 
4.4.3 GaNAsBi 
The GaNAsBi samples investigated here are based on the GaAsBi sample containing 1.8% bismuth 
analysed in Section 4.4.2. The raw ellipsometry data for the 74.0° collection angle is shown in Figure 
4.17. Similarly to the GaAsBi samples with increasing bismuth, the GaNAsBi band gap feature can be 
seen moving to lower energy with increasing nitrogen content. Fitting of the experimental data was 
carried out using the same procedure as outlined previously. For the GaNAsBi layers, the parameterised 
semiconductor model was used with the parameters for the GaAsBi sample with the same 1.8 % bismuth 
content as a starting point. Again it was possible to achieve good fits to the experimental ellipsometry 
data. These best fits are shown in Figure 4.18 and the mean square errors in those fits are summarised 
in Table 3. 
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Figure 4.17: Spectroscopic ellipsometry data (ψ and Δ) for GaNAsBi samples at 
reflection angle of 74.0°. Critical point transition energies in GaAs as determined 
from analysing substrate marked for reference. Data offset vertically for clarity. 
 
Table 3: Mean square error (MSE) in fit for GaNAsBi samples to compare relative 
quality of the fit to GaAs substrate.  
N content (%) Bi content (%) GaNAsBi thickness (nm) MSE in fit 
0.0 0.0 N/A (GaAs substrate) 0.313 
0.0 1.8 38 1.001 
0.6 1.8 45 1.284 
1.2 1.8 65 0.588 
1.8 1.8 70 0.583 
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Figure 4.18: Spectroscopic ellipsometry data (ψ and Δ) for GaNAsBi samples with 
1.8 % Bi at all reflection angles, along with best fit model data (red / blue for ψ / Δ 
respectively). Nitrogen content = 0.0 % (a), 0.6 % (b), 1.2 % (c), 1.8 % (d). 
The critical point energies were used to find the band gap and spin-orbit splitting as a function of 
nitrogen content for these four samples with nominally equal bismuth contents of 1.8 %. The results are 
plotted in Figure 4.19. Previous measurements of the band gap by PR spectroscopy on the same set of 
samples are shown for comparison. The ellipsometry results show good agreement with the band gap 
from the PR results and theory across the composition range. Through fitting the ellipsometry data it 
was also possible to measure the spin-orbit splitting, and these values are also shown in Figure 4.19. 
The spin-orbit splitting does not vary significantly with increasing nitrogen content. This is expected, 
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since the addition of nitrogen mainly affects the conduction band by the band anti-crossing interaction. 
The spin-orbit splitting is instead dominated by the effect of the bismuth. The spin-orbit splitting 
energies show very good agreement with the theoretical values, plotted as the dashed curve in Figure 
4.19. This is the first experimental measurement of spin-orbit splitting in this alloy, so this is a 
significant result in verifying the accuracy of the theoretical models for the quaternary alloy. 
 
Figure 4.19: Band gap and spin-orbit spitting for GaNAsBi samples with 1.8 % Bi 
as a function of N content, as determined by ellipsometry. Band gap as measured by 
PR for same samples also shown for comparison. Theoretical values calculated 
according to [67] also shown. 
The higher energy critical point transitions E1 and E1 + Δ1 were also extracted from the modelling and 
are shown in Figure 4.20. These show unusual behaviour with a significant bowing of the transition 
energies with varying nitrogen content. This is different to the small, approximately linear, increase in 
E1 and E1 + Δ1 reported in the ternary dilute nitride GaNAs alloy [147], [148]. It was found in the 
measurements of GaAsBi in Section 4.4.2 that the addition of bismuth causes a reduction in E1 and E1 
+ Δ1. Ellipsometry alone cannot determine how much of that reduction comes from a shift in the valence 
band and how much comes from a shift in the valence band. Given that the band gap reduction due to 
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the addition of nitrogen mainly originates from the band anti-crossing interaction in the conduction 
band, this depends strongly on the energy separation of the conduction band edge and the nitrogen state. 
It is possible that the addition of bismuth has moved the conduction band edge at the Λ-point, and 
thereby also altered the interaction with the nitrogen level such the conduction band edge then moves 
differently with the addition of nitrogen than it would in the ternary GaNAs alloy. This could explain 
the unusual change in the E1 and E1 + Δ1 transitions for GaNAsBi compared to GaNAs. As discussed 
in relation to the GaAsBi results, it is difficult to perform theoretical calculations of band gaps away 
from the zone centre so there is no existing theory to help explain this at the current time. In future work 
it would be useful to study samples with varying bismuth fractions as well as nitrogen fractions to help 
understand the contributions from both constituents in this quaternary alloy. 
 
Figure 4.20: E1 and E1 + Δ1 critical points for GaNAsBi samples with 1.8 % Bi as 
a function of N content, as determined by ellipsometry. 
4.4.4 GaPAsBi 
The GaPAsBi samples investigated here have varying concentrations of both P and Bi. They are bulk 
epilayers grown on a GaAs substrate. The raw ellipsometry data for the 74.0° collection angle is shown 
in Figure 4.21. Similarly to the other samples analysed previously, the GaPAsBi band gap feature can 
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be seen on the low energy side of the GaAs band gap and its position moves depending on P and Bi 
content of the sample. Fitting of the experimental data was carried out using broadly the same procedure 
as outlined previously. A slight change was made to the fitting algorithm, in that this time it was chosen 
to minimise the MSE for a fit to tan(ψ) and cos(Δ) rather than simply ψ and Δ. This decision was taken 
because the fits to ψ and Δ were finding local minima that were visually clearly not the best global fit 
to the spectra. Tests of various alternative options for the fitting algorithm showed that fitting for tan(ψ) 
and cos(Δ) produced a fit that was visually much improved over the whole energy range of the spectra. 
With this revised method it was again possible to achieve good fits to the experimental ellipsometry 
data. These best fits are shown in Figure 4.22 and the mean square errors in those fits are summarised 
in Table 4. 
  
Figure 4.21: Spectroscopic ellipsometry data (ψ and Δ) for GaPAsBi samples at 
reflection angle of 74.0°. Critical point transition energies in GaAs as determined 
from analysing substrate marked for reference. Data offset vertically for clarity. 
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Figure 4.22: Spectroscopic ellipsometry data (ψ and Δ) for GaPAsBi samples with 
at all reflection angles, along with best fit model data (red / blue for ψ / Δ 
respectively). Composition = 20 % P, 4.4 % Bi (a), 15 % P, 5.5 % Bi (b), 18 % P, 
6.0 % Bi (c), 28 % P, 7.4 % Bi (d). 
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Table 4: Mean square error (MSE) in fit for GaPAsBi samples to compare relative 
quality of the fit to GaAs substrate.  
P content (%) Bi content (%) GaPAsBi thickness (nm) MSE in fit 
0.0 0.0 N/A (GaAs substrate) 0.00378 
20 4.4 122 0.00707 
15 5.5 63 0.0178 
18 6.0 61 0.00928 
28 7.4 106 0.0169 
 
The energies of the band gap and spin-orbit splitting in each sample were determined from the fitting 
procedure and are plotted in Figure 4.23. Since both phosphorous and bismuth content vary, the data is 
plotted as a function of bismuth content, with the different colours of the data points representing the 
phosphorous content. Theoretical calculations made using the virtual crystal approximation (VCA) and 
BAC model, as published in Ref. [48], are also shown. These relied on interpolation of many parameters 
to describe this quaternary alloy, hence there is a degree of uncertainty associated with the calculated 
values. The experimental values of band gap and spin-orbit splitting all lie close to the expected range 
given by the theoretical calculations. For the two samples on which PR measurements had previously 
been carried out there is a relatively large discrepancy between the spin-orbit splitting values obtained 
by the two methods, with the ellipsometry results lying much closer to the theoretical values. By 
combining these results it is possible to estimate the overall uncertainty associated with the experimental 
measurements, which is relatively large at 100s of meV. This could in part be due to the significant 
broadening of the features, which is likely to originate from inhomogeneities in this new quaternary 
alloy.  
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Figure 4.23: Band gap and spin-orbit spitting for GaPAsBi samples with varying P 
content (% shown next to marker) as a function of Bi content, as determined by 
ellipsometry (filled markers). Values as measured previously by PR for two samples 
also shown for comparison (open markers). Theoretical values from [48] for 
strained (solid lines) and unstrained (dashed lines) material also shown. 
4.4.5 GaPBi 
The GaPBi samples consisted of a single bulk GaPBi epilayer grown on GaP substrate, as reported in 
Ref. [133]. The raw ellipsometry data at a collection angle of 74.0° is shown in Figure 4.24. The GaP 
critical points, taken from Ref. [150, p. 199], are marked. It is clear, particularly in the Δ spectra, that 
an additional feature appears on the low energy side of the GaP direct band gap and shifts to lower 
energies with increasing Bi fraction. This is the first experimental evidence that there is indeed a 
reduction in the direct band gap of GaP with the addition of bismuth, as predicted from theoretical work 
in the literature. 
The features in the spectra are much broader than those observed in any of the other dilute bismide 
materials discussed previously in this chapter. This is likely to be related to poorer material quality of 
the GaPBi layers, with some inhomogeneities in composition across the sample. This is expected given 
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that these samples are the first to be grown by MOVPE of this new semiconductor alloy, hence the 
growth conditions will not yet have been optimised to produce high quality material. In particular, the 
spectra for the sample with the highest bismuth content of 8.3 % are highly broadened with no well-
defined features present. AFM images showed the presence of metallic bismuth droplets on the surface 
of this sample [133], which would affect the ellipsometry spectra as the technique is very sensitive to 
surface conditions. Phase separation was also observed in transmission electron microscopy (TEM) 
images of a GaPBi layer containing 7.4 % Bi investigated by grown under comparable conditions to the 
8.3 % sample measured here [151]. Hence it is possible that there is also phase separation present in 
this sample, which would act to significantly broaden the spectra as there are regions with different 
composition within the ellipsometer beam spot. 
  
Figure 4.24: Spectroscopic ellipsometry data (ψ and Δ) for GaPBi samples at 
reflection angle of 74.0°. Literature values [152] of critical point transition energies 
in GaP marked for reference. Data offset vertically for clarity. 
Modelling and fitting of the ellipsometry data was carried out using the same method as for the GaPAsBi 
samples. The plain GaP substrate was analysed first to obtain parameters to describe this, and these 
were then used in the subsequent models of the samples with GaPBi layers. It was possible to achieve 
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reasonably good fits to the key features in the ellipsometry spectra for the GaPBi samples with 1.3 % 
and 3.7 % Bi. However, these fits are not as good as those for the various GaAs-based samples studied 
throughout the previous sections in this chapter. This is further evidence of the non-ideal material 
properties at this early stage in development of the new alloy. It was not possible to achieve a 
sufficiently satisfactory fit for the data from the 8.3 % Bi sample, hence only results from the analysis 
of the two samples with lower bismuth fractions is presented here.  
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Figure 4.25: Spectroscopic ellipsometry data (ψ and Δ) for GaPBi samples at all 
reflection angles, along with best fit model data (red / blue for ψ / Δ respectively). 
Bismuth content = 0.0 % (a), 1.3 % (b), 3.7 % (c). 
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Table 5: Mean square error (MSE) in fit for GaPBi samples to compare relative 
quality of the fit to GaP substrate.  
Bi content (%) GaPBi thickness (nm) MSE in fit 
0.0 N/A (GaP substrate) 0.0183 
1.3 195 0.0310 
3.7 18 0.0175 
 
The energies of the band gap and spin-orbit splitting in the samples could be extracted from the 
modelling, although with large uncertainties reflecting the quality of the fit. These are shown in Figure 
4.26. Approximating the changes in energy with linear relationships, the band gap is estimated to 
decrease by 130 ± 20 meV/%Bi and the spin-orbit splitting increases by 160 ± 30 meV/%Bi. The 
theoretical predictions for the decrease in band gap range from 67 meV/%Bi [134] to 206 meV/%Bi 
[135], so the experimental findings lie well within the middle of this range. These first experimental 
measurements of the band gap can provide useful evidence to help refine the theoretical models for this 
alloy and gain a better understanding of its properties. The theoretical predictions for the increase in 
spin-orbit splitting range from 99 meV/%Bi [134] to 122 meV/%Bi [135]. The experimental finding of 
a 130 ± 20 meV/%Bi increase is larger than any predicted theoretically. This suggests that the current 
models may not be accurately describing the valence band structure in this alloy. GaPBi is different 
from the GaAs-based bismide alloys in that the bismuth impurity state lies above rather than below the 
valence band maximum, as discussed in Section 2.6.2. This may lead to a difference in the band anti-
crossing interaction in the valence band, for which accurate parameters to describe the interaction are 
not yet known. Again, this first experimental evidence could aid the development of theoretical models 
to better describe the properties of this new alloy. 
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Figure 4.26: Band gap (Eg) and spin-orbit splitting (ΔSO) of GaPBi alloys as a 
function of bismuth concentration, as determined from ellipsometry measurements.  
4.4.6 Optical constants 
In addition to parameters describing the electronic band structure, the optical constants of the materials 
could also be determined by ellipsometry. The real (n) and imaginary (k) parts of the refractive index 
as a function of photon energy for a selection of the GaAsBi samples with different bismuth fractions 
are plotted in Figure 4.27. At low photon energies both the real and imaginary parts of the refractive 
index increase with increasing bismuth fraction. The features around the E1 critical point just below 3 
eV become broadened by the addition of bismuth and the maximum real part of the refractive index 
reduces. For most photonic device applications it is the refractive index around the band gap energy 
that is important, since this will be the energy of photons being generated / absorbed. In the transparent 
region below the GaAsBi band gap, the real part of the refractive index increases with bismuth fraction 
as shown in Figure 4.28. There is an approximately linear increase in n with increasing bismuth fraction 
of (0.030 ± 0.004) /%Bi. This is consistent with the usual inverse relationship between refractive index 
and band gap in semiconductors (see e.g. Ref. [153]). The exact nature of the relationship will be 
discussed further later in this section when the refractive indices of all the different alloys are analysed. 
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Figure 4.27: Real (left) and imaginary (right) parts of the refractive index as a 
function of photon energy for GaAsBi alloys with different bismuth fractions. 
 
Figure 4.28: Real part of the refractive index at photon energy of 1.07 eV in GaAsBi 
as a function of bismuth concentration. Linear fit also shown. 
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samples are plotted in Figure 4.29. Again the real and imaginary parts of the refractive index in the low 
energy region increase with decreasing band gap (increasing Bi or N). The features around the E1 critical 
point – just below 3 eV for the GaNAsBi alloys and around 3.5 eV for the GaPBi alloys – become 
broadened by the addition of bismuth and nitrogen. 
   
  
Figure 4.29: Real (a,c) and imaginary (b,d) parts of the refractive index as a 
function of photon energy for GaNyAs1-0.018-yBi0.018 (a,b) and GaP1-xBix (c,d) alloys 
with different compositions. 
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The real part of the refractive index (n) in the transparent region below the band gap was extracted from 
the fitting results for each sample. This value was taken at a photon energy of 1.07 eV in all cases, 
which was the minimum energy covered by the ellipsometry measurements. The results are shown in 
Figure 4.30. There is a clear inverse relationship between the band gap and refractive index that applies 
to all of the different alloys. There are various equations proposed in the literature to describe the 
relationship between band gap and refractive index. The Ravindra relation [154] is a simple empirical 
linear fit, given by: 
 𝑛 = 4.084 − 0.62𝐸𝑔  (4-8) 
To test whether this relationship holds for the dilute bismide alloys, a linear fit was made to the data in 
Figure 4.30 as is shown as the dashed red line. The equation for this line is: 
 𝑛 = (3.83 ± 0.01) − (0.28 ± 0.01)𝐸𝑔  (4-9) 
 
Figure 4.30: Real part of refractive index (n) as a function of material band gap 
(Eg) at a photon energy of 1.07 eV for all samples. Literature values for AlGaAs 
(from Ref. [155]) also shown for comparison. 
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It appears that the refractive index can be well described with a linear dependence on the band gap, but 
with a much shallower gradient than in the standard Ravindra relation. The relationship of equation 
(4-9) found in this work provides a means of estimating the refractive index of dilute bismide alloys 
from the band gap. Knowing this parameter is useful in the design of photonic devices, such as for 
optimising laser waveguides. The refractive index of AlGaAs alloys at 10 % steps in Al content, taken 
from Ref. [155], are also included in Figure 4.30 as the open stars for comparison, as this is known to 
provide very good refractive index contrast for use in waveguides and Bragg reflectors. It can be seen 
that the GaAsBi samples studied here with 0 – 5 % Bi span an equivalent refractive index range to 
AlGaAs alloys with 0 – 40 % Al. This highlights the potential of dilute bismide alloys for designing 
good optical structures, as well as providing beneficial electronic properties. 
 
Figure 4.31: n4 as a function of Eg
-1 at a photon energy of 1.07 eV for all samples. 
Literature values for AlGaAs (from Ref. [155]) also shown for comparison. 
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where the constant 95 eV was determined empirically from experimental data for many different 
compounds. In order to verify whether the dilute bismide alloys can also be described by the Moss 
relation, a graph of n4 vs. Eg-1 was plotted and is included as Figure 4.31. A linear fit to the entire set of 
data points is shown by the red dashed line, which has a gradient of 120 ± 6 eV. This is higher than the 
constant of 95 eV given in the standard Moss relation. It appears in Figure 4.31 that the GaPBi data 
points (yellow markers) follow a somewhat different gradient to the rest of the data points for the GaAs-
based alloys. This may be because the GaPBi samples are thought to have an indirect band gap, and so 
may not be well described by the Moss relation using their direct band gap as plotted here. Therefore a 
second fit was made excluding these points and it shown as the blue dashed line. This has a gradient of 
100 ± 20 eV, which is in excellent agreement with the Moss relation. This shows that use of the Moss 
relation also provides a good estimate of the refractive index of the direct band gap GaAs-based dilute 
bismide alloys. The AlGaAs refractive index data is again included on Figure 4.31, and provides a good 
comparison since it has a direct band gap up to 45 % Al (Eg ~ 1.98 eV) and then becomes indirect above 
this point. It can be seen that the gradient of the AlGaAs data becomes steeper with increasing Al 
fraction (increasing Eg, i.e. reducing Eg-1) where the direct / indirect transition occurs. This is similar to 
the trend in the dilute bismide data, where the direct alloys follow a shallower gradient than the GaPBi 
alloys, which are thought to be indirect.  
4.5 SUMMARY 
In this chapter a variety of novel dilute bismide alloys were studied using spectroscopic ellipsometry. 
It was possible to achieve good fitting of the experimental data and from this extract critical point 
transition energies such as band gap and spin-orbit splitting of the materials. The analysis method was 
first verified by measuring GaAsBi samples, which have been studied extensively in the literature, and 
showing that the analysis produced the expected band gap and spin-orbit splitting. It was also possible 
to measure the E1 and Δ1 energies at the Λ point. The E1 band gap decreased by 40 ± 3 meV/%Bi, whilst 
the Δ1 splitting energy increased by 30 ± 3 meV/%Bi, which are both smaller than the changes that 
occur at the Γ point. 
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Several novel dilute bismide alloys were then studied and the band gap and spin-orbit splitting was 
determined for all samples. The first experimental measurements of spin-orbit splitting in the quaternary 
GaNAsBi alloy were made and showed that it is approximately independent of nitrogen content, in 
excellent agreement with theory. Measurements were also made on the new GaPAsBi quaternary alloy 
and showed reasonably good agreement with theory and previous measurements. Since there are only 
two previous reports in the literature on this alloy, this a useful contribution to refining understanding 
of its properties. A very important result of this chapter was the first experimental evidence for the 
reduction in the direct band gap and increase in spin-orbit splitting in the GaPBi alloy. The band gap 
was found to decrease by 130 ± 20 meV/%Bi and the spin-orbit splitting was found to increase by 160 
± 30 meV/%Bi. There are currently large differences between theoretical predictions of the properties 
by different methods, so this will provide useful information to help build a good understanding of this 
novel alloy. 
The final key outcome of this chapter was the measurement of the optical constants of the dilute bismide 
alloys. The real part of refractive index in the transparency region below the band gap was found to 
decrease as the band gap increases for all of the alloys studied. This can be well described by the linear 
relationship n = (3.83 ± 0.01) – (0.28 ± 0.01)Eg where Eg is the direct band gap of the alloy. The data 
for the direct band gap GaAs-based alloys also satisfies the standard Moss relation. These relationships 
allow the refractive index to be calculated for different compositions of dilute bismide alloys if the band 
gap is known, which will be useful for optimising the optical design of photonic devices. 
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5 PHOTONIC CRYSTAL STRUCTURES FOR INTEGRATED 
NANOCAVITY LASERS 
5.1 INTRODUCTION 
As discussed in Section 1.3 of the Introduction chapter, there is much interest in creating integrated 
photonic systems for different applications. One large area of development is integrated photonic 
circuits for data transfer and processing. Much of the current work on these systems focuses on the use 
of established InP-based materials operating in the standard NIR telecoms range [157]. In the context 
of this thesis, another area of interest is the integration of mid-infrared components, such as the 
interband cascade devices studied in Chapter 3 or devices incorporating some of the novel bismide 
alloys studied in Chapter 4. These could be used to create compact optical gas sensors, with a light 
source and detector operating at the relevant wavelength to suit the gases to be detected. This could 
provide a simple, cheap method of gas sensing for environmental or medical applications, with the 
potential that such integrated sensors will eventually become widespread and incorporated into 
everyday devices such as smartphones. 
Applications such as these all require light sources and detectors with a very small footprint in order to 
make it possible to integrate the necessary components onto a semiconductor chip. A standard edge 
emitting laser typically has a cavity length on the order of a millimetre and has cleaved facets, which is 
not easily compatible with integration with other components on a chip. It is possible to remove the 
need for cleaved facets by using a distributed feedback (DFB) laser, which could be thought of as 
essentially a 1D photonic crystal, but typical dimensions are still of the order of 100s of μm [158]. 
Smaller cavities can be created in vertical cavity surface emitting lasers (VCSELs), which again employ 
what can be described as 1D photonic crystals in the form of multi-layer stacks of alternating materials 
with different refractive indices that form high reflectivity mirrors. The cavity length (in the vertical 
direction) can be as small as half of the wavelength in the material, which could for example be ~ 250 
nm for 1.55 μm light in InP. In the horizontal direction, VCSELs are typically etched to form mesas 
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with diameters on the order of 10 μm [159]. These dimensions are much smaller than for standard edge 
emitting designs, however the drawback of these devices for integrated photonic applications is that the 
surface emission would make it difficult to guide light between components on the same chip. A 
solution that provides both small cavity dimensions and the possibility to guide the emission in-plane 
is the use of 2D photonic crystal structures. Defects can be introduced into 2D photonic crystals to 
create very small cavities and waveguides on the same length scale as the wavelength of light being 
used, as described in Section 2.7.2. In this chapter the existing work on the use of photonic crystal 
nanocavities for lasers is reviewed in Section 5.2. This highlights challenges related to the current 
designs that limit the performance and practicality of manufacturing of devices. An alternative approach 
to photonic crystal nanocavity design is proposed in Section 5.3 and investigated theoretically using 
finite difference time domain simulations in Section 5.4. 
5.2 LITERATURE REVIEW 
The first investigation relating to what might be considered photonic crystals was performed by Lord 
Rayleigh. In an 1887 paper [160] he proposed that “laminated”, or 1D periodic, structures could cause 
total reflection of light of a particular wavelength, a concept that would now be described as a photonic 
band gap. However, significant research in the field only began following the publication of papers by 
Yablonovitch [161] and John [162] one hundred years later in 1987. Yablonovitch proposed the use of 
photonic band gaps to inhibit spontaneous emission via the Purcell effect [163] and suggested the 
application to lasers, whilst John discussed the localisation of photons in disordered dielectric 
superlattices. 
The possibility to control radiation propagation and modify spontaneous emission through the use of 
periodic structures made them appealing for use as laser cavities and there has been much research in 
this field over the past 20 years. Since the aim of this project is to develop photonic crystal lasers, the 
majority of this section reviews the advances made in device design, firstly for optically pumped lasers 
in Section 5.2.1 and then for electrically pumped devices in Section 5.2.2. Finally, papers relating to 
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cavity architectures that may be relevant to achieving improved laser designs are discussed in Section 
5.2.3. 
5.2.1 Optically Pumped Photonic Crystal Lasers 
 
Figure 5.1: Structure of first photonic crystal nanocavity laser. From Ref. [164]. 
Lasing from a photonic crystal nanocavity was first demonstrated by Painter et al. in 1999 [164]. The 
device structure used is shown in Figure 5.1. It consists of a 210 nm (λ/2) thick InGaAsP membrane 
containing 4 quantum wells (QWs) as the active region. The InP beneath has been selectively etched 
away to leave a suspended air-clad membrane, which is perforated by the holes forming the photonic 
crystal lattice. The air-clad membrane design is used to provide confinement of light in the vertical 
direction by index guiding. The photonic crystal nanocavity used for the in-plane confinement in this 
example is a modified H1 cavity, formed by removing a single air hole from the pattern and slightly 
enlarging two of the neighbouring holes. Optically pumped lasing was achieved in pulsed mode at a 
substrate temperature of 143K, with a threshold incident pump power of 6.75 mW. This is deemed a 
high threshold power by the authors, and the reasons given are a non-optimised cavity design with low 
Q-factor (~250) and poor heat-sinking due to the air-clad membrane design. However, an optically 
pumped VCSEL emitting at a similar wavelength reported by another group around the same time had 
a minimum threshold power of 17 mW, which was deemed by the authors of that work to be low [165]. 
One should therefore note that descriptions of high / low thresholds could be somewhat subjective. With 
many of these devices it is difficult to define a precise device area and therefore convert to a threshold 
power / current density in order to make meaningful comparisons between different reports. Throughout 
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this review, the value of 6.75 mW for the first photonic crystal nanocavity laser will be used as a baseline 
for comparison with later devices. 
In order to address difficulties of poor thermal properties and to allow for room temperature (RT) lasing, 
Hwang et al. [166] created a nanocavity laser where the 320 nm thick InGaAsP semiconductor 
membrane was fused to a sapphire heat-sinking layer. Another change from the Painter et al. device is 
that a much larger H5 cavity was used, where a hexagonal section with 5 holes along the edge forms 
the defect. From this device it was possible to demonstrate RT lasing, still in pulsed mode only, but the 
threshold power was again high at 10 mW. This is similar to the threshold power of the original device 
from Painter et al., although in that case it was for low temperature rather than RT. The wafer fusion 
appears to have improved thermal conductivity as well as mechanical robustness but has not yet come 
close to creating the desired efficient, low threshold laser. 
The next significant development came from Nomura et al. in 2006 [167], who reported the first RT 
continuous wave (cw) operation of a nanocavity laser, with a threshold power of only 2.5 μW. This is 
an improvement of three orders of magnitude on the initial device from Painter et al. They reverted 
back to an air-clad membrane design but used InAs quantum dots (QDs) in a 250 nm thick GaAs 
membrane. The QDs provided better carrier confinement and lower transparency carrier density than 
QWs, allowing for a low lasing threshold. However, since QDs also have lower modal gain, it was 
important to create a much higher Q-factor cavity than previous examples. An L3 cavity (3 holes in a 
line removed) was chosen and measured to have Q = 2500, an order of magnitude greater than Painter 
et al. [164]. The change to a GaAs rather than InGaAsP membrane also brings another benefit, not 
mentioned in the paper, which is that GaAs has an order of magnitude greater thermal conductivity to 
aid heat dissipation. 
In an effort to improve device performance further, Matsuo et al. [168] took the approach of 
incorporating a wavelength-scale buried heterostructure (BH) into the photonic crystal membrane. 
Selective regrowth was used to embed a 4.0 x 0.3 x 0.15 μm3 InGaAsP-based active region with single 
InGaAs QW into an InP layer. A sacrificial layer was etched away to leave a suspended membrane, as 
in previous devices. The photonic crystal in this case consists of a W1 waveguide, where a complete 
143 
 
row of holes is removed, and a resonant cavity is formed due to the different refractive index of the 
InGaAsP in the BH region compared to the InP in the rest of the membrane. Scanning electron 
microscope (SEM) images of a later variation of this design also incorporating an output waveguide are 
shown in Figure 5.2.  
 
Figure 5.2: Scanning electron microscope images showing (a) plan view and (b) 
cross section of buried heterostructure nanocavity laser. From Ref. [169]. 
One benefit of such a design is the extremely small active volume defined by the BH. The waveguide 
delivers the pump laser efficiently directly to the BH, and carriers are excited and remain confined 
within that region. The thermal properties are also aided by the InP membrane which, like GaAs, has 
an order of magnitude higher thermal conductivity than InGaAsP. The result is that RT cw lasing was 
achieved with a threshold of 1.5 μW, reported to be the lowest for any RT cw laser at the time of 
publication in 2010. The drawback of this design is the increased complexity of fabrication, with the 
need for a regrowth process to create the BH followed by precise alignment of the photonic crystal 
pattern to ensure the BH lies within the waveguide. The regrowth also leads to inherent difficulties in 
creating a flat top surface, which is needed to create a high Q-factor cavity. 
In a variation on the approaches discussed so far, Kim et al. investigated the use of thicker 
semiconductor slabs [170], [171], with the motivation to work towards electrically injected lasers 
employing a vertical p-i-n junction. Whereas all previous examples used membranes ~ 200 – 350 nm 
thick (optical path ~λ/2), this work considered slab thicknesses up to 2000 nm although still in a 
suspended configuration with a sacrificial layer etched away. The greater material thickness leads to 
the loss of a photonic band gap (PBG) as higher order modes move into the gap. However, this work 
(a) (b) 
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demonstrates that a pseudo-PBG can exist instead where there is minimal coupling between the cavity 
mode and extended Bloch modes. This effect is exploited to create cavities with theoretical Q-factor in 
the range 103 - 104 for these optically thick slabs. An optically pumped laser is demonstrated in a 606 
nm thick, air-clad InGaAsP slab. This work provides an interesting alternative to the thin membranes 
used elsewhere and demonstrates the possibility to create a nanocavity lasers in thicker material layers, 
which could allow for easier conversion to electrically pumped designs later. However, the suspended 
membrane design still has potential drawbacks in terms of thermal properties and mechanical 
robustness. 
There have been other variations and refinements reported over the years, but all follow broadly the 
same design principles of an air-clad membrane. The major drawback of all the devices discussed in 
this section is that they rely on optical pumping, which will ultimately not be desirable for applications 
in integrated photonics. Adapting to electrically pumped designs is challenging due to the suspended 
membranes or oxide layers not allowing a vertical current path through the structure. In the following 
section the different approaches that have been applied to realising electrically operated devices are 
discussed. 
5.2.2 Electrically Pumped Photonic Crystal Devices 
The first reports on electrically injected photonic crystal light emitters came from the group of 
Bhattacharya in 2000, not long after the first reports of optically pumped lasing. They used a vertical 
p-i-n junction design as shown in Figure 5.3, described as similar to an oxide-confined VCSEL without 
the upper distributed Bragg reflector (DBR). The photonic crystal pattern is etched deeply into the 
structure so that it perforates the active region. They perform measurements with a pulsed current source 
and detect light output from the surface. However, there is some uncertainty about the results achieved, 
with the initial paper reporting lasing [172], but subsequent papers including the same spectra and L-I 
curves referring only to electroluminescent devices with enhanced spontaneous emission [173], [174]. 
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Figure 5.3: Photonic crystal emitter in GaAs/AlGaAs heterostructure with two 
In0.15Ga0.85As QWs and lower GaAs/AlGaAs DBR. From Ref. [172]. 
The benefits of this design are the relative ease of fabrication, since it can be formed in an existing 
epitaxial layer structure, and structural robustness as there is no suspended membrane component. It 
shows promise for electrically pumped lasing, with the modified spontaneous emission indicating an 
effect from the photonic crystal cavity. A drawback of this work is that they have not performed any 
full 3D simulations to model the expected Q-factor of the actual structure and do not appear to have 
given any consideration to the choice of vertical layer structure. There could therefore be scope to 
improve upon this design through use of simulations to investigate the influence of the multilayer 
structure on the photonic crystal properties. 
There has been very little continuation of this work, and electrically pumped devices soon moved 
towards the air-clad membrane designs that had been successful for optically pumped lasers. In 2004, 
Park et al. [175] reported on a suspended membrane design incorporating a vertical n-i-p junction with 
a narrow central post of p-type material left below the cavity to allow for current flow, as shown in 
Figure 5.4(a). Pulsed mode measurements show RT lasing with a clear threshold at a current of 260 μA, 
corresponding to a high current density of ~26 kA/cm2 given the ~1 μm2 dimensions of the current post. 
The drawback of this design is that there is high electrical and thermal resistance due to the narrow 
current post, but a larger post would degrade the Q-factor too severely, which limits the potential for 
further improvements. It is also not very robust for everyday use, or practical for large-scale 
manufacturing. 
146 
 
 
Figure 5.4: (a) Electrically pumped laser with central post for current injection from 
substrate. From Ref. [175]. (b) Nanocavity LED with suspended membrane design. 
Adapted from Ref. [176]. 
Francardi et al. [176], [177] took a similar approach using a suspended membrane containing a p-i-n 
junction, but did not etch completely through the lower n-type layer, as illustrated for comparison in 
Figure 5.4(b). This allowed the n-contact to be placed around the edge of the circular mesa and for 
current to flow into the cavity region without the central post of the Park et al. design. This device was 
developed as a potential single photon source for quantum technology applications, with a single layer 
of low density QDs as the emitters, so lasing was not the desired goal. It operated as an LED with an 
enhanced spontaneous emission peak at the cavity resonance, and showed good I-V characteristics and 
Q ~ 4000, which suggests this contact geometry and layer structure could be suitable for lasing in a 
device with greater material gain. It would, however, suffer from similar drawbacks as the air-clad 
optically pumped devices of poor thermal conductivity and structural robustness.  
The latest major developments have come from the groups of Vučković [178] and Matsuo [179]. Both 
dispensed with trying to create a vertical p-i-n junction and have instead used ion-implantation to create 
lateral junctions in thin suspended membranes. This creates structures most closely resembling the 
optically pumped designs, an example of which is shown in Figure 5.5. Vučković et al. first 
demonstrated low temperature lasing from their device with InAs QDs as the active region. Matsuo et 
al. have subsequently achieved cw operation above RT, using the same buried heterostructure design 
[168] as discussed in Section 5.2.1 but with the addition of doped regions. The threshold current of 4.8 
(a) (b) 
(a) (b) 
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μA from Matsuo et al. was stated to be the record lowest value for all types of semiconductor lasers 
emitting in cw mode at room temperature at the time of publication in 2013 [179]. It would be interesting 
to also know the threshold current density in order to make a more meaningful comparison with other 
devices that have different geometries, but the authors do not clearly specify the area through which the 
current is passed. 
Both groups have gone on to demonstrate direct electrical modulation of their devices to show their 
potential for data transmission. Vučković et al. operate the devices as LEDs at RT and can achieve 
modulation frequencies of 10 GHz, with a power consumption of only 0.25 fJ/bit [180]. The Matsuo el 
al. devices are operated as lasers at RT and can transmit 10 Gbit/s at a power consumption of 4.4 fJ/bit. 
These both exceed the ITRS benchmark of 10Gbit/s at 10 fJ/bit, demonstrating their suitability for use 
in optical interconnects. 
 
Figure 5.5: (a) Schematic plan view and (b) SEM image showing lateral p-i-n 
junction in suspended membrane electically pumped laser design. From Ref. [178]. 
These lateral p-i-n junction devices are successful low threshold current lasers with a demonstrated 
possibility for direct electrical modulation, as required for integrated photonics applications. However, 
there are still many possible areas for improvement. The only electrically pumped nanocavity device 
with RT cw lasing is the Matsuo el al. BH laser. This requires an epitaxial regrowth step which, although 
a well-established technique for index-guided lasers, adds additional complexity to the fabrication. It 
also complicates the etching of the photonic crystal, as precise alignment of the pattern with the BH 
(a) (b) 
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must be ensured. A key advantage gained by the BH is the reduction in heat generation by exciting and 
confining carriers only within the small BH volume. It may therefore be possible to move away from 
the need for this design by improving the thermal conductivity of the whole structure. 
The use of ion-implantation to create the doped regions in the lateral designs also adds another stage to 
fabrication, and precise alignment of the photonic crystal with the doped areas is then required. It would 
be simpler if an epitaxially grown p-i-n junction could be used. 
The thin air-clad membrane designs have been chosen in almost all cases considered due to the 
maximised index guiding for vertical confinement. However, this limits the thermal conductivity as 
heat does not spread well into the air, and means that structures are not very robust. In the following 
section some attempts to design high Q cavities without an air-clad membrane design are discussed. 
5.2.3 Alternative Cavity Architectures 
The only systematic study of the effect of adding substrate/cladding layers around a photonic crystal 
membrane came from Mock & O’Brien in 2010 [181]. They were motivated by the desire to improve 
the thermal properties by adding heat-sinking layers and the possibility to fabricate epitaxially grown 
vertical p-n junctions. The cavity considered was a photonic crystal heterostructure formed by a 
waveguide defect with a section of enlarged lattice constant. Different cladding layers were 
investigated, in both symmetric and asymmetric configurations and with different etch depths of holes 
through the layers. Schematics of these are shown in Figure 5.6. 
In all geometries a decrease in Q-factor with increasing cladding refractive index was observed. The 
rate of decrease depended on the structure and was slowed for structures with greater symmetry and 
when holes were etched deeper into the cladding. Still, in all cases Q dropped below 103 for a cladding 
index between 1.7 and 2.3. This was set as the cut-off for a high enough Q-factor to support cw lasing, 
based on the experimental studies of Shih et al. [182], and after this point they did not continue to 
investigate higher refractive indices, presumably since a continued monotonic decrease was expected. 
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Figure 5.6: Schematics of different cladding geometries investigated by Mock & 
O’Brien. Adapted from Ref [181]. 
This study shows that it is possible to introduce layers of cladding material around a photonic crystal 
slab whilst maintaining a reasonably high Q-factor. However, the authors note that the combination of 
refractive indices considered for the slab and cladding (nslab = 3.4 and nclad < 2.3) which keep Q above 
103 are not achievable in a single semiconductor material system. It would therefore be interesting to 
investigate in future work what could actually be obtained with higher cladding refractive indices which 
do correspond to realistic semiconductor heterostructures. Another point to note is that only designs (a) 
and (d) in Figure 5.6 could easily be fabricated, since the holes can be etched into the top of the 
completed layer structure. 
An earlier publication from Avary et al. in 2002 [183] provides an interesting contribution along similar 
lines to the work of Mock & O’Brien. This is a piece of purely experimental work on fabrication 
techniques with no discussion of expected theoretical properties or justification for the chosen design. 
It reports on deeply etched H3 photonic crystal cavities in asymmetric GaAs / AlGaAs waveguides with 
a layer structure as outlined in Figure 5.7. Etch depths greater than 1 μm were achieved and Q-factors 
of up to 1000 were experimentally measured, with the cavity directly on the GaAs substrate rather than 
any suspended membrane design. There do not appear to be any reports on subsequent developments 
using this architecture, yet Q ~ 1000 is potentially suitable as a laser cavity. This would therefore appear 
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to be a possible avenue for further investigation, especially through carrying out simulations to better 
understand the performance of the structure. 
10 nm GaAs 
300 nm Al0.2Ga0.8As 
75 nm GaAs 
GaInAs QD layer 
140 nm GaAs 
500 nm Al0.9Ga0.1As 
n-doped GaAs substrate 
Figure 5.7: Layer structure of GaAs / AlGaAs waveguide used by Avary et al. 
Details taken from Ref [183]. 
Another development of interest came from Welna et al. in 2013 [184]. This study examined the effect 
of adding an oxide lower cladding layer beneath the photonic crystal slab, with the aim to improve the 
thermal conductivity and structural robustness compared to suspended membrane designs. This forms 
part of a design proposed in the PhD thesis of Welna [185] to create a vertical p-i-n junction in a thin 
(~400 nm) semiconductor slab on top of the oxide layer, as illustrated in Figure 5.8. 
 
Figure 5.8: Proposed nanocavity laser design consisting of ~400 nm thick GaAs 
vertical p-i-n junction on AlOx layer. From Ref. [185]. 
A new nanocavity design – the so-called dispersion adapted (DA) cavity – was created using the “gentle 
confinement” principle to minimise scattering of the mode. This consists of a W1 waveguide with pairs 
of holes along the adjacent rows shifted in/out slightly. Simulations showed a theoretical Q-factor 
greater than 105 for this architecture. Experimental testing of the DA design found a measured Q-factor 
AlOx 
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of 2200, which was predicted to be large enough for lasing. However, results from the thesis show that 
it was not possible to demonstrate optically or electrically pumped lasing. This was attributed to a 
combination of surface recombination, free carrier absorption and heating, as well as fabrication 
problems when depositing the metal contacts. 
The proposed design is supported by simulations of the electrical, thermal and optical properties in the 
thesis and appears to be a good compromise between maintaining a high Q-factor and allowing for 
electrical injection with easier fabrication and better thermal and structural properties. It is therefore 
disappointing that lasing was not achieved. The fact that the optically pumped device bonded to AlOx 
was demonstrated by Hwang et al. [166] suggests that this type of design has potential, so there is scope 
to develop on this work. 
5.3 APPROACH PROPOSED IN THIS THESIS 
Having considered the existing approaches in the literature and evaluated the advantages and 
disadvantages of each, key areas for development have been identified. The challenges that appear to 
be limiting the use of nanocavity lasers at the present time are: 1) the difficulties with fabrication, 2) 
the thermal properties and 3) the mechanical properties associated with the existing suspended 
membrane photonic crystal nanocavity lasers. Therefore the aim of this work is to investigate whether 
there is potential for using alternative cavity architectures to generate high Q-factors whilst addressing 
the identified issues with the existing approach.  
The approach chosen here is to take inspiration from typical edge-emitting laser structures formed from 
an epitaxially grown vertical p-i-n junction, an example of which is shown schematically in Figure 5.9. 
In such a design, vertical waveguiding is provided by the lower refractive index semiconductor layers 
(AlGaAs in this example) of the separate confinement heterostructure (SCH). As discussed in Section 
5.2, the majority of photonic crystal laser designs have focused on using thin suspended membranes to 
maximise index guiding for vertical confinement. However, it may be possible to make a sufficiently 
good photonic crystal cavity using the weaker waveguide provided by a semiconductor heterostructure. 
Investigating this option builds on the work of Mock & O’Brien [181], who looked at the use of cladding 
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layers but not for realistic semiconductor materials, and Avary et al., who experimentally demonstrated 
a cavity with Q ~ 1000 in a GaAs / AlGaAs heterostructure but apparently never developed this further. 
Since relatively thick material layers are typically used in such a structure, this will also lead on from 
the work of Kim et al. [170] on optically thick slabs with a pseudo-PBG. 
 
Figure 5.9: Schematic of an example edge-emitting laser structure where vertical 
waveguiding is provided by the AlGaAs separate confinement heterostructure. 
There would be several benefits of working with such a design in terms of addressing the identified 
challenges. The fabrication process would be simplified compared to the recent electrically pumped 
devices [178], [179], as the p-i-n junction could be incorporated during the epitaxial growth rather than 
requiring a separate ion-implantation step.  The cladding layers would also provide a pathway for heat 
conduction away from the active region and therefore improve the thermal properties, which should 
increase the chances of RT cw operation. The use of a multilayer structure directly on a substrate, with 
no suspended membrane component, would also improve the mechanical properties and make the 
devices more robust for reliable long-term use in real applications. 
The proposed design concept could potentially be implemented in most semiconductor material systems 
where there is a small refractive index contrast between layers of a SCH. In the simulations that follow, 
each material is defined to have a constant refractive index and could therefore represent any 
semiconductor with that index. Results will be discussed in the context of a GaAs / AlGaAs system 
153 
 
because this can cover a large refractive index range and is a very well-established material system for 
creating multilayer slab waveguides. The relatively large refractive index contrast that can be achieved 
with this system gives a good chance of creating a well confined vertical mode. 
5.4 RESULTS AND DISCUSSION 
The investigations in this chapter make use of 3-dimensional finite difference time domain (FDTD) 
simulations to model the behaviour of photonic crystal nanocavity structures. The commercial software 
package Lumerical FDTD Solutions was used to perform these simulations. The initial simulation setup 
is described in Section 5.4.1 to explain the details of the settings that were used and the type of data 
generated. The findings of the investigations into the performance of photonic crystal cavities in 
multilayer structures are then presented in Sections 5.4.3 and 5.4.4. 
5.4.1 FDTD simulation setup 
The first structure chosen to simulate was the dispersion adapted (DA) cavity from the work of Welna 
[185]. This consists of a triangular photonic crystal lattice with a W1 waveguide, and holes in the first 
row along the edge of the waveguide are shifted in/out by small distances. The DA cavity is of particular 
interest here as it is designed to minimise out-of-plane scattering losses and hence it should be less 
affected by reduced total internal reflection at the upper and lower interfaces when incorporated into a 
multilayer structure. The simulation setup and initial testing is described in the following paragraphs. 
A summary of the key simulation parameters is included in Table 6. 
The photonic crystal structure was built up in the software by starting with a slab of material with n = 
3.4, corresponding to that of GaAs in the near-infrared. The slab had dimensions of 52a x 30a x 400nm, 
where a is the period of the photonic crystal lattice that will be used. A regular triangular lattice of 
cylinders with n = 1, to correspond to air holes extending vertically through the slab, was then added. 
The lattice constant, a, was set to 270 nm, and the radius of the circular cross section was set to 0.25a, 
which equals 67.5 nm. These dimensions were chosen to replicate the design created by Welna so that 
it would be possible to compare the results and verify the simulation method. A row of these cylinders 
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was removed along the centre to form the W1 waveguide, and those in the first row along the edge of 
the waveguide were shifted according to the values given for the h020 cavity design in Ref. [185, p. 85]. 
Table 6: Summary of the parameters used in simulations of the DA cavity. 
Parameter Symbol Value Units 
Slab refractive index ncore 3.4 - 
Slab thickness dcore 400 nm 
Slab area - 52a x 30a  
Photonic crystal period a 270 nm 
Hole radius r 67.5 nm 
FDTD area - 60a x 40a - 
FDTD height - 3800 nm 
Simulation time - 30 ps 
Mesh points per period - 24 - 
Vertical mesh spacing dz 20 nm 
 
The simulation works by injecting electromagnetic radiation into the photonic crystal structure and then 
calculating how that radiation propagates and decays over time. This requires a source of radiation to 
be included in the simulation. In this case, it was chosen to use two magnetic dipoles polarised 
perpendicular to the plane of the photonic crystal. This will ensure that transverse electric (TE) polarised 
light is injected into the simulation, which is the polarisation for which the photonic crystal has a 
photonic band gap. The sources were set to generate a broad spectrum (FWHM ~ 0.4 μm) of EM 
radiation centred on 1.2 μm so as to be able to excite the fundamental resonance, which is expected to 
lie in this wavelength range. 
In order to collect data when the simulation is run, monitors must be included in the simulation region. 
There are a variety of monitors available within Lumerical that can record data in either the time or 
frequency domain, and at either a single point or throughout an area or volume.  
For monitoring the time decay of the electromagnetic field, which is needed for Q-factor calculations 
as outlined in Section 2.8.3, a set of time domain monitors were included in the simulation. These were 
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point monitors that record the x, y and z components of the electric and magnetic fields at a given 
position in the simulation region at each time step. Eight monitors were placed at random locations 
within the cavity region. This was done to avoid the potential problem that if a single monitor was used 
and happened to be located at a node of one of the resonant modes then this would not be recorded. By 
collecting data from multiple locations and combining results, all modes should detected regardless of 
their spatial distribution. 
It is also important to visualise the spatial distribution of the modes within the photonic crystal. To 
record this data, a set of frequency domain monitors were included to record the EM field profile in 
particular planes. These were x-y, x-z and y-z planes through the centre of the cavity. These record the 
time-averaged x, y and z components of the electric and magnetic fields, and from these also calculated 
the time-averaged Poynting vector, at specified frequencies across the selected area. 
The final step in the setup was to define the simulation region and mesh settings. The FDTD method 
solves Maxwell’s equations at each point on a discrete spatial grid, at discrete time intervals. The 
simulation region was defined as a cuboidal volume with dimensions 60a x 40a x 3800nm, which fully 
incorporates the photonic crystal slab structure under investigation, leaving an air gap around all sides. 
The simulation regions boundaries were set to perfectly matched layers (PML), which are nominally 
completely absorbing. The settings were controlled to minimise reflections from the boundaries, 
although there will still be some very small residual reflection. A cuboidal mesh was defined within the 
photonic crystal slab, which provides the points at which the Maxwell equations will be solved. For 
photonic crystal structures with a set periodicity it is important that each period is meshed identically, 
therefore the mesh was set to have an integer number of mesh points per period. It was chosen to use 
24 points per period in the x-y plane and 20 nm point spacing in the z direction for the simulations. 
These values were chosen based on preliminary convergence testing, which showed they were sufficient 
to converge to stable results but without being so large as to make the computation time impractical. A 
total simulation time of 30 ps was chosen as this was long enough to see the modes form and then 
monitor a sufficient length of decay to measure the Q-factor whilst maintaining a practical computation 
time. 
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5.4.2 Q-factor analysis 
With the setup completed, the simulation was run and the data collected and analysed. The Q-factor 
was calculated according to the steps outlined in Section 2.7.3. Although an algorithm exists for this 
purpose within the Lumerical FDTD software, a new code was written in MATLAB in order to give 
more control over the calculations. The algorithm was tested with a simple data set generated using a 
known function to ensure that it was functioning correctly and verify that the use of the Gaussian filter 
was not artificially changing the measured Q-factor. The chosen function was: 
 𝐸(𝑡) = sin(2𝜋𝑡) 𝑒−0.02𝑡 + sin(2.4𝜋𝑡) 𝑒−0.05𝑡 (5-1) 
which consists of two oscillating functions, each with different frequencies, that are damped by 
exponential decays with different decay rates. This function is shown in Figure 5.10(a), where it can be 
seen that the two different frequencies lead to a beat pattern in the amplitude of the oscillations in 
addition to the overall exponential decay in amplitude. 
  
Figure 5.10: Test function used to verify Q-factor calculation algorithm in the time 
domain (a) and when Fourier transformed to the frequency domain (b). 
When this is Fourier transformed to the frequency domain, the resulting spectrum has two peaks at 
𝜔1 = 2𝜋 and 𝜔2 = 2.4𝜋 as shown in Figure 5.10(b). The algorithm is set to select and analyse the 
highest peak first, which in this case is the mode with 𝜔1 = 2𝜋. Gaussian filters with different widths 
(0.5, 1 and 3 times the FWHM of the peak), each centred on 𝜔1, were multiplied by the frequency 
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spectrum and the results were Fourier transformed back into the time domain. Figure 5.11(a) shows that 
for the largest filter width of 3 x FWHM, a component of the second frequency still remains in the 
function, leading to a beat pattern. As the filter width is reduced to 1 or 0.5 x FWHM the beat pattern 
disappears as the Gaussian filter completely removes the higher frequency component. Calculation of 
the Q-factor requires the decay constant of the exponential decay to be determined. This can be found 
from the gradient after taking the natural logarithm of the data, which is shown here in Figure 5.11(b). 
When the widest filter of width 3 x FWHM was used, the data on the log graph still includes an 
oscillating component but with an overall negative gradient. When a linear fit is applied, the gradient is 
-0.020 ± 0.001. When the narrower filter of width 1 x FWHM was applied, the log graph becomes linear 
across the middle section, with deviations at each end caused by the convolution of the Gaussian filter 
with the exponential decay. When a linear fit is applied to the central region, the gradient is -0.02000 ± 
0.00001. When the narrowest filter of width 0.5 x FWHM was applied, the effect of the convolution of 
the Gaussian filter becomes more significant and the large linear central section of the decay disappears. 
When a linear to the central region, the gradient is -0.01703 ± 0.00002. By definition in the original 
function, the decay constant is -0.02, so this shows that the algorithm is recovering the correct decay 
constant and the Gaussian filter is not affecting the result, provided a filter width of ≥ 1 x FHWM is 
chosen and that only the central section of the time decay is used in the linear fitting. 
  
Figure 5.11: (a) Time decay of electric field after applying Gaussian filters of 
different widths (offset for clarity), and (b) natural logarithm of time decay data. 
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Moving on to analysing the data for the simulation described in Section 5.4.1, the electric field as a 
function of time was recorded by the time domain monitors, and the data from one particular monitor 
is shown in Figure 5.12. The electric field oscillates rapidly as a function of time, and there is a beat 
pattern due to the different frequency components from different modes, each with their own 
exponential decay rates. 
  
Figure 5.12: Electric field as a function of time as recorded by one of the monitors 
in the DA cavity, throughout the whole simulation time (left) and zoomed in section 
on a short time interval (right). 
The time dependent data was then Fourier transformed to the frequency domain, which produced the 
spectrum shown in Figure 5.13. The zoomed in view in the right hand figure shows four lowest 
frequency resonant modes. The fundamental resonance occurs at a frequency of 𝜔0 = 1.532 x 10
15 Hz, 
which corresponds to a wavelength of 1.230 μm. A Gaussian filter centred on this frequency was 
generated, and is shown overlaid on the figure. A filter width of 1 x FWHM was used as this provided 
the best results in the preliminary work. The frequency spectrum was multiplied by this filter to select 
only the fundamental mode. This was then Fourier transformed back into the time domain, producing 
the data shown in Figure 5.14. This now consists of an oscillating field at a single frequency, with a 
very slow exponential decay. The sections of changing amplitude at the beginning and end of the time 
frame are due to the convolution of the Gaussian filter with the frequency spectrum. To avoid this from 
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impacting on the measured Q-factor, the next step of the analysis uses only a section from the central 
portion of the time decay. 
 
Figure 5.13: Electric field as a function of frequency as obtained from the Fourier 
transform of the data in Figure 5.12, across a wide frequency range (left) and 
zoomed in section on around the fundamental frequency (right). Gaussian filter used 
to isolate fundamental mode also shown overlaid on right. 
 
Figure 5.14: Electric field as a function of time for fundamental mode only, as 
obtained from inverse Fourier transform of filtered frequency spectrum, throughout 
the whole simulation time (left) and zoomed in section on a short time interval 
(right). 
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The final step in determining the Q-factor was to plot the natural logarithm of the absolute magnitude 
of the electric field. Since the electromagnetic field decays exponentially, this produces the linear graph 
shown in Figure 5.15. A linear fit was made to the data (excluding the regions near the minimum and 
maximum times affected by the Gaussian filtering), which is also shown in the figure. The gradient of 
this line is -1.306 x 108 s-1. The Q-factor can then be calculated using equation (2-28), giving a value of 
1.17 x 107. This is in reasonably good agreement with the value of 8.5 x 106 reported by Welna [185]. 
Some difference between the two values could be expected as Welna does not give full details of the 
simulation, such as the total area of the photonic crystal included, so there will likely be some 
differences between the exact setups used in the two works. 
 
Figure 5.15: Natural logarithm of the absolute magnitude of the electric field as a 
function of time for the fundamental mode only, as obtained from inverse Fourier 
transform of filtered frequency spectrum. Linear fit used to calculate Q-factor also 
shown. 
The spatial distribution of the fundamental mode was examined using data collected by the frequency 
domain monitor in the x-y plane through the centre of the cavity. The electric field profile at a frequency 
of 𝜔0 = 1.532 x 10
15 Hz, corresponding to the fundamental resonance, is shown in Figure 5.16. This 
agrees well with the mode profile shown in the work of Welna and further confirms that the simulation 
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is working correctly. Having established suitable simulation settings and verified the results in 
comparison to literature, it was then possible to begin the main investigation. 
 
Figure 5.16: Electric-field profiles in the x-y plane of the fundamental cavity mode 
in the DA cavity. 
5.4.3 Variation of cladding refractive index 
In this section, different combinations of nanocavity designs and material layers are explored using 3D 
FDTD simulations. A multilayer slab structure with the air holes of the PhC lattice extended completely 
through the core and cladding layers, as illustrated in Figure 5.17, is considered. The core layer is 0.4 
μm thick and has a fixed refractive index of 3.4, which corresponds to that of GaAs in the near-infrared, 
whilst the refractive index nclad of the 1 μm thick cladding layers is varied from 1.0 – 3.4. Such structures 
require high aspect ratio etching, as has already been demonstrated in the literature [170], [183], [186], 
[187]. Two well-established high Q-factor designs are considered: the dispersion adapted (DA) [184] 
and modified L3 [188] cavities. The DA cavity was chosen for the reason outlined in Section 5.4.1 – its 
ability to minimise out-of-plane scattering losses. The L3 design is a conventional photonic crystal 
cavity architecture and was chosen as a baseline for comparison. The L3 cavity has 3 missing holes and 
those at each end of the cavity are shifted outwards by dx = 0.22a [188]. 
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Figure 5.17: Vertical cross-section of the slab layer architecture used in the FDTD 
simulations. 
The basic simulation setup was kept identical to that described in Section 5.4.1. The same area of slab 
and photonic crystal structure was used for both cavity designs, as well as the same lattice constant and 
radius. The total size of the FDTD simulation region and the mesh settings within that region were also 
maintained. FDTD simulations of the two cavities with nclad = 1, i.e. the case of a thin slab surrounded 
by air, were performed first. The electric field profiles of the fundamental resonant mode identified in 
each case, overlaid on the photonic crystal cavity design, are shown in Figure 5.18(a) and (b) for the 
DA and L3 cavities, respectively. 
 
Figure 5.18: Electric-field profiles in the x-y plane of fundamental cavity mode in 
DA (a) and modified L3 (b) cavities. 
Simulations were then repeated with different values for nclad to investigate the effect this had on the 
resonant modes of the structures. The Q-factor was calculated in each case according to the method 
described in Section 2.7.3 and illustrated with example data in Section 5.4.1. This in an important figure 
of merit for comparing different structures, as it is directly related to the threshold gain required in a 
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laser according to equation (2-36).  Figure 5.19(a) shows the dependence of the cavity Q-factor on the 
cladding refractive index. The same fundamental cavity modes, shown in Figure 5.18(a) and (b), were 
tracked throughout and their wavelength is plotted in Figure 5.19(b). There is an expected gradual shift 
to longer wavelengths as the average refractive index of the system increases. For the air-clad (nclad = 
1.0) case, the DA cavity has a very high Q-factor of ~ 1x107, as expected given that this was designed 
to maximise Q in the 400 nm slab [185]. The L3 cavity shows significantly worse performance with a 
Q-factor of only ~ 2 x 104, which is again expected as no attempt has been made to optimise the design 
for the chosen material dimensions. As the refractive index of the cladding layers is increased from its 
air value, the Q-factor of both cavity designs initially decreases, in agreement with the decreased vertical 
confinement of the mode due to reduced total internal reflection at the core-cladding interfaces. The 
DA cavity suffers only a small degradation in performance initially and still performs well, with Q > 
106, when nclad is within the range 1.4 – 1.7 corresponding to typical oxide materials such as Al2O3. This 
would be expected as the particular DA design chosen here was optimised to maintain a high Q-factor 
with an oxide substrate [185]. The use of oxide layers is known to improve thermal conductivity and 
structural robustness compared to an air-clad membrane but does not address the challenges related to 
electrical injection, since they are highly electrically resistive. 
As the cladding refractive index increases above 1.8, there is a sharp decrease in the Q-factor of the DA 
cavity, dropping by 3 orders of magnitude across the range of nclad from 1.8 – 2.4. This is because as 
the cladding refractive index moves outside of the range for which it was optimised, the DA cavity is 
no longer able to reduce out-of-plane scattering by its ‘gentle confinement’ approach and the Q-factor 
becomes limited by the confinement due to total internal reflection, as it is in the L3 design, hence the 
Q-factor rapidly decreases towards the same value. As the cladding refractive index is increased still 
further, above 2.4, there is an increase in Q-factor for both cavity designs. This reaches a peak value > 
104 for the DA cavity when nclad is in the range 3.2 – 3.3. The L3 cavity Q-factor peaks at ~ 9 x 103 
when nclad = 3.2. These are remarkable results since these values lie within the highlighted range of n 
for AlGaAs alloys, opening up the possibility to implement high-Q photonic crystal cavities in standard 
epitaxial semiconductor heterostructures in GaAs/AlGaAs material systems. This behaviour seems 
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counterintuitive, however, as one would expect the Q-factor to monotonically degrade as index guiding 
is reduced and a greater amount of light is able to leak into the cladding. 
  
Figure 5.19: Q-factor (a) and resonant wavelength (b) of DA (squares) and L3 
(triangles) photonic crystal nanocavities in GaAs (n = 3.4) slab surrounded by 1μm 
thick cladding layers as function of cladding refractive index. 
To explore the origin of this behaviour the electric field profiles were examined to establish how the 
spatial distribution of the mode changes with the refractive index of the cladding. Cross sections 
showing the electric-field profiles of the DA cavity in both horizontal and vertical planes through the 
centre of the cavity are shown in Figure 5.20. The horizontal cross sections in Figure 5.20(a),(c) 
illustrate that the mode remains well confined to the cavity region, with minimal change to the mode 
profile as the cladding index increases. The vertical cross sections in Figure 5.20(b),(d) show a greater 
spread of the mode into the cladding as the refractive index increases due to the reduced index guiding. 
The overlaid line profile through the cavity centre and its optical confinement factor are typical of 
GaAs/AlGaAs waveguides [189], [190], indicating that good overlap of the optical mode with the active 
region is maintained. 
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Figure 5.20: Electric-field profiles in x-y plane (a,c) and x-z plane, overlaid with 
line profile through cavity centre (b,d) for DA cavity with nclad = 1.0 (a,b) and 3.3 
(c,d). 
Since the peak Q-factor occurs for a small difference between the refractive indices of the core and 
cladding, it was thought that the photonic band gaps of the core and cladding layers may overlap in 
frequency, such that the photonic band gap of the cladding prevents propagation of the resonant mode 
and consequent degradation of the Q-factor. As an initial test of this hypothesis, the band structure of a 
2D PhC with the same lattice parameters as used in the full structure was computed for each refractive 
index value. Figure 5.21 shows the resulting PBG frequency range along with the resonant cavity mode 
frequencies from the FDTD simulations. In the region of n ≥ 3.2, the resonant mode of the L3 cavity 
lies within the 2D band gap of the cladding layers, whilst the DA cavity resonance is just below the 
band edge of the dielectric band. This shows that the mode confinement is aided by the cladding PhC 
properties. In the case where the cavity mode lies within the PBG of the cladding, the mode is unable 
to propagate away in-plane through the cladding. When it lies just below the dielectric band edge, the 
dispersion curve is relatively flat in this frequency range so the group velocity of the propagating mode 
tends to zero, and as such the cavity mode remains localised to the cavity region. This confining 
mechanism explains how a high-Q mode is maintained by reducing propagation of the light away in-
plane, even though it is able to spread vertically into the cladding due to the low refractive index 
contrast. 
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Figure 5.21: Band edges (red & purple circles) and band gap (shaded yellow) of 
2D photonic crystal as function of material refractive index. Resonant mode 
frequencies for L3 (triangles) and DA (squares) cavities in full multilayer slab 
structures shown for comparison. 
This analysis treats the cladding as an infinite 2D slab, which is not the case within the actual system. 
The cladding layers have a finite thickness and are also in an asymmetric arrangement due to the 
presence of the core layer at one interface and air at the other. It is known that there is still a pseudo-
gap effect in optically thick PhC slabs, where cavity modes have only minimal coupling to the extended 
Bloch modes, that can lead to high-Q resonant states [171]. This effect can be further enhanced in slabs 
with reflective (e.g. metallic or semiconductor/air) boundaries in the horizontal plane, due to alterations 
of the density of Bloch modes in momentum space [171]. The structures investigated here fulfil both of 
these criteria, being both optically thick and having a finite horizontal extent with semiconductor/air 
interfaces within the simulation region. It is therefore expected that a similar effect occurs in this case 
and the argument of minimal propagation through the cladding would hold. Further analysis of the 
FDTD simulation results was carried out to investigate this hypothesis. 
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The relative contributions to losses from the DA cavity are determined by monitoring the power flow 
through various surfaces surrounding the cavity. The power flow, P, is obtained from the FDTD 
simulation by integrating the time-averaged Poynting vector across the surface of interest. In order to 
collect this data, additional frequency domain monitors were added to the simulation covering the x-y, 
x-z and y-z planes on the surfaces of the slab structure. The power flow is converted to the directional 
Q-factor as described in Ref. [181]. The Q-factor related to a given loss mechanism is inversely 
proportional to the power loss through that mechanism. Hence for two process, the relationship between 
the Q-factors and power losses is: 
  𝑄1
𝑄2
=
𝑃2
𝑃1
 (5-2) 
The total Q-factor of the cavity is related to the Q-factors due to different possible loss mechanisms 
according to: 
 1
𝑄𝑡𝑜𝑡
=
1
𝑄1
+
1
𝑄2
+
1
𝑄3
+ ⋯ (5-3) 
If the power loss by each mechanism is measured and the total Q-factor known, then equations (2-16) 
and (5-3) can be combined to calculate the Q-factors associated with each loss mechanism. For this 
investigation, it is the losses in-plane through the photonic crystal compared to those out-of-plane that 
are of interest. Therefore the total power flow through the x-z and y-z faces of the slab was calculated 
to give the in-plane losses, and the total power flow through the x-y faces of the slab gave the out-of-
plane losses. These faces completely enclose the slab and therefore account for all of the power flow 
out of the structure during the simulation time. 
An example calculation for the directional Q-factors of the DA cavity with nclad = 1.0 is set out here to 
illustrate the process. The power flows through each surface are listed in Table 7 and the overall Q-
factor for the cavity was 𝑄𝑡𝑜𝑡 = 1.17 x 10
7, as calculated in Section 5.4.1. From equation (5-3), the total 
Q-factor can be broken down into the in-plane and out-of-plane components (𝑄𝑖𝑛, 𝑄𝑜𝑢𝑡) according to: 
 1
𝑄𝑡𝑜𝑡
=
1
𝑄𝑖𝑛
+
1
𝑄𝑜𝑢𝑡
 (5-4) 
The total power flows related to each component are related according to: 
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 𝑄𝑖𝑛
𝑄𝑜𝑢𝑡
=
𝑃𝑜𝑢𝑡
𝑃𝑖𝑛
 (5-5) 
Substituting for 𝑄𝑜𝑢𝑡 in equation (5-4) using (5-5) and rearranging to make 𝑄𝑖𝑛 the subject gives: 
 
𝑄𝑖𝑛 = 𝑄𝑡𝑜𝑡 (1 +
𝑃𝑜𝑢𝑡
𝑃𝑖𝑛
) (5-6) 
or equivalently for 𝑄𝑜𝑢𝑡: 
 
𝑄𝑜𝑢𝑡 = 𝑄𝑡𝑜𝑡 (1 +
𝑃𝑖𝑛
𝑃𝑜𝑢𝑡
) (5-7) 
Using equations (5-6) and (5-7) with the relevant values from Table 7 gives 𝑄𝑖𝑛 = 1.75 x 10
9 and 𝑄𝑜𝑢𝑡 
= 1.18 x 107. The minimum directional Q-factor is associated with the greatest loss and limits the 
maximum total Q-factor for the structure. These calculations show that the photonic crystal is very 
effective at confining light in-plane, corresponding to a high 𝑄𝑖𝑛, and the greater loss mechanism is out-
of-plane loss characterised by a value of 𝑄𝑜𝑢𝑡 two orders of magnitude lower than 𝑄𝑖𝑛. 
Table 7: Power flow through surfaces of photonic crystal slab used in directional 
Q-factor calculations for DA cavity with nclad = 1.0. 
Plane Symbol Power flow (a.u.) 
x-y - 23.15 
total out-of-plane (x-y) 𝑃𝑜𝑢𝑡 23.15 
x-z - 0.08261 
y-z - 0.07339 
total in-plane (x-z + y-z) 𝑃𝑖𝑛 0.1560 
 
In Figure 5.22(a) the loss from the core layer only was considered first and was broken down into two 
components: the out-of-plane loss vertically into the cladding layers and the in-plane loss through the 
photonic crystal lattice. The lowest Q-factor and therefore dominant contribution to loss is in the out-
of-plane direction and increases as nclad increases due to the decreased index guiding. There is a small 
increase in this out-of-plane Q-factor in the region of nclad ≥ 3.2 where the peak Q-factor occurs. 
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Figure 5.22: Directional Q-factors of DA cavity, showing contributions from losses 
through surfaces of (a) core layer only and (b) whole multilayer structure, as 
illustrated in inset. 
By contrast, in Figure 5.22(b) the loss through the outer surfaces of the entire structure was considered. 
It is seen here that once light reaches the cladding, the lowest Q-factor and therefore main loss is actually 
the in-plane loss, rather than that through the upper and lower surfaces. There is a strong increase of 
more than one order of magnitude in this component of the Q-factor going towards the nclad = 3.2 – 3.3 
region where the overall Q-factor peaks, showing the propagation of light through the cladding has 
reduced. This further supports the argument that photonic band structure effects in the cladding are 
reducing propagation of the resonant mode and are thereby increasing the Q-factor. 
The spatially Fourier transformed in-plane electric-fields were also analysed. Only Fourier components 
lying with the light circle defined by k < ωc can radiate into the far field, so comparing the Fourier 
spectra can give information about loss from the modes. Additionally, if components overlap in 
momentum space with the extended Bloch modes of the cladding, the cavity mode is able to couple to 
those extended modes and propagate away. As it is the behaviour of the mode once it spreads to the 
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cladding that is of interest, Fourier transforms are taken of the electric-field profile within the cladding, 
close to the core-cladding interfaces. Examples of the Fourier spectra for different values of nclad are 
shown in Figure 5.23(a)-(d). It can be seen that in the high-Q cases of nclad = 1.2 and 3.2, given in Figure 
5.23(a) and (d) respectively, there are fewer Fourier components within the light circle and also in the 
immediate surrounding region. In contrast, the large number of high-intensity points present in Figure 
5.23(b) and (c) indicate the significant coupling of the cavity mode to the extended Bloch modes in the 
cladding. This coupling enables the escape of the localised mode away from the cavity and leads to 
reduced Q-factors 
 
Figure 5.23: Spectra of the Fourier components of the electric-field distribution for 
the DA cavity mode within the cladding layer, with nclad = 1.2 (a), 2.4 (b), 2.8 (c) 
and 3.2 (d). Light circle k = ωc indicated with dashed white line. 
In order to make a quantitative analysis, all Fourier spectra were normalised and the fraction of the 
components falling within the light circle was then calculated by integrating the intensity within this 
area. The results presented in Table 8 show that the fraction of Fourier components within the light cone 
is reduced by around a factor of two in the high Q-factor nclad = 3.2 case compared to the nclad = 2.4 and 
2.8 cases with low Q-factor. This clearly demonstrates the qualitative trend shown by the profiles of 
Figure 5.23. This argument again validates the hypothesis that the high Q-factor in the nclad = 3.2 - 3.3 
range is caused by photonic band structure effects in the cladding, with minimal coupling of the cavity 
mode to extended modes reducing propagation of light away from the cavity. 
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Table 8: Fraction of Fourier transform (FT) components falling within light cone 
for spectra shown in Figure 5.23. 
nclad Qin-plane Qout-of-plane FT in light cone (%) 
1.2 3.5 x 107 1.6 x 107 0.04 
2.4 9.5 x 102 3.4 x 104 0.49 
2.8 1.6 x 103 1.1 x 104 0.38 
3.2 3.0 x 104 5.3 x 104 0.22 
 
5.4.4 Influence of PML Boundary Position 
As part of the investigation process, convergence checking should be carried out to ensure that the 
results were reliable and that there were no problems due to meshing or other settings that could be 
causing the strange behaviour of the Q-factor. In correspondence with Lumerical technical support as 
part of these checks, it was highlighted that the gap between the slab and the PML boundaries may be 
introducing problems. It was suggested to move the PML boundaries inside the high index material in 
case the air-slab interface was introducing unwanted confinement or the evanescent field from the 
air/slab interface was being absorbed in the PML. 
When the initial setup with the air gap was compared to literature in Section 5.4.1 it agreed well and 
there did not appear to be any problems. However, it may be that in this high-Q case where the photonic 
crystal effectively stops in-plane propagation of the mode there is very little light reaching the PML 
boundaries anyway and thus the exact settings have little influence. To verify whether it is the PML 
boundary position that is having an influence, simulations were run with identical settings apart from 
whether the photonic crystal carries on through the boundaries or if there is an air gap. This was done 
for both a high Q-factor thin slab design with complete PBG [188] and the multi-layer slab with nclad = 
3.2 as used in Section 5.4.1. Screenshots of these two setups are shown in Figure 5.24. 
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(a) (b) 
Figure 5.24: Screenshots of simulation setup with PML boundaries (a) inside and 
(b) outside the photonic crystal slab. 
The results from these simulations show that for the high-Q, thin slab design there is negligible 
difference between the results for the two PML boundary configurations: Q = 126,827 with the 
boundaries inside the slab and Q = 126,915 with the air gap, a difference of < 0.1%. However, in the 
lower-Q design with the cladding layers there is a significant difference: Q = 1,686 with the boundaries 
inside the slab compared to Q = 4,030 with the air gap. The value of Q = 4,030 with the air is still 
smaller than the result in Section 5.4.1 for the same layer structure, although the different area included 
in the simulation region (40a x 40a here, compared to 60a x 40a previously) may be partly responsible 
for this. 
This suggests that in high-Q structures where very little light from the resonant mode reaches the in-
plane boundaries of the FDTD region this difference is insignificant, hence this explains why it was not 
noticed when the results for the air-clad membrane were compared to literature [185] in order to verify 
the model initially. However, in the cases with cladding layers where there is greater in-plane 
propagation of the mode through the cladding it then becomes much more important whether there are 
reflections caused by the slab/air interface. 
There has been some previous work on making use of the reflections at the slab/air interface surrounding 
a photonic crystal by Kim et al. [171]. They investigated an H1 cavity in an optically thick slab without 
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a true PBG, which is a similar system to the thick core and cladding structure being studied here. They 
varied the distance between the edge of the last photonic crystal hole and the edge of the high index 
material, and then had an air gap between this and the PML boundary. They found very strong 
modulations in the Q-factor that depended on both the number of periods of the photonic crystal used 
and the distance left to the edge of the slab. The Q-factor could change by a factor of 4 for a given 
number of layers, just by changing the distance p from the last hole to the slab/air interface, as shown 
in Figure 5.25. The Q-factor can also be enhanced above its value of 60,000 when the PML boundary 
is inside the photonic crystal and there is no air/slab interface. 
 
Figure 5.25: Q-factor of H1 hexapole mode in optically thick slab (no PBG) as a 
function of number of layers of photonic crystal, with different distances, p, from 
final hole to air/slab boundary. From Ref. [171]. 
The explanation given is that the coupling strength to the in-plane Bloch modes is strongly 
enhanced/supressed depending on the exact boundary termination because the density of Bloch states 
in k-space is altered. Evidence for this is given by plots of the electric field, shown here in Figure 5.26, 
which have a much greater intensity extending out to the edge of the slab in the low Q-factor cases. 
They also report small shifts in the resonant frequency which are characteristic of coupling between the 
cavity mode and Bloch modes. 
This helps to explain the results seen in Section 5.4.1, and in particular the fluctuations in Q-factor in 
the range of nclad = 3.2 – 3.4 with the L3 cavity design. As discussed earlier, pseudo-PBG effects were 
174 
 
thought to be occurring where there is minimal coupling of the cavity mode to the extended Bloch 
modes of the cladding. This is indeed still the case but the reflections at the air/slab interface are then 
also altering the coupling strength. This causes the enhancement of the Q-factor above the value when 
the PML boundary is inside the slab seen in Section 5.4.4, as also reported by Kim et al. Since changing 
the refractive index will change the optical path length from the final hole to the air/slab interface, which 
was shown to cause large differences in Q-factor in the paper, this also provides a better explanation as 
to why the Q-factor fluctuates greatly for nclad = 3.2 – 3.4. 
 
Figure 5.26: (a) – (c) |E|2 of hexapole resonance in an optically thick slab (no PBG) 
as number of surrounding layers increases from 4 to 9 for three different boundary 
terminations of p = 0.8, 1.0, and 1.2a, respectively. (d) |E|2 of hexapole resonance 
in thin slab (with PBG) with PML boundary inside material. From Ref. [171]. 
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5.5 SUMMARY 
The study presented in this chapter demonstrates that it is possible to maintain Q-factors ~ 106 with 
cladding layers corresponding to typical oxide materials and, more importantly, > 104 with cladding 
layers corresponding to typical semiconductors such as AlGaAs alloys, each surrounding a GaAs (n = 
3.4) core layer. Calculations of the threshold current as a function of Q-factor for a photonic crystal 
laser show that the threshold current decreases strongly with increasing Q-factor up to Q ~ 104, but that 
it remains relatively constant above this [191]. Therefore the designs with cladding corresponding to 
typical semiconductors investigated here have a sufficiently high Q-factor such that it should not be 
limiting the threshold current, and these devices should perform comparably to air- or oxide-clad 
designs with higher Q-factors. The relatively high Q-factor in the low index contrast nclad = 3.2 – 3.3 
cases is explained in terms of band structure and pseudo-PBG effects in the cladding layers. These 
effects prevent propagation of the light in-plane through the cladding, despite the fact that the index 
guiding responsible for the vertical confinement of the light to the core layer is reduced. A comparison 
of simulation results with the semiconductor slab extending through the simulation boundaries, or 
terminating within the simulation region thus creating a semiconductor/air interface, shows that the 
pseudo-PBG effect appears to be enhanced by the altered density of Bloch states in the latter case. This 
counterintuitive behaviour can be exploited to design photonic crystal nanocavities in low refractive 
index contrast multilayer slabs, for example in standard GaAs / AlGaAs semiconductor 
heterostructures. 
This opens up a new design possibility for nanocavity lasers with improved properties and ease of 
manufacture compared to existing air-clad membrane designs. This type of design could be 
implemented in different material systems with appropriate refractive index contrast and at a range of 
wavelengths, since the resonant frequency can be shifted simply be rescaling the photonic crystal lattice 
constant. This makes it useful across a wide range of potential applications, including on-chip MIR light 
sources for building compact gas sensors as discussed earlier and also in making optical interconnects 
for optical integrated circuits, which would more likely operate in the near infrared telecoms wavelength 
range. 
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6 CONCLUSIONS AND FUTURE WORK 
 
The overall aim of this work was to develop infrared photonic devices and materials for a range of 
applications. This was divided into three main areas of study which addressed different aspects of device 
development, from measuring the fundamental electronic and optical properties of novel bismide alloys, 
to the understanding the performance of state of the art mid-infrared lasers and LEDs, and proposing a 
new design concept for photonic crystal cavity structures. The key findings in each of these areas are 
summarised in separate sections below, along with suggestions of directions for future work that could 
be of interest to follow on from the work presented in this thesis. 
6.1 MID-INFRARED INTERBAND CASCADE DEVICES 
The performance of ICLEDs and ICLs with emission in the MIR region of 3 μm – 5 μm has been studied 
using temperature and hydrostatic pressure techniques. This wavelength range is of interest for optical 
gas sensing systems since it contains strong absorption lines from many gases that are important both 
as atmospheric pollutants and medical biomarkers. It is also useful for other applications such as 
infrared countermeasures and scene projection [3], [4]. 
The ICLEDs exhibit highly non-linear light-current characteristics, with both superlinear behaviour at 
low currents and sublinear behaviour at high currents. This is indicative of significant contributions 
from non-radiative recombination. Temperature dependent measurements show a non-monotonic 
change in light output at fixed current density with decreasing temperature. There is an initial increase 
in light output as the temperature decreases from RT, and a peak output is then reached between 250 K 
and 100 K for most current densities. The initial improvement is consistent with a decrease in CHCC 
Auger recombination, but the worsening light output at even lower temperatures indicates a secondary 
process. This could be explained by a CHLH Auger resonance at these lower temperatures or defect-
related SRH recombination. Pressure dependent results show an improvement in performance with 
increasing pressure, which can partly be attributed to a decrease in CHCC Auger recombination with 
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increasing band gap. It appears that this is not sufficient to account for the large change observed, which 
provides additional evidence for CHLH Auger recombination, which moves out of resonance with 
increasing pressure. 
Two sets of ICLs were studied, with emission at 3.2 μm and 3.8 μm at room temperature. The devices 
are found to be relatively stable with respect to temperature in the range below ~ 200 K, with 
spontaneous emission measurements on the 3.8 μm devices indicating minimal contribution from non-
radiative recombination. Above ~ 200 K the threshold current becomes more temperature sensitive, 
characterised by T0 = (41 ± 2) K for the 3.8 μm devices and T0 = (62 ± 2) K for the 3.2 μm devices. The 
spontaneous emission measurements show that the non-radiative component of the threshold current 
begins to increase above 200 K, accounting for > 64 % of Ith at RT, and therefore appears to be driving 
the temperature sensitivity of these devices. This is an improvement on an older set of devices that did 
not employ the carrier rebalancing design [83] in the active region, where > 93 % of Ith at RT was due 
to non-radiative recombination [112]. 
Pressure dependent measurements were used to gain additional information about the nature of the 
recombination processes. The threshold current densities of the devices were found to reach a minimum 
when the lasing energy is tuned to ~ 0.35 eV using the application of pressure. The threshold current 
density increases going to both higher and lower energies away from this minimum. This matches the 
trend exhibited by many devices with different design wavelengths produced at NRL, which suggests 
there is an underlying physical mechanism for this behaviour that depends on the electronic band 
structure. The increase in threshold current towards lower energies below 0.35 eV is consistent with an 
increase in CHCC Auger recombination with decreasing band gap. However, the increase in threshold 
current towards higher energies above 0.35 eV indicates that the threshold current must be dominated 
by a process other than CHCC Auger recombination in this regime. Modelling of the active region 
carried out in this work does not indicate the presence of any other resonant transitions for Auger 
processes with increasing band gap, at least at the zone centre, hence it is unclear which states could be 
involved in such a process. There is evidence of decreasing e1-hh1 wavefunction overlap and also a 
decrease in optical confinement factor in the active region with increasing pressure, which would both 
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contribute to the increasing threshold current but not sufficiently to account for the large increase of ~ 
60 % seen in the 3.2 μm device. This suggests that there must be another process taking place which 
depends on the band gap, and having ruled out other options the remaining explanation is a defect-
related or leakage process. The presence of a defect state through which carriers can recombine situated 
above the e1 state and that does not move with pressure would explain the increase in threshold current 
with increasing lasing energy, both due to pressure and in devices with shorter design wavelength. 
There are still questions remaining about the recombination mechanisms and reasons for the variation 
in threshold current observed in these type-II interband cascade devices. In future work, it would be 
useful to study a series of devices with different design wavelengths which are otherwise as similar as 
possible in all other aspects of their structures in order to make more informative comparisons and look 
for trends. Temperature and pressure dependent measurements, including temperature-dependent 
spontaneous emission, should be made to fully investigate behaviour across the wavelength range. It 
would also be useful to measure the internal optical losses to see if these depend on temperature or 
wavelength. This could be achieved using measurements on devices with different cavity lengths, 
although this may produce erroneous results in the case of non-pinning above threshold, or using the 
segmented contact method [192]. 
As some of the results in this thesis, such as non-pinning above threshold and very high T0 at low 
temperatures, could be indicative of inhomogeneities in the material, it would be useful to look for 
further evidence of these. High resolution transmission electron microscopy (TEM) studies could be 
used to study the chemical homogeneity and interface roughness in the active regions of the devices. 
The results of this work also suggested the possible existence of a defect state, which could be causing 
the superlinear L-I curves and the increase in threshold current at higher energies in the ICLs.  Evidence 
for a defect state above the conduction band edge in mid-infrared InAs / InAsSb superlattices has 
previously been reported using high pressure photoluminescence (PL) measurements [120]. Quenching 
of the PL intensity was observed as the superlattice miniband confined state crossed through the defect 
level. The active region of the interband cascade devices studied in this work are made of a similar 
material system, with InAs / GaInSb quantum wells. It would be interesting to apply the same high 
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pressure PL technique to test structures with quantum wells as in the active region of the interband 
cascade devices to look for evidence of a defect level in this material system. 
6.2 DILUTE BISMIDE ALLOYS FOR NEAR- AND MID-INFRARED APPLICATIONS 
Dilute bismide alloys are a promising material system for many devices in the near- and mid-infrared, 
including lasers, photodetectors and solar cells, because of a combination of useful properties. Firstly, 
the addition of bismuth into III-V alloys increases the spin-orbit splitting due to its high atomic number. 
Secondly, a band anti-crossing interaction in the valence band causes a large decrease in the band gap 
with increasing bismuth fraction. This can lead to the condition where the spin-orbit splitting is larger 
than the band gap, which inhibits the CHSH Auger process and intervalence band absorption involving 
transitions to the spin-orbit band. In GaAsBi this occurs for a bismuth concentration ~ 10 %, at which 
point the band gap is around 0.8 eV (1.55 μm) [30], making it an ideal candidate for making highly 
efficient telecoms lasers. A variety of other dilute bismide alloys incorporating nitrogen or phosphorous 
were also studied in this work. These elements mainly affect the conduction band energy, whilst also 
reducing the lattice constant due to the smaller atomic radii. This allows additional degrees of freedom 
in engineering the desired material properties. 
Spectroscopic ellipsometry was carried out to determine the electronic and optical properties of the 
dilute bismide materials. This work is important because these are relatively new alloys so there are few 
or, in some cases, no existing reports of these properties in the literature. This technique allows the 
energies of critical points in the band structure, such as the band gap and spin-orbit splitting, as well as 
the refractive index to be measured. Analysis was performed by modelling the semiconductor materials 
using a parameterised model that describes the critical points and fitting to the experimental data. 
The validity of the spectroscopic ellipsometry measurements and analysis was shown by studying a set 
of GaAsBi samples. There are already a significant number of reports of the band gap and spin-orbit 
splitting in this alloy in the literature, as determined by photoluminescence or photoreflectance 
spectroscopy. The ellipsometry results were in good agreement with the established experimental and 
theoretical values. It was also possible to measure the E1 and Δ1 energy gaps, which are at the Λ-point. 
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These had a weaker dependence on bismuth concentration than the fundamental band gap and spin-
orbit splitting at the Γ-point. The E1 energy decreases by 40 ± 3 meV/%Bi, whilst the Δ1 splitting energy 
increases by 30 ± 3 meV/%Bi. This appears to be analogous to the behaviour observed in dilute nitride 
alloys, which have a band anti-crossing interaction in the conduction band, where the E1 energy has a 
much weaker nitrogen dependence than Eg [147], [148]. 
Several novel dilute bismide alloys were then studied and the band gap and spin-orbit splitting was 
determined for all samples. The first experimental measurements of spin-orbit splitting in the quaternary 
GaNAsBi alloy were made and show that it is approximately independent of nitrogen content, in 
excellent agreement with theory. Measurements were also made on the new GaPAsBi quaternary alloy 
and show a reasonably good agreement with theory and previous measurements. Since there are only 
two previous reports in the literature on this alloy, this a useful contribution to refining the 
understanding of its properties. 
A very important result of the ellipsometry studies was the first experimental evidence for the reduction 
in the direct band gap and increase in spin-orbit splitting in the GaPBi alloy. The band gap was found 
to decrease by 130 ± 20 meV/%Bi and the spin-orbit splitting was found to increase by 160 ± 30 
meV/%Bi. There are currently large differences between theoretical predictions of the properties by 
different methods [134], [135], so this will provide useful information to help build a good 
understanding of this novel alloy. 
The final key outcome of the ellipsometry work was the measurement of the optical constants of the 
dilute bismide alloys. The real part of refractive index in the transparency region below the band gap 
was found to decrease as the band gap increases for all of the alloys studied. This can be well described 
by the linear relationship n = (3.83 ± 0.01) – (0.28 ± 0.01)Eg where Eg is the direct band gap of the alloy. 
The data for the direct band gap GaAs-based alloys also satisfies the standard Moss relation (n4Eg = 95 
eV). These relationships allow the refractive index to be calculated for different compositions of dilute 
bismide alloys if the band gap is known, which will be useful for optimising the optical design of 
photonic devices. 
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There is much scope for future work related to the dilute bismide alloys, and they remain promising 
materials for many different applications. Following on directly from the work in this thesis, it would 
be useful to add in more samples of the alloys that were studied here to cover a wider range of 
compositions and gain more certainty in the values of the electronic and optical properties. It would 
also be interesting to extend the studies to other dilute bismide alloys such as InGaAsBi, which is 
usually grown on InP and has a band gap in the mid-infrared (~ 0.4 – 0.8 eV depending on Bi and In 
fractions). However, this would require the use of an ellipsometer that can operate in this wavelength 
range, which was not available in the scope of this work. 
More broadly, there is a great deal of interesting work being carried out into dilute bismide materials 
and devices. There has been progress on understanding and optimising the epitaxial growth of materials 
[122], [193], but there is more development needed to achieve good material quality with the bismuth 
concentrations required to make the spin-orbit splitting larger than the band gap. A recent review of 
dilute bismide lasers shows that electrically pumped lasing has been demonstrated for GaAsBi QW 
lasers with up to 6 % Bi, and that present devices are limited by defect-related recombination [194]. 
Therefore if material quality can be improved, there is potential for the development of efficient and 
temperature stable lasers and other photonic devices using dilute bismide alloys covering a wide spectral 
range across the near- and mid-infrared. 
There is an interesting link between the dilute bismide alloys and the type-II mid-infrared devices 
studied in Chapter 3 of this thesis. A recent paper has demonstrated the growth of a prototype GaAsBi 
/ GaNAs type-II quantum well structure, and also includes calculations to show that such structures 
could cover wavelengths up to ~ 3 μm whilst remaining strain-balanced on GaAs [46]. This could 
provide a route to accessing mid-infrared wavelengths on a GaAs platform, rather than GaSb as is used 
in the current interband cascade devices. This would bring benefits such as the ability to use larger 
substrates, and the possibility of incorporating lattice-matched AlGaAs layers with the large refractive 
index contrast that they offer to form good waveguides or DBR mirrors. It would be good to see further 
development of these GaAsBi  / GaNAs type-II structures to investigate their potential for mid-infrared 
applications. 
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6.3 PHOTONIC CRYSTAL STRUCTURES FOR NANOCAVITY LASERS 
The development of nanocavity lasers has applications as optical interconnects for integrated photonic 
circuits, and also other areas such as integrated sensors for gas detection. A review of the literature 
showed that there are several key challenges in developing an electrically pumped photonic crystal 
nanocavity laser. The existing designs typically employ a thin suspended membrane architecture, which 
is beneficial for maximising the optical confinement in the vertical direction. However, it has drawbacks 
as this design severely limits the thermal conductivity away from the active region and has a lack of 
structural robustness, which would be a problem for widespread commercial use. It also makes it 
difficult to create a current path through the device, with existing successful devices making use of ion 
implantation to create horizontal p-n junctions, which may not be practical for mass production.  
In this thesis a new design concept was proposed to improve these factors. It took inspiration from a 
standard separate confinement heterostructure laser, which uses the refractive index contrast between 
different semiconductor materials, for example GaAs / AlGaAs, to form a waveguide. Finite difference 
time domain simulations were carried out to investigate the effect of introducing a photonic crystal 
cavity structure into a thick multi-layer slab rather than a thin suspended membrane. These showed that 
it is possible to maintain Q-factors ~ 106 with cladding layers corresponding to typical oxide materials. 
More importantly it is also possible to achieve Q-factors > 104 with cladding layers corresponding to 
typical semiconductors such as AlGaAs alloys, each surrounding a GaAs (n = 3.4) core layer. The 
relatively high Q-factor in the low index contrast nclad = 3.2 – 3.3 cases is explained in terms of band 
structure and pseudo-PBG effects in the cladding layers acting to confine the light. These effects prevent 
propagation of the light in-plane through the cladding, despite the fact that the index guiding responsible 
for the vertical confinement of the light to the core layer is reduced. This counterintuitive behaviour 
could be exploited to design photonic crystal nanocavities in low refractive index contrast multilayer 
slabs, for example in standard GaAs / AlGaAs semiconductor heterostructures. It opens up a new design 
possibility for nanocavity lasers with improved properties and ease of manufacture compared to existing 
suspended membrane designs.  
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Much future work is needed to develop the work from this thesis towards an operational electrically 
pumped photonic crystal laser. Test structures would need to be fabricated and characterised to verify 
experimentally if such high Q-factors are achieved in practice. Since high aspect ratio etching is 
required to make the proposed designs, it is likely that some optimisation work would be required to 
make good quality structures. If the test structures prove successful, the next stage would be to fabricate 
full laser structures and attempt to measure optically and then electrically pumped lasing. It should also 
be noted that although the designs investigated in this thesis have a resonant wavelength in the near-
infrared around 1.2 - 1.3 μm, this can be scaled by changing the photonic crystal period (providing the 
refractive index remains the same at the new wavelength). Longer wavelength designs could be easier 
to fabricate due to the larger feature sizes that would be required, so this architecture could prove 
particularly useful for mid-infrared applications. This links in with the work on mid-infrared materials 
and devices presented in this thesis and the potential applications in gas sensing. 
6.4 SUMMARY 
In summary, this thesis has investigated a range of novel infrared photonic materials and devices. The 
work on type-II interband cascade devices shows the latest developments in this relatively well-
established mid-infrared technology. In contrast, dilute bismide alloys such a GaNAsBi or GaAsBi / 
GaNAs type-II heterostructures are a promising new approach to accessing mid-infrared wavelengths, 
based on a GaAs substrate. The dilute bismide alloys also offer potential for near-infrared devices such 
as high efficiency telecoms lasers and as a 1 eV sub-cell in a multi-junction solar cells. Following the 
example of fibre optic telecoms, there is a great deal of interest in integrated photonic circuits for short 
scale optical data transfer and processing. The photonic crystal nanocavity architectures studied in this 
work provide a possible route to developing integrated lasers for this purpose, as well as for applications 
in the mid-infrared where they could be implemented with one of the GaAs-based dilute bismide 
material systems studied here. Overall, this work shows the wide range of applications for infrared 
photonic devices in the modern world, and it will be exciting to see how the field continues to develop 
over the coming years. 
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[85] A. Bauer, M. Dallner, M. Kamp, S. Höfling, L. Worschech, and A. Forchel, “Shortened injector interband 
cascade lasers for 3.3- to 3.6-μm emission,” Opt. Eng., vol. 49, no. November, p. 111117, 2010. 
[86] M. Dallner, S. Höfling, and M. Kamp, “Room-temperature operation of InAs-based interband-cascade-
lasers beyond 6 µm,” Electron. Lett., vol. 49, no. 4, pp. 286–287, 2013. 
[87] I. Vurgaftman et al., “Interband cascade lasers,” J. Phys. D. Appl. Phys., vol. 48, p. 123001, 2015. 
[88] R. Weih, M. Kamp, and S. Höfling, “Interband cascade lasers with room temperature threshold current 
densities below 100 A/cm2,” Appl. Phys. Lett., vol. 102, no. 23, pp. 1–5, 2013. 
188 
 
[89] C. R. Webster et al., “Mars methane detection and variability at Gale crater,” Science (80-. )., vol. 347, 
no. 6220, pp. 415–417, 2015. 
[90] M. Kim et al., “High-power continuous-wave interband cascade lasers with 10 active stages.,” Opt. 
Express, vol. 23, no. 8, pp. 9664–72, 2015. 
[91] D. Gevaux, A. Green, C. Palmer, P. Stavrinou, C. Roberts, and C. Phillips, “Resonant-cavity light-
emitting diodes (RC-LEDs) and detectors for mid-IR gas-sensing applications,” IEEE Proc. - 
Optoelectron., vol. 150, no. 4, pp. 360–3654, 2003. 
[92] N. B. Cook and A. Krier, “Midinfrared electroluminescence from pentanary-quaternary heterojunction 
light-emitting diodes,” Appl. Phys. Lett., vol. 95, no. 2, pp. 95–98, 2009. 
[93] S. Suchalkin et al., “GaSb based light emitting diodes with strained InGaAsSb type i quantum well active 
regions,” Appl. Phys. Lett., vol. 93, no. 8, pp. 1–4, 2008. 
[94] G. R. Nash et al., “InSb/AlInSb quantum-well light-emitting diodes,” Appl. Phys. Lett., vol. 88, no. 5, pp. 
1–3, 2006. 
[95] P. J. Carrington, Q. Zhuang, M. Yin, and A. Krier, “Temperature dependence of mid-infrared 
electroluminescence in type II InAsSb/InAs multi-quantum well light-emitting diodes,” Semicond. Sci. 
Technol., vol. 24, no. 7, pp. 1–4, 2009. 
[96] P. J. Carrington, V. A. Solov’ev, Q. Zhuang, A. Krier, and S. V. Ivanov, “Room temperature midinfrared 
electroluminescence from InSb/InAs quantum dot light emitting diodes,” Appl. Phys. Lett., vol. 93, no. 9, 
pp. 1–4, 2008. 
[97] M. J. Pullin et al., “Room-temperature InAsSb strained-layer superlattice light-emitting diodes at 
λ=4.2 μm with AlSb barriers for improved carrier confinement,” Appl. Phys. Lett., vol. 74, no. 16, p. 2384, 
1999. 
[98] E. J. Koerperick et al., “InAs/GaSb cascaded active region superlattice light emitting diodes for operation 
at 3.8 μm,” Appl. Phys. Lett., vol. 92, no. 12, pp. 1–4, 2008. 
[99] D. G. Gevaux et al., “3.3um ‘W’ quantum well light emitting diode,” IEE Proc. - Optoelectron., vol. 150, 
no. 4, pp. 351–355, 2003. 
[100] H. Lee et al., “Room-temperature type-II W quantum well diode laser with broadened waveguide emitting 
at λ=3.30 μm,” Electron. Lett., vol. 35, no. 20, pp. 1743–1745, 1999. 
[101] N. C. Das, K. Olver, and F. Towner, “High emissive power MWIR LED array,” Solid. State. Electron., 
vol. 49, no. 8, pp. 1422–1427, 2005. 
[102] N. C. Das, “Increase in midwave infrared light emitting diode light output due to substrate thinning and 
texturing,” Appl. Phys. Lett., vol. 90, no. 1, 2007. 
[103] N. C. Das and M. S. Tobin, “Performance of mid-wave infrared (3.8 ??m) light emitting diode device,” 
Solid. State. Electron., vol. 50, no. 9–10, pp. 1612–1617, 2006. 
[104] E. J. Koerperick, J. T. Olesberg, J. L. Hicks, J. P. Prineas, and T. F. Boggess, “High-Power MWIR 
Cascaded InAs – GaSb Superlattice LEDs,” IEEE J. Quantum Electron., vol. 45, no. 7, pp. 849–853, 
2009. 
[105] S. R. Provence, R. Ricker, Y. Aytac, T. F. Boggess, and J. P. Prineas, “High power cascaded mid-infrared 
InAs/GaSb light emitting diodes on mismatched GaAs,” J. Appl. Phys., vol. 118, no. 12, 2015. 
[106] C. L. Canedy et al., “High-power, narrow-ridge, mid-infrared interband cascade lasers,” J. Vac. Sci. 
Technol. B Microelectron. Nanom. Struct. Process. Meas. Phenom., vol. 26, no. 3, pp. 1160–1162, May 
2008. 
[107] InfraRed Associates Inc., “InSb Detectors Technical Data & Information.” [Online]. Available: 
http://irassociates.com/index.php?page=insb. [Accessed: 11-Apr-2017]. 
[108] K. O’Brien, “Mid-infrared Laser Diode Performance and Suppression of Auger Loss,” University of 
Surrey, 2007. 
[109] IRflex Corporation, “IRF-S Series Chalcogenide Nonlinear Mid-Infrared Fiber.” [Online]. Available: 
http://www.irflex.com/products/irf-s-series-chalcogenide-nonlinear-mid-infrared-fiber. [Accessed: 10-
189 
 
Apr-2017]. 
[110] S.-H. Wei and A. Zunger, “Predicted band-gap pressure coefficients of all diamond and zinc-blende 
semiconductors: Chemical trends,” Phys. Rev. B, vol. 60, no. 8, pp. 5404–5411, 1999. 
[111] A. Prins, A. Adams, and S. Sweeney, “Pressure Studies,” in Semiconductor Research: Experimental 
Techniques, A. Patane and N. Balkan, Eds. Springer-Verlag, 2012. 
[112] B. A. Ikyo et al., “Temperature dependence of 4.1 um mid-infrared type II ‘W’ interband cascade lasers,” 
Appl. Phys. Lett., vol. 99, no. 2, pp. 1–4, 2011. 
[113] M. Y. Vinnichenko et al., “Dependence of the carrier concentration on the current in mid-infrared 
injection lasers with quantum wells,” Semiconductors, vol. 47, no. 11, pp. 1513–1516, 2013. 
[114] R. Fehse, “Recombination Processes in GaInNAs / GaAs Semiconductor Quantum-Well Lasers,” 
University of Surrey, 2003. 
[115] I. P. Marko, A. R. Adams, N. F. Massé, and S. J. Sweeney, “Effect of non-pinned carrier density above 
threshold in InAs quantum dot and quantum dash lasers,” IET Optoelectron., vol. 8, no. 2, pp. 88–93, 
2014. 
[116] S. Horst et al., “Hole confinement in quantum islands in Ga (AsSb) GaAs (AlGa) As heterostructures,” 
Appl. Phys. Lett., vol. 92, no. 16, pp. 92–95, 2008. 
[117] N. F. Massé, S. J. Sweeney, I. P. Marko, A. D. Andreev, and A. R. Adams, “Intrinsic limitations of p-
doped and undoped 1.3 µm InAs / GaAs quantum dot lasers,” in IEEE 19th International Semiconductor 
Laser Conference, 2006. 
[118] W. W. Bewley et al., “Gain, loss, and internal efficiency in interband cascade lasers emitting at λ=3.6-4.1 
μm,” J. Appl. Phys., vol. 103, no. 1, 2008. 
[119] J. R. Meyer (NRL), “ICL properties (private communication).” 2017. 
[120] A. D. Prins, M. K. Lewis, Z. L. Bushell, S. J. Sweeney, S. Liu, and Y.-H. Zhang, “Evidence for a defect 
level above the conduction band edge of InAs/InAsSb type-II superlattices for applications in efficient 
infrared photodetectors,” Appl. Phys. Lett., vol. 106, no. 17, p. 171111, 2015. 
[121] P. Ludewig, Z. L. Bushell, L. Nattermann, N. Knaub, W. Stolz, and K. Volz, “Growth of Ga(AsBi) on 
GaAs by continuous flow MOVPE,” J. Cryst. Growth, vol. 396, pp. 95–99, Jun. 2014. 
[122] P. Ludewig, L. Nattermann, W. Stolz, and K. Volz, “MOVPE growth mechanisms of dilute bismide III/V 
alloys,” Semicond. Sci. Technol., vol. 30, no. 9, p. 94017, 2015. 
[123] R. B. Lewis, M. Masnadi-Shirazi, and T. Tiedje, “Growth of high Bi concentration GaAs 1-xBi x by 
molecular beam epitaxy,” Appl. Phys. Lett., vol. 101, no. 8, pp. 1–5, 2012. 
[124] A. J. Ptak et al., “Kinetically limited growth of GaAsBi by molecular-beam epitaxy,” J. Cryst. Growth, 
vol. 338, no. 1, pp. 107–110, Jan. 2012. 
[125] P. Ludewig et al., “Electrical injection Ga(AsBi)/(AlGa)As single quantum well laser,” Appl. Phys. Lett., 
vol. 102, no. 24, p. 242115, 2013. 
[126] I. P. Marko et al., “Properties of hybrid MOVPE/MBE grown GaAsBi/GaAs based near-infrared emitting 
quantum well lasers,” Semicond. Sci. Technol., vol. 30, no. 9, p. 94008, 2015. 
[127] M. Masnadi-Shirazi, R. B. Lewis, V. Bahrami-Yekta, T. Tiedje, M. Chicoine, and P. Servati, “Bandgap 
and optical absorption edge of GaAs1-xBix alloys with 0 < x < 17.8%,” J. Appl. Phys., vol. 116, no. 22, 
pp. 0–8, 2014. 
[128] N. Ben Sedrine, I. Moussa, H. Fitouri, A. Rebey, B. El Jani, and R. Chtourou, “Spectroscopic ellipsometry 
study of GaAs1-xBix material grown on GaAs substrate by atmospheric pressure metal-organic vapor-
phase epitaxy,” Appl. Phys. Lett., vol. 95, no. 1, pp. 1–4, 2009. 
[129] M. Yoshimoto et al., “New Semiconductor GaNAsBi Alloy Grown by Molecular Beam Epitaxy,” Jpn. J. 
Appl. Phys., vol. 43, no. No. 7A, pp. L845–L847, Jun. 2004. 
[130] M. Yoshimoto, W. Huang, G. Feng, and K. Oe, “New semiconductor alloy GaNAsBi with temperature-
insensitive bandgap,” Phys. Status Solidi, vol. 243, no. 7, pp. 1421–1425, Jun. 2006. 
190 
 
[131] Z. L. Bushell et al., “Growth and characterisation of Ga(NAsBi) alloy by metal–organic vapour phase 
epitaxy,” J. Cryst. Growth, vol. 396, pp. 79–84, Jun. 2014. 
[132] T. M. Christian, D. A. Beaton, K. Alberi, B. Fluegel, and A. Mascarenhas, “Mysterious absence of pair 
luminescence in gallium phosphide bismide,” Appl. Phys. Express, vol. 8, no. 6, 2015. 
[133] L. Nattermann, A. Beyer, P. Ludewig, T. Hepp, E. Sterzer, and K. Volz, “MOVPE growth of Ga(PBi) on 
GaP and GaP on Si with Bi fractions up to 8%,” J. Cryst. Growth, vol. 463, pp. 151–155, 2017. 
[134] M. P. Polak, P. Scharoch, and R. Kudrawiec, “First-principles calculations of bismuth induced changes 
in the band structure of dilute Ga–V–Bi and In–V–Bi alloys: chemical trends versus experimental data,” 
Semicond. Sci. Technol., vol. 30, no. 9, p. 94001, 2015. 
[135] D. P. Samajdar, T. D. Das, and S. Dhar, “Valence band anticrossing model for GaSb1-xBix and GaP1-
xBix using k.p method,” Mater. Sci. Semicond. Process., vol. 40, pp. 539–542, 2015. 
[136] H. G. Tompkins and E. A. Irene, Eds., Handbook of Ellipsometry. William Andrew Publishing, 2005. 
[137] I. J. A. Woollam co., “A Short Course in Ellipsometry.” . 
[138] J. A. Woollam, “Interaction of Light and Materials.” [Online]. Available: 
https://www.jawoollam.com/resources/ellipsometry-tutorial/interaction-of-light-and-materials. 
[Accessed: 23-Feb-2017]. 
[139] C. C. Kim, J. W. Garland, H. Abad, and P. M. Raccah, “Modeling the optical dielectric function,” Phys. 
Rev. B, vol. 45, no. 20, pp. 749–767, 1992. 
[140] S. Zollner, “Model dielectric functions for native oxides on compound semiconductors,” Appl. Phys. Lett., 
vol. 63, no. 18, pp. 2523–2524, 1993. 
[141] P. Y. Yu and M. Cardona, Fundamentals of Semiconductors, 4th ed. Heidelberg: Springer-Verlag, 2010. 
[142] J. A. Woollam Co. Inc., “Ex Situ Data Analysis,” in Guide to Using WVASE 32, . 
[143] G. E. Jellison, “Opitcal functions of GaAs, GaP, and Ge determined by two-channel polarization 
modulation ellipsometry,” Opt. Mater. (Amst)., vol. 1, pp. 151–160, 1992. 
[144] J. E. Ayers, Heteroepitaxy of semiconductors: theory, growth, and characterization. Boca Raton: CRC 
Press, 2007. 
[145] G. B. Stringfellow, Organometallic vapor-phase epitaxy: theory and practice, 2nd ed., vol. 2nd. San 
Diego: Academic Press, 1999. 
[146] I. Vurgaftman and J. R. Meyer, “Band parameters for nitrogen-containing semiconductors,” J. Appl. 
Phys., vol. 94, no. 6, p. 3675, 2003. 
[147] G. Leibiger, V. Gottschalch, A. Kasik, B. Rheinlander, J. Sik, and M. Schubert, “Optical constants, critical 
points, and phonon modes of GaAsN single layers,” in Proceedings of the IEEE Twenty-Seventh 
International Symposium on Compound Semiconductors, 2000, pp. 7–12. 
[148] J. Wu, W. Shan, and W. Walukiewicz, “Band anticrossing in highly mismatched III V semiconductor 
alloys,” Semicond. Sci. Technol., vol. 17, no. 8, p. 860, 2002. 
[149] R. Maspero, S. J. Sweeney, and M. Florescu, “Unfolding the band structure of GaAsBi,” J. Phys. Condens. 
Matter, vol. 29, no. 7, p. 75001, 2017. 
[150] S. Adachi, Optical Constants of Crystalline and Amorphous Semiconductors: Numerical Data and 
Graphical Information. New York: Springer Science+Business Media, 1999. 
[151] L. Nattermann, A. Beyer, N. Knaub, and K. Volz, “Structural quality of GaPBi / GaP (Private 
communication),” 2017. 
[152] S. Adachi, Optical Constants of Crystalline and Amorphous Semiconductors: Numerical Data and 
Graphical Information. New York: Springer Science+Business Media, 1999. 
[153] N. M. Ravindra, P. Ganapathy, and J. Choi, “Energy gap-refractive index relations in semiconductors - 
An overview,” Infrared Phys. Technol., vol. 50, no. 1, pp. 21–29, 2007. 
[154] V. P. Gupta and N. M. Ravindra, “Comments on the Moss Formula,” Phys. Status Solidi, vol. 100, p. 715, 
191 
 
1980. 
[155] S. Adachi, “GaAs, AlAs, and AlxGa1−xAs: Material parameters for use in research and device 
applications,” J. Appl. Phys., vol. 58, no. 1985, pp. R1–R29, 1985. 
[156] T. S. Moss, “Relations between the Refractive Index and Energy Gap of Semiconductors,” Phys. status 
solidi, vol. 131, no. 2, pp. 415–427, 1985. 
[157] R. Nagarajan et al., “InP Photonic Integrated Circuits,” IEEE J. Sel. Top. Quantum Electron., vol. 16, no. 
5, pp. 1113–1125, 2010. 
[158] G. Morthier and P. Vankwikelberge, Handbook of Distributed Feedback Laser Diodes, 2nd ed. Norwood, 
MA: Artech House, 2013. 
[159] R. Michalzik, Ed., VCSELs: Fundamentals, Technology and Applications of Vertical-Cavity Surface-
Emitting Lasers. Springer-Verlag Berlin Heidelberg, 2013. 
[160] Lord Rayleigh, “On the maintenance of vibrations by forces of double frequency, and on the propagation 
of waves through a medium endowed with a periodic structure,” Philos. Mag. Ser. 5, vol. 24, no. 147, pp. 
145–159, 1887. 
[161] E. Yablonovitch, “Inhibited Spontaneous Emission in Solid-State Physics and Electronics,” Phys. Rev. 
Lett., vol. 58, no. 20, pp. 2059–2062, 1987. 
[162] S. John, “Strong localization of photons in certain disordered dielectric superlattices,” Phys. Rev. Lett., 
vol. 58, no. 23, pp. 2486–2489, 1987. 
[163] E. M. Purcell, “Spontaneous Emission Probabilities at Radio Frequencies,” Phys. Rev., vol. 69, p. 681, 
1946. 
[164] O. Painter et al., “Two-Dimensional Photonic Band-Gap Defect Mode Laser,” Science (80-. )., vol. 284, 
pp. 1819–1821, Jun. 1999. 
[165] J.-H. Baek, W. S. Han, H. K. Cho, B. S. Yoo, B. Lee, and I. H. Choi, “Optically pumped continuous-wave 
operation of InAlGaAs/InAlAs/InP based 1.55 μm vertical-cavity surface-emitting laser with SiO2/TiO2 
dielectric mirror,” Electron. Lett., vol. 35, no. 10, pp. 814–815, 1999. 
[166] J.-K. Hwang et al., “Room-temperature triangular-lattice two-dimensional photonic band gap lasers 
operating at 1.54um,” Appl. Phys. Lett., vol. 76, no. 21, pp. 2982–2984, 2000. 
[167] M. Nomura et al., “Room temperature continuous-wave lasing in photonic crystal nanocavity,” Opt. 
Express, vol. 14, no. 13, p. 6308, 2006. 
[168] S. Matsuo et al., “High-speed ultracompact buried heterostructure photonic-crystal laser with 13 fJ of 
energy consumed per bit transmitted,” Nat. Photonics, vol. 4, no. 9, pp. 648–654, Aug. 2010. 
[169] S. Matsuo et al., “20-Gbit/s directly modulated photonic crystal nanocavity laser with ultra-low power 
consumption.,” Opt. Express, vol. 19, no. 3, pp. 2242–50, Jan. 2011. 
[170] S.-H. Kim, J. Huang, and A. Scherer, “Photonic crystal nanocavity laser in an optically very thick slab,” 
Opt. Lett., vol. 37, no. 4, p. 488, 2012. 
[171] S.-H. Kim, A. Homyk, S. Walavalkar, and A. Scherer, “High-Q impurity photon states bounded by a 
photonic band pseudogap in an optically thick photonic crystal slab,” Phys. Rev. B - Condens. Matter 
Mater. Phys., vol. 86, no. 24, pp. 1–6, 2012. 
[172] W. D. Zhou et al., “Electrically injected single-defect photonic bandgap surface-emitting laser at room 
temperature,” Electron. Lett., vol. 36, no. 18, p. 1541, 2000. 
[173] W.-D. Zhou et al., “Characteristics of a Photonic Bandgap Single Defect Microcavity Electroluminescent 
Device,” IEEE J. Quantum Electron., vol. 37, no. 9, pp. 1153–1160, 2001. 
[174] J. Sabarinathan, P. Bhattacharya, P.-C. Yu, S. Krishna, J. Cheng, and D. G. Steel, “An electrically injected 
InAs/GaAs quantum-dot photonic crystal microcavity light-emitting diode,” Appl. Phys. Lett., vol. 81, no. 
20, p. 3876, 2002. 
[175] H.-G. Park et al., “Electrically driven single-cell photonic crystal laser,” Science (80-. )., vol. 305, pp. 
1444–1447, Sep. 2004. 
192 
 
[176] M. Francardi et al., “Cavity-enhanced photonic crystal light-emitting diode at 1300 nm,” Microelectron. 
Eng., vol. 86, no. 4–6, pp. 1093–1095, 2009. 
[177] M. Francardi et al., “Enhanced spontaneous emission in a photonic-crystal light-emitting diode,” Appl. 
Phys. Lett., vol. 93, p. 143102, 2008. 
[178] B. Ellis et al., “Ultralow-threshold electrically pumped quantum-dot photonic-crystal nanocavity laser,” 
Nat. Photonics, vol. 5, pp. 297–300, Apr. 2011. 
[179] K. Takeda et al., “Few-fJ/bit data transmissions using directly modulated lambda-scale embedded active 
region photonic-crystal lasers,” Nat. Photonics, vol. 7, no. 7, pp. 569–575, May 2013. 
[180] G. Shambat et al., “Ultrafast direct modulation of a single-mode photonic crystal nanocavity light-
emitting diode.,” Nat. Commun., vol. 2, p. 539, Jan. 2011. 
[181] A. Mock and J. D. O’Brien, “Strategies for Reducing the Out-of-Plane Radiation in Photonic Crystal 
Heterostructure Microcavities for Continuous Wave Laser Applications,” J. Light. Technol., vol. 28, no. 
7, pp. 1042–1050, 2010. 
[182] M. H. Shih et al., “Experimental Characterization of the Optical Loss of Sapphire-Bonded Photonic 
Crystal Laser Cavities,” IEEE Photonics Technol. Lett., vol. 18, no. 3, pp. 535–537, 2006. 
[183] K. Avary, J. P. Reithmaier, F. Klopf, T. Happ, M. Kamp, and  a. Forchel, “Deeply etched two-dimensional 
photonic crystals fabricated on GaAs/AlGaAs slab waveguides by using chemically assisted ion beam 
etching,” Microelectron. Eng., vol. 61–62, pp. 875–880, Jul. 2002. 
[184] K. Welna, M. Hugues, C. P. Reardon, L. O’Faolain, M. Hopkinson, and T. F. Krauss, “Photonic crystal 
nanocavities in GaAs/AlGaAs with oxidised bottom cladding,” Photonics Nanostructures - Fundam. 
Appl., vol. 11, no. 2, pp. 139–144, May 2013. 
[185] K. P. Welna, “Electrically Injected Photonic-Crystal Nanocavities,” University of St Andrews, 2011. 
[186] S. Kita et al., “Photonic Crystal Point-Shift Nanolasers With and Without Nanoslots—Design, 
Fabrication, Lasing, and Sensing Characteristics,” IEEE J. Sel. Top. Quantum Electron., vol. 17, no. 6, 
pp. 1632–1647, 2011. 
[187] J. Moosburger et al., “Nanofabrication of high quality photonic crystals for integrated optics circuits,” 
Nanotechnology, vol. 13, pp. 341–345, 2002. 
[188] E. Kuramochi et al., “Systematic hole-shifting of L-type nanocavity with an ultrahigh Q factor,” Opt. 
Lett., vol. 39, no. 19, pp. 5780–3, Oct. 2014. 
[189] S. Wu, Y. Cao, S. Tomic, and F. Ishikawa, “The optical gain and radiative current density of 
GaInNAs/GaAs/AlGaAs separate confinement heterostructure quantum well lasers.,” J. Appl. Phys., vol. 
107, no. 1, pp. 13107–13113, 2010. 
[190] M. E. Givens, L. M. Miller, and J. J. Coleman, “Effect of design variations on the threshold current density 
of AlxGa1−xAs separate confinement heterostructure single quantum well lasers,” J. Appl. Phys., vol. 71, 
no. 9, p. 4583, 1992. 
[191] S. Matsuo et al., “Photonic crystal lasers using wavelength-scale embedded active region,” J. Phys. D. 
Appl. Phys., vol. 47, p. 23001, 2014. 
[192] P. Blood, G. M. Lewis, P. M. Smowton, H. Summers, J. Thomson, and J. Lutti, “Characterization of 
Semiconductor Laser Gain Media by the Segmented Contact Method,” IEEE J. Sel. Top. Quantum 
Electron., vol. 9, no. 5, pp. 1275–1282, 2003. 
[193] L. Nattermann, P. Ludewig, E. Sterzer, and K. Volz, “Exploiting strain to enhance the Bi incorporation in 
GaAs-based III/V semiconductors using MOVPE,” J. Cryst. Growth, vol. 470, pp. 15–19, 2017. 
[194] I. P. Marko and S. J. Sweeney, “Progress towards III-V-Bismide Alloys for Near- and Mid-Infrared Laser 
Diodes,” IEEE J. Sel. Top. Quantum Electron., 2017. 
[195] L. Nattermann et al., “MOVPE growth of Ga(AsBi)/GaAs using different metalorganic precursors,” J. 
Cryst. Growth, vol. 426, pp. 54–60, 2015. 
 
193 
 
APPENDIX A: DILUTE BISMIDE SAMPLE DETAILS 
A.1 GaAsBi 
Sample # 
Bi 
concentration, 
x (%) 
GaAsBix 
thickness (nm) 
GaAs cap 
thickness (nm) 
Reference 
17622 1.0 67 - 
[195] 17743 1.5 195 20 
17744 1.5 18 45 
17424 1.8 38 18 [131] 
17140 3.5 60 - [121] 
17612 3.7 60 - 
[195] 
17832 4.2 60 - 
17225 4.5 20 20 
[121] 
17232 4.9 20 20 
 
A.2 GaNAsBi 
Sample # 
Bi 
concentration, 
x (%) 
N 
concentration, 
y (%) 
GaNyAs1-x-yBix 
thickness (nm) 
GaAs cap 
thickness (nm) 
Reference 
17424 1.8 0 38 18 
[131] 
17446 1.8 0.6 45 17 
17427 1.8 1.2 65 20 
17426 1.8 1.8 70 22 
 
A.3 GaPAsBi 
Sample # 
Bi 
concentration, 
x (%) 
P 
concentration, 
y (%) 
GaPyAs1-x-yBix 
thickness (nm) 
GaAs cap 
thickness (nm) 
Reference 
18195 4.4 20 122 20 
[48] 
18145 5.5 15 63 20 
18146 6.0 18 61 20 
18194 7.4 28 106 20 
 
194 
 
A.4 GaPBi 
Sample # 
Bi 
concentration, 
x (%) 
GaAsBix 
thickness (nm) 
Reference 
18442 1.3 59 
[133] 18449 3.7 50 
18454 8.3 39 
 
 
