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ABSTRACT Recently, experiments have shown that cyclin-dependent kinase (CDK) activity exhibits hysteresis in its
response to total cyclin when cyclin is made nondegradable and controlled externally. This observation was taken to support
mathematical modeling predictions regarding the underlying dynamics of the cell cycle. However, cell cycle dynamics can also
be generated by other nonhysteretic mechanisms. To examine the robustness of the hysteretic response of CDK activity to total
cyclin, we simulated various cell cycle signal transduction networks, and correlated the dynamics to the response function of
CDK activity versus total cyclin. By randomly searching the parameter space, we assessed robustness by estimating the
frequency of hysteretic versus nonhysteretic dynamical mechanisms. When the dynamical instabilities were caused by
feedback loops in CDK phosphorylation and dephosphorylation or by feedback between cyclin and the CDK inhibitor, the
response function of CDK activity versus total cyclin correlated well with the dynamical instabilities. However, when the
dynamical instabilities originated from feedback between cyclin and APC-CDH1 or RB-E2F, the response function did not
correlate with dynamical instabilities. Thus, although a hysteretic response is neither necessary nor sufﬁcient, it is in general
a much more robust mechanism for generating cell cycle dynamics than nonhysteretic mechanisms.
INTRODUCTION
During the cell cycle, a cell replicates its DNA (G1 and S
phases) and then undergoesmitosis (G2 andMphases). These
events are controlled by the periodic and ordered activa-
tion and inactivation of cyclin-dependent kinases (CDK)
(Nasmyth, 1996; Sherr, 1996) regulated by a complex sig-
nal transduction network with multiple feedback loops. Us-
ing mathematical modeling, Tyson and colleagues proposed
that a bistable/hysteretic relationship between CDK activity
and a parameter (Chen et al., 2000; Novak et al., 1998; Tyson
and Novak, 2001) or total cyclin (Novak and Tyson, 1993;
Tyson et al., 2002) caused the periodic oscillation in CDK
activity when coupled to negative feedback facilitating
cyclin degradation. However, Goldbeter (1991) has proposed
a limit cycle oscillation, generated by a steep but non-
hysteretic response of CDK activity to cyclin, coupled with
a delayed negative feedback loop, as the mechanism of cell
cycle dynamics. Earlier experiments in Xenopus laevis
extracts by Solomon et al. (1990) showed that a sudden
jump in CDK activity occurred when total cyclin reached
a critical value (Fig. 1 A), which seems to agree with
Goldbeter’s theory. Recently, however, Sha et al. (2003) and
Pomerning et al. (2003) revisited the experiments done by
Solomon et al. and showed that CDK activity suddenly
jumped up at one critical total cyclin concentration, but
jumped down at a lower critical value, forming a hysteresis
loop governed by the dynamics of bistability (Fig. 1 B).
Bistabilitywas also observed byCross et al. (2002) in budding
yeast cell cycle. These experiments support the mechanisms
proposed by Tyson and colleagues. In interpreting these
elegant theoretical and experimental studies, several impor-
tant questions arise. First, since either a steep sigmoidal
response (Goldbeter mechanism) or a bistable response
(Tyson mechanism) combined with negative feedback can
generate cell cycle dynamics, does the experimentally
observed bistable response between CDK activity and total
cyclin prove that the bistability mechanism is correct, or
merely favor its correctness?Moreover, how does the fact that
the experimentally observed hysteresis occurred under
conditions in which cyclin was mutated to be nondegradable
affect the interpretation? Second, since it is practically
important to identify system parameters that are measurable
experimentally and can be used to predict cell cycle dynamics,
would the lack of a bistable response between CDK activity
and total cyclin, if observed experimentally, exclude the
bistability mechanism? Finally, which mechanism is in-
trinsically more robust, i.e., resistant to noise and perturba-
tions? The signal transduction network of the cell cycle is
composed of interlinked signaling modules (Fig. 2 A), each
containing one or more feedback loops capable of generating
dynamics. Do both mechanisms remain valid and robust
under these conditions? In this study, we used mathematical
modeling and computer simulation to address these questions
by randomly searching the parameter space in the presence of
various signaling modules. We ﬁnd that although a hysteretic
response is neither necessary nor sufﬁcient, it is in general
a much more robust mechanism for generating cell cycle
dynamics than other mechanisms.
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METHODS AND RESULTS
Mathematical models and computer simulations
Models of signal transduction network were adopted from
previous studies (Hatzimanikatis et al., 1999; Qu et al., 2003a;
Tyson and Novak, 2001; Yang et al., 2004). The detailed
signaling pathways and the corresponding differential
equations are presented in the Supplementary Material for
each model. Since the regulation networks for cyclins (E, A,
and B) and CDKs (1 and 2) in higher eukaryotes are very
similar, here we study a generic network for cell cycle
signaling (Qu et al., 2003a; Yang et al., 2004). Fig. 2 A shows
the schematic plot of the signaling modules. The module
marked ‘‘Cyclin & CDK’’ is the module involving cyclin
complexing with CDK, which is phosphorylated and
dephosphorylated by CDC25, wee1, and CDK activating
kinase. CDC25, wee1, and CDK activating kinase are also
activated or inactivated by active cyclin-CDK complex,
forming positive feedback loops. These positive feedback
loops cause a variety of dynamical instabilities (Qu et al.,
2003a; Yang et al., 2004). The module marked ‘‘CKI’’ is the
CDK inhibitor regulation module. It couples to the Cyclin &
CDKmodule by binding to the active cyclin-CDKcomplex. It
has been shown (Qu et al., 2003b; Thron, 1999) that the
coupling between CKI and the cyclin-CDK complex can also
generate dynamical instabilities. The ‘‘APC-CDH1’’ module
couples to the Cyclin & CDK module through APC-CDH1,
which facilitates cyclin degradation. In addition, APC-CDH1
is inactivated by CDH1 phosphorylation by cyclin-CDK
(Morgan, 1999), forming a double negative feedback loop.
Tyson and others (Chen et al., 2000;Novak et al., 1998; Tyson
and Novak, 2001) showed that the feedback between cyclin
and CDH1 caused bistability. The ‘‘RB-E2F’’ module
couples to the Cyclin & CDK module as follows: active
cyclin-CDK phosphorylates RB, which frees E2F from RB
and allows free E2F to promote cyclin transcription, forming
a positive feedback (Dyson, 1998), which can also generate
dynamical instabilities (Qu et al., 2003b). The negative
feedback is facilitated by APC-CDC20 or SCF-SKP2 (the
‘‘APC-CDC20 or SCF-SKP2’’ module in Fig. 2 A). APC-
CDC20 or SCF-SKP2 is activated by active cyclin-CDK, and
the activated ones cause degradation of cyclin and other cell
cycle proteins (Peters, 1998), forming the negative feedback
loop. Note that the signaling modules sketched in Fig. 2 A are
used for general assessment; some of them may not exist in
certain species (e.g., neither ‘‘RB-E2F’’ nor ‘‘APC-CDH1’’
is relevant to Xenopus). Detailed signaling pathways for these
signalingmodules and the differential equations are presented
in the Supplementary Material.
Steady states of the systems were obtained either anal-
ytically (if possible) or numerically. The stability of the
steady state was analyzed by calculating the eigenvalues or
the Lyapunov exponents using standard linear stability anal-
ysis (Strogatz, 1994). Differential equations were numeri-
cally solved using the fourth-order Runge-Kutta methods.
Programs were coded in C language and MATLAB. We
FIGURE 1 (A) MPF (maturation promoting factor) activity versus cyclin
from Solomon et al. (1990) showing a sudden jump (see arrows) in MPF
activity as cyclin reached a critical value. (B) Experiments by Sha et al.
(2003) showing that the MPF (or CDC2) activity jumps up at one critical
value (d) but jumps down at another value (s), forming a hysteretic loop.
The experimental data points fall closely to the bistable curve from
a computer simulation.
FIGURE 2 (A) Schematic plots of different signaling pathways and their
couplings for cell cycle control to be simulated in this study. (B) Schematic
plots of the response curves (a) and their slopes (b), and the inversed re-
sponse curves (c) and their slopes (d).
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usually simulated 100,000 randomly chosen parameter sets
for each case. For each parameter set, we analyzed the
stability in the cyclin synthesis rate constant (ks,cyc) space.
One such assessment takes 72–96 h in CPU time in a
2.5 GHz Dell personal computer.
Linking the CDK activity response curve to
dynamical instabilities
We deﬁne the response curve as the functional relation
between active cyclin-CDK (x) and total cyclin (a). The re-
sponse curve was obtained either analytically or numerically
under the imposed condition of no cyclin synthesis or de-
gradation, with total cyclin as an externally controlled
parameter input. The response curve can be either monotonic
(e.g., sigmoidal) or nonmonotonic (e.g., bistable) (see Fig. 2
B a), depending on model parameters chosen. When the
response curve is sigmoidal, the slope (xa ¼ ðdx=daÞ) of the
curve increases to a maximum and then decreases. When
the response curve is bistable, the slope of the curve (lines
marked 1, 2, and 3 in Fig. 2 B b) crosses inﬁnity at the two
turning points (labeled as C1 and C2 in Fig. 2 B). To make
the slope numerically tractable, we inverted the axes to plot
total cyclin (a) versus active cyclin-CDK (x) as in Fig. 2 B c,
which we call the inverse response curve. After this change,
the slope (ax ¼ ðda=dxÞ ¼ 1=xa) for either sigmoidal or
bistable response curve decreases to a minimum then
increases. When the response curve is sigmoidal, the slope
is always positive, but when it is bistable, a negative segment
exists (Fig. 2 B d). Therefore, we can quantitatively describe
the response curve by the minimum slope (axmin).
In a simpliﬁed two-variable model, we analytically linked
the slope ax to the stability of the steady state. In computer
simulation of complex models, we ﬁrst randomly selected
a set of parameters and calculated the corresponding inverse
response curve and its minimum slope (axmin). Since the total
cyclin was externally controlled, cyclin synthesis rate (ks,cyc)
and degradation rates did not affect the value of axmin. For
the same random set of parameters and axmin, we then cal-
culated the steady state and analyzed its stability versus the
cyclin synthesis rate (ks,cyc). If instability was detected in
the ks,cyc range we gave, we recorded this case as unstable.
The percentage of the unstable cases versus the total cases
for the same axmin was calculated.
Analytical study of a two-variable model with
only one positive feedback loop
We previously developed a two-variable model for cyclin
and CDK regulation (Qu et al., 2003b), i.e.,
_x ¼ ðk51 f ðxÞÞy k6x  k7x;
_y ¼ ks;cyc  ðk51 f ðxÞÞy1 k6x  k2y; (1)
where y represents the free cyclin concentration, x the active
cyclin-CDK concentration, and f(x) represents CDC25
activity as a function of active cyclin-CDK (x). All rate
constants have the same meaning as in the previous study
(Qu et al., 2003b) except k1 was substituted with ks,cyc for
consistency. One widely used tool in nonlinear dynamics is
called nullcline in the variable space (Novak and Tyson,
1993; Tyson et al., 2001; Tyson and Novak, 2001). A
nullcline is a functional relation between two state variables
(e.g., active cyclin-CDK (x) versus free cyclin (y)) when the
time-rate-of-change of one variable is zero. By setting _x ¼ 0
in Eq. 1, we obtain the nullcline of x versus total cyclin
A(¼ x 1 y) as
AðxÞ ¼ x1 y ¼ x1 ðk61 k7Þx
k51 f ðxÞ : (2)
The steady-state solution (x0; y0) is an intersection of the
two nullclines (both _x ¼ 0 and _y ¼ 0 in Eq. 1), which can be
obtained from the two nullcline equations
y ¼ ðk61 k7Þx
k51 f ðxÞ ;
ks;cyc ¼ ½k21 k51 f ðxÞy k6x: (3)
Under the condition that cyclin is nondegradable and is
exogenously controlled ((k2¼ k7¼ ks,cyc¼ 0), we obtain the
following response relation between the total cyclin (a) and
the active cyclin-CDK (x) from Eq. 1 as
aðxÞ ¼ x1 y ¼ x1 k6x
k51 f ðxÞ; (4)
which is slightly different from the nullcline A(x). To link the
response curve to the stability of the steady state, we
analyzed stability of the steady state of Eq. 1, and obtained

















where a and b are
a ¼ k21 k51 k61 k71 f ðx0Þ  fxy0;
b ¼ k2ðk61 k7  fxy0Þ1 k7½k51 f ðx0Þ; (6)
where fx ¼ df ðxÞ=dxjx¼x0 . When the real part of one or both
of the two eigenvalues becomes positive, the steady state is
unstable. According to Eq. 5, if b , 0, one of the two
eigenvalues is positive and the other negative, which
indicates that the steady state is a saddle point originated
from the saddle-node bifurcation. If a, 0, for any b, the real
part of one or both eigenvalues becomes positive. Therefore,
when either a , 0 or b , 0, the steady state is unstable. To
link the stability of the steady state to the slope of the
response curve, we calculated the derivative of a(x) with
respect to x in Eq. 4, i.e.,
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ax ¼ 11 k6½k51 f ðxÞ  k6xfx½k51 f ðxÞ2
: (7)
Substituting fx by ax in Eq. 6 using Eq. 7, we obtain:
ax, 1 k6½k21 k51 f ðxÞðk61 k7Þ½k51 f ðxÞ (8)
for a , 0, and
ax, 1 k6 k7
k2 ðk61 k7Þ (9)
for b , 0. According to Eqs. 8 and 9, for the steady state to
be unstable ax has to be at least smaller than one. In other
words, the response curve must be a steep sigmoidal function
(xa¼ 1/ax. 1) or hysteretic (xa¼ 1/ax, 0) for instability to
occur leading to bistability and limit cycle. Depending on the
choice of parameters, a hysteretic response may not always
lead to bistability or limit cycle in the original system. For
example, if k2 k7, i.e., the degradation rate of cyclin bound
to CDK is much larger than that of free cyclin, and bistability
will not occur until ax reaches a larger negative number as
indicated by Eq. 9. But if k2  k7, bistability can occur even
when the response curve is sigmoidal (ax . 0).
When dynamical instabilities are caused by CDK
phosphorylation and dephosphorylation with
multiple positive feedback loops
The ability of CDK phosphorylation and dephosphorylation
systems to generate various dynamics (Aguda, 1999; Novak
and Tyson, 1993; Qu et al., 2003a,b; Tyson, 1991; Yang et al.,
2004) has beenwell-studied.Herewe address the issue of how
the response curve is related to the dynamics generated by
CDK phosphorylation and dephosphorylation. According to
the mathematical analysis above, a sigmoidal response curve
can lead to bistable dynamics, but a hysteretic response curve
may not always lead to bistable dynamics. Fig. 3 shows three
cases from the simpliﬁed model (see Fig. S3 in the
Supplementary Material). The left panels in Fig. 3 show the
response curves a(x) (black solid line), the nullclines A(x)
when no negative feedback was present (shaded solid line),
and limit cycle trajectories (dashed line) when the negative
feedback was present. Note that the total cyclin is an
externally controlled parameter when measuring the response
curve, but a state variable in the actual system.When cyclin in
the active cyclin-CDK complex was nondegradable, the
response curve was identical to the x nullcline (Fig. 3 A), but
when cyclin in the active cyclin-CDK complex was degrad-
able, the x nullcline was shifted to the right of the response
curve (Fig. 3, B and C). The right panels in Fig. 3 show the
bifurcation versus the cyclin synthesis rate (ks,cyc) with or
without negative feedback. The bistable dynamics result from
a saddle-node bifurcation (marked by SN1 and SN2 in Fig. 3),
whereas the limit cycle dynamics result from a Hopf
bifurcation (marked by H1 and H2 in Fig. 3). Fig. 3 A shows
a case in which a sigmoidal response curve leads to bistable
dynamics when no negative feedback was present, but
converted to limit cycle dynamics when negative feedback
was present. This case occurred when the degradation rate of
cyclin in the active complex was much smaller than the
degradation of free cyclin. Fig. 3 B shows a case in which
a bistable response curve leads to bistable dynamics when no
negative feedbackwas present, but limit cycle dynamicswhen
strong negative feedback was present. The limit cycle goes
around the bistable x nullcline, similar to a hysteretic cycle.
Fig. 3C shows a case in which a bistable response curve leads
to only limit cycle dynamics, either with or without negative
feedback. This case occurred when the degradation rate of
cyclin in the active complex was much larger than the
degradation of free cyclin.
Unlike the simple two-variable model, network models of
the cell cycle are high dimensional—it is impossible to study
stability analytically. In addition, most of the rate constants
are unknown, and may differ substantially between species.
FIGURE 3 Dynamics of a simpliﬁed network model. (Left panels)
Response curves (black solid lines), nullclines of active cyclin-CDK versus
total cyclin (shaded solid lines), and typical trajectories of limit cycle
(dashed lines). (Right panels) Steady state of active cyclin-CDK versus
cyclin synthesis rate ks,cyc with (shaded lines) or without (black lines)
negative feedback. The dashed portion of the lines is the unstable steady
state, which is either a saddle point (due to saddle-node bifurcation) or an
unstable focus (due to Hopf bifurcation). SN1 and SN2 mark the two saddle-
node bifurcation points and H1 and H2 mark the two Hopf bifurcation
points. (A) Sigmoidal response curve leads to bistable and limit cycle
dynamics. (B) Bistable response curve leads to bistable and limit cycle
dynamics. (C) Bistable curve leads only to limit cycle dynamics.
Hysteresis and Cell Cycle 1629
Biophysical Journal 88(3) 1626–1634
To assess the relation of the response curve to dynamical
instability in the network models, we used a numerical
approach in which we randomly searched the parameter
space. For the same axmin, we calculated the percentage for
the cases exhibiting steady-state instability versus the total
cases. In a previous study (Yang et al., 2004), we showed a
simpliﬁed scheme of CDK regulation, which was ﬁrst pro-
posed by Solomon and colleagues (Solomon et al., 1990;
Solomon and Kaldis, 1998); it represents well the dynamics
of the complex scheme (see Fig. S1 in the Supplementary
Material). Here, we use both the simpliﬁed and the complex
scheme to assess the role of the response curve. Fig. 4 A
shows the results for the simpliﬁed model. Without the
negative feedback, we detected instabilities (mostly through
saddle-node bifurcation) in almost 100% of the cases when
a(x) was a bistable function (axmin , 0). When a(x) was
a sigmoidal function, however, instabilities occurred only in
a portion of the cases. The maximum slope at which in-
stabilities occurred was 1, which agrees with the analytical
results in Eqs. 8 and 9. Adding the negative feedback into the
system reduced the percentage of the unstable cases but
a bistable response curve is critical (shaded line in Fig. 4 A).
In this case, the negative feedback converts the bistability
into a limit cycle, as we showed previously (Qu et al., 2003a;
Yang et al., 2004). In the parameter range studied, 95% of
the instabilities were limit cycle oscillations, and only 5%
were bistability. The incidence of limit cycles versus bi-
stability increased as the strength of negative feedback
increased. The numerical analysis of the complex model with
the negative feedback presence is shown in Fig. 4 B, and
yielded similar results to the simpliﬁed model.
Fig. 4 C shows the ﬁrst critical point for instability (xc1, the
x value at the points marked as either SN1 or H1 in Fig. 3)
versus the ﬁrst critical point (x9c1, the x value at the point
marked as C1 in Fig. 2 B) in the response curve without the
negative feedback (black points) and with the negative
feedback (shaded circles). With no negative feedback, the
data points distribute around the diagonal line with a least-
square ﬁt of slope 1. When the negative feedback is present,
the data points still distribute around the diagonal line but are
more scattered. These data show that the threshold point (C1)
in the measured response curve corresponds to the ﬁrst
bifurcation point of instability, which serves as a checkpoint
for cell cycle transitions.
When dynamical instabilities are caused by the
interaction between cyclin-CDK and CKI
The interaction between cyclin-CDK and CKI can generate
dynamical instabilities (Qu et al., 2003b; Thron, 1999), and
CKI also suppresses dynamics generated by the CDK
phosphorylation and dephosphorylation (Qu et al., 2003b).
Herewe investigatewhether the response curve still correlates
with the dynamical instabilities in the presence of CKI (the
detailed network model is shown in Fig. S4 in the Sup-
plementaryMaterial). Fig. 5A shows the percentage cases that
exhibited dynamical instabilities when the dynamics were
mainly generated by the CDK phosphorylation and de-
phosphorylation. CKI suppressed the dynamical instabilities
at a smaller negative slope of the response curve, but pro-
moted instabilities at larger negative slopes. We also assessed
the case that the dynamical instabilities are caused by positive
feedback between cyclin-CDK and CKI. In this case, the
positive feedbacks in the Cyclin & CDK module were
removed and the kinase activities of CDC25 and wee1 were
substituted by a constant. Fig. 5 B shows the percentage un-
stable case versus axmin, illustrating a similar distribution as
when the dynamics were generated by the feedback loops in
CDK phosphorylation and dephosphorylation. This explains
why CKI promoted instabilities at a larger negative slope of
the response curve in Fig. 5 A.
When dynamical instabilities are caused by the
feedbacks between cyclin and APC-CDH1
or RB-E2F
In addition to the positive feedbacks in CDK activation and
CKI regulation, other positive feedback loops can also cause
dynamical instabilities: APC complexes with two proteins,
CDC20 and CDH1. APC-CDC20 is activated by active
cyclin-CDK phosphorylation and APC-CDH1 is inactivated
FIGURE 4 (A) Percentage of cases that
dynamical instabilities are detectable in the
parameter space of cyclin synthesis rate ks,cyc.
The percentage was calculated by the total
cases that have dynamical instabilities in a bin
of axmin divided by the total cases analyzed in
the same bin. The black line (by connecting the
height of the bins) is the case with no negative
feedback and the shaded line is the case with
negative feedback. (B) The same as in A but for
a complex CDK phosphorylation and dephos-
phorylation network model. (C) The x value at
the ﬁrst critical point (C1 in Fig. 2) of the response curve versus the x value of the ﬁrst bifurcation point that instability begins, such as the SN1 or H1 in Fig. 3.
Black dots are for the case of no negative feedback and shaded circles are for the case with negative feedback.
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by active cyclin-CDK phosphorylation (Morgan, 1999;
Peters, 1998). Tyson and colleagues proposed that the
feedback facilitated by APC-CDH1 causes bistability, and
cell growth and negative feedback by APC-CDC20 results in
hysteretic cycling in their yeast cell cycle models (Novak
et al., 1998; Tyson and Novak, 2001). We and others
(Hatzimanikatis et al., 1999; Qu et al., 2003b) have shown
that the positive feedback between cyclin and RB-E2F can
also generate bistable and limit cycle dynamics. However,
the hysteresis observed in experiments (Pomerening et al.,
2003; Sha et al., 2003) occurred under the artiﬁcial condition
in which cyclin was nondegradable and the total cyclin was
externally controlled. Since there was no cyclin synthesis
or degradation, both APC-CDH1 (which promotes cyclin
ubiquitination and degradation) and E2F (which promotes
cyclin synthesis) cannot play any role in the response relation
in these experiments. In other words, the hysteresis observed
in those experiments could not have resulted from feedback
loops facilitated by APC-CDH1 or RB-E2F. To gain more
insights on how APC-CDH1 or RB-E2F may generate
dynamical instabilities, we analyzed two simple models,
similar to the model of Eq. 1.
To study how APC-CDH1 generates dynamical insta-
bilities, we made the following assumptions: 1), CDC25
activity was constant as k5, instead of [k5 1 f(x)] as in Eq.
1; 2), the activity of APC-CDH1 was a function (g(x)) of
active cyclin-CDK (x) and decreased as x increased, since
APC-CDH1 was inactivated after phosphorylation by
active cyclin-CDK; and 3), APC-CDH1 facilitated ubiq-
uitination of cyclin in both free and bounded forms. Then
we obtained the following differential equations based on
Eq. 1:
_x ¼ k5y k6x  k7x  k8gðxÞx;
_y ¼ ks;cyc  k5y1 k6x  k2y k9gðxÞy: (10)
By linear stability analysis of the steady state, we found




,  k5½k71 k8gðxÞ1 k9gðxÞ½k61 k71 k8gðxÞ½k5k61 k6k91 k7k91 2k8k9gðxÞx :
(11)
Bistability could occur when APC-CDH1 caused cyclin
degradation in either free form or bounded form or both, as
long as g(x) was a steep descending function of x. The
nullcline for the total cyclin and x obtained from the
differential equation for x is
AðxÞ ¼ ½k51 k61 k71 k8gðxÞx
k5
: (12)
If cyclin was nondegradable and total cyclin was con-
trolled externally (k7 ¼ k8 ¼ k9 ¼ ks,cyc ¼0), the response
relation between total cyclin and active cyclin-CDK was
aðxÞ ¼ ðk51 k6Þx
k5
; (13)
which increased linearly with x in a slope ax ¼
ðk51k6Þ=k5.1: In this case, the response relation a(x)
differs substantially with nullcline A(x). Since the non-
linearity comes from the regulation of APD-CDH1, the
response relation Eq. 13 has no relation with the dynamics
generated by APC-CDH1. Instead of showing hysteresis in
CDK activity versus total cyclin in their yeast cell cycle
models, Tyson and colleagues (Novak et al., 1998; Tyson
and Novak, 2001) showed hysteresis in CDK activity for
one or a combination of system parameters. However, it is
not clear how to design experiments to demonstrate such
hysteretic responses. An indirect method proposed by Angeli
et al. (2004) may be able to detect such bistabilities.
To analyze the effects of RB-E2F, we assumed that active
cyclin-CDK phosphorylated RB in multiple steps to free
E2F, so that the free E2F was a function (e(x)) of active
cyclin-CDK (x). Cyclin synthesis was proportional to free
E2F. Similar to the case of APC-CDH1, we have the
following differential equations:
_x ¼ k5y k6x  k7x;
_y ¼ ks;cyc1 k10eðxÞ  k5y1 k6x  k2y: (14)







The nullcline for total cyclin and x is
AðxÞ ¼ ðk51 k61 k7Þx
k5
: (16)
The same response relation as produced by Eq. 13 will be
measured. Again, since the nonlinearity comes from cyclin
FIGURE 5 Percentage of cases that exhibit dynamical instabilities versus
axmin when the CKI module was coupled to the Cyclin & CDK module. (A)
The dynamical instabilities were primarily due to the CDK phosphorylation
and dephosphorylation. The shaded line is the replot of the case with
negative feedback in Fig. 3 A. (B) The dynamical instabilities were due to the
feedback between cyclin-CDK and CKI alone.
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synthesis, the response curve has no relation to the dynamics
caused by E2F.
A full model with all feedback loops present
The signal network for cell cycle control includes multiple
feedback loops and signaling modules. To investigate the
relation between the response curve of CDK activity to total
cyclin and dynamical instabilities when these feedback loops
and signaling modules were coupled together, we carried out
simulation of the full model as shown in Fig. 2 A. We ﬁrst
show the percentage cases of instability versus the minimum
slope of the inversed response curve detected in the models
that has only one positive feedback loop facilitated either by
APC-CDH1 (see Fig. S5 in the Supplementary Material) or
by RB-E2F (see Fig. S6 in the Supplementary Material).
When the dynamical instabilities were generated by the
feedback between cyclin and APC-CDH1, 10% of the cases
exhibited dynamical instabilities (Fig. 6 A) in the param-
eter range we chose. When the dynamical instabilities were
generated by the feedback between cyclin and RB-E2F, 5%
of the cases exhibited dynamical instabilities (Fig. 6 B) in
the parameter range we chose. As we discussed above, the
response curve is a linear function of active cyclin-CDK; the
slope is always positive. Fig. 6 C shows the percentage cases
exhibiting dynamical instabilities versus the minimum slope
for the full model. When the response curve was bistable
(axmin , 0), instabilities were detected in a very high per-
centage of cases. When the response curve was sigmoidal
(axmin . 0), a signiﬁcant percentage of cases showed in-
stabilities. In fact, this percentage was roughly the sum-
mation of those shown in Fig. 6, A and B, indicating that
APC-CDH1 and RB-E2F were generating the dynamical in-
stabilities for positive slopes.
To further investigate how APC-CDH1 or RB-E2F
affected the dynamics generated by CDK or CKI regulation,
we chose the parameters so that neither module generated
dynamical instabilities when acting alone. In this case, no
dynamical instabilities were detected when the response
curve was sigmoidal, similar to the cases without APC-
CDH1 and RB-E2F present. Therefore, the response curve
still correlates with the network dynamics as long as the
APC-CDH1 or RB-E2F alone did not generate dynamical
instabilities.
DISCUSSION
In this study, we investigated the relationship between
dynamical instabilities and the response curve of CDK
activity to total cyclin, under conditions in which cyclin is
nondegradable, to address the questions posed in the In-
troduction. We found that when dynamical instabilities were
primarily generated by CDK phosphorylation and dephos-
phorylation, or by feedback between cyclin-CDK and CKI,
dynamical instabilities occurred in a high percentage of cases
when the response curve showedhysteresis, but only in a small
portion when the response curve was sigmoidal. Thus, ac-
cording to our analysis in this study and earlier studies (Novak
and Tyson, 1993), it is statistically very likely, although not
deﬁnitive proof, that CDK phosphorylation and dephosphor-
ylation are the cause for the bistable response seen in the
Xenopus experiments.
Not surprisingly, however, if the dynamical instabilities
were primarily generated by feedback between cyclin and
APC-CDH1 or by feedback between cyclin and RB-E2F, the
measured response curve of CDK activity versus total cyclin
bore no relation to the dynamical instabilities generated by
these feedbacks. In these cases, however, a bistable relation
usually existed between CDK activity and a system parameter
or a combination of parameters other than total cyclin, since
dynamical instabilities were still produced much more com-
monly by hysteretic responses than by sigmoidal responses in
the subcircuit responsible for generating the dynamics. In
budding yeast, Chen et al. (2004, 2000) proposed that hys-
teresis driven by feedback between cyclin and APC-CDH1
caused cell cycle dynamics, and their prediction of bistability
was conﬁrmed by Cross et al. (2002). This may be a species-
related difference, or because different phases of the cell cycle
use different subcircuits to generate dynamics. The hysteresis
in CDK activity in the experiments of Sha et al. (2003) and
Pomerening et al. (2003) was observed at the G2-to-M transi-
tion, based on the model predictions of Novak and Tyson
(1993, 1995). It is possible that hysteretic responses caused by
APC-CDH1 or RB-E2F may be important at the G1-to-S
FIGURE 6 Percentage of cases that
exhibit dynamical instabilities versus
axmin in various cases. (A) The dynamics
was caused by feedback between cyclin
and APC-CDH1 alone. (B) The dynamics
was caused by feedback between cyclin
and RB-E2F alone. (C) A full model as in
Fig. 2 A with the parameters being set
so that each feedback alone in the model
can generate dynamical instabilities.
1632 Han et al.
Biophysical Journal 88(3) 1626–1634
transition (Chen et al., 2000; Novak and Tyson, 1997; Qu
et al., 2003b). However, in higher eukaryotes, the regulation
of binding of cyclins E and A to CDK2 at the G1-to-S
transition is very similar to the regulation of binding of cyclin
B to CDK1 at the G2-to-M transition (Ciliberto et al., 2003;
Morgan, 1995, 1997; Novak and Tyson, 2004; Qu et al.,
2003a,b). Experiments at the G1-to-S transition, analogous to
those performed at the G2-to-M transition (Pomerening et al.,
2003; Sha et al., 2003), will be critical to resolve whether the
cell uses the same biological mechanism at both transitions.
We predict that if CDK2 activity exhibits a hysteretic re-
sponse to total cyclins E or A at the G1-to-S transition, then
CDK2 phosphorylation and dephosphorylation, or feedback
between cyclin-CDK2 and CKI, are likely to be the primary
cause of G1-to-S dynamics. Otherwise, RB-E2F or APC-
CDH1 subcircuits may be the primary cause.
Perhaps the most important ﬁnding in this study is that,
in general, a hysteretic response is a much more robust
mechanism for generating oscillatory cell cycle dynamics
than a sigmoidal (or ultrasensitive) response. That is, if a
subcircuit exhibits a hysteretic response, the probability that
a negative feedback loop can convert bistability to limit cycle
dynamics is much higher than if the subcircuit exhibits
a sigmoidal response. Thus, when dynamics are based on
a hysteretic response, a cell has a better chance of carrying out
its biological functions without making errors in the face of
much larger random parameter ﬂuctuations. This may be the
reason why hysteretic responses exist widely in many
biological signal transduction systems (Gardner et al., 2000;
Huang and Ferrell, 1996; Ozbudak et al., 2004; Xiong and
Ferrell, 2003). Multiple subcircuits exhibiting the same
dynamicsmay be an additionalmechanism bywhich complex
signaling networks create redundancy to ensure robustness
(Kitano, 2002). As an experimental strategy, identifying and
characterizing hysteretic relationships in subcircuits of
complex signaling networks (Kohn, 1999) is a promising
approach, as these relationships are likely to play key roles in
network dynamics.
SUPPLEMENTARY MATERIAL
An online supplement to this article can be found by visiting
BJ Online at http://www.biophysj.org.
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