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a b s t r a c t
Multi-reflection grazing incidence geometry, referred to asMGIXD, characterized by a small and constant
incidence angle, was applied to measure low surface stresses in very thin layers of Al–Mg alloy and CrN
coating. These two materials were selected in order to deal with the low and high levels of residual
stress, respectively. The influence of different mechanical treatments on residual stresses was studied for
Al–Mg samples. It was found that both rolling and mechanical polishing influence the distribution and
amplitude of residual stress in surface layers. In the case of CrN coating, a very high compressive stress
was generated during the deposition process. The stress distributions determined by the MGIXD method
is in good agreementwith the classic sin2 technique results for all studied samples. In performing stress
measurements for a powder sample, it was found that the application of the Göbel mirror in the incident
beam strongly reduces statistical and misalignment errors. Additionally, the root mean square values of
the third order lattice strain within diffracting grains were determined.
1. Introduction
Both the magnitude and the spatial distribution of residual
stress play key roles in the behaviour of materials subjected
either to heat treatment or plastic deformation. The residual stress
influences the fatigue response of solids, stress corrosion, and is
important for themanufacturingprocess of all products.Depending
on its direction and magnitude, the residual stress superimposed
with an external load can be destructive or beneficial to a com-
ponent. For example, the mechanical strength of a surface layer
is improved by machining, which creates a compressive residual
stress. The same type of stress increases fracture resistance and
minimises spalling of the coating. The opposite type of stress, ten-
sile residual stress, can accelerate the growth of the crack and cause
the coating’s destruction, when external loads are superimposed.
Diffraction methods are commonly used for determining
lattice elastic deformation and distortion (i.e., of macrostrains
and microstrains) from the displacement and broadening of the
diffraction peak [1–4]. The stress present in the near surface
volume can be measured using the standard X-ray sin2 method.
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However, this method is not advisable for the analysis of the
in-depth stress gradient, because the penetration depth of X-ray
radiation varies significantly during measurement. Therefore, the
grazing incidence X-ray diffraction geometry (GIXD) was applied
to measure residual stresses in thin surface layers [5–12]. In
this work one of the version of the GIXD method referred to as
the multi-reflection grazing incidence X-ray diffraction (MGIXD,
[10–12]) was used in the laboratory diffractometer equipped with
the Göbel mirror in the incident beam optics. Using this method,
it is possible to perform a non-destructive stress analysis for
different (and well defined) volumes below the surface of the
sample and the stress can be measured at very shallow depths
of a few micrometers. The main advantage of this method is that
apart from the residual stress the root mean square of the lattice
strain, caused by defects within polycrystalline material, can also
be determined using Williamson–Hall method [13,14].
The disadvantage of the MGIXD method was its low accuracy in
stress determination, when a classic line focus and a parallel plate
collimator in the reflected beam optics were used in the measure-
ment. For example the systematic error of about 50MPa for Fe
powder was reported in [10] (this value corresponds to 20MPa if
theAl elastic constants areused in theanalysis). This iswhyourpre-
vious measurements were performed only for samples with high
surface stresses [10,11]. Recently, the accuracy was considerably
improved using the Göbel mirror to collimate an incident beam. A
perfectly collimated parallel beam radically decreases the uncer-
tainty of the determined peak position and, consequently, one
reaches the accuracy of a few MPa for an Al powder sample. Due to
very goodprecision andhigh beam intensity, the newexperimental
setup can be applied to measure low surface stresses in thin layers.
The reproducibility of the experimental setup with the Göbel
mirror was already tested repeating measurements for different
powder specimens [12]. It was found that the difference between
the stresses measured using the MGIXD method was smaller than
15MPa for the Al powder. This value can be considered as the
uncertainty of measurements arising from misalignments of the
diffractometer and the sampleposition. Fromthemeasurementson
the powder samples and also from theoretical analysis it was found
that the important source of systematic error is the shift of 2 zero
value. The misalignment of the diffractometer equal to2 =0.01◦
leads to the fictitious stress of about 10–15MPa determined for
the Al stress-free powder. This error can be minimised by the care-
ful alignment of the diffractometer or the results obtained for the
studied sample can be corrected by using the powder diffraction
data.
The application of the MGIXD method is especially recom-
mended for determining of the in-depth stress gradients close to
the surface,which can significantly change the corrosion resistance
of the material [15]. This methodology can be also used to deter-
mine the stressdistribution in thinfilms. The latter stress influences
the fracture and spalling resistance of the coating.
In the present work we demonstrate the possibilities of the
MGIXD method on two examples of surface layers. The stress dis-
tribution is determined in a mechanically polished Al–Mg alloy
(isotropic elastic properties) and a CrN coating (anisotropic single
crystal elastic constants).
2. Experimental principles
2.1. Stress measurements using grazing incidence geometry
The standard method for stress determination (called sin2 ) is
based on themeasurement of interplanar spacing for various direc-
tions of the scattering vector [1–3]. These directions are defined by
 and  angles (Fig. 1a). Using diffraction, the mean interplanar
spacing 〈d(, )〉{hk l}, averaged over reflecting crystallites, is mea-
sured. As it has been mentioned, the orientation of the scattering
vector varies in this method, however the reflecting plane index
{hk l} is kept constant during strain measurements. Consequently,
different penetration depths of X-ray radiation appear for different
tilt angles  in standard geometry.
The multi-reflection grazing incidence geometry (MGIXD) is a
nondestructivediffractionmethod,whichcanbeused todetermine
lattice elastic distortion in the near surface layers of a material. The
characteristic feature of this method is a small and constant inci-
dence angle [10–12]. Consequently, the penetration depth of X-ray
radiation is well defined and does not change during the exper-
iment. Measurements are performed for different sets of {hk l}
planes using the appropriate values of 2{hk l} scattering angles. The
incidence angle ˛ is fixed during measurement, while the orienta-
tion of the scattering vector is characterized by the angle  {hk l}.
The  {hk l} angle depends on hk l reflection (2{hk l} angle) and on
a constant incidence angle ˛ (Fig. 1b):
{hk l} = {hk l} − ˛ (1)
Consequently, possible values of {hk l} angles are limited to the
number of hk l reflections used in the experiment.
In the case of the MGIXD method the measurements of inter-
planar spacings 〈d(, )〉{hk l} are performed in the near surface
volume, which is limited by radiation absorption. To define this
volume, the path of the X-ray beam through the sample must be
considered (Fig. 1b). The measured average interplanar spacings
〈d(, )〉{hk l} are equal to:
< d(, )>{hk l} =
t∫
0
d(, , z){hk l} exp[−l(z)]dz
t∫
0
exp[−l(z)]dz
and
l(z) = z
(
1
sin˛
+ 1
sin(2{hk l} − ˛)
)
(2)
where  is the linear coefficient of absorption and the above for-
mula can be used if ˛ »˛cr (˛cr is the critical angle for the total
external reflection [2]), z is a depth below the surface and the aver-
age is calculated over the volumeof all reflecting grains in the beam
path l(z)=a(z) +b(z) (see Fig. 1b), i.e. from the surface (z=0) to the
thickness of the coating (z= t). If the stresses are measured in a
monolithicmaterial or in a thick coating (comparing to penetration
of X-ray radiation) we assume that t→∞.
Eq. (2) is usually expressed in the equivalent form:
< d(, )>{hk l} =
t∫
0
d(, , z){hk l} exp(−z/)dz
t∫
0
exp(−z/)dz
and
 =
(

sin˛
+ 
sin(2{hk l} − ˛)
)−1
(3)
where “penetration depth”  is defined as the distance from the
sample surface, for which
(
1 − 1/e
)
= 0.63 part of total intensity
of the incident beam is absorbed.
The above average corresponds to the so called “information” or
“effective” depth z, which can be understood as the mean value of
z-depth weighted by an attenuation factor [8]:
z =
t∫
0
z exp(−z/)dz
t∫
0
exp(−z/)dz
=
⎧⎨
⎩  −
t exp(−t/)
1 − exp(−t/) forlimited t
 for t → ∞
(4)
When small˛ angles are used (i.e., for long incident beampaths,
i.e. a(z) » b(z) in Fig. 1b) the penetration depth can be approximated
by the expression  = sin˛/ (see Eq. (3)). Consequently both the
penetration depth  (Eq. (3)) and the information depth z (Eq. (4))
do not depend on 2 and related  (Eq. (1)) angles. The informa-
tion depths z vs. sin2 calculated for the MGIXD and the standard
method ( mode [1,2]) are shown in Fig. 2, where the materials
studied in thiswork are considered. It is visible that only in the case
of theMGIXDmethod, the information depth is almost constant for
a fixed small ˛ angle and for a large range of  angle. Moreover, it
is shown that stress can be measured for different layers under the
sample surface by setting different ˛ angle values (Fig. 2).
In theMGIXDmethod, the 〈d(, )〉{hk l} interplanar spacings are
measured in the directions defined by  and  angles for different
hk l reflections.Hence, theorientationsof the scatteringvectorwith
respect to the sample are strictly determined by Eq. (1), and the
Fig. 1. Orientation of the scattering vector with respect to the sample described by  and  angles (a) and the geometry of MGIXD method (b). The following symbols were
used:  is an angle between the scattering vectorK and a normal to the sample surface x3, ˛ is an incident angle, 2 is a diffraction angle, z is a depth below the surface, t
is the coating thickness and l= a+b denotes length of the beam path in the sample.
measurements can be done only for a few  angles. These exper-
imental data can be easily analysed in a multi-reflection method,
and the residual stress can be determined for every incidence angle
˛ [10–12]. In this procedure, the equivalent lattice parameters are
used (instead of 〈d(, )〉{hk l}):
< a(, )>{hk l} =
√
h2 + k2 + l2 < d(, )>{hk l} (5)
to determine the macrostress tensor. In the case of a quasi-
isotropic sample and when the forces perpendicular to the surface
are equal to zero, the interplanar spacing measured in the direc-
tion of scattering vector (K in Fig. 1a) is given by the well known
relation [3,11,12]:
< a(, )>{hk l} = [Fij(hk l, , )ij]a0 + a0, (6)
where ij is the average macrostress for the information depth z
(Eq. (4)) corresponding to a given incidence angle ˛ (see Eq. (2)), a0
is the strain free lattice parameter, while Fij(hk l,, ) are the stress
factors calculated for different hk l reflections related to different
 and  angles [3].
In this work, the free-surface self-consistent method [3] was
used to calculate the Fij(hk l,, ) stress factors from single crystal
elastic constants (given in Table 1) and experimentally determined
crystallographic textures. It should be underlined that Fij(hk l,, )
factors depend on the hk l reflection, especially for crystals having
Table 1
Single crystal elastic constants of aluminium (used also for Al–Mg alloy AA5083)
and CrN coating [18,19].
Material Single crystal elastic constants (GPa) Zener factor A
C11 C12 C44
Al 106.8 60.4 28.3 1.22
CrN 542 27 88 0.34
high elastic anisotropy characterized by the Zener factor (also
presented in Table 1):
A = 2C44
C11 − C12
(7)
Using the least square method for Eq. (6), the fitting parameters
(i.e., ij and a0) can be determined by minimizing a merit function
given by formula [16]:
	2 = 1
N −M
N∑
n=1
(
< a(n, n)>
exp
{hk l}−< a(n, n)>cal{hk l}
ın(< a(, )>{hk l})
)2
(8)
where < a(n, n)>
exp
{hk l} and < a(n, n)>
cal
{hk l} are experimental
and calculated equivalent lattice parameters determined using hk l
reflections, ın(< a(,  ) > {hk l}) is an experimental uncertainty of
the spacing < a(n, n)>
exp
{hk l} for the n-th measurement, N and M
Fig. 2. Information depth z vs. sin2 calculated from Eq. (4) for Al (a) and CrN (b) materials using Cu radiation. Results for the MGIXD (different angles) and for the standard
sin2 methods (mode) are shown. In the case of CrN the calculations correspond to the coating thickness equal to t=6m, while an infinite sample thickness was assumed
for aluminium.
are the numbers ofmeasuredpoints andfitting parameters, respec-
tively.
The value of 	2 is a measure of goodness-of-fit, i.e. [16]:
- 	2 =1 means that the “good fit” was obtained (it corresponds to
the fitting exactly within the limits of experimental uncertainty),
- 	2 <1 the uncertainties of experimental data ın(< a(,  ) > {hk l})
are overestimated,
- 	2 >1 the uncertainties of experimental data are underestimated
or calculated (theoretical) values< a(n, n)>cal{hk l} dependingon
stress factors Fij(hk l,, ) according to Eq.(6) are not accurate.
3. Experimental setup
X-ray stress determination requires a precise measurement of
diffracted peak positions. A perfectly collimated (parallel) beam
radically decreases errors of the determined peak position, caused
bya samplemisalignment.Watkinset al. showed thatparallel beam
optics significantly improves data quality, allowing for accurate
residual stress measurements [17]. In the present work, grazing
incidenceX-ray diffractionmeasurementswere carried outwithX-
Pert Philips X-ray diffractometer (Cu K radiation) equipped with a
Göbel mirror, in the incidence beam optics (Fig. 3). The experiment
was repeated for various incidence angles ˛ corresponding to dif-
ferent information depths z (see Eq. (2)). To verify the results of
grazing incidence measurements, the standard sin2 method in
modewas also applied. Due to variations of information depthwith
the angle, only approximated average values of zwere estimated
in the standard method.
In order to test the experimental setup, a set of preliminary
measurements was performed for the Al powder using two con-
figurations, i.e., the Göbel mirror (divergence 0.02◦) and a slit with
a divergence of 1/2◦ for the primary optics. In both cases a parallel
plate collimator (Soller collimator with divergence of 0.18◦) was
used in the reflected beam optics. In this case the 〈a(, )〉{hk l} vs.
sin2 plots were measured for  =0◦ and different incident angles
. The stress values determined using the least square method
(based on Eqs. (6) and (8)) are given in Table 2, while the corre-
sponding 〈d(, )〉{hk l} vs. sin2 plots are shown in Fig. 4. In the
analysis, the stress factors Fij(hk l,, ) were calculated from single
crystal elastic constants (Table 1) assuming random orientations of
powder grains.
In the analysis of experimental data it is important to take the
different sensitivity of the measured lattice strain on the value of
scattering angle 2{hk l} into account. In this work the fitting proce-
dure was based on Eq. (8), in which the uncertainty of equivalent
lattice parameters ın(< a(,  ) > {hk l}) are treated as the weight
in the calculation of the 	2 value. The ın(< a(,  ) > {hk l}) uncer-
tainty is calculated directly from the uncertainty of peak position
ın(2{hk l}), i.e.:
ın(< a(, )>{hk l}) =< a(n, n)>exp{hk l} cot({hk l})ın({hk l}). (9)
In the data analysis it can be assumed that that the ın(2{hk l})
uncertainty is equal to the standard deviation of the peak posi-
tion obtained from procedure of peak adjustment. However, these
values are very small (smaller than 0.01◦) and other experimental
errorsplayamore significant role, for example thosedue to themis-
fit of the sample position, defocusing ormisalignment errors. Errors
having different reasons are in fact unknown, therefore we decided
to assumea reasonable valueof peakpositionuncertainty, the same
for all reflections. As shown in Fig. 4 (see error bars) the values of
ın(< a(, ) > {hk l}), calculated using Eq. (9)with ın(2{hk l}) = 0.01◦,
are different for different 2{hk l}. This ensures different influences
of measured equivalent parameters < a(n, n)>
exp
{hkl} on the fit-
ting quality criterion (Eq. (8)) and consequently on the values of
the determined stresses. As seen in Fig. 4 the uncertainties ın(< a(,
 ) > {hk l}) are larger for lower a value of 2{hk l} scattering angle, i.e.,
the low 2{hk l} angle reflections affect the fitting results less than
those for which the scattering angle is higher (cf. Eq. (8)). It is also
important to estimate the uncertainty of the determined stresses
in the case of unknown the ın(2{hk l}) values. Therefore, regard-
less of the reasons of the experimental errors or inaccuracy of the
data treatment the stress uncertainties were calculated assuming a
“goodfit” forwhich	2 =1 [16] (in this aim the assumeduncertainty
ın(2{hk l}) was varied in order to obtain condition 	2 =1).
The values of 11 stress component determined for the Al pow-
der are compared for the two optics used. Moreover, the data
treatment was repeated applying two different conditions, i.e.,
using all measured reflections presented in Fig. 4 or excluding two
low 2 reflections {111} and {200}, for which < a(n, n)>exp{hk l}
deviate significantly from the theoretical values. The results of the
analysis are presented in Table 2. Small, but significant, values of
fictitious stresses (between −8 and −33MPa) were found, when
the slit was used. As the real stress for the powder sample is equal
to zero, the determined non-zero stresses can be treated as the
values of systematic uncertainty caused by the diffractometer or
sample misalignments. The latter uncertainties can be minimized
using parallel optics of the incident beam. The near zero values of
stresses measured in the Al powder (absolute values lower 5MPa,
see Table 2) show that the experimental errors were significantly
reduced by use of the Göbel mirror.
Comparing the results obtained with and without two low 2
reflections (i.e. {111} and {200}) it can be stated that a small
improvement of the results (lower fictitious stress and its uncer-
tainty) was obtained when the latter reflections were excluded
(Table 2). However, the difference is not significant because in our
data treatment the influence of the< a(n, n)>
exp
{hk l} values on the
fitting results decreases with the 2 angle. Therefore in the further
analysis even the data obtained with the low 2 angle will be used,
certainly with definitely smaller weight (Eqs. (8) and (9)).
For comparative purposes the results of standard sin2 method
( mode, 422 reflection) are also shown in Table 2. In this case, a
small value of uncertainty (less than 5MPa) was obtained for both
experimental setups.
4. Residual stress measurements
The diffractometer equipped with the Göbel mirror was used to
measure residual stresses in two very different types of samples,
i.e. in the mechanically treated surface of an Al–Mg alloy [15] and
in a CrN coating deposited at high temperature on a 4H13 steel sub-
strate [7]. As shown in Table 1, the first material exhibits a very low
anisotropy of single crystal elastic constants, i.e. the Zener factor
A is close to 1 for aluminium (due to the low contents of mag-
nesium, shown in Table 3, the Al elastic constants were used for
the Al–Mg alloy), while the elastic properties of the CrN crystals
are strongly anisotropic (A=0.34). Moreover, relatively low resid-
ual stresses were generated by the mechanical treatment in the
Al–Mg samples and very high stress is expected in the CrN coating
[20–22].
4.1. Residual stress in Al–Mg samples
The residual stress was measured in the Al–Mg alloy having
the chemical composition given in Table 3. The samples were pre-
pared from a sheet that was subjected to cold rolling followed by
an industrial stabilisation (in such an industrial process the anneal-
ing temperature is maintained between 50 and 200 ◦C). Next, the
materialwas annealed at 420 ◦C for 1.5h in a salt bath and cooled in
the air. Afterwards, a part of the material was cold rolled up to the
Fig. 3. Geometry of the MGIXD method (a) and parabolic Göbel mirror reflecting the parallel beam (b). The source of X-rays is placed in the focus F and the surface of the
mirror consists of nanolayers monochromating the reflected beam.
Table 2
Residual stress component11 determined for Al powder using twooptics of incidence beam:Göbelmirror and slit (stresses calculated excluding {111} and {200} reflections
compared with results obtained from all reflections).
Method ˛ [◦] and {hk l} information depth z¯ [m] primary beam configuration 11[MPa] all reflections 11[MPa] {111}, {200} excluded
Grazing incidence ˛=5◦ 5.8 Göbel mirror −5.0±3.0 −1.6±1.5
Slit −22.1±5.3 −16.0±5.3
˛=10◦ 10.8 Göbel mirror −3.1±3.2 −0.4±1.1
Slit −28.1±6.4 −33.3±5.6
˛=15◦ 14.9 Göbel mirror −3.0±4.4 −0.4±3.8
Slit −7.3±6.1 −8.6±7.3
Standard {422} 12–34 Göbel mirror −2.1±0.5
Slit −0.5±1.4
reduction of 92%. Finally, the surfaces of the not rolled (specimen
A) and rolled (specimen B) samples were mechanically polished
by hand polishing device ESC 200 GTL - ESCIL and emery papers
from 240 to 4000 grit, with 5 steps (240; 320; 600; 1200; 4000
grit). The surfacepreparation thatwasdone is a standard laboratory
treatment before corrosion analyses [15,23]. In industrial processes
polishing is used before some surface treatments as anodization
[23].
The average roughness parameters were similar for both sam-
ples and equal to approximately Ra = 0.4m. For both samples the
orientation distribution function (ODF [24]) characterizing crystal-
lographic texture was determined from pole figures {111}, {200}
and {220} measured using Co radiation (WIMV method for tex-
ture analysis was used [25]). The ODFs for initial sample (A) and
cold rolled sample (B) are shown in Fig. 5.
TheMGIXDand the standard sin2 methodswithparallel optics
(Göbel mirror) were used to determine residual stresses in the Al-
Mg alloy samples. The measurements were done for two directions
( =0◦ and  =90◦, see Fig. 1a) and for two incidence angles (˛=5◦
and ˛=15◦). Sample diffraction patterns obtained for the A and B
samples (˛=5◦) are shown in Fig. 6. The positions of the peakswere
determined by fitting pseudo-Voigt functions to the experimental
diffractionpeaks.Using theBragg relationandEq. (5) theequivalent
lattice parameters 〈a(, )〉{hk l} were calculated. The 〈a(, )〉{hk l}
vs. sin2 plots, presented in Figs. 7 and 8, show very good quality
of fitting the theoretical relations to the experimental data.
In the calculations of the stress factors Fij(hk l,, ), the ODFs
shown in Fig. 5 and the single crystal elastic constants of aluminium
(Table 1) were used [3]. It should be noted that in the case of low
anisotropy of the crystal elastic properties (A=1.22, Table 1) the
Fij(hk l,, ) factors do not depend significantly on the hk l reflec-
tions and on the crystallographic texture. Hence, the 〈a(, )〉{hk l}
vs. sin2 plots obtained using the MGIXD method are almost lin-
ear (similarly as for the standard sin2 method, when only one
reflection is used).
Two stress components,11 (along the rollingdirection) and22
(along the transverse direction), were determined for the depths of
5.8±0.2m and 14.2±2.0m in the case of the MGIXD method
and for the approximate depth between12 and34min the case of
the standard sin2 method (cf. ranges of information depth shown
in Fig. 2a). The in-depthdistributions of the stress below the sample
surface are shown in Fig. 9. It should be stated, that in spite of its
low spatial accuracy (large horizontal error bars for last points in
Fig. 9), the results of the standard sin2 method measurements
confirm the in-depth profile of stress distributions determined by
the MGIXD method.
Additionally, the diffraction peak profile was also analyzed for
Al–Mg samples. It is well known that the peak position is deter-
mined by macrostresses, while its broadening depends on the
density and structure of the defects inside polycrystalline grains
[4,13,14,26]. The comparison of the diffraction peaks (Fig. 6) shows
a low density of dislocation, i.e., narrow peak profiles, in the initial
sample (A), while broad profiles were measured for cold rolled one
(B; see Fig. 6). The advantage of the presented MGIXD method is
that diffraction peaks were measured for different reflections at a
given ˛ angle corresponding to a constant information depth. Thus
the quantitative analysis of the lattice strains caused by the lattice
defects canbeperformed. In thiswork theWilliamson–Hallmethod
Table 3
Chemical composition of aluminium alloy AA5083.
Element Mg Fe Si Mn Cr Zn Ti Cu Other
Concentration (%) 4.0–4.9 0.4 0.4 0.3–1.0 0.25–0.5 0.25 0.15 0.1 0.15
Fig. 4. Measured lattice parameters (points) and theoretical results of fitting (continuous lines) vs. sin2 for the Al powder sample obtained using the grazing incidence
method (a) for three angles ˛ and standard sin2 method (b). Experimental results determined for two configuration of the diffractometer, i.e. with the Göbel mirror or slit
in the incident beam optics are shown.
Fig. 5. Orientation distribution function (ODF) determined by X-ray diffraction for the Al–Mg samples: initial (a) and cold rolled (b). The sections through the Euler space
[20] with the step of 5◦ along the 2 axis are presented.
Fig. 6. Diffractograms for the studied Al-Mg samples (MGIXD with the incident angle ˛=5◦). Significantly smaller peaks broadening occurs in the initial sample A (a splitting
into K1 and K2 lines is visible) in comparison with the cold rolled sample B.
[13,14] was applied to determine the root mean square value of
the third order strain
√〈
ε2III
〉
characterizing the distortion of the
lattice within grains [4,13,14,26]. As shown in Table 4, the value
of
√〈
ε2III
〉
for the cold rolled sample (B) does not depend on the
depth. In the case of initial sample (A) the root mean square of the
third order strain cannot be determined because its contribution
to the peak broadening is too small in comparison with instrument
peak broadening.
The following conclusions concerning stress fields in different
Al–Mg samples can be drawn:
- nearly isotropic planar stresses (i.e., 11 =22) were found in the
polished initial sample (A), while 11 /= 22 occurred in the cold
rolled and the polished sample (B),
- the initial sample (A) exhibits a significant in-depth gradient
of stress characteristic for polished surfaces, while the approx-
imately constant stress was determined in the cold rolled and
polished sample (B),
- the cold rolling process introduced a significant change in the
microstructure of the material causing significant distortion of
the lattice within the grains (described by
√〈
ε2III
〉
, which can be
attributed to the lattice defects, mainly dislocations [26],
- significant texture evolution caused by the cold rolling process
was observed (Fig. 5).
4.2. Residual stress in CrN coating
This section presents the results of the diffraction measure-
ments of stress in the CrN film (6m thickness) deposited on the
4H13 steel substrate. The coating was obtained by means of the
arc-vacuum method in a nitrogen atmosphere at the pressure of
N2 equal to 3.5×10−2 mbar and the temperature of 450◦ C. The
average speed of deposition was 60nm/min. As a result, the coat-
ing exhibiting the average surface roughness Ra = 0.33mandfibre
crystallographic texture (ODF determined using Co radiation is
Table 4
Root mean square of third order strain
√〈
ε2
III
〉
for Al–Mg cold rolled sample B.
˛ [◦] Information depth z [m]
√〈
ε2
III
〉
[%]
5 5.8 ± 0.2 0. 19 ± 0.01
15 14.9 ± 2.1 0.17 ± 0.01
shown in Fig. 10) was produced. The advantage of the CrN film
is its high hardness, good oxidation resistance and a low friction
coefficient. Therefore it is used to coat cutting tools, and due to
a good biocompatibility, it can be applied to medical instruments
or to surfaces of joint replacements. Residual stress created during
the coolingof thedeposited layer to roomtemperature significantly
influences the strength of the coating. The favourable state of stress
in the film is the compressive stress that causes the closing of the
initiated cracks and prevents their propagation.
Stress measurements for the CrN layer were performed using
configuration with the Göbel mirror and the parallel plate col-
limator in the primary and secondary optics, respectively. The
diffraction pattern, presented in Fig. 11 for ˛=5◦ shows a large
broadening of the diffraction peaks. The root mean square values
of the third order strain
√〈
ε2III
〉
characterizing the distortion of
the lattice within the grains, calculated using the Williamson–Hall
method [13,14], are shown in Table 5 (cf. [27]). The values of√〈
ε2III
〉
are much larger than in the case of the cold rolled Al–Mg
alloy and they do not change vs. the information depth. The large
value of third order stresses can be attributed to the high level of
defects caused by high-energy ion deposition. It has been observed
in [28] that thewidth of the diffraction peak significantly decreased
due to the annealing of the similar samples.
The equivalent measured and theoretical lattice parameters lat-
tice 〈a(, )〉{hk l} vs. sin2 for ˛=5◦, 10◦ and 15◦ are shown in
Fig. 12. Due to the process symmetry, an isotropic planar stress
state (i.e., 11 =22) was assumed and the measurements were
performed only in one direction. The stress factors Fij(hk l,, )
were calculated using the single crystal elastic constants of CrN
(Table 1) and the ODF shown in Fig. 10. It can be noticed that a high
anisotropy of crystal elastic constants (A=0.34, Table 1) caused sig-
nificant nonlinearities of the 〈a(, )〉{hk l} vs. sin2 plots. Using our
methodology of data analysis based on Eq. (6) (where Fij(hk l,, )
factors are calculated for different hk l reflections) the experimen-
tal points are matched by the fitted data (lines). It can be concluded
Table 5
Root mean square of third order strain
√〈
ε2
III
〉
for CrN coating.
˛ [◦] Information depth z [m]
√〈
ε2
III
〉
[%]
5 1.17 ± 0.01 0.41 ± 0.06
10 1.73 ± 0.04 0.49 ± 0.05
15 2.00 ± 0.05 0.43 ± 0.08
Fig. 7. Measured lattice parameters (points) and theoretical results of fitting (continuous lines) vs. sin2 for two Al–Mg samples: only polished (a) and polished after cold
rolling (b). Results of the grazing incidence method for two angles ˛ and two  directions are shown.
Fig. 8. Measured lattice parameters (points) and theoretical results of fitting (continuous lines) vs. sin2 for Al–Mg samples ( =0◦ and 422 reflection). Results of the standard
sin2 method are shown for only polished (a) and polished after cold rolling (b) specimens.
Fig. 9. In-depth distribution of residual stress determined for Al–Mg samples determined by grazing incidence and standard methods. Results for only polished (a) and
polished after cold rolling (b) specimens are shown.
Fig. 10. Orientation distribution function (ODF) for CrN coating determined by X-
ray diffraction. The sections through Euler space [20] with the step of 5◦ along 2
axis are presented.
Fig. 11. Diffractogram for the studied CrN coating (MGIXD with incident angle 5◦).
Large diffraction peak broadening is shown for the 422 reflection.
Fig. 12. Measured lattice parameters (points) and theoretical results of fitting (continuous lines) vs. sin2 for the CrN coating. Results of the grazing incidence method are
shown for three angles ˛.
that the elastic anisotropy of the material was properly taken into
account. Additionally, the standard diffractionmeasurementswere
performed using 311 and 422 reflections. As shown in Fig. 13, the
linear nature of the 〈a(, )〉{hk l} vs. sin2 plot was obtained in
both measurements.
A high compressive stress, with a relatively small variation vs.
depth, was found in the CrN coating (Fig. 14). The stresses obtained
using the MGIDX and standard methods are very similar, however
in the standard method it is not possible to precisely determine the
depth forwhich the stress ismeasured (large horizontal error bars).
Our measurements reveal a large compressive stress in the CrN
layer. It results fromdifferent shrinking amplitudes of the CrN layer
and the steel substrate during cooling (their thermal expansion
coefficients are: ˛CTE = 6×10−6 K [29] and ˛CTE = 11−12×10−6 K
for steel substrate and for CrN coating, respectively [20,21]). It
should be noted that the observed important compressive stress
is caused not only by the temperature effect but also due to the
peeningof the growing coatingby accelerated atoms, interdiffusion
and the reactions with the substrate [21,28]. A similar level of the
stresses in the CrN coating deposited on the steel base was previ-
ously observed in [7,21,28]. As already mentioned, this stress state
enhances the fracture resistance and the strength of the coating.
Fig. 13. Measured lattice parameters (points) and theoretical results of fitting (continuous lines) vs. sin2 for the CrN coating. Results of standard sin2 method are shown
for 311 and 422 reflections.
Fig. 14. In-depth distribution of residual stress determined for CrN coating deter-
mined by grazing incidence and standard methods.
5. Discussion and general conclusions
The multi-reflection method of the experimental data analysis
was used for the determination of residual stresses using the
multireflection grazing incidence geometry (the MGIDX method).
In this technique the interplanar spacings 〈d(, )〉{hk l} are mea-
sured for different orientations of the scattering vector. The stress
state can be determined for a chosen material layer, at a given
distance below the sample surface, which can be changed easily. In
contrast, in the standard sin2 method the depth of measurement
is not strictly determined, because it changes during measurement
(large horizontal error bars in Figs. 9 and 14). This method is
not applicable for the analysis of in-depth stress heterogeneity if
additional assumptions are not introduced.
Using parallel beam optics it was possible to increase the accu-
racy of the lattice strain measurements by X-ray radiation. The
analysis of the experimental results performed in this work for
the powder sample proved that the Göbel mirror installed in the
primary optics of diffractometer can significantly reduce the uncer-
tainty of the determined stresses.
It was shown that for different crystal anisotropies and various
surface treatments, themulti-reflectionmethodcanbe successfully
applied to interpret the grazing incidence results. Both for elasti-
cally isotropic (Al–Mg alloy) and strongly anisotropic (CrN) crystals
the 〈a(, )〉{hk l} vs. sin2 plotswere correctly predicted,when the
diffraction elastic constants were calculated by the self-consistent
method used for the sample surface (the free-surface method in
which the crystallographic texture is taken into account [3]).
The residual stresses, measured using the grazing incidence
geometry, were completed by the standard measurements and a
very good accordance of the stress was found for both methods,
especially when the stress value did not change significantly with
the informationdepth (Figs. 9b and14). It should be stated that only
MGIXD method provides a special resolution enough to observe
the stress gradient (Fig. 9), while only the mean stress for large
range of information depth can be obtained from the standard
method.
The advantage of themulti-reflection grazing incidencemethod
is that the diffraction peaks for many reflections are measured.
Therefore not only the stresses but also the peak broadening can be
analysed (using the Williamson–Hall method for example). In the
present work, for the first time the macroscopic residual stress ()
as well as the third order lattice strain
√〈
ε2III
〉
(within polycrys-
talline grains) were determined for different information depths
using the MGIXD method.
The MGIXD and the standard sin2 methods were applied to
measure stresses in the mechanically processed Al–Mg alloy. The
results show that the stress field in the surface layer as well as
the microstructure (density of dislocation) depend strongly on the
sample preparation. In the case of the as received material (spec-
imen A), mechanical polishing generated stress gradient in the
surface layer, while not significant changes in microstructure were
observed after this treatment. The stress components measured in
two perpendicular directions are very similar. On the contrary, the
stress components in the rolling and transverse directions are dif-
ferent and the almost constant in-depth profile of stress was found
for the cold rolled sample B. Moreover, the microstructure of the
rolled samplewas significantly changed and ahigh value of
√〈
ε2III
〉
was found. A very high residual compressive stress, which does not
change significantly with depth, was measured in the CrN coating.
These results can be explained due to the difference in the shrink-
ing of the coating and the base material during the sample cooling.
Additionally, the stress is generated by the peening of the film by
accelerated atoms, diffusionand the reactionsprocesses.Moreover,
a large value of the measured third order strains
√〈
ε2III
〉
in the CrN
coating is caused by high-energy ion deposition.
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