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Abstract
The mean Poincare´ recurrence time as well as the Lyapunov time are measured for the Fermi-Ulam model. We confirm the mean
recurrence time is dependent on the size of the window chosen in the phase space to where particles are allowed to recur. The
fractal dimension of the region is determined by the slope of the recurrence time against the size of the window and two numerical
values were measured: (i) µ = 1 confirming normal diffusion for chaotic regions far from periodic domains and; (ii) µ = 2 leading
to anomalous diffusion measured near periodic regions, a signature of local trapping of an ensemble of particles. The Lyapunov
time is measured over different domains in the phase space through a direct determination of the Lyapunov exponent, indeed being
defined as its inverse.
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1. Introduction
Diffusion of particles has intrigued scientists of different ar-
eas over the years. Applications are the wider as possible rang-
ing from medicine [1] where a specific medical or chemical
drug diffuses in blood to reach its destiny, water infiltration [2]
in the surface of the planet caring chemical elements from pesti-
cides to the water table, pollen diffusion of plants [3], pollution
in air [4] or in water [5] and many others. In dynamical systems
diffusion can be treated as via the solution of the diffusion equa-
tion [6] leading to results proving scaling invariance in chaotic
systems [7]. Moreover, diffusion in Hamiltonian systems is also
connected to Poincare´ recurrence [8] which is defined as the
time a particle spends moving along the phase space to return
to a specific region to where it has passed earlier. It is known
[9] that such a time obeys specific laws that confirm the exis-
tence of stickiness [10] and hence anomalous diffusion [11] or
normal diffusion [12].
Whenever observing stickiness, chaotic dynamics is also
present. One of the basic tools to measure chaotic properties
in nonlinear systems is the Lyapunov exponent λ [13]. It is
based on the average separation in time of two nearby initial
conditions. A characteristic time associated with it [14] is the
Lyapunov time tL = 1/λ. Moreover in Hamiltonian chaos the
Liovuille’s theorem [15] warrants area preservation in the phase
space. In mixed systems where chaos coexists with periodic
islands and invariant tori in the phase space, a particle in the
chaotic domain can not cross through the invariant tori nor get
into the islands. This implies that once in the chaos, always in
the chaos. It also yields in to an important property that a given
particle may recur to a certain region in the phase space and
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that the time it spends to return to a specific domain is called as
Poincare´ recurrence time tr. This characteristic time depends on
the size of the region and on the type of the dynamics nearby it.
The slope of the curve given by tr plotted against the size of the
region gives the fractal dimension of the set of points of such a
region and marks the kind of diffusion measured. In this paper
we revisit the Fermi-Ulam model [16] and we are seeking to
understand and describe the behavior of the two characteristic
times mentioned above, namely the Lyapunov and the Poincare´
recurrence times.
The model is composed of a particle confined to move inside
of two rigid walls where one of them is fixed while the other
one moves periodically in time. Collisions are assumed to be
elastic in the sense that there is no lose of energy upon the im-
pacts, hence the area of the phase space is preserved. When the
particle has very low energy1 the elapsed time between impacts
is large. Hence there is no correlation between the phase of the
moving wall at the impact n as compared to the phase at the im-
pact (n + 1). The absence of correlation between phases leads
the velocity of the particle to grow. For the low energy regime a
particle exhibits chaotic dynamics while with the growth of the
velocity correlations between phases appear producing regular-
ity in the phase space where islands of stability as well as in-
variant tori are observed. The lowest energy invariant spanning
curve has crucial importance in limiting the size of the chaotic
sea preventing the unlimited diffusion of the chaotic dynamics.
This unlimited diffusion was believed to be observed in dynam-
ical systems produced by collisions of an ensemble of particles
with moving periodic boundary leading to a phenomena called
as Fermi acceleration. The existence of the invariant spanning
1We mention as very low when the energy of the particle is comparable
with the energy of the moving wall, i.e., the velocity of the particle has the
same magnitude of the maximum velocity of the moving wall.
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curve prevent this unlimited growth. It also imposes an interest-
ing scaling invariance of the chaotic sea [17] near a transition
from integrability to non integrability [18].
The paper is organized as follows. In Section 2 we discuss
the mapping and the properties of the phase space. Some prop-
erties of the Lyapunov exponent as well as the Lyapunov time
are discussed in Section 3. The Poincare´ recurrence time is
discussed in Section 4 while discussions and final remarks are
drawn in Section 5.
2. The model, the mapping and the phase space
The Fermi-Ulam model is composed of a classical particle
confined to move inside of two rigid walls. One is considered
fixed at x = ℓ while the other is periodically moving whose po-
sition is given by xw(t) = X0 cos(ωt) where X0 is the amplitude
of the motion and ω is the frequency of oscillation. The particle
experiences elastic collisions with the wall. The dynamics of
the particle is given by a two dimensional, nonlinear and area
preserving mapping describing how the velocity of the particle
and phase of the movingwall transform from the impact n to the
impact n+1. The version of the model we consider in this paper
is the so called static wall approximation [19]. It assumes that,
because of the small range of values considered for the con-
trol parameter X0, both walls are considered fixed. However
when a particle collides with one wall at the left it suffers an
exchange of energy and momentum as if the wall were moving.
This version of the model retains the majority of the proper-
ties of the whole version where the moving wall is taking into
account, including localization of the periodic regions, determi-
nation of the position of the invariant spanning curves and the
scaling produced by it [17]. However there is a huge advan-
tage of speeding up the numerical simulations the static wall
approximation has as compared to the complete model where
transcendental equations are compulsory to be solved.
Considering a set of dimensionless variables such as ε =
X0/ℓ, Vn = vn/(ωℓ) with vn representing the velocity of the
particle and φ = ωt the mapping describing the dynamics of the
model is written as
T :
{
φn+1 =
[
φn +
2
Vn
]
mod 2π
Vn+1 = |Vn − 2ε sin(φn+1)|
, (1)
where the absolute value in the second equation was introduced
as an attempt to avoid that, after a collision, a particle has neg-
ative velocity [20].
The phase space of the model is shown in Figure 1 for the
control parameter ε = 10−3. It is easy to note a mixed struc-
ture of it including the presence of a large chaotic region co-
existing with periodic structures such as elliptical islands and
also invariant spanning curves. There are four regions in the
phase space identified in the figure corresponding to the do-
mains we are considering in the investigation along this paper.
The size of the chaotic sea is marked by the minimal region
as the lowest velocity of the wall while the upper limit is deter-
mined by the smallest velocity energy invariant spanning curve.
Above the curve one observe local chaos while below of it there
Figure 1: Plot of the phase space for the static wall approximation of the Fermi-
Ulam Model. The control parameter used was ε = 10−3.
is global chaos. According to the Chirikov criteria [8], the
last invariant spanning curve broken in the so called Standard
Mapping [8] happens at a critical parameter Kc  0.9716 . . ..
The standard mapping is written as In+1 = In + K sin(θn+1)
and θn+1 = (θn + In) mod 2π. When the second equation
of the mapping (1) is written replacing Vn = V
∗ + ∆Vn with
(∆V)/V∗ ≪ 1 and Taylor expanding it till first order and that
when compared with the equations of the standard mapping
leads to V∗ = 2√
0.9716...
√
ε. The exponent heading ε plays a
major rule on the regime of growth and saturation of the curves
for the average velocity. As discussed in Ref. [17], the expo-
nent of the curves of V¯sat ∝ εα with α = 1/2 which is one of the
three critical exponents. The exponent marking the diffusion
for low velocity is V ∝ (nǫ2)β with β = 1/2. The last exponent
is obtained by a scaling law z = α/β − 2.
In the next section we discuss the characteristic Lyapunov
time based on the results for the positive Lyapunov exponent.
3. The Lyapunov Time
In this section we discuss our results for the characteristic
Lyapunov time, which is defined as the inverse of the positive
Lyapunov exponent. Indeed the Lyapunov exponent is a com-
mon measure to estimate how chaotic a system is. A positive
Lyapunov exponent yields in an exponentially fast spread of
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two very near initial conditions in the phase space. For a two
dimensional mapping they can be obtained [21] using the eigen-
values of the Jacobian matrix
λ j = lim
n→∞
1
n
ln |Λ( j)n |, (2)
with j = 1, 2 where Λ
( j)
n correspond to the eigenvalue of the Ja-
cobian matrix M = Πn
i=1
Ji(Vi, φi) = JnJn−1Jn−2 . . . J2J1. Since
the convergence of the Lypaunov exponent is observed for large
n the accumulation of the product of the Ji matrices may lead to
overflow in their coefficients hence making hard the estimation
of λ. The triangularization algorithm avoid such a trouble. It
consists of rewrite J as J = ΘT with Θ being an orthogonal
matrix obeying the property of Θ−1 = ΘT and T is a triangular
matrix. Therefore this leads to
Θ =
(
cos(θ) − sin(θ)
sin(θ) cos(θ)
)
,
with
T =
(
T11 T12
0 T22
)
.
We notice the matrix M can be written as
M = JnJn−1Jn−2 . . . J2J1,
= JnJn−1Jn−2 . . . J2Θ1Θ−11 J1. (3)
Defining T1 = Θ
−1
1
J1 and J˜2 = J2Θ1 the coefficients of T1 are(
T11 T12
0 T22
)
=
(
cos(θ) sin(θ)
− sin(θ) cos(θ)
) (
j11 j12
j21 j22
)
.
From T21 = 0 we end up with 0 = − j11 sin(θ)+ j21 cos(θ) yield-
ing in
j21
j11
=
sin(θ)
cos(θ)
. (4)
Instead of using θ = arctan( j21/ j11) which is rather expensive
numerical function, we use the expressions of sin(θ) and cos(θ)
directly from J, hence
cos(θ) =
j11√
j2
11
+ j2
21
, (5)
sin(θ) =
j21√
j2
11
+ j2
21
. (6)
The expressions for T11 and T22 can be written as T11 =
j11 cos(θ) + j21 sin(θ) and also T22 = − j12 sin(θ) + j22 cos(θ)
producing the following expressions
T11 =
j2
11
+ j2
21√
j2
11
+ j2
21
, (7)
T22 =
j11 j22 − j12 j21√
j2
11
+ j2
21
. (8)
Once T11 and T22 are known the matrix J˜2 is given by J˜2 = J2Θ1(
j˜11 j˜12
j˜21 j˜22
)
=
(
j11 j12
j21 j22
) (
cos(θ) − sin(θ)
sin(θ) cos(θ)
)
.
Figure 2: Plot of the time evolution of the positive Lyapunov exponent for the
regions marked in the phase space of figure 1. The control parameter used was
ε = 10−3. Each initial condition was evolved up to n = 108 collisions with the
walls.
The procedure is then repeated for the second iteration, and
third and any further iteration of the mapping until the com-
plete series of matrices is exhausted. The Lyapunov exponents
are then given by
λ j = lim
n→∞
n∑
i=1
ln |T (i)
j j
|, j = 1, 2. (9)
Figure 2 shows the converge of the positive Lyapunov ex-
ponent using the algorithm discussed above for the specific re-
gions defined in the phase space. Region 1 is marked as the
red color in the Figure and is evolved from the initial condi-
tion (φ0 = 1.000,V0 = 0.025), while region 2 marked as green
is for (φ0 = 1.000,V0 = 0.090), blue is for region 3 with
(φ0 = 3.170,V0 = 0.080) and finally magenta is for region 4
obtained for (φ0 = 0.200,V0 = 0.080). A chaotic domain leads
to a convergence of λ = 1.665(3) while periodic regions lead
to Lyapunov exponent converging to null value. Table 1 sum-
marizes both the Lyapunov exponent as well as the Lyapunov
time which is defined as the inverse of the Lyapunov exponent
tL = 1/λ. It is important to notice that for the chaotic regions
(R1 and R4) the Lyapunov time is relatively short, so returning
to Lyapunov time concept it is clear that for these regions the
map quickly shows a chaotic behavior. However for the regions
near the islands of stability (R2 and R3) the Lyapunov time is
significantly large indicating absence of chaos. We emphasize
both λ and tL were calculated for a finite number of iterations
of 108.
Figure 4 shows a plot of tL vs. ε. Each point of the curve
was obtained after a long simulation of 108 iterations for the
calculation of λ. One sees that tL increases, in the average, with
the increase of ε. The regime of growth for tL is slow at the
beginning and speeds up for ε > 10−1. The latter window of
control parameter the static wall approximation has severe lim-
itations since the movement of the time dependent wall would
3
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Figure 3: (a) Plot of an expanded region of the phase space shown in Fig. 1 where the two largest islands are observed, one below and other above the first invariant
spanning curve. (b) Plot of the same region of (a) with the color scale representing in logarithmic scale the mean Poincare´ recurrence time 〈tr〉.
Table 1: Numerical values of λ and tL for the regions indicated in the phase
space of the figure 1.
Regions λ tL = 1/λ
R1 1.665(3) 0.600(1)
R2 1.598(1)× 10−6 62(5) × 105
R3 4.258(3)× 10−7 2348(4) × 103
R4 6.627(4)× 10−2 15.089(9)
indeed affects the shape of the phase space leading to frequent
non physical situations.
4. The Poincare´ Recurrence Time
In this section we discuss the Poincare´ recurrence time. The
essence is simple and consists in determine the time a particle
which left a given region of the phase space returns to a point
δ-close to that region. An orbit in the phase space is said to
recur to an Iδ interval if, once it starts at point
−→x 0 ∈ Iδ, ∀δ with−→x 0 = (V0, φ0) there is a time t∗ such that, after t∗, the orbit is at
a distance |−→x t∗ − −→x 0| ≤ δ, hence −→x t∗ ∈ Iδ (see Ref. [22]). Fig-
ure 3(a) shows an expanded domain of the phase space plotted
in Figure 1 where two period-1 islands are present being one
below and another above of the first invariant spanning curve.
We notice also that in between them there is a chain of smaller
islands and some chaotic regions around them hence character-
istic of a mixed phase space. Figure 3(b) plots the same region
of Figure 3(a) but with the color scheme defined as the mean
Poincare´ recurrence time 〈tr〉 plotted in logarithmic scale. From
figure 3(b) it is possible to notice a separation of two regions of
the phase space, one in blue (dark gray) indicating that 〈tr〉 is
between 105 and 106 while in the second, in orange (light gray),
giving 〈tr〉 between 103 and 104 iterations. It is worth mention-
ing that the stickiness phenomenon can affect the recurrence
time. This is because the orbit stays stuck in the certain region
Figure 4: Plot of the numerical value of tL as a function of ε measured for a
chaotic region of the phase space.
of the phase space until it escapes such domain and eventually
returns to a position close to the initial condition. This can be
confirmed looking at figure 3(b) and seeing that near the is-
lands where stickiness is observed the recurrence time is longer
as compared to other regions and clearly identified in the color
scale.
Other interesting physical measure from the Poincare´ recur-
rence time is linked to the fractal dimension of the region since
a power law fitting of 〈tr〉 vs. ǫ gives an exponent which is the
absolute value of the fractal dimension dw whenever the limit
of ǫ → 0 is considered [23]. The parameter ǫ corresponds to
the size of the recurrent window in the phase space. The rela-
tionship between tr and the chosen region is given as
〈tr〉 =
1
ǫdw
, (10)
where dw is the fractal dimension and ǫ the side of the box [23].
4
Figure 5: Plot of the average Poincare´ recurrence time 〈tr〉 as a function of the
size of the recurrence interval ǫ, for the different regions indicated in figure 1.
It is shown in figure 5 a plot of 〈tr〉 vs. ǫ where two different
slopes are observed. For the curves related to the initial con-
ditions given in the chaotic regions a power law fitting gives
a decay with slope ≈ −2 while for the initial conditions given
in the regions on the periodic islands the slope of the decay is
≈ −1. The fractal dimension is related to the diffusion coeffi-
cient µ through the following equation [23]
dw =
2
µ
. (11)
When the initial conditions are located along the islands of pe-
riodicity, dw = 1 yielding µ = 2 which is a signature of anoma-
lous diffusion. On the other hand for initial conditions placed
in the chaotic region, dw = 2 leading to µ = 1 and one observed
the chaotic orbits experience normal diffusion.
5. Discussion and Final remarks
Let us now discuss the implications of the results obtained.
Unlike to what happens for the standard map where the Lya-
punov exponent λ increases as the nonlinearity increases [23],
in the Fermi-Ulammodel the Lyapunov exponent decreases and
consequently, the Lyapunov tL time increases with the increase
of the nonlinearity. This is due to the fact that in the standard
map the increase in the nonlinearity parameter causes the invari-
ant curves and stable structures to be destroyed and chaos dom-
inate over the system, whereas in the Fermi-Ulam model, the
increase in the nonlinearity does not break the invariant span-
ning curve. Chaotic sea is scaling with the localization of the
first invariant spanning curve hence of the type
√
ε.
Regarding the Poincare´ recurrence time tr the results found
by [23] for the standard map were also observed in the Fermi-
Uam model confirming 〈tr〉 scales with ǫ which is the size of
the recurrence domain. For chaotic regions the slope obtained
is about µ = 2 while for periodic regions is µ = 1.
As a final remark, we have measured both the Lyapunov tL
time as the inverse of the Lyapunov exponent for different re-
gions of the phase space. The average Poincare´ recurrence was
confirmed to be dependent on the size of the recurrent window
and where the initial condition was given. A power law fitting
of 〈tr〉 vs. ǫ gives a slope of −2 for initial conditions taken in
chaotic region while yields a slope of −1 for periodic domains.
We saw that dw =
2
µ
, so that in the chaotic regions the diffusion
exponent converges to µ = 1 and within the stability islands
µ = 2.
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