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Abstract
In this paper we prove new constructive coercivity estimates for the Boltzmann collision operator without cutoff, that is for
long-range interactions. In particular we give a generalized sufficient condition for the existence of a spectral gap which in-
volves both the growth behavior of the collision kernel at large relative velocities and its singular behavior at grazing and frontal
collisions. It provides in particular existence of a spectral gap and estimates on it for interactions deriving from the hard potentials
φ(r) = r−(s−1), s  5, or the so-called moderately soft potentials φ(r) = r−(s−1), 3 < s < 5 (without angular cutoff). In particular
this paper recovers (by constructive means), improves and extends previous results of Pao [Y.P. Pao, Boltzmann collision operator
with inverse-power intermolecular potentials. I, Comm. Pure Appl. Math. 27 (1974) 407–428; Y.P. Pao, Boltzmann collision oper-
ator with inverse-power intermolecular potentials. II, Comm. Pure Appl. Math. 27 (1974) 559–581]. We also obtain constructive
coercivity estimates for the Landau collision operator for the optimal coercivity norm pointed out in [Y. Guo, The Landau equation
in a periodic box, Comm. Math. Phys. 231 (2002) 391–434] and we formulate a conjecture about a unified necessary and sufficient
condition for the existence of a spectral gap for Boltzmann and Landau linearized collision operators.
© 2007 Elsevier Masson SAS. All rights reserved.
Résumé
Nous démontrons dans cet article de nouvelles estimations constructives de coercivité pour l’opérateur de collision de Boltzmann
sans troncature angulaire, c’est-à-dire pour des interactions à longue portée. En particulier nous donnons une condition suffisante
généralisée pour l’existence d’un trou spectral, qui fait intervenir à la fois la croissance du noyau de collision pour les grandes
vitesses relatives et l’ordre de la singularité angulaire pour les collisions rasantes et frontales. Cette condition permet en particulier
de démontrer l’existence d’un trou spectral et en donne une estimation dans le cas d’interactions dérivant d’un potentiel dur
φ(r) = r−(s−1), s  5, ou d’un potentiel modérément mou φ(r) = r−(s−1), 3 < s < 5 (sans troncature angulaire). Ainsi nous
retrouvons (de façon constructive), améliorons et étendons les résultats précédents de Pao [Y.P. Pao, Boltzmann collision operator
with inverse-power intermolecular potentials. I, Comm. Pure Appl. Math. 27 (1974) 407–428 ; Y.P. Pao, Boltzmann collision
operator with inverse-power intermolecular potentials. II, Comm. Pure Appl. Math. 27 (1974) 559–581]. Nous obtenons aussi des
estimations constructives de coercivité pour l’opérateur de collision de Landau, dans la norme de coercivité optimale obtenue dans
[Y. Guo, The Landau equation in a periodic box, Comm. Math. Phys. 231 (2002) 391–434], et nous formulons une conjecture
sur une condition nécessaire et suffisante unifiée pour l’existence de trou spectral pour les opérateurs de collision linéarisés de
Boltzmann et Landau.
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1. Introduction
This paper deals with the question of spectral gap and coercivity estimates for the Boltzmann and Landau integro-
differential collision operators. This is motivated by the question of obtaining explicit constant in the recent new
energy methods in [33–37,47,48,45,49,50]. The starting points are the recent new constructive tools of works [11,44].
As we shall explain this work recovers, improves, makes explicit and clarifies the works of Pao [46] three decades
ago. Before entering into the details, let us introduce the mathematical objects.
1.1. The Boltzmann equation
The Boltzmann equation (cf. [17,19]) describes the behavior of a dilute gas when the only interactions taken into
account are binary collisions. It reads in some space domain Ω ⊂RN :
∂f
∂t
+ v · ∇xf = QB(f,f ), x ∈ Ω, v ∈RN, t  0, (1.1)
where N  2 is the dimension. In Eq. (1.1), Q is the quadratic Boltzmann collision operator, defined by:
QB(f,f ) =
∫
RN×SN−1
[
f (v′)f (v′∗) − f (v)f (v∗)
]
B
(|v − v∗|, cos θ)dv∗ dσ,
in the so-called “σ -representation” (see [55, Chapter 1, Section 4.6]). In this representation the parametrization of the
collision is:
v′ = v + v∗
2
+ |v − v∗|
2
σ, v′∗ =
v + v∗
2
− |v − v∗|
2
σ, σ ∈ SN−1,
and the deviation angle is defined by cos θ = (v′∗ − v′) · (v∗ − v)/|v∗ − v|2. Up to a Jacobian factor 2N−2 sinN−2(θ/2)
(see again [55, Chapter 1, Section 4.6]), one can also define the alternative so-called “ω-representation”,
QB(f,f ) =
∫
RN×SN−1
[
f (v′)f (v′∗) − f (v)f (v∗)
]
2N−2 sinN−2(θ/2)B
(|v − v∗|, cos θ)dv∗ dω,
with the formula:
v′ = v + ((v∗ − v) ·ω)ω, v′∗ = v∗ − ((v∗ − v) · ω)ω, ω ∈ SN−1.
Remark that this operator is local in x, and therefore all its functional study in the sequel shall be done with no space
variable x.
Boltzmann’s collision operator has the fundamental properties of conserving mass, momentum and energy,∫
RN
QB(f,f )φ(v)dv = 0, φ(v) = 1, v, |v|2,
and satisfies well-known Boltzmann’s H theorem:
− d
dt
∫
RN
f logf dv = −
∫
RN
Q(f,f ) log(f )dv  0.
The functional − ∫ f logf is the entropy of the solution. Boltzmann’s H theorem implies that at some point x ∈ Ω ,
any equilibrium distribution function, i.e., any function which is a maximum of the entropy, has the form of a locally
Maxwellian distribution:
M(ρ,u,T )(v) = ρ
N/2 exp
(
−|u − v|
2)
, (1.2)(2πT ) 2T
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ρ =
∫
RN
f (v)dv, u = 1
ρ
∫
RN
vf (v)dv, T = 1
Nρ
∫
RN
|u − v|2f (v)dv. (1.3)
For further details on the physical background and derivation of the Boltzmann equation we refer to [17,19] and [55].
We consider collision kernels of the form:
B
(|v − v∗|, cos θ)= |v − v∗|γ b(cos θ), γ ∈ (−N,+∞), (1.4)
with
b(cos θ) ∼θ∼0 b∗(θ)(sin θ/2)−(N−1)−α, α ∈ [0,2), (1.5)
where b∗(θ) is non-negative, bounded and non-zero near θ ∼ 0. When α  0 the angular singularity is not integrable,
the operator is said to be non-cutoff.
An important remark on the quadratic collision operator is: by using the change of variable σ → −σ (which
changes θ into π − θ ) one can replace b by:
b˜(cos θ) = 1
2
1θ∈[0,π/2]
[
b(cos θ) + b(cos(π − θ))],
(where 1E denotes the usual characteristic function of a set E. Therefore we shall consider without restriction in the
sequel that b satisfies the singularity condition (1.5) above, and is 0 on [π/2,π].
For particles interacting according to some spherical repulsive potential:
φ(r) = r−(s−1), s ∈ [2,+∞),
the collision kernel is not explicit but it can be shown that for the dimension N = 3, B satisfies (1.4) with
γ = (s − 5)/(s − 1) and (1.5) with α = 2/(s − 1) (see for instance [17,19,5]). Therefore as a convention one shall
speak in (1.4) of hard potentials when s  5, Maxwellian potential when s = 5, soft potentials when 2 < s < 5.
Moreover among soft potentials we shall denote by moderately soft potentials the case when 3 s < 0.
Let us mention also for the sake of completeness that in the case of contact interactions (the so-called hard
spheres model), the collision kernel is locally integrable and explicit: it takes the form (in dimension N = 3)
B(|v − v∗|, cos θ) = |v − v∗| (up to a normalization constant).
1.2. Linearized Boltzmann collision operator
We denote by,
μ = μ(v) := (2π)−N/2e−|v|2/2,
the normalized unique equilibrium with mass 1, momentum 0 and temperature 1. We consider fluctuations around
this equilibrium of the form,
f = μ +μ1/2g,
which results the following linearized collision operator (note the sign convention):
LB(g) = −μ−1/2
[
QB
(
μ,μ1/2g
)+ QB(μ1/2g,μ)].
For the sake of simplification we shall always consider in the sequel the linearized collision operator around this
normalized equilibrium. This is no restriction: a detailed discussion of the dependence of the spectral gap and coer-
civity estimates on this operator in terms of the mass, mean velocity and temperature can be found in [44].
It is well-known (see [17] for instance) that LB (acting in the velocity space) is an unbounded symmetric operator
on L2, such that its Dirichlet form satisfies:
DB(g) := 〈LBg,g〉 0,
and that DB(g) = 0 if and only if g = Pg, where
Pg = (a + b · v + c|v|2)μ1/2
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Span
{
μ1/2, v1μ
1/2, . . . , vNμ
1/2, |v|2μ1/2}.
1.3. The Landau equation
The Landau equation was written by Landau in 1936 [42]. It is similar to the Boltzmann equation (1.1) but with
a different collision operator QL. Indeed in the case of long-distance interactions, collisions occur mostly for very
small θ . When all collisions become concentrated on θ = 0, one obtains by the so-called grazing collision limit
asymptotic (see for instance [10,21,22,52,7] for a detailed discussion) the Landau collision operator:
QL(f,f ) = ∇ ·
(∫
RN
a(v − v∗)
[
f∗(∇f ) − f (∇f )∗
]
dv∗
)
, (1.6)
where ∇ = (∂v1 , . . . , ∂vN )T, f = f (v), f∗ = f (v∗) etc. The non-negative symmetric N × N matrix a = a(z) is:
aij (z) =
{
δij − zizj|z|2
}
|z|γ+2. (1.7)
This operator is used for instance in plasma physics in the case of a Coulomb potential where Φ(|z|) = |z|−3 in
dimension N = 3 (for more details see [55, Chapter 1, Section 1.7] and the references therein). Indeed let us mention
that for Coulomb interactions the Boltzmann collision operator does not make sense anymore (see [54, Annex I,
Appendix]). By analogy with the Boltzmann’s case, and even if the physical meaning of such collision kernel is not
clear for the Landau collision operator, one shall speak of hard potentials when γ > 0, Maxwellian potentials when
γ = 0, and soft potentials when γ < 0. Moreover among soft potentials we shall denote by moderately soft potentials
the case when −2 γ < 0.
1.4. Linearized Landau collision operator
Consider again fluctuation around the equilibrium of the form:
f = μ+μ1/2g.
Then the linearized Landau collision operator is defined by,
LLg = −μ−1/2
[
QL
(
μ,μ1/2g
)+QL(μ1/2g,μ)].
It was proved in [34,39,20] that LL (acting on the velocity space) is an unbounded symmetric operator on L2, such
that its Dirichlet form satisfies,
DL(g) := 〈LLg,g〉 0,
and DL(g) = 0 if and only if g = Pg.
1.5. Previous results and motivations
The study of spectral gap estimates for the linearized Boltzmann and Landau collision operators has a long history,
see for instance [38,57,15,31,32,58,14,12] and we refer to [11,44] for a more detailed discussion of it. Let us just
emphasize some references directly related to this paper. For linearized Boltzmann collision operators with locally
integrable collision kernel (which is satisfied for instance under the so-called Grad’s angular cutoff ), the existence of a
spectral gap is equivalent to γ  0 (see [32,14,19] for non-constructive proofs). The question of obtaining polynomial
or exponential rate of relaxation of the form O(e−λtβ ) for 0 < β < 1 and for soft potentials with cutoff was studied in
[14,51,48,49], and explicit spectral gap and generalized coercivity estimates were obtained in [11,44].
For the sake of completeness let us also mention that Cercignani introduced an alternative “potential cutoff” to
Grad’s angular cutoff in [16] for which results on the spectrum of the linearized collision operator were obtained
in [18].
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locally integrable collision kernels, there are quite few works. First for the Boltzmann collision operator at the
linearized level there are essentially the two papers by Pao [46]: he proved that the resolvent is compact for inverse
power-laws interaction potentials with s > 3 (in our notation). His proof was using tools from pseudo-differential
operators theory: the idea was to compute the symbol of the linearized operator LB , and then to search for adequate
condition for LB + C (for some constant C > 0) to be invertible with compact inverse, by reducing to the Maxwell
case and decomposing along spherical harmonics. This fundamental work was critically reviewed in particular for the
use of techniques from pseudo-differential operator theory in [40].
The critics of [40] on [46], together with the fact that the proof in [46] was highly technical, were probably the
reasons for which the results in [46] were not considered as completely reliable, and this paper was somehow forgotten
in the following decades.
One of our goal in this work is to clarify the discussion about the validity of the results [46], by recovering and
improving strongly these results. Moreover we replace the question treated in [46] into the unified framework of
quantitative coercivity estimates for the linearized collision operators, which is related to the works [11,44] (for the
Landau collision operator at the linearized level, let us mention the key works [20,34] and the approach developed
in [44] which shall be used here). A general motivation for this framework is to provide explicit rate of convergence
to equilibrium in the energy methods which have emerged recently in the collisional kinetic theory: see [33–37,47,48,
45,49,50].
At the non-linear level, let us mention some breakthroughs related to non-cutoff interactions: in the spatially ho-
mogeneous Cauchy theory: [8,9,28,52,30], in the grazing collision limit from Boltzmann to Landau equation: [10,
22,21], in the parabolic-like regularizing property in the velocity variable: [23–25,41,53,5], in the construction of
renormalized solutions (in the spirit of [27]): [6,7].
In the spirit of the method of Pao, a systematic approach by Fourier transform and pseudo-differential operators for
the study of linear and non-linear Boltzmann non-cutoff collision operators has been developed by Alexandre [1,3,4].
The applications of this technical tools are not clear at now, but they seem to have contributed to the understanding of
the Boltzmann equation in two ways: in the development of a renormalization process adapted to the non-cutoff case
[2,6], and by providing some sharp estimates from above on the collision operator.
1.6. Main theorems
First we state our coercivity results for the linearized Boltzmann collision operator:
Theorem 1.1. Let B be a collision kernel satisfying (1.4), (1.5). Then
• For any ε > 0 there is a constant CB,ε , constructive from our proof and depending on B and ε, such that the
Dirichlet form DB of the linearized Boltzmann collision operator associated to B satisfies:
DB(g) CB,ε
∥∥[g − Pg](1 + |v|2)(γ+α−ε)/4∥∥2
L2(RN).
• There is a constant CB,0 (obtained by non-constructive means in our proof ) such that
DB(g) CB,0
∥∥[g − Pg](1 + |v|2)(γ+α)/4∥∥2
L2(RN).
Second we state the constructive version of the coercivity result in [34] for the linearized Landau collision operator:
Theorem 1.2. Let γ ∈ [−N,+∞). Then there is some constant Cγ , constructive from our proof and depending on γ ,
such that the Dirichlet form DL of the associated linearized Landau collision operator satisfies:
DL(g) Cγ
∥∥[g − Pg]∥∥2
σ
,
where ‖ · ‖σ is the following anisotropic norm:
‖g‖2σ :=
∥∥(1 + |v|2)γ /4Πv∇vg∥∥2 2 N + ∥∥(1 + |v|2)(γ+2)/4[I −Πv]∇vg∥∥2 2 N + ∥∥(1 + |v|2)(γ+2)/4g∥∥2 2 NL (R ) L (R ) L (R )
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Πv∇vg =
(
v
|v| · ∇vg
)
v
|v| .
1.7. Consequences on the spectrum
In a previous paper the first author has proved:
Theorem 1.3. [44] Let B be a collision kernel satisfying (1.4), (1.5) with α > 0. Then there is a constant CB
(constructive from the proof and depending on B) such that the Dirichlet form DB of the linearized Boltzmann colli-
sion operator associated to B satisfies:
DB(g)CB
∥∥[g − Pg]∥∥2
H
α/2
loc (R
N)
.
Therefore as soon as γ +α > 0 and α > 0 it is straightforward by gathering Theorems 1.1 and 1.3 that the resolvent
of LB is compact and so that the spectrum is purely discrete and the eigenvectors basis is complete in L2. In dimension
N = 3 for interactions deriving from inverse-power laws potentials φ(r) = r−(s−1), the corresponding condition on
s is: (s − 5)/(s − 1) + 2/(s − 1) > 0, that is s > 3. Hence we can recover completely the results of Pao [46], by
constructive means and without tools of pseudo-differential operators.
Moreover Theorem 1.1 yields the first estimates on this spectral gap in the case γ + α > 0 and answers to the
question of the existence of a spectral gap in the limit case γ + α = 0.
For the linearized Landau collision operator, it had been already shown in [34] that
C1
∥∥[g − Pg]∥∥2
σ
DL(g)C2
∥∥[g − Pg]∥∥2
σ
,
by non-constructive means (in fact the constant C2 could be made explicit from the proof whereas the constant C1
was obtained by a compactness argument). This implies straightforwardly that the resolvent is compact as soon as
γ > −2 (which implies in this case that the spectrum is purely discrete and the eigenvectors basis is complete in L2).
Moreover spectral gap exists if and only if γ −2.
In this context, Theorem 1.2 provides the first estimates on it for this whole region (as well as an explicit version
of the coercivity estimate).
1.8. Conjecture and perspectives
For the linearized Boltzmann collision operator with angular cutoff, the existence of a spectral gap is equivalent to
γ  0 (see [32,14,19]). This situation can be loosely thought of as part of the limit case “α = 0”. For the linearized
Landau collision operator, the existence of a spectral gap is equivalent to γ −2 as discussed above. This situation
can be thought of as the limit case “α = 2”.
From the necessary and sufficient condition in these two limit cases, and the sufficient condition of Theorem 1.1 in
the intermediate cases, it is natural to state the following conjecture:
Conjecture. Let B be a collision kernel satisfying (1.4), (1.5) with γ ∈ (−N,+∞) and α ∈ [0,2). Then the linearized
Boltzmann collision operator associated to B admits a spectral gap if and only if γ + α  0. Moreover this statement
is still valid if one includes formally the case of angular cutoff in “α = 0”, and add the linearized Landau collision
operator as the limit case “α = 2”.
Let us remark that in the limit cases of the linearized Boltzmann collision operator with angular cutoff and the
linearized Landau collision operator the conjecture is proved as discussed before. And Theorem 1.1 proves that the
condition γ + α  0 is sufficient for the existence of a spectral gap.
Here are now some open questions linked with this conjecture:
(1) In order to show that the condition is necessary, is it possible to find some particular sequence of functions gn
contradicting the spectral gap estimate when γ + α < 0?
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Boltzmann collision operator. This norm is likely to be intricate and anisotropic for the weight on the fractional
derivative part (as for the linearized Landau collision operator). This point is related to the open question of
constructing smooth perturbative solutions near equilibrium for the Boltzmann equation without angular cutoff
(see the discussion in [45]).
(3) The spectrum is purely discrete in the case γ + α > 0, α > 0 (and we conjecture that this is also true on the
non-cutoff borderline case γ + α > 0, α = 0). In the angular cutoff case the geometry of the spectrum can be
obtained by perturbation arguments (cf. [32,14,19]). Hence there remains the region γ + α  0 for which there is
no information on the geometry of the spectrum at now (including the linearized Landau collision operator when
α = 2 and γ < −2).
Finally we shall put in perspective this conjecture with the non-linear case. A non-linear analogous of a spectral
gap is provided by Cercignani’s conjecture:
DB(f ) CfH(f |Mf ),
where
H(f |Mf ) = H(f ) −H(Mf ) :=
∫
RN
f log
f
Mf
dv
is the relative entropy between f and its associated Maxwellian equilibrium distribution, and
DB(f ) := −
∫
RN
QB(f,f ) logf dv ( 0)
denotes the entropy production functional (for more details we refer to [56]). It was shown in [26] that an equivalent
version of this conjecture is true for the Landau collision operator when γ  0, and it was shown in [56] that this
conjecture for the Boltzmann collision operator for B(v − v∗, cos θ)KB(1 + |v − v∗|)γ with γ  2. From this two
limit cases Villani “interpolated” the following conjecture:
Conjecture. (Villani [56]) Cercignani’s conjecture is satisfied if and only if γ + α  2.
(The other part of the conjecture on the question of the existence of a spectral gap for the linearized collision
operator was not correct—as shown by Theorem 1.1—, which is likely to be explained by the confusion in the field
about Pao’s results.) Obviously this conjecture leaves more room than the one we made on the spectral gap, since it is
not stated in which functional space the distribution f lives, but from the results in [56] and [13], it is reasonable to
try to prove that Villani’s conjecture holds in spaces of non-negative functions in L1(1 + |v|q)∩Hk for any q, k  0.
Still an interesting question is to know whether Cercignani’s conjecture could still be true for γ + α < 2 in some
functional space with “stretched exponential decay” (see the discussions in [13,43]). This is important since the
condition γ + α  2 rules out all physical interactions.
Another important question, if Villani’s and our conjectures hold, would be to understand the reasons for this “gap”
between the non-linear and linearized behavior of the entropy production for the Boltzmann equation.
1.9. Methods of the proof and plan of the paper
Section 2 is devoted to a technical estimate of decay on the kernel of the non-local part of the linearized Boltzmann
collision operator, under the angular cutoff assumption. We show that its mixing effects can be quantified into a gain of
polynomial weights (this phenomenon was noticed in [32] and is here fully developed). This estimate has been isolated
from the rest of the proof since it is the key step, and also since it can be of independent interest for researchers in the
field.
Section 3 is devoted to the (constructive) proof of the coercivity estimate for the linearized Boltzmann collision
operator when ε > 0 (first point in Theorem 1.1). The idea is to estimate from below the Dirichlet form by truncating
the angular part b of the collision kernel on the angles θ ∈ [0, θ0(|v − v∗|)] with θ0(|v − v∗|) ∼ |v − v∗|−k for some
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competing effect between the fact the lower bound on b is big in this region, and the fact that the size of this angular
region is small), and the upper bound on the non-local part, for which the previous technical estimate plays a crucial
role. The constructive coercivity estimates from [44] are also used.
Section 4 is devoted to the (non-constructive) proof of the coercivity estimate for the linearized Boltzmann collision
operator when ε = 0 (second point in Theorem 1.1). The idea is to reduce to a cutoff-like linearized Boltzmann
collision operator with a different collision kernel, and then apply a strategy based on Weyl’s theorem about compact
perturbation of essential spectrum, in the spirit of [32,19].
Finally Section 5 is devoted to the (constructive) proof of the coercivity estimate for the linearized Landau collision
operator (Theorem 1.2). The idea is to combine the estimates in [34] on the different parts of the decomposition of
the operator as “diffusive part + bounded part” (which involves the optimal coercivity norms), with the constructive
coercivity estimates of [44] obtained on the global operator, but with non-optimal coercivity norms.
2. A technical estimate on LB
We assume in this section that the collision kernel B takes the particular form (sometimes named “variable hard
spheres collision kernels”):
Bq
(|v − v∗|, cos θ)= |v − v∗|q, q ∈ (−N,+∞).
These collision kernels are non-physical except in the case q = 1 (hard spheres) but they shall play an important role
in intermediate steps of our proof in the next sections. They satisfy the angular cutoff assumption, that is Bq is locally
integrable in terms of v, v∗, σ . It is well known that under this assumption the collision operator can be split into
“gain” and “loss” parts.
Therefore one can decompose the linearized collision operator LB corresponding to Bq as follows:
LBg = νBg −KBg,
with the non-local part,
KBg :=
∫
RN×SN−1
[
g(v′)μ1/2(v′∗) + g(v′∗)μ1/2(v′) − g(v∗)μ1/2(v)
]
μ1/2(v∗)Bq
(|v − v∗|)dv∗ dσ,
and the following multiplicative function for the local part,
νB(v) :=
∫
RN×SN−1
μ(v)Bq
(|v − v∗|)dv∗ dσ = ∣∣SN−1∣∣(| · |q ∗ μ)(v).
The non-local part KB itself splits into a pure convolution part,
KcBg :=
∣∣SN−1∣∣[| · |q ∗ (μ1/2g)](v)μ1/2(v),
and a “gain” part (denoted so since it flows from the gain part of the original non-linear operator):
K+B g :=
∫
RN×SN−1
[
g(v′)μ1/2(v′∗) + g(v′∗)μ1/2(v′)
]
μ1/2(v∗)Bq
(|v − v∗|)dv∗ dσ.
Note that using the change of variable σ → −σ , the latter writes also:
K+B g := 2
∫
RN×SN−1
g(v′)μ1/2(v′∗)μ1/2(v∗)Bq
(|v − v∗|)dv∗ dσ.
We shall focus on the kernel of the K+B part. For any locally integrable collision kernel B we can define
kB = kB(v, v′) such that
∀v ∈RN, K+B g(v) =
∫
N
g(v′)kB(v, v′)dv′,
R
C. Mouhot, R.M. Strain / J. Math. Pures Appl. 87 (2007) 515–535 523and we denote by kq := kBq the kernel obtained for the particular collision kernel Bq above. Note that this definition
is independent of the representation we use for the collision operator, either using the “σ ” or “ω” parametrization of
the unit vector on the sphere.
Then we have the:
Proposition 2.1. The kernel kq is symmetric:
∀v, v′ ∈RN, kq(v, v′) = kq(v′, v),
and for q > −1 and for any s ∈R it satisfies the control,
∀v ∈RN,
∫
RN
kq(v, v
′)
(
1 + |v′|)s dv′  Cq,s(1 + |v|)q+s−(N−1),
for some explicit constant Cq,s depending only on q, s.
Let us first compute the kernel kq using well-known changes of variable (see for instance [32]).
Lemma 2.2. We have, for q > −1, the explicit formula (let us recall that ω = (v′ − v)/|v′ − v|):
kq(v, v
′) = 2
N
|v′ − v|(2π)N/2 exp
{
−|v
′ − v|2
8
− |v
′ − v + 2(v · ω)ω|2
8
}
×
(∫
ω⊥
|v′ − v + z|q−(N−2) exp
{
−|z + (v − (v · ω)ω)|
2
2
}
dz
)
.
Proof of Lemma 2.2. We start from the ω-representation of K+B :
I := 2
∫
RN×SN−1
g(v′)(μ∗μ′∗)1/2Bq dv∗ dσ
= 2N−1
∫
RN×SN−1
g(v′)(μ∗μ′∗)1/2|v − v∗|q sinN−2(θ/2)dv∗ dω
= 2N−1
∫
RN×SN−1
g(v′)(μ∗μ′∗)1/2|v − v∗|q−(N−2)|v′ − v|N−2 dv∗ dω.
Then we perform the change variable v∗ → V = v∗ −v (with ω fixed), and the change of variable V = rω+ z with
z ∈ ω⊥ (with ω fixed). These two changes of variables have Jacobian equal to 1. We obtain:
I = 2N−1
∫
R×SN−1
g(v + rω)|r|N−2
(∫
ω⊥
(μ∗μ′∗)1/2|rω + z|q−(N−2) dz
)
dr dω.
Finally we make the spherical change of variable (r,ω) ∈ R × SN−1 → W = rω ∈ RN with Jacobian 2r−(N−1)
(a factor 2 comes from the fact that r ∈R), which yields:
I = 2N
∫
RN
g(v +W)|W |−1
(∫
W⊥
(μ∗μ′∗)1/2|W + z|q−(N−2) dz
)
dW.
Let us rewrite the argument of the exponential term:
|v∗|2 + |v′∗|2 = |v +W + z|2 + |v + z|2 =
1
2
∣∣W + 2(v + z)∣∣2 + 1
2
|W |2
= 1 ∣∣W + 2(v · ω)ω∣∣2 + 2∣∣z + (v − (v ·ω)ω)∣∣2 + 1 |W |2,
2 2
524 C. Mouhot, R.M. Strain / J. Math. Pures Appl. 87 (2007) 515–535where ω = W/|W | (in the last equality we have used that z⊥W ). We deduce that
(μ∗μ′∗)1/2 =
1
(2π)N/2
exp
{
−|W |
2
8
− |z + (v − (v · ω)ω)|
2
2
− |W + 2(v · ω)ω|
2
8
}
.
We deduce the formula. One checks that the integral on z is well-defined for q > −1 since in this case
q − (N − 2) > −(N − 1). 
Proof of Proposition 2.1. The fact that kq is symmetric is easily checked from the formula. Let us turn to the bound
from above.
First let us assume that q − (N − 2) 0. We estimate the integral over z ∈ ω⊥ in terms of v:∫
ω⊥
|v′ − v + z|q−(N−2) exp
{
−|z + (v − (v · ω)ω)|
2
2
}
dz
=
∫
ω⊥
∣∣v′ − v + z¯ − (v − (v · ω)ω)∣∣q−(N−2) exp{−|z¯|2
2
}
dz¯
 C
(
1 + ∣∣v − (v ·ω)ω∣∣)q−(N−2)(1 + |v′ − v|)q−(N−2)
 C
(
1 + |v|)q−(N−2)(1 + |v′ − v|)q−(N−2).
We deduce that∫
RN
kq(v, v
′)
(
1 + |v′|)s dv′ C(1 + |v|)q−(N−2) ∫
RN
|v′ − v|−1(1 + |v′|)s(1 + |v′ − v|)q−(N−2)
× exp
{
−|v
′ − v|2
8
− |v
′ − v + 2(v ·ω)ω|2
8
}
dv′,
and we use the elementary inequality (
1 + |v′|)s  C(1 + |v|)s(1 + |v′ − v|)|s|
to get: ∫
RN
kq(v, v
′)
(
1 + |v′|)s dv′  C(1 + |v|)q+s−(N−2)J,
with
J :=
∫
RN
|v′ − v|−1(1 + |v′ − v|)|s|+q−(N−2) exp{−|v′ − v|2
8
− |v
′ − v + 2(v · ω)ω|2
8
}
dv′.
Now in the term J we perform the change of variable v′ → u = v′ − v and then the spherical change of variables
u = rω, r ∈ R+, ω ∈ SN−1, choosing v as the north pole vector in the angle parametrization (note that this is not the
same parametrization as the one used to define the deviation angle). It yields:
J = ∣∣SN−2∣∣
+∞∫
0
rN−2(1 + r)|s|+q−(N−2)e− r
2
8
π∫
0
e−
(r+2|v| cosϕ)2
8 sinN−2 ϕ dϕ dr.
Then for technical reasons we treat separately the case N = 2 and N  3.
First for N  3, we have sinN−2 ϕ  sinϕ, and thus
J  C
+∞∫
rN−2(1 + r)|s|+q−(N−2)e− r
2
8
π∫
e−
(r+2|v| cosϕ)2
8 sinϕ dϕ dr.0 0
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J C|v|−1
+∞∫
0
rN−2(1 + r)|s|+q−(N−2)e− r
2
8 dr
+∞∫
−∞
e−
y2
8 dy C|v|−1,
which yields the conclusion for large v (the estimate for small v is immediate).
Second for N = 2, we perform the same changes of variable which yields:
J  C|v|−1
+∞∫
0
(1 + r)|s|+q−(N−2)e− r
2
8
(r+2|v|)∫
(r−2|v|)
e−
y2
8
(
1 −
(
y − r
2|v|
)2)−1/2
dy dr
 C
+∞∫
0
(1 + r)|s|+q−(N−2)e− r
2
8
(r+2|v|)∫
(r−2|v|)
e−
y2
8
(
4|v|2 − (y − r)2)−1/2 dy dr.
Finally we split into two parts: |y − r| |v| and |y − r| |v|. On the first part we have (4|v|2 − (y − r)2)−1/2  |v|−1
which yields the result. On the second part we have either r  |v|/2 or |y| |v|/2 which gives an exponential decay
in v thanks to the terms e− r
2
8 and e−
y2
8 in the integrand. This concludes the proof in dimension N = 2.
Now let us come back to the case q − (N − 2) < 0. Then we have:∫
ω⊥
|v′ − v + z|q−(N−2) exp
{
−|z + (v − (v ·ω)ω)|
2
2
}
dz
=
∫
ω⊥
∣∣v′ − v + z¯ − (v − (v · ω)ω)∣∣q−(N−2) exp{−|z¯|2
2
}
dz¯
 C
(
1 + ∣∣v − (v ·ω)ω∣∣)q−(N−2)(1 + |v′ − v|)|q−(N−2)|.
The additional difficulty will be therefore to obtain decay in v since the weight in this formula only involves the
projection of v on ω⊥.
Let us follow the computations as before: we have∫
RN
kq(v, v
′)
(
1 + |v′|)s dv′
 C
∫
RN
|v′ − v|−1(1 + |v′|)s(1 + ∣∣v − (v · ω)ω∣∣)q−(N−2)(1 + |v′ − v|)|q−(N−2)|
× exp
{
−|v
′ − v|2
8
− |v
′ − v + 2(v ·ω)ω|2
8
}
dv′.
We use again the inequality, (
1 + |v′|)s  C(1 + |v|)s(1 + |v′ − v|)|s|,
to get: ∫
RN
kq(v, v
′)
(
1 + |v′|)s dv′  C(1 + |v|)sJ ′,
with
J ′ :=
∫
RN
|v′ − v|−1(1 + |v′ − v|)|s|+|q−(N−2)|(1 + ∣∣v − (v ·ω)ω∣∣)q−(N−2)
× exp
{
−|v
′ − v|2 − |v
′ − v + 2(v · ω)ω|2}
dv′.
8 8
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r ∈R+, ω ∈ SN−1, choosing v as the north pole vector in the angle parametrization. It yields:
J ′ = ∣∣SN−2∣∣
+∞∫
0
rN−2(1 + r)|s|+|q−(N−2)|e− r
2
8
π∫
0
(
1 + |v| sinϕ)q−(N−2)e− (r+2|v| cosϕ)28 sinN−2 θ dϕ dr.
Then we split between | cosϕ| 1/√2 and | cosϕ| 1/√2. In the first case we have sinϕ  1/√2, thus(
1 + |v| sinϕ)q−(N−2)  C(1 + |v|)q−(N−2),
and the end of the proof is strictly similar to above. In the second case, we have:
(r + 2|v| cosϕ)2
8
 |v|
2
12
− r
2
16
which implies exponential decay in v for J ′. 
3. Proof of Theorem 1.1 for ε > 0
Let us first consider a (non-locally integrable) collision kernel of the form (in σ -representation):
Bγ,α
(|v − v∗|, cos θ)= |v − v∗|γ sin−(N−1)−α(θ/2),
with γ ∈ (−N,+∞) and α ∈ [0,2).
The Dirichlet form of the corresponding linearized collision operator LB is:
Dγ,α(g) := 〈LBg,g〉L2(RN)
= 1
4
∫
RN×RN×SN−1
[(
g(v′)
μ(v′)1/2
)
+
(
g(v′∗)
μ(v′∗)1/2
)
−
(
g(v)
μ(v)1/2
)
−
(
g(v∗)
μ(v∗)1/2
)]2
× |v − v∗|γ sin−(N−1)−α(θ/2)μ(v)μ(v∗)dv dv∗ dσ.
We want to prove the:
Proposition 3.1. For any ε > 0, there is an explicit constant Cγ,α,ε > 0 such that
Dγ,α(g) Cγ,α,ε
∫
RN
[g − Pg]2(1 + |v|)γ+α−ε dv.
Proof of Proposition 3.1. For any β ∈ (0, (N −1)+α), we introduce the following angular truncation domain (which
depends on |v − v∗|):
Cβ =
{
σ ∈ SN−1; sin−(N−1)−α(θ/2) |v − v∗|β
}
.
One checks easily that Cβ is invariant under the pre–post collisional change of variables and the change of variable
(v, v∗, σ ) → (v∗, v,−σ) (for the different classical changes of variable we refer to [55, Chapter 1, Section 4]).
Hence we have:
Dγ,α(g) 
1
4
∫
RN×RN×Cβ
[(
g(v′)
μ(v′)1/2
)
+
(
g(v′∗)
μ(v′∗)1/2
)
−
(
g(v)
μ(v)1/2
)
−
(
g(v∗)
μ(v∗)1/2
)]2
× |v − v∗|γ+βμ(v)μ(v∗)dv dv∗ dσ
=
∫
RN×RN×Cβ
[
−
(
g(v′)
μ(v′)1/2
)
−
(
g(v′∗)
μ(v′∗)1/2
)
+
(
g(v)
μ(v)1/2
)
+
(
g(v∗)
μ(v∗)1/2
)](
g(v)
μ(v)1/2
)
× |v − v∗|γ+βμ(v)μ(v∗)dv dv∗ dσ
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∫
RN×RN×Cβ
g2|v − v∗|γ+βμ(v∗)dv dv∗ dσ
+
∫
RN×RN×Cβ
gg∗|v − v∗|γ+βμ1/2(v)μ1/2(v∗)dv dv∗ dσ
−
∫
RN×RN×Cβ
gg′|v − v∗|γ+βμ1/2(v∗)μ1/2(v′∗)dv dv∗ dσ
−
∫
RN×RN×Cβ
gg′∗|v − v∗|γ+βμ1/2(v∗)μ1/2(v′∗)dv dv∗ dσ
=: D1 +D2 + D3 +D4.
In the following we shall bound D1 from below, and D2,D3,D4 from above.
For D1, we have:
D1 
∫
RN×RN
g2|v − v∗|γ+βμ(v∗)
( ∫
σ∈Cβ
dσ
)
dv dv∗.
An easy computation yields, ∫
σ∈Cβ
dσ = C
a∫
0
sinN−2 θ dθ,
with a = 2 arcsin(|v − v∗|−β/((N−1)+α)) C|v − v∗|−β/((N−1)+α), and thus∫
σ∈Cβ
dσ  C
a∫
0
θN−2 dθ = CaN−1  C|v − v∗|−
β(N−1)
(N−1)+α .
Hence we deduce
D1  C
∫
RN
g2
(∫
RN
|v − v∗|γ+
βα
(N−1)+α μ(v∗)dv∗
)
dv
 C
∫
RN
g2
(
1 + |v|)γ+ βα(N−1)+α dv.
This completes the estimate for the first term D1.
Let us consider the second term D2.
D2 =
∫
RN×RN
gg∗|v − v∗|γ+βμ1/2(v)μ1/2(v∗)dv dv∗

∫
RN×RN
g2μ1/2(v)μ1/2(v∗)|v − v∗|γ+β dv dv∗
 C
(∫
RN
g2
(
1 + |v|)γ dv).
Let us consider the terms D3 and D4. We remove the truncation Cβ by bounding from above by the collision kernel
without truncation, and we have:
|D3| + |D4|
∫
N N
∣∣g(v)∣∣∣∣g(v′)∣∣kγ+β(v, v′)dv dv′,
R ×R
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allows to reduce to the same term).
Hence we can write:
|D3| + |D4| C
(∫
RN
g2
(
1 + |v|)γ+β−(N−1) dv)1/2
×
[∫
RN
(
1 + |v|)−(γ+β−(N−1))(∫
RN
kγ+β(v, v′)
∣∣g(v′)∣∣dv′)2 dv]1/2
 C
(∫
RN
g2
(
1 + |v|)γ+β−(N−1) dv)1/2
×
[∫
RN
(
1 + |v|)−(γ+β−(N−1))(∫
RN
kγ+β(v, v′)dv′
)(∫
RN
kγ+β(v, v′′)g(v′′)2 dv′′
)
dv
]1/2
.
Then we want to use Proposition 2.1 to get:
(
1 + |v|)−(γ+β−(N−1))(∫
RN
kγ+β(v, v′)dv′
)
 C. (3.1)
It is possible as soon as γ + β > −1, i.e., β > −γ − 1. Since γ > −N it is enough that β > (N − 1). Since α > 0 by
assumption, it is always possible to pick β such that
(N − 1) < β < (N − 1) + α.
For this choice of β , one can apply Proposition 2.1 to get (3.1).
Thus
|D3| + |D4| C
(∫
RN
g2
(
1 + |v|)γ+β−(N−1) dv)1/2
×
[∫
RN
(∫
RN
kγ+β(v, v′′)g(v′′)2 dv′′
)
dv
]1/2
 C
(∫
RN
g2
(
1 + |v|)γ+β−(N−1) dv)1/2
×
[∫
RN
(∫
RN
kγ+β(v, v′′)dv
)
g(v′′)2 dv′′
]1/2
.
Using again Proposition 2.1, we have:(∫
RN
kγ+β(v, v′′)dv
)
 C
(
1 + |v′′|)γ+β−(N−1),
which yields finally
|D3| + |D4| C
(∫
RN
g2
(
1 + |v|)γ+β−(N−1) dv).
But the choice β ∈ ((N − 1), (N − 1) + α) implies straightforwardly:
γ < γ + β − (N − 1) < γ + βα .(N − 1) + α
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|D3| + |D4| Cδ
(∫
RN
g2
(
1 + |v|)γ dv)+ δ(∫
RN
g2
(
1 + |v|)γ+ βα(N−1)+α dv).
Then by taking δ smaller than the constant in the bound from below for D1 we deduce that
Dγ,α(g)C+
(∫
RN
g2
(
1 + |v|)γ+ βα(N−1)+α dv)−K−
(∫
RN
g2
(
1 + |v|)γ dv).
To conclude the proof we finally use the coercivity estimates in [44]. In this paper it is proved that (under our
assumption on the collision kernel),
Dγ,α(g) C0
(∫
RN
[g − Pg]2(1 + |v|)γ dv),
for some explicit constant C0 > 0.
By combining these two last inequalities, one deduces that
Dγ,α(g)C1
(∫
RN
[g − Pg]2(1 + |v|)γ+ βα(N−1)+α dv)
for some explicit constant C1 > 0 (depending on β). Since β can be taken as close as wanted to (N − 1) + α, the
weight exponent γ + βα/((N − 1) + α) can be taken as close as wanted to γ + α. This concludes the proof. 
Proof of the first point in Theorem 1.1. To conclude the proof of the first point in Theorem 1.1, it is enough to
remark that the proof of Proposition 3.1 can be modified easily in order to start from a collision kernel B such that
B KBγ,α1θ∈[0,θ0]
for some constants K > 0, θ0 ∈ (0,π], and
Bγ,α
(|v − v∗|, cos θ)= |v − v∗|γ sin−(N−1)−α(θ/2), γ ∈ (−N,+∞), α ∈ [0,2),
defined as in the beginning of this section. The assumptions of Theorem 1.1 imply such a control.
Indeed one first reduces to the collision kernel KBγ,α1θ∈[0,θ0] by monotonicity of the Dirichlet form. Then the
bound from above on D2, D3, D4 are unchanged, and the bound from below on D1 is still valid since one gets
straightforwardly: ∫
σ∈Cβ
1θ∈[0,θ0] dσ min
{
C1|v − v∗|−
β(N−1)
(N−1)+α ;C2
}
,
for some constants C1,C2 > 0. Finally the coercivity estimates of [44] used in the proof are also still valid for a
collision kernel KBγ,α1θ∈[0,θ0]. 
4. Proof of Theorem 1.1 for ε = 0
We start again from some collision kernel which satisfies:
B KBγ,α1θ∈[0,θ0],
for some constants K > 0, θ0 ∈ (0,π], and
Bγ,α
(|v − v∗|, cos θ)= |v − v∗|γ sin−(N−1)−α(θ/2), γ ∈ (−N,+∞), α ∈ [0,2).
We shall prove the:
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DB(g) CB,0
∫
RN
[g − Pg]2(1 + |v|)γ+α dv.
The second point in Theorem 1.1 follows immediately from Proposition 4.1.
Proof of Proposition 4.1. We introduce the following angular truncation domain (which depends on |v − v∗|):
C¯ = {σ ∈ SN−1; |v − v′| 1}.
One checks easily that C¯ is invariant under the pre–post collisional change of variables and the change of variable
(v, v∗, σ ) → (v∗, v,−σ). Remark that this truncation domain C¯ corresponds to the limit case β = (N − 1) + α in the
truncation domain Cβ previously introduced.
Hence we have:
Dγ,α(g)
K
4
∫
RN×RN×C¯
[(
g(v′)
μ(v′)1/2
)
+
(
g(v′∗)
μ(v′∗)1/2
)
−
(
g(v)
μ(v)1/2
)
−
(
g(v∗)
μ(v∗)1/2
)]2
× |v − v∗|γ+α+(N−1)1θ∈[0,θ0]μ(v)μ(v∗)dv dv∗ dσ
= K
∫
RN×RN×C¯
[
−
(
g(v′)
μ(v′)1/2
)
−
(
g(v′∗)
μ(v′∗)1/2
)
+
(
g(v)
μ(v)1/2
)
+
(
g(v∗)
μ(v∗)1/2
)](
g(v)
μ(v)1/2
)
× |v − v∗|γ+α+(N−1)1θ∈[0,θ0]μ(v)μ(v∗)dv dv∗ dσ
= K〈Lˆg, g〉,
with a fictious self-adjoint operator Lˆ on L2 defined by,
Lˆg(v) =
∫
RN×SN−1
[
−
(
g(v′)
μ(v′)1/2
)
−
(
g(v′∗)
μ(v′∗)1/2
)
+
(
g(v)
μ(v)1/2
)
+
(
g(v∗)
μ(v∗)1/2
)]
× |v − v∗|γ+α+(N−1)1|v−v′|11θ∈[0,θ0]μ1/2(v)μ(v∗)dv∗ dσ.
Using the same decomposition as in Section 2, this operator can be split as
Lˆ = νˆ − Kˆ+ + Kˆc,
where the multiplicative function νˆ is:
νˆ(v) =
∫
RN×SN−1
|v − v∗|γ+α+(N−1)1|v−v′|11θ∈[0,θ0]μ(v∗)dv∗ dσ,
which satisfies by similar computations as above
νˆ(v)C
(
1 + |v|)γ+α, C > 0.
Then we shall show that the remaining terms satisfies some compactness property.
Let us assume first for the sake of clarity that γ + α = 0. Then the multiplication function νˆ is bounded from
below by a positive constant νˆ0 > 0, and it is straightforward that Kˆc is a Hilbert–Schmidt operator (we leave these
computations to the reader). Let us show that the part Kˆ+ can be written as a limit of Hilbert–Schmidt operators
(hence showing that it is compact in L2). The kernel of Kˆ+ is by inspection,
kˆ := k(N−1)(v, v′)1|v−v′|11θ∈[0,θ0]
= 2
N
|v′ − v|(2π)3/2 exp
{
−|v
′ − v|2
8
− |v
′ − v + 2(v ·ω)ω|2
8
}
×
(∫
⊥
|v′ − v + z| exp
{
−|z + (v − (v · ω)ω)|
2
2
}
dz
)
1|v−v′|11θ∈[0,θ0],
ω
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operator Kˆ+) as follows:
kˆ = kˆcε + kˆrε ,
with
kˆcε =
(
1|v−v′|ε × 1| v|v| · (v−v′)|v−v′| |ε
)
kˆ,
and
kˆrε = kˆ − kˆcε .
By similar straightforward computations as in the proof of Proposition 2.1 we get that kˆrε is symmetric in v, v′ and
sup
v∈RN
∫
RN
∣∣kˆrε ∣∣dv′ ε→0−→ 0,
and therefore Kˆ+,cε → Kˆ+ in L2 as ε → 0. Hence it is enough to show that Kˆ+,c is compact. But the kernel kˆcε
satisfies (using the same representation as in Proposition 2.1)
∫
RN×RN
(
kˆcε
)2 dv dv′  C ∫
v∈RN
( 1∫
ε
rN−3(1 + r)2(1 + |v| sin θ)2e− r24
π∫
0
e−
(r+2|v| cos θ)2
4 sinN−2 θ1| cos θ |ε dθ
)
 C
∫
v∈RN
(
1 + |v|)2e−ε2|v|2 dv < +∞.
Therefore Kˆ+,c is a Hilbert–Schmidt operator and the result is proved. By applying Weyl’s theorem (exactly as in [32,
19]), we deduce that Lˆ and νˆ have the same essential spectrum, which is included in [νˆ0,+∞), and therefore, since
Lˆ 0, that 0 is an isolated eigenvalue, which concludes the proof.
When γ +α is different from 0, one considers (in the spirit of [29]) the following symmetric weighted modification
of Lˆ:
L˜ = (1 + | · |)−(γ+α)/2Lˆ((1 + | · |)−(γ+α)/2·),
and the corresponding splitting L˜ = ν˜ − K˜+ + K˜c . Then ν˜ is strictly positive uniformly (and bounded from above)
and it is straightforward again that K˜c is a Hilbert–Schmidt operator. Let us focus on the term K˜+. Its kernel is:(
1 + |v|)−(γ+α)/2kγ+α+(N−1)(v, v′)(1 + |v′|)−(γ+α)/21|v−v′|11θ∈[0,θ0]
and similar computations as above show again that K˜+ can be written as a limit of Hilbert–Schmidt operators (remark
that thanks to the truncation |v − v′| 1, weights on v and v′ can be interchanged up to a constant).
We then conclude by applying Weyl’s theorem to L˜ (as in [29]). We deduce thus that 0 is an isolated eigenvalue of
L˜ 0, and therefore we obtain the existence of the inequality in Proposition 4.1. 
5. Proof of Theorem 1.2
In [34] it was shown via compactness arguments that there is a constant C1γ > 0 such that〈
LLg,g
〉
 C1γ
∥∥[g − Pg]∥∥2
σ
, (5.1)
where ‖ · ‖σ is the following anisotropic norm:
‖g‖2σ :=
∫
N
((
1 + |v|)γ |Πv∇vg|2 + (1 + |v|)γ+2∣∣[Id −Πv]∇vg∣∣2 + (1 + |v|)γ+2g2)dvR
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Πv∇vg =
(
v
|v| · ∇vg
)
v
|v| .
In particular this lower bound implies a spectral gap for the linearized Landau collision operator as soon as γ −2.
On the other hand, in [44] the first author derived the following explicit coercivity estimate:〈
LL
[
μ1/2h
]
,
[
μ1/2h
]〉
 C2γ
∫
RN
(
1 + |v|2)γ /2(|∇vh|2 + h2)μ(v)dv = C2γ ‖h‖H 1γ (μ). (5.2)
This holds for all h = h − Pˆh, where Pˆ is the orthogonal projection in L2(μ) given by:
Pˆh = a + b · v + c|v|2,
with a, c ∈R and b ∈RN . This estimate originates from the alternate (but equivalent) linearization
f = μ(1 + h).
Proof of Theorem 1.2. Letting h = μ−1/2g, we first translate the estimate of [44] into a coercivity estimate for g: the
r.h.s. of (5.2) is given by
∥∥μ−1/2g∥∥
H 1γ (μ)
=
∫
RN
(
1 + |v|2)γ /2(∣∣∣∣∇vg + 12vg
∣∣∣∣
2
+ g2
)
dv
=
∫
RN
(
1 + |v|2)γ /2(|∇vg|2 + 14 |v|2|g|2 + (v · ∇vg)g + g2
)
dv.
We focus our attention on the term without a definite sign:∫
RN
(
1 + |v|2)γ /2(v · ∇vg)g dv = 12
∫
RN
(
1 + |v|2)γ /2v · ∇v(g2)dv
= −1
2
∫
RN
∇ · (v(1 + |v|2)γ /2)g2 dv.
Now we look at the derivative of the polynomial,
∇ · (v(1 + |v|2)γ /2)= (1 + |v|2)γ /2(N + γ |v|2
1 + |v|2
)
.
Further notice that ∣∣∣∣N + γ |v|21 + |v|2
∣∣∣∣N + |γ |.
Plug in these last few computations to obtain:
∥∥μ−1/2g∥∥
H 1γ (μ)
 1
4
∫
RN
((
1 + |v|2) γ2 |∇vg|2 + (1 + |v|2) γ+22 g2)dv
− 1
2
(
N + |γ |) ∫
RN
(
1 + |v|2) γ2 g2 dv.
On the other hand, ∥∥μ−1/2g∥∥
H 1γ (μ)

∫
N
(
1 + |v|2) γ2 g2 dv.R
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H 1γ (μ)
 C
∫
RN
[(
1 + |v|2) γ2 |∇vg|2 + (1 + |v|2) γ+22 g2]dv.
Combine this with (5.2) to obtain an explicitly computable constant C > 0 such that for any g = g − Pg, we have:〈
LLg,g
〉
 C
∫
RN
((
1 + |v|2) γ2 |∇vg|2 + (1 + |v|2) γ+22 g2)dv. (5.3)
While the power is the same as in (5.1) for the term with no derivative, the derivative term still has a better power
in (5.1).
Guo [34] computes that 〈
LLg,g
〉= ‖g‖2σ − 〈∂iσ ig, g〉− 〈Kg,g〉.
Here we will not give precise definitions of ∂iσ i and K , we will only use an estimate with explicitly computable
constants for these terms to get an explicit lower bound in the σ norm.
The [34, Lemma 5] implies that for any m > 1, there is an (explicit) 0 < C(m) < ∞ such that∣∣〈∂iσ ig, g〉∣∣+ ∣∣〈Kg1, g2〉∣∣ 1
m
‖g‖2σ + C(m)‖1{|·|C(m)}g‖2L2 .
We deduce ∣∣〈∂iσ ig, g〉∣∣+ ∣∣〈Kg1, g2〉∣∣ 1
m
‖g‖2σ +C′(m)
〈
LLg,g
〉
for another explicit constant C′(m) > 0 thanks to (5.3). Taking for instance m = 2 we deduce:
‖g‖2σ =
〈
LLg,g
〉+ 〈∂iσ ig, g〉+ 〈Kg,g〉 (1 +C′(2))〈LLg,g〉+ 12‖g‖2σ ,
which concludes the proof. 
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