In the preceding paper (Dallos, P. (1985) J. Neurosci.
In the preceding paper (Dallos, P. (1985) J. Neurosci. 5: X591-1808) some fundamental properties of cochlear inner and outer hair cells were considered.
On the basis of intracellular recording from the low frequency region of the guinea pig cochlea, such measures as membrane potentials, the dependence of AC and DC receptor potential magnitude on stimulus level and frequency, and tuning characteristics relative to gross responses were discussed. During prolonged recording various changes in membrane and receptor potentials were observed.
In the present paper the relationship between these variations is described and evaluated in the context of a simple hair cell model. (Russell and Sellick, 1978, 1983; Nuttall et al., 1981; Goodman et al., 1982; Russell, 1983) of turtle cochlear hair cells (Fettiplace and Crawford, 1978; Crawford and Fettiplace, 1981) alligator lizard cochlear hair cells (Weiss, 1984) frog saccular hair cells (Hudspeth and Corey, 1977; Hudspeth, 1983) , and lateral lrne hair cells (Harris et al., 1970; Flock et al., 1973) .
In the preceding paper (Dallos, 1985) material was presented on the general behavior of low frequency inner hair cells (IHCs) as well as outer hair cells (OHCs).
The present paper supplements those findings and focuses on Iabilities in responses and membrane potentials that can be observed during maintained contact with a single hair cell.
Materials and Methods
A detailed description of experimental methods is given by Dallas (1985) ; consequently, only a few salient items are mentioned here.
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Preparaation. All recordings were obtained from young albino guinea pigs. The animals were anesthetized, tracheotomized, and artificially respirated after the administration of Flaxedil. A ventrolateral approach was used to the auditory bulla, which was opened, and the bony cochlea was transilluminated. To create a path for the recording electrode, a fenestra was prepared through the cochlear bone over the desired recording location. This was either the third or the fourth turn. The window was placed over the spiral ligament covering of the stria vascularis. The shadow of the organ of Corti could be seen through the opening and this facilitated the aiming of the electrodes.
Stimuli. Either series of tone burst stimuli or pseudorandom noise stimuli were used. These were generated under computer control (PDP-1 l/34), and the responses to them were stored in computer memory for off-line data analysis. Repeated measures to the same stimulus during a given cell penetration were obtained various ways. The pseudorandom noise sequences were presented at five sound levels with 10 dB spacrng. Once the sequence was concluded, another was delivered-but at five different levels. One or two levels were common between the two; thus, one measure of change could be derived. During very prolonged recordings from a given cell, the noise sequences were delivered several times, so that opportunities for multiple comparisons were available. Tone burst sequences were also presented in a repeated fashion, either to obtain multiple measures or to generate more sound levels (a given sequence delivered five sound levels). In later experiments the tone burst series were so arranged that the first frequency to be presented (usually at the anticipated best frequency (BF)) was repeated at the end of the entire sequence.
Since the presentation of a complete tone burst array consumed about 4.6 min, this repeated presentation provided an excellent measure of response stability.
In several figures of this paper membrane potentials are shown as a function of trme. Attached to the traces are time marks indicating the duration and occurrence of response measurements that are used for comparisons. In the figures the comparisons are based on the AC receptor potential magnitude at the BF. These are derived either from low level tone burst data or from the appropriate frequency component in the response sepctrum obtained with low level noise inputs. Low signal levels are used in these comparisons to avord, as much as possible, the complicating influence of nonlinear processes that are pronounced at high sound levels, especially around the BF.
Recording. Vol. 5, No. 6, June 1985 that unexpected receptor potential variations may accompany the membrane potential changes. To consider the covariation of the two electrical phenomena, a classification scheme is introduced. Using the membrane potential achieved at initial penetration of a cell as the reference, one can distinguish cases of steady, increasing (hyperpolarizing), and decreasing (depolarizing) "resting" potential epochs. In comparison with the direction of change in the membrane potential, we use the same classification of steady, increasing, or decreasing, for describing the change in receptor potentials. For simplicity, only one measure is used, the magnitude of the AC receptor potential, measured at the cell's BF at relatively low sound pressure levels so that a quasilinear measure may be utilized. Some other features of receptor potential changes, such as variations in tuning, and the behavior of the DC receptor potential are considered later. There are nine possible combinations of membrane and receptor potential changes when the simplified, three-way classification scheme is used. Of these nine possibilities, six were observed. They are described below.
The ideal recording situation is depicted in Figure la . Here the membrane potential is steady during an extensive recording period, and it is accompanied by an essentially unchanging response to sound. The companion case is shown in Figure 1 b, where steady membrane potential is measured over time, in this case quite prolonged, but the response magnitude shows a relatively modest decline. A third possible case, that of steady membrane potential and increasing response, was not seen.
The situation one would expect, a priori, during intracellular recording is declining membrane potential accompanied by decreasing response. In fact, such cases are often seen. An example is given in Figure 2a , where the IHC membrane potential drops from its initial -36 mV value to about -10 mV by the second measurement of responses. A 9-dB drop in the AC receptor potential is seen between the time periods. Not infrequently, the membrane potential disappears during recording. The stimulus-related potential drops to the level of the extracellular response in such situations.
A "-IS dB membrane potentials is depicted in Figure 2b . Here the membrane potential declines from about -40 mV to less than -10 mV in about 3 min, but during the drop a distinct increase in the response, +5 dB in this case, is noted. Examples for such inverse alterations are seldom seen but they present interesting cases for the consideration of possible mechanisms. There are no examples among the present samples for the situation in which the response remains constant while the membrane potential declines.
The final pair of examples describes the increase in membrane potentials after initial penetration of the cells. In Fig. 3a , during the approximately 3 min between measurements, the membrane potenThe Journal of Neuroscience Changes during Intracellular Recording 1611
tial moves from about -10 to -20 mV, along with a 9.5.dB increase in the response. This relationship, a counterpart of what has been seen in the previous category of declining membrane and receptor potentials, is an expected one. In other words, one intuitively seeks improved response with increasing membrane potential and vice versa. In Figure 3b the unexpected is shown. The membrane potential of this OHC increases from -58 to -95 mV, whereas the response drops 16 dB. This intriguing pattern of behavior was seen in several hair cells. The course of this membrane potential change is approximately exponential. The time constant of the process has been estimated for five cells that exhibited this behavior. These ranged from 24 to 92 set, with a median of 50 sec. ' In some situations membrane potential changes are accompanied by alterations in the frequency response characteristics of the cell as revealed by magnitude and phase data. Such tuning changes, however, do not necessarily occur whenever the membrane potential varies. As a matter of fact, it is possible to encounter distinct response magnitude changes accompanying membrane potential variations without a tuning change. To organize these various experimental results, let us return to Figures 1 to 3. In Figure la the "normal" case is shown, in which stable membrane and receptor potentials are recorded over time. In all such cases the tuning remains invariant as well. In other words, the filter characteristics of the cells (discussed by Dallas, 1984 Dallas, , 1985 , in detail) remain unaltered. Figure 1 b shows the case of stable membrane potential and declining response. There are several examples of this son of pattern, all showing a lack of change in tuning. Thus, in cells for which membrane potential remains stable, the magnitude of the AC receptor potential may decline over time, but this occurs to the same degree at any frequency. Yet, stable membrane potential does not assure stable frequency response characteristics. In special cases where initial membrane potential alterations are followed by a stable period, one may see radical changes in tuning. For example, in Figure 4 the membrane potential first increases and then remains stable at a high value. The cell's tuning changes throughout the initial membrane potential increase. At the very end of the penetration, without changing membrane potential, the tuning is radically altered along with further decrease in response magnitude. Magnitude and phase data are presented in reference to organ of Corti response as seen initially, at the time when the membrane potential stabilized, and then again before stepping out of the cell. It is clear that the hair cell response, when referred to the gross potential in the adjacent fluid space, appears to be low-pass filtered (this matter is discussed in Dallas, 1985) . With the passage of time the filter bandwidth increases and the magnitude of the response decreases. Then, without a change in membrane potential, at the end of the recording, the intracellular response is almost indistinguishable from the extracellular one, both in its magnitude and in its phase.
In Figures 2a and 3a cases of covariation between membrane and AC receptor potential magnitude were shown. As a rule, in these situations the tuning remains quite stable. In the examples illustrated, no change in tuning occurs in spite of the increase or decrease in both membrane and receptor potential. There are cases in which the membrane potential disappears entirely over time without a clearcut transition from intracellular recording to extracellular. In such situations, of course, the filter properties of the cell are also altered along with the response magnitude, and they assume extracellular character when a membrane potential is no longer discernible.
We have already seen one of the possibilities for opposing movements of membrane and receptor potentials, Figures 3 and 4 served as examples. The complementary case is depicted in Figure   ' These changes, as well as others described elsewhere, cannot be attributed to alterations in electrode characterrstics, such as "plugging." Electrode resrstance IS monitored during recordings and I am confident that the phenomena described herein have physiological origins. 2b, in which the membrane potential declines whereas the AC response increases. We have no OHC example for this situation, and very few IHCs. In IHCs this pattern is accompanied by a relatively complex change in the cell's filter characteristic. In such cases the increase in magnitude is prominent at low frequencies but gradually diminishes with increasing frequency.
Low frequency phase changes are minimal, but as frequency increases, the phase lead is reduced. The ramifications of these changes are considered later.
In discussing lability of the recorded responses, some attention needs to be paid to the DC component of the receptor potential. Inasmuch as the DC response is a consequence of the cell's nonlinear behavior, which is not considered in this paper in any detail, only some cursory observations are made. It is our finding that the DC component is much more variable, from cell to cell and from instant to instant within the same cell, than the fundamental component of the AC response. Thus, the variability of DC response magnitude and frequency dependence is much greater among preparations than that of the corresponding AC characteristics, Similarly, there is a trend for the DC responses to be altered more radically during prolonged contact with a given cell. To show the astonishing degree of lability that one may see in the DC component, one example, our most radical one, will suffice. In Figure 5 we see a situation in which both membrane potential and the low level AC response at BF are essentially invariant, as is the endocochlear potential. There is, however, a startling qualitative change in the DC component of the receptor potential, accompanied by an increase in the high level AC response. The polarity of the DC response is changed from the normal positive to the seldom-seen negative. Although this is the only example in our material where such bizarre changes occur, it is presented to demonstrate the possibility of a major alteration in the cell's nonlinear mechanism without a concomitant change in the membrane potential or the fundamental component of the AC response. More frequent occurrences are the simple to assume that the variations are related to the presence of the foreign object within the cell. Such changes would be rather trivial, (does not bend over), whereas the DC potential is now negative. These
In order that plausible mechanisms for the lability phenomenon changes occur without alteration in the cell's membrane potential. Note that may be formulated, some theoretical considerations from another the base line shifts during the recording. This is the only figure in this paper paper (Dallas, 1984) are repeated for the sake of clarity. A simple whrch IS based on data from a fourth turn harr cell.
circuit model (Fig. 7) for cochlear hair cells which may prove useful in explaining the differences between IHC and OHC resting potentials 
Discussion
The only studies that have examined variations over time in hair cell membrane and receptor potentials are those of Brown et al. (1983) and Russell and Ashmore (1983) . In both studies transient asphyxia or anoxia was induced and concomitant changes in IHC membrane and receptor potentials were noted. General features were more severe changes in DC than in AC receptor potentials (linearization of response) accompanied by hyperpolarization of the cell, and a deterioration of frequency selectivity. Anoxia produces a generalized effect on the state of the cochlea, including influences over both mechanical and electrophysiological processes. Consequently, it is difficult to parcel out the influence of this manipulation on the hair cell itself. In the material described here, the only affected entity is the hair cell from which the recording is made. Thus, a comparison between the present results and those derived from studies with induced anoxia is difficult to make.
Resting potentials. If the membrane potential of either type of hair (Dallas, 1983 (Dallas, , 1984 assumes that either hair cell may be represented by resistances R, and &,, symbolizing the apical (endolymphatic) and basolateral (perilymphatic) boundaires of the cells, and a battery E, which describes the electrochemical potential of the basolateral membrane. These series elements, three for OHCs and three for IHCs, are paralleled by a branch containing a battery Er and resistor RT, representing the remainder of the cochlear circuit. ET is equivalent to the DC endochlear potential. Parametric excitation of the circuit is assumed via stimulus control of Rz and R\. Specifically, Rz = Ry + AR0 and f& = R', + AR'. We will symbolize fractional resistance changes as y" = ARO/R? and y' = ARyR\. Capacitative reactances are ignored (but see Dallas, 1984 , for a more complete treatment). One can show from the circuit that the voltages analogous to the indicate, the AC response decreased some 17 dB as the membrane its use are described by Dallos (1983).
resting intracellular potentials (fO and El) depend on the ratios of basolateral and apical resting resistances, R,/R,. These ratios were named "shape factors" and they were expressed for OHCs: N = Rg/R? and for IHCs: p = Rb/R\. The resting DC potentials E0 and E, may be expressed as follows (Dallas, 1983 ):
and E -PET -El '-7-T-jIn the original modeling work it was assumed that for "good" IHCs and OHCs the membrane potentials are -40 and -70 mV, respectively. With E, = 80 and ET = 70 mV, these numbers yield a = 0.07 and p = 0.36. As equation 1 indicates, f,, or E, may be influenced by variations in E, or either CY or p. Assuming first that o( = 0.07 and p = 0.36, with ET = 70, all remaining constant while E, is variable, one can plot the theoretical change in f0 and E,. In Figure 8 these patterns are depicted. One notes that the fractional change in membrane resting potential is a linear function of the fractional change in f,: as f, increases, the cell hyperpolarizes, and it depolarizes with a decrease in f,. It is theoretically possible for the resting potential to become positive if El drops below the value aEr or PET, respectively. The dependence of the resting potential upon the shape factor is shown in Figure 9 . It is seen that if the shape factor falls below its normal value, the resting membrane potential increases and tends towards an asymptote as the shape factor approaches zero. With an increase in the shape factor, the membrane potential falls (depolarization) and may reverse polarity. At very large values of the shape factor an asymptotic behavior of the membrane potential occurs, but here the asymptote represents a positive intracellular potential.
During the experiments both increases and decreases in resting membrane potentials were seen. Since variations in either El or the shape factors can yield changes in both directions, one cannot . Theoretical dependence of the ratio of membrane potentials (El and E,,) and receptor potentials (e, and e,) upon changes In shape factors. The functions can be derrved from equatrons 1 and 2.
easily assign a mechanism to a given experimental finding. To better dissect the observed phenomena, we need to consider how receptor potential changes are affected by variations in f, and in the shape factor.
Stimu/us-reelated potentials. When reactive circuit elements are ignored, the simplified electrical model of hair cell operation (Dallas, 1983) provides a formulation for receptor potentials as a function of apical resistance change. For IHCs and OHCs the linear approximation of the potential change is expressed as follows: e, = P(E, + WY' and e,, = 4E, + EN'
(1 + Iv (1 + LY)' It is seen that for a given fractional resistance change (y), the circuit voltage which is equivalent to the receptor potential is a function of the shape factors and the electrochemical potential El (the Scala media resting potential ET is assumed not to be a variable). The electrode penetration may influence either the shape factor of f, or both. First, consider the effect of E, change. In Figure 8 the resulting graphs are provided, again with the numerical substitution of ET = 70 mV. The fractional change of the response is a linear function of the fractional change in f,; moreover, the same plot represents the relationship for both the OHC and the IHC. The plot indicates that hyperpolarization increases, whereas depolarization decreases the stimulus-related potential.
If it is assumed that El remains constant and the electrode penetration affects the shape factor, then one can obtain the fractional change in the response with variation in 01 or p (numerical values are again assumed to be f, = 80 mV, ET = 70 mV, a(l) = 0.07, p(1) = 0.36). The relevant plots are included in Figure 9 . It is noted that when the shape factors become smaller, the response magnitude tends toward zero. In contrast, as the shape factor increases, the response first grows to reach a maximum, then decreases toward zero for very large values of the shape factor. There are several interesting features of this behavior. For OHCs at least, there is a possibility for substantial enhancement of the receptor potential with a rise in CY. A potential confusion may arise as to whether a given behavior is caused by increase or decrease in the shape factor, since either a large decrease of a large increase results in the diminution of the response. Fortunately, a comparison with concomitant changes in resting potential reveals that the response decrease that would be caused by the growth of the shape factor would be accompanied by a reversal of the polarity of the resting potential. Thus, if our scheme is correct, the potential confusion is easily averted. In fact, it is the relationship between changes in resting and receptor potentials that proves most valuable in attempting to assign mechanisms that underlie a variety of observed behaviors. Let us examine these relationships.
Resting versus receptor potentials. It may be best to organize the comparisons between resting and membrane potential changes and their plausible explanations in the graphical format of Figure 10 . On the left side the experimental observations are summarized; the right side shows permissible outcomes from the previously discussed model predictions. The symmetrical figures show the nine possible relationships between resting potential (E) and receptor potential (e), when these increase, decrease, or remain steady. Hatched boxes on the left side of Figure 10 indicate that no experimental observation corresponds to the given condition, whereas references to figures in this paper, inserted in other boxes, suggest a possible experimental situation. The boxes of the right side, similarly organized according to the direction of change in E and e, are filled with the aid of data from Figures 8 and 9 . Assuming that a reasonable range of change in o( and p is from 0.1 to IO times normal, one simply reads from the graphs what behavior corresponds to a given mechanism. Thus, we note that the model does not allow for changes in the receptor potential (e) without a concomitant change in the membrane potential (f). Boxes that correspond to such "nonpermissible" behavior are cross-hatched. It is further seen that simultaneous increase or decrease in both f and Dallas Vol. 5, No. 6, June 1985 erations embodied the obvious simplification of assuming a change in either E, or the shape factor. It is likely that membrane changes due to the presence of the recording electrode would yield simultaneous alterations in both parameters. If so, the eventual consequence depends on the interplay of the effects produced by the degree and direction of change in E, and, say, p. Intuitive pairings would tie increasing E, with increasing shape factor (sealing of the cell membrane) and, in contrast, a membrane that becomes more "leaky" may well yield decrease in E, and in shape factor. In the former case an increase in response is expected from both factors, but the fate of the membrane potential is uncertain. The converse case yields decrease in responses, again with indeterminate outcome to the membrane potential. Figure 70 . Relationship between direction of change in membrane potential (E) and receptor potential (e). Directions are rndrcated by the heavy arrows: up, steady, (horizontal arrow), and down. Left, Experimental observations Hatched squares indicate no data available that would correspond to the given relation between E and e. Numbers in other boxes indicate the figure numbers in this paper in which the particular condition (E-e pair) is depicted. It is at least conceivable, albeit not very likely, that opposing effects of E, and p are such that the membrane potential may remain steady, whereas the response undergoes a decrease. This could explain the experimental observation, and its lack of theoretical correlate, in the bottom row center box of Figure 10 . value ~'(1) to a new value ~'(2) with a shift in shape factor from p(1) to p(2) in the following manner:
The corner frequency of the membrane filter is inversely related to 0.5 I 2 the time constant, f = 2x7. As the shape factor decreases the time constant also decreases, which is equivalent to saying that the Frequency (ktiz) membrane filter's cutoff frequency increases. This change is best visualized by noting that this condition corresponds to the basolateral membrane becoming less resistant, more "leaky." If the corner frequency goes to higher values, presumably as a consequence of the decrease in p, then one expects to see a decrease in the low frequency response magnitude and a concomitant expansion of the region of low frequency phase lead to higher frequencies. Conversely, an increase in 6 should yield a reduction in the low frequency phase lead along with an increase in response magnitude.3 For Figure 17 . Magnitude and phase changes (relative to the organ of Corti response) of the AC receptor potential during a decrease in the membrane potential of the receptor cell shown in Figure 2b . Data are shown by the so/id circles connected with the thin line. The thick line indicates the theoretical changes as computed with the aid of the formula given in Footnote 3. It is seen that both magnitude and phase changes are frequency dependent. In thus case a greater magnitude change obtains at low frequencies, whereas the phase change is maximal around the BF. The magnitude change indicated in Figure 2 refers to that seen at BF, i.e., +5 dB.
3 Actually, the situation is more complex. The ratio of IHC response to that in the organ of Cort may be expressed as follows (Dallas, 1984) :
e is possible if electrode penetration affects E,, the electrochemical driving voltage (the up-up and down-down boxes).
Finally, E and e move in opposite directions if the cause is a change in shape factor (up-down and down-up boxes).
Of course, the steady-steady situation is a trivial one. In comparing the two arrays of Figure 10 , there seems to be a satisfying correspondence between not observed and "not permissible" pairings. The only anomaly corresponds to the case in which the response was seen decreasing while the membrane potential remained steady (example: Fig. lb) . This case is noted by a question mark on the right side. Reduction in response size without a change in membrane potential is a puzzling observation. The simple hair cell circuit model does not provide an explanation for this set of frndings. One plausible cause for the observations is that the recording electrode somehow interferes with the cell's transducer mechanism.
It is probably not necessary to emphasize that the above consrdwhere T is a hybrrd trme constant, combining apical cell membrane resistance with total membrane capacitance. After substitutrng a reasonable numerical value for T, one may compute magnitude and phase changes of the above ratio as a joint function of fl and w. At any given frequency, the magnrtude function possesses a maximum at a p value that varies between 0.1 and 1 .O. The originally estimated p = 0.36 is at the maximum around the BF. This means that, if upon penetration of the cell p is low and then subsequently increases, then the response magnitude is expected to increase throughout the frequency range. In contrast, starting out with normal fl and suffering a decrease In this value during penetration would yield a drop in response. Ambrguous situations might arise if p were to increase from its normal value. This would produce erther increase or decrease in the response, depending on measuring frequency. The change in phase is simpler. A decrease In p produces an increased lead at any frequency and vice versa. The degree of change, however, is frequency dependent; at low frequencies the change is minimal, and higher frequencies generate more phase change.
OHCs a change in N simply yields a broadening or narrowing of the low-pass filter. When the shape factor increases, the filter narrows and the magnitude increases within the passband, whereas a decreasing a yields broader filter and smaller response. A rereading of the appropriate portion under "Results" and reference to Figure 10 indicates that tuning changes should accompany those experimental conditions in which one may surmise changes in shape factors, Thus, membrane potential-receptor potential variations that can be attributed to changes in f, are not characterized by tuning changes. In contrast, we noted that a condition signified by increasing membrane potential and decreasing response is also the hallmark of broadened tuning (Fig. 4) . Such a condition was previously identified by a decrease in shape factor. The above argument indicates that filter changes seen are consistent with this interpretation of the cause. Similarly, we have identified situations in which membrane potential decreased in time and response magnitude increased. In Figure 11 magnitude and phase changes, corresponding to the membrane potential decrease depicted in Figure  2b , are presented. It is seen that there is a marked increase in magnitude at low frequencies and the gain is diminishing toward the high frequencies. The numerical value of 5 dB that was assigned in Figure 2b obtains at the BF. Low frequency phase change is minimal, but as the membrane potential decreases, the result is a decreased lead toward high frequencies. This is, of course, manifested as an increasing phase lag as the phase of the later condition is referred to that seen in the early situation. Just to provide a measure of the success of the circurt model in predicting changes in tuning, it was arbitrarily assumed that /I changes from an early value of 0.1 to a later value of 0.36. From the formula given in Footnote 3 one can obtain the change in magnitude and phase as a function of frequency, and these plots are also included in Figure 11 . The correspondence between experimental data and prediction is acceptable, particularly the similar frequency-dependent configurations. This agreement suggests that, in this case, time-dependent alterations in cell function may be due to variation in shape factor.
The extreme broadening of the filter, along with a decrease in response magnitude to that seen in the extracellular space, which is depicted in Figure 4 , can be interpreted as the diminishing of the shape factor toward zero. This may be simply a formalistic expression of very low basolateral membrane resistance due to a peculiar injury process. Specifically, it is conceivable that injury permits the entry of extracellular Ca and the activation of Ca-dependent K channels. The high K flux would move the membrane toward the K equilibrium potential and, at the same time, the lowered membrane resistance would shunt the intracellular receptor potential. Apparently, A. J. Hudspeth (private communication) also observed in saccular hair cells this peculiar increase in membrane potential and a decrease in receptor potential. The demonstration (Lewis and Hudspeth, 1983) of the existence of Ca-dependent K channels in hair cell lateral membranes makes the above explanation of the phenomenon plausible. It is also conceivable that the process would force the possibly electrogenic Na-K pump into higher than normal activity and thus further hyperpolarize the cell membrane.
An alternative view may be that the extreme decrease in shape factor that could produce the observed phenomenon is not due to the diminishing of the basolateral resistance, but to a radical increase in the apical resistance. Perhaps if the transducer channels became largely nonfunctional due to injury, then a formalistic representation of this is an increase in R,, yielding a decrease in (Y. In this situation the cell's electrical behavior mimics that of an organ of Corti supporting cell. The linearization of the response (symmetrical waveforms not containing a significant DC response component) seen in these cases (Fig. 6 ) could then be a result of the interference with the transducer channel.
