ABSTRACT In this paper, we consider a class of Clifford-valued recurrent neural networks (RNNs) with discrete and infinitely distributed delays. In order to overcome the non-commutativity of the multiplication of Clifford numbers, we first transform the Clifford-valued RNNs with discrete and infinitely distributed delays into real-valued systems based on the multiplication rule and properties of Clifford numbers. Then, we establish the existence and uniqueness of almost automorphic solutions for the neural networks under consideration by applying the contraction mapping principle, and we obtain the globally asymptotic almost automorphic synchronization of the neural networks under consideration by designing a novel state feedback controller and constructing an appropriate Lyapunov function. Finally, we present a numerical example to illustrate the feasibility of the results of this paper.
I. INTRODUCTION
Clifford algebra was proposed by British mathematician Clifford [1] in 1878 and is a generalization of plurals, quaternions and Grassmann algebras. For a long time after Clifford algebra appeared, only a few people realized its importance until the monographs of Chevalley [2] and Marcel [3] were published in 1954 and 1958, respectively, this theory received more attention. Currently, Clifford algebra has been widely used in various fields, such as neural computing, computer and robot vision, image and signal processing, control problems, etc. [4] - [6] . Clifford-valued neural networks are a class of neural networks whose state variables, connection weight parameters and external inputs are Clifford numbers. Since they can use multi-state activation functions to process multi-level information and only require fewer network connection weight parameters, they have been proven to be superior to the usual real-valued neural networks [7] , [8] . They have been an active research field recently. For example, Kuroe [9] extended conventional real-valued models of recurrent neural networks into Clifford-valued ones and discussed their dynamics; Liu et al. [10] considered
The associate editor coordinating the review of this manuscript and approving it for publication was Chunbo Xiu. the existence, uniqueness, global asymptotic and exponential stability for the equilibrium of delayed Clifford-valued RNNs; Zhu and Sun [11] investigated the existence and global exponential stability of equilibrium points for a class of Clifford-valued recurrent neural networks; Li and Xiang [12] studied the existence and global exponential stability of anti-periodic solutions for a class of Clifford-valued inertial Cohen-Grossberg neural networks with time-varying delays. But the results about the dynamics of Clifford-valued neural networks are still very rare.
On the one hand, in the past few decades, various types of neural networks have been widely used to solve some pattern recognition, signal processing, knowledge engineering, optimization combination and robot control problems. In these applications, the dynamic behavior of neural networks is of a prerequisite importance [13] - [16] . For example, in the case of autonomous neural network systems, the existence and stability of equilibrium points of the systems plays an important role; in the case of non-autonomous neural network systems, the existence and stability of periodic solutions, anti-periodic solutions and almost periodic solutions also plays a very important role. Many scholars have studied the existence and stability of periodic and almost periodic solutions of neural networks [17] - [26] . Moreover, automorphic functions are an important generalization of almost periodic functions, which was introduced into mathematics by Bochner [27] . At present, there are many results on the study of almost automorphic solutions of neural networks [28] - [32] . However, the results of the research on automorphic solutions for Clifford-valued neural networks have not been reported.
On the other hand, the concept of drive-response synchronization was first proposed for coupling chaotic systems in 1990 [33] . Since then, the synchronization problem has been extensively studied and highly valued. A variety of methods have been used to study different types of synchronization for various nonlinear systems and neural network systems (see [34] - [40] and the references cited therein). For example, the global exponential synchronization for a class of nonautonomous recurrent neural networks with discrete-time delays on time scales was investigated in [37] ; the global synchronization in fixed time for semi-Markovian switching complex dynamical networks with hybrid couplings and time-varying delays in the presence of disturbances was considered in [38] ; the asymptotic synchronization issue for a class of uncertain complex networks with hybrid switching and impulsive effects was studied in [39] . However, until now, there is no article published on the synchronization problem of Clifford-valued neural networks.
The foregoing discussion inspired us to study the existence and synchronization of almost automorphic solutions of Clifford-valued neural networks, which is meaningful and challenging. Therefore, in this paper, we investigate the existence of almost automorphic solutions and globally asymptotic synchronization of automorphic Clifford-valued RNNs with discrete and infinitely distributed delays. This is the first paper to study the automorphicity and synchronization of Clifford-valued neural networks. Although we studied them by decomposition method, the results we obtained are about the Clifford-valued systems themselves, that is, we can judge their automorphicity and synchronization without decomposing the Clifford-valued systems under consideration into real-valued systems.
The rest of this paper is organized as follows. In Section 2, we recall some basic definitions and lemmas, introduce the concept of the Clifford algebra and give model descriptions. In Section 3, we establish the existence of almost automorphic solutions of Clifford-valued RNNs with discrete and infinitely distributed delays. In Section 4, we study the globally asymptotic synchronization of almost automorphic Clifford-valued RNNs with discrete and infinitely distributed delays. In Section 5, we give an example to demonstrate the feasibility of our results. Finally, we draw a brief conclusion in Section 6.
II. PRELIMINARIES AND MODEL DESCRIPTIONS
The real Clifford algebra over R m is defined as
where e A = e h 1 e h 2 · · · e h ν with A = {h 1 
Moreover, e ∅ = e 0 = 1 and e {h} = e h , h = 1, 2, . . . , m are called Clifford generators which satisfy the relations e 2 i = −1, i = 1, 2, . . . , m, and e i e j + e j e i = 0, i = j, i, j = 1, 2, . . . , m.
For simplicity, when one element is the product of multiple Clifford generators, we will write its subscripts together. For example e 1 e 2 = e 12 and e 3 e 4 e 5 = e 345 . We define = {∅, 1, 2, . . . , A, . . . , 12 · · · m}, then it is easy to see that
where A is short for A∈ and A is isomorphic to R 2m .
For any x = A x A ∈ A, the involution of x is defined as
where e A = (−1) 
Throughout this paper, A n , R m×n , A m×n represent the the n-dimensional real Clifford vector space, the set of all m × n real matrices and the set of all m × n real Clifford matrices. We define the norm of
In this paper, we are concerned with the following Clifford-valued RNN with discrete and infinitely distributed delays:
where i = 1, 2, . . . , n,x i : (−∞, 0] → A is a bounded continuous function, n corresponds to the number of units in the neural network; x i (t) : R → A denotes the activation of the ith neuron at time t; d i (t) : R → R + represents the rate with which the ith unit will reset its potential to the resting state in isolation when disconnected from the network and external inputs at time t; m ij (t), l ij (t), c ij (t) : R → A represent the connection weights, the discretely delayed connection weights and the distributively delayed connection weights between the jth neuron and the ith neuron at time t, respectively; f j , g j , h j : A → A are the activation functions of signal transmission; J i (t) : R → A is an external input on the ith unit at time t; τ j (t) is transmission delay at time t. The kernel k ij : R → R + is a continuous integrable function and it satisfies:
In order to represent (1) in matrix form, we introduce the following notation:
Then (1) can be rewritten as
Definition 2.1: [42] A function f ∈ C(R, R n ) is said to be almost automorphic, if for every sequence of real numbers (s n ) n∈N there exists a subsequence (s n ) n∈N such that
is well defined for each t ∈ R, and
for each t ∈ R. Denote by AA(R, R n ) the set of all such functions.
Definition 2.2:
Consider the following linear systeṁ
where
unique almost automorphic solution
Proof. Firstly, under the assumption of the lemma, by Lemma 2.10 in [31] , the linear homogeneous system corresponding to system (3) admits an exponential dichotomy. Hence, system (3) has a solution x satisfying (4). Obviously, the solution x is unique and bounded. Next, we will prove that x ∈ AA(R, R n ). To this end, let (s n ) n∈N ⊂ R be a sequence, by the definition of automorphic functions, we can extract a subsequence (s n ) n∈N of (s n ) n∈N such that for every t ∈ R,
From this and the Lebesgue dominated convergence theorem, we obtain that lim
Similarly, one can prove that lim
The proof is complete.
III. THE EXISTENCE OF ALMOST AUTOMORPHIC SOLUTIONS
In this section, we consider the existence and uniqueness of almost automorphic solutions by the Banach fixed point theorem.
Based on e AēA =ē A e A = 1 and e BēA e A = e B , we can transform Clifford-valued neural network (2) into the following real-valued neural network:
e C , L A·B and C A·B are similarly defined and determined, respectively,
T is a solution of (1) and vise versa. In order to represent system (5) in matrix form, we introduce the following notation:
Hence, system (5) can be rewritten aṡ
then it is a Banach space.
To obtain our result, we introduce the following assumptions.
. . , n, and the delay kernels k ij (·) ∈ AA(R, A) satisfying that there exists a positive constant such that
and there exist constants F, G, H > 0 such that
Remark 3.2:
According to the definition of the matrix norm of this paper, 
Remark 3.3: By (H 2 ), we have for every
Then system (6) has a unique almost automorphic solution in X 0 = { | ∈ X, || − P|| ≤ρ}, where
Proof: For any
∈ X, we consider the following systemζ
By (H 1 ) and (H 3 ), according to Lemmas 2.1, 3.1 and 2.2, we have that system (7) has a unique almost automorphic solution
Define a mapping : X 0 → X as follow:
First, we will prove that for every ∈ X 0 , ∈ X 0 . In fact, ( )(t) − P(t)
, which implies that ∈ X 0 . Hence, we have : X 0 → X 0 .
Next, we shall show that is a contraction mapping of X 0 . For any , ∈ X 0 , we have
Since (H 4 ), the above inequality implies that is a contracting mapping. According to the Banach fixed point theorem, we know that has a unique fixed point * ∈ X 0 such that ( * ) = * , that is, system (3.2) has a unique almost automorphic solution. The proof is complete.
Remark 3.4:
Since
Similarly, we have 
Then system (1) has a unique almost automorphic solution in X 0 = { | ∈ X, || − P|| ≤ ρ}, where 3.5 : Theorem 3.2 shows that we study Cliffordvalued systems by decomposing them into real-valued systems, but the result we get is really about Clifford-valued systems themselves.
IV. ALMOST AUTOMORPHIC SYNCHRONIZATION
In this section, by designing a new state-feedback controller, using some analytic techniques and constructing a suitable Lyapunov function, we will investigate the asymptotic synchronization problem of CNNs with discrete and infinitely distributed delays. To this end, we consider the system (1) as the drive system and take the response system as
where i = 1, 2, . . . , n,ŷ i : R → A is a bounded continuous function, y i (t) ∈ A denotes the state of the response system at time t, U i (t) is a state-feedback controller. The remaining symbols are the same as those in system (1).
Set z i (t) = y i (t) − x i (t), then by (1) and (8), we get the following error system:
To achieve almost automorphic synchronization of the drive-response system, we design a state feedback controller as follows: VOLUME 7, 2019 where i = 1, 2, . . . , n,
, then system (9) can be decomposed into the following real-valued system:
Remark 4.1: Under the premise that system (1) has an almost automorphic solution, the synchronization of almost automorphic system (1) and almost automorphic system (8) is called the almost automorphic synchronization. 
Then the drive system (1) and the response system (8) achieve globally asymptotical almost automorphic synchronization.
Proof: Consider a Lyapunov function V (t) = V 1 (t) + V 2 (t), where
Calculating the upper right derivatives of V 1 (t) and V 2 (t) along the solutions of (10), we obtain
Hence, we have
Integrating the above inequality over internal [0, t] , for t ≥ 0, we get
Hence, lim sup
Therefore,
By the definition of V 1 (t), we obtain that lim t→+∞ |y B i (t) − x B i (t)| = 0 for every B ∈ . Hence, we have V (t) < 0. Therefore, the drive system (1) and the response system (8) achieve the globally asymptotic almost automorphic synchronization. The proof is complete.
Remark 4.2: Because the conditions (H 5 ) and (H 6 ) are assumptions for system (1) and according to the relations:
we can determine the values of (m A·B ji ) + , (l A·B ji ) + , (c A·B ji ) + , (η A·B ji ) + , so we can judge whether they are synchronized without decomposing systems (1) and (8) 
V. AN EXAMPLE
In this section, we present a numerical example to illustrate the feasibility of our results.
Example 5.1: For m = n = 2, consider the following Clifford-valued RNNs with discrete and infinitely distributed delays:
and the response system
where 12 , Thus, all the conditions of Theorem 4.1 are satisfied. Therefore, systems (11) and (12) achieve the globally asymptotic almost automorphic synchronization (see Figures 1-7) . Remark 5.1: There is no existing results can be used to obtain the conclusion of Example 5.1.
Remark 5.2: Figure 7 shows that system (11) and system (12) are synchronized in a relatively short period of time, which inspires us to investigate the problem of finite-time FIGURE 6. The states of four parts of y 1 (t ) and y 2 (t ) in 2-dimensional space.
FIGURE 7. Synchronization errors z(t ) = y (t ) − x(t ).
almost automorphic synchronization for Clifford-valued neural networks in the future.
VI. CONCLUSION
In this paper, we studied the globally asymptotic almost automorphic synchronization of Clifford-valued RNNs with discrete and infinitely distributed delays. This is the first time to study the existence of almost automorphic solutions and the globally asymptotic synchronization of almost automorphic Clifford-valued neural networks. The methods of this paper can be used to study other types of Clifford-valued neural networks such as Clifford-valued Hopfield neural networks, Clifford-valued shunting inhibitory neural networks, Clifford-valued BAM neural networks and so on.
