Abstract. The paper is devoted to the existence of global optimal solutions for a general class of nonsmooth problems of constrained vector optimization without boundedness assumptions on constraint sets. The main attention is paid to the two major notions of optimality in vector problems: Pareto efficiency and proper efficiency in the sense of Geoffrion.
Introduction
This paper concerns some fundamental issues of global vector optimization that are revolved around the existence of efficient and properly efficient solutions under unbounded constraints. Such issues have been addressed in many publications; see, e.g., the books [14, 17, 21] and the papers [1, 2, 5, [7] [8] [9] [10] [11] with the references therein. We offer here a new approach to these topics that allows us to derive significantly new existence theorems for a general class of problems in vector optimization. This approach is mainly based on advanced tools of variational analysis and generalized differentiation that provides essential improvements of known results even in the case of problems with smooth data.
The basic problem under consideration is formulated as follows:
where f : R n → R m is a locally Lipschitz mapping, where Ω ⊂ R n is a nonempty and closed (not necessarily bounded) set, and where "minimization" is understood in conventional terms of vector optimization that are specified below.
In the case of unconstrained problems (VP) with Ω = R n , existence theorems for weak Pareto/weak efficient and the so-called relative Pareto (while not Pareto efficient) solutions were obtained in [1, 2, 19] by using appropriate set-valued extensions of the Ekeland variational principle under the following major assumptions:
• f is quasibounded from below, i.e., there exists a set M ⊂ R m such that
• f satisfies a certain Palais-Smale condition.
Somewhat related results for weak Pareto minimizers were obtained [10] under more restrictive assumptions. As discussed in [16] , such assumptions are rather limited. To improve them, powerful methods of semialgebraic geometry and polynomial optimization were invoked in [16] . In this way the equivalence between the following conditions was proved therein when Ω = R n and f is polynomial in (VP); see below for the exact definitions:
• f is proper at the sublevelȳ.
• f satisfies the Palais-Smale condition at the sublevelȳ.
• f satisfies the weak Palais-Smale condition at the sublevelȳ.
• f is M-tame at the sublevelȳ.
As consequences of these results, some sufficient conditions for the existence of Pareto efficient solutions of the unconstrained polynomial problem (VP) were given in [16] .
The main contributions of this paper are significantly different from [16] . First of all, we study the constrained problem (VP) with an arbitrary closed constraint set Ω and without any polynomial requirement on f , which is now replaced by local Lipschitz continuity. To proceed, we do not use methods of semialgebraic geometry but employ instead tools of variational analysis and generalized differentiation. Our major results are as follows:
(a) Assuming that the image set f (Ω) has a bounded section at someȳ ∈ f (Ω), which is indeed necessary for the existence of Pareto efficient solutions to (VP), we show that the following statements are equivalent:
• the restriction f | Ω of f on Ω is proper at the sublevelȳ.
• the restriction f | Ω satisfies the Palais-Smale condition at the sublevelȳ.
• the restriction f | Ω satisfies the weak Palais-Smale condition at the sublevelȳ.
• the restriction f | Ω is M-tame at the sublevelȳ.
(b) Based on these results, we obtain necessary and sufficient conditions for the existence of Pareto efficient solutions to problem (VP). As a byproduct of our approach, new sufficient conditions for the existence of Geoffrion-properly efficient solutions to (VP) are also derived.
The rest of the paper is organized as follows. In Section 2 we recall some definitions and preliminary results from variational analysis and generalized differentiation. Section 3 is devoted to establishing relationships between properness, Palais-Smale conditions, and M-tameness. In Section 4 we prove the existence of Pareto efficient and Geoffrion-properly efficient solutions to the vector optimization problem (VP). The concluding Section 5 con-
tains discussions of open problems to address in our future research.
Preliminaries
Our notation is terminology are standard in variational analysis and vector optimization;
see, e.g., the books [14, 18, 20] . Recall that for any number n ∈ N := {1, 2, . . .} we denote
x := (x 1 , . . . , x n ) and equip the space R n with the usual scalar product ·, · and the Euclidean norm · . The closed unit ball in R n is denoted by B n .
2.1. Definitions of optimal solutions. Let
Definition 2.1. Givenx ∈ Ω, we say that
(ii)x is a Geoffrion-properly efficient solution to (VP) if it is a Pareto efficient solution and there is a real number M > 0 such that whenever i ∈ {1, . . . , m} and x ∈ Ω satisfying f i (x) < f i (x) there exists an index j ∈ {1, . . . , m} with f j (x) < f j (x) and
It follows from the definitions that every Geoffrion-properly efficient solution is a Pareto efficient solution to (VP) but not vice versa; see e.g., Example 4.1 below.
Normals and subdifferentials.
Here we recall the notions of the normal cones to closed sets and the subdifferential of real-valued functions used in this paper. The reader is referred to [18, 20] for more details.
Definition 2.2. Consider a set Ω ⊂ R n and a pointx ∈ Ω.
(i) The regular normal cone (known also as the prenormal or Fréchet normal cone)
(ii) The limiting normal cone (known also as the basic or Mordukhovich normal cone)
N(x; Ω) to Ω atx consists of all vectors v ∈ R n such that there are sequences
Definition 2.3. Consider a function φ : R n → R and a pointx ∈ R n . The (limiting)
subdifferential of φ atx is defined by
via the limiting normal cone to the epigraph epi φ of φ given by
In [18] [19] [20] the reader can find equivalent analytic descriptions of the subdifferential ∂φ(x) and comprehensive studies of it and related constructions. In the case of convex sets and functions the above normal cone and subdifferential notions reduce to the corresponding concepts of convex analysis. Furthermore, we have ∂φ(x) = {∇φ(x)} if φ is strictly differentiable atx; in particular, when it is smooth around this point.
Next we present several known statements, which play significant roles in the proofs of the main results. The first lemma is the classical subdifferential formula of convex analysis.
Lemma 2.1. For eachx ∈ R n we have
The following major results of subdifferential calculus and necessary optimality conditions for scalar nonsmooth optimization are used below in our derivation of the existence theorems for (VP) even in the case of problems with smooth initial data.
Lemma 2.2 (see [18, Theorem 3.36] ). Let the functions φ i : R n → R, i = 1, . . . , m, be locally
Lipschitzian aroundx ∈ R n . Then we have the subdifferential sum rule
Lemma 2.3 (see [18, Theorem 3.46] ). Let φ 1 , . . . , φ m : R n → R be locally Lipschitzian around
x ∈ R n . Then the maximum function
is locally Lipschitzian aroundx, and we have the inclusion
where the active index set is defined by I( It is easy to observe that for a Pareto efficient solutionx to (VP) we have
Thus the condition that f (Ω) admits at least one bounded section is necessary for the existence of Pareto efficient solutions to (VP).
Next we introduce the notions of properness for the restricted cost mapping, which are instrumental to prove the existence of optimal solutions to (VP).
Definition 3.2. We say that:
(ii) The restriction f | Ω is proper if it is proper at every sublevel y ∈ R m .
For eachȳ ∈ R ∪ {∞} m , consider the sets
where ν : R n → R is the (extended) Rabier function defined by
Following [12, Chapter 2], we also consider the set we delete the terms ∂(−f i )(x). We include this in the original definitions for simplicity and for the unification with other results of the paper. Whenȳ = (∞, . . . , ∞), we simplify the notation by writing
, and
It follows from the definitions that the properness of f | Ω at sublevelȳ ∈ R m yields
The converse does not hold in general. Indeed, let Ω := R 2 , and let f :
It is easy to check that
while f is not proper at every sublevel. Nevertheless, we have the following rather surprising result the proof of which is based on variational arguments and subdifferential calculus. Then the following statements are equivalent:
(ii) f | Ω satisfies the Palais-Smale condition atȳ, i.e., K ∞,≦ȳ (f, Ω) = ∅.
(iii) f | Ω satisfies the weak Palais-Smale condition atȳ, i.e., K ∞,≦ȳ (f, Ω) = ∅.
Furthermore, the set [f (Ω)]ȳ is nonempty and compact provided that one of the above equivalent conditions is satisfied.
Proof. Note first that implications (i)⇒(ii), (ii)⇒(iii), and (i)⇒(iv) are obvious.
To prove (iii)⇒(i), we argue by contradiction and assume that f is not proper at the sublevelȳ. Since the section Y := [f (Ω)]ȳ is bounded, there exists y ∈ R m with y ∈ Y and y ≦ȳ. Consider the nonempty set
and define the function φ :
It is clear that the function φ is nonnegative, locally Lipschitzian and satisfies the condition
Since f is not proper at the sublevelȳ, we see that the number
is finite. For each R > 0 consider the quantity
and observe that m is a nondecreasing and nonnegative function with lim
Choose now x k ∈ X with x k > 2R k and such that
We clearly have the chain of inequalities
We are now in a position to apply the Ekeland variational principle [6] (see, e.g., [ 18, Theorem 2.26]) to the function φ on the set {x ∈ X | x ≥ R k } with the parameters ε := 1 3k
and λ := x k 2 therein. Note that in the finite-dimensional setting under consideration this result and other variational principles can be proved easily; see [19, Theorem 2.12] . In this way we find u k ∈ X with u k ≥ R k satisfying the following conditions:
It follows from (a) that φ(u k ) → c as k → ∞, while (b) yields
Applying the necessary optimality conditions from Lemma 2.4 to the nonsmooth scalar optimization problem in (c) allows us
The subdifferential sum rule from Lemma 2.2 and the calculation of Lemma 2.1 give us
In order to evaluate the subdifferential ∂φ(u k ) of the maximum function (3) in our setting, define the index sets
This, together with (5) and (6), implies that there exist numbers α i ≥ 0 for i ∈ I 
For
and arrive at the following relationships
. . , m, and
Observe that if we choose y so that y < y for all y ∈ Y, then I − 1 = ∅; cf. Remark 3.1. It follows from the definition of the Rabier function ν that
Consequently, we get the estimate
and therefore
On the other hand, it follows from the boundedness of the section [f (Ω)]ȳ and the inclusion
ȳ that the sequence {f (u k )} has an accumulation point, say y ∈ R m . Thus y ∈ K ∞,≦ȳ (f, Ω), a contradiction that verifies implication (iii)⇒(i).
Next we prove (iv)⇒(i). Assume on the contrary that f is not proper at the sublevelȳ.
Then there exists a sequence {x
, and the sequence of images {f (x k )} is bounded.
Since the section Y := [f (Ω)]ȳ is bounded, there exists y ∈ R m with y ∈ Y and y ≤ȳ. As above, consider the set X from (2), the maximum function φ(x) from (3), and then conclude that the number c defined in (4) is finite. For each k ∈ N we form the following scalar nonsmooth optimization problem:
subject to x ∈ X and x 2 − x k 2 = 0.
Since the constraint set here is nonempty and compact, this problem admits an optimal solution denoted by v k . The usage of necessary optimality conditions from Lemma 2.4 give
Proceeding now as in the proof of the previous implication which taking into account the subdifferential sum rule and the subdifferential calculation for the maximum function together with the modified form of the cost function, we arrive at the conditions
with the same index sets and the expressions for λ i as above. We clearly get v k ∈ Γ(f, Ω).
Thus we constructed the sequence {v k } with the following properties:
It follows from the boundedness of the section [f (Ω)]ȳ and the inclusion {f
that the sequence {f (v k )} has an accumulation point y ∈ R m . Therefore y ∈ T ∞,≦ȳ (f, Ω), a contradiction. This completes the proof of the equivalence between all the properties (i)-(iv).
Let us finally verify the last statement of the theorem. Suppose that (i) holds and then
show that the set [f (Ω)]ȳ is closed and hence it is compact. To proceed, take an arbitrary sequence {y k } ⊂ [f (Ω)]ȳ converging to y ∈ R m and find a sequence {x k } ⊂ Ω such that
follows from (i) that the sequence {x k } is bounded. Thus {x k } has an accumulation point x, which belongs to Ω due to the closedness of this set. The continuity of f implies that y = f (x), and consequently we have that y ∈ f (Ω). Noting that y ≦ȳ gives us the inclusion y ∈ [f (Ω)]ȳ, which therefore completes the proof of the theorem. △
The results of Theorem 3.1 significantly extend the recent ones from [16] , where such an equivalence is established in the case of Ω = R n and polynomial mappings f by using methods of semialgebraic geometry. The proof of [16] is based on the inclusion
valid when f is polynomial. The following example shows that if f is not polynomial, then (7) fails. Thus the approach of [16] cannot be applied to our general setting, while the new approach of variational analysis allows to treat (VP) in full generality.
Example 3.1. Letȳ = 0, and let f : R → R be defined by f (x) := sin x. We claim that
It is easily seen that Γ(f, R) = R and hence {x k } ⊂ Γ(f, R). Since x k → ∞ and
assume the contrary and then find a sequence {u 
(ii) f | Ω satisfies the Palais-Smale condition:
(iii) f | Ω satisfies the weak Palais-Smale condition:
Furthermore, every section of the set f (Ω) is compact provided that one of the above equivalent conditions is satisfied.
Existence of optimal solutions
This section contains our main results on the existence of optimal solutions to constrained vector optimization problem (VP) in the general nonsmooth setting. We start with deriving verifiable necessary and sufficient conditions for the existence of Pareto efficient solutions.
4.1. Existence of Pareto efficient solutions. Givenȳ ∈ (R ∪ {∞}) m , denote
where ν(x) is the Rabier function defined in ( (ii) There exists a vectorȳ ∈ f (Ω) such that the section [f (Ω)]ȳ is bounded and the
(iii) There exists a vectorȳ ∈ f (Ω) such that the section [f (Ω)]ȳ is bounded and the
(iv) There exists a vectorȳ ∈ f (Ω) such that the section [f (Ω)]ȳ is bounded and the inclusion T ∞,≦ȳ (f, Ω) ⊂ K 0,≦ȳ (f, Ω) holds.
Proof. First we justify in parallel implications (i)⇒(ii), (i)⇒(iii), and (i)⇒ iv). To this
end, letx ∈ Ω be a Pareto efficient solution to (VP), and letȳ := f (x). As mentioned above, the section [f (Ω)]ȳ is just {ȳ} while containing in this case the sets K 0,≦ȳ (f, Ω), which has an optimal solution y ∈ Y .
Assume we have proved that Ω ∩ f −1 ( y) = ∅. Take arbitrarily x ∈ Ω ∩ f −1 ( y) and show that x is a Pareto efficient solution to problem (VP). Arguing by contradiction, suppose that there exists x ∈ Ω such that
Componentwise it can be equivalently written as
Hence in the case of f (x) ∈ Y we arrive at the contradiction by
If otherwise f (x) ∈ Y, we have that f i (x) >ȳ i for some i ∈ {1, . . . n}, and so
which is also a contradiction.
It remains to show that the set Ω∩f
. Suppose on the contrary that this claim fails. Denote
and consider the maximum function φ : R n → R defined by (3) with its properties mentioned above. Furthermore, it follows from y ∈ Y that inf x∈X φ(x) = 0.
There are two cases to be considered.
By using arguments similar to those employed to establish implication (iii)⇒ (i) of Theorem 3.1 we find a sequence {u k } ⊂ X satisfying the limiting relationships
In particular, f (u k ) → y as k → ∞, which yields y ∈ K ∞,≦ȳ (f, Ω). This implies, by taking into account the imposed assumption, that y ∈ K 0,≦ȳ (f, Ω). Thus we arrive at y = f ( x) for some x ∈ Ω, a contradiction.
Invoking arguments similar to those used to prove implication (iv)⇒(i) of Theorem 3.1, we find a sequence {v k } ⊂ X ∩ Γ(f, Ω) satisfying the relationships
In particular, we get f (v k ) → y as k → ∞. This gives us by definition that y ∈ T ∞,≦ȳ (f, Ω), which yields together with the assumption made that y ∈ K 0,≦ȳ (f, Ω). Therefore y = f ( x)
for some x ∈ Ω, a contradiction, which completes the proof of the theorem. △
In this way we arrive at the verifiable necessary and sufficient conditions for the existence of Pareto efficient solutions in constrained vector optimization with nonsmooth data. (ii) f | Ω satisfies the Palais-Smale condition at the sublevelȳ: K ∞,≦ȳ (f, Ω) = ∅.
(iii) f | Ω satisfies the weak Palais-Smale condition at the sublevelȳ:
Proof. This is a direct consequence of Theorems 3.1 and 4.1. We claim that the problem (VP) has no Geoffrion-properly efficient solutions. Indeed, let
x be an arbitrary element of Ω. We have to show that for all M > 0 there exists an index i ∈ {1, 2} and some x ∈ Ω with f i (x) < f i (x) such that
whenever j ∈ {1, 2} with f j (x) < f j (x). To proceed, pick x > max{M,x}, i = 1, and j = 2.
Then we have f 1 (x) < f 1 (x), f 2 (x) < f 2 (x), and
which verifies the claim.
As shown in [13, Theorem 5.2], a necessary condition for the existence of Geoffrion-properly efficient solutions to (VP) is
By using [21, Lemma 3.2.4] , it can be equivalently rewritten as
where, given Y ⊂ R m , the symbol [Y ] ⊕ stands for the recession cone of Y defined by
The next result provides sufficient conditions for the existence of Geoffrion-properly efficient solutions to the constrained vector optimization problem (VP). 
(ii) f | Ω satisfies the Palais-Smale condition;
(iii) f | Ω satisfies the weak Palais-Smale condition;
Proof. Let us first check that conditions (i)-(iv) are indeed equivalent in the setting under consideration. By using Corollary 3.1, it suffices to show that every section of f (Ω) is bounded. Supposing the contrary gives us a point y ∈ R m for which the section [f (Ω)] y is unbounded. Then we find a sequence {x k } ⊂ Ω such that f (x k ) ≦ y whenever k ∈ N and
we have t k → 0 as k → ∞ and d k = 1 for all k ∈ N. Without loss of generality, assume that the sequence {d k } converges to some d ∈ R m with d = 1. It follows from the definition + that converges to some a ∈ R m and find sequences {y
Since the sequence {a k } is convergent, there isā ∈ R m with a k ≦ā for all k ∈ N. It clearly follows that y k ≦ā whenever k ∈ N, and thus {y
gives us a subsequence of {y k }, which converges to some y ∈ [f (Ω)]ā. This implies that {d k } is also convergent to some d ∈ R m + , and therefore
which completes the proof of the theorem. △
We end this section with the following remarks clarifying relationships of the obtained results with the existence other types of properly efficient solutions to (VP).
Remark 4.1. (i) It has been realized in vector optimization (see, e.g., [14] ) that in the setting under consideration the concept of Geoffrion-properly efficient solutions agrees with the notions of properly efficient solutions in the senses of Benson [3] and Henig [13] , and that every Geoffrion-properly efficient solution is also properly efficient in the sense of Borwein [4] .
Thus Theorem 4.2 also provides sufficient conditions for the existence of properly efficient solutions in the senses of Benson, Henig, and Borwein.
(ii) It follows from [11, Theorem 5.1] that problems (VP) admits a Henig-properly efficient solution if Ω = R n and the objective mapping f : R n → R m is bounded from below and satisfies the Palais-Smale condition. Recall that f is bounded from below if there exists a vector a ∈ R m such that
The above definition readily implies that
and therefore we get [f ( and that f satisfies the Palais-Smale condition. Theorem 4.2 tells us that this problem admits a Geoffrion-properly efficient solution. However, the mapping f under consideration is not bounded from below on R, and hence the result of [11] is not applicable in this case.
Conclusions
This paper demonstrates that developing a novel approach of variational analysis and generalized differentiation to the existence of global optimal solutions to constrained problems of vector optimization allows us to derive truly new results in this area in both smooth and nonsmooth settings. In this way we show that the developed variational approach leads us to verifiable necessary optimality conditions for the existence of Pareto efficient solutions as well as sufficient conditions for the existence of properly efficient solutions to general constrained problems with locally Lipschitzian cost mappings. In particular, the obtained results dramatically improves the very recent existence theorems of Pareto efficient solutions established in [16] for unconstrained problems with polynomial cost mappings by using techniques of semialgebraic geometry and polynomial optimization.
We see the following natural directions of future developments of the variational approach to the existence theorems in problems of multiobjective optimization.
1. Avoiding the Lipschitz continuity assumption on cost mappings by considering vector optimization problems with merely continuous and also order semicontinuous cost mappings that frequently arise in applications. According to the scheme implemented above, this requires further investigations of fundamental issues of generalized differential calculus and necessary optimality conditions dealing with non-Lipschitzian mappings and the like.
2. Studying optimization and equilibrium problems with set-valued cost mappings, which are at the core of most recent developments in multiobjective optimization and practical applications to various models in economics, finance, behavioral sciences, etc.; see, e,g., the monographs [15, 19] and the references therein.
3. Considering vector and set-valued optimization problems in infinite-dimensional spaces.
This would open the gate to cover, in particular, various dynamical equilibrium models arising in macroeconomic, mechanics, and systems control governed by constrained evolution equations, inclusions, variational conditions, etc; see, e.g., [18, 19, 22] . Variation principles and appropriate tools of generalized differentiation provide powerful machinery to successfully proceed in the theoretical developments in this direction with subsequent applications.
