Abstract-The first published result in fuzzy rule interpolation was the α-cut based fuzzy rule interpolation, termed as KH fuzzy rule interpolation, originally devoted for complexity reduction. Some deficiencies of this method was presented later, such as subnormal conclusion for certain configuration of the involved fuzzy sets. However, since that several conceptually different fuzzy rule interpolation techniques were proposed, none of those algorithms has such a low computational complexity than the original one. Recently, a modified version of the KH approach has been presented [1], [2] , which eliminates the subnormality problem, while at the same time intending to maintain the advantageous computational properties of the original method. This paper presents a comprehensive analysis of the new method, which includes detailed comparison with the original KH fuzzy rule interpolation method concerning the explicit functions of the methods, preservation of piecewise linearity, stability. The fuzziness of the conclusion with respect to the fuzziness of the observation is also investigated in comparison with several interpolation techniques. All these comparisons shows that the new method preserves the advantageous properties of the KH method and alleviates its most significant disadvantage, the problem of subnormality.
I. Introduction
The first published approach [3] proposed by Kóczy and Hirota can result in subnormal fuzzy set under certain configuration of the inputs. Although several different approaches were introduced so far inspired also by this defect, none of them could maintain the advantageous complexity property of the KH approach still recent past. In [1] , [2] a modification of the KH fuzzy rule interpolation method was presented for eliminating the problem of subnormality. The purpose of this paper is to characterize and analyse the new fuzzy rule interpolation method.
The paper is organized as follows. Section II reviews the various interpolation techniques with special stress on the KH fuzzy rule interpolation method (subsection II-A) and the modified fuzzy rule interpolation method (subsection II-B). Section III presents the main results of the paper. In subsection III-A a comparison is given between the original KH approach and the new one, subsection III-B treats the linear approximation behaviour of the proposed fuzzy rule interpolation method, and subsection III-C analyses its stability behaviour. Subsection III-D compares the new approach and the main interpolation techniques with respect to the relation between the fuzziness of the conclusion and the observation, and finally, the concluding remarks can be found in section IV.
II. Fuzzy rule interpolation techniques
If the universe of discourse is not completely covered by the fuzzy rule antecedents it can happen that for an observation no fuzzy rule is specified. The technique deals with this situation is called fuzzy rule interpolation. Now, we list some reasons leading to incomplete rule bases.
First, reducing the number of the rules in a base and, subsequently, the complexity of the resulting fuzzy system by omitting redundant rules with proper technique can result in incomplete rule base [3] . This recently emerged research topic was the main motivation of the fuzzy rule interpolation. The use of sparse rule base allows removal of redundant fuzzy rules with proper techniques even if the resulted rule set contains "gaps". Second, the incomplete knowledge about the modeled system, irrespective of the construction of the fuzzy rule base, can result sparse rule bases. Originally, on the basis of Zadeh's concepts, fuzzy systems were constructed from linguistic If-thenrules provided by a human expert. More recently, learning techniques have increasingly been developed and applied to the construction of fuzzy If-then-rules from numerical sample data. Both cases of constructing rule bases can result in sparse fuzzy rule basis. In case of using learning techniques it may happen that the sample data do not sufficiently well represent input parameters which only occur rather infrequently. In the case of rules obtained from human expertise, an incomplete rule base can be the consequence of missing knowledge for certain system configuration. Third, there also exist motivations starting from dense rule bases which end in incomplete rule bases: by tuning the rules of an originally α-cover type rule base, the rule premises are partially shifted and shrunk and the tuned model can also contain gaps [4] . Fourth, "gaps" can be defined between fuzzy rule bases. Hence, fuzzy rule interpolation techniques has important role in hierarchically structured fuzzy systems [5] .
The fuzzy rule bases containing gaps require completely new techniques of reasoning and control. The family of methods works well only if the fuzzy system has some "nice" properties: it is not allowed to behave too unexpectedly at the areas where the model does not cover it. Luckily, in practice such a nice behaviour might be expected in most cases. The term for the class of fuzzy systems where the following algorithms are applicable is interpolative fuzzy system.
A. KH fuzzy rule interpolation method
Let us introduce the concept of α-cut distance-based KH rule fuzzy rule interpolation, which is originally for fuzzy rule base complexity reduction. (The α-cut (α ∈ (0, 1]) A α of a fuzzy set A is a crisp set, it contains the elements of the universe of discourse with membership degree not smaller than α; formally it is defined as: A α = {x|A(x) ≥ α, α ∈ (0, 1])}.) The starting ideas are the Extension Principle (EP) and Resolution Principle (RP). The former states that the solution of a problem for fuzzy sets can be found in the form of solving first for arbitrary α-cuts (recall that these are crisp sets) and then extending the solution to the fuzzy case. The latter describes the decomposition of fuzzy sets to α-cuts:
(here the union means maximum). Every fuzzy set can be approximated by the family of approximations of its cuts. Although theoretically all infinite cuts should be treated separately, in most practical cases, if the membership function is piecewise linear, it is often sufficient to calculate for only a few important or typical cuts [6] , [7] , [8] , e.g. α = 0 and α = 1.
The KH fuzzy rule interpolation algorithm requires the following conditions to be fulfilled: the fuzzy sets in both premises and consequences have to be convex and normal, for brevity, CNF sets, with bounded support, having also continuous membership functions. (Normal fuzzy sets have at least one element with membership degree 1, i.e. max x∈X A(x) = 1. Further, the fuzzy set A is convex if each of its α-cuts is an interval, i.e. it consists of one monotone increasing and one monotone decreasing parts.) Nevertheless, it is worth remarking here, that there exist such interpolation approach that does not require the input sets to be CNF [9] . The state variables, including input universe X and output universe Y , as well, must be bounded and gradual. This guarantees that a full ordering in each of them exists. In this case a partial ordering can be introduced among the elements of X (i.e. among CNF sets) with the help of their α-cuts. Let A, B ∈ F (X). If ∀α ∈ [0, 1] : inf{A α } ≤ inf{B α } and sup{A α } ≤ sup{B α } then A and B are comparable, i.e. A ≺ B.
Among comparable fuzzy sets there is a possibility to introduce a new concept of fuzzy distance [10] . For all α ∈ [0, 1], in practice, only for each significant α (e.g. α = 0 and α = 1) the two extremes of the α-cuts are considered and their pairwise fuzzy distances will be named the "lower" and the "upper" fuzzy distances of the two cuts. Using the concept of fuzzy distance, the closeness of two comparable fuzzy sets can be determined even if their supports are disjoint. For more details on these distances see [10] .
With the help of fuzzy distance, the classical methods of function approximation can be applied to fuzzy rule bases, even if they are sparse. The main idea of this method is to determine to each significant α-level, α ∈ [0, 1], certain ratios of fuzzy distances between the α-cuts of the antecedents and the observation, and carry them over to the output space, constructing the α-cuts of the interpolating conclusion.
Using expression (1), a fuzzy rule base can be represented by a family of hyperintervals in X × Y , that is, for every α, A α , B α form a hyperinterval for CNF sets. By the EP, instead of approximating the original fuzzy mapping, only its important cuts (breakpoint levels or sets) is approximated. Hence, the problem is reduced to a family of non-fuzzy approximation problems which can be solved with an arbitrary classical function approximation method like interpolation or extrapolation, etc.
The simplest of these methods is the linear fuzzy rule interpolation of two fuzzy rules for the area between their antecedents. This can be applied if the observation A is located so that
Using the concept of fuzzy distance, the fundamental equation of linear fuzzy rule interpolation can be written as
in accordance with the gradual semantic interpretation of fuzzy rules by [11] . After decomposing (3) to every α ∈ [0, 1] or in breakpoint set it can be solved for B * α . The following formulae are the solution for linear interpolative KH controller (interpolator):
.
For the two families of solutions to determine a fuzzy set B * , it should satisfy min{B * α } ≤ max{B * α } for every α, cf. [10] . In certain cases this condition is not satisfied, and hence we obtain a conclusion not directly interpretable as a fuzzy set. This is the most important disadvantage of the KH fuzzy rule interpolation method apart the restriction on the shape of the input sets. In order to alleviate this problem condition was imposed by Kóczy and Kovács [6] , Shi and Mizumoto [12] so as to yield a normal fuzzy set. The application of these condition leads to restriction of the shape of the rules and of the observation that might be an obstacle of practical applications in some contexts.
The principle of interpolating two fuzzy rules can be extended in many different ways. A possible way to generalize the linear fuzzy rule interpolation is to increase the number of the fuzzy rules which are taken into consideration during the computation of the conclusion. Let q be the number of fuzzy rules flanking the observation from both sides in the sense of ≺. The further a given fuzzy rule is located from the observation, the less weight the respective consequents in the construction of the conclusion play. The formula is obtained from the solution of (4) repeatedly for the pairs of points and by averaging the various solutions:
Note that this formula plays significant role in the stability of the interpolative fuzzy KH controller (interpolator) [13] , [14] .
B. The proposed method eliminating the subnormal conclusion in α-cut based fuzzy interpolation
In [1] , [2] , [15] a new algorithm was presented for fuzzy rule interpolation which modifies the KH fuzzy rule interpolation method in that manner, that the new fuzzy rule interpolation method should always give fuzzy set as conclusion. We recall that the KH fuzzy rule interpolation method determines the conclusion by its α-cuts, i.e. it gives the maxima and minima of the α-cuts. One can easily find such example for a fixed arbitrary α 1 > 0, where minimum of the α 1 -cut is greater than its maximum for the determined conclusion B * . Thus, the KH fuzzy rule interpolation method can not be applied for such situation.
The conditions concerning the conclusion ensuring its normality and convexity can be characterized as follows. It should be satisfied for every α 1 < α 2 ∈ [0, 1] that the support of α 1 -cut should contains the support of α 2 -cut (convexity). The normality is guaranteed by the premise of the KH fuzzy rule interpolation method, namely, that it is suitable for CNF sets. The above condition can be expressed as
Vector description of α-cut based fuzzy rule interpolation (conceived in 1997 by Yam [16] ) is applied to solve the subnormality problem of the original fuzzy rule interpolation method by introducing its modified version. To capture the main idea of the fuzzy rule interpolation method, first, the simplest case is presented, where isosceles triangular shaped fuzzy sets and single dimensional input space are considered.
B.1 The proposed fuzzy rule interpolation method with isosceles triangular shape fuzzy sets in single dimensional input case Let the fuzzy sets in both the input and output spaces have isosceles triangular shape. Then, a fuzzy set A can be described by its characteristic points as A = {a −1 , a 0 , a 1 }, where a −1 and a 1 denote the minimum and the maximum of the support of fuzzy set A, respectively, and a 0 denotes the single core of A. a −1 ≤ a 0 ≤ a 1 should satisfy to ensure the normality of A. Suppose that vectors a contains the characteristic values of the right flank of A as
Without the loss of generality, here we present first the idea of the fuzzy rule interpolation modified method for the right flank. It can be carried over for the left flank analogously (see [15] ).
Let us suppose further, that two fuzzy rules are given as:
and the location of the observation and the neighbouring fuzzy sets fulfils condition (2). The conclusion according to the original α-cut based KH fuzzy rule interpolation method by means of the vector representation form can be expressed (for the right flank) as:
where I is the identity matrix and is always obtained in the rectangle drawn by thin lines in figure 2 . In order to fulfil (6) the coordinates of the conclusion B * should satisfy
That is, it should be above the straight line l : z 0 = z 1 . If the rectangular is crossed by the line l than there is always a chance for subnormal conclusion. The whole rectangle is above the line l if the sets B 1 and B 2 overlap. The essential idea is transform the points B 1 , B 2 in another coordinate system where axis Z 0 are substituted by the straight line l : z 0 = z 1 and axis Z 1 remains unchanged. Note that coordinates of points B 1 and B 2 are nonnegative in the new coordinate system. The coordinates of the conclusion is computed in the transformed coordinate system which ensures that it will never be under the straight line l. Then we transform back the resulting conclusion to the original coordinate system. Due to the construction of the transformation the conclusion will satisfies (6) . The fulfillment of inequality (11) is ensured by restricting the search for the conclusion to the area bounded by the straight lines Z 1 and l.
Let us calculate the coordinates of an arbitrary vector b representing a CNF set from the output space in the new system:
In matrix description
We get the transformed conclusion as
with λ k (k = 0, 1) as in (10) . In matrix form
Because the configuration satisfies (2) and coefficients λ k do not change, in (14) and (15) the new coordinates are convex combination of nonnegative numbers, i.e., they are nonnegative numbers, as well. Then we can transform back our conclusion by means of the coordinate equations (12) as
where
The expression for the left flank can be found in [15] . We remark that due to the construction the left and the right flank are connected and the coordinates of core does not change related to the original KH fuzzy rule interpolation method.
B.2 The proposed fuzzy rule interpolation method with arbitrary shape fuzzy sets Now, the algorithm for piecewise linear shaped CNF set is presented. The procedure is similar for arbitrary CNF set, hence it is omitted here (cf. [15] , [2] ) Suppose that piecewise linear fuzzy set A are described by characteristic points a i (i = −m, . . . , n), where α i = µ A (a i ) are the element of breakpoint set. The vector a = [a 0 . . . a n ] represents the right flank of the fuzzy set A in the Cartesian product space V 0 × · · · × V n . The vector of the left flank can be described similarly. Figure 3 shows the concept of the vector representation. If A is CNF set then a i ≤ a j , i < j ∈ [−m, n] should hold. The value a 0 is the most important or the reference point of the fuzzy set A. Obviously, if the core if A is single then must coincide with a 0 . In other case it can be an arbitrary point of the core.
The description of the original KH fuzzy rule interpolation method in multi-dimensional case is the same as in (9) just the length of vector b * , and the vector Λ (10) changes as (for the right flank)
(18) Let us consider two fuzzy rules in the form (8) . The right flank of consequent fuzzy sets can be represented in the above described manner. The coordinate axes are Z 0 , . . . , Z n . The conclusion should fulfil the condition (6) , that is, reformulating (6) under vector description
should hold. The condition (19) is ensured by changing the coordinate axes properly. The algorithm is analog with that one described in II-B.1: first the points are transformed to a new coordinate system, in which condition (19) can be guaranteed easily, the conclusion is computed in that environment, and finally it is transformed back into the original coordinate system.
) the axis Z 0 is changed to the straight line which satisfies equation
) the axis Z 1 to the line z 1 = z 2 = · · · = z n , and so on, finally, the axis Z n remains unchanged. For brevity, the axis Z i changes to Z i where
The new coordinates of the right slope of an arbitrary vector b can be obtained as
or in matrix form
Now, we show the three dimensional case, which is depicted in figure 4 , to illustrate the way of calculation of the new coordinates. The new axes are
and Z 2 , replacing axes Z 0 , Z 1 , and Z 2 , respectively. Our goal is to reach the point b running parallel with the new axes. So, to reach the original first coordinate b 0 of b we should follow axis Z 0 at length b 0 √ 3, because this is the only direction which depends on z 0 . Next, to reach the appropriate second coordinate of b, i.e., the coordinate which depends on z 1 , we should follow axis Z 1 , but only at length (b 1 − b 0 ) √ 2 because at the calculation of the first coordinate of b we have already run along to direction z 1 at length b 0 . Finally, to reach the height of b we should go up at length (b 2 − b 1 ) because at the calculation of the second coordinate of b we have already gone up at length b 1 . The convexity of the fuzzy set B provides that condition (19) holds, thus, all coordinates of b are nonnegative. It is easy to see, that the technique has been just described can be generalized for any multidimensional case, and the calculation leads to coordinates (22) .
Then we compute the coordinates of the conclusion as
where λ k are given in expression (18) . We obtain the coordinates of the conclusion as convex combination of nonnegative numbers, thus they will be nonnegative, as well. Due to the construction the condition (23) is satisfied. One can transform back the conclusion B * to the original coordinate system as
or in vector form
Of course, this is fully in accordance with the two dimensional case. Summarizing the above the following theorem can be stated:
Theorem II.1: [15] The new fuzzy rule interpolation method described so far always gives CNF set as conclusion.
In the case of piecewise linear membership function the breakpoint level of the fuzzy set in the input space can be different from that of one the output space. Since, in (23) the coefficients λ k correspond to the input variable, namely, to the kth coordinate of the antecedents and the observation, but the calculated value corresponds to the kth coordinate of the conclusion, hence, in order to avoid confusion a common breakpoint level set should be determined for both spaces, which is the union of (perhaps different) breakpoint level fuzzy sets for each variable.
By increasing the nodes in the distribution of range [0, 1] one can get finer result for the required conclusion. For arbitrary continuous (convex and normal) membership function the value of the conclusion can be approximated by increasing n → ∞.
Multi-variable antecedent case can be handled analogously as the transformation described so far affects only the consequent part. Common combined antecedent fuzzy sets (and observation) can be calculated from the corresponding antecedents (observation) of each variable using Minkowski-type distance, where the weights are identically one (w = 1), in order to preserve the linearity of the fuzzy rule interpolation method. Hence, for example, the coordinates of the common combined observation can be calculated as
where, r is the number of variables, and a * ij is the jth coordinate of the observation of the ith variable.
III. Investigation of the modified fuzzy rule interpolation method A. Differences and similarities between the new method and the original KH fuzzy rule interpolation method
After introducing the modified version of the α-cut based KH fuzzy rule interpolation it is an obvious task to analyse the new fuzzy rule interpolation method in the mirror of the original. First of all, it is worth calculating the difference between the results of the two methods, determine the case (or cases) when to two approaches give the same result, and estimate the maximum deviation between the calculated conclusions.
Proposition III.1: The coordinates of the conclusion obtained by the fuzzy rule interpolation new method deviates from that one of the original fuzzy rule interpolation method as
for k ∈ [0, n],
for k ∈ [−m, 0], where
is the value of the kth coordinate calculated by the α-cut based original KH approach. Proof: The proposition is proven by induction. For k = 0, the expression (26) holds obviously, as
by means of the proper equation in expressions (21), (23), (24) . Let us suppose that
holds. Then, using expression (24)
because of expression (23) . Further, since expressions (21) and (28), equation (29) can be written as
which completes the proof of (26) . The analog statement (27) for the left flank can be derived identically using the appropriate transformation equations. It is worth remarking, that sign of the difference between the two approaches depends only on the sign of the value
) is always nonnegative due to the location of the consequents (2). It is also interesting that the coordinate of the reference point is identical in both cases. It is the outcome of the construction as the only row of transformation matrix (22) containing just one nonzero element is the first. It has also connection with the dependencies among the newly defined axes.
Now, let us turn to investigate the case when the two fuzzy rule interpolation methods give identical result.
Proposition III.2: The two approaches provide the same result if and only if all λ k k ∈ [−m, n] are identical.
Proof: The necessary part of the proposition is straightforward. For the opposite direction, because of expressions (26) and (27), it should be satisfied that for all
where sign − (k) = −1 if k ≤ 0 and 1 if k > 0. Since, for all k the second factor cannot be zero, because, in this case the two consequents are identical, which contradicts to (2) . Hence, the first factor should be zero, i.e.,
Let us investigate the premises of identical λ k , for the simplest case when isosceles triangular shape membership functions are taken into consideration. The value of λ depends on the shape and on the location of the antecedents and the observation fuzzy sets. A special solution for satisfying λ −1 = λ 0 = λ 1 is when the shape of these three sets (A 1 , A 2 A * ) is identical. Since then, e.g. for the right slope, a 21 − a 11 = a 20 − a 10 and a * 0 − a 10 = a * 1 − a 11 . Another special case, for example, when the distance between central point of the three fuzzy sets is the same, and furthermore, the tangents of their slopes (or the length of their supports) form arithmetic progression, as in this case (q denotes the distance between centres of subsequence sets and d the difference of the arithmetic progression, and a the centre and s the support of A 1 )
But, in general, the solution of λ 0 = λ 1 does not involve special features concerning the shape or location of the subsequent three fuzzy sets (see figure 5 ). In multidimensional case coefficients λ k are identical, e.g., when the shape of the antecedents and the observation is same, or, when the centres of these three sets are located equidistantly, and the tangents of the corresponding slopes form arithmetic progression, but apart of these, there exists general solutions with non-special shaped fuzzy sets.
Let us turn now to analyse the deviation between the two approaches.
A possible, nevertheless, natural way of estimate the deviation between the investigated fuzzy rule interpolation methods is to determine the maximal difference of their supports. This value depends on the first and last coordinate of the calculated new conclusion. The first coordinate deviates from the one calculated by the original approach as
and the last as
where the value of the first/second factor depends on the sets in the input/output space, respectively. The second factor in the sum can be estimated by a constant, hence expressions (30) and (31) can be approximated, respectively, as The maximum deviation between the support of the conclusion calculated by the two fuzzy rule interpolation methods can be estimated by 2d supp .
We would like to emphasize that Configurations fulfilling the former equalities can be divided into two groups depending whether the involved fuzzy sets overlap. From practical viewpoint both cases are degenerated. If we restrict our investigation to the case when the observation has no common point with any of the antecedents with nonzero membership degree, i.e., when fuzzy rule interpolation technique is useful then the observation and the one antecedent should be crisp, further, the reference point of the observation is identical with the one of the other antecedents (see also figure 6a), hence, the uncertainty of the observation is less than the uncertainty of the corresponding collected, interpolated factual information in the fuzzy rule base, and then the question may not be answerable by the given fuzzy rule base. Moreover, when the uncertainty of premises of the fuzzy rules is zero, it may not be the topic of fuzzy reasoning. The other case when all three fuzzy sets overlap, the support of observation is identical with one of antecedent's and the core are identical with the one of the other antecedent, may not be an effective application of a fuzzy rule interpolation method. Such situation is depicted in figure 6b. B. On the preservation of piecewise linearity in the modified fuzzy rule interpolation technique
As it is shown in [6] the original fuzzy rule interpolation method do not preserve the piecewise linearity, i.e., the equation of the observation between two breakpoint levels is not linear in general, it slightly deviates from the calculated linear fuzzy rule interpolation. However, in most practical cases it can be approximated sufficiently well by linear sections, furthermore, in [6] an upper bound is given for the possible maximum deviation between the pointwisely calculated and approximated conclusion. It is interesting to analyse how this property changes for the modified fuzzy rule interpolation method.
In this subsection we are dealing with the left slope, because the original paper [6] treats this flank. The results can be carried over straightforwardly for the right flank.
First, let us determine the equation of the left slope of the conclusion as the function α.
Proposition III.4: The equation of the left slope of the conclusion between breakpoint levels 0 and α is
where KH y * α is the equation of the left slope with the KH fuzzy rule interpolation method, and
(34) Proof: First, it is shown that KH y * α can be written as follows: 
Hence, we obtain Despite the importance of the special cases satisfying the conditions of Corollary III.2, the results obtained can question the applicability and validity of new fuzzy rule interpolation method between the characteristic points. Hence, it is worth examining whether it behaves strongly nonlinear or smoothly in the questioned intervals. Now, we take two numerical examples from [6] to make comparison between the practical behaviour of the fuzzy rule interpolation methods and to examine how far the conclusion is from being linear.
Example Obviously, the difference between the calculated and the approximated values vanishes at the endpoints. Table I The result shows that the calculated values are astonishingly close to linear, somewhat closer than for the original fuzzy rule interpolation method. The maximum deviation is 0.018, i.e., about 0.82% of the exact value, while these values for the original approach are 0.027 and less than 1.27%, respectively.
Let us consider such example where larger differences occur concerning the corresponding distances. This result shows that even in the case when there is huge deviation between the supports of involved fuzzy sets, the deviation from linear is not considerable higher. The maximum deviation increased by 0.047 and 1.7%, while the corresponding values for the original fuzzy rule interpolation method are 0.051 and 1.84%. (It is interesting that in this case the deviation between the results are extremely low, less then 0.01.) Some more numerical examples would show similar results.
After the astonishing examples the natural question arises: why B * is so close to being linear? In the following we attempt to give an upper bound for the error if linear slopes are considered, and to try to explain why numerical results points towards the good approximation of linearity.
Let us determine the equation of the approximating linear left flank of the conclusion. The two endpoints of the left flank of B * are
Hence, the equation of the left slope is
The difference of the approximated (linear) slope and the real (rational function) can be expressed from equations (37) and (33).
Let us simplify factor (λ −1 − λ α ) as where
The minimum of the denominator in expression (39) can be estimated by replacing e 2 and e 4 by their minimum m 2 :
Obviously, the maximum of |e 4 e 1 − e 3 e 2 | can be approximated as (M It is worth mentioning that the linear approximation property of the proposed fuzzy rule interpolation method is slightly better than the one of the original method. Further, the estimation for the error is more precise, e.g., when consequents are with identical support the error is zero while the error of the analog expression for the KH approach is positive (see [6] ). Furthermore, this estimation does not require the antecedents and the observation to being well separated, while the one in [6] does, so it is valid for arbitrary configuration in the input variable satisfying expression (2) .
From figure 9 it is clear that if the observation is located more or less in the middle of the antecedents the estimation (40) can be improved. It can be the explanation of such a very low difference as, e.g., α = 0.1 in table I. It can be also seen that it is enough to calculate M 1 as the maximum of e 2 and e 4 , and m 1 as the minimum of e 1 and e 3 as e 1 < e 2 and e 3 < e 4 holds.
Summarizing the results of this subsection it can be stated that in most practical cases the proposed fuzzy rule interpolation method is valid also on the intervals between the characteristic points. Thus, it is sufficient to calculate only the characteristic points of the conclusion, which reduces computational complexity drastically, so the proposed fuzzy rule interpolation method preserves the good computational behaviour of the original fuzzy rule interpolation method, furthermore, with better approximation behaviour between the breakpoints. It means that the new fuzzy rule interpolation method does not violate the computational reduction behaviour of the original fuzzy rule interpolation method, while it improves its applicability by eliminating the subnormality of the conclusion.
C. Stability of α-cut based fuzzy rule interpolation methods
From the general form of KH fuzzy rule interpolation (5) its stability can be achieved in the sense that it is not too sensitive to changes in the inputs. It has been shown in [15] that the input-output function of general KH fuzzy rule interpolation is identical with the Balázs-Shepard interpolatory operator which was widely investigated by researchers of approximation theory (see e.g. [17] , [18] , [19] ).
First, we recall the proposition of the stability of the KH approach [14] .
be a sequence of finite subsets of Ω with #Γ n = n. If
then the set Γ n are uniformly distributed on the domain Ω. Here #(Γ n ∩ ω) denotes the cardinality of the finite set (Γ n ∩ ω) and |ω| is the Lebesgue-measure of ω.
(42) where measurement points x (n) k are uniformly distributed on Ω in the sense of (41).
This result can be interpreted in fuzzy context as if the fuzzy rules or the observation changes slightly it yields not significant change in the conclusion.
Let us turn to investigate the stability of the modified fuzzy rule interpolation method. Before coming to that point, we need to have at hand the suitable equation of the modified fuzzy rule interpolation method including explicitly the involved distances.
From expression (26) coordinates of the conclusion according to the new fuzzy rule interpolation method can be expressed as
or with the expression of fuzzy distances
Without the loss of generality, in what follows, we will study the right flank of the conclusion, i.e., for k ≥ 0. Now, in order to make the two approaches comparable in this respect, the generalization of the modified fuzzy rule interpolation method is introduced. This corresponds essentially to the way of generalization described in II-A.
Take into consideration in the calculation of the conclusion not only the immediate neighbouring fuzzy rules, but two times q fuzzy rules flanking the observation from both side in the sense of a partial ordering relation. Analogously as in the case of the original KH fuzzy rule interpolation method, farther an antecedent of a rule is from the observation less significant role plays the corresponding consequent in the determination of the conclusion. Hence, each coordinate values are weighted with the reciprocal of the fuzzy distance of the appropriate characteristic points, so from expression (44)
The original KH fuzzy rule interpolation method is stable for every α-cut, that means for every coordinate value the conclusion does not change significantly if the corresponding coordinates of the fuzzy set involved in the calculation change to a small degree.
Exploiting this result we can have the following Theorem III.2: The modified α-cut based fuzzy rule interpolation method is stable in the sense that for every coordinate slight change in the coordinates involved in the calculation modifies slightly the appropriate characteristic point of the conclusion, i.e., supposing uniform distribution of the antecedents (41)
ij are the jth characteristic point of the ith antecedent when, in total, n rule are taken into consideration.
For tracing back this theorem to the Theorem III.1 we need the following Lemma III.1: If F and G are stable interpolatory operator in the sense of Theorem III.1 with uniform distribution (41) then F ± G is also stable in the same sense.
Proof: As F and G are stable in the sense of (42) for arbitrary ε > 0 and continuous functions f and g on a compact domain Ω
if n 1 and n 2 are sufficiently large. Let n = max{n 1 , n 2 } then
We use induction on the basis of index of characteristic points k. For k = 0, the interpolatory operator generated by the reference point of the modified fuzzy rule interpolation method is stable, since then it coincides with the original KH fuzzy rule interpolation method:
Let us suppose that (46) is true for index k − 1. Then
introducing the denotation
From the stability of the original interpolative fuzzy KH controller (interpolator) it is obvious that the second member of expression (49) this addition is stable. Further, using the result of Lemma III.1, the left hand side of expression (49) is the sum of two stable operator, hence it will be stable, as well. This completes the proof. This theorem shows that the stability property of the KH fuzzy rule interpolation method is inherited to the modified fuzzy rule interpolation method, which also backs up the applicability of the latter one.
D. Comparison of fuzzy rule interpolation techniques with
respect to the fuzziness of the conclusion and the observation
This subsection compares the modified fuzzy rule interpolation method, the original α-cut based fuzzy rule interpolation [20] , [3] , the VKK [21] , the KHG [22] and the general fuzzy rule interpolation method of [9] , [23] . The VKK method defines the conclusion in a similar manner then the KH method. However, instead of using the lower and upper distances of the α-cut it uses the distance between the centre points (the most representative point of a fuzzy set) and the widths of the involved fuzzy sets (for details see [21] ). The KHG method uses the fuzziness (i.e. width) of the flanks of the antecedents neighbouring the observation. It calculates the conclusion depending on the relative fuzziness of the involved flanks (see also [22] ). Specifically, they are compared as applied to finite characteristic case. To offer a simple way of comparison we focus on the uncertainty of the methods and shows the difference between their fuzziness with respect to the fuzziness of the observation [1] , [2] . In order to be able to compare the results a uniform description for these methods will be introduced, further, the multivariable case is considered when Minkowski-type distance is used in the fuzzy rule interpolation methods with w = 1 (see (25) , subsection II-B.2).
As the comparison focuses on the fuzziness of the support of conclusion and of observation, hence, let all parameters be relatively calculated to cp(A i ) and cp(B i ), where the upper index i denotes the combination of corresponding antecedents (consequents) in multidimensional case, and cp(A) is the central point (or reference point) of fuzzy set A, that comes from the general fuzzy rule interpolation method [23] , [9] :
where α = height(A), i.e. the highest membership degree of fuzzy set A. Let then further x c = x − cp(A i ) and y c = y − cp(B i ). In the following the upper index prime denotes this transformation.
Suppose that two rules are given in form
where all involved fuzzy sets are triangular shaped, namely, antecedents From expression (9), the dependence of the right most point of the conclusion from the right most point of the observation, i.e., f KH f the fuzziness of the conclusion according to the original α-cut based KH fuzzy rule interpolation method, can be expressed as . The fuzziness of the conclusion according to the VKK fuzzy rule interpolation method was computed in [24] as
where The KHG fuzzy rule interpolation method [22] determines the length and the position of the core, and the fuzziness of the conclusion separately, however, the ends of the support are determined relatively to the respective end of the core. In the case of triangular membership functions the core is singleton, i.e., it is cp(B * ). The upper end of the support is
which is the fuzziness of the conclusion according to the KHG fuzzy rule interpolation method.
The fuzziness of the conclusion according to the general fuzzy rule interpolation method of [23] is
where function f + is the revision function defined in [23] and depicted in figure 10 . Parameters a i 3 and b i 3 are the element of the interpolated fuzzy set as (see [23] , [25] )
Let us turn to the proposed method. From expression (24) when n + 1 = 2 the upper end of the support
a 12 ≤ a 13 and b 12 < b 13 it is always possible to find such an observation which ensures normal conclusion. Function (53) is a straight line OD with tangent b22−b21 a22−a21 . Its minimum and maximum is reached at cp(A * ), and at a 23 , respectively. It can not be interpreted when a 22 − a 21 = 0 and b 22 − b 21 > 0, see also [22] , but otherwise the conclusion is always a fuzzy set.
Function (54) yields to straight lines OB and BG, where B : (a The relation between the moving point O and lines OB, BG and M L is determined by point B. This comes from the fact, that all the three fuzzy rule interpolation methods result in the same solution if the observation is identical to the interpolated fuzzy set [9] , [23] .
The result of the VKK fuzzy rule interpolation method is depicted separately in figure 12 in order to avoid confusion. The shape of monotonously increasing f 1. The original α-cut based fuzzy rule interpolation results in negative (subnormal fuzzy set) or positive fuzziness depending on the value s. 2. The KHG fuzzy rule interpolation method always yields normal conclusion, the only problematic situation when the right antecedent crisp on the lower side (or analogously when the left antecedent crisp on the upper side). In these rare case this method is not applicable. For singleton observation the conclusion is singleton, as well. 3. The general fuzzy rule interpolation method always yields normal conclusion, and for singleton observation the conclusion is singleton, as well. 4. The modified fuzzy rule interpolation method always yields normal conclusion, and the fuzziness in the conclusion is always positive even if the observation is singleton if the consequents have fuzziness. So, we can state Proposition III.6: The modified α-cut based fuzzy rule interpolation method yields singleton conclusion if and only if the consequents are singleton.
Proof: It is straightforward, e.g. from expression (56), since in this case λ M KH vanishes, so in this case b * 3 is independent of a * 3 (constant). It is the corollary of the construction of the coordinate transformation. Since, e.g., for the right flank, the transformed coordinate will be zero except the first, due to the fact that in such case all characteristic points are equal, hence in vector description the points representing the consequents are on the axis Z 0 . Thus, in (23) b * k vanishes for k > 0, and finally, the differences between consecutive coordinates will be also zero as
This comparison brings in different views of fuzzy rule interpolative reasoning methods. One is that the uncertainty of the answer depends on the uncertainty of the question, hence the more clear information we have, i.e., the less fuzziness of the observation has, the more correct answer is required, i.e., the less fuzziness of the conclusion must be generated. Specially, in extreme case, when the observation is certain singleton fuzzy set, the resulted conclusion must be singleton, as well. This view point is completely in accordance with the general fuzzy rule interpolation method.
However, the other view point is that the conclusion has to have fuzziness even in the case when the observation is singleton because an uncertain knowledge base fuzzy system is given by the fuzzy rules containing fuzzy information, hence, the uncertainty is involved in the fuzzy set of available information modeled by the fuzzy rules. So, the only case when singleton fuzzy set is expected as conclusion is the case of singleton consequents, which means exact answer (sure knowledge) for fuzzy input (vague information). This concept is fully in accordance with the modified fuzzy rule interpolation method.
IV. Conclusion
In this paper a new technique for fuzzy rule interpolation was investigated. It is originated from the first published α-cut based fuzzy rule interpolation, and it was proposed to combine the advantageous complexity behaviour of the original KH approach and at the same time alleviate the disadvantage that for certain configuration it produces subnormal conclusion. The paper presented several comparison for the two fuzzy rule interpolation methods.
It has been also shown that the modified fuzzy rule interpolation method is valid also on the intervals between the characteristic points as it does not deviates much in that areas. Thus, it is sufficient to calculate only the characteristic points of the conclusion, which reduces computational complexity drastically, so the proposed fuzzy rule interpolation method preserves the good computational behaviour of the original fuzzy rule interpolation method, furthermore with better approximation behaviour between the breakpoints. It means that the new fuzzy rule interpolation method does not violate the computational reduction behaviour of the original fuzzy rule interpolation method, while it improves its applicability by eliminating the subnormality of the conclusion. Moreover, the favourable stability property of the KH fuzzy rule interpolation method holds also for the new one.
Finally, several fuzzy rule interpolation methods was compared with respect to the fuzziness of the conclusion depending on the fuzziness of the observation.
As a final concluding remark we can state that the modified fuzzy rule interpolation method is applicable for every sparse fuzzy rule base containing CNF sets, it is enough to calculate for characteristic points, it is stable, so it alloys the most advantageous properties of the fuzzy rule interpolation methods proposed so far. 
