Arrays of dark optical traps on a toroidal surface by Bělín, Jakub et al.
  
 
 
 
 
Bělín, J., Lembessis, V.E., Lyras, A., Aldossary, O. and Courtial, J. (2019) Arrays of 
dark optical traps on a toroidal surface. Physical Review A: Atomic, Molecular and 
Optical Physics, 99(1), 013841. 
 
   
There may be differences between this version and the published version. You are 
advised to consult the publisher’s version if you wish to cite from it. 
 
 
 
http://eprints.gla.ac.uk/176932/  
      
 
 
 
 
 
 
Deposited on: 3 January 2019 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Enlighten – Research publications by members of the University of Glasgow 
http://eprints.gla.ac.uk 
Arrays of dark optical traps on a toroidal surface
Jakub Bělín,1, ∗ V. E. Lembessis,2 A. Lyras,2 O. Aldossary,2, 3 and Johannes Courtial1, †
1School of Physics and Astronomy, College of Science and Engineering, University of Glasgow, Glasgow G12 8QQ, UK
2Department of Physics and Astronomy, College of Science,
King Saud University, P.O. Box 2455, Riyadh 11451, Saudi Arabia
3The National Center for Applied Physics, KACST, P.O. Box 6086, Riyadh 11442, Saudi Arabia
We have theoretically constructed light fields that can generate optical potentials representing
rectangular arrays of dark optical traps on the surface of a torus. The arrays are not diffraction-
limited, and their period can in principle be deeply sub-wavelength. We discuss the challenges
anticipated in realising such potentials which will be of great interest for quantum simulations.
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I. INTRODUCTION
Light fields with tailored intensity landscapes have at-
tracted considerable interest recently in conjunction with
the development of laser cooling and trapping techniques
for atoms. When the intensity pattern, generated by in-
terfering light beams, provides optical trapping poten-
tials, sufficiently cooled atoms can be loaded in the avail-
able trapping sites. The atomic trapping is enabled by
the conservative potential resulting from the AC Stark
shift of the energy levels of an atom, induced by the far-
detuned optical fields. The spatial arrangement of the
trapping sites can be varied considerably exploiting the
tunability of the superimposed light beams, in terms of
wavelength, polarization and amplitude. Additional flex-
ibility is afforded when the light beams have spatially
structured amplitude and phase profiles. Moreover, the
trapping potential depth can be also varied spatially in
a controlled manner. Periodic arrangements of the trap-
ping sites, called Optical Lattices (OL), have attracted
considerable interest in recent years [1]. The OL have
found applications in the controlled transport of trapped
atoms [2], in atomic interferometry, in building quantum
information processing devices and in atomic clocks with
considerably improved stability [3]. One of the most in-
triguing and challenging application of OL is the emu-
lation of solid state phenomena [4]. Recent research has
identified two major challenges for the successful applica-
tion of OL to the study of intriguing solid state phenom-
ena: (i) to overcome the constraints imposed by beam
diffraction on the lattice spacing (it is generically limited
to λ/2, with λ the light wavelength) that would facilitate
the study of Hubbarb models [5], and (ii) to engineer op-
tical potential and OL geometries that would allow the
emulation of strong synthetic gauge fields (effective mag-
netic fields, in particular [6]) that are a prerequisite for
the emulation of phenomena like the Fractional Quantum
Hall Effect (FQHE) [7], [8]. An optical trapping poten-
tial of toroidal geometry is interesting per se, as any novel
∗Electronic address: j.belin.1@research.gla.ac.uk
†Electronic address: Johannes.Courtial@glasgow.ac.uk
and unusual shape of a trapping potential. Moreover, it
is potentially useful for the emulation of the FQHE. In
particular, the toroidal symmetry conforms to the topo-
logical properties of the ground state of systems exhibit-
ing the FQHE [9]. Additionally, an OL on the toroidal
surface will facilitate the emulation of strong effective
magnetic fields if coherent manipulation of the trapped
atoms around closed-circuit paths on the lattice can be
devised. Engineering such a lattice is challenging. To
begin with, it involves two major tasks. First, a bright
toroidal surface with a mesh of dark spot-like regions
should be engineered. Second, the dark sites should be
sufficiently deep so that atoms can be trapped. It would
also be desirable that the spacing of the trapping sites
is as short as possible, with the ultimate goal being to
achieve sub-wavelength spacing [10].
To the best of our knowledge there have been no pub-
lished works towards the realization of such an optical
lattice. In this work, for the first time, we attempt a
feasibility study towards the eventual experimental re-
alization of such an optical lattice. We investigate the
possibility of creating a light field with a bright toroidal
surface on which a regular mesh of dark sites is superim-
posed.
Here we construct, theoretically, light fields that con-
tain various rectangular arrays of optical traps on the sur-
face of a distorted torus. The traps are blue-detuned, i.e.
the intensities at the trap locations are close to zero and
surrounded in all directions by significantly larger inten-
sities. The separation between neighbouring traps can,
in principle, be arbitrarily small — it is not diffraction-
limited —, but decreasing the trap separation also ex-
ponentially decreases the intensity barrier separating the
traps.
Our construction starts with scalar vortex torus knots:
scalar fields that contain closed vortex lines in the shape
of approximately regular spirals on a torus (with the
topology of torus knots), shown schematically in Fig.
1(a,b). Such fields have previously been demonstrated
theoretically [11] and experimentally [12–14] in the form
of paraxial light fields. Here we generalise this con-
struction to non-scalar fields, which are exact solu-
tions of Maxwell’s equations that hold even under the
tight-focussing conditions required to reduce the size of
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FIG. 1: Schematic of the construction of a regular array of
dark spots on a torus. The construction is based on fields
that contain vortex lines (blue lines) spiralling on the torus,
performing m/n full turns of the poloidal angle, θ, during
each turn of the toroidal angle, ϕ. The geometry of such a
vortex line with m = 3 and n = 2 is shown schematically
in 3D (a) and in a (θ, ϕ) plot of the torus surface (b). The
poloidal angle θ and the toroidal angle ϕ themselves are shown
in (c), together with the major and minor radii of the torus,
R∗ and r∗. Incoherent superposition of two fields contain-
ing different vortex lines spiralling on the same torus results
in arrays of dark spots on the torus, specifically at the po-
sitions where the vortex lines in the two fields intersect. In
the 3D plot shown in (d), the positions of the intersections of
vortex lines in two fields, the first with parameters m1 = 3,
n1 = 2, the second with m2 = −3, n2 = 2, are shown as
grey spheres, in the (θ, ϕ) plot shown in (e) they are marked
as black dots. Throughout, the vortex lines of the first field
are shown as solid lines, those of the second field as dashed
lines. The graphs were created with the help of the Mathe-
matica notebook topologyPlots.nb, which is available in the
supplementary material.
the vortex-line patterns appropriately, and which might
themselves form interesting optical potentials. We then
consider superpositions of two such fields in which differ-
ent vortex lines of this kind spiral around a torus. We
require the superposition to be incoherent so that the in-
tensities add up, not the fields. At those positions where
the vortex lines in the two fields intersect, i.e. where the
intensities of both fields are individually zero, the com-
bined intensity is also zero. In a plot of the torus surface
that uses the toroidal angle, ϕ, and poloidal angle, θ,
(Fig. 1(c)) as coordinates, these positions form approxi-
mately rectangular arrays on the torus (Fig. 1(d, e)).
Our construction is not diffraction-limited in the sense
that it permits sub-wavelength trap separations. How-
ever, an experimental realisation of our construction will
be challenging as the constructed fields contain a large
range of relevant intensities. This would require very
careful beam shaping: the trap structure is contained in
the darker part of the beam, which is easily perturbed
by stray light, for example light scattered from the much
brighter parts of the beam. Giving the optical traps the
required stiffness and depth might also require high laser
powers. For sub-wavelength trap separations, a large in-
tensity range is likely a fundamental feature of the field,
but for larger separations there is no known fundamen-
tal reason why careful adjustment of the construction,
for example starting from different vortex torus knots
[14], should not lead to a drastic reduction in the inten-
sity range; note, however, that devising and testing the
required variations of the construction is a significant un-
dertaking.
This paper is structured as follows. In section II we
review the construction of monochromatic scalar fields
that contain vortex lines lying on the surface of a dis-
torted torus. We then show, in section III, how combina-
tions of two such fields can result in rectangular arrays
of dark optical traps on the surface of a distorted torus.
In section IV, we discuss the adjustments required for
our construction to work when polarisation is taken into
account. In section V, we calculate, for one particular ex-
ample, the standard parameters used to characterise trap
arrays. Finally, we discuss details and the significance of
this construction in section VI, before concluding (sec-
tion VII).
II. SCALAR VORTEX LINES SPIRALLING ON
A DISTORTED TORUS
Scalar vortex lines that form regular spirals on the sur-
face of a distorted torus can be constructed in a number
of ways. We review one way to create such fields [11],
slightly varied in Refs [12, 13]; another way can be found
in Ref. [14].
An optical vortex line, irrespective of its shape, is char-
acterised by a phase changem2pi—m complete 2pi phase
cycles — encountered along a closed loop threaded by the
vortex line. The “charge” m can be any integer, positive
or negative. If a vortex line with charge +1 or −1 is
perturbed with a small additional field, for example a
uniform plane wave, it remains a vortex line with the
same charge. In contrast, a charge-m vortex line, when
perturbed splits into |m| vortex lines with a charge of
magnitude 1 and the same sign as m [15].
The construction of vortex lines that spiral on a torus
starts with a field containing a charge-n vortex ring that
is threaded by a charge-m vortex line (m and n are ar-
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FIG. 2: Example of a scalar vortex line (black) spiralling
on a distorted torus. The plots show the saturated intensity
distribution on the torus, in 3D (a) and in the (θ, ϕ) coor-
dinate system (b). The field was calculated following Ref.
[11] for m = 3 and n = 2 and a perturbation amplitude
ε = 0.05. Black represents intensity 0, white represents in-
tensities ≥ 0.001. The graphs were created using the Mathe-
matica notebook geometryPlots.nb, which is available in the
supplementary material. The beam coefficients, and the way
they were calculated, is outlined in App. A.
bitrary integers). When perturbed, the charge-n vortex
ring splits into |n| vortex lines with charge +1 or −1 lying
on the surface of a distorted torus. The threading of the
ring by a charge-m vortex line ensures that these vortex
lines perform m full turns of the poloidal angle for each
n turns of the toroidal angle.[27]
We now quantify this construction. We choose our
coordinates such that the charge-n vortex ring lies in the
plane z = 0, is centred on the origin and threaded by a
charge-m vortex line along the z axis. In dimensionless
cylindrical coordinates (R ≡ kr, ϕ, Z ≡ kz), where k =
2pi/λ is the wave number, such a field can be written in
the form [11]
ψm,n(R,ϕ,Z) = exp(imϕ)Fm,n(R,Z), (1)
where
Fm,n(R,Z) =
1
2n(n+1)∑
l=1
alJm(blR) exp
(
i
√
1− b2lZ
)
, (2)
where Jm(x) is the mth-order Bessel function of the first
kind, and the bls (which satisfy |bl| < 1) and als are
dimensionless coefficients which depend on |m|, |n|, and
the radius R∗ of the initial charge-n vortex ring. Note
that the field ψm,n — like all fields in this paper — is
dimensionless; the corresponding physical intensity can
be obtained by multiplying the modulus squared of the
field by a factor, A, with dimensions of intensity:
I = A|ψ|2. (3)
When adding a perturbation εψp(R,ϕ,Z) to the field
ψm,n(R,ϕ,Z), a new field is created:
Ψm,n(R,ϕ,Z) = ψm,n(R,ϕ,Z) + εψp(R,ϕ,Z). (4)
If the perturbation is chosen appropriately, for example if
it is chosen to be a small-amplitude uniform plane wave,
this field contains the desired vortex line(s) spiralling on
a distorted torus with major radius R∗. Fig. 2 shows the
theoretically calculated intensity on the distorted torus
for one example of such a field.
We stress that the torus is distorted. The vortex lies
on a surface where the intensity of the unperturbed field
equals that of the perturbation, and where the phases of
these two fields differ by pi. We use a plane-wave pertur-
bation of the form
ψp(R,ϕ,Z) = exp(iZ), (5)
and so the unfolded vortex lines lie on a surface where
the intensity of the unperturbed field equals |ε|2. As the
intensity of the unperturbed field depends on the poloidal
direction, the resulting torus will be distorted, generally
more so with increasing magnitude of the perturbation.
This distortion can clearly be seen in Fig. 2; its effect in
the (θ, ϕ) plot is that the vortex lines are not straight.
The distortion depends on the values of |m| and |n|.
III. ARRAYS OF DARK SPOTS ON A
DISTORTED TORUS
Now consider a superposition of two fields, Ψm1,n1 and
Ψm2,n2 , each described by Eqn (4), with the parameters
chosen such that both fields contain vortex lines spiralling
on the same torus. We consider both coherent and inco-
herent superpositions, for reasons that will become clear
later. Where the vortex lines intersect, the intensity is
zero, and as the vortex lines form approximately regu-
lar spirals on the torus, these positions of zero intensity
form an approximately regular array on the torus (Fig.
1(d,e)). Using different combinations of the values of
m1, n1, m2 and n2, different arrays can be created, as
schematically illustrated in Fig. 3. If the frequency of the
light is chosen appropriately, the zero-intensity positions
— provided they are completely surrounded by non-zero
intensity — can form blue-detuned traps for atoms.
The relationship between the parameters m1, n1, m2,
n2 and the number of traps in the array can be under-
stood as follows. In a (θ, ϕ) plot, a vortex line with pa-
rameters m and n forming a regular spiral is a straight
line, which can be parametrised in the following way:
θ =
m
n
ϕ+ 2pi
q
n
, (6)
where q is an integer. The optical traps are created at
those positions where the vortex lines intersect, i.e. posi-
tions which satisfy the condition
m1
n1
ϕ+ 2pi
q1
n1
=
m2
n2
ϕ+ 2pi
q2
n2
. (7)
This equation has the solution
ϕ = 2pi
q2n1 − q1n2
m1n2 −m2n1 . (8)
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FIG. 3: Arrays of dark spots resulting from different param-
eter choices. (a,b) Face-centred rectangular array, shown for
the case m1 = 5, n1 = 3, m2 = −5, n2 = 3; (c,d) skew
array (m1 = 5, n1 = 3, m2 = −4, n2 = 2); (e,f) rect-
angular array (m1 = 5, n1 = 3, m2 = 0, n2 = 3). The
graphs were created with the help of the Mathematica note-
book topologyPlots.nb, which is available in the supplemen-
tary material.
As the toroidal angle ϕ lies in the range [0; 2pi), the value
of the fraction on the RHS of Eqn (8) is within the range
[0, 1). For any given set of values of m1, n1, m2 and
n2 there are N = |m1n2 − m2n1| values of ϕ ∈ [0; 2pi)
satisfying this requirement, and therefore there are N
traps. For example, in the array shown in Fig. 3(c,d),
Eqn (8) correctly gives the trap number as N = 22.
It is natural first to consider a coherent superposition
of the fields Ψm1,n1 and Ψm2,n2 . However, numerical sim-
ulations such as the one shown in Fig. 4(a) demonstrate
that the interference between the fields does not give the
intended result: instead of an array of optical traps on a
torus, the superposition contains a complex 3D structure
of dark loops.
This interference can be avoided by superposing the
two fields incoherently, such that their intensities add.
Experimentally, this could be achieved by making the
(b)
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FIG. 4: Contour plots of the intensity in the coherent super-
position of Ψ3,2 and Ψ−3,2 (a) and in incoherent superposi-
tions of the fields Ψ3,2 and Ψ−3,2 (b) and Ψ5,3 and Ψ−5,3 (c).
The plots show contours with intensity 0.001 in the arbitrary
units used in all simulations in this paper. (a) In the coher-
ent superposition of the fields Ψ3,2 and Ψ−3,2, the dark re-
gions in the beam do not form the desired structure. (b,c) In
the incoherent superpositions, the intensity zeros on the torus
are surrounded by approximately ellipsoidal low-intensity sur-
faces that can clearly be seen to form the desired regular array
on a torus. Additional intensity zeros formed by intersections
of the threading vortex lines can be seen around the torus
axis. The size of the perturbation was chosen to be ε = 0.05
in (a) and (b), and ε = 0.025 in (c). The plots were created us-
ing the Mathematica notebook geometryPlots.nb, available
in the supplementary material.
frequencies of the two fields (slightly) different; by mak-
ing the fields’ polarisations different; or by forming both
fields from different parts of the same beam while en-
suring that they have propagated through distances that
differ by more than the beam’s coherence length. The
combined intensity of the two perturbed fields, Ψm1,n1
and Ψm2,n2 , defined in Eqn (4), is then
I = |Ψm1,n1 |2 + |Ψm2,n2 |2 . (9)
Fig. 4(b,c) shows contour plots of the intensity in such
incoherent beam superpositions, calculated according to
Eqn (9). The intensity of the contours was chosen to
be just below that separating neighbouring traps. Each
contour surface surrounding one of the intensity zeros on
the distorted torus can be seen to form a closed, approx-
imately ellipsoidal, surface, demonstrating that each in-
tensity zero is surrounded by non-zero intensity in all di-
rections. Note that the approximately ellipsoidal shape of
the low-intensity contours is consistent with anisotropic,
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FIG. 5: Intensity on the distorted torus in incoherent su-
perpositions of the fields Ψ3,2 and Ψ−3,2 (a,b) and Ψ5,3 and
Ψ−5,3 (c,d). The plots on the left (a, c) show the distorted
torus in 3D, those on the right (b, d) show the (θ, ϕ) plane.
The dark spots coincide with the positions where vortex lines
from the two fields intersect. Fig. 4(b,c) shows contour plots
for the same superpositions, but note that the viewpoints of
those plots subtly differ from those used in the 3D plots (a)
and (c), resulting in the trap arrays appearing shifted. The in-
tensity range plotted is from 0 to 0.001 in the arbitrary units
used throughout this paper. The basic plots were created
with the Mathematica notebook geometryPlots.nb, which is
available in the supplementary online material.
approximately harmonic, dark traps. Fig. 5 shows the
intensity on the surface of the relevant distorted torus
for the same fields. The intensity plots in the (θ, ϕ) co-
ordinate system show the regularity of the trap array in
both cases. In App. B (Eqn (B7)) it is shown that, in
the case of a plane-wave perturbation εψp = ε exp(ikzz),
neighbouring traps are separated by a barrier intensity
Ib = 2A|ε|2. We will consider the important question of
the length scale of the trap arrays later, in Sec. VI.
IV. EXTENSION TO VECTOR BEAMS
Our construction so far gives the “nicest” tori, i.e. the tori
with the closest-to-circular toroidal cross-sections, if the
beams are tightly focussed. But tightly focussed beams
can possess a sizeable longitudinal component of the elec-
tric and magnetic field, which contributes to the intensity
and therefore has the potential to destroy the carefully
crafted intensity minima associated with the transverse
components. It is therefore important to consider effects
due to the vector character of the field.
Simulations (not shown) of the beams discussed in the
previous sections which have been modified to be lin-
early polarised reveal that the intensity associated with
the longitudinal component can indeed destroy the traps.
Our solution is to construct the undisturbed vortex ring,
which in the scalar case (Eqn (2)) consists of (non-
diffracting) scalar Bessel beams, from non-diffracting vec-
tor beams whose polarisation is chosen such that its lon-
gitudinal component is zero irrespective of focussing, as
follows.
We start with non-diffracting solutions to the
Helmholtz equation of the form [16]
UR = −ia exp
(
i
√
1− b2Z
)
×
×
∑
l
exp(ilϕ)
[
α
(+)
l+1e
iϕ + α
(−)
l−1e
−iϕ
]
Jl(bR),
(10)
Uϕ = a exp
(
i
√
1− b2Z
)
×
×
∑
l
exp(ilϕ)
[
α
(+)
l+1e
iϕ − α(−)l−1e−iϕ
]
Jl(bR),
(11)
UZ = − 2a
2
√
1− b2 exp
(
i
√
1− b2Z
)
×
×
∑
l
exp(ilϕ)
[
α
(+)
l − α(−)l
]
Jl(bR),
(12)
where (UR, Uϕ, UZ) are the vector components of the
complex amplitude of the electric field, a, b, α(+)i , α
(−)
i are
constants and Jl(x) is an l-th order Bessel function of the
first kind.
To eliminate the longitudinal component UZ of the
field everywhere, we have to choose α(+)l = α
(−)
l . The
easiest choice is then α(+)l = α
(−)
l = δlm, where δlm is
the Kronecker delta. With the choice a = 1, the resulting
transversally polarized vector beam is then of the form
~U = exp(imϕ) exp
(
i
√
1− b2Z
)
~Jm(bR), (13)
where the radial, azimuthal, and longitudinal compo-
nents of the vector function ~Jm(bR) are
JRm(bR) ≡ −i [Jm−1(bR) + Jm+1(bR)] , (14)
Jϕm(bR) ≡ Jm−1(bR)− Jm+1(bR), (15)
JZm(bR) ≡ 0. (16)
Note that the sum of the Bessel functions in the radial
component JRm becomes zero only in the case m = 0,
which means that we can obtain a purely azimuthally
polarized beam if and only if m = 0.
The construction of scalar vortex lines spiralling on
a distorted torus started with a field ψm,n containing a
charge-n vortex ring (Eqn (1)). This field is a superpo-
sition of scalar Bessel beams, each of the form
exp(imϕ) exp
(
i
√
1− b2Z
)
Jm(bR). (17)
6Our strategy for extending the construction to vector
fields is to replace these scalar Bessel beams with cor-
responding vector fields given by Eqn (13), i.e. by replac-
ing the scalar (Bessel) function Jm(bR) with the vector
function ~Jm(bR). The scalar field ψm,n then becomes the
vector field ~ψm,n = (ψRm,n, ψϕm,n, 0), where
ψRm,n = −i
1
2n(n+1)∑
l=1
al exp(imϕ) exp
(
i
√
1− b2lZ
)
×
× [Jm−1(blR) + Jm+1(blR)] ,
(18)
ψϕm,n =
1
2n(n+1)∑
l=1
al exp(imϕ) exp
(
i
√
1− b2lZ
)
×
× [Jm−1(blR)− Jm+1(blR)] .
(19)
We require both the radial and azimuthal component of
this vector field to contain coinciding charge-n vortex
rings, both of radius R∗. This condition implies the sec-
ond modification of the procedure presented in Ref. [11]:
the condition for the existence of a charge-n vortex ring of
radius R∗ in the Z = 0 plane, which is equivalent to Eqn
(2.5) in Ref. [11], has to be satisfied for both fields ψRm,n
and ψϕm,n simultaneously. This leads to a set of n(n+ 1)
equations — twice as many as in the case of scalar fields.
To make this new bigger system of equations regular, we
treat the coefficients bl, which were chosen arbitrarily in
Ref. [11], as unknown variables.
To the field ~ψm,n, a small perturbation ε~ψp with an
appropriate polarisation is added, leading to a new field
~Ψm,n = ~ψm,n + ε~ψp. (20)
In our simulations, we use the azimuthally polarised, non-
diffracting, perturbation field ε~ψp with
~ψp =
(
0,
J1(bpR)
J1(bpR∗)
exp
(
i
√
1− b2pZ
)
, 0
)
, (21)
where bp has been chosen such that the first maximum
of J1(bpR) is at R = R∗. This field ~ψp is actually
the field ~ψ0,1, normalised such that the amplitude at
(R,Z) = (R∗, 0) equals 1. Note that this field ~ψp does
not perturb the radially polarised field, which keeps its
charge-n vortex ring. The perturbation amplitude ε of
the azimuthally polarised component is chosen such that
the distorted torus on which the vortex lines spiral stays
within the dark part of the radially polarised component.
The field containing optical traps is then obtained by
the incoherent superposition of the fields ~Ψm1,n1 and
~Ψm2,n2 . Fig. 6 shows an example for m2 = −m1 and
n2 = n1, calculated without any approximations. The
traps can be clearly seen to have the desired configura-
tion.
2.5λ
FIG. 6: Intensity contour of the field |~Ψ5,2|2 + |~Ψ−5,2|2. The
field contains intensity minima in the desired configuration.
The plots show contours with intensity 5× 10−4. In compar-
ison, the maximum intensity in the beam is approximately
17 (see Fig. 11). The coefficients al, bl of the unperturbed
beams are listed in App. A, the perturbation amplitude is
ε = 2× 10−2.
V. EXAMPLE
For one particular example, we calculate here the param-
eters used in the literature to characterise the trap lat-
tice. We consider the case of 85Rb atoms where our light
field excites, off-resonantly, the 52S1/2 − 52P3/2 transi-
tion. We use atomic data from Ref. [17]. The detuning
is chosen to be ∆ = 100 Γ. The wavelength of the light
is λ = 780.24 nm, the excited state spontaneous emission
rate is Γ = 5.98 × 2piMHz, while the saturation inten-
sity for the selected atomic transition is Is = 16.2 W/m2.
The interaction is characterised by a recoil angular fre-
quency ωrec = 3.83 × 2pi kHz and a corresponding recoil
energy Erec = ~2k2/2M = 2.54× 10−30 J.
We assume that the atoms trapped in our toroidal lat-
tice are two-level systems and the optical dipole potential
is due to the AC Stark shift and therefore proportional
to the intensity, while in the case of a relatively large
detuning it is also independent of polarization. We fur-
ther assume that locally the trapped atoms are at the
ground state of a three-dimensional, non-isotropic, sim-
ple harmonic potential, and that they are well localised
around the trap minimum; we can safely say that these
assumptions are justified for Ib/Is ≥ 60. In this case, the
atomic wave function plays the role of the Wannier wave
functions localized in a particular potential well.
An individual trap is often characterised by its depth,
here measured by the barrier potential between neigh-
bouring traps, Ub, and the trap frequencies, ω, which are
the oscillation frequencies of trapped atoms in different
directions and a measure of a trap’s stiffness. For atoms
trapped in a lattice of traps, of particular importance are
the hopping rates, J , which describe tunneling between
adjacent trapping sites, and the on-site collision rate, C,
which describes the strength of the interactions between
the atoms trapped in the same trap.
The trap frequencies were calculated from the second
derivatives of the dipole potential, which in turn were
calculated from the second directional derivatives of the
7FIG. 7: Ground-state trapping angular frequencies in the
toroidal and poloidal directions in units of the angular recoil
frequency against the light-field intensity.
FIG. 8: Hopping rates in the poloidal direction, Jθ, and in
the toroidal direction, Jϕ, and the on-site collision rate, C,
plotted against the intensity. The graphs were calculated for
trapped 85Rb atoms and a detuning ∆ = 100 Γ.
FIG. 9: Ratio of ground-state energy, Ug, and the maxi-
mum potential well optical-dipole potential energy, Ub, plot-
ted against the intensity.
intensity at the centre of one of the traps in the toroidal,
poloidal, and radial directions. We did this calculation
for the intensity |~Ψ5,2|2 + |~Ψ−5,2|2. The second direc-
tional derivative in the direction of the vector v is given
byD2vˆI = vˆ
>Hvˆ, whereH is the Hessian matrix of I, cal-
culated at the trap centre. These are D2
φˆ
I =0.1625 Ibk2,
D2
θˆ
I =57.50 Ibk2, D2rˆI =12.875 Ibk
2, where Ib = 2A|ε|2
is the intensity barrier between the traps (see Eqn (B7))
and k = 2pi/λ is the wave number, as before. The trap
frequencies are simply the resonance frequencies of the
harmonic potential; we plot these for a range of light-
field intensities (which correspond to different values of
A) in Fig. 7.
We calculate the hopping rates from the overlap in-
tegral of the Wannier wave functions, w(~r − ~ri) and
w(~r − ~rj), corresponding to two neighbouring trapping
sites, i and j:[1]
J =
∫
d3rw∗(~r−~rj)
(
− ~
2
2m
∇2 + V (~r)
)
w(~r−~ri). (22)
The collision rate was calculated using the equation
C =
4pi~2a
m
∫
d3r |w (~r − ~ri)|4 (23)
(Eqn (26.18) in Ref. [1]), where a is the scattering length.
The value for a has been taken from Ref. [18]. A plot of
the hopping rates and the collision rate against light-field
intensity is shown in Fig. 8. We clearly see that for low in-
tensities the collision rate is far smaller than the hopping
rates. The dipole trapping potential increases linearly
with the intensity from zero up to 1800Erec as the inten-
sity Ib varies from 60 Is to 1000 Is, and we see in Fig. 9
that it remains far deeper than the energy of the ground
state. All the above ensure that our scheme is capable for
atom trapping at moderate intensities. We also see that
the hopping rates in the toroidal and poloidal directions
are of comparable size, with the first being always smaller
in size. The same conclusion is true for the ground-state
trapping frequencies. When a Bose-Einstein condensate
is loaded in an optical lattice, it provides an ideal environ-
ment for the exhibition of the transition from the regime
of the superfluidity to that of Mott insulator. The cru-
cial parameter is the relation of the size of the hopping
rates to that of the on-site two-body interactions. As
our numerical calculations have shown, for our toroidal
lattice the hopping rates remain far stronger for a broad
range of intensities and detunings, which indicates that
tunnelling is dominant over inter-particle interactions.
Comparing the hopping rates with the collision rate,
all shown in Fig. 8, we clearly see that tunneling is domi-
nant over inter-particle interactions for the intensity val-
ues for which the simple harmonic approximation is valid.
The hopping rates are also dominant over the photon-
scattering rate, which can be seen as follow. The photon-
scattering rate for an atom trapped in a dipole trap is
8FIG. 10: Same as Fig. 6, but with each vector Bessel beam
replaced by a numerical approximation of a corresponding
vector Bessel-Gauss beam (see App. C). The intensity minima
still possess the desired configuration. The surface shown is
the contour with intensity 5 × 10−4; the maximum intensity
in the beam is ≈500.
defined (Eqn (29) in [19]) by the relation
Γsc =
Γ
~∆
(
U0 +
3
2
kBT
)
, (24)
where U0 is the dipole potential at the center of the
trap and T is the trapped sample temperature. For a
blue-detuned (dark) trap, U0 = 0. For a BEC of Rb
atoms there have been reported temperatures up to 20 nK
(JILA) [20]. Putting these numbers into the above equa-
tion results in a photon-scattering rate
Γsc = 6× 10−4 × 2pi kHz, (25)
which is far smaller than the hopping rates shown in
Fig. 8.
An important parameter is the laser-beam power re-
quired to create a suitable array of traps. In our con-
struction, we use (vector) Bessel beams, which are ideal-
isations that are unbounded and possess infinite power.
Clearly, these cannot be created experimentally; in ex-
periments, Bessel beams are therefore usually replaced
by Bessel-Gauss beams [21], which are Bessel beams
modulated by a Gaussian envelope, and which have fi-
nite power. The wider the Gaussian envelope, the more
similar the Bessel-Gauss beam is to the corresponding
Bessel beam; in the limit of an infinitely wide Gaussian
envelope, the two beams are the same. Similarly, vec-
tor Bessel beams can be replaced by vector Bessel-Gauss
beams in our construction. For sufficiently wide Gaus-
sian envelopes, the construction will still work, that is,
the array of traps will have the desired geometry.
We have studied one particular example of a beam in
which this replacement has been made. Fig. 10 shows the
simulated intensity contour in a field that is the same as
that shown in Fig. 6 other than that each vector Bessel
beam has been replaced by a corresponding vector Bessel-
Gauss beam (App. C). The geometry of the contour has
changed slightly; this is related to the fact that we chose
to simulate a relatively narrow Gaussian envelope, and
that we replaced each vector Bessel beam with a Bessel-
Gauss beam of greater amplitude without a correspond-
ing increase in the size of the perturbation. Most im-
portantly, however, the traps retain the desired config-
uration. Numerical integration of the intensity over the
plane z = 0 yields a beam power of P = 55, 500Ak−2.
For the specific choice k = 2pi/λ = 8.053 × 106 m−1
and A = 2.03 × 107 W/m2 (corresponding to a barrier
intensity Ib = 2A|ε|2 = 16200 W/m2 = 1000 Is, where
Is = 16.2 W/m
2), the beam power is 17.3 mW, which is
easily achievable in experiments.
VI. DISCUSSION
For applications in atomic physics, the scaling of the
torus is important. At first, it seems clear that the torus
could simply be imaged with a magnification other than
1 to change its size. However, as discussed in App. D,
imaging of a Bessel beam with a transverse magnifica-
tion M 6= ±1 scales the beam longitudinally by a dif-
ferent magnification factor. This means that isotropic
scaling of the knot field is not possible by imaging. Fur-
thermore, transverse scaling by M 6= ±1 of non-paraxial
Bessel-beam superpositions results in different Bessel-
beam components being scaled by different longitudinal
scaling factors, which means that the superposition is
not simply stretched in the longitudinal direction, but
changes shape and, in the case of our knot fields, the
trap configuration.[28] The major radius of the torus, R∗,
can therefore be scaled only by changing the wave num-
ber, k; for a given k, R∗ is fixed by the set of equations
for the parameters of the initial, unperturbed, vortex-
ring field; this set of equations is solved numerically in
App. A. (Of course, there might be other solutions of
these (non-linear) equations, with different torus dimen-
sions.) For vector beams ~Ψ±5,±2, kR∗ ≈ 16 (see Table
II), which implies R∗ ≈ 2.5λ. Similarly, in the beams
~Ψ±3,±2, R∗ ≈ 2.4λ, and in the beam ~Ψ±5,±3, R∗ ≈ 15λ.
The minor torus radius, r∗, can be scaled by changing the
amplitude of the perturbation (see Appendix B, specifi-
cally Eqn (B5)). In principle, this enables r∗ to be arbi-
trarily small.
It is worth stressing that our construction is not
diffraction-limited, as the separation between neighbour-
ing traps in the array can, in principle, be arbitrarily
small, which is important as it enables interactions be-
tween atoms trapped in neighbouring sites to be max-
imised and a wider parameter space to be explored. This
is true both in the toroidal direction and in the poloidal
direction: the vortex separation in the toroidal direction
can be reduced by increasing the value of m, which, at
least in principle, is unlimited; the vortex separation in
the poloidal direction can be reduced either by increasing
the (again in principle unlimited) value n, or by decreas-
ing the minor radius of the torus, r∗.
Vortex knots have been created experimentally before
[12, 13]. Those experiments concentrated on the topol-
ogy of the knots. The geometry differed significantly
from that required here: the knots were on a significantly
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FIG. 11: Radial intensity distribution of the incoherent su-
perposition of ~Ψ5,2 and ~Ψ−5,2 along the line z = 0 and ϕ = 0.
The intensity is shown in the same arbitrary units used in
Fig. 6.
larger scale; and they were heavily distorted. Trap ar-
rays constructed from such vortex knots would therefore
be too large and irregular to realise the theoretical ideas
discussed here, but greater care with the beam prepara-
tion might be able to ameliorate these problems.
If the trap separation is required to be small, even
sub-wavelength, then there is another, possibly more sig-
nificant, problem: the maximum intensity in the beam
significantly outweighs that in the trap region. This can
be seen by comparing the maximum intensity in the beam
to the intensity separating neighbouring traps. The latter
is given by 2ε2, which is of order 4×10−4 in the example
shown in Fig. 6, for which the former is ≈ 17 (Fig. 11),
so the maximum intensity in the beam is ≈ 4.2 × 104
times greater than the intensity separating neighbouring
traps. Note that the maximum intensity in the beam
depends very much on the beam; for example, for the
incoherent superposition of the scalar functions Ψ3,2 and
Ψ−3,2 it is ≈ 60 in the z = 0 plane, but for the inco-
herent superposition of Ψ5,3 and Ψ−5,3 it is ≈ 3 × 1011.
For possible experimental realisations this means that the
presence of any additional field in the trap region with an
intensity that is tiny compared to the maximum inten-
sity in the beam but still greater than that separating the
traps destroys the desired intensity structure. Great care
must therefore be taken to avoid creating such additional
fields; for example, if the beam is created holographically,
such additional fields could be due to light from different
diffraction orders, or due to effects such as pixellation or
phase error.
Greater care still must be taken when the separation
between neighbouring traps becomes smaller, especially
when utilising the attractive feature of our construction
that the separation between neighbouring traps is not
diffraction-limited: this is the realm of superoscillations,
and as superoscillations with higher spatial frequencies
tend to occur in the darker part of the field [22, 23],
smaller trap separations are likely to be associated with
large intensity ratios in the beam. This can be seen in
the case of the |n| traps whose positions differ only in
their poloidal angle (i.e. whose positions have the same
toroidal angle, and which therefore lie on the same ra-
dial slice), which are separated by an intensity barrier
of height Ib that scales with the separation s between
neighbouring traps as Ib ∝ s2n (App. B).
We stress here that we see our construction as a start-
ing point of a process that will hopefully result in an
easier-to-realise beam. One possible avenue for making
it easier to realise optical potentials with a similar topol-
ogy is to consider using other fields containing torus-knot
vortices as the basis of our construction, in the hope that
these might have a greater ratio between the intensity
separating the traps and the maximum intensity in the
beam, and generally be easier to realise. Here we use the
superposition of Bessel beams from Ref. [11]; it is also
possible to consider a similar construction that uses su-
perpositions of Laguerre-Gauss beams [12], and it might
be possible to use other beam families, for example the
modes of cylindrical waveguides, whose power is spread
only over the cross-section of the waveguide instead of an
infinite plane (like in the Bessel beams), and which there-
fore potentially require much less powerful laser beams to
achieve the same light distribution. There are also com-
pletely different — and arguably simpler — constructions
that result in non-threaded knots [14].
In this paper, we have (mostly) discussed combinations
of fields with the same values of n and the same absolute
values of m. In this particular case, the spiralling vortex
lines lie on the same distorted torus. On the other hand,
if we want to achieve more general geometries of a trap
distribution, two different sets (m1, n1) and (m2, n2) are
needed. Fig. 3(c-f) shows examples of the types of arrays
that can be achieved in this way. Specifically, frames
(e) and (f) demonstrate that it is possible to obtain a
rectangular array in ϕ and θ by combining a field with
m1 and n1 with another with m2 = 0 and n2 = n1.
However, in that case, the vortex lines spiral on differ-
ent distorted tori. This then means that the vortex lines
no longer necessarily intersect. But they can intersect:
the two different distorted tori certainly can intersect,
and if it can be arranged that the vortex lines on both
tori pass through the positions where the tori intersect
then the vortex lines also intersect exactly. Clearly, this
places significant conditions on the construction. If exact
intersection of the vortex lines cannot be achieved then
the tori can be made as similar as possible, such that
the vortex lines — wherever they are on those tori — in-
tersect at least approximately, resulting not in intensity
zeros but minima that can still form optical traps. This
approach requires scaling of one light field relative to the
other which, as discussed above (and in Appendix D), is
possible only within tight limitations.
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VII. CONCLUSIONS
We have described, theoretically, a scheme to create ar-
rays of dark traps which are, in principle, very interesting
to atom optics. A particularly salient feature of the fields
is that the arrays of dark spots are not diffraction-limited:
the period of the arrays can be, at least in principle,
deeply sub-wavelength. However, it will be challenging
to generate these arrays experimentally.
Our toroidal scheme is a first step towards the experi-
mental generation of a toroidal optical lattice for atoms.
The trapping of atoms in such a lattice would be an ideal
environment for simulating the FQHE. Hopping of atoms
between trapping sites in the poloidal and the toroidal di-
rections will simulate the magnetic fluxes on the surface
and inside the torus. The fact that these trapping sites
which correspond to light intensity minima can come ar-
bitrarily close to each other favours the achievement of
very large magnetic fluxes. In our toroidal light field
there are dark trapping sites where blue-detuned traps
confine atoms at a local minimum of the optical intensity.
As it is known dark trapping reduces photon scattering
and light shifts, and is of particular interest for experi-
ments using Rydberg atom excitation because blue de-
tuned configurations allow for simultaneous trapping of
both ground and Rydberg excited states [24]. A further
careful analysis though is required regarding the prop-
erties of the trapping in our toroidal lattice. Parame-
ters like the maximum achievable potential depth, the
fluctuations of the dipole forces responsible for trapping,
the average photon scattering rate and the collision rates
have to be carefully examined, using in the calculations
experimental values that have been used in atom dipole
experiments of different atomic species. Note that the
example presented in Sec. V covers only a tiny subset of
the vast parameter space to be explored in actual exper-
imental implementations. Technical problems, like the
loading of pre-cooled atoms at the toroidal lattice trap-
ping sites is also another important issue that has to be
considered in case of an experiment.
Finally, our work highlights the interactions of crossing
vortex lines in superposed fields, and provides motivation
for studying them further.
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Appendix A: Beam coefficients
(|m|, |n|) (3,2) (5,3)
kR∗ 5.44992 7.52597
a1 1 1
a2 10.0302 −1073621
a3 −3.1896 84311.3
a4 −10978.4
a5 1288.76
a6 −90.1129
b1 1 1
b2 1/3 1/6
b3 2/3 2/6
b4 3/6
b5 4/6
b6 5/6
TABLE I: Beam coefficients for the scalar beams shown in
Figs 2, 4, and 5.
The coefficients for scalar beams (sections II and III) were
calculated using the procedure described in Ref. [11], as
follows. Firstly, the coefficients bl ≤ 1 were arbitrar-
ily chosen to be uniformly distributed across the interval
[0,1]. The coefficient a1 was chosen to be equal to one,
and the set of 12n(n+ 1) equations
∂qr∂
p−q
z ψm,n(r, 0, z)
∣∣
r=R∗,z=0 = 0, (A1)
where p = 0, 1, ..., n − 1 and q = 0, 1, ..., p, was
solved numerically, using Matlab, for the variables
{kR∗, a2, a3, ..., a 1
2n(n+1)
}. Table I lists the resulting
beam coefficients.
The coefficients for vector beams (section IV) were cal-
culated using the following variation of the above proce-
dure. The coefficient a1 was again chosen to be equal to
one, and the set of n(n+ 1) equations
∂qr∂
p−q
r ψ
R
m,n(r, 0, z)
∣∣
r=R∗,z=0 = 0, (A2)
∂qr∂
p−q
r ψ
ϕ
m,n(r, 0z)
∣∣
r=R∗,z=0 = 0, (A3)
where p = 0, 1, ..., n − 1 and q = 0, 1, ..., p, was
solved numerically, again using Matlab, for the variables
{kR∗, a2, a3, ..., a 1
2n(n+1)
, b1, b2, ..., b 1
2n(n+1)
}. The result-
ing beam coefficients are listed in Table II.
Appendix B: Relationship between barrier intensity
and trap separation
We consider an incoherent superposition of (scalar) fields
Ψm,n and Ψ−m,n, and study the effect of the ampli-
tude of the perturbation, ε, on the separation between
neighbouring traps whose positions differ only in the
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(|m|, |n|) (5, 2) (3,2) (5,3)
kR∗ 15.9999 15.0384 92.9998
a1 1 1 1
a2 1.77676 1.31264 -0.832378
a3 2.90776 2.44492 0.527333
a4 -0.234388
a5 3.507096
a6 -3.60292
b1 0.981266 0.865462 0.953308
b2 0.548220 0.424257 0.199681
b3 0.771167 0.649072 0.255829
b4 0.723029
b5 0.614987
b6 0.818274
TABLE II: Beam coefficients for the vector beams ~Ψ±5,±2
(used in Figs 6 and 11). Additionally, the coefficients for the
vector beams ~Ψ±3,±2 and ~Ψ±5,±3 have also been calculated
(but not used in figures).
r
z
0
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r*
s
FIG. 12: Optical traps (black dots) whose positions differ only
in their poloidal angle, shown in the radial plane in which
they are located. The dotted circle is where the torus on
which the vortex lines spiral intersects the plane, the z axis
is the torus’s axis of rotational symmetry, R∗ and r∗ are the
major and minor radius of the torus, respectively, and s is the
separation between neighbouring traps.
poloidal coordinate and on the minimum intensity sepa-
rating neighbouring traps, the barrier intensity. By elim-
inating ε from the resulting equations we can then relate
the barrier intensity to the trap separation.
We approximate the field ψm,n (Eqn (1)) in a radial
plane around the position where the charge-n vortex ring
intersects the radial plane, i.e. around a point with co-
ordinates r = R∗ and z = 0. We assume that the field
there is of the form of a canonical vortex, namely
ψm,n = cm,nρ
n exp(inθ), (B1)
where cm,n is a constant that depends on m and n, ρ is
the distance from the vortex ring, and θ is the poloidal
angle (Fig. 12). Note that this assumes the simplest case,
as the field is in general not of the form of Eqn (B1) but
instead stretched in the radial and longitudinal directions
by different factors (which means that K− > 0 in Eqn
(2.2) in Ref. [11]).
The constant cm,n can be calculated by writing the
magnitude of ψm,n along a straight radial line through
the charge-n vortex ring, i.e. a line given by the equations
ϕ = ϕ0 and z = 0, as a Taylor series around the radial
coordinate of the charge-n vortex ring, r = R∗:
|ψm,n(r, ϕ0, 0)| =
∞∑
j=0
∂jrFm,n(r, 0)
∣∣
r=R∗
j!
(r−R∗)j . (B2)
From Eqn (A1) it is clear that the first n−1 terms in this
sum are all zero, which means that the leading power is
the nth power in r−R∗ = ρ. The constant cm,n is simply
the coefficient of this leading power.
cm,n =
∂nr Fm,n(r, 0)|r=R∗
n!
. (B3)
This expression can be evaluated further using the stan-
dard properties of Bessel functions.
As in Eqn (4), we create the field Ψm,n from the field
ψm,n by adding a perturbation in the form of a uniform
plane wave, that is,
εψp = ε exp(ikz). (B4)
In the radial plane ϕ = ϕ0, the added perturbation splits
the charge-n vortex in ψm,n into n charge-1 vortices.
These lie at positions where the magnitude of the unper-
turbed field equals that of the perturbation, and where
the phases of these two fields are out by pi. The charge-1
vortices therefore lie equally spaced on a circle centred
at the position r = R∗ and z = 0 and of radius
r∗ =
∣∣∣∣ εcm,n
∣∣∣∣1/n . (B5)
Of course, r∗ is the minor radius of the torus on which the
vortex lines spiral, and R∗ is the major radius. Note that,
in this analysis, the torus is undistorted due to our as-
sumption that the original charge-n vortex line is canon-
ical, Eqn (B1).
Now it is easy to calculate the separation s between
neighbouring vortices, which becomes the separation be-
tween neighbouring traps if Ψ−m,n is incoherently added
to Ψm,n. From Fig. 12, it can be seen that
s = 2r∗ sin
pi
n
= 2
∣∣∣∣ εcm,n
∣∣∣∣1/n sin pin. (B6)
It is easy to see that, at least for small values of ε, the
barrier intensity Ib separating neighbouring traps is given
by the intensity at the position of the original charge-n
vortex ring, which is simply given by the sum of the inten-
sities of the fields Ψm,n and Ψ−m,n there, each of which
is simply the intensity (see Eqn (3)) of the perturbation:
Ib = 2A|ε|2. (B7)
Eliminating |ε| from Eqns (B6) and (B7) gives
Ib = 2A
∣∣∣∣cm,n( s2 sin(pi/n)
)n∣∣∣∣2 . (B8)
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FIG. 13: Fourier-space structure of Bessel-Gauss beams and
their approximation as a sum of Bessel beams. The plots in
(a,b) show grayscale representations (black = 0, white = 1)
of the amplitude distribution as a function of the transverse
wave numbers, kx and ky, for a Bessel-Gauss beam (a) and
for a superposition of 10 Bessel beams used to approximate
this Bessel-Gauss beam. (c) Radial cross-sections through
these distributions. The amplitude of the Bessel-Gauss beam
is shown as a solid line, the amplitudes of the Bessel beams
are indicated by black discs. Both are plotted as a function
of kr =
√
k2x + k2y.
Specifically, it can be seen that the barrier intensity scales
with the (2n)th power of the trap separation s:
Ib ∝ s2n. (B9)
Appendix C: Simulation of vector Bessel-Gauss
beams
As Bessel beams are mathematical idealisations and can-
not be realised experimentally, they are usually replaced
in experiments with Bessel-Gauss beams. In Fourier
space, specifically when projected into the (kx, ky) plane,
the infinitely thin ring of radius kb of an ideal Bessel
beam then becomes blurred by a Gaussian function, re-
sulting in an annulus with a Gaussian profile in the radial
direction (Fig. 13(a)). This amplitude distribution can
be approximated by a set of infinitely thin Bessel-beam
rings of different radii, chosen such that the rings are
equally spaced across the annulus, and amplitudes, cho-
sen such that the amplitude of each ring is that of the
Bessel-Gauss annulus at the same radius (Fig. 13(b)).
Similarly, a sum of N vector Bessel beams with suit-
able amplitudes and values bi can be used to approxi-
mate a vector Bessel beam with given parameters m and
b (Eqn (13)). Specifically, we choose the value of the
b parameter of the ith ring to be bi = b + ∆bi, where
the ∆bis take the values ±0.002, ±0.006, ±0.01, ±0.014,
and ±0.018, and we set the amplitude of the ith ring to
exp(−∆b2i /0.00016) (Fig. 13(c)), multiplied by the am-
plitude of the original vector Bessel beam.
Replacing Bessel-Gauss beams with a series of Bessel
beams leads to artefacts in the form of periodicity in the
radial direction. In our case, the period is ≈ 100R∗.
We avoid problems due to this periodicity by restricting
ourselves to analysing the beam only within the region
of the first period, namely for radii r < 50R∗.
Appendix D: Size-scalability of Bessel-beam
superpositions
Our knot fields are superpositions of Bessel beams. Here
we briefly discuss the size-scalability of Bessel-beam su-
perpositions.
It is possible to scale a Bessel-beam superposition
isotropically, but this involves changing the wavelength
by the same scale factor, i.e. in the case of our knot fields
by scaling k in Eqn (2) by the inverse of the scale factor.
For constant wavelength, scaling a Bessel-beam super-
position in the transverse directions by a factor s can be
achieved by transverse scaling of each of the Bessel beams
in the superposition individually. In the case of the knot
fields, scaling of the individual Bessel beams in Eqn (2)
by s in the transverse direction is equivalent to dividing
bl by s. This, in turn, alters the longitudinal wave num-
ber k
√
1− b2l , thereby scaling all Bessel beams in the
superposition in the longitudinal direction. Leaving out
the plane-wave-like phase change on propagation leaves
the “reduced” longitudinal wave number k(
√
1− b2l − 1).
In the paraxial limit, bl  1, dividing bl by a factor
s divides the “reduced” longitudinal wave numbers by
s2 independent of l, which corresponds to longitudinal
stretching of the entire beam by a factor s2. Note that,
in all non-trivial cases, the longitudinal scaling factor is
different from the transverse scaling factor, and so the
aspect ratio of the superposition changes.
But non-paraxially, each Bessel beam in the superpo-
sition is scaled in the longitudinal direction by a differ-
ent factor. This means that the superposition does not
simply get stretched in the longitudinal direction, but it
changes shape. This becomes particularly clear when the
size is decreased in the transverse direction by so much
that one or more of the bl coefficients become greater than
1, which means that the corresponding Bessel beams be-
come evanescent, i.e. change amplitude on propagation
instead of phase. Note that in our simulations b1 is cho-
sen to be close to, or even equal to, 1 (see Tables I and
II), and so the first Bessel component is close to, or even
on, the borderline between travelling and evanescent.
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