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Cooperative eects in the fluorescence of two dipole-interacting atoms, with macroscopic quantum
jumps (light and dark periods), are investigated. We present, to our knowledge for the rst time,
theoretical results which predict cooperative eects for double jumps between periods of double
intensity and dark periods for atomic distances from one and to ten wave lengths of the strong
transition. The double jump rate, as a function of the atomic distance, can show oscillations of up
to 30% at distances of about a wave length. Cooperative eects are still noticeable at a distance
of ten wave lengths. The results are obtained both by simulations and analytically. The transition
rates between dierent intensity periods are calculated in closed form and are used to determine
the double jump rates, the mean duration of the three intensity periods and the mean rate of
their occurrence. These quantities are shown to exhibit cooperative eects and their characteristic
behavior turns out to be strongly dependent on the laser detuning.
42.50.Ar, 42.50.Fx
I. INTRODUCTION
The dipole-dipole interaction between two atoms can
be understood through the exchange of virtual photons
and depends on the transition dipole moment of the lev-
els involved. It can be characterized by complex cou-
pling constants whose real part aects decay constants
and whose imaginary part leads to level shifts [1]. The
coupling constants drop o in an oscillatory way as 1=r
for atomic distances larger than about a wave length of
the transition. Cooperative eects in the radiative behav-
ior of atoms which may arise from their mutual dipole-
dipole interaction have attracted considerable interest in
the literature [1]- [28]. Recently, a system of two two-
level atoms at a distance much less than a wave length
was considered as a quantum information channel and
the role of the dipole interaction was studied [29]. Two
of the present authors [30] have investigated in detail
the transition from anti-bunching to bunching with de-
creasing atomic distance for two dipole-dipole interacting
two-level atoms. The relevance for decoherence processes
in the realization of quantum logic gates in ion traps has
been pointed out in Ref. [31].
The striking phenomenon of macroscopic quantum
jumps (electron shelving or macroscopic dark and light
periods) can occur for a multi-level system where the elec-
tron is essentially shelved for seconds or even minutes in
a metastable state without photon emissions [32]- [41].
For two such systems the fluorescence behavior would,
without cooperative eects, be just the sum of the sepa-
rate photon emissions, with dark periods of both atoms,
light periods of a single atom and of two atoms. In Ref.
[42] the fluorescence intensity of three such ions in a Paul
trap was measured and a large fraction of almost simulta-
neous jumps by two and even all three ions was recorded.
This fraction was orders of magnitudes larger than that
expected for independent ions. A quantitative explana-
tion of such a large cooperative eect for distances of
the order of ten wave lengths of the strong transition has
been found to be dicult [13,43{46]. Other experiments
at larger distances and with dierent ions showed no co-
operative eects [47,48].
Quite recently, two of the present authors [49] investi-
gated cooperative eects in the mean duration, T0, T1,
and T2, of the three dierent types of fluorescence peri-
ods, i.e. dark, single-intensity, and double-intensity peri-
ods, respectively. This was done by simulations for two
atoms in a V conguration. The mean duration of the
single- and double-intensity periods, T1 and T2, depended
sensitively on the dipole-dipole interaction and thus on
the atomic distance r. They exhibited noticeable oscil-
lations which decreased in amplitude when r increased.
These oscillations seemed to continue up to a distance
of well over ve wave lengths of the strong transition
and they were opposite in phase with those of Re C3(r),
where C3 is the complex dipole-dipole coupling constant
associated with the strong transitions.
In this paper we present, to our knowledge for the
rst time, theoretical results which predict cooperative
eects in the double jumps of two dipole-dipole interact-
ing atoms. These results are for atoms in the V cong-
uration (see Fig. 1), obtained both by simulations and
explicitly in closed analytic form.
The simulations of double jump rates are performed
for atomic distances from three quarters of a wave length
of the strong transition to ten wave lengths and for zero
laser detuning. As a function of the atomic distance, the
simulated double jump rates show marked oscillations,
with a maximal dierence of up to 30%, decreasing as
1=r and in phase with Re C3(r). These simulations re-
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quire extremely long trajectories of photon emissions and
can therefore only be performed for suitable parameters,
i.e. decay constants, Rabi frequencies and laser detun-
ings. The immediate question arises how to compare with
possible experiments and how universal the resulting con-
clusions are. For example, can the oscillation amplitude
be much larger if the parameters are changed or, for that
matter, much smaller? Or, is the variation always in
phase with Re C3(r)? To answer these questions an ana-
lytic treatment is needed, which will not only cover other,
experimentally interesting, parameters but will also pro-
vide a better understanding.
Therefore, in a tour de force, we rst calculate, in
closed form, the transition probability rates between the
three dierent types of fluorescence periods for two atoms
in a V conguration, at a xed distance r and for general
values of the strong decay constant, Rabi frequencies and
detuning of the laser driving the weak atomic transition.
With these transition probability rates all relevant quan-
tities like double jump rates and mean duration of the
three types of fluorescence periods are obtained explic-
itly.
The analytic results for double jump rates are com-
pared with the simulations, taking into account the data-
smoothing procedure employed in the simulations. The
agreement is excellent. This is also true for new simu-
lations of the mean duration of the fluorescence periods
which are presented in this paper. However, for parame-
ters dierent from those used in the simulations the ana-
lytic results contain unexpected and surprising features.
The most surprising is a change in the oscillatory behav-
ior of the double jump rate from in phase with Re C3(r)
to opposite in phase when the detuning of the laser driv-
ing the weak atomic transition is increased. For the mean
durations T1 and T2 there can be a change in behav-
ior from opposite in phase to in phase with Re C3(r).
Moreover, for a particular value of the detuning, which
depends on the other parameters, the double jump rate
becomes constant in r and the cooperative eects disap-
pear. This is true also for the mean period durations and
for their mean occurrences, with a dierent value of the
detuning, though. Typically, for nonzero detuning the
oscillation amplitudes do not exceed those found for zero
detuning.
The experiments of Ref. [42] exhibited extremely large
cooperative eects, in fact up to three orders of magni-
tude. One should bear in mind, however, that this was
for a dierent atomic level conguration and for three
ions in a trap. In principle our analytic approach can be
carried over to the experimental situation of Ref. [42], but
the calculations become algebraically even more involved
and have not been carried out here.
The plan of the paper is as follows. In Section II we
present the simulation results for double jumps. In Sec-
tion III we collect the prerequisites of our analytic ap-
proach. The Bloch equations for two V systems, which
are irradiated by two lasers, are given and it is indicated
how the dipole-dipole interaction arises. In Section IV
the fluorescence with its three dierent intensity peri-
ods is treated as a three-step telegraph process and the
transition probability rates between the three periods are
derived by means of a resolvent expansion and the Bloch
equations. This is the most dicult and complex part
of the paper. In Section V an expression for the double
jump rate is obtained in terms of these transition rates.
The result is compared with the simulation and its de-
pendence on the detuning is studied. In Section VI the
mean duration of the three types of fluorescence periods
are determined in terms of the transition rates. The ex-
pressions are compared with a new simulation and their
dependence on the detuning is investigated. In the last
section the results are discussed. It is suggested that the
mean rate of double-intensity periods is an experimen-
tally easily accessible candidate for exhibiting coopera-
tive eects arising from the dipole-dipole interaction.
II. SIMULATION OF DOUBLE JUMPS
Dark periods in the fluorescence of a single atom occur
in the case of a V conguration with a metastable state
because of two widely dierent time scales in the times
between two subsequent photon emissions (cf., e.g. Refs.
[38,41,50{52]). The small time scale is of the order of A−13
or Ω−13 and the larger is of the order of Ω3=Ω
2
2, where A3
is the Einstein coecient of the strong transition and the
Ωi are Rabi frequencies (see Fig. 1).
FIG. 1. V system with metastable level 2 and Einstein coecient A3 fo
two lasers driving the weak 1-2 transition and the strong 1-3 transition, r
Picking an intermediate time ~T one can dene a light
period as a sequence of photon emissions with waiting
times less than ~T . A waiting time longer than ~T corre-
sponds to a dark period. One can usually take ~T around
10 A−13 . Since the average duration of a light and a dark
period is in general much longer than ~T these periods are
very precisely dened. By means of the quantum jump
approach [50{54] it can be shown that the occurrence of
the fluorescence periods can be described, to high preci-
sion, as a telegraph process [55,56].
For two independent, noninteracting, atoms the pho-
ton emission sequence is just the sum of the individual
contributions. The dierent periods overlap and give rise
to fluorescence periods of zero, single and double inten-
sity, denoted as periods of type 0; 1 and 2, respectively.
These are describable as a three-step telegraph process.
Since the periods dier only by the average number of
photons per unit time, the identication of single and
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double intensity periods is observationally more dicult
if one does not record from which atom the individual
photons came. Due to fluctuations, the transitions are
then not so sharply dened any longer. This is illustrated
in Fig. 2 which shows part of a typical photon sequence.




FIG. 2. Part of a simulated photon sequence. Each vertical line denotes an emission.
The same problem arises for two atoms which are su-
ciently close and dipole interacting. To distinguish dier-
ent periods one has to use the average photon intensity,
obtained e.g. by means of averaging over a time window.
This window has to be large enough to contain enough
emissions, but must not be too large in order not to over-
look too many short periods. For the averaging we have
used a moving window [57] of xed width, denoted by
Tw. Fig. 3 shows part of a resulting intensity curve for
Tw = 114 A−13 . A similar an averaging procedure is
also present in experiments.
FIG. 3. Intensity obtained by averaging with a moving window. At t=235000A−13 there is a double jump.
A double jump is dened as a transition from a double-
intensity period to dark period, or vice versa, within a
prescribed time interval TDJ. This interval should be
larger than Tw. Here we have chosen TDJ = 684 A−13 .
Fig. 3 shows such a double jump at t = 235000 A−13 . In
view of intensity fluctuations it has turned out as reason-
able for the simulation algorithm to record a double jump
whenever the intensity dierence within TDJ is at least
90 % of the mean intensity of periods of type 2. Since
double jumps are rare events, long simulation paths are
needed. In our case their lengths were 108 A−13 , corre-
sponding to 1:7  107 photons for the parameters used
here.
Paths of photon emissions have been produced by the
same simulation technique as in Ref. [49]. It has been
assumed that the lasers are perpendicular to the line
connecting the atoms and that the dipole moments are
parallel. Denite numerical values of the parameters are
taken for the simulations, satisfying
Ω2  Ω3 ; Ω2  Ω23=A3; A2  0; (1)
with zero laser detunings. For such parameters an indi-
vidual atom exhibits macroscopic light and dark periods.
From a given simulation path we have determined the
double jump rate. First of all the simulated rates for
upward and downward double jumps have been found to
be equal in the simulations. Then we have studied the
double jump rate for various atomic distances. The r de-
pendence of the rate depended somewhat on the chosen










































































FIG. 4. Simulated double jump rate for Ω3 =0:5A3, Ω2 =0:01 A3, TDJ =
Tw =114 A
−1
3 , (b) Tw =174 A
−1
3 . For larger averaging window the feature
In both gures we have chosen Ω3 = 0:5 A3 and
Ω2 = 0:01 A3, but for the former we have taken Tw =
114 A−13 and for the latter Tw = 174 A
−1
3 . Fig. 4 (a)
shows distinct features which are somewhat washed out
in Fig. 4 (b) with the larger Tw. A larger Tw gives a
smoother intensity curve, but makes the determination of
the transition times between dierent periods more di-
cult, while a shorter averaging window introduces more
noise. We found the use of Tw = 114 A−13 to be a good
compromise.
In Fig. 4 (a) the double jump rate exhibits marked
oscillations with the atomic distance r for 5  k31r  40,
where k31 = !31=c is the wave number for the 3-1 tran-
sition. Around k31r = 2, i.e for atomic distances of
about a wavelength of the strong transition, the double
jump rate changes by up to 30%. For k31r < 5, i.e. for
atomic distances smaller than three quarters of a wave-
length of the strong transition, the total emission inten-
sity decreases, due to the level shifts caused by the dipole
interaction (cf. the imaginary part of C3 in Eq. (9) be-
low). Furthermore, periods of type 2 and 1 are no longer
easily discernible since the intensity ratio decreases.
Comparison with C3 in Fig. 5 below shows that the
simulated double jump rate oscillates with r in phase
with Re C3. When Re C3 increases the double jump rate
decreases, and vice versa. The oscillation amplitude de-
creases with r, just as Re C3 does. On the other hand
Im C3, which is shifted by about  with respect to Re C3,
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FIG. 5. The complex dipole-dipole coupling constant C3 for the strong transition as a function of the atomic distance.
The question which arises immediately is whether this
behavior is typical or an artifact of the special choice of
parameters. In order to study this we will determine the
double jump rate analytically and compare the results
with the simulation results. It will be shown that for
atomic distances greater than three quarters of a wave
length of the strong transition (i) the upward and down-
ward double jump rates are indeed equal; (ii) for small
detuning, 2, of the weak driving the double jump rate
does vary in phase with ReC3(r), but for larger 2 there
is an unexpected change to a behavior opposite in phase;
(iii) the oscillations do not exceed 30%; (iv) for a par-
ticular choice of 2 the double jump rate can become
practically constant, i.e. independent of r.
III. THE BLOCH EQUATIONS
In this section we will present the prerequisites neces-
sary for the analytic treatment of the transition proba-
bilities between the three intensity periods. We consider
two atoms, each a V conguration as shown in Fig. 1,
with the levels j1ii, j2ii and j3ii (i = 1; 2) and xed
at positions ri. For the i-th atom, we dene raising
and lowering operators Sij (j = 2; 3) by S
+
ij = jjiiih1j
and S−ij = j1iiihjj. For simplicity we consider the case
where the dipole moments of the atoms are the same,
i.e. 1h1jX1jji1 = 2h1jX2jji2  D1j . If D1j is real
we can denote the angle it forms with the line connect-
ing the atoms by #j . In general, #j is dened through
cos2 #j = j(D1j ; r)j2 =r2D21j , where r = r2 − r1. We
assume the laser radiation normal to this line so that
the lasers are in phase for both atoms. The two lasers
are denoted by L2 and L3 and their electric eld by
ELj(r; t) = Re [E0j expf−i(~!jt− k  r)g]. The detuning
is j = ~!j − !j1 where h!j1 is the energy dierence be-
tween level 1 and level j. In the following we choose zero
detuning for the strong laser. Making the usual rotating-
wave approximation and going over to the appropriate














h[gj k;s ak;s ei(~!j−!k)t eikriS+ij + H:c: ]
+HL ; (2)
with the coupling constants





















The Rabi frequency of the laser driving the 1-j transition
is Ωj = (e=h)D1j  E0j . It is the same for both atoms
and can be assumed real. The operator HI implicitly
contains the dipole-dipole interaction of the two atoms,
as seen from the conditional Hamiltonian Hcond further
below. In the Power-Zienau formulation, which we have
used above, this interaction is due to photon exchange
[1]. For the Einstein coecients, the Rabi frequencies
and the detuning we assume the relations
Ω2  Ω3 ; Ω2  Ω23=A3; A2  0; 3 = 0;
2 arbitrary: (5)
which, except for the more general detuning, is the same
as in Eq. (1).
From the above Hamiltonian one obtains, as in Ref.
[49], the conditional Hamiltonian Hcond of the quantum
jump approach [50{54], which describes the time devel-
opment between photon emissions, and the reset oper-
ation R, which determines the (non-normalized) state
R() right after a photon emission. As shown in Refs.
[30,52] the Bloch equations can be written in the compact
form
_ = − i
h
[Hcond− Hycond] +R() : (6)
R and, except for the detuning, also Hcond are given by
the same expressions as in Ref. [49].
Again it is convenient to introduce Dicke states. Let
jgi, je2i and je3i denote the states where both atoms are
in the ground state and in the excited states j2i and j3i,
respectively, and let jsjki be the symmetric and ijajki
be the antisymmetric combinations of jjijki and jkijji.
























The conditional Hamiltonian is given by
Hcond = −h2
h













(jgihs1j j+ js1jihej j + iΩ2(js13ihs23j+ ja13iha23j + iΩ3(js12ihs23j − ja12iha23j + H:c:oi (9)



















1− 3 cos2 #j
 #
: (10)
For A2  0 one has C2  0. Thus one can neglect the
dipole interaction when one atom is in state j2i. The
dependence of C3 on r is maximal for #3 = =2 and
the corresponding C3 is plotted in Fig. 5. For atomic
distances greater than about three quarters of a wave
length of the strong transition, jC3j is less than 0:2 A3,
but for smaller distances Re C3 approaches A3 and ImC3
diverges. From Eq. (9) one sees that Re C3 changes the
spontaneous decay rates and that ImC3 leads to level
shifts. Therefore, for small r, the decay rate of ja13i ap-
proaches 0 in this case and the large level shifts cause a
decrease of fluorescence associated with the levels js13i
and ja13i.
Without lasers the conditional Hamiltonian is diago-
nal in the Dicke basis. In Fig. 6 the Dicke states and the
possible transitions are displayed.
FIG. 6. Dicke states. The dashed and solid double arrows denote we
denote decays.
Dashed double arrows indicate the weak driving by
laser 2, solid double and single arrows indicate strong
driving by laser 3 and decay, respectively. For Ω2 = 0,
i.e. with the dashed arrows absent, the states decompose
into three non-connected subspaces, namely one spanned
by je2i and the two others spanned by the four states of
the inner ring and outer ring in Fig. 6:
dark state (type 0) : je2i
inner states (type 1) : js12i; ja12i; js23i; ja23i
outer states (type 2) : jgi; js13i; ja13i; je3i (11)
As in Ref. [49] we associate these subspaces with the flu-
orescence periods of type 0, 1, and 2, respectively. The
weak laser will lead to slow transitions between these
states.
IV. ANALYTIC DETERMINATION OF
TRANSITION RATES
For the appearance of macroscopic light and dark pe-
riods of a single atom the existence of two dierent time
scales are of utmost importance [38]. The quantum jump
approach [50{54] can be used to directly analyze the
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stochastic sequence of individual photon emission. It
yields a telegraph process with light and dark periods
and gives expressions for the transition probabilities be-
tween the periods. The quantum jump approach is also
a very useful tool for the simulation of single trajectories.
If the times of the individual photon emissions are not
known the state of the system has to be described by a
density matrix. In a short time t of the order of about
5 A−13 after the beginning of a light period the atom
rapidly approaches the equilibrium state corresponding
to Ω2 = 0 in the 1-3 subspace, as shown in Refs. [55,56].
Thereafter, on a longer time scale | much longer than
A−13 , but much shorter than Ω
−1
2 | the driving by Ω2
slowly builds up a small population in the metastable
state j2i, and this gives a small transition probability
to the dark period. During the latter the atom is over-
whelmingly in the metastable state, but it has a small
component in the 1-3 subspace. This component in turn
determines the transition probability to a light period. A
more heuristic derivation of the transition probabilities
starts from the intuitive assumption of a telegraph pro-
cess and the overwhelming occupation of the subspaces
spanned by j1i and j3i and by j2i, respectively [37]. One
can then use the Bloch equations to calculate the build-
up during a time t of a population outside the respec-
tive subspace and to obtain from this the probability of
leaving the subspace during t. This probability is then
interpreted as the transition probability from one period
to the other. The results agree with those of the more
microscopic quantum jump approach.
A similar idea will be used here for two dipole-
interacting V systems. We associate each of the three
types of fluorescence periods with one of the subspaces
spanned by the states in Eq. (11). At the beginning of
a period of type 0, 1, or 2, the state of the two atoms is
assumed to lie in the corresponding subspace. As before,
in a short time t, of the order of about 5 A−13 , the state
will approach the equilibrium state in this subspace cor-
responding to Ω2 = 0, since during this short time the
driving by Ω2 is negligible. We denote this equilibrium
state by C3ss;i, i = 0; 1; 2. Then, until a time t, satisfying
Ω−13 ; A
−1
3  t  Ω−12 ; (12)
the driving by Ω2 6=0 will slowly build up small popula-
tions in the other subspaces. These populations, divided
by t, can then be interpreted as transition rates to the
other periods, just as in the one-atom case. We will de-
note the transition rate from a fluorescence period of type
i to a period of type j by pij . It will turn out that, as
expected, the resulting transition rates are insensitive to
the particular choice of t, as long as Eq. (12) is fullled.
If the atomic distance is less than three quarters of an op-
tical wave length of the strong transition, the assumption
of a three-step telegraph process may no longer be valid,
as indicated by the simulations and the remarks at the
end of the last section.
We intend to determine the transition rates pij to sec-
ond order in Ω2. Instead of calculating populations we
will determine their changes. This will give an order of
Ω2 for free. Indeed, a straightforward calculation using






























where jouteri stands for jgi, js13i, je3i, ja13i and jinneri
for js12i; ja12i; js23i; ja23i. The various transition rates
are then obtained to second order in Ω2 by inserting the
appropriate (t) to rst order in Ω2 on the right-hand
side of one of these equations.
To obtain the required density matrices to rst order
in Ω2 we write Eq. (6) in the form
_ = L (16)
where the Liouvillean L  L(A3; Ω3; 2; C3; Ω2), a
super-operator, can be read o from Eqs. (6)-(9). One
can decompose L as
L = L0 + LC3 + LΩ2 (17)
where
L0 = L(A3; Ω3; 2; 0; 0)
LC3 = L(0; 0; 0; C3; 0)
LΩ2 = L(0; 0; 0; 0; Ω2): (18)
LC3 and LΩ2 are linear in C3 and Ω2, respectively. We
note that L0 and L0 +LC3 can be considered as Liouvil-
leans of Bloch equations and that LC3 contains part of
the reset operationR, while LΩ2 does not. As with usual
quantum mechanical perturbation theory in the interac-
tion picture, one has




de(L0+LC3 )LΩ2e(L0+LC3+LΩ2 )(t−): (19)
Iteration of this relation gives an expansion of eLt in pow-
ers of Ω2. We apply this to some state i(0) in a sub-
space corresponding to a fluorescence period of type i,
i = 0; 1; 2. First we choose t = t. Then the rst term
on the right-hand side of Eq. (19) gives C3ss;i, to high
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accuracy, while the second is negligible. Since C3ss;i is in-
variant under e(L0+LC3)t, developing this further in time






To rst order in Ω2 one therefore has




where the invariance of C3ss;i under e
(L0+LC3 )t has been
used again. Now we use the fact that L0 + LC3 , as
a Liouvillean of Bloch equations, has an eigenvalue 0
(corresponding to steady states) and eigenvalues i with
Re i < 0. Here the latter are of the order of Ω3
and A3. It can be shown that LΩ2C3ss;i has no compo-
nents in the zero-eigenvalue subspace [58]. Therefore,
the integrand in Eq. (21) is rapidly damped, and since
t − t  Ω−13 ; A−13 , the upper integration limit can be
extended to innity. Therefore we can write




where one takes the limit ! +0 later. Thus we obtain
i(t) = C3ss;i + (− L0 − LC3)−1LΩ2C3ss;i +    (23)
where the limit ! +0 is understood. Thus, to rst or-
der in Ω2, i(t) is independent of t. Therefore, by
Eqs. (13){(15) the transition rates are, to second order
in Ω2, independent of the particular choice of t, as long
as Eq. (12) is satised.
We now recall that, for the atomic distances under
consideration, jC3j is less than 0:2 A3. Thus, LC3 can
be considered as a perturbation of L0. By the resolvent
expansion one has
(− L0 − LC3)−1




ss;i + (− L0)−1LC3(0)ss;i +    (25)
where (0)ss;i denotes the limit of 
C3
ss;i for C3!0, which is
thus a steady state of L0. Inserting this into Eq. (23)
gives a joint expansion with respect to Ω2 and C3,
i(t) = C3ss;i + (− L0)−1LΩ2(0)ss;i
+(− L0)−1LC3(− L0)−1LΩ2(0)ss;i
+(− L0)−1LΩ2(− L0)−1LC3(0)ss;i +    (26)
for i = 0; 1; 2. The rst term C3ss;i does not contribute
to the matrix elements for the transition probabilities in






ss ⊗ (B)ss (27)
where (A;B)ss are the steady states of the individual atoms








(A)ss ⊗ j2ih2j+ j2ih2j ⊗ (B)ss
}
; (28)
by symmetry. One easily checks that this is annihilated
by LC3 and therefore C3ss;1 = (0)ss;1 holds for the inner
states. For the dark period one obviously has
C3ss;0 = j2ih2j ⊗ j2ih2j = je2ihe2j: (29)
One now obtains p12 and p10 to second order in Ω2 if
one inserts 1(t), to rst order in Ω2, for  on the right-
hand side of Eqs. (13) and (15), respectively. Similarly,
inserting 2(t) and 0(t), to rst order in Ω2, on the
right-hand side of Eq. (15) gives p21 and p01,respectively,
to second order in Ω2. For C3 = 0, the familiar transition
rates for independent atoms will result.
A. Transition rates between fluorescence periods of
type 0 and type 1
To determine the transition rate p01 from a fluores-
cence period of type 0 to a period of type 1 we put i = 0 in
Eq. (23) and insert it into the right-hand side of Eq. (15).
This will yield p01 to second order in Ω2 and to all orders
in C3. By Eq. (9), LΩ2 je2ihe2j is a linear combination of
states of the form jinnerihe2j and je2ihinnerj. These are
annihilated by LC3 , and transformed by L0 to states of
the same form. Hence, by Eq. (23) and to rst order in
Ω2, 0(t) is independent of C3. Hence p01 is given, to
second order in Ω2 and to all orders of C3, by the ex-
pression for two independent atoms, which is twice that
of the transition rate for a single atom from a dark to a
light period. The latter can be found e.g. in Refs. [38,51].
We have thus obtained, to second order in Ω2,
p01 = 2Ω22
A3Ω23
(Ω23 − 422)2 + 422A23
; (30)
which is completely independent of the dipole-dipole in-
teraction. The same argument gives zero for the transi-
tion rate from a dark period to a period of type 2.
To obtain the transition rate p10 from a fluorescence
period of type 1 to a dark period, we put i = 1 in Eq.
(23) and insert it in the right-hand side of Eq. (14).
Applying LΩ2 to (0)ss;1 in Eq. (28) gives a linear combina-
tion of terms of the form jinnerihouterj and jinnerihe2j,
plus Hermitian conjugates. The former are mapped by
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L0 + LC3 into similar terms, while the latter are anni-
hilated by LC3 , by Eqs. (7)-(9). Again by Eq. (23), the
terms relevant for p10 are independent of C3, in view of
the matrix elements appearing in Eq. (14). Hence p10 is
also given by the corresponding expression for two inde-
pendent atoms. This is the same as the transition rate
for a single atom from a light to a dark period [51]. Hence











3 − 422)2 + 422A23]
: (31)
This is again independent of the dipole-dipole interac-
tion.
B. Transition rates between fluorescence periods of
type 1 and type 2
The transition rate p12, to rst order in C3 and to sec-
ond order in Ω2, is obtained by inserting 1(t) from Eq.
(26), for i = 1, into the right-hand side of Eq. (13). The
second term on the right-hand side of Eq. (26) leads to
the transition rate for independent atoms. Since LC3(0)ss;1
is zero, the last term in Eq. (26) vanishes. The third term
can be reduced by some lengthy algebra to the inversion
of an 8 8 matrix. The inversion is easily performed by
Maple or Mathematica. It is also possible to calculate the
81  81 matrix (−L0)−1 as well as the relevant matrix
elements of the third term by Maple directly. As a result



























The transition rate p21, to rst order in C3 and to sec-
ond order in Ω2, is obtained by inserting 2(t) from Eq.
(26), for i = 2, into the right-hand side of Eq. (15). The
second term of Eq. (26) leads to the transition rate for
independent atoms. Now both the third and fourth term
contribute. By some extremely heavy algebra one can
reduce the problem to the inversion of a 16 16 matrix.
Alternatively, one can use the matrix (−L0)−1 and cal-
culate the relevant matrix elements of Eq. (26) directly
by Maple. This yields, to second order in Ω2 and to rst
order in the dipole-dipole interaction,
p21 = Ω22
n 2A3Ω23(A23 + 422)












3 − 12A2322Ω43 − 64A2362 − 4A6322 − 32A4342 − 6442Ω43 + 1622Ω63)
(A23 + 2Ω23)3(Ω43 − 822Ω23 + 4A2322 + 1642)2
o
: (34)














Discussion. The calculations of p01 and p10 are to sec-
ond order in Ω2 and to all orders in the dipole interaction.
For p12 and p21 the calculations are to second order in
Ω2 and to rst order in the dipole interaction, and the
results depend only on the real part of C3, not on the
imaginary part. In the calculation of p21 it turns out
that the contributions from the third and fourth term in
Eq. (26) individually do depend on ImC3, but in their
sum Im C3 drops out. If in Eq. (26) one goes to second
order in C3 and inserts this into Eqs. (13) and (15) one
obtains p12 and p21 to second order in C3. The resulting
expressions are not enlightening and therefore not given
here, but they do depend on ImC3. Fig. 7 shows how
small the second-order dipole-dipole contribution to p21
is for the parameters of the simulations and for distances
larger than half a wave length. For smaller distances the































FIG. 7. Transition probabilities p21 to rst and second order in C3 and
detuning. The contribution to p21 arising from the second order in C3 is
For 2 = 0 the coecients of the Re C3 term in Eqs.
(33) and (35) are positive. Therefore, p12 and p21 vary
with the atomic distance in phase with Re C3. For
2 6= 0, however, the coecients of Re C3 in Eqs. (32)
and (34) can become negative. Then p12 and p21 vary
opposite in phase to Re C3.
It will be shown in the next sections that this depen-
dence of p12 and p21 on the detuning of the weak laser
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entails a corresponding behavior of the double jump rate
and an opposite behavior of the mean durations T1 and
T2. This opposite behavior of T1 and T2 is easy to un-
derstand since they are related to the inverse of the tran-
sition rates.
V. DOUBLE JUMPS: COMPARISON WITH
THEORY
The results of the last section will now be used to derive
an expression for the rate of double jumps. At rst the
influence of the averaging window Tw will be neglected.
We start from a telegraph process with three steps which
correspond to the three fluorescence periods. The pro-
cess is characterized by the transitions rates pij of the
last section. A downward double jump within a time
interval of length TDJ is shown in Fig. 8.
< T
DJ
FIG. 8. A downward double jump is a transition from double intensity to single intensity and then to a dark period within
a time interval shorter than a prescribed length TDJ.
The rate of such downward double jumps is then ob-
tained as follows. For i = 0, 1, 2, let ni be the mean
number of periods of type i per unit time. For a long
path of length T the total number of periods of type i is
then Ni(T ) = niT . At the end of each period of type 2
there begins a period of type 1, and the probability for
this period of type 1 to be shorter than TDJ is given by
1− expf−(p10 + p12)TDJg:
At the end of a period of type 1 the branching ratio for a
transition to a period of type 0 is p10=(p10 + p12). Thus
during time T the total number of such downward double













1− expf−(p10 + p12)TDJg
o
: (36)
In a similar way one nds that the rate, n02DJ, of upward





1− expf−(p10 + p12)TDJg
o
: (37)
It remains to determine n0 and n2. Since a period of
type 1 ends with a transition to a period of either type 0









If one denotes by Ti the mean durations of a period of
type i, one has
2X
i=0
niTi = 1: (40)
Moreover, one has
T0 = 1=p01; T1 = 1=(p10 + p12); T2 = 1=p21 (41)
and this then gives
n0 =
p01p21




p01p21 + p21p10 + p01p12
p21: (43)
From this, together with Eqs. (36) and (37), one sees im-





This fact was also observed in the simulations of Sec-
tion II. The combined number of double jumps therefore
equals
nDJ  n02DJ + n20DJ
= 2
p01p10p12p21




1− expf−(p10 + p12)TDJg
o
: (46)
For TDJ  T1 and by expanding the exponential, this
gives for the combined double jump rate, without correc-
tion for the averaging window,
nDJ = 2
p01p10p12p21
p01p21 + p21p10 + p01p12
TDJ: (47)





































FIG. 9. Double jump rates. Simulation +++ , theory −−− , uncorrected for averaging window (Ω3 =0:5 A3, Ω2 =0:01 A3,
zero detuning).
Except for atomic distances less than about three quar-
ters of the wave length of the strong transition the agree-
ment appears as quite reasonable, and the disagreement
for small distances is not unexpected since there the in-
tensities start to decrease and a description by a tele-
graph process may be no longer a good approximation, as
pointed out above. But one observes that the theoretical
result is systematically above the simulated curve. This
minor disagreement, however, is easily explained and can
be taken care of as follows. We recall that the simulated
data were obtained by averaging the numerical photon
emission times with a moving window of length Tw.
Then, roughly, periods which are shorter than about two
thirds of the window length are overlooked, and there-
fore the number n2;cor of recorded (or observed) periods
of type 2, which enters Eq. (36), is smaller than that
given by Eq. (43). The recorded or observed number is,
approximately,
n2;cor = n2 expf−p21 23Twg; (48)
and this expression should be inserted into Eq. (36) for
n2. In this way one obtains the corrected theoretical




































FIG. 10. As in Fig.9, but theory corrected for averaging window.
The curve changes very little if instead of two thirds
one takes 60% or 70% of Tw. It is seen that the agree-
ment with the simulated data is much improved for dis-
tances greater than three quarters of a wave length of the
strong transition.
It still appears, however, that the oscillation ampli-
tudes of the theoretical curve are somewhat larger than
those of the simulated curve. This is again understand-
able as an eect of the averaging procedure. As pointed
out in Section II the oscillation amplitudes of the sim-
ulated data decrease with the length of the averaging
window. If it were possible to choose smaller averaging
window the amplitudes should increase, as predicted by
the theory.
One can explicitly insert the expressions for pij of the
last section into Eq. (47), but the result becomes un-
wieldy. For zero detuning and by expansion of Eq. (47)
with respect to Re C3 to rst order one can show that
the coecient of Re C3 is positive. This implies that the
double jump rate is in phase with Re C3(r) for the atomic
distances under consideration and for zero detuning. For
increasing detuning the double jump rate can become
constant in r and then change its oscillatory behavior to
































































FIG. 11. Changed oscillatory behavior of the double jump rate for incr
averaging window).
VI. DURATION OF FLUORESCENCE PERIODS:
COMPARISON OF THEORY WITH
SIMULATION
The mean durations, T0, T1, and T2, of the three peri-
ods were investigated for cooperative eects in Ref. [49]
by simulations with averaging windows at discrete times.
Here we have performed similar simulations with a mov-
ing averaging window. It turns out that both the present
and the previous simulation for Ti are about 15% higher
than those predicted by Eq. (41), using the expressions
for pij of Section IV. This is again due to the use of
the averaging window, by which short periods are not
recorded. We will now show how this can be taken into
account in the theory.
We consider a three-step telegraph process with peri-
ods of type 0, 1, and 2, of mean durations T0, T1, and
T2. We assume that periods of length  or less are not
recorded. Fig. 12 shows periods of type 1 which are in-
terrupted by a short period of type 0 and 2, respectively.
If the respective short periods are not recorded, then the
two periods of type 1 in the left part of the gure are
recorded as a single longer period, and similarly for the
right part of the gure. This leads to an apparent de-
crease of shorter periods of type 1 and a corresponding






















FIG. 12. If periods of length  or less are overlooked then the distribution of the periods is changed.
To make this quantitative we put i  1=Ti and de-
note the number per unit time of periods of type i, whose






Per unit time, one has n0 occurrences of the situation in
the left part of Fig. 12 and n2 occurrences of that in the
right part. The probability for one of the periods of type
1 in the left or right part of Fig. 12 to have a length ly-
ing in the time interval (t1; t1+dt1) is 21 expf−1t1gdt1,
where the factor of 2 comes from the two possible situa-
tions. Therefore, the recorded number, per unit time, of




2 )1 expf−1t1gdt1 (50)
Similarly, the apparent increase of the number, per unit
time, of periods of type 1 with duration in (t1; t1 + dt1)















Denoting by 1rec(t1)dt1 the actually recorded number,
per unit time, of periods of type 1 with duration in
(t1; t1 + dt1) one obtains from the two previous expres-
sions





1t1 − 21) expf−1t1gdt1: (52)
The average duration of the recorded periods of type 1








Using Eq. (52) for 1rec(t1) one obtains, after an elemen-











The rst term is the ideal theoretical value, T1, and the
remainder is the correction due to non-recorded short pe-





















where again the respective rst terms are the ideal values,
T0 and T2.
To compare this with the simulated data, obtained
with a moving averaging window of length Tw =
247 A−13 , we have taken  =
2
3Tw, as in the previ-
ous section, and have plotted the results together with




















FIG. 13. Mean duration of fluorescence periods. Simulation: T2
T2 −−−, T1 −−−−, T0 ::::, uncorrected for averaging window (Ω3 =
The agreement is very good. Quite generally, for zero
detuning the oscillations of T1 and T2 are opposite in
phase to those of Re C3(r), as already noted at the end
of Section IV. As in the case of the double jump rate, T1
and T2 can become constant in r for particular values of
the detuning (dierent for T1 and T2 ), and then change
to a behavior in phase with Re C3(r).
The above approach of taking the averaging window
into account works for the following reason. For a sin-
gle atom with macroscopic dark periods it is known that
the emission of photons is describable, to high accuracy,
by an underlying two-step telegraph process. For two
independent atoms with macroscopic dark periods the
emissions are therefore described by an underlying three-
step telegraph process. For two atoms interacting by a
weak dipole-dipole interaction the actual emission pro-
cess of photons should therefore still have, at least ap-
proximately, an underlying three-step telegraph process.
What we have done above is replacing the actual emission
process by this underlying three-step telegraph process
and then incorporating the averaging window by taking
into account the influence of the overlooked short periods
on the statistics.
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VII. DISCUSSION OF RESULTS
We have investigated cooperative eects in the fluo-
rescence of two dipole-dipole interacting atoms in a V
conguration. One of the excited states of the V congu-
ration is assumed to be metastable, i.e. with a weak tran-
sition to the ground state. When driven by two lasers, a
single such conguration exhibits macroscopic dark pe-
riods and periods of xed intensity, like a two-step tele-
graph process. A system of two such atoms exhibits three
fluorescence types, i.e. dark periods and periods of single
and double intensity, like a three-step telegraph process.
For large atomic distances, when the dipole-dipole inter-
action is negligible, the total fluorescence just consists
of the sum of the individual atomic contributions. For
smaller atomic distances the fluorescence may conceiv-
ably be modied, and this question has been investigated
here, both by simulations and analytically. In particular,
we have studied cooperative eects on the rate of double
jumps and on the mean duration, T0; T1; and T2 of the
three types of fluorescence periods.
A double jump is a transition from a period of double
intensity to a dark period, or vice versa, within a time
window of prescribed length. In this paper we have pre-
sented simulations for double jump rates which, to our
knowledge for the rst time, show a marked dependence
on the atomic distance. The simulated double jump rates
vary in an oscillatory way with the distance and are in
phase with Re C3, where C3 is the complex dipole-dipole
coupling constant associated with the strong transitions.
The simulations were performed for zero laser detuning.
The variation of the double jump rate did not exceed 30
%. We found a similar behavior in simulations of the
mean durations, T1 and T2, of the single and double in-
tensity periods, in agreement with simulation results in
Ref. [49]. The variation of T2 was about twice as large
as that of T1, while T0 did not depend on the atomic
distance.
To check whether or not this behavior is accidental
and to allow for arbitrary atomic and laser parameters
we have calculated the double jump rate and the mean
durations Ti in closed form analytically. For this we have
explicitly determined the transition rates, pij , between
fluorescence periods of type i and j as a function of the
atomic distance. When comparing with the simulation
results for double jump rates and for Ti it turns out that
one has to take into account the averaging window used
for obtaining an intensity curve from the individual pho-
ton emissions. With this the agreement between simula-
tion and analytic theory is excellent. In particular, the
fact that the simulated double jump rates are in phase
with and T1 and T2 opposite in phase to Re C3(r) can now
be understood from the behavior of the transition rates
p21 and p12 which, for the parameters of the simulations,
vary as Re C3(r).
The analytic theory, however, allows also the calcu-
lation of double jump rates and mean durations Ti for
arbitrary atomic and laser parameters, and here there is
a surprise. While the simulations were performed for zero
laser detuning, the theoretical expressions allow general
detuning, 2, of the laser which drives the weak transi-
tion. It has been shown that for a particular 2, which
depends on the other parameters, the double jump rate
becomes constant and, for larger 2, varies opposite in
phase to Re C3(r). A similar change of characteristic be-
havior also occurs for T1 and T2, for dierent values of
2 though. The amplitude of the oscillations with the
atomic distance remain in the same region of magnitude
as for zero detuning. As pointed out in Ref. [49], a depen-
dence of the oscillations on Re C3(r) is not unexpected
since Re C3(r) aects the decay rates of the excited Dicke
states of the combined system. But an intuitive argument
why the above change of behavior occurs for increased
detuning is at present not apparent.
We have pointed out in Section V that there is another
statistical property of the fluorescence which can serve as
an indicator of the influence of the dipole-dipole interac-
tion and which is probably not too dicult to determine
experimentally. This quantity is the rate with which flu-
orescence periods of denite type occur, in particular the
rate of periods with double intensity. Our theoretical
results show that this rate behaves similar to the dou-
ble jump rate, as regards the variation with the atomic




















FIG. 14. The theoretical rate, n2, of double intensity periods per uni
(Ω3 =0:5 A3, Ω2 =0:01 A3, zero detuning).
This quantity is probably much easier to measure than
the double jump rate or the mean duration T2.
Our theoretical approach can be carried over to other
level congurations and to more than two atoms. For
given parameters the evaluation should be not too dif-
cult. If, however, one is interested in closed algebraic
expressions the eort will increase considerably with the
number of atoms. In particular, it would be interesting
to apply our approach to the situation of the experiment
of Ref. [42] with its dierent level conguration and its
three ions in the trap.
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