We investigate domain wall formation in late-time phase transitions. We Snd that as in the invisible-axion-domain-walI phenomenon, thermal effects alone are insufikient to drive different regions of the Universe to different parts of the disconnected vacuum manifold. This suggests that domain walIo do not form unless either there is some supplemental (but perhaps not unreasonable) .dynamics to localize the scalar field responsible for the phase transition to the low-temperature maximum (to an extraordinary precision) before the onset of the phase transition,~or there is some nonthermal mechanism to produce large fluctuations in the scalar field. The fact that domain wall production is not a robust prediction of late-time transitions may suggest future directions in model building. 
There has recently been interest in late-time phase transitions' as a possible solution to the large-scale structure problem.
It has been proposed that the domain wslls formed in a late-time (after decoupling) phase transition may seed the structure that we observe today, without conflicting with the well established isotropy of the microwave background radiation. (However, more detailed calculations show that this need not be the case.') Previously, it has been taken for granted that domain walls with interesting sizes (100 kpc and larger) can form in a late-time phase transition. In this work, we apply the results of a previous investigation into the dynamics of late-time phase transitions3
to examine the dependence upon initial conditions of the scalar field for the scenarioof wall formation. We f3nd that the formation of domain walls is not a robust prediction of models with late-time phase transitions.
Before considering why domain walls might not form in a late-time phase transition, it is useful to recall why domain walls do form in standard phase transitions involving theories with disconnected vacuum manifolds. Consider a scenario for domain wall production in a simple model with a reflection symmetry (4 c-t -d), described by a theory with a single scalar field d and potential V(4) = (X/4)(& -uz)*. The serotemperature vacuum manifold has degenerate vacua (4) = fc. At temperatures above the critiJ temperature Tc = 20, the ground state of the system is (4) = 0. Furthermore, @emperatur,es much above the critical temperature, the (thermal) mass of the field, 4 = XPs/8, increases with temperature. This has the effect of localizing the field about the high-temperature minimum.
Below the critical temperature the high-temperature minimum becomes a local maximum, and since the field is already localized about q3 = 0, small thermal fluctuations will tend to push the field to one or the other low-temperature vacuum states. The direction of the thermal kick will be random on scales set by the thermal correlation length. Thus, regions of the Universe will settle in different vacuum statea, establishing a domain-wall network.
We will refer to this picture of domain walI formation as the thermal mechanism, because it is thermal fluctuations that push the field to different vacua. We also note that thermal processes also play a role in positioning the field to a location where the thermal fluctuations can drive the field to different minima.
We will see that a (possibly crucial) ingredient missing in the late-time transition model we study is a mechanism to localize the field in a position where thermal fluctuations will kick the field to different vacua. This problem arises as a result of the peculiar thermal properties of the field involved in the transition, essentially due to the fact that the weak coupling of the field results in very small thermal fluctuations. This le&ds to a scenario where the field will not evolve to a position where thermal fluctuations, which will be small, will drive the field to d&rent low-temperature -a.
There are two ways around this problem. One could arrange for large fluctuations of super-horizon size in the scalar field well before the transition. In this case the wall network produced in the tsansition will re&ct the initial field con&ration, and there is no reason to expect the wall network to resemble the standard network as always assumed. A second possibility is to postulate that some dynamics, not part of the original model, acts to position the field correctly for the thermal fluctuations to operate. We will see that because the thermal fluctuations are so incredibly small, the positionir& the field must be done with great precision.
Our discussions are based on the particle physics models for late-time phase transition discussed in Ref. (2.2) where p is an arbitrary mass scale related to the values of coupling constants, and
Hence the curvature at 4 = 0 (which is negative for T = 0) will be positive for high T, and 4 = 0 becomes the global minimum of the potential. De&ring the critical temperature for the phase transition to be the temperature when #V/aaq5 vanishes at 4 = 0, we have Tc N h-'m+. We want the phase transition to occur after recombination (but well before the present epoch) and
to produce "soft" walls. These requirements lead to restrictions on mg (m+ 5 10-24eV)
and Tc (eV 2 TC 2 10b3eV). By making h sufficiently small, it is possible to have Tc > m+ for a late-time, soft-wall phase transition.
Thermal fluctuations in the field are found by examining the finite-temperature, two-point correlation function. The two-point correlation function is given by t&e Green's function
where Dr(lc) is the 4 propagator at finite temperature. In keeping with the assumption that 4 is very weakly coupled, we will sssume that it is not in equilibrium and there is no thermal 4 background. Thus the thermal eRects enter only through the interactions of 4 with the thermal background of +s. To compute &(k), consider the one-loop diagram in Fig. 1 . Recall that the fermion propagator at finite temperature is4
where f+ is the phase space density for $. Let us assume that the phase space density for $ is that of a thermal distribution (i.e., a Fermi-Dirac distribution with temperature T). With this we have
where
We will ignore the temperature-independent contribution of the loop to Dr(k), as it is absorbed in the renormalization of the 4 propagator, and concentrate on the temperature-dependent contribution.
Denoting the temperature-dependent part of the loop as loopr, we have loopr =g
The leading term in this expression corresponds to taking the thermal part of one fermion propagator and the temperature-independent part for the other, i.e., the 'et term. The temperature-dependent two-point correlation function is then given by where we have used rn+ < rn+, which will be true in the context of late-time phase transitions. Note that for 1x1 = 0, we have (2.12) which for T > rn+ gives GT(O) = (h'/Q6r)(m+/m+)~, the familiar T2 dependence of thermal fluctuations in @.
For 1x1 # 0, we are able to obtain an upper limit for GT(IxJ):
again assuming that mg < m+.
For the analysis of domain wall formation, we will be interested in correlations in 4 on length scales comparable to the scale of the correlation length in the transition, (xl -ma', i.e., p+ -1. Since Tc N m+/h, and TC 5 0.1 eV -rnti as discussed previously, it follows that that h N m+/m+ Hence GT(P+ 2: 1) 5 m$Kl(pg).
(2.14)
Since p+ < p+ S pr for late-time phase transitions, it is no surprise that the relevant length scale is pd. Note that K,(p+ -1) is of order unity, while K,(pd >> 
III. THE EVOLUTION OF qi
In the last section we demonstrated that a generic feature of the late-time, softwall models is very small thermal noise in the system. This means if wall formation follows the standard scenario, there must be some mechanism to poise the field at a lowtemperature m&mum to an extraordinarily high precision, one part in (f/m)? N loss.
Is this reasonable? Well, since the low-temperature maximum is a high-temperature minimum, the field naturally will evolve toward the desired point and undergo damped oscillation about that point. In this section we show that, as one might expect, the oscillations ,will not be damped enough to set the field to the desired point to the necessary pcision.
Let us now turn to the evolution of the 4 field in the potential VT(~) given by In order for walls to form we want some mechanism to send the field to .$ = -x/2 in some regions and d = +n/2 in other regions. Now if we wish we can model the thermal noise in the system by the well studied stochastic appr0ach.s However for thermal fluctuations to push d to different regions, they must have an amplitude comparable to the oscillation amplitude. We saw from the previous section that the amplitude of thermal fluctuations are very small indeed. Is there any way for the amplitude of oscillations about d = 0 to be damped sufficiently to empower thermal fluctuations?
Clearly for the parameters of Fig. 5 the answer is no.
We can explore the sensitivity of the oscillation amplitude at Tc upon model parameters by considering the adiabatic invariant of the oscillating system.' If X were constant, the system would be closed and would execute a strictly periodic motion with a constant energy E and a &red period A-', i.e., 0 = A cos(XT). When X is variable, the system is not closed and its energy not conserved. If X changes slowly, the rate of change in E will be small. The dependence of E on X can be expressed ss the adiabatic invariant I = E/X z XA', when the adiabatic condition IX-'dX/dFj < X is satisfied.
The +fiakl tit begins to oscillate at t N m;'. Since T2 = ,/m(MpL/2t),
It is straightforward to show that at T, we can use the adiabatic approximation. which would correspond to A(Tc) -me/f u lo-so.
Since thermal e&&s can not pin I$ to a value where thermal effects can kick the d minima, d has to be initially localised (to extreme accuracy) to Q = 0 ermal mechanism for domain walks to form via the thermal process.
Finally, Pn mention that although we have only studied the 22 model, our conclusions also hold for g&.2 models as weli. In fact, for these models the high-temperature d mass is driven to zero, JO there is even less of a force driving d to the appropriate position.
IV. CONCLUSIONS AND PROSPECTUS .
We have studied the thermal effects on the two-point This a-thermal scenario is far from impossible, since the starting Lagrangian is of course only a low-energy approximation to the complete theory. It may well turn out to be natural that the seemingly highly contrived conditions necessary for domain wall formation are a natural result of the ultimate theory. Until such models are constructed, it is impossible to make predictions sensitive to the domain wa,ll network, since the network depends upon initial conditions.
Our work suggests that iflate-time phase transitions play a role in structure formation, it is more likely to be through slow-roll scenarice like those studied by Frieman, Hill, and Watkins' than through formation of domain walls. .
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