Abstract. A general theory on rates of convergence in multiple regression is developed, where the regression function is modeled as a member of an arbitrary linear function space called a model space, which m a y b e n i t e -o r in nite-dimensional. A least squares estimate restricted to some approximating space, which is in fact a projection, is employed. The error in estimation is decomposed into three parts: variance component, estimation bias, and approximation error. The contributions t o t h e i n tegrated squared error from the rst two parts are bounded in probability b y Nn=n, w h e r e Nn is the dimension of the approximating space, while the contribution from the third part is governed by the approximation power of the approximating space. When the regression function is not in the model space, the projection estimate converges to its best approximation.
Introduction
Consider the following regression problem. Let X represent the predictor variable and Y the response variable, where X and Y have a j o i n t distribution. Denote the range of X by X and the range of Y by Y. W e assume that X is a compact subset of some Euclidean space, while Y is the real line. Set x = EY jX = x a n d 2 x = v arY jX = x, and assume that the functions = a n d 2 = 2 a r e bounded on X. L e t X 1 ; Y 1 , : : :, X n ; Y n be a random sample of size n from the We model the regression function as being a member of some linear function space H, which is a subspace of the space of all square-integrable, real-valued functions on X. Least squares estimation is used, where the minimization is carried out over a nite-dimensional approximating subspace G of H. W e will see that the least squares estimate is a projection onto the approximating space relative t o the empirical inner product de ned below. The goal of this paper is to investigate the rate of convergence of this projection estimate. We will give an uni ed treatment of classical linear regression and nonparametric regression. If H is nitedimensional, then we can choose G = H; this is just classical linear regression. In nite-dimensional H corresponds to nonparametric regression. One interesting special case is the functional ANOVA model considered below.
Before getting into the precise description of the approximating space and projection estimate, let us introduce two inner products and corresponding induced norms. For any i n tegrable function f de ned on X, set E n f = 1 n P n i=1 fX i and Ef = E fX . De ne the empirical inner product and norm as hf 1 ; f 2 i n = E n f 1 f 2 a n d kf 1 k 2 n = hf 1 ; f 1 i n for square-integrable functions f 1 and f 2 on X. The theoretical versions of these quantities are given by hf 1 ; f 2 i = Ef 1 f 2 a n d kf 1 k 2 = hf 1 ; f 1 i.
Let G H be a nite-dimensional linear space of real-valued functions on X.
The space G may v ary with sample size n, but for notational convenience, we suppress the possible dependence on n. W e require that the dimension N n of G be positive f o r n 1. Since the space G will be chosen such that the functions in H can be well approximated by the functions in G, w e refer to G as the approximating space. For example, if X R and the regression function is smooth, we c a n choose G to be a space of polynomials or smooth piecewise polynomials splines. The space G is said to be identi able relative t o X 1 ; : : : ; X n if the only function g in the space such t h a t gX i = 0 for 1 i n is the function that identically equals zero. Given a sample X 1 , : : :, X n , i f G is identi able, then it is a Hilbert space equipped with the empirical inner product.
Consider the least squares estimate of in G, which is the element g 2 G that minimizes P i gX i , Y i 2 . I f X has a density with respect to Lebesgue measure, then the design points X 1 ; : : : ; X n are unique with probability one and hence we can nd a function de ned on X that interpolates the values Y 1 ; : : : ; Y n at these points. With a slight abuse of notation, let Y = Y denote any such function. Then is exactly the empirical orthogonal projection of Y onto G | that is, the orthogonal projection onto G relative to the empirical inner product. We refer tô as a projection estimate. We expect that if G is chosen appropriately, t h e n should converge to as n ! 1 . In general, the regression function need not be an element o f H. I n t h i s case, it is reasonable to expect that should converge to the theoretical orthogonal projection of onto H | that is, the orthogonal projection onto H relative t o the theoretical inner product. As we will see, this is the case; in fact, we will reveal how quickly converges to . Here, the loss in the estimation is measured by the integrated squared error k , k 2 or averaged squared error k , k 2 n . W e will see that the error in estimating bŷ comes from three di erent sources:
variance component, estimation bias and approximation error. The contributions of the variance component and the estimation bias to the integrated squared error are bounded in probability b y N n =n, where N n is the dimension of the space G, w h i l e the contribution of the approximation error is governed by the approximation power of G. In general, improving the approximation power of G requires an increase in its dimension. The best trade-o gives the optimal rate of convergence. One interesting application of our theory is to the functional ANOVA model, where the multivariate regression function is modeled as a speci ed sum of a constant term, main e ects functions of one variable and interaction terms functions of two o r m o r e v ariables. For a simple illustration of a functional ANOVA model, suppose that X = X 1 X 2 X 3 , w h e r e X i R di with d i 1 for 1 i 3. Allowing d i 1 enables us to include covariates of spatial type. Suppose H consists of all square-integrable functions on X that can be written in the form x = ; + f1g x 1 + f2g x 2 + f3g x 3 + f1;2g x 1 ; x 2 : 1 To m a k e the representation in 1 unique, we require that each nonconstant c o mponent be orthogonal to all possible values of the corresponding lower-order components relative to the theoretical inner product. The expression 1 can be viewed as a functional version of analysis of variance ANOVA. Borrowing the terminology from ANOVA, we call ; the constant component, f1g x 1 ; f2g x 2 , and f3g x 3 the main e ect components, and f1;2g x 1 ; x 2 the two-factor interaction component; the right side of 1 is referred to as the ANOVA decomposition of . Correspondingly, g i v en a random sample, for a properly chosen approximating space, the projection estimate has the form x = ; + f1g x 1 + f2g x 2 + f3g x 3 + f1;2g x 1 ; x 2 ; 2 where each nonconstant component is orthogonal to all allowable va l u e s o f t h e corresponding lower-order components relative to the empirical inner product. As in 1, the right side of 2 is referred as the ANOVA decomposition of. W e c a n think of as an estimate of . Generally speaking, need not have the speci ed form. In that case, we think of as estimating the best approximation to in H. As an element o f H, has the unique ANOVA decomposition x = ; + f1g x 1 + f2g x 2 + f3g x 3 + f1;2g x 1 ; x 2 : We expect that should converge to as the sample size tends to in nity. I n addition, we expect that the components of the ANOVA decomposition of should converge to the corresponding components of the ANOVA decomposition of . Removing the interaction component f1;2g in the ANOVA decomposition of , w e get the additive model. Correspondingly, w e r e m o ve t h e i n teraction components in the ANOVA decompositions of and . On the other hand, if we add the three missing interaction components f1;3g x 1 ; x 3 , f2;3g x 2 ; x 3 a n d f1;2;3g x 1 ; x 2 ; x 3 to the right side of 1, we get the saturated model. In this case, there is no restriction on the form of . Correspondingly, w e l e t and have the unrestricted form.
A general theory will be developed for getting the rate of convergence of to in functional ANOVA models. In addition, the rates of convergence for the components of to the corresponding components of will be studied. We will see that the rates are determined by the smoothness of the ANOVA c o m p o n e n ts of and the highest order of interactions included in the model. By considering models with only low-order interactions, we can ameliorate the curse of dimensionality that the saturated model su ers. We use general linear spaces of functions and their tensor products as building blocks for the approximating space. In particular, polynomials, trigonometric polynomials, univariate and multivariate splines, and nite element spaces are considered. Several theoretical results for functional ANOVA m o d e l s h a ve previously been developed. In particular, rates of convergence for estimation of additive m o d e l s were established in Stone 1985 for regression and in Stone 1986 for generalized regression. In the context of generalized additive regression, Burman 1990 showed how to select the dimension of the approximating space of splines adaptively in an asymptotically optimal manner. Stone 1994 studied the L 2 rates of convergence for functional ANOVA models in the settings of regression, generalized regression, density estimation and conditional density estimation, where univariate splines and their tensor products were used as building blocks for the approximating spaces. Similar results were obtained by Kooperberg, Stone and Truong 1995b for hazard regression. These results were extended by Hansen 1994 to include arbitrary spaces of multivariate splines.
Using di erent arguments, we extend the results of Stone and Hansen in the context of regression. In particular, a decomposition of the error into three terms yields fresh insight i n to the rates of convergence, and it also enables us to simplify the arguments of Stone and Hansen substantially. With this decomposition, we can treat the three error terms separately. In particular, a chaining argument w ell known in the empirical process theory literature is employed to deal with the estimation bias. On the other hand, by r e m o ving the dependence on the piecewise polynomial nature of the approximating spaces, we are able to discern which properties of the approximating space are essential in statistical applications. Speci cally, w e h a ve found that the rate of convergence results generally hold for approximating spaces satisfying a certain stability condition. This condition is satis ed by polynomials, trigonometric polynomials, splines, and various nite element spaces. The results in this paper also play a crucial role in extending the theory to other settings, including generalized regression Huang 1996 and event history analysis Huang and Stone 1996 .
The methodological literature related to functional ANOVA models has been growing steadily in recent y ears. In particular, Stone This paper is organized as follows. In Section 2, we present a general result on rates of convergence; in particular, the decomposition of the error is described. In Section 3, functional ANOVA models are introduced and the rates of convergence are studied. Section 4 discusses several examples in which di erent linear spaces of functions and their tensor products are used as building blocks for the approximating spaces; in particular, polynomials, trigonometric polynomials, and univariate and multivariate splines are considered. Some preliminary results are given in Section 5. The proofs of the theorems in Sections 2 and 3 are provided in Sections 6 and 7, respectively. Section 8 gives two lemmas, which p l a y a c r u c i a l r o l e i n o u r arguments and are also useful in other situations.
2.
A general theorem on rates of convergence In this section we present a general result on rates of convergence. First we g i v e a decomposition of the error in estimating bŷ . Let Q denote the empirical orthogonal projection onto G, P the theoretical orthogonal projection onto G, a n d P the theoretical orthogonal projection onto H.
Let be the best approximation in G to relative to the theoretical norm. Then = P = P . W e h a ve the decomposition , = , + , = QY , P + P , P : 3 Since is the least squares estimate in G, it is natural to think of it as an estimate of . Hence, the term , is referred to as the estimation error. The term , can be viewed as the error in using functions in G to approximate functions in H, so we refer to it as the approximation error. Note that h , ; , i = hQY , P ; P , i = 0 : Thus we h a ve the Pythagorean identity k , k 2 = k , k 2 + k , k 2 .
Let be the best approximation in G to relative to the empirical norm. Theñ = Q. W e decompose the estimation error into two p a r t s :
Note that h; gi n = hY;gi n for any function g 2 G. T aking conditional expectation given the design points X 1 ; : : : ; X n and using the fact that EY jX 1 ; : : : ; X n X i = X i for 1 i n, w e obtain that hEjX 1 ; : : : ; X n ; g i n = hEY jX 1 ; : : : ; X n ; g i n = h; gi n = h; gi n : Hence, if G is identi able, then = EjX 1 ; : : : ; X n . Thus, we refer to , as the variance component and to , as the estimation bias. Since EhQY , Q; Q , P i n jX 1 ; : : : ; X n = 0 ; we h a ve the Pythagorean identity E k , k 2 n jX 1 ; : : : ; X n = E k ,k 2 n jX 1 ; : : : ; X n + k , 
Using these facts, we can examine separately the contributions to the integrated squared error from the three parts in the decomposition 5. We will see that the rate of convergence of the variance component i s g o verned by the dimension of the approximating space, and the rate of convergence of the approximation error is determined by the approximation power of that space. Note that the estimation error equals the di erence between the empirical projection and the theoretical projection of on G. W e will use techniques in empirical process theory to handle this term. We n o w state the conditions on the approximating spaces. The rst condition requires that the approximating spaces satisfy a stability constraint. This condition is satis ed by polynomials, trigonometric polynomials and splines; see Section 4. Condition 1 is also satis ed by v arious nite element spaces used in approximation theory and numerical analysis; see Remark 1 following Condition 1. The second condition is about the approximation power of the approximating spaces. There is considerable literature in approximation theory dealing with the approximation power of various approximating spaces. These results can be employed to check Condition 2.
In what follows, for any function f on X, s e t kfk 1 = s u p x2X jfxj. Given positive n umbers a n and b n for n 1, let a n b n mean that a n =b n is bounded away from zero and in nity. G i v en random variables W n for n 1, let W n = O P b n mean that lim c!1 lim sup n P jW n j cb n = 0 . Condition 1. There are positive constants A n such that, kgk 1 A n kgk for all g 2 G.
Since the dimension of G is positive, Condition 1 implies that A n 1 f o r n 1.
This condition also implies that every function in G is bounded. By ruling out pathological cases, we can assume that kgk L1 = kgk 1 , g 2 G. Suppose the density o f X is bounded away form zero. Then kgk L2 Ckgk, g 2 G, for some constant C. If max i h i min i h i a for some positive constant a = a n , then Condition 1 holds with A n a ,d=2 . In fact, we h a ve that kgk L1 k f c i gk l1 , kgk L2 a d=2 kfc i gk l2 , a n d kfc i gk l1 k f c i gk l2 . The desired result follows.
Remark 2. Condition 1 was used by Barron and Sheu 1991 to obtain rates of convergence in univariate density estimation. Condition 2. There are nonnegative n umbers = G s u c h t h a t inf g2G kg , k 1 ! 0 as n ! 1 :
Conditions 1 and 2 together imply that is bounded.
Theorem 2.1. Suppose Conditions 1 and 2 hold and that lim n A 2 n N n =n = 0 and lim sup n A n 1. T h e n k ,k 2 = O P N n =n; k ,k 2 n = O P N n =n; k ,
Consequently, k , k 2 = O P N n =n + 2 and k , k 2 n = O P N n =n + 2 :
Remark 3. When H is nite-dimensional, we c a n c hoose G = H, which d o e s not depend on the sample size. Then Condition 1 is automatically satis ed with A n independent o f n, and Condition 2 is satis ed with = 0. Consequently, converges to with the rate 1=n. 3. Functional ANOVA models In this section, we i n troduce the ANOVA model for functions and establish the rates of convergence for the projection estimate and its components. Our terminology and notation follow closely those in Stone 1994 and Hansen 1994.
Suppose X is the Cartesian product of some compact sets X 1 ; : : : ; X L , w h e r e X l R dl with d l 1. Let S be a xed hierarchical collection of subsets of f1; : : : ; L g, where hierarchical means that if s is a member of S and r is a subset of s, t h e n r is a member of S. Clearly, i f S is hierarchical, then ; 2 S . L e t H ; denote the space of constant functions on X. G i v en a nonempty subset s 2 S , let H s denote the space of square-integrable functions on X that depend only on the variables x l , l 2 s. Set H = P s2S h s : h s 2 H s . Note that each function in H can have a number of equivalent expansions. To account for this overspeci cation, we impose some identi ability constraints on these expansions, which lead to the notion of the ANOVA decomposition of the space H. W e need the following condition. We n o w construct the approximating space G and de ne the corresponding ANOVA decomposition. Naturally, w e require that G have the same structure as H. Let G ; denote the space of constant functions on X, which has dimension N ; = 1. Given 1 l L, l e t G l G ; denote a linear space of bounded, real-valued functions on X l , which v aries with sample size and has nite, positive dimension N l . Given any n o n e m p t y subset s = fs 1 ; : : : ; s k g of f1; : : : ; L g, l e t G s be the tensor product of G s1 ; : : : ; G sk , which is the space of functions on X spanned by t h e functions g of the form
g si x si ; where g si 2 G si for 1 i k:
The dimension N n of G satis es max s2S N s N n P s2S N s S m a x s2S N s : Hence, N n P s2S N s . Observe that the functions in the space G can have a n umb e r o f e q u i v alent expressions as sums of functions in G s for s 2 S . T o account for this overspeci cation, we i n troduce the notion of an ANOVA decomposition of G. Set G 0 ; = G ; and, for each nonempty s e t s 2 S , l e t G 0 s denote the space of all functions in G s that are empirically orthogonal to each function in G r for every proper subset r of s. W e will see that if the space G is identi able, then each function g 2 G can be written uniquely in the form P s2S g s , where g s 2 G 0 s for s 2 S see Lemma 5.4. Correspondingly, w e refer to P s2S g s as the empirical ANOVA d e composition of g, a n d we refer to G 0 s , s 2 S , as the components of G.
As in the previous section, we use the projection estimate in G to estimate . The general result in Section 2 can be applied to get the rate of convergence of. To adapt to the speci c structure of the spaces H and G, w e replace Conditions 1 a n d 2 b y conditions on the subspaces G s and H s , s 2 S . These conditions are su cient for Conditions 1 and 2 and are easier to verify. Condition ii Suppose Condition 3 holds and let s = fs 1 ; : : : ; s k g 2 S . I f kgk 1 a nj kgk for all g 2 G sj , j = 1 ; : : : ; k , then kgk 1 A s kgk for all g 2 G s with A s Q k j=1 a nj . This is easily proved by using induction and the tensor product structure of G s . T h e statement is trivially true for k = 1. Suppose the statement is true for s k ,1 with 2 k L. F or each x 2 X s1 X sk , write x = x 1 ; x 2 , where x 1 2 X s1 and x 2 2 X s2 X sk . L e t C 1 ; : : : ; C 4 denote generic constants. Then, by t h e induction assumption, kgk 2 In fact, we h a ve that max s2S s P s2S s S max s2S s : ii The positive n umbers s can be chosen such t h a t r s for r s.
Recall that is the projection estimate. Since Conditions 1 0 and 2 0 are su cient for Conditions 1 and 2, the rate of convergence of to is given by Theorem 2.1. We expect that the components of the ANOVA decomposition of should converge to the corresponding components of . This is justi ed in next result. Recall that = Q and = P are respectively the best approximations to in G relative to the empirical and theoretical inner products. The ANOVA decompositions of, , a n d are given bŷ = P s2S s , = P s2S s , a n d = 4. Examples In this section, we g i v e some examples illustrating the rates of convergence for functional ANOVA models when di erent approximating spaces are used. In the rst three examples, nite-dimensional linear spaces of univariate functions and their tensor products are used as building blocks for the approximating spaces. Three basic classes of univariate approximating functions are considered: polynomials, trigonometric polynomials, and splines. Application of multivariate splines and their tensor products is given in the last example.
In the rst three examples, we assume that X is the Cartesian product of compact intervals X 1 ; : : : ; X L . Without loss of generality, it is assumed that each of these intervals equals 0; 1 and hence that X = 0 ; 1 L .
Let 0 1. A function h on X is said to satisfy a H older condition with exponent if there is a positive n umber such that jhx,hx 0 j jx,x 0 j for x 0 ; x 2 X ; h e r e jxj = Let G l be the space of trigonometric polynomials of degree J or less for l = 1 ; : : : ; L , where J varies with the sample size. We assume that s is p-smooth for each s 2 S .
We also assume that s can be extended to a function de ned on R ds and of period 1 in each of its arguments; this is equivalent to the requirement t h a t satisfy certain boundary conditions. . Taking J n 1=2p+d , w e g e t that k s , s k 2 = O P n ,2p=2p+d f o r s 2 S and k , k 2 = O P n ,2p=2p+d .
These rates of convergence are optimal see Stone 1982 .
We can achieve the same optimal rates of convergence by using polynomials, trigonometric polynomials or splines. But the required assumption p d on the smoothness of the theoretical components s for using polynomials is stronger than the corresponding assumption p d = 2 for using trigonometric polynomials o r splines. The results from Examples 1 3 tell us that the rates of convergence are determined by the smoothness of the ANOVA c o m p o n e n ts of and the highest order of interactions included in the model. They also demonstrate that, by u s i n g models with only low-order interactions, we can ameliorate the curse of dimensionality that the saturated model su ers. Using univariate functions and their tensor products to model restricts the domain of to be a hyperrectangle. By allowing bivariate or multivariate functions and their tensor products to model , w e gain more exibility, especially when some explanatory variable is of spatial type. In the next example, multivariate splines and their tensor products are used in the functional ANOVA models.
Throughout this example, we assume that X is the Cartesian product of compact sets X 1 ; : : : ; X L , where X l R dl with d l 1 f o r 1 l L.
Example 4 Multivariate Splines. Loosely speaking, a spline is a smooth, piecewise polynomial function. To be speci c, let l be a partition of X l into disjoint measurable sets and, for simplicity, assume that these sets have common diameter a. By a spline function on X l , w e mean a function g on X l such that the restriction of g to each set in l is a polynomial in x l 2 X l and g is smooth across the boundaries. With d l = 1 , d l = 2 , o r d l 3, the resulting spline is a univariate, bivariate, or multivariate spline, respectively.
Let G l be a space of splines de ned as in the previous paragraph for l = 1 ; : : : ; L . We a l l o w G l to vary with the sample size. Then, under some regularity conditions on the partition l , G l can be chosen to satisfy the L p stability condition. Therefore 
Preliminaries
Several useful lemmas are presented in this section. The rst lemma reveals that the empirical inner product is uniformly close to the theoretical inner product on the approximating space G. As a consequence, the empirical and theoretical norms are equivalent o ver G. Using this fact, we g i v e a su cient condition for the identi ability o f G.
Lemma 5.1. Suppose Condition 1 holds and that lim n A 2 n N n =n = 0 , and let t 0.
Then, except on an event whose probability tends to zero a s n ! 1 , jhf;gi n , h f;gij t kfk k gk; f;g2 G: Consequently, except on an event whose probability tends to zero a s n ! 1 , 1 2 kgk 2 k gk 2 n 2kgk 2 ; g 2 G:
6
Proof. The result is a special case of Lemma 8.1 below. Corollary 5.1. Suppose Condition 1 holds and that lim n A 2 n N n =n = 0 . Then, except on an event whose probability tends to zero a s n ! 1 , G is identi able.
Proof. Suppose 6 holds, and let g 2 G be such t h a t gX i = 0 for 1 i n. Then kgk 2 n = 0 and hence kgk 2 = 0. By Condition 1, this implies that g is identically zero. Therefore, if 6 holds, then G is identi able. The desired result follows from Lemma 5. Proof. The result is a special case of Lemma 8.2 below. Corollary 5.2. Suppose Condition 1 holds and that lim n A 2 n N n =n = 0 . L et M be a p ositive constant. Let fh n g be a s e quence of functions on X such that kh n k 1 M and kPh n k 1 M for n 1. Then kQh n , P h n k 2 n = O P N n =n.
Proof. Leth n = h n , P h n . Then kh n k 1 2M and hh n ; g i = 0 for all g 2 G. Recall that Q is the empirical projection onto G. Since P h n 2 G, w e see that Qh n , P h n = Qh n and thus hQh n , P h n ; g i n = hh n ; g i n . Hence, by Lemma 5.1, except on an event whose probability tends to zero as n ! 1 , kQh n , P h n k n = s u p g2G hQh n , P h n ; g i n kgk n = s u p Proof. Assume that G is identi able. By Corollary 5.1, this holds except on an event whose probability tends to zero as n ! 1 . Let f j ; 1 j N n g be an orthonomal basis of G relative to the empirical inner product. Recall that = QY and = Q. T h us , = P j h ,; j i n j = P j hY , ; j i n j and k ,k 2 n = P j hY , ; j i 2 n . Observe t h a t E hY , ; j i n jX 1 ; : : : ; X n = 0 a n d E Y i , X i Y j , X j jX 1 ; : : : ; X 2 = ij 2 X i ;
where ij is the Kronecker delta. Moreover, by the assumptions on the model, there is a positive constant M such that 2 x M for x 2 X . T h us, E hY , ; j i 2 n jX 1 ; : : : ; X n = 1
Hence E k ,k 2 n jX 1 ; : : : ; X n MN n =n and therefore k ,k 2 n = O P N n =n.
The rst conclusion follows from Lemma 5.1. To prove the result for the empirical norm, using Lemma 5.1 and 7, we h a ve that, except on an event whose probability tends to zero as n ! 1 , k , gk 2 n 2k , gk 2 2k , gk 2 :
Hence, by the triangle inequality and Condition 2, k , k 2 n 2k , gk 2 n + 2 k , gk 2 n = O P 2 : Proof. By Condition 2 0 , w e c a n n d g 2 G s such t h a t k s , gk 1 Hence, the desired results follow from 8, 9, and the triangle inequality.
Theorem 3.1 follows immediately from Lemmas 7.1 and 7.3.
Two useful Lemmas
In this section, we state and prove t wo lemmas that are analogues of Lemmas 5.1 and 5.2 for more generally de ned theoretical and empirical inner products and norms. These more general results are needed in Huang and Stone 1996. Consider a W-valued random variable W, where W is an arbitrary set. Let W 1 ; : : : ; W n be a random sample of size n from the distribution of W. F or any function f on W, set Ef = E fW and E n f = 1 n P n i=1 fW i . Let U be another arbitrary set. We consider a real-valued functional f 1 ; f 2 ; w de ned on w 2 W and functions f 1 ; f 2 on U. F or xed functions f 1 and f 2 on U, f 1 ; f 2 ; w is a function on W.
For notational simplicity, w e write f 1 ; f 2 = f 1 ; f 2 ; w. We assume that is symmetric and bilinear in its rst two arguments: given functions f 1 ; f 2 and f on U, f 1 ; f 2 = f 2 ; f 1 a n d af 1 + bf 2 ; f = a f 1 ; f + b f 2 ; f for a; b 2 R. Then, except on an event whose probability tends to zero a s n ! 1 , jhf;gi n , h f;gij t kfk k gk; f;g2 G: Consequently, except on an event whose probability tends to zero a s n ! 1 , 1 2 kgk 2 k gk 2 n 2kgk 2 ; g 2 G:
Proof. We u s e a c haining argument w ell known in the empirical process theory literature; for a detailed discussion, see Pollard 1990 , Section 3. We will use this inequality in the following chaining argument.
Let k = 1 =3 k , and let fg 0g = G 0 G 1 be a sequence of subsets of G ub with the property that min g 2Gk kg , g k k for g 2 G ub . S u c h s e t s c a n be obtained inductively by c hoosing G k as a maximal superset of G k,1 such that each pair of functions in G k is at least k apart. The cardinality o f G k satis es G k , 2 + k = k Nn 3 k+1Nn . Observe that there are G k disjoint balls each with radius k =2, which together can be covered by a ball with radius 1 + k =2.
Let K be an integer such t h a t 2 =3 K t=4M 3 A 2 n . For each g 2 G ub , l e t g K be an element i n G K such that kg,g K k 1=3 K . Fix a positive i n teger k K. F or each g k 2 G k , let g k,1 denote an element i n G k,1 such that kg k , g k,1 k k,1 . which tends to zero as n ! 1 .
Consequently, except on an event whose probability tends to zero as n ! 1 , sup f;g2G
hf;gi n , h f;gi kfk k gk = sup f;g2Gub E n , E , f;g t:
The second result follows from the rst one by taking t = 1 =2.
Lemma 8.2. Suppose Condition 1 holds and that lim sup n A 2 n N n =n 1. L et M be a p ositive constant. Let fh n g be a s e quence of functions on X such that kh n k 1 M and hh n ; g i = 0 for all g 2 G and n 1. T h e n sup g2Gub hh n ; g i n = O P N n n 1=2 :
Proof. Observe t h a t Ehh n ; g i n = hh n ; g i for all g 2 G. H e n c e , b y the assumptions on and Condition 1, for g 1 ; g 2 For each g 2 G ub , l e t g K be an element i n G K such t h a t kg , g K k 1=3 K . F i x a positive i n teger k K. F or each g k 2 G k , l e t g k,1 denote an element i n G k,1 such that kg k , g k,1 k k,1 . O b s e r v e t h a t hh n ; g , g K i n k h n ; g , g K k 1 M 3 MA n 
