Abstract: Resilient water distribution systems (WDSs) need to minimize the level of service failure in terms of magnitude and duration over its design life when subject to exceptional conditions. This requires WDS design to consider scenarios as close as possible to real conditions of the WDS to avoid any unexpected level of service failure in future operation (e.g., insufficient pressure, much higher operational cost, water quality issues, etc.). Thus, this research aims at exploring the impacts of design flow scenarios (i.e., spatial-variant demand patterns) on water distribution system design and operation. WDSs are traditionally designed by using a uniform demand pattern for the whole system. Nevertheless, in reality, the patterns are highly related to the number of consumers, service areas, and the duration of peak flows. Thus, water distribution systems are comprised of distribution blocks (communities) organized in a hierarchical structure. As each community may be significantly different from the others in scale and water use, the WDSs have spatially variable demand patterns. Hence, there might be considerable variability of real flow patterns for different parts of the system. Consequently, the system operation might not reach the expected performance determined during the design stage, since all corresponding facilities are commonly tailor-made to serve the design flow scenario instead of the real situation. To quantify the impacts, WDSs' performances under both uniform and spatial distributed patterns are compared based on case studies. The corresponding impacts on system performances are then quantified based on three major metrics; i.e., capital cost, energy cost, and water quality. This study exemplifies that designing a WDS using spatial distributed demand patterns might result in decreased life-cycle cost (i.e., lower capital cost and nearly the same pump operating cost) and longer water ages. The outcomes of this study provide valuable information regarding design and operation of water supply infrastructures; e.g., assisting the optimal design.
Introduction
Build resilience in infrastructure systems is an emerging need for the aim of sustainable development. However, how to design a resilient infrastructure system is still an open question. Here, the resilience is defined as the degree to which the system minimizes level of service failure magnitude and duration, and maximizes the time to level of service failure, over its design life when subject to exceptional conditions (reproduced based on [1] ). Apparently, the worst case would be that the designed system directly fails to serve as expected after implementation in practice. This may happen if the design scenarios considered have non-marginal differences from the real conditions, and thus make the real conditions unexpected. To quantify the impacts resulting from the differences and thus provide references for resilient design, this paper will focus on water distribution systems (WDSs), the lifeline of a city that delivers potable water from sources to water users.
Design of WDSs requires estimation of the demand pattern. A demand pattern describes the variation of the amount of water used by the system over time (e.g., hour, day, and season [2] ) and is hence related to the system's capacity, energy consumption, and water quality. Traditionally, WDSs are designed by using a uniform demand pattern for the whole system. Nevertheless, except for the time variations, in reality the patterns may also have considerable spatial variations; i.e., there may be considerable differences among real flow patterns in different parts of the system even if the total consumption is similar [2, 3] (Figure 1 ). For example, the flow pattern of a small rural region may fluctuate frequently while it has a low peak flow. Contrarily, the flow pattern of an urban area may be steady but has a rather high peak flow. Consequently, despite the total demand of the WDS being well-estimated, ignoring the spatial distribution of the demand may still cause negative system-wide influences on performances of WDSs (e.g., insufficient pressure, much higher operational cost, water quality issues, etc.), if there are non-negligible differences between demand patterns used at the design stage and the real patterns. Thus, design resilient WDSs require research to further explore the impacts of spatial variability of demands on the WDS design. and thus provide references for resilient design, this paper will focus on water distribution systems (WDSs), the lifeline of a city that delivers potable water from sources to water users. Design of WDSs requires estimation of the demand pattern. A demand pattern describes the variation of the amount of water used by the system over time (e.g., hour, day, and season [2] ) and is hence related to the system's capacity, energy consumption, and water quality. Traditionally, WDSs are designed by using a uniform demand pattern for the whole system. Nevertheless, except for the time variations, in reality the patterns may also have considerable spatial variations; i.e., there may be considerable differences among real flow patterns in different parts of the system even if the total consumption is similar [2, 3] (Figure 1 ). For example, the flow pattern of a small rural region may fluctuate frequently while it has a low peak flow. Contrarily, the flow pattern of an urban area may be steady but has a rather high peak flow. Consequently, despite the total demand of the WDS being well-estimated, ignoring the spatial distribution of the demand may still cause negative system-wide influences on performances of WDSs (e.g., insufficient pressure, much higher operational cost, water quality issues, etc.), if there are non-negligible differences between demand patterns used at the design stage and the real patterns. Thus, design resilient WDSs require research to further explore the impacts of spatial variability of demands on the WDS design. The spatial variability of water demands derives from the mechanism of water distribution system development. Typically, groups of customers are organized as communities due to urban planning. WDSs are expanding with the evolution of urban environments and are therefore developed in a community by community manner [4] [5] [6] . As each community may be significantly different from the others in scale and water use, the WDSs are systems with community-specific demand patterns. However, frequently a deeper understanding of the spatial demand distribution is limited due to insufficient availability and information content of water records. Recently, Kanakoudis et al. developed an innovative method for spatial demand allocation in WDS and proved it is more accurate than the multiplicatively-weighted-Voronoi diagram method (using population density based weighting factors) to enable more cost effective design of WDSs [7] . A study was carried out by Gora (2011) to determine the effects of variable water demands on water quality and use in a selection of communities that supply a large industrial user in addition to the usual assortment of residential, commercial, and institutional users [2] . Gora indicated in the report [2] that it is advocated to install flow meters/totalizers and do careful record-keeping among system operators to reduce designers' reliance on assumed per capita values. Although water demand can be approximated using assumed per capita flow rates and peaking factors, this is not recommended as water use can vary significantly from one community to the next. Filion et al. [8] examined various design solutions of a benchmark WDS resulting from using a set of synthetic demand patterns statistically similar to the historical records, and revealed that standard deviation of pressure heads and capital costs can be sensitive to the level of cross correlation between nodal demands. Further, Filion [7] explored the relationship between the urban form of WDSs and their energy use. The Urban form corresponds to the network pipe configuration and the spatial distribution of water users. Diao et al. [9] tested corresponding system-wide influences on water age and energy consumption if the The spatial variability of water demands derives from the mechanism of water distribution system development. Typically, groups of customers are organized as communities due to urban planning. WDSs are expanding with the evolution of urban environments and are therefore developed in a community by community manner [4] [5] [6] . As each community may be significantly different from the others in scale and water use, the WDSs are systems with community-specific demand patterns. However, frequently a deeper understanding of the spatial demand distribution is limited due to insufficient availability and information content of water records. Recently, Kanakoudis et al. developed an innovative method for spatial demand allocation in WDS and proved it is more accurate than the multiplicatively-weighted-Voronoi diagram method (using population density based weighting factors) to enable more cost effective design of WDSs [7] . A study was carried out by Gora (2011) to determine the effects of variable water demands on water quality and use in a selection of communities that supply a large industrial user in addition to the usual assortment of residential, commercial, and institutional users [2] . Gora indicated in the report [2] that it is advocated to install flow meters/totalizers and do careful record-keeping among system operators to reduce designers' reliance on assumed per capita values. Although water demand can be approximated using assumed per capita flow rates and peaking factors, this is not recommended as water use can vary significantly from one community to the next. Filion et al. [8] examined various design solutions of a benchmark WDS resulting from using a set of synthetic demand patterns statistically similar to the historical records, and revealed that standard deviation of pressure heads and capital costs can be sensitive to the level of cross correlation between nodal demands. Further, Filion [7] explored the relationship between the urban form of WDSs and their energy use. The Urban form corresponds to the network pipe configuration and the spatial distribution of water users. Diao et al. [9] tested corresponding system-wide influences on water age and energy consumption if the average and peak demands defined at the design stage are inconsistent with ones in real situations. Based on numerous case studies, Sitzenfrei et al. [10] examined how the demand patterns impact water age distributions by comparing results from simulations using demand patterns and hydraulic steady state simulations.
Accordingly, this research explores the impacts of spatially variable demand patterns on water distribution system design and operation. In this regard, case studies are carried out to test WDSs' performance under both uniform and spatial distributed patterns. Here, application of the uniform distributed patterns represents the case of estimating water demand pattern at the low level of spatial resolution. The corresponding impacts of spatial refined patterns are then quantified based on three metrics; i.e. capital cost, energy cost, and water quality. The outcome of this study provides useful information regarding design and operation of water supply infrastructures. In the absence of actual data, the possible impacts could still be estimated using the procedure introduced in this study. Say, a set of demand patterns could be created for each of the communities, by estimation based on the communities' service areas, populations, and water uses etc. Then, various combinations of those patterns could be used as inputs for model-based analyses. If designing a WDS using spatial distributed demand patterns has potential to reduce the life-cycle cost, a cost efficiency analysis can be made, comparing the possible saving with the extra costs for detailed metering and demand assessment.
Materials and Methods
Water distribution systems are expanding along with urban evolution and are therefore developed community by community. The evolution of urban environments starts from initial building blocks. These entities subsequently expand or combine with one another to form larger blocks (e.g., communities) step by step. During this process, water distribution pipes are organized following the development of the communities, and therefore the distribution systems are also formed community-wise. Thus, water distribution systems are comprised of distribution blocks (communities) organized in a hierarchical structure. As each community may be significantly different from the others in scale and water use, the WDSs have spatially variable demand patterns. Hence, there might be considerable variability of real flow patterns for different parts of the system. Consequently, the system operation might not reach the expected performance determined during the design stage, since all corresponding facilities are commonly tailor-made to serve the design flow scenario instead of the real situation. As for the impact of the spatial distributed demand patterns, in this study three hypotheses are made:
2.1. Hypothesis
1.
By allowing capacity allocation at the community level, a design procedure using spatial distributed patterns eliminates potential pressure problems at communities with large water demands, and may reduce capital cost in the case of ideal demand distribution. The ideal distribution refers to the situation, in which a distribution system has all the communities following the altitudinal distribution ( Figure 2A ) and communities with highest peak demands are the nearest ones from the water source and vice versa. For instance, consider a distribution system with all three communities following the altitudinal distribution ( Figure 3 ). The peak demand of the whole system is Q h,max , and that of each community is Q h,max (1), Q h,max (2) , and Q h,max (3), respectively. Hence, the capacities of community 1-3 will be (Q h,max (1) + Q h,max (2) + Q h,max (3) = Q h,max ) for community 1, (Q h,max (2) + Q h,max (3)) for community 2, and Q h,max (3) for community 3. Apparently, smaller Q h,max (2) and Q h,max (3) will require smaller capacities in community 2 and 3, and thus decrease the capital cost of the WDSs( Figure 3B ). If the community with the highest peak demand is the one furthest away from the pump station, however, capital cost saving is not guaranteed. The situation in longitudinal distribution (e.g., Figure 2B ) would be more complicated. Hence, case studies are necessary to identify the complex interactions.
However, in the case shown in Figure 2B it is predictable that if the WDN is designed by assuming equal demands at each subsystem, the subsystem with higher demand will have pressure deficiency.
2.
The water quality may deteriorate in spatial distributed systems, especially in communities that have more periods of low flow when the water retention time in the system increases. 3.
As for the energy cost, there might be no significant difference between a uniform distributed system and a spatial distributed system. This is because the average demands served are the same in both cases.
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The Proposed Approach
To test the hypothesis, the proposed approach is to first create both uniform and distributed demand patterns. Next, optimal design of WDSs is carried out based on the two types of patterns, respectively. Finally, the design solutions are compared based on three metrics; i.e., capital cost, operational cost, and water quality. Detailed methodology is introduced below.
Creation of Spatial Demand Patterns
In this study, the spatial distribution of demands is represented by decomposing the uniform pattern of a WDS into several subsets. Each one of them refers to one community. The average demand (Q d,avg ) and peak demand (Q h,max ) remains unchanged on a system-wide level, while it differs on a community level. As Figure 4 shows, the decomposition is made on an example system, consisting of three communities (could also refer to subsystems), for further illustration.
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Optimal Design
The optimal design in this study is formulated as a single objective optimization problem, which aims at minimizing the capital cost and meanwhile satisfies performance requirements via proper pipe sizing. The decision variables are diameters for all the pipes in the WDSs, and the performance constraints include minimum allowed pressure and an acceptable range of velocities. The general model formulation is shown as Equations (1)- (5):
Subject to
where ci (di, Li)-cost of the pipe i with diameter di and length Li; Q-pipe flow; h-pipe head loss; H-nodal head; NN-node set; NP-pipe set; NPin,n-set of pipes entering node n; NPout,n-set of pipes leaving node n; NL-loop set; ND-discrete commercial diameter set; D-nodal demand; Hmin-minimum acceptable nodal head; Vmin-minimum acceptable velocity; Vmax-maximum acceptable velocity; c-unit cost per length. 
where c i (d i , L i )-cost of the pipe i with diameter d i and length L i ; Q-pipe flow; h-pipe head loss; H-nodal head; NN-node set; NP-pipe set; NP in,n -set of pipes entering node n; NP out,n -set of pipes leaving node n; NL-loop set; ND-discrete commercial diameter set; D-nodal demand; H min -minimum acceptable nodal head; V min -minimum acceptable velocity; V max -maximum acceptable velocity; c-unit cost per length.
Case Studies
Two case studies are analyzed using the proposed methodology to verify the three hypotheses mentioned above.
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Case Study One
As Figure 5 shows, the case study focuses on two virtual systems, which are created by duplicating a smaller water distribution network [9] . The two case study networks are composed of three communities, spatially organized into either longitudinal form ( Figure 5A ) or altitudinal form (Figure 5B ), respectively. With regard to the service region, the total population is around 60,000, and the supply area is about 600 hectares. A simple energy tariff (0.1 €/KWh) is used. For the "Uniform" design of the two systems, C1-Pattern1 is applied (Figure 6 ). The pattern represents the variation of water use on the maximum consumption day. For the "Distributed" design, two new demand patterns (C1-Pattern 2 and 3) are generated by scaling the C1-Pattern1. As a next step, each community is assigned a unique demand pattern ( Figure 6 ). Note that the three patterns satisfy the constraints specified in the process of demand pattern decomposition.
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Case Study Two
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The second case study concentrates on the battle of the water calibration network [17] . The network, known as C-Town, is a benchmark system being comprised of five communities. In each community, pump stations and regulating structures (tanks) are configured. The network topology, including 396 vertices and 444 edges in total, was extracted from the C-Town GIS system ( Figure 7A ). There is both longitudinal (between community 1 and the other communities) and altitudinal distribution (between community 2 and 3; and between community 4 and 5) in the system, seen in Figure 7B . Estimated monthly water demands are available at each junction, and a unique hourly demand pattern is available for each community for a period of 168 h (Figure 8 ). The energy tariff is provided in Table 2 where the energy prices are shown in cents/kWh. In accordance with case study one, the network is auto-designed using either uniform distributed patterns (weighted average of all given patterns, using monthly demands of communities as weights) or spatial distributed patterns (all patterns are available in Figure 8) . Again, the same constraints are imposed on pressure (H ≥ 20 m (196 kPa)) and velocity (0.1 m/s ≤ V ≤ 10 m/s.) respectively for both cases. Thereafter, the impacts are evaluated in the same way as in case study one. For all analyses, the simulation period is 168 h.
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Results and Discussions
Case Study One
For the virtual network with altitudinal demand distribution, as Table 3 shows, capital cost saving is achieved for the ideal distribution, of which big customers are close to the water source. In this case, the capital cost of distributed design under an ideal pattern (€2,920,510) is about 1.9% cheaper than that of the "Uniform" design (€2,976,800). On the other extreme, the distributed design under the worst pattern requires an expense of €3,053,730 to deliver large amounts of water remotely. Considering the small size of the network and the small differences within the demand patterns (C1-C3), the resulted capital cost difference (i.e., €133,220, about 4.4% higher than the case of ideal pattern) is actually quite considerable. For the virtual network with longitudinal demand distribution, there are marginal differences (about 0.45%) in capital costs of the Uniform and Distributed design (Table  4) . However, similar to the altitudinal cases, when the network "Uniform" operates under spatial distributed patterns, it may fail to accommodate the peak demand at a certain time step as insufficient pressures (e.g., 21.43 m < 26 m) are witnessed. These results indicate that the spatial distribution of demands for WDSs is to be considered in detail at the design stage to reduce the capital cost and eliminate local pressure problems. 
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For the virtual network with altitudinal demand distribution, as Table 3 shows, capital cost saving is achieved for the ideal distribution, of which big customers are close to the water source. In this case, the capital cost of distributed design under an ideal pattern (€2,920,510) is about 1.9% cheaper than that of the "Uniform" design (€2,976,800). On the other extreme, the distributed design under the worst pattern requires an expense of €3,053,730 to deliver large amounts of water remotely. Considering the small size of the network and the small differences within the demand patterns (C1-C3), the resulted capital cost difference (i.e., €133,220, about 4.4% higher than the case of ideal pattern) is actually quite considerable. For the virtual network with longitudinal demand distribution, there are marginal differences (about 0.45%) in capital costs of the Uniform and Distributed design (Table 4) . However, similar to the altitudinal cases, when the network "Uniform" operates under spatial distributed patterns, it may fail to accommodate the peak demand at a certain time step as insufficient pressures (e.g., 21.43 m < 26 m) are witnessed. These results indicate that the spatial distribution of demands for WDSs is to be considered in detail at the design stage to reduce the capital cost and eliminate local pressure problems. To reflect water quality, the system-wide average water age is computed by summing up the maximum water age of all nodes and subsequently dividing the sum by the number of nodes. As Table 5 demonstrates, if a WDS is designed using a uniform pattern, unexpected deterioration problems may occur in reality (i.e., under spatial distributed pattern). However, the "Distributed" design may not ultimately solve this problem, as it leads to increased periods of low flow with a prolonged water retention time in the system. As for energy consumption, the network "Uniform" and "Distributed" have almost the same pump operating costs in the altitudinal case. Although the uniform distributed patterns triggers slightly lower pump operation costs (less than about 0.93% on average), this is because the average demand of "Distributed" design is a bit larger (about 0.84%) on average due to the unavoidable loss of accuracy during creation of new patterns. Additionally, even though the layouts are different, both the network "Uniform" and "Distributed" have the same energy costs under identical spatial distribution of demand patterns. These results bear out hypothesis 2; i.e., for the same average demand, there might be no crucial differences in energy consumption between the "Uniform" and "Distributed" system. However, in the longitudinal case, the pump operating cost of "Distributed" is about 4% lower than the "Uniform", which is non-marginal. The reason behind this fact needs further investigation in the future. Nevertheless, both the network "Uniform" and "Distributed" also have nearly identical energy costs under identical spatial distribution of demand patterns.
Case Study Two
Similar to case study one, the network "Distributed" reduces the capital cost by 93,400 (€) (about 1.6%, calculated based on Table 6 ). Table 6 summarizes the diameter distributions and costs of pipes with different diameters in the two auto-designed networks. The difference between the two cases is not remarkable, as there appears to be little difference between the demand patterns. This effect is more pronounced in large scale systems with significant variant demand patterns. As the average of maximum water age hours increases by a maximum of 7.45 h (Table 7 ), water quality is diminished for the network "Distributed". Considering energy cost, there are rather small differences coming from the same reason as discussed in the "Case Study One" section. This study further confirms that, for a specific WDS, the spatial distribution of demand could have non-negligible effects on capital cost, water age, and energy consumption. 
Conclusions
Water distribution systems (WDSs) are typically designed using a uniform demand pattern, whereas there might be noteworthy differences among regional-specific demand patterns. As a result, a WDS may fail to provide an expected level of services when it is running under the unexpected real demand patterns. Constrained by data availability and resolution of data, it may not always be feasible to fully understand the spatial distribution of demand patterns and the corresponding effects. Despite estimation, spatial variability is a difficult job. However, regarding the design under uncertainty, this study provides insight on if it is worthwhile to further focus on spatial variability in the design process or not, or if other sources of uncertainty (e.g., demand itself) are more important.
This study shows that the layouts/configurations play a decisive role, and the impact of the spatial distributed patterns is rather crucial. The analysis of the spatial variability of demand patterns allows to conclude for water distribution system design and operation as follows:
• Water distribution system design based on spatial distributed demand patterns may reduce capital cost (e.g., about 4.4%) in systems in which communities with high peak demands are close to the water source and vice versa. For practical application, an uncertainty analysis can be made to compare the cost efficiency and performance of a number of designs based on different possible demand patterns. Further, the cost efficiency analysis should evaluate the saving on capital cost as well as any extra investments required for addressing the demand spatial variability by detailed demand assessment.
•
As for water age, the spatial distribution of demand induces water age deterioration. For example, the average water retention time is prolonged by 7.45 h in case study two under spatial-variant patterns. This phenomenon mainly results from the appearance of increased periods of low flow-particularly in communities with a high peaking factor.
Irrespective of the demand patterns used in the design phase, the pump operating costs are nearly identical in all cases as long as the same average demands are applied.
As a result, it is important to check the system's performance using community-specific demand patterns at the design stage. The "Uniform" design strategy might result in higher life-cycle cost (with similar operational cost, but higher capital cost), and failures to meet pressure constraints during peak times.
As a next step, not only the effect of more complex demand patterns should be investigated, but also the effect of temporal variability (by using historical water demand records). The results, accounting for both spatial and temporal variability, would further improve engineering decision making both in design strategy and operational control. 
