A fast and accurate classification method for sewage sludge biological activity classification is of great significance for wastewater treatment. However, the data are often imbalanced and the accuracy of traditional classification algorithms applied to imbalanced small classes of data is very low. Such small classes are crucial application data. Therefore, based on the analysis of eight microorganisms, a novel method is proposed in this paper for the classification of activated sludge known as balanced support-vector-based back-propagation (SV-BP) neural network. It first splits the multiclass classification problem into a plurality of pairwise classification problems and uses a support vector machine (SVM) to achieve equalization. Second, the new dataset is produced, following which back-propagation neural network (BPNN) is used for training and classification. To examine the efficiency of the model, 1731 real data points are collected from a wastewater treatment factory and divide the data into four classes with the help of wastewater experts. Based on the new model, data redundancy and noise are greatly reduced. With area under the curve (AUC) measurements, we find that the AUC of SV-BP is 6.9% higher than classical BPNN. In addition, the small-class recognition rate of SV-BP is far better than that by classical BPNN and SVM algorithms.
INTRODUCTION Motivation
Activated sludge processing is one of the most common wastewater treatments. In this paper, it mainly contains four parts: primary settler, hydrolysis acidification tank, biological tank and secondary settler. The raw wastewater composed of industrial, neutralized, and domestic wastewater firstly flows into primary settler and then is transported to the hydrolysis acidification tank. From the flowchart shown in Figure 1 , it can be seen that the key principle underlying this kind of sewage treatment is the third part which is named as biological tank. It is to use the metabolism of microorganisms to degrade wastewater pollutants, such as organic matter and disease-causing microorganisms. To improve the efficiency of this method, a direct approach is to use high-quality activated sludge, which is measured by its biological activity. By analysing the bioactivity of microorganisms in the biological tank, wastewater treatment experts can judge the quality level of the sludge bioactivity and sewage treatment. For hundreds of wastewater plants and data, however, human experts may misclassify the activated sludge. This also requires expensive human labour and time.
The state-of-the-art Therefore it is very important to build a good mathematical model that could satisfy this requirement of wastewater treatment plants (WWTP) . One of the most popular conceptual models is the Activated Sludge Model No. 1 (ASM1) (Henze et al. ) , and its more complex versions ASM2d (Henze et al. ) and ASM3 (Gujer et al. ) . However, the components of wastewater are numerous and varied, and the related domain specific knowledge is very complex.
Therefore, it can result in increasing complexity of the mathematical models. 
Imbalanced data problem
However, our problem, i.e. the quality of activated sludge, can often be classified into four categories: excellent, good, general and poor. The different categories have greatly imbalanced distributions, for example, samples in 'general'
and 'good' classes are generally much larger than those in 'poor' and 'excellent' categories (in our case, the former two categories are approximately 40 times more prevalent than that of the latter two). This imbalance introduces great difficulties in the automatic classification of wastewater sludge and prediction of biological activity. For multiple discriminant analysis, it is generally believed that when the proportion of the minority and the majority class falls below 1:2, the data are imbalanced (Li ) . This is one of the main challenges in data mining and machine learning research. Imbalanced data exist in many real applications (He & Garcia ) , such as biomedical research (Eitrich et al. ; Li et al. ) , credit card fraud detection The difficulty of imbalanced data processing is that most conventional classification algorithms assume that the prior probability distribution of samples is a discrete uniform distribution or that the misclassification cost is equivalent.
However, when faced with non-uniformly distributed data, the small category samples will be drowned by larger category samples. Error rates from small category classification are relatively higher than those from large ones.
Since the late 1960s, researchers began to study the imbalanced data classification problem. Such research can be grouped into two distinct points of view. When the algorithm converges, it would identify the best weights, making the BPNN achieve the least amount of error. For binary classification, given training set {(x 1 , y 1 ), Then, the nearest sample point x i to hyperplane H should satisfy the conditions (interval δ ¼ 1)
Support vector machines
Assuming the distance between point and classification
Therefore, the sum of the interval between the two categories is the margin of 2= w k k, which is shown in (3) is generated as
To find the conditional extreme value, the extended Lagrange function is introduced as
where α i is the Lagrange multiplier, L(w, b, α) is derived from partial evaluation and w and α are limited as follows:
Updating Equations (4) with (5), the dual problem of formula (3) turns out to be
The solution to Equation (6) is the optimal solution of original optimization Equation (3). The vectors corresponding to α i > 0 are the SVs; they are the data close to the hyperplane.
Data preprocessing method for imbalanced data
Farquad & Bose () successfully applied SVM to solve a binary imbalanced data problem. They first extracted SVs from the data and used the new dataset instead of the original data. Their experiment on insurance data shows a larger improvement on sensitivity. The two imbalanced classes consist of a distribution of 94:6. With 25% sampling and 50% preprocessing, a comparatively balanced dataset was produced.
Finally, traditional multilayer perceptron, random forest and logistic regression algorithms were applied to compare the accuracy before and after pre-processing. In this paper, this methodology is extended to address the specific domain, namely sewage sludge biological activity classification;
further, the original idea is extended from two categories to multicategories of data and a hybrid approach that integrates preprocessing and cost-sensitive learning is proposed.
BPNN BASED ON BALANCED SUPPORT VECTORS Preprocessing
Classification using all of the imbalanced samples will not only increase the amount of required training time, but also cause a decrease in the generalization ability in the 'over-fitting' phenomenon and therefore decrease classification accuracy. To improve the balance ratio of multi-categorisation, we employ the SVM algorithm is employed, which includes two steps described below.
First, the original training set is assumed to consist of M categories, which are ω 1 , ω 2 . . . ω M , and the sample numbers are S 1 , S 2 , . . . , S M . Next, every pair of classes ω i and ω j is taken to construct a classifier; therefore it has a total of (M À 1) × M=2 classifiers. The corresponding number of discriminant function bias b is
For each sample, its classification result depends on the competition of all classifiers. Thus, the classifier optimization problem is transformed from
Second, if S i ≫ S j , it is an imbalanced distribution problem. Suppose ω i is the majority class (the negative class) and ω j is the minority class (the positive class);
to eliminate the impact of the imbalanced distribution, the penalty factors is introduced to adjust the positive and negative classes C With the introduced penalty, the SVM training procedure
where C þ j is the penalty of misclassifying a negative class sample as a positive sample and C À i is the penalty of misjudging a positive class sample as a negative sample. Then, the dual form becomes
where e is the unit vector and Q is a positive semi-definite matrix. Based on Chang & Lin (), further consolidation yields
Let
Equation (11) is the optimal solution of original problem (8). Its decision function is shown as in Equation (6), where the corresponding vectors of α i > 0 are the SVs.
The classification model
To effectively solve our imbalanced multi-category activated sludge classification problem, we propose a balanced SV-BP neural network. The area under the curve (AUC) is employed as our evaluation standard to measure the results.
The detailed process is shown in Figure 4 .
Evaluation
Most traditional classification algorithms assume category distribution is balanced; therefore the performance evaluation method uses the overall recognition rate. However, for imbalanced datasets, classical evaluation methods often lead to high recognition rates of the majority class, whereas the recognition rates for the minority class are low. This result cannot adequately satisfy the demand for high accuracy on the minority class (e.g. the 'excellent' sludge recognition rate) in actual production. Therefore, traditional evaluation methods are not suitable for imbalanced data. There are other evaluation methods to address this problem, including for example, F-measure, G-mean, receiver operating characteristic curve (ROC), AUC and optimized precision (Ranawana & Palade ) . For activated sludge classification, the weighted AUC-w is employed as evaluation method. The mathematical description is as follows. Let the negative sample set be
}, where M1 is its category number, and let the positive sample set be minority class, the higher weight is given. Then, AUC is used to measure the classification results and the model is
where i indicates the negative class and j represents the positive class. To look for maximum F(W), the training parameters of the classification algorithms are optimized to achieve the best performance. To evaluate classifier learning performance, sensitivity, the overall recognition rate and specificity are also employed as evaluations measures for our proposed method.
EXPERIMENTS AND ANALYSIS Dataset
The dataset is obtained from an activated sludge data collection system for a large biological wastewater treatment plant (Figure 1 ). The ecosystem in the activated sludge includes bacteria, protozoa and metazoans. There is a complicated competition for survival and ecological balance among these microbial populations. They form a symbiotic relationship with great adaptation to the extreme environments.
When environmental parameters such as water quality and treatment procedure are fixed, the activated sludge will develop into a stable biological community. For example, if a large amount of toxic substance flows into sewage sludge, the strong-tolerance species will grow rapidly, and their population will be much larger than that of other species.
According to rules provided by activated sludge experts, indicators involving eight groups can fully describe sludge quality. These eight groups are Mastigophora (X 1 ), Amoebae (X 2 ), Vorticella (X 3 ), Epistylis (X 4 ), Opercularia (X 5 ), Suctorida (X 6 ), rotifers (X 7 ) and Trachelophyllum (X 8 ). From the expert rules shown in Table 1 , it can be noted that these microbial populations can reflect the acti- 1 Mastigophora (X 1 ) and other protozoa appeared in large numbers, and Peritrichida are rare Bad 2 Amoebae (X 2 ) and rotifers (X 7 ) appeared in large numbers Bad (dispersion or dissolution) 3
There are large number of Mastigophora (X 1 ) and the number of bare amoebae (X 2 ) is small Bad (high load or the existence of refractory material) 4 Vorticella (X 3 ), Epistylis (X 4 ), Opercularia (X 5 ), Suctorida (X 6 ) and other sessile ciliated classes and creeping type animals appeared in large numbers and in good shape and also account for the entire biological individual number 80% or more Excellent (water clarification) 5 Trachelophyllum (X 8 ) and other slow swimming-type protozoa appeared in large numbers Bad-> good 6 Highly diverse microbial species, there is no dominant number of microorganisms Good 7 Few microbial species, or a microorganism dominant Bad smaller than the points behind A on the tail. Based on these data, the cluster count and sludge bioactivity quality level are set as four. Fortunately, with the knowledge of sludge bioactivity quality analysis experts in the plant, the category number coincides with the following four grades: excellent, good, general and poor.
The more serious problem is that the class distribution of each category is 20:292:1393:26, which is shown in the first line of Table 2 . It can be noted that this dataset presents a typical instance of the imbalanced distribution problem.
In the experimentation, the 'excellent', 'good' and When searching the SVs, because the number of categories is four, our multiclass classifier is first split into a plurality of two classifiers. Therefore, p ¼ (4 À 1) × 4=2 ¼ 6 binary classifiers are constructed which are shown in Table 3 . In Table 3, 
COMPARISON AND DISCUSSION
Classification results of the SVM, BP and SV-BP classifiers are summarised in Table 4 where 'Total RR' indicates total recognition rate and 'Class X AR' is the accuracy rate of the Xth class. Results show that SV-BP is better than traditional SVM and BP algorithms in both the total recognition accuracy rate and the small-class recognition rate. Especially for the latter measure, the first small class (i.e. 'excellent') even cannot be recognized in the BP and SVM approaches, but SV-BP achieves 0.5. The runtime is also reduced to one-third of that of traditional algorithms.
To overcome the misclassification costs for each category, AUC is used as a measurement. Class 3 (general)
indicates the majority class, and all the others (class 1, class 2 and class 4) are the minority classes in this paper. The ROC simulation data are shown as the last column of Table 4 . Larger values of AUC mean that the corresponding classifiers are more concerned about minority class accuracy, so the classifier performance in the third row AUC3 ¼ 2:06 ð Þ is better than that of the second row AUC2 ¼ 1:97 ð Þof Table 4 . Therefore, it can be observed that when using the traditional BP algorithm, it clearly assumes that the prior probability distribution of each class is balanced; however, the minority class samples error rate was higher. Conversely, SV-BP overcame the adverse effects experienced by the BP algorithm due to imbalanced data, because the extraction of SVs by SVM established a relatively balanced dataset. A classifier based on our SV-BP algorithm is not only effective in removing redundant information from the training set, but also increases the minority class recognition rate, increases prediction accuracy and reduces runtime.
CONCLUSIONS
In this paper, a novel approach for automatically classifying activated sludge is proposed. First, eight microbial groups were used to construct a feature space based on expert knowledge, then employed k-means to discover different Total RR is the total recognition rate; Class X AR indicates the accuracy rate of class X(X ¼ 1, 2, 3, 4); AUC1, AUC2 and AUC3 represent AUC of SVM, BP, and SV-BP algorithms; T1, T2 and T3 represent runtime of SVM, BP, and SV-BP algorithms, respectively. clusters of sludge quality. Further, to solve the most difficult problem, i.e. significantly multi-classes imbalanced data, a novel SV-BP algorithm is proposed. To evaluate our new algorithm's performance, traditional SVM and BP networks are compared with SV-BP. Simulation results showed that the SV-BP algorithm not only effectively removed information redundancy and noise but also obtained higher accuracy and reduced classifier training time. In addition, the recognition rates of both the overall performance and minority classes were better than that of traditional approaches. This new pipeline can therefore improve the ability to automatically classify quality levels of activated sludge. This in turn will help realize better monitoring of sludge processing conditions at biological treatment and improved controlling of the production requirements of return sludge and discharge volumes, achieving the overall purpose of energy conservation.
