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INJECTIVE CONVEX POLYHEDRA
MAE¨L PAVO´N
Abstract. It was shown by Nachbin in 1950 that an n-dimensional normed
space X is injective or equivalently is an absolute 1-Lipschitz retract if and only
if X is linearly isometric to ln
∞
(i.e., Rn endowed with the l∞-metric). We give
an effective convex geometric characterization of injective convex polyhedra
in ln
∞
. As an application, we prove that if the set of solutions to a linear
system of inequalities with at most two variables per inequality is non-empty,
then it is injective when endowed with the l∞-metric.
1. Introduction
We call a metric space X injective if for any metric spaces A,B such that there
exists an isometric embedding i : A → B and for any 1-Lipschitz (i.e., distance
nonincreasing) map f : A → X , there is a 1-Lipschitz map g : B → X satisfying
g ◦ i = f (cf. [1, Section 9] for the general categorical definition). In particular,
it follows from a result of Nachbin that a real normed space X is injective in the
the category of metric spaces if and only if X is injective in the category of linear
normed spaces.
The purpose of the present work is to provide an effective characterization of
injective convex polyhedra in ln∞ by proving an easy combinatorial criterion. It is
important to note that only the case of the l∞-metric is relevant since if a convex
polyhedron P ⊂ Rn with non-empty interior is injective for some norm ‖·‖ on Rn,
then considering an increasing sequence of rescalings of P whose union is equal to
Rn, it follows by Lemma 3.1 that the space (Rn, ‖·‖) is itself injective and by [10,
Theorem 3], which states that an n-dimensional normed space X is injective if and
only if X is linearly isometric to ln∞, it follows that (R
n, ‖·‖) is isometric to ln∞.
Note at this point that linear subspaces of injective normed spaces need not be
injective. A straightforward example is the plane
V := {x ∈ l3∞ : x1 + x2 + x3 = 0} (1.1)
which is not injective since it can be easily seen that the unit ball of V is an hexagon
and thus V cannot be isometric to l2∞. Furthermore, Example 1.4 exhibits a non-
injective convex polyhedron with injective supporting hyperplanes and Example 1.5
an injective convex polyhedron with a non-injective face.
It was noted in [7] that a good characterization of injective polytopes is missing.
The present work gives a solution to this problem. We shall start by giving in
the next section a characterization of injective affine subspaces of ln∞ and as a
consequence we shall obtain an easy injectivity criterion for hyperplanes, namely if
ν ∈ Rn \ {0}, then the hyperplane
X := {x ∈ Rn : x · ν = 0} ⊂ ln∞ (1.2)
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(where x · y denotes the standard scalar product on Rn) is injective if and only if
‖ν‖1 ≤ 2 ‖ν‖∞ . (1.3)
For α ∈ R and ∅ 6= A,B ⊂ Rn, we define αA,A + B,A − B ⊂ Rn in the obvious
way and we set [a, b]A :=
⋃
α∈[a,b] αA. For a convex polyhedron ∅ 6= P ⊂ R
n and a
point p ∈ P , the tangent cone TpP is given by
TpP :=
⋃
m∈N
Pp,m where Pp,m := p+m(P − p).
The effective characterization we are aiming at will be obtained in two steps. First,
we shall prove that injectivity follows from a local injectivity property namely
injectivity of tangent cones. It is no restriction to assume that the interior of P
satisfies int(P ) 6= ∅ in the next theorem:
1.1. Theorem. Let P ⊂ ln∞ be a convex polyhedron such that int(P ) 6= ∅. Then,
the following are equivalent:
(i) P is injective.
(ii) TpP is injective for every p ∈ ∂P .
By a convex polyhedron in Rn we mean a finite intersection of closed half-spaces.
Closed half-spaces are just called half-spaces when no ambiguity arises. A convex
polytope is then a compact convex polyhedron. A cone C is a subset of Rn such that
x ∈ C implies λx ∈ C for any λ ≥ 0. Convex polyhedra which are additionally cones
are called convex polyhedral cones. If C is a convex polyhedral cone and x ∈ Rn, the
apex apex(x+C) of a translate of C is defined as the affine space x+V where V is
the biggest linear subspace of Rn contained in C. It is easy to see that TpP −p is a
convex polyhedral cone. In the sequel, the relative interior of a subset S is denoted
by relint(S). The dimension of a convex polyhedron P ⊂ Rn is the dimension of
its affine hull. One has int(P ) 6= ∅ if and only if dim(P ) = n and in this case, F
is a facet of P if and only if F is a face of P and dim(F ) = n − 1. Let us denote
by Faces(P ) and Facets(P ) the set of non-empty faces and the set of facets of P
respectively, for any subset S ⊂ Rn let Faces(P, S) := {F ∈ Faces(P ) : F ∩ S 6= ∅}
and let Faces(P, S)c be the complement of Faces(P, S) in Faces(P ). Moreover,
Facets∗(P, S) := {F ∈ Facets(P ) : relint(F ) ∩ S 6= ∅}. Note that the closed unit
ball B(0, 1) ⊂ ln∞ is nothing but the n-hypercube [−1, 1]
n endowed with the l∞-
metric. The following theorem characterizes injective convex polyhedral cones:
1.2. Theorem. A convex polyhedral cone C ( ln∞ with int(C) 6= ∅ is injective if
and only if the following hold:
(i) TpC is injective for every p ∈ ∂C \ apex(C).
(ii) There is a facet F ∈ Facets∗([−1, 1]n, C) such that −F /∈ Facets∗([−1, 1]n, C).
It follows from Theorem 1.2 in the case where ∂C \ apex(C) = ∅ or equivalently
when C is a half-space, that (1.3) is an injectivity criterion for the half-spaces having
the hyperplane X as in (1.2) as boundary. For p ∈ ∂C \apex(C) 6= ∅, the dimension
of apex(TpC) is strictly bigger than that of apex(C) and making repeated use of
Theorem 1.2 on tangent cones, one thus easily obtains:
1.3. Corollary. A convex polyhedron P ( ln∞ with int(P ) 6= ∅ is injective if and
only if for every p ∈ ∂P , the convex polyhedral cone K := TpP − p satisfies (ii) in
Theorem 1.2, which means that there is a facet F ∈ Facets∗([−1, 1]n,K) such that
−F /∈ Facets∗([−1, 1]n,K).
INJECTIVE CONVEX POLYHEDRA 3
There are several equivalent characterizations of injective metric spaces and one
of them is hyperconvexity (cf. [2]). We call a metric space X hyperconvex if for
every family {(xi, ri)}i∈I in X×R satisfying ri+ rj ≥ d(xi, xj) for all (i, j) ∈ I× I,
one has
⋂
i∈I B(xi, ri) 6= ∅ (with the convention that the intersection equals X
itself if I = ∅) where B(x, r) will denote throughout the text, a closed ball in
the contextually relevant metric (whereas open balls will be denoted by U(x, r)).
Furthermore, if Y ⊂ Z with Z being injective and if there is a 1-Lipschitz retraction
r : Z → Y (i.e., r ∈ Lip1(Z, Y ) and r|Y = idY ), then Y is injective (this follows
immediately from the definition of injectivity given above). The following two
examples show that the characterization we are looking for requires more effort
than one would think at first sight:
1.4. Example. Consider the half-spaces
H := {x ∈ l4∞ : x1 ≥ 0}
and
H ′ := {x ∈ l4∞ : x1 ≤
1
3
(x2 + x3 + x4)}.
Note that it is easy to see that both H and H ′ are injective by considering in each
case the 1-Lipschitz retraction given by mapping each point in the complement to
the unique corresponding point on the boundary so that all coordinates but the
first remain unchanged and then extending by the identity. Moreover, both ∂H
and ∂H ′ are injective by (1.3). However, it is easy to see that P := H ∩H ′ ⊂ l4∞
is not injective by considering the three points
{p, p′, p′′} := {(0, 0, 0, 0), (0, 0,−2, 2), (0,−2, 0, 2)} ⊂ ∂H ∩ ∂H ′ ⊂ P,
note that
I := B(p, 1) ∩B(p′, 1) ∩B(p′′, 1) = {(t,−1,−1, 1) : t ∈ [−1, 1]},
hence I ∩ P = ∅. Thus P is not hyperconvex and therefore not injective.
Next, we have:
1.5. Example. Consider the injective half-space H ′ defined above, let further
H ′′ := {x ∈ l4∞ : x1 ≤ 0} and
P ′ := H ′ ∩H ′′ ⊂ l4∞.
Note that the face
F := ∂H ′ ∩ ∂H ′′ ⊂ l4∞
of P ′ is not injective since
F = {x ∈ l4∞ : x1 = 0, x2 + x3 + x4 = 0}
is isometric to (1.1) which is not injective as we already noted. Let us now however
show that P ′ is injective by defining an explicit 1-Lipschitz retraction r of l4∞ onto
P ′. Let ̺ ∈ Lip1(l
4
∞,R) be the map
(x1, . . . , x4) 7→
1
3
(x2 + x3 + x4).
Now, let r : l4∞ → P
′ be given by
(x1, . . . , x4) 7→ (min{x1, 0, ̺(x)}, x2, x3, x4)
and note that r is the desired 1-Lipschitz retraction.
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Finally, we use Corollary 1.3 and a theorem of Shostak cf. [11], to prove:
1.6. Corollary. Consider two maps f, g : {1, . . . ,m} → {1, . . . , n} and ai, bi, ci ∈ R
for i ∈ {1, . . . ,m} such that
P :=
⋂
i∈{1,...,m}
{
x ∈ Rn : aixf(i) + bixg(i) ≥ ci
}
6= ∅.
Then, P ⊂ ln∞ satisfies the assumptions of Corollary 1.3 and is therefore injective.
2. Injective Linear Subspaces in ln∞
Consider for i ∈ In := {1, . . . , n} the linear isometry
µi : l
n
∞ → l
n
∞, (x1, . . . , xn) 7→ (x1, . . . , xi−1,−xi, xi+1, . . . , xn)
and the 1-Lipschitz linear map
πi : l
n
∞ → R, (x1, . . . , xn) 7→ xi.
Moreover, let us denote by {e1, . . . , en} the standard basis of Rn. Injective convex
polyhedra were also studied in [9]. Note that Theorem 2.1 and 2.2 as well as
Lemma 3.1 in the next section already appear in [9]. Our proof of Theorem 2.1 is
however more elementary.
2.1. Theorem. Let ∅ 6= X ⊂ ln∞ be a linear subspace and let k := dim(X). Then,
the following are equivalent:
(i) X is injective.
(ii) There is a subset J ⊂ In with |J | = k such that for any i ∈ In \ J there exist
real numbers {c(i, j)}j∈J such that
∑
j∈J |c(i, j)| ≤ 1 and such that
X =
{
x ∈ ln∞ : ∀i ∈ In \ J , xi =
∑
j∈J
c(i, j)xj
}
.
Proof. Assume first that (ii) holds. Assume for simplicity that J = {1, . . . , k}. Let
us define the map L : lk∞ → l
n
∞ such that for any (y1, . . . , yk) ∈ l
k
∞,
L(y) :=
(
y1, . . . , yk,
k∑
j=1
c(k + 1, j)yj, . . . ,
k∑
j=1
c(n, j)yj
)
.
It is then easy to see that L is an isometric embedding with L(lk∞) = X . It follows
that X and lk∞ are isometric and thus X is injective.
Assume now that (i) holds, there consequently exists a linear isometric embed-
ding L : lk∞ → X ⊂ l
n
∞ (see the Introduction). In particular,
‖L(ej)‖∞ = 1 (2.1)
and
‖L(σej + τel)‖∞ = 1 (2.2)
for (j, l) ∈ Ik × Ik with j 6= l (where Ik := {1, . . . , k}) and σ, τ ∈ {±1}. Now, (2.1)
implies for j ∈ Ik the existence of some f(j) ∈ In such that |(πf(j) ◦ L)(ej)| = 1;
replacing L by L ◦ µj if necessary, we can assume without loss of generality that
(πf(j) ◦ L)(ej) = 1 (2.3)
for any j ∈ Ik. Therefore, (2.3) together with (2.2) imply that (πf(j) ◦ L)(el) = 0
for (j, l) ∈ Ik × Ik with j 6= l and thus f is injective. We summarize by writing
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(πf(j) ◦L)(el) = δjl. Now, we can assume for simplicity that f(j) = j for any j ∈ Ik
hence in particular J := f(Ik) = {1, . . . , k} and
(πj ◦ L)(el) = δjl. (2.4)
It follows that there are c(k + 1, j), . . . , c(n, j) ∈ R such that
L(ej) =
(
0, . . . , 0, 1, 0, . . . , 0, c(k + 1, j), . . . , c(n, j)
)
,
where the first k entries of L(ej) are zero except the j-th one. For any (σ1, . . . , σk) ∈
{±1}k, one has by linearity∥∥∥∥∥∥
k∑
j=1
σjL(ej)
∥∥∥∥∥∥
∞
=
∥∥∥∥∥∥
k∑
j=1
σjej
∥∥∥∥∥∥
∞
= 1.
Inserting successively appropriate values for (σ1, . . . , σk) in the above equality, one
obtains for any i ∈ In \ J = {k + 1, . . . , n},
k∑
j=1
|c(i, j)| ≤ 1.
Since X = L(lk∞), there are for any x ∈ X real numbers c1, . . . , ck ∈ R such that
x =
∑k
l=1 clL(el). For any j ∈ Ik, it follows from (2.4) that
xj = πj(x) =
k∑
l=1
cl(πj ◦ L)(el) =
k∑
l=1
clδjl = cj .
Hence finally
x =
k∑
j=1
xjL(ej) =
(
x1, . . . , xk,
k∑
j=1
c(k + 1, j)xj , . . . ,
k∑
j=1
c(n, j)xj
)
.
This proves that (ii) holds and concludes the proof. 
The next theorem is an immediate consequence of Theorem 2.1:
2.2. Theorem. Let ν ∈ Rn \ {0}. The hyperplane X = {x ∈ Rn : x · ν = 0} ⊂ ln∞
is injective if and only if ‖ν‖1 ≤ 2 ‖ν‖∞.
Proof. Assume first that X is injective. By Theorem 2.1, there is some i ∈ I such
that
X =
{
x ∈ ln∞ : −xi +
∑
j∈I\{i}
c(i, j)xj = 0
}
.
with
∑
j∈I\{i} |c(i, j)| ≤ 1. Define now ν so that νj := c(i, j) if j 6= i and νi := −1.
Note that ν is a normal vector of X and satisfies ‖ν‖1 ≤ 2 ‖ν‖∞.
For the other implication, let ν a normal vector of X satisfying ‖ν‖1 ≤ 2 ‖ν‖∞
and assume without loss of generality that ‖ν‖∞ = 1; hence, ‖ν‖1 ≤ 2. There is
i ∈ I such that |νi| = 1 and assume additionally without loss of generality that
νi = −1. Thus
∑
j∈I\{i} |νj | ≤ 1 and x · ν = −xi +
∑
j∈I\{i} νjxj , hence we can
apply Theorem 2.1 to
X =
{
x ∈ ln∞ : −xi +
∑
j∈I\{i}
νjxj = 0
}
,
to obtain that X is injective. This concludes the proof of the theorem. 
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3. Tangent cones of Injective Convex Polyhedra in ln∞
Throughout the text, we shall call a sequence of sets (Xm)m∈N increasing if and
only if Xm ⊂ Xm+1 for m ∈ N whereas it will be called decreasing if the reverse
inclusions hold.
3.1. Lemma. Let ∅ 6= S ⊂ ln∞ be a closed subset. Then, the following are equivalent:
(i) S is injective.
(ii) There is x ∈ S such that S ∩B(x, r) is injective for any r ∈ (0,∞).
(iii) There is an increasing sequence (Xm)m∈N of injective subsets of S such that
S =
⋃
mXm.
Proof. We shall only prove that (iii) implies (i) since the other implications follow
immediately from the definitions. In order to do so, we shall prove that (iii)
implies that S is hyperconvex. Consider a family {(xα, rα)}α∈A in S×R such that
rα + rβ ≥ ‖xα − xβ‖∞ for any (α, β) ⊂ A × A. Pick γ ∈ A arbitrarily and let
m0 ∈ N be such that xγ ∈ Xm0 . Consider a sequence (Am, ym)m∈N such that
Am :=
{
α ∈ A : xα ∈ Xm+m0
}
and
ym ∈ S ∩
⋂
α∈Am
B(xα, rα),
noting thatXm+m0∩
⋂
α∈Am
B(xα, rα) 6= ∅ hence S∩
⋂
α∈Am
B(xα, rα) 6= ∅. Since S
is closed and (ym) ⊂ S∩B(xγ , rγ), it follows that there is a convergent subsequence
(yml) such that yml → y ∈ S ∩ B(xγ , rγ). Thus, y ∈ S ∩
⋂
α∈AB(xα, rα). This
proves that S is hyperconvex and finishes the proof of the lemma. 
We shall make use in the proof of Theorem 1.1 of the following (cf. [12]):
3.2. Theorem. S ⊂ Rn is a convex polyhedron if and only if there is a convex
polytope Q and a convex polyhedral cone C such that
S = Q+ C.
For an n-dimensional polyhedron P and for k ∈ {0, 1, . . . , n− 1}, let Facesk(P )
denote the set of k-dimensional faces of P and let ∂kP be the union of all elements
of Facesk(P ). We shall use the notation d(A,B) := inf(a,b)∈A×B ‖a− b‖∞ for two
subsets ∅ 6= A,B ⊂ ln∞. The open δ-neighborhood
⋃
a∈A U(a, δ) ofA will be denoted
by N(A, δ).
Proof of Theorem 1.1. By Lemma 3.1 and by definition of TpP it immediately fol-
lows that (i) implies (ii). Assume now that (ii) holds. Let us consider an enumera-
tion {Fj}j∈{1,...,N} of Faces(P ) \ {P}. For j ∈ {1, . . . , N} we consider an arbitrary
point pj ∈ relint(Fj) and a corresponding 1-Lipschitz retraction ̺j : ln∞ → TpjP .
For p ∈ ∂P , let
εp := sup{ε ∈ (0,∞] : U(p, ε) ∩ TpP = U(p, ε) ∩ P}.
Note that if εp =∞ for some p, then P = TpP and thus P is injective. Otherwise,
we proceed inductively to show that there is a δ > 0 such that
P ∪N(∂P, δ) ⊂ P ∪
⋃
p∈∂P
U(p, εp).
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Suppose F ∈ Facesk(P ) \ {P}, for k = 0 we set c(F ) := F and for k ≥ 1:
c(F ) := F \N(∂0P ∪ ∂1P ∪ · · · ∪ ∂k−1P, δ(k)/2).
Moreover,
ε(k+1) := min
F∈Facesk(P )
[
1
2
min
Faces(P )∋F ′+F
d(c(F ), F ′)
]
.
By Theorem 3.2 it is easy to see that d(P ′, P ′′) > 0 for any two disjoint convex
polyhedra ∅ 6= P ′, P ′′ ⊂ ln∞ and thus ε
(k+1) > 0. Furthermore, let δ(0) := ε(1) and
δ(k+1) := min
{
ε(k+1),
δ(k)
2
}
.
Moreover, we set A0 := ∂0P and for k ≥ 1:
Ak :=
⋃
F∈Facesk(P )
c(F ) = ∂kP \N(∂0P ∪ ∂1P ∪ · · · ∪ ∂k−1P, δ(k)/2).
It follows by construction that for any p ∈ Ak and any F ∈ Faces(P ), one has
U(p, δ(k+1))∩F 6= ∅ if and only if p ∈ F . Hence U(p, δ(k+1))∩TpP = U(p, δ(k+1))∩P
for any p ∈ Ak. It follows by induction that⋃
p∈∂P
U(p, δ(n)) = N(∂n−1P, δ(n)) ⊂
n−1⋃
k=0
N(Ak, δ(k+1)).
This shows that δ := δ(n) > 0 satisfies P ∪ N(∂P, δ) ⊂ P ∪
⋃
p∈∂P U(p, εp). It
is now easy to see that we obtain a 1-Lipschitz retraction ̺ : N(P, δ) → P by
setting ̺ := ˜̺|N(P,δ) where ˜̺ := ̺1 ◦ · · · ◦ ̺N . By Theorem 3.2, there is a convex
polytope Q and a polyhedral cone C such that P = Q + C. We can assume
without loss of generality that 0 ∈ int(Q). We can set κ := 1 + δ2 diam(Q) and
since κP = κQ + C it follows that κP ⊂ N(P, δ). By iteration, we obtain a
sequence {(̺m, Pm)}m∈N of rescalings Pm := κmP of P and corresponding 1-
Lipschitz retractions ̺m : Pm → Pm−1 by setting ̺m(κx) := κ̺m−1(x) for m ≥ 2
and ̺1 := ̺|κP . Finally, we can define the 1-Lipschitz retraction r : ln∞ → P as an
inverse limit map for the system {(̺m, Pm)}m∈N, that is r(x) := (̺1 ◦ · · · ◦ ̺m)(x)
wherem is the smallest natural such that x ∈ Pm. It follows that P is injective. 
Let us consider a simple example to show that it is necessary in the above proof
to argue locally before extending to increasing rescalings.
3.3. Example. Consider Q := [−2, 0] × [−2, 0] = B((−1,−1), 1) ⊂ l2∞. We enu-
merate the tangent cones of Q as follows; for k ∈ {1, 2, 3, 4}:
C2k−1 := TpkQ where (p1, . . . , p4) := ((−2,−2), (−2, 0), (0, 0), (0,−2)),
C2k := TqkQ where (q1, . . . , q4) = ((−2,−1), (−1, 0), (0,−1), (−1,−2)).
Consider corresponding 1-Lipschitz retractions such that
̺2(x1, x2) := (−x1 − 4, x2) if x1 < −2 and ̺6(x1, x2) := (−x1, x2) if x1 > 0,
̺8(x1, x2) := (x1,−x2 − 4) if x2 < −2 and ̺4(x1, x2) := (x1,−x2) if x2 > 0
and extend ̺2, ̺4, ̺6 and ̺8 by the identity. Finally, we set for odd indices:
̺1 := ̺2 ◦ ̺8 and ̺2k−1 := ̺2k ◦ ̺2k−2 for k 6= 1. It is then easy to see that
(̺8 ◦ · · · ◦ ̺1)((−10,−10)) = (−6, 2) /∈ Q.
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3.4.Remark. Note that it is enough to assume that the minimal (for the inclusion)
tangent cones of P are injective. Hence, letting P be a convex polyhedron with
non-empty interior, the following are equivalent:
(i) P is injective.
(ii) All minimal tangent cones of P are injective.
4. Systems of Inequalities
For i ∈ In := {1, . . . , n} let π̂i ∈ Lip1(l
n
∞, l
n−1
∞ ) denote the map
(x1, . . . , xn) 7→ (x1, . . . , x̂i, . . . , xn)
and recall that πi ∈ Lip1(l
n
∞,R) denotes the map (x1, . . . , xn) 7→ xi. We start with
a proposition very similar to an idea originally from [4].
4.1. Proposition. Let I ⊂ In, R := {ri : i ∈ I} ∪ {ri : i ∈ I} ⊂ Lip1(l
n−1
∞ ,R) and
Q :=
{
x ∈ ln∞ : ∀i ∈ I, (ri ◦ π̂i)(x) ≤ xi ≤ (ri ◦ π̂i)(x)
}
.
Assume that:
(i) Q 6= ∅;
(ii) for any i ∈ I, ri ≤ ri.
It follows that Q is injective.
Proof. We first show the statement in the case R ⊂ Lipλ(l
n−1
∞ ,R) for some λ ∈
[0, 1). For i ∈ I, let us define ̺i ∈ Lip1(l
n
∞, l
n
∞) by setting
̺i(x) :=
(
x1, . . . , xi−1,min
{
(ri ◦ π̂i)(x),max{xi, (ri ◦ π̂i)(x)}
}
, xi+1, . . . , xn
)
for any x ∈ ln∞. Consider an enumeration I = {i1, . . . , iN}. Moreover, set
Gj := ̺ij ◦ · · · ◦ ̺i1 ,
G0 := idln∞ and
T := GN = ̺iN ◦ · · · ◦ ̺i1 .
Fix now x ∈ ln∞. We show that (T
m(x))m∈N converges to a fixed point of T . Let
us define the maps {fij}ij∈I ⊂ Lipλ(l
n
∞,R) by
fij : y 7→ min
{
(rij ◦ π̂ij )(y),max
{
αij , (rij ◦ π̂ij )(y)
}}
,
where αij := (πij ◦Gj−1 ◦ T
m)(x) = (πij ◦Gj ◦ T
m−1)(x). We further set
βij :=
∣∣∣πij((Gj ◦ Tm)(x) − Tm(x))∣∣∣
for any ij ∈ I and observe that
βij =
∣∣∣πij((Gj ◦ Tm)(x) − (Gj ◦ Tm−1)(x))∣∣∣
=
∣∣∣πij((Gj ◦ Tm)(x) − (̺ij ◦Gj ◦ Tm−1)(x))∣∣∣
=
∣∣(fij ◦Gj−1 ◦ Tm)(x) − (fij ◦Gj ◦ Tm−1)(x)∣∣
≤ λ
∥∥(Gj−1 ◦ Tm)(x) − (Gj ◦ Tm−1)(x)∥∥∞
≤ λ
∥∥(Gj−1 ◦ Tm)(x) − (Gj−1 ◦ Tm−1)(x)∥∥∞
≤ λ
∥∥Tm(x) − Tm−1(x)∥∥
∞
.
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Thus ∥∥Tm+1(x) − Tm(x)∥∥
∞
≤ max
ij∈I
βij ≤ λ
∥∥Tm(x) − Tm−1(x)∥∥
∞
.
It easily follows that (Tm(x))m∈N is a Cauchy sequence and thus converging to a
fixed point x∗ of T . This implies in particular that x∗ ∈ Q.
We now prove the statement in case only R ⊂ Lip1(l
n−1
∞ ,R) is assumed. More-
over, assume without loss of generality that 0 ∈ Q. By Lemma 3.1, it is enough
to show that for any R > 0, the set Q ∩ B(0, R) ⊂ ln∞ is injective. Fix R > 0
and note that g(0) = 0 for any g ∈ R, hence g(B(0, R)) ⊂ B(0, R) and thus
−R ≤ (ri ◦ π̂i)(x) ≤ (ri ◦ π̂i)(x) ≤ R for any x ∈ B(0, R). We can thus set for k ∈ N
and i ∈ I: λk := 1−
1
k as well as
(rki ◦ π̂i)(x) := λk
[
(ri ◦ π̂i)(x) −R
]
+R
and
(rki ◦ π̂i)(x) := λk
[
(ri ◦ π̂i)(x)−R
]
+R.
Set now for any k ∈ N:
Qk :=
{
x ∈ B(0, R) : ∀i ∈ I, (rki ◦ π̂i)(x) ≤ xi ≤ (r
k
i ◦ π̂i)(x)
}
.
Note that Rk := {rki : i ∈ I}∪{r
k
i : i ∈ I} satisfies R
k ⊂ Lipλk(l
n−1
∞ ,R). Hence, we
can apply the above argument and define the 1-Lipschitz retraction rk : B(0, R)→
Qk to be the pointwise limit of the sequence (T
m,k)m∈N. It follows that Qk is
injective. Finally, since the sequence (Qk)k∈N is decreasing for the inclusion and
Q ∩B(0, R) =
⋂
k∈N
Qk,
it follows that Q ∩B(0, R) is injective (cf. for instance [5, Theorem 5.1]). 
We shall later need a statement which is slightly more general than Proposi-
tion 4.1 and whose proof is a direct analogue of the above proof. Let I1, I2, I3 ⊂ In
with Ii ∩ Ij = ∅ if i 6= j and
R
1 := {ri : i ∈ I} ∪ {ri : i ∈ I}, R
2 := {ri : i ∈ I
2}, R3 := {ri : i ∈ I
3}
such that R1,R2,R3 ⊂ Lip1(l
n−1
∞ ,R). Set moreover
Q1 :=
{
x ∈ Rn : ∀i ∈ I1, (ri ◦ π̂i)(x) ≤ xi ≤ (ri ◦ π̂i)(x)
}
,
Q2 :=
{
x ∈ Rn : ∀i ∈ I2, (ri ◦ π̂i)(x) ≤ xi
}
,
Q3 :=
{
x ∈ Rn : ∀i ∈ I3, xi ≤ (ri ◦ π̂i)(x)
}
,
so that Q1, Q2, Q3 ⊂ ln∞. Assume finally that Q := Q
1 ∩Q2 ∩Q3 6= ∅ and that for
any i ∈ I1, ri ≤ ri. It follows that Q is injective.
5. The Cone KC
For j ∈ In = {1, . . . , n}, let us define the cone
Cj := {x ∈ R
n : xj = ‖x‖∞},
note that
int(Cj) = {x ∈ R
n : xj > max
i∈In\{j}
|xi|}
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and set
C := {−Cj : j ∈ In} ∪ {Cj : j ∈ In}.
Let ∅ 6= C ⊂ ln∞ be a convex polyhedral cone; in particular, 0 ∈ apex(C) and
C = C + C = λC for λ > 0 . Define
SC := {C
′ ∈ C : int(C′) ∩ C = ∅}.
Finally, set
K¯C := {p ∈ R
n : ∃ a ∈ apex(C) such that {C′ ∈ C : p ∈ a+ C′} ⊂ SC}
= apex(C) +
Rn \ ⋃
C′∈C\SC
C′

and
KC := R
n \ K¯C , (5.1)
noting in particular that KC is a cone, C ⊂ KC and apex(C)+KC = KC . Although
we shall use the above expression in the proof of Lemma 5.1, note that KC also
admits the expression
KC :=
⋂
a∈apex(C)
⋃
C′∈C\SC
(a+ C′). (5.2)
For a ν ∈ Rn \ {0}, let us denote by
Hν := {x ∈ R
n : x · ν ≥ 0}
the corresponding inner half-space at the origin with normal vector ν. Moreover,
we shall again denote the standard basis of Rn by {e1, . . . , en}. Note that in this
notation and for any j ∈ In,
Cj =
⋂
(i,σ)∈(In\{j})×{±1}
Hej+σei and − Cj =
⋂
(i,σ)∈(In\{j})×{±1}
H−ej+σei .
We shall now prove that the cone KC ⊂ ln∞ is injective. The purpose of introducing
KC is that we shall be able to construct in the proof Theorem 1.2 a 1-Lipschitz
retraction of KC onto C. It will follow from Lemma 5.3 that KC consists of the
union of C and points p ∈ ln∞ that are contained in a finite intersection
⋂
iB(xi, ri)
of balls centered at points xi ∈ C such that
apex(C) ∩
⋂
i
B(xi, ri) = ∅.
5.1. Lemma. Let C ⊂ ln∞ be a convex polyhedral cone such that int(C) 6= ∅, then
KC ⊂ ln∞ is injective.
Proof. We shall use Proposition 4.1. We set
I1 := {j ∈ In : ∃σ ∈ {±1} such that σCj ∈ SC and − σCj /∈ SC},
I2 := {j ∈ In : {Cj,−Cj} ⊂ SC}.
Whenever j ∈ I1 and τCj ∈ SC , set
I1(j,τ) := {(i, σ) ∈ (In \ {j})× {±1} : σCi ∈ SC}
and whenever j ∈ I2, let
I2(j,τ) := I
2
j := {(i, σ) ∈ (In \ {j})× {±1} : {Cj ,−Cj} ⊂ SC}.
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For α ∈ {1, 2} and j ∈ Iα, we define the cones
C˜τj :=
⋂
(i,σ)∈[(In\{j})×{±1}]\Iα(j,τ)
Hτej−σei
with C˜τj := Hτej if [(In \ {j})× {±1}] \ I
α
(j,τ) = ∅ and define for a ∈ apex(C) and
x ∈ Rn corresponding 1-Lipschitz functions by
rj,τa (x) := aj + τ max
(i,σ)∈[(In\{j})×{±1}]\Iα(j,τ)
σ(xi − ai).
If τ = 1, then y ∈ a + C˜1j if and only if yj ≥ r
j,1
a (y). We set (rj ◦ π̂j)(x) :=
infa∈apex(C) r
j,1
a (x) and
N(j,1) :=
⋂
a∈apex(C)
[
Rn \ int(a+ C˜1j )
]
=
{
x ∈ Rn : xj ≤ (rj ◦ π̂j)(x)
}
.
If τ = −1, then y ∈ a + C˜−1j if and only if yj ≤ r
j,−1
a (y). We set (rj ◦ π̂j)(x) :=
supa∈apex(C) r
j,−1
a (x) and
N(j,−1) :=
⋂
a∈apex(C)
[
Rn \ int(a+ C˜−1j )
]
=
{
x ∈ Rn : xj ≥ (rj ◦ π̂j)(x)
}
.
If j ∈ I1 and τCj ∈ SC , we set N(j,−τ) := R
n. Now, if j ∈ I2 we need to show that
rj ◦ π̂j ≤ rj ◦ π̂j , (5.3)
before we can apply the statement after Proposition 4.1. Let us set
Aj := Cj ∪
⋃
(l,η)∈I2
(j,1)
ηCl.
It is easy to see that apex(C)∩int(Aj) = ∅ since int(C) 6= 0. Furthermore, C˜1j ⊂ Aj
since for x ∈ C˜1j , if (i, σ) ∈ [(In \ {j})×{±1}] \ I
2
(j,1), then xj ≥ σxi. Hence, either
xj = ‖x‖∞ or there is (l, η) ∈ I
2
(j,1) such that ηxl = ‖x‖∞. It follows in particular
that apex(C) ∩ int(C˜1j ) = ∅. One then easily deduces (noting that C˜
−1
j = −C˜
1
j )
that [
apex(C) + int(C˜1j )
]
∩
[
apex(C) + C˜−1j
]
= ∅
and this implies that rj ◦ π̂j ≤ rj ◦ π̂j . Indeed, if r
j,1
a (y) < r
j,−1
a′ (y) for some y ∈ R
n,
it follows that [a+ int(C˜1j )] ∩ [a
′ + int(C˜−1j )] 6= ∅. Now, on the one hand, it is easy
to see that setting
NC :=
⋂
(i,σ)∈(I1∪I2)×{±1}
N(i,σ) (5.4)
it follows that KC = NC . Indeed, note that R
n \ KC ⊂ Rn \NC since if a face F
of [−1, 1]n which satisfies
F ∈ F :=
{
F ′ ∈ Faces([−1, 1]n) \ {[−1, 1]n} :
∀(i, σ) ∈ In × {±1}, if F
′ ⊂ σCi then σCi ∈ SC
}
,
then relint(F ) ∩ NC = ∅. Indeed, in the asymmetric case where F is such that
−F /∈ F , there is then j ∈ I1 such that F ⊂ σCj ⊂ SC for some σ ∈ {±1} and
thus relint(F ) is in the complement of N(j,σ). In the symmetric case where both
F and −F are in F , there is then j ∈ I2 such that F ⊂ σCj , −F ⊂ −σCj and
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{Cj,−Cj} ⊂ SC for some σ ∈ {±1}, thus relint(F ) is in the complement of N(j,σ).
Hence in both cases and for any λ > 0, one has:
relint
(
λF + apex(C)
)
∩NC = ∅
and thus Rn \KC ⊂ R
n \NC . Now, note that if x ∈ R
n \NC , then x ∈ a+ int(C˜
τ
j )
for some j ∈ Iα verifying τCj ∈ SC for some τ ∈ {±1}. Hence
x ∈ a+ int
τCj ∪ ⋃
(l,η)∈Iα
(j,τ)
ηCl

and thus x /∈ KC by (5.1). Finally, by (5.3) we can, using (5.4), apply the statement
following the proof of Proposition 4.1 to NC ⊂ ln∞ in order to obtain that NC is
injective and thus so is KC ⊂ ln∞, which finishes the proof. 
To illustrate Lemma 5.1, consider the case where C = Hen . It follows that
apex(C) = ∂Hen and SC = {−Cn}. Thus KC = C = Hen is injective by
Lemma 5.1, which we already know from the statement following the proof of Propo-
sition 4.1. In the case where C = Cn, one has apex(C) = {0} and SC = C \ {Cn}.
Hence KC = C = Cn is injective as we already know. Finally, if
C = Cεn :=
{
x ∈ Rn : xn ≥ max
i∈In\{n}
(1 + ε)|xi|
}
⊂ int(Cn) ∪ {0}
for some ε > 0, then we again have apex(C) = {0}, SC = C \ {Cn} and KC = Cn.
We moreover denote by
aff(X) :=
{
l∑
i=1
αixi : {α1, . . . , αl} ⊂ R, {x1, . . . , xl} ⊂ X,
l∑
i=1
αi = 1
}
⊂ Rn
the affine hull of a subset ∅ 6= X ⊂ Rn. We now define a class of polytopes that
can be obtained as a finite intersection of balls in ln∞.
5.2. Definition. For 1 ≤ k ≤ n, let
Ik :=
{
[−1, 1]n ∩
k⋂
j=1
(
TpjFj − p
j
)
⊂ Rn :
for all j ∈ {1, . . . , k}, Fj ∈ Facets([−1, 1]
n) and pj ∈ Fj
}
.
The next lemma will enable us to find for any p ∈ KC \ C a face F ∈
Faces(P, apex(C))c of a polytope P ∈ Ik such that for some γ¯ ∈ (0,∞) and
a¯ ∈ apex(C), Fp := γ¯F + a¯ contains p. The interesting feature of Fp will be
that it is stable under any 1-Lipschitz retraction of ln∞ onto a set containing C. It
is key that the set Ik is finite for every k and that Faces(P ) is finite for any P ∈ Ik.
5.3. Lemma. Let C ⊂ ln∞ be a convex polyhedral cone such that int(C) 6= ∅ and
0 ≤ k := dim(apex(C)) < n. Define ∆: apex(C)× (0,∞)→ R by
∆(a, γ) := min
P∈Ik
min
F∈Faces(P,apex(C))c
d(γF + a, apex(C))
with minF∈Faces(P,apex(C))c d(γF + a, apex(C)) := ∞ if Faces(P, apex(C))
c = ∅.
Then, for each p ∈ KC so that d(p, apex(C)) = η > 0, there are (a¯, γ¯) ∈ apex(C)×
[η,∞), P ∈ Ik and F ∈ Faces(P, apex(C))
c such that for Fp := γ¯F + a, one has:
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(i) p ∈ Fp as well as
(ii) d(Fp, apex(C)) is positive, ∆(0, 1) 6= ∞ and ∆(0, 1) is positive as well. In
addition:
d(Fp, apex(C)) ≥ ∆(a, γ¯) = γ¯∆(0, 1) ≥ η∆(0, 1).
(iii) Moreover, for any set C ⊂ X ⊂ ln∞ and any retraction r ∈ Lip1(l
n
∞, X) onto
X, one has r(Fp) ⊂ Fp.
In the proof of Lemma 5.3, we shall, for given points p and q in ln∞, consider⋃
m∈N∩[n0,∞)
B(mq, ‖mq − p‖∞) ⊂ l
n
∞.
It is not difficult to see that there is a threshold n0 ∈ N as well as q¯ ∈ Rq such
that ‖mq − p‖∞ = ‖mq − q¯‖∞ for any m ≥ n0 and such that the sequence of
balls (B(mq, ‖mq − p‖∞))m∈N∩[n0,∞) is increasing. Altogether, this implies that
the above union can be written as the tangent cone
Tq¯B(n0q, ‖n0q − p‖∞).
For a fixed point p ∈ KC \ C, we shall iterate in the proof below, the above
observation as many times as the dimension k of apex(C). Going from step j to
step j+1, we consider a particular increasing sequence of balls with centers on a line
in apex(C) and whose union is the tangent cone Tz¯B(z,R1) as described above.
Following an easy criterion described in the proof, we consider a corresponding
sequence of balls centered on a ray in C in the interior of a cone σiCji ∈ C and once
more, it follows as above, that their union can be written as a tangent cone to a
ball, namely in this case p +Hσieji . These two tangent cones are defined in such
a way that their intersection Gj+1 (which is then by definition an increasing union
of intersection of balls centered in C) is (n− 1)-dimensional. Hence,
⋂k
l=0Gl is of
a similar form and we shall show that
apex(C) ∩
k⋂
l=0
Gl = {a¯}.
Finally, we shall consider the polytope P := B(a¯, γ¯)∩
⋂k
l=0Gl which is a translated
rescaling of a polytope in Ik (cf. Definition 5.2) and we shall show that P has a
face p ∈ Fp which is disjoint from apex(C) and which can be written as a finite
intersection of balls centered in C. In particular, Fp is stable under any 1-Lipschitz
retraction of ln∞ onto a subset containing C. Finally, note that if C is injective
(hence hyperconvex), then in particular Fp ∩ C 6= ∅.
Proof of Lemma 5.3. Fix p ∈ KC such that η := d(p, apex(C)) > 0. We set A0 :=
apex(C), G0 := l
n
∞, D0 := l
n
∞. We continue inductively and define for 1 ≤ j+1 ≤ k
the following
Aj+1 := apex(C) ∩
j+1⋂
l=0
apex(Gl) and Dj+1 :=
j+1⋂
l=0
aff(Gl)
as well as the sets G1, . . . , Gk along the following procedure: for each 0 ≤ j ≤ k−1,
choose arbitrarily a ∈ Aj and set Yj := B(a, 1) ∩Dj . Next, pick q ∈ Aj such that
the following hold:
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(1) If there is a facet F of Yj such that Aj ∩ relint(F ) 6= ∅, then q ∈ Aj ∩
relint(F ).
(2) If for any facet F ′ of Yj , one has Aj ∩ relint(F ′) = ∅, then there is a face
F ′′ of Yj with dim(F
′′) ≤ dim(Yj) − 2 such that Aj ⊂ aff(F ′′ ∪ {a}) and
then q ∈ Aj ∩ relint(F
′′).
It is not difficult to see that exactly one of these two cases occur. Let us now
set qm := a +m(q − a) for m ∈ N. There exists m1 > 0 such that one can find
I := {(j1, σ1), . . . , (jN , σN )} ⊂ In × {±1} so that ‖p− qm‖∞ = σi(pji − q
m
ji ) for
m ≥ m1 if and only if (ji, σi) ∈ I. Hence p ∈ qm + [
⋂
(ji,σi)∈I
σiCji \
⋃
(l,τ)/∈I τCl].
Since p ∈ KC and qm ∈ apex(C), it follows that there is some (ji, σi) ∈ I such that
w ∈ C ∩ int(σiCji) 6= ∅. We then set w
m := a +mw ∈ C ∩ [a + int(σiCji)]. As
we noted before the proof, one can find z, z¯ ∈ a+ R(q − a), as well as R1 > 0 and
m2 ∈ N ∩ [m1,∞) such that:
Tz¯B(z,R1) =
⋃
m≥m2
B(qm, ‖qm − p‖∞)
and v, v¯ ∈ a+ Rw as well as R2 > 0 such that
p+Hσieji = Tv¯B(v,R2) =
⋃
m≥m2
B(wm, ‖wm − p‖∞).
We then set
Gj+1 := Tz¯B(z,R1) ∩ (p+Hσieji )
which is a face of Tz¯B(z,R1) and thus in particular a cone with
apex(Gj+1) = apex(Tz¯B(z,R1)).
By construction, we can define the re-indexing 1 ≤ f(j + 1) := ji ≤ n such that
aff(Gj+1) = p+ ∂Hef(j+1) .
There is I(j) := {f(1), . . . , f(j)} ⊂ In such that for any x, y ∈ Dj and for any
f(l) ∈ I(j), xf(l) = yf(l). Therefore, since for m ≥ m2 both p and q
m are in Dj
and p ∈ qm + σiCji it follows in particular that ji /∈ I(j). Hence q
m /∈ aff(Gj+1) =
p + ∂Heji and therefore ∅ 6= aff(Gj+1) ∩ Aj 6= Aj . Now, it is easy to see that for
1 ≤ j + 1 ≤ k, one has:
Gj+1 ∩ Aj = apex(Gj+1) ∩ Aj = aff(Gj+1) ∩ Aj ,
dim(Aj+1) = dim(Aj)−1 andAk = {a¯} ⊂ apex(C). We finally set γ¯ := ‖a¯− p‖∞ ≥
η and
P := B(a¯, γ¯) ∩
k⋂
l=0
Gl.
Similarly to what we have argued before, since p ∈ KC there is b ∈ C∩int(a¯+τCn0)
where n0 /∈ I(k) such that setting β := ‖b− p‖∞ and
Q := B(a¯, γ¯) ∩Dk,
one has that F¯ := B(b, β) ∩Q is a facet of Q in Dk. Setting finally Fp := F¯ ∩ P =
B(b, β) ∩ P , it follows that Fp has the desired properties, in particular it is a face
of P (Remark that Fp = F¯ ∩ P = (aff(F¯ ) ∩ Q) ∩ P = aff(F¯ ) ∩ P and there is a
half-space H of Dk such that rel∂H = aff(F¯ ) and P ⊂ Q ⊂ H . Hence Fp is a face
of P cf. [12, Chapter 2]) and note that P is a translated rescaling (with parameters
a¯ and γ¯) of a polytope in Ik. This proves (i).
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Moreover, d(Fp, apex(C)) is positive since
Fp ∩ apex(C) = Fp ∩Dk ∩ apex(C) = Fp ∩ {a¯} = ∅.
The rest of (ii) is easily seen to hold. Indeed, ∆(0, 1) is positive since Ik is a finite
set and thus up to rescaling and translation along points of apex(C), there are
only finitely many different intersections of a hyperplane of the form p + Hσieji
with a tangent cone to a ball like Tz¯B(z,R1) and thus there are only finitely many
different outcomes for the sets G1, . . . , Gk depending only on the dimension of l
n
∞
and independently of the particular C.
Since P is bounded and looking at the definition of the sets G1, . . . , Gk; it is
clear that the set P can be expressed as an intersection of closed balls centered in
C that are pairwise intersecting and note that such balls are stable under r as given
in (iii). This finally concludes the proof of the Lemma. 
To illustrate Lemma 5.3, consider again the case where
C = Cεn := {x ∈ R
n : xn ≥ max
i∈In\{n}
(1 + ε)|xi|} ⊂ int(Cn) ∪ {0}
for some ε > 0 and consequently apex(C) = {0}, SC = C \{Cn} and KC = Cn. For
any p = (p1, . . . , pn) ∈ Cn \ Cεn, one has
Fp = B(0, ‖p‖∞) ∩ (p+Hen) = {x ∈ l
n
∞ : ‖x‖∞ = ‖p‖∞ and xn = pn}.
Now, in the case C = Cεn + Ren−1, one has apex(C) = Ren−1, KC = Cn + Ren−1.
For any p = (p1, . . . , pn) ∈ KC \ C, one has with p¯ := (0, . . . , 0, pn−1, 0):
Fp = ∂(p+Hen−1) ∩B(p¯, pn) ∩ (p+Hen)
= {x ∈ ln∞ : ‖x− p¯‖∞ = pn, xn−1 = pn−1 and xn = pn}.
6. Injective Convex Polyhedral Cones
We shall also make use in the next lemma of the observation we made before the
proof of Lemma 5.3.
6.1. Lemma. Let C ⊂ ln∞ be an injective convex polyhedral cone with non-empty
interior such that for any F ∈ Facets∗([−1, 1]n, C), −F ∈ Facets∗([−1, 1]n, C) as
well. Then C = Rn.
Proof. By assumption there is a subset I ⊂ In = {1, . . . , n} such that
C ∩ int(σCj) 6= ∅ if and only if (j, σ) ∈ I × {±1}. (6.1)
Let us assume for simplicity that I = {1, . . . , k} with I := ∅ if k = 0. Note that by
(6.1), for any i ∈ I and any x ∈ Rn there is (ui, vi) ∈ [int(C) ∩ int(Ci)]× [int(C) ∩
int(−Ci)] such that mui + x ∈ int(C) ∩ int(Ci) and mvi + x ∈ int(C) ∩ int(−Ci)
for any m ∈ N as well as:
x+ ∂Hei =
⋃
m∈N
B(mui + x,
∥∥mui∥∥
∞
) ∩
⋃
m∈N
B(mvi + x,
∥∥mvi∥∥
∞
)
(where Hν is defined in Section 5). Setting U
i
m + x := B(mu
i + x,
∥∥mui∥∥
∞
) and
V im + x := B(mv
i + x,
∥∥mvi∥∥
∞
), we obtain⋂
i∈I
(x+ ∂Hei) =
⋂
i∈I
( ⋃
m∈N
[U im + x] ∩
⋃
m∈N
[V im + x]
)
.
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It follows that there are m1, . . . ,mk, n1, . . . , nk ∈ N such that
x ∈
⋂
i∈I
(
[U imi + x] ∩ [V
i
ni + x]
)
=: S ⊂
⋂
i∈I
(x+ ∂Hei).
Note that S is an intersection of closed balls with centers in C and pairwise inter-
secting in ln∞ (since they all contain x), hence S ∩ C 6= ∅ by hyperconvexity of C.
We then deduce (
{x1} × · · · × {xk} × R
n−k
)
∩ C 6= ∅ (6.2)
for any {xi}i∈I ⊂ R. Set
π := π̂k+1 ◦ · · · ◦ π̂n
with π ≡ 0 if k = 0 and π := idRn if k = n. From (6.2), it follows π(C) = Rk.
Assume now by contradiction that π(apex(C)) 6= Rk. Pick p ∈ C such that π(p) /∈
π(apex(C)) and pick q ∈ C ∩ π−1({−π(p)}). Remark that setting z := q + p ∈ C \
apex(C) one has z 6= 0 and π(z) = 0. Hence max1≤j≤k |zj | = 0 < maxk+1≤j≤n |zj|
thus max1≤j≤k |zj | < ‖z‖∞ and therefore z /∈ ∪1≤j≤k [Cj ∪ (−Cj)]. Since int(C) 6=
∅ it follows that C ∩ int(σCl) 6= ∅ for some (l, σ) /∈ I × {±1} which contradicts
(6.1). Thus π(apex(C)) = Rk. Hence, for any y ∈ Rk, there is w ∈ apex(C)
such that π(w) = y. Assume now by contradiction that there is w′ ∈ C such
that π(w′) = y and w′ 6= w. Then z := w′ − w ∈ C \ {0} satisfies π(z) = 0
thus max1≤j≤k |zj | = 0 < maxk+1≤j≤n |zj | and this as before contradicts (6.1). It
follows that π : C → Rk is injective. By definition of π and since int(C) 6= ∅, we
deduce that k = n thus C = Rn. This proves the Lemma. 
Let dH(A,B) denote the Hausdorff distance of two subsets ∅ 6= A,B ⊂ ln∞, in
other words
dH(A,B) := inf{r ∈ (0,∞) : A ⊂ N(B, r) and B ⊂ N(A, r)} ∈ [0,∞]
with inf ∅ :=∞.
The strategy to show (in the proof of Theorem 1.2) that (i) and (ii) imply the
injectivity of C is to construct a 1-Lipschitz retraction r of KC onto C. In order
to do so, we shall consider an increasing sequence (lαq + C)l∈N of translates of C
along Rq with α > 0. The direction q is chosen such that −q ∈ int(C), in order
that C ⊂ lαq + C and ∪l∈N(lαq + C) = Rn. Moreover, q is chosen so that for a
facet F of [−1, 1]n = B(0, 1) ⊂ ln∞ such that F /∈ Facets
∗([−1, 1]n, C) and −F ∈
Facets∗([−1, 1]n, C), one has q ∈ relint(F ) which implies d(q + apex(C),KC) > 0.
We shall define r as the composition r2 ◦ r1 of two 1-Lipschitz retractions. The
points of KC \ C that have distance to apex(C) greater than a fixed constant will
be mapped by r1 to C. The purpose of r2 is then to map the points situated in a
neighborhood of apex(C) but which are outside apex(C), onto C.
Starting with the definition of r1, we shall let r
l be the composition of retractions
onto the tangent cones of lαq + C that are different from lαq + C itself and we
shall let r1 be the inverse limit of the system (r
l)l∈N, similarly to the proof of
Theorem 1.1. After that, we shall define r2 as the pointwise limit of the composition
of a system of 1-Lipschitz retractions (̺k)k∈N. The map ̺
k will be the composition
of a fixed number of 1-Lipschitz retractions ̺k,l defined (similarly as rl above) as
the composition of retractions onto the tangent cones of lαq
2k
+ C (different from
lαq
2k
+ C itself).
To prove that r := r2 ◦ r1 is the desired map, we shall note that the 1-Lipschitz
retractions used to define r are all 1-Lipschitz retractions of ln∞ onto a set containing
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C. Lemma 5.3 provides for any p ∈ KC \C a polytope Fp containing p, stable under
r and such that Fp ∩ apex(C) = ∅. In particular, r induces a 1-Lipschitz retraction
of Fp onto Fp ∩C. To show that the image of r is exactly C, we shall consider in a
particular neighborhood of apex(C), an arbitrary point p ∈ Ck,l0+1 ∩ (KC \ Ck,l0)
where Ck,l0 = l0
αq
2k +C and consider the map ̺
k,l0 which consists of the composition
of every 1-Lipschitz retraction onto the tangent cones of Ck,l0 (different from Ck,l0
itself). We shall show that there is a ball U(p0, δp0) containing p and centered in
Ck,l0 such that
U(p0, δp0) ∩Ck,l0 = U(p0, δp0) ∩ Tp0Ck,l0 .
This step is similar to an argument in the proof of Theorem 1.1 with the key
difference that it is here important that p0 /∈ apex(Ck,l0), in order that Ck,l0 (
Tp0Ck,l0 and by definition of ̺
k,l0 that consequently ̺k,l0(p) ⊂ Ck,l0 . We can
repeat this procedure until l0 = 0 to obtain ̺
k(p) ∈ C.
We shall use indifferently the notation [−r, r]n and B(0, r) in the following proof
since both denote the same subset of ln∞.
Proof of Theorem 1.2. If C is injective, we know by Theorem 1.1 that its tangent
cones are all injective. Furthermore, (ii) follows from Lemma 6.1.
Assume now that (i) and (ii) hold. Pick a facet F of [−1, 1]n such that F /∈
Facets∗([−1, 1]n, C) as well as −F ∈ Facets∗([−1, 1]n, C) and pick q ∈ relint(F )
such that −q ∈ relint(−F ) ∩ int(C). Remark that
int([0,∞)F ) + apex(C) ⊂ Rn \KC .
For R > 0, set
ΣR := KC ∩
[
B(0, R) + apex(C) + [0,∞)q
]c
.
Let us define the map ∆¯ : apex(C)× (0,∞)→ R by
∆¯(a, γ) := min
P∈Ik
min
F ′∈Faces(P,apex(C))c
d((γF ′ + a) ∩KC , [0,∞)q + apex(C)). (6.3)
where k := dim(apex(C)). It is easy to see with the help of Lemma 5.3 that
ε := ∆¯(0, 1) > 0 and thus by rescaling
∆¯(a, κ) = ∆¯(0, κ) = κ∆¯(0, 1) = κε. (6.4)
Furthermore, there is ε¯ ∈ (0, ε) such that C ∪
⋃
p∈∂C U(p, ε¯) ⊂ C ∪
⋃
p∈∂C U(p, εp)
where for any p ∈ ∂C, we set
εp := sup{δ ∈ (0, ε) : U(p, δ) ∩ TpC = U(p, δ) ∩C}, (6.5)
cf. proof of Theorem 1.1. Let us then choose α ∈ [0,∞) such that
dH(C,αq + C) < ε¯/2. (6.6)
Since by definition, one has [0,∞)q + C = ln∞, there is m ∈ N so that
B(0, 1) + apex(C) ⊂ mαq + C
which after rescaling becomes
B(0, 1/2k) + apex(C) ⊂
mαq
2k
+ C. (6.7)
Let {Tj}j∈{1,...,N} be an enumeration of the set:{
Tp(C) : there is F ∈ Faces(C) \ {apex(C)} such that p ∈ relint(F )
}
.
If for each j ∈ {1, . . . , N}, we pick a 1-Lipschitz retraction ̺j : ln∞ → Tj, then
̺ := ̺N ◦ · · · ◦ ̺1 defines a 1-Lipschitz retraction of αq + C onto C, cf. proof of
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Theorem 1.1. Let us now for y ∈ X denote by τy the translation map x 7→ x + y.
For l ∈ N, the map
rl := τlαq ◦ ̺ ◦ τ−lαq
is a 1-Lipschitz retraction of (l + 1)αq + C onto lαq + C. We then define
r1(x) := (r
0 ◦ r1 ◦ · · · ◦ rM )(x)
where M is the smallest natural such that x ∈ Mαq + C. Similarly, for any
j ∈ {1, . . . , N}, k ∈ N ∪ {0} and l ∈ {0, . . . ,m}, we set
̺k,l := τlαq/2k ◦ ̺ ◦ τ−lαq/2k
as well as
̺k := ̺k,0 ◦ · · · ◦ ̺k,m.
We then define
r := r2 ◦ r1
by setting for any y ∈ r1(KC):
r2(y) := lim
k→∞
(̺k ◦ ̺k−1 · · · ◦ ̺1)(y).
We shall now show that r is well-defined, r|C = idC and r ∈ Lip1(KC , C). This
implies that C is injective by Lemma 5.1. Consider first R ∈ (1/2k+1, 1/2k] with
k ∈ N ∪ {0} and let p ∈ KC be a point at distance R from apex(C). Borrowing its
notation, we can by Lemma 5.3 find a corresponding Fp containing p such that by
(6.3) and (6.4), one has
Fp ∩KC ⊂ Σ ε
2k+1
. (6.8)
Assume that p /∈ C. Note that by (iii) in Lemma 5.3 and since it is easy to see
that r(KC) ⊂ KC , one has
r(Fp ∩KC) ⊂ Fp ∩KC .
Let us set Ck,l := l
αq
2k + C for any l ∈ {0, . . . ,m}. By (6.7), there is then l0 ∈
{0, . . . ,m− 1} such that p ∈ Ck,l0+1 \ Ck,l0 since p was chosen so that
p ∈ ∂[B(0, R) + apex(C)] ∩KC ⊂ B(0, 1/2
k) + apex(C).
It follows by (6.6) that
dH(Ck,l0 , Ck,l0+1) = dH(C,Ck,1) =
1
2k
dH(C,αq + C) <
ε¯
2k+1
.
Therefore, noting that if z ∈ Ck,l0 then σ(z) := 2
k
(
z − l0
αq
2k
)
∈ C, one sees (cf.
(6.5) for the definition of εσ(z)) that
p ∈
⋃
z∈∂Ck,l0
U(z, ε¯/2k+1) ⊂
⋃
z∈∂Ck,l0
U(z, εσ(z)/2
k).
Hence, there is p0 ∈ ∂Ck,l0 such that p ∈ U(p0, δp0), δp0 <
ε¯
2k+1 and
U(p0, δp0) ∩Ck,l0 = U(p0, δp0) ∩ Tp0Ck,l0 .
From δp0 <
ε¯
2k+1 and ε¯ < ε, it follows that p0 /∈ apex(Ck,l0 ) because by (6.8):
d(Fp ∩KC , apex(Ck,l0 )) ≥ d(Fp ∩KC , [0,∞)q + apex(C)) ≥
ε
2k+1
> δp0 .
There is then j ∈ {1, . . . , N} such that Tp0Ck,l0 = l0
αq
2k
+Tj. Hence ̺
k,l0(p) ∈ Ck,l0
and thus ̺k(p) ∈ C.
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The case where p ∈ KC is a point at distance R ≥ 1 from apex(C) is similar. It
follows that r is well-defined and it is then obviously a 1-Lipschitz retraction onto
C. This finally concludes the proof. 
7. Graph Representation of Linear Systems of Inequalities with at
most Two Variables per Inequality
Let ∅ 6= Q ⊂ Rn be an intersection of general half-spaces, that is half-spaces that
are either closed or open. To a general half-spaceH containingQ, we assign its inner
normal vector ν ∈ R\{0} in order that there is p ∈ Rn such that H = p+Hν if H is
closed and H = p+int(Hν) if H is open (recalling that Hν := {x ∈ Rn : x ·ν ≥ 0}).
For n ∈ N, let us denote by Zn the family of every Q so that there is a set
N (Q) ⊂ R \ {0} such that the following hold:
(a) N (Q) is finite and Q can be written as the intersection over all ν ∈ N (Q) of a
general half-space with inner normal vector ν.
(b) For every ν ∈ N (Q), there exist fν, gν ∈ {0} ∪ {e1, . . . , en} and aν , bν ∈ R so
that fν 6= gν as well as
ν = aνfν + bνgν .
We now describe a construction that is introduced in [11]. Every Q ∈ Zn is the
solution set of a linear system of inequalities of the form
Σ := {aνyν + bνzν  cν}ν∈N (Q)
where  stands for ≥ in some inequalities and possibly for > in some others and
yν , zν ∈ {x0, x1, . . . , xn} denote variables so that yν = xi if fν = ei as well as
zν = xj if gν = ej and yν = x0 if fν = 0. Conversely, to any system of linear
inequalities as above, we can associate an element of Zn. Now, we can require
all variables appearing in Σ to have nonzero coefficients except the zero variable
x0 which we additionally require to appear only with coefficient zero. We can
associate to Σ an undirected labeled multigraph without self-loops ΓΣ := (VΣ,EΣ)
where the vertex set VΣ is given by {x0, x1, . . . , xn} and the set EΣ := {Eν}ν∈N (Q)
consists of all the labeled edges Eν =
(
{yν , zν},Σν
)
where Σν denotes the inequality
aνyν + bνzν  cν . Note that ΓΣ does not contain any self-loop since we require
yν 6= zν, that is all equations in Σ contain two different variables. Equations that
contain only one variable different from x0 are given by edges connecting to x0 and
remark that Σ does not contain any trivial inequalities like 1 ≥ 0 or −1/3 > 0. A
path P in ΓΣ is then given by(
(v1, . . . , vm+1), E1, . . . , Em
)
(7.1)
where (v1, . . . , vm+1) is a sequence of vertices in VΣ and (E1, . . . , Em) a sequence
of labeled edges in EΣ such that for each l ∈ {1, . . . ,m}, one has:
El = ({vl, vl+1}, alvl + blvl+1  cl) .
We call P admissible if for each l ∈ {1, . . . ,m − 1}, the coefficients bl and al+1
have opposite signs (i.e., one is strictly positive and the other one is strictly neg-
ative). Note that if P is admissible, one has vl 6= x0 for each l ∈ {2, . . . ,m − 1}
because we have required that x0 appears only with zero coefficient. Admissible
paths correspond to sequences of inequalities that form transitivity chains, the three
inequalities 2x1 − 3x2 > −4, 2x2 + x3 ≥ 4 and −x3 − x1 ≥ 0 give e.g. rise to an
admissible path. However, the three inequalities x1 − x2 ≥ 0, x2 − x3 ≥ 0 and
−x3 − x4 ≥ 0 cannot label an admissible path since the coefficients of x3 have the
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wrong relative signs. A path is called a loop if its first and last vertices are identical
and a loop is said to be simple as soon as its intermediate vertices are distinct.
The reverse of an admissible loop is admissible and cyclic permutations of a loop P
given by (8.2) are admissible if and only if a1 and bm have opposite signs, in which
case P is called permutable. Note also that since x0 appears in Σ only with zero
coefficient, no admissible loop with initial vertex x0 is permutable.
For an admissible path P given again by (8.2), let us define the residue inequality
of P to be the inequality obtained by applying transitivity to the inequalities label-
ing the edges of P . The residue inequality of P is thus of the form av1+bvm+1  c,
where  denotes a strict inequality if and only if at least one of the inequalities
labeling the edges of P is strict. Consider for example a path P given by(
(x1, x2, x3, x4), ({x1, x2}, x1 − 2x2 ≥ −1) ,
({x2, x3}, x2 + 3x3 > −2) ,
({x3, x4},−x3 − x4 ≥ 0)
)
,
we have x1 > −1 + 2(−2 − 3x3) = −5 − 6x3 ≥ −5 + 6x4 and thus the residue
inequality of P is x1 − 6x4 > −5. In the case where P is a loop with initial vertex
v, its residue inequality is of the form (a+ b)v  c. If it happens that (a+ b)v > c,
a+ b = 0 and c ≥ 0 or (a+ b)v ≥ c, a+ b = 0 and c > 0, the residue inequality of P
is false and we say that P is an infeasible loop. Note in particular that infeasibility
implies admissibility. We define a closure ΓΣ := (VΣ,EΣ) of ΓΣ to be a graph ΓΣ
containing ΓΣ and having same vertex set, such that EΣ is obtained from EΣ by
adding for each simple admissible loop P (modulo permutation and reversal) of
ΓΣ, a residue edge which is a new edge labeled with the residue inequality of P .
Let moreover Nontrivial(EΣ) denote all the elements of EΣ that are no self-loop at
x0. Note that a closure is not necessarily unique since the initial vertex of each
permutable loop can be chosen arbitrarily. We can now state the main theorem
of [11]:
7.1. Theorem. Σ is unsatisfiable if and only if ΓΣ has an infeasible simple loop.
As an example, consider the system
Σ = {Σi}i∈{1,...,6} =
{
x1 − x2 ≥ 0, 2x1 + x2 ≥ −1, x3 − x1 ≥ 0,
x4 − x3 ≥ 0, x3 − x4 ≥ −1, −x3 ≥ 1/2
}
.
It is easy to see that the only loop of ΓΣ contributing an edge to ΓΣ is the loop(
(x1, x2, x1), ({x1, x2},Σ1), ({x2, x1},Σ2)
)
having residue inequality x1 ≥ −1/3. Now note that the loop(
(x0, x1, x3, x0), ({x0, x1}, x1 ≥ −1/3), ({x1, x3},Σ3), ({x3, x0},Σ6)
)
⊂ ΓΣ
is infeasible and hence Σ must be unsatisfiable according to the theorem.
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8. Injectivity of Linear Systems of Inequalities with at most Two
Variables per Inequality
For j ∈ In = {1, . . . , n}, let Fj := [−1, 1]j−1 × {1} × [−1, 1]n−j which is a facet
of the unit cube [−1, 1]n. Note that relint(Fj) = (−1, 1)j−1 × {1} × (−1, 1)n−j.
8.1. Proposition. Let C ⊂ Zn be a convex polyhedral cone with int(C) 6= ∅ satis-
fying
C =
⋂
ν∈N (C)
{x ∈ Rn : x · (aνfν + bνgν) ≥ 0}
with fν , gν ∈ {0} ∪ {e1, . . . , en} as well as aν , bν ∈ R and fν 6= gν . There is then
(j, τ) ∈ In × {±1} such that
C ∩ relint(τFj) 6= ∅ = C ∩ relint(−τFj).
Proof. We proceed by induction on n. It is easy to see that the result holds for
n = 1 and n = 2. We assume that the result holds for {1, . . . , n− 1} and show that
it consequently holds for n. Since int(C) 6= ∅, there is (s, σ) ∈ In ×{±1} such that
C ∩ relint(σFs) 6= ∅. If C ∩ relint(−σFs) = ∅, we are done. Hence, assume that
C ∩ relint(−Fs) 6= ∅ 6= C ∩ relint(Fs) (8.1)
which recalling the notation ∂Hes = {x ∈ R
n : xs = 0} implies
relint(C ∩ ∂Hes) 6= ∅. (8.2)
The map π̂s given by (x1, x2, . . . , xs, . . . , xn) 7→ (x1, x2, . . . , x̂s, . . . , xn) is, when
restricted to ∂Hes , an isometry with the property that C
0 := π̂s(C∩∂Hes) ∈ Zn−1.
To see that the latter holds, assume without loss of generality that fν 6= es for every
ν ∈ N (C). We can write N (C) = N (C)6s ⊔ N (C)s where N (C)6s is the set of all
ν such that fν 6= es 6= gν and N (C)
s the set of those such that fν 6= es = gν . We
then write C 6s := ∩ν∈N (C) 6sHν and C
s := ∩ν∈N (C)sHν which implies C = C
s ∩C 6s.
It is easy to see that
C ∩ ∂Hes = C
6s ∩ ∂Hes ∩
⋂
ν∈N (C)s
Haνfν .
Applying π̂s on both sides, we get:
C0 = π̂s(C
6s ∩ ∂Hes) ∩ π̂s
∂Hes ∩ ⋂
ν∈N (C)s
Haνfν

=
⋂
ν∈N (C) 6s
Hpis(ν) ∩
⋂
ν∈N (C)s
Hpis(aνfν) ∈ Zn−1.
It follows by the induction hypothesis that there is (t, τ) ∈ (In \ {s})× {±1} such
that
C0 ∩ π̂s(relint(τFt) ∩ ∂Hes) 6= ∅ = C
0 ∩ π̂s(relint(−τFt) ∩ ∂Hes). (8.3)
Note moreover that C0 ∩ π̂s(relint(τFt) ∩ ∂Hes) 6= ∅ implies C ∩ relint(τFt) 6= ∅.
Furthermore, if C 6s ∩ relint(−τFt) ∩ ∂Hes = ∅, then C ∩ relint(−τFt) = ∅ and thus
we are done. We thus assume that
C 6s ∩ relint(−τFt) ∩ ∂Hes 6= ∅. (8.4)
We now show that one can find a, b ∈ R with b 6= 0 such that C ⊂ Haes+bet . We
can assume without loss of generality that in addition to fν 6= es, one has fν 6= et
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for any ν ∈ N (C) since otherwise we can find the desired normal vector aes + bet.
Let N (C)6t be the set of all ν such that fν 6= et 6= gν and C 6t := ∩ν∈N (C) 6tHν . Let
Wt := (−1, 1)
n ∪ relint(Ft) ∪ relint(−Ft).
Note that Wt ∩ C ∈ Zn and π̂t ◦ π̂s(C ∩ ∂Hes ∩ relint(−τFt)) ∈ Zn−2. Let Σ and
Σ0 denote the respective associated systems induced by the supporting half-spaces.
Remark that Σ0 is obtained by plugging xs = 0 and xt = −τ in every inequality
of Σ and deleting those loops corresponding to those inequalities associated to Wt
that are made trivial. Note that Σ0 is unsatisfiable by (8.3) and thus by Theorem
7.1, there is an infeasible (hence by definition admissible) simple loop L in every
closure ΓΣ0 of the graph ΓΣ0 associated to the system Σ
0.
Let now ΓΣs := (VΣ \ {xs, xt},EΣs) where EΣs consists of all labeled edges
E ∈ EΣ0 so that there is ({yµ, xs}, aµyµ + bµxs  cµ) ∈ EΣ such that E =
({yµ, x0}, aµyµ  cµ) (possibly with yµ = x0). Analogously, ΓΣt := (VΣ \
{xs, xt},EΣt) where EΣt consists of all labeled edges E ∈ EΣ0 so that there is
({yµ, xt}, aµyµ + bµxt  cµ) ∈ EΣ such that E = ({yµ, x0}, aµyµ  cµ + τbµ) (pos-
sibly with yµ = x0). Now, it is easy to see that for u ∈ {s, t}, one can choose
closures satisfying:
Nontrivial
(
EΣ0 \ EΣu
)
⊂ Nontrivial
(
EΣ0 \ EΣu
)
. (8.5)
Indeed, note that since EΣu ⊂ EΣ0 , it follows that
EΣ0 \ EΣu =
[
EΣ0 \ EΣ0
]
∪
[
EΣ0 \ EΣu
]
. (8.6)
By definition, EΣ0 \EΣu ⊂ EΣ0 \ EΣu . Now, consider an admissible loop L0 ⊂ ΓΣ0 .
If L0 contains an edge of ΓΣu , then by admissibility (in particular x0 does not arise
as intermediate vertex), L0 is a loop starting at x0 and thus L0 does not induce
any nontrivial residue edge. Hence, if L0 ⊂ ΓΣ0 induces one nontrivial residue
edge in EΣ0 \ EΣ0 , then in particular, the residue equation of L0 does not contain
x0 alone and thus L0 does not contain any edge of ΓΣu . This thus implies that
Nontrivial(EΣ0 \EΣ0) ⊂ Nontrivial(EΣ0 \ EΣu). It finally follows by (8.6) that (8.5)
holds.
Now, if L ⊂ ΓΣ0 is nontrivial and does not contain any edge of ΓΣs , we obtain
in view of (8.5):
L ⊂
(
VΣ \ {xs, xt},Nontrivial(EΣ0 \ EΣs)
)
⊂
(
VΣ \ {xs, xt},Nontrivial(EΣ0 \ EΣs)
)
=: Γ.
But Γ has Q = π̂t◦π̂s
(
C 6s ∩ relint(−τFt) ∩ ∂Hes
)
as associated solution set. Thus Γ
contains an infeasible simple loop and therefore its associated system is unsatisfiable
by Theorem 7.1. Hence, Q = ∅ and thus C 6s ∩ relint(−τFt) ∩ ∂Hes = ∅, which
contradicts (8.4). It follows that L has to contain an edge of ΓΣs .
Similarly, if L is nontrivial and does not contain any edge of ΓΣt , we obtain in
view of (8.5):
L ⊂
(
VΣ \ {xs, xt},Nontrivial(EΣ0 \ EΣt)
)
⊂
(
VΣ \ {xs, xt},Nontrivial(EΣ0 \ EΣt)
)
=: Γ.
INJECTIVE CONVEX POLYHEDRA 23
But Γ has Q = π̂t ◦ π̂s
(
C 6t ∩Wt ∩ ∂Hes
)
as associated solution set. Thus Γ contains
an infeasible simple loop and therefore its associated system is unsatisfiable by
Theorem 7.1. Hence, Q = ∅ and thus C 6t ∩Wt ∩ ∂Hes = ∅, which contradicts (8.2)
as one can easily see by noting that C 6t ∩ ∂Hes is a cone. It follows that L has to
contain an edge of ΓΣt .
Finally, note that a self-loop in ΓΣ0 at x0 cannot arise as intermediate segment on
an admissible path and no self-loop at xi 6= x0 can be induced by a loop containing
an edge in EΣs ∪EΣt . Hence the only remaining case is when L is a self-loop at x0.
But then, since ΓΣ0 is defined so as not to contain any infeasible self-loop at x0, it
follows that L must be induced by a simple nontrivial admissible loop L0 in ΓΣ0
and as above, one has that L0 needs to be containing an edge of EΣs as well as an
edge of EΣt .
Thus, up to replacing the loop L ⊂ ΓΣ0 by L0 if necessary, we can assume
that L contains an edge in EΣs as well as an edge in EΣt . It follows that L has
starting or ending edge, let us say without loss of generality starting edge Er =
({x0, xr}, brxr  cr) ∈ EΣs and accordingly final edge Eu = ({x0, xu}, buxu  cu) ∈
EΣt for some xr , xu ∈ V \ {x0, xs, xt}. For any edge E of L different from Eu and
Er, E does not contain x0 as endpoint by admissibility of L, hence
E ∈ EΣ0 \ (EΣs ∪ EΣt)
which means that E has a corresponding edge EΣ ∈ EΣ that is labeled by the
same equation as E and that has thus the same endpoints (these are thus different
from xs and xt). Moreover, by definition of EΣu , we have edges E
Σ
r , E
Σ
u ∈ EΣ
corresponding to Er and Eu which satisfy E
Σ
r = ({xr, xs}, arxr + brxs  0) and
EΣu = ({xu, xt}, auxu + buxt  0). We thus obtain an admissible (simple) path
P ⊂ ΓΣ from xs to xt. The residue inequality of P is then of the form axs+bxt  0
and thus C ⊂ Hν for ν := aes + bet. By (8.1), it follows that |a| < |b| and
thus by an easy argument C ∩ relint(−sign(b)Ft) = ∅. Since we assumed that
C ∩ relint(τFt) 6= ∅, it follows that sign(b) = τ and thus
C ∩ relint(τFt) 6= ∅ = C ∩ relint(−τFt).
This proves the induction step and finishes the proof. 
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