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1. 研究の背景
今日のデジタルカメラの普及の伴い，日常的にデジタ
ル化された写真や動画像を目にするようになった．それ
らのデジタル画像は実世界シーンを制約のない状態で撮
影されたものであり，様々なシーンや物体が写っている．
これらの画像内に，どのような物体が存在し，どのよう
なシーンであるか，一般的な名称でコンピュータが認識
することを一般物体認識という．
　一般物体認識は，カテゴリ（人間，犬，家といった物
体の一般的な名称）数が膨大であることや同一カテゴリ
内においてもバリエーションが多様なことから非常に難
しい問題である．近年，対象物体の位置（構造）状況を
一切使わず，画像全体を局所特徴量の集合と見なすこと
で画像認識を行う Bag-of-Keypoints[1]という手法が用
いられている．
　 Bag-of-Keypoints は画像全体を局所特徴量の集合と
して見なし，認識を行う手法である．しかし，画像の位
置情報を無視して画像の認識を行っているため，注目物
体と非物体との区別がつかなくなり，画像認識の認識精
度向上の妨げになっていると考えられる．
　そのため，あらかじめ用意しておく学習画像（あらか
じめ画像中の物体が何であるかを情報として取得してい
る画像）の集合であるデータベースに対して，物体領域
と非物体領域を識別し，分割しておく．これにより，よ
り有用な情報を持つデータベースを作成し，それを用い
ることで認識率を向上させる研究がおこなわれている．
また，データベースの画像は数千，数万と膨大な数が存
在しているため，自動で有用な情報の選出を行う必要が
ある．
　そこで提案手法として，画像平面上の位置情報に注目
して，認識に必要な情報を識別，抽出を行い，データベー
スの信頼性の向上を図った．
2. 本研究の目的
本稿では Bag-of-Keypoints の認識過程において用い
られない画像平面上の位置情報を用いて，学習画像一枚
単位から有用な情報を識別，抽出することで，認識を行
う際にあらかじめ用意しておくデータベースの信頼性を
向上させ，一般物体認識の精度向上を目的とする．
3. 関連技術
(a)局所特徴量
本項では物体認識に用いられる局所特徴量について
述べる．現在，物体認識の分野でデファクトスタンダー
ドとして用いられているのは，Scale-Invariant Feature
Transform(SIFT)[2]という方法である．これはスケール
スペースを用いることで，画像のスケール変化，回転，
そして照明変化に不変な局所特徴量を抽出を抽出できる．
本研究では画像認識に用いる局所特徴量として，SIFT
を近似処理を行い，高速化した Sppeded Up Robust Fea-
tures(SURF) [3]を使用する．SURFは照明，ノイズ，回
転などにロバストな記述子で，高い識別性能と高速性を
もつ．SURFはヘッセ行列を用いた Hessian-Laplace検
出器から特徴点とスケールの検出する．用いるヘッセ行
列は以下に示す．
H(x; ) =

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(1)
Lxx(x; )は画像 I中の点 xにおけるガウシアン二次微
分 
2
x2 g()の畳み込み結果であり，Lxy(x; ); Lyy(x; )
も同様である．これを各スケール画像に対して求め，x; y; 
の 3次元空間にいける極大値が特徴点となる．
このときガウシアンフィルタと二次微分フィルタをか
けた近時処理として，加重フィルタである Box フィル
タを用いる．Boxフィルタによる近似式は字式で定義さ
れる．
Det(Happrox = DxxDyy   (0:9Dxy)2 (2)
そして，Haar-likeを計算することで輝度勾配を求め
る．回転に対する不変性を得るため，特徴点のオリエン
テーション (角度と大きさ)を求める．オリエンテーショ
ンをもとに，周囲の領域を 4× 4の領域にそれぞれｘ，
ｙ方向の正または 0 および負とそれらの絶対値の和を
とる．そのため SURFは 128次元ベクトルの特徴量を
持つ．
(b)Bag-of-Keypoint
Bag-of-Keypoint は画像の特徴点を用いて一般物体認
識を行う手法である．まず，学習用の画像を複数枚用意
し，それらの画像すべてから局所特徴量を抽出する．そ
して，そのすべての特徴量をベクトル量子化する．この
量子化された特徴量を visual word と呼び，画像 1枚の
特徴量に対して visual word の出現頻度ヒストグラムを
作成する．それらヒストグラム類似度がもっとも高い画
像を識別することで物体認識を行う．図 1に bagof-key-
points の流れを示す．
(c)類似度比較方法
今回，ヒストグラム間の類似度を比較する手法として，
ヒストグラムインターセクション (Histogram Intersec-
tion : HI)を採用した．これは 2つのベクトルを比べ，
次元ごとに最小の値を求めることで，類似度を測る手法
である．2つのベクトルが完全に一致した場合，値は 1
となり，まったく異なる場合，値は 0となる．以下に式
を示す．なお，ベクトルは visual wordsの数である 1000
次元を用いている．
図 1: bag-of-keypointsの流れ
HI =
P1000
n=1 min(H1[n]; H2[n])P1000
n=1 H1[n]
(3)
4. 提案手法
4.1 認識の流れ
以上のように，物体から正確なROI領域を抽出するこ
とは困難である．なぜなら，予備実験の考察でも述べた
ように特徴点を基準に領域を抽出しているのに対して，
bag-of-keypointsを用いた物体認識方法では上手く特徴
点が選出できないからである．
そこで，bag-of-keypointsを用いた物体認識において
は特徴点単位の情報しか用いないことから，無理にROI
領域を抽出するのではなく，有用な特徴点のみを用いて
認識を行う方法を提案する．
　以下に学習過程と認識過程に分けてその流れを示す．
4.1.1 学習過程
まずは学習課程の流れを以下に示す．
1. まずは bag-of-keypointsを用いた認識方法の手順
と同様に，全ての学習画像から特徴点を抽出する．
2. それらすべての特徴点においてクラスタリングを
行い，セントロイドを抽出して，visual-wordsの
作成を行う．
3. 学習画像一枚単位で特徴点を抽出する．
4. これらの特徴点を全て使用するのではなく有用な
特徴点のみを選別を行う．選別方法については次
項で詳しく述べる．
5. 選別した特徴点のみを用いて出現頻度ヒストグラ
ムを作成する．
6. 学習画像全てにおいて同様の手順で出現頻度ヒス
トグラムを作成して，これをデータベースに保存
しておく．
4.1.2 認識過程
次に認識過程の流れを示す．
1. カテゴリが未知入力画像から特徴量を抽出する．
2. 学習段階で生成した visual-wordsをもとに選別し
た特徴点のみを用いて出現頻度ヒストグラムを作
成する．
3. データベース内のヒストグラム全てと比較し類似度
が高い画像を任意の数選択し，それを出力とする．
以上の手順によって作られたデータベースを用いて認
識精度の向上を図る．
4.2 グラフ構造表現
特徴点を選別する方法としてグラフ構造表現を利用す
る．[4] 本稿では画像から抽出した特徴点を使用し，グ
ラフを作成する．全ての点を相互に接続したグラフを完
全グラフという．ただし，完全グラフは計算コストの関
係上適していない．そこで，関係の強い近傍の特徴点の
みを接続し，これを近接グラフと定義する．[5]以下に
接続する特徴点の式を示す．
jPi   Pj jp
ij
<  (4)
Pは特徴点の座標，はスケールを表し，は定数を定
める．つまり，スケールの大きい特徴点程，より遠くの
特徴点と接続することができる．通常，特徴点はスケー
ルが大きいほど画像のより強い特徴表しているので，強
い特徴を持つ特徴点に関連する特徴点の集合ができる．
これにより作成されたグラフを任意の数だけ選択する
ことで特徴の薄い特徴点を排除し，特徴点を選別するこ
とができる．
5. 実験
5.1 シミュレーション実験
実験に用いる画像は画像データセットは Caltech101
を用いる．このデータセットの中から accordion，bon-
sai，buttery，cougar，dalmatian，euphonium，grand-
piano，kangaroo ，lotus，motorbikesの 10個のカテゴ
リから 50枚ずつ，計 500枚の画像を学習画像として用
いる．
また，同様のカテゴリより学習画像とは別に認識用の
画像をそれぞれ 5枚ずつ用いる．使用する特徴点は Surf，
visual wordsの数は 1000個とする．そして，ヒストグ
ラムの類似度比較方法としてヒストグラムインターセク
ションを用い，類似度が高い画像を学習画像から 5枚選
択し，そのなかで最も多かったカテゴリを出力する．
これらの認識における条件をもとに，近接グラフの個
数を 5，10，15，20個の 4パターン変化させた場合，そ
して，閾値を変化させて近接グラフを構成要素を 3 パ
ターンに変化させる．つまり，既存の手法 (本稿では前
章で示した特徴点の選別を行わない bag-of-keypointsを
用いた一般物体認識を用いる)と二つの条件をそれぞれ
変化させた 12パターンの認識結果を比較する．なお，近
接グラフの構成要素を変化させる際，定数 に任意の値
1=n(n = 1，1=5，1=10)をそれぞれかけた場合の 3通り
を用いる．
5.2 実験結果
シミュレーションにより，得られた認識結果を比較す
る．得られた結果は表 1，2に示す．
表 1をみると既存の手法では認識率が 60%であること
がわかる．認識画像は 50枚用いたため，30枚の画像が
表 1: 既存手法の認識率
認識率 [%] 60
表 2: 提案手法の認識率 [%]
グラフ
n 5個 10個 15個 20個
1 62 62 62 62
5 62 66 66 66
10 44 56 56 60
正しいカテゴリの画像を学習画像から選択したことがわ
かる．
表 2をみる．認識結果のいくつかの条件では既存手法
を上回る結果をだすことができた．縦軸のグラフの個数
については基本的にグラフを多くすると認識率は向上す
る傾向が見られた．そして，横軸のグラフの構成要素の
変化については定数 nを 10まで上げてしまうと，閾値
がの値が小さくなりすぎて極端に認識率が減ってしまっ
た．また，n = 1のときはすべてが同じ値となっている．
この結果をみると，定数 nの値が 1の時は閾値の値が
大きくなりすぎてほとんどの特徴点が選出されてしまっ
たため，グラフの個数を増やしたとしても，グラフを構
成する特徴点がほぼ全てであったため，選別される特徴
点に変化がなかったことから結果が変わらなかったと考
えられる．
逆に，定数 nの値が 10の時は閾値の値が小さくなり
すぎてほとんどの特徴点が選出されなかったため，認識
に影響する特徴点の多くを除去してしまったことから，
全体的に認識率が下がったと考えられる．
6. 考察
実験結果によるとグラフの個数を増やすと認識率は向
上する傾向が見られた．そこで，グラフの個数を変化さ
せることで特徴点はどの程度変化したのかを調べる．
以下に特徴点が近接グラフによりどの程度減少したの
かを示す．なお，減少率は以下の式を用いている．
減少率 = 選別した特徴点の個数
画像から抽出した特徴点の個数
 100[%](5)
表 3: 特徴点の減少率 [%]
グラフ
n 5個 10個 15個 20個
1 99.6 99.6 99.6 99.6
5 94.9 97.7 97.8 97.8
10 29.3 48.4 60.0 67.3
表 3をみると，表 2の結果において全て同じ認識率で
あった n = 1の場合，グラフの変化にかかわらず特徴点
の数が変化していなかったことが理由であるとわかる．
また，認識率が低い傾向にあった n = 10の場合，閾値
が大きすぎたため特徴点の数がかなり減ってしまってい
ることがわかる．最も高い認識率を出した n = 5の場合，
n = 1の場合と認識率が等しくなることがあった．しか
し，実際の特徴点の減少率においては異なる結果がでて
いた．そして，減少率が n = 1の場合のように高すぎて
も，n = 5のグラフ 5個のように減ってしまっていても，
高い認識率が出せないことがわかる．これにより，適切
に特徴点を選別することの有用性が示された．
参考文献
[1] 藤吉弘亘, コンピュータビジョン最先端ガイド 2, ア
ドコム・メディア株式会社, pp. 1{59,2010.
[2] 藤吉弘亘, Gradient ベースの特徴抽出-SIFT と
HOG-, 中部大学工学部情報工学科, 情報処理学会
研究報告 CVIM 160, pp. 211-224, 2007.
[3] 藤吉弘亘, 物体認識のための局所特徴量- SIFTと最
近のアプローチ -, 中部大学工学部情報工学科, ロ
ボット工学セミナ ：ー第 56回シンポジウム「ロボッ
トに使える最新画像処理」, 2010.
[4] J. Revaud, Y. Ariki and A. Baskurt, "Scale-
Invariant Proximity Graph for Fast Probabilistic
Object Recog- nition，" Conference on Image and
Video Retrieval (CIVR), pp. 414-421, 2010.
[5] 堀貴博，滝口哲也，有木康雄，グラフ-ベクトル変
換を用いたグラフ構造表現による一般物体認識，「画
像の認識・理解シンポジウム (MIRU2011)」，2011.
