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SCATTERING THEORY FOR
THE GROSS-PITAEVSKII EQUATION
IN THREE DIMENSIONS
STEPHEN GUSTAFSON, KENJI NAKANISHI, TAI-PENG TSAI
Abstract. We study global behavior of small solutions of the Gross-Pitaevskii
equation in three dimensions. We prove that disturbances from the constant
equilibrium with small, localized energy, disperse for large time, according to the
linearized equation. Translated to the defocusing nonlinear Schro¨dinger equation,
this implies asymptotic stability of all plane wave solutions for such disturbances.
We also prove that every linearized solution with finite energy has a nonlinear
solution which is asymptotic to it. The key ingredients are: (1) some quadratic
transforms of the solutions, which effectively linearize the nonlinear energy space,
(2) a bilinear Fourier multiplier estimate, which allows irregular denominators
due to a degenerate non-resonance property of the quadratic interactions, and
(3) geometric investigation of the degeneracy in the Fourier space to minimize its
influence.
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1. Introduction
We continue the study [17, 18] of the global dispersive nature of solutions for the
Gross-Pitaevskii equation (GP)
iψt +∆ψ = (|ψ|2 − 1)ψ, ψ : R1+3 → C (1.1)
with the boundary condition lim|x|→∞ ψ = 1. The equation itself is equivalent to
the defocusing nonlinear Schro¨dinger equation (NLS) by putting ϕ = e−itψ
iϕt +∆ϕ = |ϕ|2ϕ, (1.2)
but the nonzero boundary condition has nontrivial and often remarkable effects on
the space-time global behavior of the solutions both in dispersive and non-dispersive
regimes, on which there has been extensive studies [1, 2, 3, 5, 6, 8, 9, 11, 12, 15, 16, 17,
18, 21, 25, 26, 29, 31]. This boundary condition, or more generally lim|x|→∞ |ψ| =
1, is natural in some physical contexts such as superfluids and nonlinear optics,
or generally in the hydrodynamic interpretation of NLS, where |ψ|2 is the fluid
density and the zeros correspond to vortices. (For more physical backgrounds, see
[4, 10, 23, 24, 32] and the references therein.)
Hence it is not surprising that our GP equation, after some transformations (3.15),
is very similar to a version of the Boussinesq equation
utt − 2∆u+∆2u = −∆(u2), (1.3)
which is a model for water waves and other fluid dynamics. More precisely, this
equation can be regarded as a simplified version of our transformed equations (See
Remark 3.1 for the details). Our analysis will reveal that the linear part, which
is exactly the same for (1.3) and our GP, has better dispersive properties than
both the low frequency limit (the wave equation) and the hight frequency limit (the
Schro¨dinger equation) for this type of bilinear interaction.
We recall some known facts about GP (1.1). For any solution ψ = 1+ u, we have
conservation of renormalized energy:
E1(ψ) :=
∫
R3
|∇ψ|2 + (|ψ|
2 − 1)2
2
dx =
∫
R3
|∇u|2 + (2Reu+ |u|
2)2
2
dx, (1.4)
provided it is initially finite, and then the solution ψ is unique and global [12]. As a
remarkable feature of GP, there is a family of traveling wave solutions [3, 6] of the
form ψ(t, x) = vc(x− ct) with finite energy for 0 < |c| <
√
2, where
√
2 is the sound
speed. They are quite different from the solitary waves of the focusing NLS in their
slow (algebraic) decay at the spatial infinity [16] and bounded (subsonic) range of
speeds [15].
Recently it is proved [1] that there is a lower bound on the energy of all possible
traveling waves for (1.1) in three dimensions:
E0 := inf{E1(ψ) | ψ(t, x) = v(x− ct) solves (1.1) for some c} > 0. (1.5)
If one believes that there is no more stable structure supported by (1.1), it is natural
to expect that the regime below the threshold E0 is dominated by dispersion, as
was conjectured in [4]. Understanding the effect of dispersion in the nonlinearity
is an essential step towards investigating asymptotic stability of traveling waves.
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However the problem is not quite easy, because we have quadratic interactions of
the perturbation u = ψ−1, without any decaying factor, due to the nonzero constant
background:
iut +∆u− 2Reu = u2 + 2|u|2 + |u|2u. (1.6)
They are much stronger, for dispersive waves, than cubic interactions and quadratic
ones with decaying factors, which typically arise in the stability analysis of solitary
waves for NLS. In fact, if one considers the NLS with general quadratic terms as a
model equation,
iut +∆u = λ+u
2 + λ0|u|2 + λ−u2, (1.7)
then the asymptotic behavior for t → ∞ of solutions from small localized initial
data is known [20, 19] only if λ0 = 0 in three dimensions. From the technical view
point, the quadratic power in three dimensions corresponds to the so-called Strauss
exponent, because the Lp decay estimate
‖eit∆ϕ‖L3(R3) . |t|−1/2‖ϕ‖L3/2(R3), (1.8)
implies that L3 is mapped back to the dual L3/2 by the quadratic nonlinearity, with
the critical decay order |t|−1 for integrability. Thus one cannot get closed nonlinear
estimates just from the Lp decay, unless one starts with given final states ([18] gives
such a result for GP). Hence we have to take account of the oscillatory property of
the quadratic terms. Then the term |u|2 is worse than the others, because its phase
by the linear approximation is stationary both in space and time at zero frequency
ξ = 0.
Actually, we cannot neglect the first order term 2Reu for large time behavior,
so we should not expect too strong an analogy with the quadratic NLS. By the
diagonalizing transform
u = u1 + iu2 7→ v = u1 + iUu2, U =
√
−∆(2−∆)−1, (1.9)
we get the equation for v with a self-adjoint operator H =
√−∆(2−∆) :
ivt −Hv = U(3u21 + u22 + |u|2u1) + i(2u1u2 + |u|2u2). (1.10)
The equation for U−1v is1 similar to the quadratic wave equation around ξ → 0
utt −∆u = |∇u|2, (1.11)
if we pick up the first nonlinearity U(u21) only. This equation is known [22] to blow
up from arbitrarily small initial data in C∞0 . Note that the other terms U(u
2
2) +
2i(u1u2) are even worse, enhancing the low frequency through u2 = U
−1 Im v. The
wave equation behaves worse in the quadratic interactions than the Schro¨dinger
(and the Klein-Gordon) equation because, beside the slower Lp decay of eit
√−∆, the
waves propagating in parallel directions are strongly resonant in the bilinear forms,
unless they have the null structure (special coefficients killing exactly the parallel
interactions).
1Here we naturally put U−1 on v to map the linear energy space H1(R3) for v onto that for the
wave equation, H˙1(R3).
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Despite of all these observations, we can prove that the solutions for GP with small
localized initial energy disperse linearly at time infinity. Below we denote 〈x〉 =√
2 + |x|2 and 〈∇〉 = √2−∆. H1 is the standard Sobolev space with the norm
‖v‖H1 = ‖〈∇〉v‖L2, and 〈x〉−1H1 is the weighted space with the norm ‖〈x〉v‖H1.
Theorem 1.1. There exists δ > 0 such that: For any u(0) ∈ H1(R3) satisfying∫
R3
〈x〉2(|Reu(0, x)|2 + |∇u(0, x)|2)dx < δ2, (1.12)
we have a unique global solution ψ = 1 + u of (1.1) such that v := Re u + iU Im u
satisfies eitHv ∈ C(R; 〈x〉−1H1(R3)) and for some v+ ∈ 〈x〉−1H1(R3),∥∥v(t)− e−itHv+∥∥H1 ≤ O(t−1/2), ∥∥〈x〉{eitHv(t)− v+}∥∥H1 → 0, (1.13)
as t→∞. Moreover, we have E1(ψ) = ‖〈∇〉v+‖2L2, and the correspondence v(0) 7→
v+ defines a bi-Lipschitz map between 0-neighborhoods of 〈x〉−1H1(R3).
Actually we have some decay t−ε also for the weighted norm in (1.13), but we will
not try to specify it, since it is quite small. For pointwise decay, we can derive from
the weighted energy estimate together with the Lp estimate on e−itH that
‖u1(t)‖L∞(R3) ≤ O(t−1), ‖u2(t)‖L∞(R3) ≤ O(t−9/10). (1.14)
In view of the scaling property, the optimal (weakest) weight should be 〈x〉−1/2
instead of 〈x〉−1. The latter is however more convenient to estimate in the Fourier
space, where it turns into one derivative. We can see that all the traveling waves
with finite energy have (1.12) finite, from their asymptotic behavior [16] as |x| → ∞.
For that purpose, we should not use a weight stronger than 〈x〉−3/2, hence 〈x〉−1 is
the unique integer choice.
By using fractional derivatives in the Fourier space, we could reduce the weight
slightly, but probably not to the optimal rate 1/2, since our argument needs to
sacrifice part of the decay in some bilinear estimates with Fourier singularities.
Those singularities arise because the linearized operator e−itH behaves like the
wave equation around ξ → 0, where the parallel interactions become stronger. Since
we know that solutions of nonlinear wave equations such as (1.11) blow up, we must
use the difference between H and
√−2∆ in estimating the bilinear terms, which
gives us some degenerate non-resonance property. The singular multipliers appear
when we integrate on the phase in the Fourier regions for such interactions. In order
to treat them, we will derive an estimate for bilinear Fourier multipliers (Lemma
10.1), which allows much less regular multipliers than the standard Coifman-Meyer
type estimates. It will also be crucial to investigate carefully the geometric structure
of the Fourier regions for those singularities, in order to exploit their smallness in
volume.
On the other hand, we also have to take care of those bad quadratic terms which
contain u2 = U
−1 Im v. The remedy was already given in [17, 18], by the quadratic
transform
u 7→M(u) := v + 〈∇〉−2|u|2, (1.15)
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which effectively removes those terms from the equation. We will introduce a new
quadratic transform, which behaves better in terms of regularity for high-high in-
teractions. It turns out that the wave-like behavior of e−itH becomes an advantage
when estimating the quadratic parts of those transforms, because it gives more de-
cay for ξ → 0 than eit∆. Indeed that is crucial to get the scattering in the same
topology 〈x〉−1H1 as the initial data space.
Extending the above result to the energy space is a supercritical problem from
the scaling view point, and so it seems beyond our current technology (it is critical
in four dimensions, where we have the small energy scattering [17]). However, we
can still solve the final state problem without uniqueness. Since the energy space is
essentially nonlinear for u, we need the explicit linearizing map M(u) to state our
scattering result.
Theorem 1.2. For any z+ ∈ H1(R3), there exists a global solution ψ = 1 + u of
(1.1) satisfying E1(ψ) = ‖〈∇〉z+‖2L2(R3) and as t→∞
‖M(u)− e−itHz+‖H1(R3) → 0. (1.16)
The proof depends on a compactness argument, so we get almost no information
about the initial data set for the scattering. However, the above initial data result
Theorem 1.1 implies that it contains at least those data satisfying (1.12).
In (1.16), we can replaceM(u) with v if the norm is also replaced with H˙1, but the
quadratic part is generally not even bounded in L2 (see Remark 4.1 for the details).
Hence the nonlinear effect is not really vanishing for large time in the energy sense,
but instead the map M essentially linearizes the (renormalized) energy space
F1 := {f ∈ H˙1(R3) | 2Re f + |f |2 ∈ L2(R3)}, (1.17)
where H˙1(R3) = {f ∈ L6(R3) | ∇f ∈ L2(R3)} is the homogeneous Sobolev space.
F1 was introduced in [12] with the distance δ(f, g) defined by
2
δ(f, g)2 = ‖∇(f − g)‖2L2 +
1
2
‖|f |2 + 2f1 − |g|2 − 2g1‖2L2 . (1.18)
More precisely, the energy space in three dimensions was characterized as
{eiθ(1 + f) | θ ∈ R, f ∈ F1}. (1.19)
As for the mapping property of M on the energy space, we have the following. Let
for any L > 0 and κ > 0,
F1(L, κ) := {f ∈ F1 | E1(1 + f) ≤ L2, ‖f‖L6 ≤ κ},
H1(L, κ) := {f ∈ H1 | ‖f‖H1 ≤ L, ‖f‖L6 ≤ κ}.
(1.20)
Theorem 1.3. (1) For any f, g ∈ F1, we have
δ(f, g)2 = ‖〈∇〉(M(f)−M(g))‖2L2 +
1
2
‖U(|f |2 − |g|2)‖2L2, (1.21)
hence the map u 7→ M(u) is Lipschitz continuous from F1 to H1.
2The distance in [12] is slightly different but equivalent to the above.
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(2) For any L > 0, there exist κ > 0, κ′ > 2κ, and a unique map R : H1(L, κ)→
F1(2L, κ
′) satisfying M ◦R = id. Moreover we have
δ(R(f), R(g)) ≤ 2‖〈∇〉(f − g)‖L2, (1.22)
namely the inverse is also Lipschitz in this domain.
Remark that the smallness is required only in L6, not in the energy, and the L6
norm decays if the solution scatters. Hence we can apply the invertible maps to
scattering solutions and their asymptotic profiles for sufficiently large time. Thus
we can rewrite the scattering statement (1.16) as
δ(u(t), R(e−itHz+))→ 0 (t→∞). (1.23)
We can also translate the above results to asymptotically plane wave solutions for
the cubic NLS (1.2). First, it is easy to see that for any a ≥ 0 and any d ∈ N, every
weak solution ϕ ∈ L3loc(R1+d) satisfying |ϕ| = a on R1+d is written in the form
ϕ(t, x) = ae−i(a
2+|b|2)t+ibx+ic, (1.24)
for some b ∈ Rd and c ∈ R. The above solutions for (1.1) can be regarded as
perturbations of the plane wave ϕ = e−it(1 + u), and perturbations of the other
plane waves are generated by the invariance of NLS under the scaling and Galilean
transforms. More explicitly, for any solution ψ = 1 + u of (1.1), for any a > 0,
b ∈ R3 and c ∈ R, we have a solution ϕ for (1.2) of the form
ϕ(t, x) = ae−i(a
2+|b|2)t+ibx+ic(1 + u(a2t, a(x− 2bt))). (1.25)
In particular, Theorem 1.1 implies the asymptotic stability of all plane waves (1.24)
in the weighted energy norm (1.13), as well as in L∞ (1.14), for perturbations
u(0) satisfying (1.12). Similarly, Theorem 1.2 implies that there exist plenty of
asymptotically plane wave solutions with finite (renormalized) energy, at least one
for each asymptotic profile from H1, a > 0, b ∈ R3 and c ∈ R.
Notice that the situation is quite different for the standard boundary condition
a = 0. Indeed the invariant scaling ϕ 7→ λϕ(λ2t, λx) also changes the energy
E0(ϕ) =
∫
R3
|∇ϕ|2 + |ϕ|
4
2
dx, (1.26)
homogeneously, so the smallness of the energy E0(ϕ) has no impact on the scattering,
and the transform M is reduced to the identity. Moreover, it is easy to observe that
the free propagator eit∆ is continuous on the energy space H˙1∩L4, but not globally
bounded. Hence some free solutions from this space cannot be asymptotic to any
nonlinear solution in the full energy. Once we restrict the solutions to L2(R3), then
the scattering problem was completely solved by [13], extending the earlier result
[27] in a smaller space. But without L2 finiteness, it is not even clear whether we
can have a result similar to Theorem 1.2 in H˙1, or we should instead modify the set
of asymptotic profiles.
We conclude the introduction by reinforcing the conjecture in [4] into a precise
statement of nonlinear scattering. Let E0 > 0 be as in (1.5).
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Conjecture 1.4. For any global solution ψ ∈ C(R; 1 + F1) of (1.1) satisfying
E1(ψ) < E0, there is a unique z+ ∈ H1(R3) satisfying E1(ψ) = ‖〈∇〉z+‖2L2 and
‖M(u(t))− e−itHz+‖H1(R3) → 0 (t→∞). (1.27)
Moreover, the map u(0) 7→ z+ is a homeomorphism between the open balls of radius
E1/20 around 0 in F1 and H1.
The rest of this paper is organized as follows. Sections 2–3 are preparatory.
Section 4 deals with the final data problem. Sections 5–13 are devoted to the initial
data problem. In the appendix, we give a correction to our previous paper [18].
In more detail: in Section 2, we collect some notation and basic estimates used
throughout the paper. In Section 3, we compute the normal forms including the
previous and the new ones. In Section 4, we prove the final data result Theorem 1.2
and also Theorem 1.3. In Section 5, we start with the initial data problem by setting
up the main function space X and deriving its decay properties. In Section 6, we
derive the weighted estimates for the normal form transform. Section 7 deals with
the initial data. In Section 8, we estimate the Strichartz norms without weight. In
Section 9, we treat the easier parts of the weighted estimate, namely those without
the phase derivative, and also the quartic terms. In Section 10, we treat the main
terms, namely the bilinear forms with the phase derivative, using a bilinear multiplier
estimate allowing singularities, and assuming some bounds on the singular bilinear
multipliers. Those bounds are proved in Section 11. The cubic terms with the phase
derivative are estimated in Section 12. Finally we prove Theorem 1.1 in Section 13.
2. Preliminaries
In this section we establish some notation and basic setting for our problem. First,
for function spaces, we denote the Lebesgue, the Lorentz, the Sobolev and the Besov
spaces by Lp, Lp,q, Hs,p and Bsp,q respectively, for 1 ≤ p, q ≤ ∞ and s ∈ R. The
homogeneous versions of the latter two are denoted by H˙s,p and B˙sp,q. We do not
use the spaces with 0 ≤ p < 1, but instead we use the following convention
L1/p = Lp, L1/p,1/q = Lp,q, Hs,1/p = Hs,p, (2.1)
for convenience of explicit computation of the Ho¨lder exponents. For any Banach
space B, we denote the same space with the weak topology by w-B.
We denote the Fourier transform on Rd by
Fϕ = ϕ˜(ξ) :=
∫
Rd
ϕ(x)e−ixξdx,
F ξx[f(x, y)] = (F ξxf)(ξ, y) :=
∫
Rd
f(x, y)e−ixξdx,
(2.2)
and the Fourier multiplier of any function ϕ by
ϕ(−i∇)f := F−1[ϕ(ξ)f˜(ξ)],
ϕ(−i∇)xf(x, y) := (F ξx)−1[ϕ(ξ)F ξx[f(x, y)]].
(2.3)
Next we introduce a Littlewood-Paley decomposition (homogeneous version) in
the standard way. Fix a cut-off function χ ∈ C∞0 (R) satisfying χ(x) = 1 for |x| ≤ 1
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and χ(x) = 0 for |x| ≥ 2. For each k ∈ 2Z, we define
χk(x) := χ(|x|/k)− χ(2|x|/k), (2.4)
so that we have χk ∈ C∞0 (Rd),
suppχk ⊂ {k/2 < |x| < 2k},
∑
k∈2Z
χk(x) = 1 (x 6= 0). (2.5)
Hence the Littlewood-Paley decomposition is given by
f =
∑
k∈2Z
χk(∇)f. (2.6)
We denote the decomposition into the lower and higher frequency by
f<k :=
∑
j<k
χj(∇)f, f≥k :=
∑
j≥k
χj(∇)f. (2.7)
For any function B(ξ1, . . . , ξN) on (R
d)N , we associate the N -multilinear operator
B[f1, . . . fN ] defined by
F ξxB[f1, . . . fN ] =
∫
ξ=ξ1+···+ξN
B(ξ1 . . . ξN)f˜1(ξ1) · · · f˜N (ξN)dξ2 · · · dξN , (2.8)
which is called a multilinear Fourier multiplier with symbol B, thus we identify the
symbol and the operator. Whenever we write a symbol in the variables (ξ, ξ1, . . . ξN),
it should be understood as a funciton of (ξ1, . . . ξN) by substitution ξ = ξ1+ · · ·+ξN .
Hence for example, a product of single multipliers can be written as
B0(ξ)B1(ξ1)B2(ξ2)[f, g] = B0(−i∇) {(B1(−i∇)f) · (B2(−i∇)g)} . (2.9)
In addition, we introduce the following convention for bilinear multipliers. For
any bilinear symbol B(ξ1, ξ2), we assign the variables η and ζ such that η = ξ1 and
ζ = ξ2, but regarding (ξ, η) and (ξ, ζ) respectively as the independent variables.
Hence the partial derivatives of the symbol B in each coordinates are given by
(∇(η)ξ B,∇ηB) = (∇ξ2B(η, ξ − η), (∇ξ1 −∇ξ2)B(η, ξ − η)),
(∇(ζ)ξ B,∇ζB) = (∇ξ1B(ξ − ζ, ζ), (∇ξ2 −∇ξ1)B(ξ − ζ, ζ)).
(2.10)
For any number or vector a, we denote
〈a〉 :=
√
2 + |a|2, â := a|a| , U(a) :=
|a|
〈a〉 , H(a) := |a|〈a〉, (2.11)
which will mostly appear in the Fourier spaces, in particular U =
√−∆/(2 −∆)
and H =
√−∆(2 −∆). For any complex-valued function f , we often denote the
complex conjugate by
f+ := f, f− := f, (2.12)
to treat them in a symmetric way. Also we denote
Jf = e−itHxeitHf, fˇ = FeitHf, fˇ± = Fe±itHf±. (2.13)
Remark that these operations are time dependent.
Finally, we collect a few basic estimates, which will be used throughout the paper.
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Lemma 2.1. Let 2 ≤ p ≤ ∞, 0 ≤ θ ≤ 1, s ∈ R, and σ = 1/2− 1/p. Then we have
‖e−itHϕ‖B˙sp,2 . |t|
−(d−θ)σ‖U (d−2+3θ)σ〈∇〉2θσϕ‖B˙s
p′,2
, (2.14)
where p′ = p/(p− 1) is the Ho¨lder conjugate. For 2 ≤ p <∞, we have also
‖e−itHϕ‖Lp,2 . |t|−(d−θ)σ‖U (d−2+3θ)σ〈∇〉2θσϕ‖Lp′,2 . (2.15)
The case θ = 0 is similar to the Schro¨dinger equation, but we gain U (d−2)σ around
ξ = 0. The case θ = 1 with |ξ| < 1 is the same as the wave equation, where we have
worse decay for t→∞, but better decay for ξ → 0, than the case θ = 0. This reflects
the fact that the group velocity for e−itH is bounded from below |∇H(ξ)| > √2. For
|ξ| & 1, the estimate with θ > 0 follows from interpolation between θ = 0 and the
Sobolev embedding, hence it is just the same as for Schro¨dinger.
Proof. The estimate in the Besov space is proved by the standard stationary phase
argument after the Littlewood-Paley decomposition, and its interpolation with L2
conservation. See [17] for the details in the case θ = 0. Then we can replace Besov
with Lp spaces by the embedding
B˙0p,2 ⊂ Lp, B˙0p′,2 ⊃ Lp
′
, (2.16)
for 2 ≤ p <∞. The Lorentz version follows from real interpolation. 
From the above decay estimate, we get the Strichartz estimate (cf. [17]),
‖e−itHf‖L∞H1∩U1/6L2B16,2 . ‖f‖U−1/6L2B16/5,2+L1H1, (2.17)
where we gain U1/6 for the endpoint norm.
For bilinear Fourier multipliers, we will use the Coifman-Meyer bilinear multiplier
estimate [7] (see also [14]): if
|∂αξ1∂βξ2B(ξ1, ξ2)| . (|ξ1|+ |ξ2|)−|α|−|β|, (2.18)
for up to sufficiently large α, β, then for any pj ∈ (1,∞) satisfying 1/p0 = 1/p1+1/p2,
we have
‖B[f, g]‖Lp0(Rd) . ‖f‖Lp1(Rd)‖g‖Lp2(Rd). (2.19)
As was shown in [14], one cannot generally replace the right hand side of (2.18) by
|ξ1|−|α||ξ2|−|β|, but we can reduce our regular multipliers to the above case. However
the above estimate is not applicable when the multipliers are really singular due to
divisors coming from the phase integrations in the main estimates for Theorem 1.1.
In this case, we will use another bilinear estimate (Lemma 10.1), which allows general
multipliers with singularities. As for regular multipliers, the following specific form
will be often sufficient:
Lemma 2.2. Let d ∈ N and k ∈ N. Then we have
sup
0≤a≤1
∥∥∥∥∥〈ξ1〉
2k(1−a)〈ξ2〉2ka
〈(ξ1, ξ2)〉2k
[f, g]
∥∥∥∥∥
L
p0
x (Rd)
. ‖f‖Lp1x (Rd)‖g‖Lp2x (Rd), (2.20)
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for any p0, p1, p2 ∈ (1,∞) satisfying 1/p0 = 1/p1 + 1/p2, where (ξ1, ξ2) denotes the
2d dimensional vector and so
〈(ξ1, ξ2)〉 =
√
2 + |ξ1|2 + |ξ2|2. (2.21)
Proof. Denote the above operators by Ba, which is analytic on the strip 0 ≤ Re a ≤ 1
as bilinear operators (Hd)2 → L2. When a = 0 or a = 1, Ba satisfies (2.18), hence
the estimate follows from Coifman-Meyer. Since the Fourier multiplier 〈t〉−1−d〈ξ〉it
is bounded on Lp uniformly for t ∈ R, we get
sup
t∈R
〈t〉1+d(‖Bit[f, g]‖Lp0 + ‖B1+it[f, g]‖Lp0 ) . ‖f‖Lp1‖g‖Lp2 , (2.22)
which is extended to the whole strip 0 ≤ Re a ≤ 1 by the three lines theorem for
analytic functions. 
3. Normal forms
The idea of using normal forms for asymptotic behavior of nonlinear dispersive
equations goes back to [30] in the case of nonlinear Klein-Gordon equations. For the
NLS, quadratic terms have in general resonance sets with one codimension (except
for u2), which give rise to singularities in the normal forms. Here the resonance
set is given in the spatial frequency where the time oscillation of the nonlinearity
coincides with the linear evolution. We call it temporal resonance.
In [19] for the scattering of NLS in three dimensions, such singularity was avoided
by applying the normal form to remove only some of the quadratic terms, leaving the
others with better decay properties. Here the decay for the remainders comes from
the fact that the oscillation phase of the nonlinearity relative to the linear evolution
is not stationary at those spatial frequencies. We call it spatial resonance. When we
simply say “non-resonant”, it means that it is not simultaneously temporally and
spatially resonant.
Our transforms follow the same idea as [19]. However, the actual forms and
computations are totally different from the NLS, due to the lower order term 2Reu
and the special structure of the nonlinearity. In addition, we can not completely
avoid singularities because of some degeneracy in the non-resonance property, for
which we need another idea (a bilinear estimate for irregular multipliers).
In the previous paper [18], we introduced the normal form M(u) as defined in
(1.15). As is indicated in Theorem 1.3, this transform is quite natural in view of
the nonlinear energy, and will be essential for the proof of Theorem 1.2. However, it
does not fit the weighted estimate for Theorem 1.1 very well, where it suffers from
a derivative loss. To avoid assuming higher regularity, we introduce another normal
form which is more suited to the weighted estimate. For that purpose, we start with
general bilinear transforms.
First we rewrite the equation for u = ψ−1 = u1+iu2 in terms of the real variables:
u˙1 = −∆u2 + 2u1u2 + |u|2u2,
u˙2 = −(2−∆)u1 − 3u21 − u22 − |u|2u1.
(3.1)
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We consider a nonlinear transform given in the form3
w := u+B′1[u1, u1] +B
′
2[u2, u2] (3.2)
where B′j are real-valued symmetric bilinear Fourier multipliers, which we will specify
later. From the above equation for u, we derive
(i∂t +∆− 2Re)B′1[u1, u1]
= −(2−∆)B′1[u1, u1] + 2iB′1[u1,−∆u2 + 2u1u2 + |u|2u2],
(i∂t +∆− 2Re)B′2[u2, u2]
= −(2−∆)B′2[u2, u2] + 2iB′2[u2, (∆− 2)u1 − 3u21 − u22 − |u|2u1],
(3.3)
and hence we get the equation for w:
(i∂t +∆− 2Re)w = B′3[u1, u1] +B′4[u2, u2] + iB′5[u1, u2]
+ |u|2u1 + iC ′3[u1, u1, u2] + iC ′4[u2, u2, u2] + iQ1(u),
(3.4)
where B′j (j = 3, 4, 5) are bilinear multipliers defined by,
B′3 = 3− 〈ξ〉2B′1, B′4 = 1− 〈ξ〉2B′2, B′5 = 2 + 2|ξ2|2B′1 − 2〈ξ1〉2B′2, (3.5)
C ′j (j = 3, 4) are cubic multipliers defined by
C ′3(ξ1, ξ2, ξ3) = 1 + 4B
′
1(ξ1, ξ2 + ξ3)− 6B′2(ξ1 + ξ2, ξ3),
C ′4(ξ1, ξ2, ξ3) = 1− 2B′2(ξ1 + ξ2, ξ3),
(3.6)
and Q1(u) = 2B
′
1[u1, |u|2u2]− 2B′2[u2, |u|2u1] gathers the quartic terms.
Now we choose our B′1 and B
′
2. Recall the diagonalized equation for v = u1+iUu2:
ivt −Hv = Nv(u) := U(3u21 + u22 + |u|2u1) + i(2u1u2 + |u|2u2), (3.7)
where we observe that we have U−1 in each u2 compared with v, and also on the
imaginary part relative to the real part. To counteract this effect, we want
B′4 = O(|ξ1||ξ2|), B′5 = O(|ξ||ξ2|), C ′4 = O(|ξ1|+ |ξ2|+ |ξ3|). (3.8)
It is easy to see that B′4 = B
′
5 = 0 is impossible due to the symmetry of B
′
1 and B
′
2.
The simplest choice for B′4 = 0 is given by
B′1 = B
′
2 = 〈ξ〉−2, B′4 = 0, B′5 = 4〈ξ〉−2ξξ2, C ′3 = C ′4 = U2, (3.9)
where ξξ2 = ξ ·ξ2 denotes the inner product in R3. This leads toM(u) in (1.15), and
is the most natural from the energy viewpoint (1.21). Moreover, the cubic part has
a subtle but remarkable non-resonance property, which will be revealed in Section
4 for the proof of Theorem 1.2.
On the other hand, the simplest choice for B′5 = 0 is given by
− B′1 = B′2 = 〈(ξ1, ξ2)〉−2 =
1
2 + |ξ1|2 + |ξ2|2 ,
B′4 =
−2ξ1ξ2
2 + |ξ1|2 + |ξ2|2 , B
′
5 = 0, C
′
4 =
|ξ1 + ξ2|2 + |ξ3|2
2 + |ξ1 + ξ2|2 + |ξ3|2 ,
(3.10)
3We will introduce Bj and Cj afterward by transforming B
′
j and C
′
j .
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where we omit C ′3 since it is just complicated without any important structure. This
choice is not directly linked to the energy, and the cancellation in the cubic part
is weaker. Its advantage is that we do not lose a derivative for 〈ξ〉 ≪ |ξ1| ∼ |ξ2|
as in B′5 of (3.9). Such a derivative loss for high-high interactions can be saved
by increasing the regularity. However, in the weighted estimate for bilinear terms,
we will encounter another derivative loss (10.33) by integration on the phase, and
therefore we would need H2x to close the estimates with the choice (3.9).
The latter derivative loss can be observed in the Schro¨dinger case as well: look at
the weighted estimate for the typical bilinear term |e−it∆ϕ|2 in the Fourier space
F ξxxeit∆|e−it∆ϕ|2 = i∇ξ
∫
eitΩFϕ(−η)Fϕ(ξ − η)dη, (3.11)
where Ω := |ξ|2−|η|2+ |ξ−η|2. Partial integration on eitΩ gives a factor of the form
|∇(η)ξ Ω|
|∇ηΩ| =
|2ξ − η|
|ξ| , (3.12)
which causes a derivative loss in the region |ξ| ≪ |η| ∼ |η − ξ|. However, those
two normal forms eventually lead to the same asymptotic behavior, in the case of
weighted energy scattering. See Section 6.1.
We remark that there are other possible choices. For example, if we want decay
in B′3 as well, we may choose
B′1 = 〈ξ〉−2(3− 4〈ξ〉−2ξ1ξ2), B′2 = 〈ξ〉−2(1− 4〈ξ〉−2ξ1ξ2),
B′3 = B
′
4 = 4〈ξ〉−2ξ1ξ2,
B′5 = 4〈ξ〉−4(4ξ0ξ2 + 4|ξ0|2|ξ2|2 + 2(ξ1ξ2)[ξ0(ξ0 + 4ξ1 − 4ξ2)],
(3.13)
but it suffers from derivative loss in all B′j , so we will not use it. In the rest of the
paper, those notations B′j, C
′
j and Q1 are reserved for the second choice (3.10).
Now we fix the notation for our transforms corresponding to (3.9) and (3.10)
respectively by4
z :=M(u) = v + 〈ξ〉−2|u|2,
Z := v + b(u) := v − 〈(ξ1, ξ2)〉−2[u1, u1] + 〈(ξ1, ξ2)〉−2[u2, u2].
(3.14)
Then we get coupled equations for (v, z) and (v, Z) in the form
v = z − 〈ξ〉−2|u|2, iz˙ −Hz = Nz(u), (3.15)
v = Z − b(u), iZ˙ −HZ = NZ(v). (3.16)
The nonlinear terms are given by
Nz(u) := U
{
2u21 + |u|2u1
}− i〈∇〉−2∇ · {4u1∇u2 +∇(|u|2u2)} , (3.17)
NZ(v) := B3[v1, v1] +B4[v2, v2] + C1[v1, v1, v1] + C2[v2, v2, v1]
+ iC3[v1, v1, v2] + iC4[v2, v2, v2] + iQ1(u),
(3.18)
4The pair (v, z) in the previous paper [18] is equal to U−1(v, z) in this paper.
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with the bilinear multipliers Bj defined by using B
′
j in the case (3.10),
B3 = U(ξ)B
′
3 =
−2U(ξ)(4 + 4|ξ1|2 + 4|ξ2|2 − ξ1ξ2)
2 + |ξ1|2 + |ξ2|2 ,
B4 = U(ξ)U(ξ1)
−1U(ξ2)−1B′4 =
−2U(ξ)〈ξ1〉〈ξ2〉ξ̂1ξ̂2
2 + |ξ1|2 + |ξ2|2 ,
(3.19)
and the cubic multipliers Cj defined by using C
′
j in (3.6),
C1 = U(ξ), C2 = U(ξ)U(ξ1)
−1U(ξ2)−1,
C3 = U(ξ3)
−1C ′3, C4 = U(ξ1)
−1U(ξ2)−1U(ξ3)−1C ′4,
(3.20)
and the quartic term Q1 is given by
Q1(u) = −2〈(ξ1, ξ2)〉−2[u1, |u|2u2]− 2〈(ξ1, ξ2)〉−2[u2, |u|2u1]. (3.21)
We have the following bounds:
|B3|+ |B4| . U(ξ),
|Cj| . U(ξ1)−1U(ξ2)−1 + U(ξ2)−1U(ξ3)−1 + U(ξ3)−1U(ξ1)−1.
(3.22)
More precisely, they are written as linear combinations of products of those terms
on the r.h.s. of (3.22) and regular multipliers as in (2.20), together with the Riesz
operator.
Remark 3.1. By the transform u 7→ v := u− iH−1u˙, the Boussinesq equation (1.3)
can be rewritten as
ivt +Hv = U(v
2
1), (3.23)
hence it can be regarded as a simplified version of our equation for (v, z). In fact,
our proof for Theorem 1.1 directly applies to this equation, while Theorem 1.2 and
Theorem 1.3 rely much more on the nonlinear energy structure, which is different
for (1.3). For the (physically relevant) two dimensional case, refer to [18] for a final
data result, which is also applicable to this equation.
4. Final data problem
In this section, we consider the final state problem in the energy space, proving
Theorems 1.2 and 1.3. Our strategy for Theorem 1.2 is essentially the same as [28] for
NLS, using compactness to get weak convergence, and energy conservation to make
it strong. The normal form transform M(u) is essential both for the uniform bound
and for the equicontinuity of approximating sequence of solutions. In addition, we
will use a hidden non-resonance property in the cubic terms of (3.15) to get the
equicontinuity. It is noteworthy that the argument in [28] does not work for NLS
without L2 finiteness, whereas for GP we are using only the energy conservation.
We start with the proof of Theorem 1.3, since the result will be used in the proof of
Theorem 1.2.
Proof of Theorem 1.3. The identity (1.21) is straightforward. We construct R by
solving the following equation for g with any given f ∈ H1(L, κ):
g1 = Rf(g1) := f1 − 〈∇〉−2
{
g21 + (U
−1f2)2
}
, g2 = U
−1f2. (4.1)
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We use the following product estimate for general u, v:
‖〈∇〉−2uv‖H˙1 . ‖U(uv)‖L2 ∼ ‖∇(uv)‖H−1
. ‖v‖H˙1‖∇u‖H−1,3 + ‖u‖L∞+L6‖∇v‖L2
. ‖v‖H˙1
{
‖Uu‖L3 + ‖u‖1/2L6 ‖Uu‖1/2L6
}
. ‖v‖H˙1‖u‖1/2H˙1 ‖Uu‖
1/2
L6 .
(4.2)
Applying it to Rf(g1), we get
‖〈∇〉−2g22‖H˙1 . ‖Ug22‖L2 . ‖f‖1/2L6 ‖f‖3/2H1 ,
‖Rf(u)− Rf(v)‖H˙1 . ‖u+ v‖1/2H˙1 ‖u+ v‖
1/2
L6 ‖u− v‖H˙1,
(4.3)
and in addition,
‖〈∇〉−2g21‖H˙1 . ‖Ug21‖L2 . ‖g1∇g1‖L3/2 . ‖g1‖L6‖g1‖H˙1,
‖〈∇〉−2g21‖L6 . ‖g21‖L3 = ‖g1‖2L6.
(4.4)
Hence the map g 7→ Rf (g1) + ig2 is a contraction on the set
{g ∈ F1(2L,C(κ+ L3/2κ1/2)) | g2 = U−1f2}, (4.5)
for the H˙1 norm and some C > 0, if κ > 0 is sufficiently small. Hence it has a
unique fixed point g1 = Rf (g1), by which we can define R(f) = g1 + iU
−1f2. Then
we have M ◦R = id and the uniqueness of R follows from that for the fixed point.
For the continuity of R, let f, g ∈ H1(L, κ) and u = R(f), v = R(g). Then we have
by (4.2),
‖U(|u|2 − |v|2)‖L2 . ‖u+ v‖1/2H˙1 ‖u+ v‖
1/2
L6 ‖u− v‖H˙1 ≪ ‖u− v‖H˙1, (4.6)
if κ is small. Moreover,
‖u− v‖2
H˙1
= ‖u1 − v1‖2H˙1 + ‖f2 − g2‖2H1. (4.7)
For the real component, we have
‖u1 − v1‖H˙1 = ‖Rf (u1)−Rg(v1)‖H˙1
≤ ‖f1 − g1‖H˙1 + ‖〈∇〉−2(u21 − v21)‖H˙1 + ‖〈∇〉−2(U−1f2)2 − (U−1g2)2‖H˙1 .
(4.8)
where the second term is bounded by
‖u1 + v1‖L6‖u1 − v1‖H˙1 ≪ ‖u1 − v1‖H˙1 , (4.9)
and the third term is bounded by using (4.2),
‖f2 − g2‖H1‖f2 + g2‖1/2H1 ‖f2 + g2‖1/2L6 ≪ ‖f2 − g2‖H1 . (4.10)
Hence for any ε > 0, we can get by choosing κ > 0 small enough,
‖u1 − v1‖H˙1 ≤ ‖f1 − g1‖H1 + ε‖f2 − g2‖H1 , (4.11)
and the desired Lipschitz condition follows. 
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Proof of Theorem 1.2. First we rewrite the equation (3.15) for z =M(u), using the
renormalized charge density q(u) := |ψ|2 − 1 = 2u1 + |u|2:
izt −Hz = N 1z (u) +N 2z (u),
N 1z :=
U
2
(q2 − |u|4 − 2u31)−
i∇
〈∇〉2 · {2q∇u2 + u1(2u2∇u1 − u1∇u2)} ,
N 2z := −U(u22u1)− i〈∇〉−2∇ · (u22∇u2).
(4.12)
Let L = 2‖〈∇〉z+‖L2+1 and z0 := e−itHz+. Since ‖z0(t)‖L6x → 0 as t→∞, for large
T > 0 we have z0(T ) ∈ H1(L, κ). Let ψT be the global solution of (1.1) satisfying
ψT = 1 + uT , uT (T ) = R(z0(T )), (4.13)
and let zT = M(uT ). Then we have zT (T ) = z0(T ) and the above equation (4.12)
with (z, u) = (zT , uT ) and q = qT = q(uT ). Moreover we have
‖〈∇〉zT ‖L2 ≤ E1(ψT )1/2 = δ(R(z0(T )), 0) ≤ 2‖〈∇〉z+‖L2, (4.14)
so zT , uT and qT are uniformly bounded in H1, F1 and L
2 respectively. By the
Sobolev embedding, uT is bounded in L6x. Combined with the L
2 bound on qT and
the fact that (L3+L6)∩L2 ⊂ L3, it implies also that uT1 and qT are bounded in L3x.
Moreover, uT and zT are equicontinuous in C(R;S ′(R3)) by their equations. Hence
for some sequence T → ∞, uT and zT converge in C(R; w-H˙1) and C(R; w-H1)
respectively. We denote their limits by u∞ and z∞. Then qT also converges to q∞ =
q(u∞) in C(R;L2loc) and C(R; w-L
2). Also it is easy to check that v∞ := u∞1 + iUu
∞
2
and z∞ satisfy the equation (3.15).
To get weak convergence of eitHzT globally in time, we need its equicontinuity at
t =∞, i.e., for any test function ϕ ∈ S(R3) we have∫ t2
t1
〈
ϕ
∣∣eitHNz(uT (t))〉xdt→ 0 (4.15)
as t2 > t1 →∞ uniformly in T . Those terms in N 1z (u) are bounded respectively by
(here we omit T ),
‖q2‖L12/11 . ‖q‖2L2∩L3 ,
‖U |u|4‖L12/11 . ‖u3∇u‖L1 . ‖u‖3L6‖∇u‖L2,
‖U(u31)‖L12/11 . ‖u21∇u1‖L1 . ‖u1‖2L3∩L6‖∇u‖L2.
‖q∇u2‖L12/11 . ‖q‖L2∩L3‖∇u‖L2,
‖u1u∇u‖L12/11 . ‖u1‖L3∩L6‖u‖L6‖∇u‖L2,
(4.16)
hence by using the L12 decay of eitH (2.15),∫ t2
t1
|〈ϕ∣∣eitHN 1z (uT (t))〉x|dt .
∫ t2
t1
t−5/4dt . t−1/41 → 0. (4.17)
The remaining term N 2z is bounded only in L6/5x , which gives by the Lp decay the
critical decay rate 1/t, and so we cannot get compactness in this way. More precisely,
16 STEPHEN GUSTAFSON, KENJI NAKANISHI, TAI-PENG TSAI
when we decompose them into dyadic frequencies by (2.6)
N 2z = −
∑
j,k∈2Z
U
{
χ(∇)j(u22)χ(∇)ku1
}
+ i
∇
〈∇〉2 ·
{
χ(∇)j(u22)χ(∇)k∇u2
}
, (4.18)
we have trouble only when j ≪ min(1, k), since otherwise U or ∇ outside gives the
factor j and so those terms are bounded in L
12/11
x as above. In order to bound the
remaining part, we use a non-resonance property due to its special structure:
N 2z = −U(u22v)− i〈∇〉−2 {H(ξ)U(ξ2)− ξξ2} [u22, u2], (4.19)
where the second bilinear multiplier has the small factor ξ1, since it equals
〈ξ〉−2 {|ξ|(〈ξ〉U(ξ2)− |ξ|) + |ξ|2 − ξξ2}
=
{ |ξ||ξ2|
(〈ξ〉+ 〈ξ2〉)〈ξ2〉 −
|ξ|
|ξ|+ |ξ2|
}
(ξ1 + 2ξ2) · ξ1
〈ξ〉2 +
ξξ1
〈ξ〉2 ,
(4.20)
and the multiplier inside the big braces is bounded by the Coifman-Meyer estimate
(2.19) if restricted to |ξ1| ≪ |ξ2| ∼ |ξ|. So this term is bounded in L12/11x .
For the first term in (4.19), we integrate on eit(H(ξ)+H(ξ2))∫ t2
t1
eit(H(ξ)+H(ξ2))U [u22, e
itHv]dt
= [−ieitHB[u22, v]]t2t1 +
∫ t2
t1
ieitHB[2u2u˙2, v]− eitHB[u22,Nv(u)]dt,
(4.21)
with the bilinear multiplier B defined by
B = (H(ξ) +H(ξ2))−1U(ξ) = 〈ξ〉−2
{
1 +H(ξ2)H(ξ)
−1}−1 , (4.22)
where the multiplier in the braces is bounded by Coifman-Meyer (2.19) if |ξ1| ≪
|ξ2| ∼ |ξ|. From the equation (3.1), we have
u˙2 = −q +∆u1 − qu1 ∈ L∞t H−1x ,
Nv(u) = U(|u|2 + qu1) + iqu2 ∈ L∞t (L3/2 ∩ L2)x,
(4.23)
so u2u˙2 ∈ H˙1 × H−1 is bounded in H−1,3/2 ∩ H−2. Hence (4.21) restricted to
|ξ1| ≪ min(1, |ξ2|) is bounded in t−1/21 L3x + t−1/41 L12x .
Thus we conclude that z´T := eitHzT is equicontinuous in C([−∞,∞];S ′(R3)), and
so by choosing appropriate sequence T →∞, we get
z´T → z´∞ in C([−∞,∞]; w-H1), (4.24)
together with z´∞(∞) = z+ from the initial condition zT (T ) = e−iTHz+. By the
lower semi-continuity for T →∞ (along the sequence), we have
E1(ψ
∞) = ‖〈∇〉z∞‖2L2 +
1
2
‖U |u∞|2‖2L2 ≤ lim inf
T→∞
E1(ψ
T (T )) = ‖〈∇〉z+‖2L2 , (4.25)
and for t→∞,
‖〈∇〉z+‖2L2 ≤ lim inf
t→∞
E1(ψ
∞(t)) = E1(ψ∞). (4.26)
Hence both inequalities must be equality, which implies that the convergence is
strong in both cases. Hence eitHz∞(t)→ z+ strongly in H1x as t→∞. 
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Remark 4.1. We can show that for some asymptotic profiles z+ ∈ H1, the above
constructed solution has v1 unbounded in L
2
x for large t (v2 is bounded in L
2
x by the
energy). So we really need the nonlinear map M to have the scattering statement
(1.16) in H1. The proof goes by contradiction. If v1 = u1 is uniformly bounded in
L2, by the L2 bound of q, |u|2 is also bounded. Then it is easy to see that Nz(u) is
bounded in ULpx for 1 ≤ p ≤ 6/5. Thus we have by the Lp decay with 1/p := 1/6−ε
for ε > 0 small,
‖ei(t−T )Hz(t)− z(T )‖U1+1/3+εLpx = ‖
∫ t
T
eisHNz(u(s))ds‖U4/3+εLpx
.
∫ t
T
s−1−3ε‖Nz(u(s))‖UL5/6+εx ds . T
−3ε,
(4.27)
and so by letting t→∞, we get
e−iTHz+ − z(T ) ∈ U4/3+εLpx. (4.28)
Since U−1z2(T ) = u2(T ) ∈ L∞T L4x ⊂ L∞T H˙−1/2−ε/3,p for T large, we have
(Im e−iTHz+)<1 = (Uu2(T ) + U4/3+εL∞T L
p
x)<1 ⊂ U4/3L∞T Lpx, (4.29)
which is clearly not implied by the assumption z+ ∈ H1. For example, let
z+ =
∑
k∈4−N
ieiH/kk3/2+3εf(kx), (4.30)
for some f ∈ S satisfying supp f˜ ⊂ {1 < |ξ| < 2}. Then z+ ∈ H1 but
‖U−4/3e−iH/kz+‖B˙0p,∞ & k−4/3+3/2+3ε−3/p‖f‖Lpx →∞ (1/k →∞). (4.31)
However it is not clear whether ‖v1(t)‖L2x is growing, or infinite for all time (v(t) ∈
L2x persists in time by the equation for v). We expect that both cases do happen,
depending on the asymptotic data.
5. Initial data problem
The strategy for Theorem 1.1 largely follows that in [19] for the NLS: we will
derive an a priori bound on the weighted energy norm of the solution after removing
the free propagator, namely eitHv(t). Then the a priori bound gives space and time
decay properties of the solution by getting back the propagator, and this decay
property is used in turn to bound the Duhamel integral for the a priori estimate.
However, the linear decay property is not sufficient to bound the quadratic terms, so
that we have to integrate by parts on the phase to gain more integrability and decay
from the oscillations. At this point we meet the special difficulty of our equation,
that is the singularity due to degeneration of the nonresonance property around
ξ → 0. To treat it, we will derive a bilinear estimate for singular Fourier multipliers,
and investigate the shape of the degeneration in a similar way as in our previous
paper [18] for the two dimensional case.
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Now we set up our function spaces. We will derive iterative estimates for both v
and Z of (3.16) in the following space-time norms. Recall the notation (2.13) for J .
‖Z(t)‖X(t) := ‖Z(t)‖H1x + ‖JZ(t)‖H1x , ‖Z‖X := sup
t
‖Z(t)‖X(t),
‖Z‖S := ‖Z‖L∞t H1x + ‖U−1/6Z‖L2tH1,6x .
(5.1)
The last norm is finite for e−itHϕ if ϕ ∈ H1(R3), by the Strichartz estimate (2.17).
The key ingredient is the H1 bound on JZ, which can be written in the Fourier
space
‖JZ‖H1x ∼ ‖〈ξ〉∇ξZˇ‖L2ξ . (5.2)
More precisely, we are going to prove∥∥∥∥
∫ t
T
e−i(t−s)HNZ(s)ds
∥∥∥∥
X(T,∞)
. 〈T 〉−ε, (5.3)
for some small ε > 0. This estimate implies the desired scattering for Z in 〈x〉−1H1.
The scattering for v is the same, because we will prove that the difference b(u) is
vanishing faster in the same space X .
5.1. Decay property by the weighted norm. We derive a few decay properties
as t→∞ and ξ → 0 of the X space (5.1). First, the commutator relations [∇j, Jk] =
δj,k and [〈∇〉, J ] = −〈∇〉−1∇ imply
‖J∇v(t)‖L2x + ‖J〈∇〉v(t)‖L2x . ‖Jv(t)‖H1x + ‖v(t)‖L2x . (5.4)
Since 1/|x| ∈ Ld,∞(Rd), we have by the Sobolev and the Ho¨lder,
‖v(t)‖H˙−1x ∼ ‖eitHv(t)‖H˙−1x
. ‖eitHv(t)‖
L
6/5,2
x
. ‖xeitHv(t)‖L2x ∼ ‖Jv(t)‖L2x.
(5.5)
Thus we obtain
‖U−2v‖L6x . ‖v‖H˙−1 + ‖v‖H1x ∼ ‖U−1v‖H1x . ‖v(t)‖X(t). (5.6)
Choosing θ = 0 and p = 6 in the Lp decay estimate (2.15), we have
‖〈∇〉U−1/3v(t)‖L6x . t−1‖〈∇〉eitHv(t)‖L6/5,2x
. t−1‖J〈∇〉v(t)‖L2x . t−1‖v(t)‖X(t).
(5.7)
Combining with the Sobolev bound (5.6), we get
‖|∇|−2+5θ/3v<1(t)‖L6x . min(1, t−θ)‖v(t)‖X(t),
‖|∇|θv≥1(t)‖L6x . min(t−θ, t−1)‖v(t)‖X(t),
(5.8)
for 0 ≤ θ ≤ 1, where v<1 and v≥1 denote the smooth separation of frequency (2.7).
In particular, we have
‖U−1v(t)‖L6x . 〈t〉−3/5‖v(t)‖X(t), ‖U−1v‖L2tH1,6x . ‖v‖S∩X . (5.9)
Also we obtain the Strichartz bound on u = v1 + iU
−1v2:
‖u‖L∞H1 . ‖U−1v‖L∞H1 . ‖v‖X,
‖u‖L2H1,6 . ‖v≥1‖L2H1,6 + ‖U−1v<1‖L2L6 . ‖v‖X∩S.
(5.10)
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For the estimate on b(u), it is better to use the wave-type decay. Choosing p = 4
and θ = 2/3 in (2.15), and using complex interpolation, we have
‖〈∇〉2/3U−1v(t)‖L4x . t−7/12‖U−1/4〈∇〉eitHv(t)‖L4/3,2x
. t−7/12‖〈∇〉eitHv(t)‖3/4
L
6/5,2
x
‖U−1〈∇〉eitHv(t)‖1/4L2x
. t−7/12‖v(t)‖X(t).
(5.11)
6. Estimates on the normal form
In this section, we derive decay estimates on b(u) (defined in (3.14)), and the
invertibility of the mapping v 7→ Z. First from the Lp decay property of v and the
bilinear estimate (2.20), we have
‖b(u)‖H2,px . ‖U−1v‖Lp1x ‖U−1v‖Lp2x . ‖U−1v‖2−θL2x ‖U
−1v‖θL6x
. 〈t〉−3θ/5‖v(t)‖2X(t),
(6.1)
for 0 < θ ≤ 2, where
1
p
= 1− θ
3
=
1
p1
+
1
p2
, 2 ≤ p1, p2 ≤ 6. (6.2)
For the weighted norm, we compute Jb(u) in the Fourier space, using the notation
in (2.13). It is given by a linear combination of terms of the form
e−itH(ξ)∇ξ
∫
ξ=η+ζ
eitH(ξ)∓H(η)∓H(ζ)B(η, ζ)vˇ±(η)vˇ±(ζ)dη
= e−itH(ξ)
∫
eitΩ
[
(∇(η)ξ B + it∇(η)ξ Ω · B)vˇ±(η)vˇ±(ζ) +Bvˇ±(η)∇vˇ±(ζ)
]
dη
= F
[
(∇(η)ξ B + it∇(η)ξ Ω · B)[v±, v±] +B[v±, (Jv)±]
]
,
(6.3)
with B = 〈(ξ1, ξ2)〉−2 or 〈(ξ1, ξ2)〉−2U(ξ1)−1U(ξ2)−1, and
Ω := H(ξ)∓H(η)∓H(ζ), ∇(η)ξ Ω = ∇H(ξ)∓∇H(ζ). (6.4)
By the bilinear estimate (2.20) and the Lp decay property (5.6), (5.9) and (5.11),
we have
‖∇(η)ξ B[v±, v±]‖H1x . ‖U−1v‖L3x‖U−2v‖L6x . 〈t〉−3/10‖v‖2X,
‖t∇(η)ξ Ω · B[v±, v±]‖H1x . ‖t1/2U−1v‖2L4x . 〈t〉
−1/6‖v‖2X,
‖B[v±, (Jv)±]‖H1x . ‖U−1v‖L3x‖U−1Jv‖L6x . 〈t〉−3/10‖v‖2X .
(6.5)
Thus we obtain
‖b(u)(t)‖H1x . 〈t〉−9/10‖v‖2X(t), ‖Jb(u)(t)‖H1x . 〈t〉−1/6‖v‖2X(t),
‖b(u)‖S(T1,T2) . 〈T1〉−7/10‖v‖2X(T1,T2),
(6.6)
for any t ≥ 0 and any T2 ≥ T1 ≥ 0. Hence by the Banach fixed point theorem, the
map v 7→ v + b(u) is bi-Lipschitz in small balls around 0 of X(t) uniformly for all
t ∈ R, and also globally in X ∩ S.
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6.1. Other normal forms. It is a natural question if we get the same asymptotics
for other normal forms, in particular, for z defined in (3.14). It is easy to see that
the above argument works to get
‖〈∇〉−2|u|2‖X(t) . 〈t〉−1/6‖v‖2X. (6.7)
For this, we need to modify the second inequality in (6.5) for the interaction with
|ξ| + 1 ≪ |ξ1| ∼ |ξ2| because we lose regularity. Using the Schro¨dinger type decay
estimate in that region, we get nevertheless
‖t∇(η)ξ Ω · 〈ξ〉−2[u±, u±]‖H1x . ‖t1/2U−1v‖2L4x + ‖tv>1‖H1,6x ‖v>1‖L3x
. 〈t〉−1/6‖v‖2X .
(6.8)
Therefore we have
‖z(t)− v(t)‖X(t) . 〈t〉−1/6‖v‖2X , (6.9)
in other words, z, v and Z have the same asymptotics in the strong topology of X ,
as long as v is in X .
7. Initial condition
Here we check that the smallness condition (1.12) on u(0) is equivalent to smallness
of v(0) in X(0).
By Sobolev and Ho¨lder in Lorentz spaces, (1.12) implies
‖u(0)‖L2x . ‖∇u(0)‖L6/5,2x . ‖x∇u(0)‖L2x . δ. (7.1)
Hence we have
‖u(0)‖H1x + ‖xu1(0)‖L2x + ‖x∇u1(0)‖L2x + ‖x∇u2(0)‖L2x . δ. (7.2)
Moreover, by using the commutator [x, U ] = F−1[i∇ξ, U(ξ)]F = i∇ξU ,
‖〈∇〉xUu2‖L2x ≤ ‖〈∇〉Uxu2‖L2x + ‖〈∇〉(∇ξU)u2‖L2x
. ‖∇xu2‖L2x + ‖u2‖L2x ,
(7.3)
hence we get ‖〈x〉v(0)‖H1x . δ.
On the other hand, since
[Jj,∇kU−1] = −δj,kU−1 +∇xki∇ξjU−1, (7.4)
we have
‖J∇u‖L2x + ‖∇Ju‖L2x . ‖U−1∇Jv‖L2x + ‖[J,∇U−1]v‖L2x + ‖u‖L2x
. ‖Jv‖H1x + ‖U−1v‖L2x . ‖v(t)‖X(t).
(7.5)
In particular, by letting t = 0,
‖〈x〉u1(0)‖L2x + ‖〈x〉∇u(0)‖L2x . ‖〈x〉v(0)‖H1x . (7.6)
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8. Estimates without weight
In this section, we estimate Z in the Strichartz norm L∞t H
1
x ∩ U1/6L2tH1,6x , by
putting the nonlinear terms NZ(v) in the dual Strichartz space, as in (2.17).
The bilinear terms are bounded by using (2.20):
‖Bj [v±, v±]‖L4/3t H1,3/2x . ‖v‖L∞H1‖v‖L4/3L6 . ‖v‖
2
X∩S, (8.1)
for j = 3, 4, where the last factor is bounded by the decay estimate (5.8). On interval
t ∈ (T,∞) for T > 1, we can estimate instead
‖Bj[v±, v±]‖L1tH1x . ‖v‖L4t>TH1,3‖v‖L4/3t>TL6
. T−1/2‖v‖1/2L∞H1‖tv‖3/2L∞t>TH1,6x . T
−1/2‖v‖2X.
(8.2)
The cubic terms Cj with j = 1, 2, 3, 4 are similarly bounded by
‖Cj[v±, v±, v±]‖L2tH1,6/5x . ‖U
−1v‖L∞H1‖U−1v‖2L4L6 . ‖v‖3X, (8.3)
by using (5.6) and (5.8), together with the regular bilinear estimate (2.20). For
t > T we gain at least T 2(−3/5+1/4) = T−7/10 from the L6x decay of U
−1v. The quartic
term Q1 is estimated by using (5.10),
‖Q1(u)‖L4/3H1,3/2 . ‖u‖3L4H1,3‖u‖L∞L6 . ‖v‖4X∩S. (8.4)
For t > T we gain at least T−3/5 from the L6x decay of u = v1 + iU
−1v2.
In conclusion, we have∥∥∥∥
∫ t
T
e−i(t−s)HNZds
∥∥∥∥
S(T,∞)
. ‖NZ‖L2t>TH1,6/5+L1t>TH1
. T−1/2(‖v‖2X∩S + ‖v‖4X∩S),
(8.5)
so once we get a uniform bound on ‖v‖X∩S, the scattering of Z and v in H1 follows:
∃!v+ ∈ H1, ‖Z(t)− e−itHv+‖H1 + ‖v(t)− e−itHv+‖H1 . 〈t〉−1/2, (8.6)
where we used (6.6).
9. Estimates without phase derivative
Now we proceed to the L∞t H
1
x bound on JZ. First we rewrite the equation for Z
by replacing v with Z in the bilinear terms:
NZ(v) = B3[Z1, Z1] +B4[Z2, Z2] +
5∑
j=1
Cj +Q1(u) +Q2(u) =: N ′Z(v, Z),
C5(v, v, Z) := −2B3[b(u), Z1], Q2(u) := B3[b(u), b(u)],
(9.1)
because we are going to integrate on the phase in time (in some Fourier region),
where the difference of oscillation between Z and v will become essential. In the
higher order terms, it is negligible thanks to the time decay of b(u).
Applying J to N ′Z , we get bilinear terms in the Fourier space like∫ t
0
∫
∇(η)ξ
{
eisΩBj(η, ξ − η)Zˇ±(s, η)Zˇ±(s, ξ − η)
}
dηds, (9.2)
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with j = 3, 4 and the phase Ω := H(ξ) ∓ H(η) ∓ H(ξ − η). If the derivative ∇(η)ξ
lands on Bj , then since ∇(η)ξ Bj is a bounded multiplier, its contribution is estimated
as above. If ∇(η)ξ lands on Zˇ±, we get terms of the form in the physical space∫ t
0
eisHBj[Z
±, (JZ)±]ds, (9.3)
whose contribution in H1x is bounded by using the Strichartz together with the
regular bilinear estimate (2.20),
‖Bj [Z±, (JZ)±]‖L4/3t H1,3/2x . ‖Z‖L4/3H1,6‖JZ‖L∞H1 . ‖Z‖
2
X∩S, (9.4)
where the L4/3H1,6 norm was bounded by the Strichartz S for small t and by the
decay (5.8) for large t. Hence if we restrict on t ∈ (T,∞), then we get additional
factor T−1/4.
Similarly, we have cubic terms like
∇ξ
∫ t
0
∫∫
ξ=ξ1+ξ2+ξ3
eisΩCj(ξ1, ξ2, ξ3)vˇ
±(s, ξ1)vˇ±(s, ξ2)vˇ±(s, ξ3)dξ1dξ2ds, (9.5)
for 1 ≤ j ≤ 4, where Ω = H(ξ)∓H(ξ1)∓H(ξ2)∓H(ξ3). If∇ξ hits Cj , its contribution
is bounded in the same way as before. If∇ξ hits vˇ±, then its contribution is estimated
by using the Strichartz and the bilinear estimate (2.20):
‖Cj [v±, v±, (Jv)±]‖L2tH1,6/5x . ‖Jv‖L∞H1‖U
−1v‖L2H1,6‖U−1v‖L∞L6
+ ‖U−1Jv‖L∞L6‖U−1v‖L∞H1‖v‖L2H1,6
. ‖v‖3X∩S,
(9.6)
where if the derivative in the H
1,6/5
x norm lands on Jv (with large frequency), it is
dominated by the first term on the right, otherwise we use the second term. Refer
to (5.9) for the L2H1,6 norm on U−1v. For large t > T , we gain at least T−1/2.
For C5, we have just to replace the last vˇ
± with Zˇ± in (9.5), hence the final bound
in (9.6) is replaced by ‖v‖2X∩S‖Z‖X∩S.
The quartic terms Qj(u) with j = 1, 2 are regular. So we write in the physical
space
J
∫ t
0
e−i(t−s)HQj(u)ds =
∫ t
0
e−i(t−s)H(x− s∇H(ξ))Qj(u)ds. (9.7)
Then by Strichartz, their contribution in L∞H1 is bounded by
‖xQj(u)‖L2H1,6/5 + ‖tQj(u)‖L2H2,6/5 . (9.8)
For the first term we need to estimate xu. Since Ju = xu − t(∇ξH)u, we have by
using (7.5),
‖xu‖L6x+tL2x . ‖Ju‖H˙1x + ‖(∇ξH)u‖L2x . ‖v(t)‖X(t). (9.9)
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Then we have
‖xQj(u)‖L2H1,6/5 . ‖u‖L∞L6‖u‖L2H1,6‖u‖L∞L3‖u‖L∞L6
+ ‖xu‖L∞(L6+tL2)‖〈t〉1/2u‖2L∞L6‖u‖L∞L3∩L2L∞
. ‖v‖4X∩S,
(9.10)
and
‖tQj(u)‖L2H2,6/5 . ‖t1/2u‖2L∞L6‖u‖L2L6‖u‖L∞L3 . ‖v‖4X∩S. (9.11)
For t > T , we gain at least T−1/4 from the decay of u in L∞L6 ∩ L∞L3 ∩ L2L∞ by
(5.8).
Thus it remains only to estimate the terms with the derivative ∇ξ landing on the
phase eisΩ in Bj and Cj.
10. Estimates with phase derivative in bilinear terms
This and the next sections make the heart of this paper. If the derivative lands
on the phase in the bilinear terms, then the pointwise decay as above is at best
t−1L3x, which is far from sufficient. So we should exploit the non-resonance property,
through integration by parts in η and s. We decompose Bj with j = 3, 4 smoothly
into two parts:
Bj = B
X
j +B
T
j , (10.1)
where BXj is supported in (ξ, η) where the interaction is spatially non-resonant, and
BTj in the temporally non-resonant region. Here non-resonance means simply that
either η or s derivative of eisΩ does not vanish.
We integrate the phase in η for BXj and in s for B
T
j . The strict intersection of
the spatially resonant and temporally resonant regions is only at ξ = 0, which can
be compensated by the decay at ξ = 0 of the bilinear forms. This is the reason why
the above decomposition is possible.
The same type of argument has been used in [18] for the 2D final data problem.
The main difference from there is that now we need Lp-type bilinear estimates to
close our argument for the initial data problem, and that we are not free to integrate
by parts because the entry functions are the unknown solutions, whereas in the final
data problem they were the given asymptotic profile.
After the integration by parts, we get multipliers whose derivatives have much
stronger singularity than allowed in the standard Lp multiplier estimate, even if it
were linear. The singularity is due to the behavior of H(ξ) around ξ → 0, which
is close to the wave equation and thus enhancing resonance between the parallel
interactions. Roughly speaking, the singularity increases for each derivative twice
as fast as for the standard multipliers, even with the best decomposition of BX+BT .
To overcome this difficulty, we take advantage of the room in decay in the 3D
case to reduce differentiation of the symbol, employing a bilinear estimate with loss
in the Ho¨lder exponent. It turns out that there is a narrow balance between the
singularity and the loss in Lp, such that we can close all the estimates.
Specifically, we use only 1/2 + ε or 1 + ε derivatives for small frequencies, while
the standard Lp estimates need at least 3/2+ε derivatives of the symbol. Moreover,
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it will be important for us to exploit the smallness of region where the singularity
is the strongest.
The plan of these two sections is as follows. First we prove the bilinear estimate
allowing some singularities. Secondly we carry out the estimates on all the bilinear
terms, assuming some bounds on the bilinear Fourier multipliers with divisors. Fi-
nally in the next section, we prove those bounds for each multiplier, using geometric
properties of the resonance sets.
10.1. Singular bilinear multiplier with Strichartz. We introduce mixed (semi-
) norms  LpB˙sq,r for the symbols by
‖f(ξ, η)‖ LpB˙sq,r := ‖j
sχj(∇)ηf(ξ, η)‖ℓrjLpξLqη(2Z×Rd×Rd), (10.2)
where χj is as in (2.6).
Lemma 10.1. Let 0 ≤ s ≤ d/2, and (p, q) be any dual Strichartz exponent except
for the endpoint, namely
1 ≤ p < 2, 1 < q ≤ 2, 2
p
+
d
q
= 2 +
d
2
. (10.3)
Let (p1, q1) and (p2, q2) satisfy
1
p1
+
1
p2
=
1
p
,
1
q1
+
1
q2
=
1
q
+
1
q(s)
,
1
q(s)
:=
1
2
− s
d
,
p ≤ p1, p2 ≤ ∞, q ≤ q1, q2 ≤ ∞.
(10.4)
Then for any bilinear Fourier multiplier B we have∥∥∥∥
∫
eitHB[u(t), v(t)]dt
∥∥∥∥
L2x
. ‖B‖ L∞ξ B˙s2,1,η+ L∞ξ B˙s2,1,ζ‖u‖Lp1t Lq1x ‖v‖Lp2t Lq2x . (10.5)
where the first norm of B is in the (ξ, η) coordinates and the second in (ξ, ζ) =
(ξ, ξ − η).
Remark 10.2. q(s) is the Sobolev exponent for the embedding B˙s2,1 ⊂ Lq(s), and
1/q(s) gives the precise loss compared with the Ho¨lder inequality.
The above estimate is a sort of composition of the Strichartz and the bilinear
Fourier multiplier. Indeed, by choosing u(t, x) = fn(t)ϕ(x) and v(t, x) = ψ(x) with
‖fn‖L1 ≤ 1 and fn → δ ∈ S ′(R), we can deduce
Corollary 10.3. Let 0 ≤ s ≤ d/2, and let (q1, q2) satisfy
1
q1
+
1
q2
=
1
2
+
1
q(s)
, 2 ≤ q1, q2 ≤ q(s), 1
q(s)
:=
1
2
− s
d
. (10.6)
Then for any bilinear Fourier multiplier B we have
‖B[ϕ, ψ]‖L2x . ‖B‖ L∞ξ B˙s2,1,η+ L∞ξ B˙s2,1,ζ‖ϕ‖Lq1x ‖ψ‖Lq2x . (10.7)
Practically, the above norm on B can be estimated by the interpolation
‖B‖ L∞B˙s2,1 . ‖B‖
1−θ
L∞H˙s0
‖B‖θ
L∞H˙s1
, (10.8)
for s = (1 − θ)s0 + θs1, with s0 6= s1 and θ ∈ (0, 1). For intermediate exponents,
we can instead apply multilinear real interpolation to the above estimates, replacing
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 L∞B˙s2,1 by L
∞B˙s2,∞ for free. But this does not work in the boundary cases, and
indeed the estimates would become false, for example when s = 0 or s = d/2, which
will be used later. We abbreviate those norms by
[Hs] := L∞ξ H˙
s
η + L
∞
ξ H˙
s
ζ , [B
s] :=  L∞ξ B˙
s
2,1,η +  L
∞
ξ B˙
s
2,1,ζ . (10.9)
The proof given below essentially contains one for the corollary, but it seems
difficult to decouple the lemma into the Strichartz and a time independent estimate.
On the other hand, the corollary just barely fails to be sufficient for our application.
In fact, more use of the Strichartz simply causes more loss in decay, compared with
the weighted decay estimate. That is why we do not pursue the endpoint Strichartz,
which corresponds to the worst case. Nevertheless, we prefer the flexibility in the
space-time Ho¨lder exponents provided by Strichartz.
Proof of Lemma 10.1. By symmetry between η and ζ , it suffices to prove for the
norm in the (ξ, η) coordinates. In the case s = 0, we get the above just by Plancherel.
For s > 0, we want to integrate by parts in the Fourier space. Since the Fourier
transform of u and v themselves are not smooth, we will use the cubic decomposition
in x. The Fourier transform of the bilinear operator is given by
X :=
∫
Bf(ξ, η)dη, f(ξ, η) :=
∫
eitH(ξ)u˜(t, η)v˜(t, ξ − η)dt
= F ξxFηy
∫
eitHx [u(t, x+ y)v(t, x)]dt.
(10.10)
First we dyadically decompose B in the frequency for η:
X =
∑
n∈2Z
Xn, Xn :=
∫
Bnfdη, Bn := χ
n(∇)ηB(η, ξ − η). (10.11)
By the definition of our norm on B, it suffices to bound each Xn uniformly. Next,
we decompose u(t, x) and v(t, x) into cubes of size n in x. Fix c ∈ C∞0 (Rd) such
that for all x ∈ Rd we have ∑
j∈Zd
c(x− j) = 1. (10.12)
Then for any ϕ ∈ S ′(Rd) we have the following decomposition
ϕ˜(ξ) =
∑
j∈Zd
e−injξϕ̂nj (ξ), ϕ
n
j (x) := c(x/n− j)ϕ(x),
ϕ̂nj (ξ) := e
injξϕ˜nj (ξ) = F ξx[c(x/n)ϕ(x+ nj)],
(10.13)
where ϕnj is supported on {|x/n− j| . 1}. Applying this decomposition to both u
and v, we get
Xn =
∑
j,k∈Zd
∫
Bnf
n
j,k(ξ, η)dη,
fnj,k :=
∫
eitH(ξ)e−injη−ink(ξ−η)ûnj (t, η)v̂
n
k (t, ξ − η)dt.
(10.14)
26 STEPHEN GUSTAFSON, KENJI NAKANISHI, TAI-PENG TSAI
If j 6= k, then we choose a ∈ {1, . . . , d} such that |(j − k)a| ∼ |j − k| and integrate
the phase e−in(j−k)η in the variable ηa in K times for arbitrary K ∈ N. Then we get∫
Bnf
n
j,kdη =
∑
α+β+γ=K
[in(j − k)a]−K
∫∫
eitH(ξ)e−injη−ink(ξ−η)
× ∂αηaBn ∂βa ûnj (t, η) (−∂a)γ v̂nk (t, ξ − η)dtdη.
(10.15)
Thus denoting
ϕγ,na,j := F−1ξ e−injξ∂γa ϕ̂nj (ξ) = nγ [−i(x/n− j)a]γc(x/n− j)ϕ(x), (10.16)
we have
Xn =
d∑
a=0
K∑
α=0
∫
[∂αηaBn]G
n
a,α(ξ, η)dη,
Gna,α(ξ, η) := F ξxFηy
∫
eitHxF na,α(t, x, y)dt,
F n0,0 :=
∑
j∈Zd
uj(t, x+ y)vj(t, x), F
n
0,α := 0 (α > 0),
F na,α(x, y) :=
∑
j,k
∑
β+γ=K−α
(−1)γ
[in(j − k)a]K u
β,n
a,j (t, x+ y)v
γ,n
a,k (t, x),
(10.17)
where in the last term, the summation for (j, k) is constrained to the set {(j−k)a ∼
|j − k|}, which should be chosen to partition {j 6= k} by a = 1, . . . , d.
Applying Ho¨lder in (ξ, η), we have
‖Xn‖L2ξ .
d∑
a=0
K∑
α=0
‖∂αηaBn‖L∞ξ L2η‖Gna,α‖L2ξ,η . (10.18)
To estimate the L2ξ,η norm, we recall the standard proof of the (non-endpoint)
Strichartz estimate from the decay of eitH . After using Plancherel in (ξ, η), we
get
‖Gna,α‖2L2ξ,η =
∫∫∫ 〈
ei(t−t
′)HxF na,α(t, x, y)
∣∣F na,α(t′, x, y)〉xdydtdt′, (10.19)
and the L2x inner product is bounded by using the L
p decay of eitH ,
. |t− t′|−σ‖F na,α(t, x, y)‖Lqx‖F na,α(t′, x, y)‖Lqx, (10.20)
where 1 ≤ q ≤ 2 and σ = d(1/q− 1/2). Applying the Schwarz inequality to dy, and
Hardy-Littlewood-Sobolev to dt′dt, we get
‖Gna,α‖2L2ξ,η . ‖F
n
a,α(t, x, y)‖2LptL2yLqx , (10.21)
for any dual Strichartz exponent (p, q), except for the endpoint, which we do not
consider for simplicity. By the support property of uβ,na,j and v
γ,n
a,k (10.16), we have,
noting that |y| & n when α > 0,
‖F na,α(t, x, y)‖LptL2yLqx . n−α‖min(1, |y/n|−K)u(t, x+ y)v(t, x)‖LptL2yLqx .
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On the other hand, by the Fourier support property of Bn, we have
‖∂αηaBn‖L∞ξ L2η . nα−s‖Bn‖L∞ξ H˙sη . (10.23)
Putting them together, we obtain
‖Xn‖L2ξ . ‖Bn‖L∞ξ H˙sηn
−s‖〈y/n〉−Ku(x+ y)v(x)‖LptL2yLqx (10.24)
for any K ∈ N. By using Young’s inequality, we have for sufficiently large K,
‖〈y/n〉−Kϕ(x+ y)ψ(x)‖q
L2yL
q
x
= ‖〈y/n〉−Kq(|ϕ|q ∗ |ψ|q)(y)‖
L
2/q
y
. ‖〈y/n〉−Kq‖
L
d/(sq)
y
‖|ϕ|q‖Lq1/q‖|ψ|q‖Lq2/q
∼ nsq‖ϕ‖qLq1‖ψ‖qLq2 .
(10.25)
Applying this to the above at each t, then using Ho¨lder in t, and summing for all
n ∈ 2Z, we get the desired estimate. 
10.2. Spatial integration of phase. First we consider the spatially non-resonant
part BXj . More precisely, we first decompose Bj dyadically by using (2.6),
Ba,b,cj := χ
a(ξ)χb(η)χc(ζ)Bj = B
a,b,c,X
j +B
a,b,c,T
j , (10.26)
such that |ξ| ∼ a, |η| ∼ b and |ζ | ∼ c in the support of Ba,b,cj . The sum over
a, b, c ∈ 2Z can be restricted to
a . b ∼ c, b . c ∼ a, c . a ∼ b. (10.27)
The smooth decomposition into Ba,b,c,Xj and B
a,b,c,T
j will be given in Section 11. For
each Ba,b,c,Xj , we integrate the phase in η, by using the identity
eisΩ =
∇ηΩ
is|∇ηΩ|2 · ∇ηe
isΩ. (10.28)
Then we get terms like
F−1
∫ t
0
ds
∫
eisΩ
{B1 · ∇η[Zˇ±(η)Zˇ±(ξ − η)] + B2Zˇ±(η)Zˇ±(ξ − η)} dη
=
∫ t
0
eisH
{B1[(JZ)±, Z±]− B1[Z±, (JZ)±] + B2[Z±, Z±]} ds,
(10.29)
where Ω = H(ξ)∓H(η)∓H(ξ − η) and Bk = Ba,b,ck,j is defined by
Ba,b,c1,j :=
∇(η)ξ Ω · ∇ηΩ
|∇ηΩ|2 B
a,b,c,X
j , Ba,b,c2,j := ∇η ·
∇ηΩ · ∇(η)ξ Ω · Ba,b,c,Xj
|∇ηΩ|2 .
(10.30)
Denoting
M := max(a, b, c), m := min(a, b, c), l := min(b, c), (10.31)
we assume that if M ≪ 1 then
‖Ba,b,c1 ‖[H1+ε] . l1/2−2ε, ‖Ba,b,c2 ‖[H1+ε] . l1/2−2εM−1, (10.32)
for ε > 0 small, and if M & 1 then
‖Ba,b,c1 ‖[H3/2+ε] . l1−ε〈a〉−1 +m−ε, ‖Ba,b,c2 ‖[H3/2+ε] . l−ε〈a〉−1 +m−ε, (10.33)
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for |ε| small. Note that we have a derivative loss for the first term if 〈a〉 ≪ b ∼ c.
This is the reason for our new normal form (cf. the discussion in Section 3). For the
definition of those norms, see (10.2) and (10.9). The above estimates will be proved
in Section 11. Then applying Lemma 10.1 with some fixed s = 1 + ε > 1 and 3/2,
we get ∥∥∥∥∥
∑
a,b,c
∫
eisH{B1[(JZ)±, Z±]± B1[Z±, (JZ)±]}ds
∥∥∥∥∥
H1x
. ‖
∑
M≪1
mε/2Ba,b,c1 ‖[B1+ε]‖U−ε/2JZ‖L∞t L1/2−ε/6x ‖U
−1/6Z‖
L
1−ε/4
t L
6
x
+ ‖
∑
M&1
U(m)ε/2〈a〉〈b〉−1〈c〉−1Ba,b,c1 ‖[B3/2]
× ‖U−ε/2〈∇〉JZ‖
L∞t L
1/2−ε/6
x
‖U−1/6〈∇〉Z‖
L
3/4+ε/4
t L
6
x
,
(10.34)
where the sums are for a, b, c satisfying (10.27), and we used the convention L1/p =
Lp. The norms on Ba,b,c1 are bounded by the above assumption and interpolation as
follows. For the first case M ≪ 1, we have
‖
∑
M≪1
mε/2Ba,b,c1 ‖[H1+ε′ ] .
∑
l≪1
mε/2l1/2−2ε
′
. 1, (10.35)
for ε′ > 0 small, so we can replace the norm with [B1+ε] by the interpolation (10.8)
for varying ε′. For the second case M & 1 we have
‖
∑
M&1
U(m)ε/2〈a〉〈b〉−1〈c〉−1Ba,b,c1 ‖[H3/2+ε′ ] .
∑
l∈2Z
U(m)ε〈l〉−ε′−1 . 1, (10.36)
for |ε′| small. Then we can change the norm to [B3/2] by the interpolation (10.8).
The norm on JZ is bounded by the Sobolev embedding
‖U−ε/2〈∇〉JZ‖
L∞t L
1/2−ε/6
x
. ‖JZ‖L∞t H1x , (10.37)
and the norms on Z are bounded by splitting into |t| < 1 and |t| > 1,
‖U−1/6Z‖
L
1−ε/4
t L
6
x
+ ‖U−1/6〈∇〉Z‖
L
3/4+ε/4
t L
6
x
. ‖U−1/6Z‖L2tH1,6x + ‖tU
−1/3Z‖L∞t H1,6x . ‖Z‖S∩X .
(10.38)
When restricted for large t > T , the above is bounded by T−ε/4.
In the same way, we estimate the term with B2 by∥∥∥∥
∫ t
0
eisHB2[Z±, Z±]ds
∥∥∥∥
H1x
. ‖
∑
a,b,c
U(l)U(M)1/6〈a〉〈b〉−1〈c〉−1Ba,b,c2 ‖[B1+ε]+[B3/2]
× ‖U−1Z‖L∞t H1x‖U−1/6Z‖(L1−ε/2∩L4/3)tH1,6x ,
(10.39)
where the L2x norm is applied to the l frequency component, while the L
6
x norm is
applied to the other with frequency max(b, c) ∼ M . We use [B1+ε] for M ≤ 1 with
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L
1−ε/2
t L
6
x, and [B
3/2] for M ≥ 1 with L4/3t L6x. Then the norm on B2 is estimated by
‖
∑
M<1
· · · Ba,b,c2 ‖[H1+ε′ ] .
∑
l≤1
l3/2−2ε
′
M−5/6 . 1,
‖
∑
M≥1
· · · Ba,b,c2 ‖[H3/2+ε′′ ] .
∑
l∈2Z
U(l)〈l〉−ε′′−1 . 1,
(10.40)
for ε′ > 0 small and |ε′′| small. Then we can replace the norms with [B1+ε] and
[B3/2] respectively, by the interpolation (10.8).
The norms on Z are treated in the same way as for B1. For large t > T , we have
additional decay factor T−ε/2.
10.3. Time integration of phase. For the temporally non-resonant part Ba,b,c,Tj ,
we integrate the phase in s. Then we get the time derivative of the bilinear functions,
for which we use the equation again. Thus we get terms like∫ t
0
eisH
{B3[Z±, Z±] + B3[sN±Z , Z±] + B3[Z±, sN±Z ]} ds
+
[
eisHB3[sZ±, Z±]
]t
s=0
,
(10.41)
where we put
B3 = Ba,b,c3,j :=
∇ξΩ
Ω
Ba,b,c,Tj , (10.42)
with j = 3, 4. Recall |ξ| ∼ a, |η| ∼ b, |ζ | ∼ c, M := max(a, b, c), m = min(a, b, c)
and l = min(b, c). We assume that
‖Ba,b,c3 ‖[Hs] . (〈M〉/M)sl3/2−s〈a〉−1, (10.43)
for 0 < s < 2. See (10.9) with (10.2) for the definition of norm. This bound will be
proved in Section 11.
For the first term in (10.41), we use Lemma 10.1 with some fixed s = 1 + ε > 1
for M ≪ 1 and s = 3/2 for M & 1. Thus we get∥∥∥∥∥
∑
a,b,c
∫
eisHB3[Z±, Z±]ds
∥∥∥∥∥
H1x
. ‖
∑
a,b,c
U(l)U(M)1/6〈a〉〈b〉−1〈c〉−1Ba,b,c3 ‖[B1+ε]+[B3/2]
× ‖U−1/6〈∇〉Z‖(L1−ε/2∩L4/3)tL6x‖U−1〈∇〉Z‖L∞t L2x .
(10.44)
For the norm on B3, we have
‖
∑
M<1
· · · Ba,b,c3 ‖[H1+ε′ ] .
∑
l≤1
lM−1/3−2ε
′
. 1,
‖
∑
M≥1
· · · Ba,b,c3 ‖[H3/2+ε′ ] .
∑
l∈2Z
U(l)〈l〉−ε′−2 . 1,
(10.45)
for |ε′| small. Then by the interpolation (10.8), we can change the norms to [B1+ε]
and [B3/2], respectively. If the time interval is restricted on (T,∞), then we get
additional decay factor T−ε/2 from the L6x decay of Z.
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For the time boundary term, we use Corollary 10.3 with s = 1 and 3/2. Then
‖
∑
a,b,c
eitHB3[tZ±, Z±]‖H1x
. ‖
∑
a,b,c
U(l)U(M)1/3〈a〉〈l〉−1/2〈M〉−1Ba,b,c3 ‖[B1]+[B3/2]
× ‖U−1/3tZ‖H1,6x ‖U−1Z‖H1x ,
(10.46)
where we used H1 ⊂ H1/2,3 for the lower frequency l term when M & 1. The norm
on B3 is bounded by
‖
∑
M<1
· · · Ba,b,c3 ‖[H1+ε′ ] .
∑
l≤1
lMε
′−1/6 . 1,
‖
∑
M≥1
· · · Ba,b,c3 ‖[H3/2+ε′ ] .
∑
l∈2Z
U(l)〈l〉−ε′−3/2 . 1,
(10.47)
for |ε′| small, which change into the desired norms by the interpolation. For large
t > T , we can gain T−ε by replacing [B1] with [B1+ε], and H1x with H
1,1/2−ε/3
x .
To the remaining terms in (10.41), we apply Lemma 10.1 with some fixed s =
1/2 + ε > 1/2 and s = 3/2. We obtain∥∥∥∥∥
∑
a,b,c
∫
eisH{B3[sN±Z , Z±]± B3[Z±, sN±Z ]}ds
∥∥∥∥∥
H1x
. ‖
∑
a,b,c
U(l)1/2U(M)〈a〉〈b〉−1〈c〉−1Ba,b,c3 ‖[B1/2+ε]+[B3/2]
× ‖U−1/2〈∇〉tNZ‖(L1−ε/2∩L2)tL3x‖U−1〈∇〉Z‖L∞t L2x .
(10.48)
For the norm on B3, we estimate
‖
∑
M<1
· · · Ba,b,c3 ‖[H1/2+ε′ ] .
∑
l≤1
l1/2 . 1,
‖
∑
M≥1
· · · Ba,b,c3 ‖[H3/2+ε′ ] .
∑
l∈2Z
U(l)〈l〉−ε′−2 . 1,
(10.49)
for |ε′| small, which yields the bound on the desired norm via the interpolation.
It remains to estimate the above norm on NZ . For the bilinear part of NZ , we
use (2.20), splitting into |t| < 1 and |t| > 1,
‖U−1/2Bj[v±, v±]‖L2tH1,3x . ‖v‖L2tH1,6x ‖v‖L∞t L6x ,
‖t2U−1/2Bj [v±, v±]‖L∞t H1,3x . ‖tv‖
2
L∞t H
1,6
x
,
(10.50)
for j = 3, 4. The cubic part of NZ is bounded by using
‖tCj [v±, v±, v±]‖(L1∩L2)t(H1∩H1,3)x . ‖tv‖L∞H1,6‖U−1v‖2L∞H1∩L2H1,6 , (10.51)
for j = 1, 2, 3, 4. Then we apply Sobolev U−1/2(H1 ∩ H1,3)x ⊂ H1,3x at each t. For
the quartic term we have
‖Q1(u)‖(H1∩H1,3)x . ‖u‖4L6x . 〈t〉
−2‖v‖4X , (10.52)
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which gives a better bound than the above. Thus we get the desired bound on NZ ,
completing the estimate (10.48). If we restrict the time interval into (T,∞), then
we get additional decay T−ε/2, where the worst decay comes from the bilinear part.
11. Estimates on the bilinear multipliers with divisors
In this section we show that we can decompose the bilinear multipliers Bj , j = 3, 4
such that (10.32), (10.33) and (10.43) hold, for all combinations of Z±, i.e., Bj [Z,Z],
Bj [Z,Z] and Bj [Z,Z]. We will use elementary geometry in the Fourier space in a
way similar to [18]. Recall our notation in (2.11). First we have for |ξ| ≥ |η|
|∇H(ξ)−∇H(η)| ∼ |H ′(ξ)−H ′(η)|+H ′(η)|ξ̂ − η̂|
∼ |ξ|〈ξ〉||ξ| − |η||+ 〈η〉|ξ̂ − η̂|,
(11.1)
where H ′ denotes the radial derivative of H(ξ). For the higher derivatives, we have
|∇kH(ξ)| . 〈ξ〉|ξ|k−1 , (11.2)
for any k ∈ N, hence by using the Taylor’s formula when |ξ| ∼ |η|, we obtain
|∇kH(ξ)−∇kH(η)| . 〈ξ〉|ξ − η||ξ||η|k−1 , (11.3)
for |ξ| ≥ |η|.
11.1. Multiplier estimates for ZZ. In this subsection, we deal with the bilinear
terms of the form
eitHBj [Z,Z] = F−1
∫
eitΩBj(η, ξ − η)Zˇ−(η)Zˇ+(ξ − η)dη, (11.4)
with j = 3, 4. The phase Ω and its derivatives are given by
Ω := H(ξ) +H(η)−H(ξ − η),
∇(η)ξ Ω = ∇H(ξ)−∇H(ξ − η), ∇ηΩ = ∇H(η) +∇H(ξ − η).
(11.5)
Recall our notation for the dyadic component
|ξ| ∼ a, |η| ∼ b, |ζ | ∼ c,
M = max(a, b, c), m = min(a, b, c), l = min(b, c).
(11.6)
We also denote in this subsection
α := |ζ̂ − ξ̂|, β := |ζ̂ + η̂|, η⊥ := −ξ̂ × ξ̂ × η. (11.7)
We decompose the (ξ, η, ζ) region (ξ = η + ζ) into the following five cases smoothly
and exclusively. Namely, we exclude the earlier cases from the later cases.
(1) |η| ∼ |ξ| ≫ |ζ |; Temporally non-resonant.
(2) α >
√
3; Temporally non-resonant.
(3) |ζ | & 1; Spatially non-resonant.
(4) |η⊥| ≪ M |η|; Temporally non-resonant.
(5) Otherwise, spatially non-resonant.
Now we confirm the desired estimates in each case.
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11.1.1. |η| ∼ |ξ| ≫ |ζ |, into BT . We put those dyadic pieces with min(b, a) ≥ 8c into
BTj in (10.1). In this case we need to show (10.43). Since Ω = H(ξ) +H(η)−H(ζ)
and m = |ζ | ≪ M , we have
|Ω| = Ω & H(M) ∼M〈M〉. (11.8)
We choose the (ξ, ζ) coordinates to use the smallness of ζ region. Then
∇kζΩ = −∇kH(ζ) +∇kH(−η), ∇kζ∇(η)ξ Ω = −∇1+kH(ζ), (11.9)
with trivial bounds
|∇ζΩ| . 〈M〉, |∇2ζΩ| . 〈m〉/m,
|∇(η)ξ Ω| . 〈M〉, |∇kζ∇(η)ξ Ω| . 〈m〉/mk.
(11.10)
Thus in this dyadic region we obtain∥∥∥∥∥∇
(η)
ξ Ω
Ω
Ba,b,cj
∥∥∥∥∥
L∞ξ H˙
s
ζ
.
〈M〉
M〈M〉
m3/2
ms
M
〈M〉 = m
3/2−s〈M〉−1 (11.11)
for j = 3, 4 and s = 0, 1, 2, which implies (10.43) by interpolation.
In the remaining cases, we use the coordinates (ξ, η) since M ∼ |ζ | and l ∼ |η|.
11.1.2. α >
√
3, into BT . More precisely, we cut-off the multipliers by
χ[α] := Γ(ξ̂ − ζ̂), (11.12)
for a fixed Γ ∈ C∞(R3) satisfying Γ(x) = 1 for |x| ≥ √3 and Γ(x) = 0 for |x| ≤ 3/2.
Thus we have α > 3/2 in this case, and α <
√
3 in the remaining case. By exclusion
of the previous case, we have M ∼ |ζ | also. Hence we have
|∇kηχ[α]| . c−k ∼M−k, (11.13)
for any k ∈ N, which are acceptable errors in all of the following cases.
Now we show (10.43) in this region. Since α > 3/2, we have |η|− |ζ | & |ξ|. Hence
m ∼ |ξ| and
|Ω| = Ω ≥ H(η)−H(ζ) & 〈M〉|ξ| ∼ 〈M〉m, (11.14)
and from (11.1),
|∇(η)ξ Ω| .
M
〈M〉 |η|+ 〈ξ〉α, |∇ηΩ| .
M
〈M〉 |ξ|+ 〈η〉β. (11.15)
Since α > 3/2, we have β < 1/2 and so by the sine theorem β ∼ aα/b ∼ m/M .
Thus we obtain
|∇(η)ξ Ω| .
M2
〈M〉 + 〈m〉 . 〈M〉, |∇ηΩ| .
Mm
〈M〉 +
〈M〉m
M
.
|Ω|
M
,
|∇kη∇(η)ξ Ω| = |∇1+kH(ζ)| .
〈M〉
Mk
.
(11.16)
By (11.3), we have also
|∇2ηΩ| .
〈M〉m
M2
.
|Ω|
M2
. (11.17)
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Hence we have in this region∥∥∥∥∥∇
(η)
ξ Ω
Ω
χ[α]B
a,b,c
j
∥∥∥∥∥
H˙sη
.
〈M〉
〈M〉m
M3/2
Ms
m
〈m〉 =
M3/2−s
〈m〉 ∼
l3/2−s
〈a〉 , (11.18)
for j = 3, 4, and for s = 0, 1, 2. This yields (10.43) by interpolation.
11.1.3. |ζ | & 1, into BX . We put those remaining parts with c ≥ 1 into BX . By
exclusion of the previous cases, we have M ∼ |ζ | & 1 and α < √3. We want to
show (10.33) in this region. For the first derivatives, we have from (11.1),
|∇(η)ξ Ω| ∼ ||ζ | − |ξ||+ 〈ξ〉α, |∇ηΩ| ∼ ||ζ | − |η||+ 〈η〉β. (11.19)
On the other hand, we have
|ξ|2 = ||ζ | − |η||2 + 2|ζ ||η|(1 + ζ̂ · η̂) ∼ ||ζ | − |η||2 + |ζ ||η|β2,
|η|2 = ||ζ | − |ξ||2 + 2|ζ ||ξ|(1− ζ̂ · ξ̂) ∼ ||ζ | − |ξ||2 + |ζ ||ξ|α2.
(11.20)
Hence we have
|∇(η)ξ Ω| . |η|, |∇ηΩ| ∼ ||ζ | − |η||+ 〈ζ〉β & |ξ|. (11.21)
For the higher derivatives, we have from (11.3),
|∇kη∇(η)ξ Ω| . 〈ζ〉|ζ |−k ∼M1−k, |∇kηΩ| . |ξ||η|1−k . |∇ηΩ||η|1−k. (11.22)
Therefore we have in this region∥∥∥∥∥∇
(η)
ξ Ω∇ηΩ
|∇ηΩ|2 χ
C
[α]Bj
∥∥∥∥∥
H˙sη
.
b1+3/2
abs
U(a) = l5/2−s〈a〉−1,
∥∥∥∥∥∇η∇
(η)
ξ Ω∇ηΩ
|∇ηΩ|2 χ
C
[α]Bj
∥∥∥∥∥
H˙sη
+
∥∥∥∥∥∇
(η)
ξ Ω(∇ηΩ)2∇2ηΩ
|∇ηΩ|4 χ
C
[α]Bj
∥∥∥∥∥
H˙sη
+
∥∥∥∥∥∇
(η)
ξ Ω∇ηΩ
|∇ηΩ|2 ∇η[χ
C
[α]Bj ]
∥∥∥∥∥
H˙sη
.
b3/2
abs
U(a) = l3/2−s〈a〉−1,
(11.23)
for j = 3, 4 and s = 0, 1, 2, where χC[α] = 1−χ[α] is excluding the previous case. The
above estimates imply (10.33) by interpolation.
11.1.4. |η⊥| ≪M |η|, into BT . More precisely, we cut-off the multipliers by
χ[⊥] := χ(〈M〉|η × ξ̂|/(100Mb)), (11.24)
with χ ∈ C∞0 (R) satisfying χ(µ) = 1 for |µ| ≤ 1 and χ(µ) = 0 for |µ| ≥ 2. Then we
have
|∇kηχ[⊥]| . (〈M〉/Mb)k, (11.25)
which is supported around |η⊥| ∼Mb/〈M〉 for all k ≥ 1. We have included 〈M〉 for
later reuse, but in this subsection we can ignore it because M ≪ 1. More precisely,
we have by exclusion of the previous cases,
1≫M ∼ |ζ |, α < √3. (11.26)
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Now we prove (10.43) in this region. First if M 6= |ζ |, then Ω ≥ H(m) & m and
|∇kη∇(η)ξ Ω| .
|η|1−k
M
, |∇k+1η Ω| .
|ξ|
M |η|k , (11.27)
for k ≥ 0, by (11.3). Hence we have in this region∥∥∥∥∥∇
(η)
ξ Ω
Ω
χ[⊥]χC[α]Bj
∥∥∥∥∥
H˙sη
.
b1+3/2
mM(Mb)s
a ∼ l3/2(Ml)−s, (11.28)
for j = 3, 4 and s = 0, 1, 2, where χC[α] is due to exclusion of the second case. Note
that in this case the smallest divisor (Mb)s is from the cut-off χ[⊥]. The above
estimate implies (10.43) by interpolation.
Next we consider the main case M = |ζ |. Let
λ := |ξ|+ |η| − |ζ |. (11.29)
Then by elementary geometry, we have
|η⊥| ∼ |η|(α+ β), λ ∼ m(α2 + β2) ∼ m(|η⊥|/|η|)2. (11.30)
Hence the assumption in this case implies that λ ≪ M2m. Now we use the small
but non-zero curvature of H(ξ) in the radial direction around ξ ∼ 0, to get a lower
bound on Ω (cf. [18, (4.52)]):
− Ω = [H(|ξ|+ |η|)−H(ξ)−H(η)] + [H(ξ − η)−H(|ξ|+ |η|)],
|H(ξ − η)−H(|ξ|+ |η|)| . 〈M〉λ,
H(|ξ|+ |η|)−H(ξ)−H(η) ∼ |ξ||η|(|ξ|+ |η|)〈ξ〉+ 〈η〉 .
(11.31)
Thus we obtain
|Ω| ∼M2m. (11.32)
For the first derivatives we have
|∇(η)ξ Ω| . M |η|+ α≪ |η|, |∇ηΩ| . M |ξ|+ β ≪ |ξ|, (11.33)
since
|ξ|α ∼ |η|β ∼ m(α + β)≪ mM ∼ |ξ||η|. (11.34)
For the higher derivatives we have from (11.3),
|∇kη∇(η)ξ Ω| . M−k, |∇1+kη Ω| .
|ξ|
M |η|k . (11.35)
Using the volume bound M2b3 as well, we obtain in this case∥∥∥∥∥∇
(η)
ξ Ω
Ω
χ[⊥]χ
C
[α]Bj
∥∥∥∥∥
H˙sη
.
bMb3/2
M2m(Mb)s
a ∼ l3/2(Ml)−s, (11.36)
for j = 3, 4 and s = 0, 1, 2, which implies (10.43) by interpolation.
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11.1.5. Otherwise, into BX . By excluding all of the previous cases, we have now
1≫M ∼ |ζ |, α <
√
3, |η⊥| & M |η|. (11.37)
We want to prove (10.32) in this region. For the first derivatives, we have from
(11.1),
|∇ηΩ| ∼M ||ζ | − |η||+ β, |∇(η)ξ Ω| ∼M ||ζ | − |ξ||+ α. (11.38)
For the angular part, we have by the sine theorem
α/β . |η|/|ξ|, (11.39)
since α is away from 2. For the radial part, we have from (11.20)
M ||ζ | − |ξ|| . M |η|, |∇ηΩ| & M |ξ|. (11.40)
Thus we obtain
|∇(η)ξ Ω|/|∇ηΩ| . |η|/|ξ|. (11.41)
Using (11.35) for the higher derivatives, we get
|∇kηΩ|
|∇ηΩ| .
|ξ|
M |η|k−1β .
1
|η|k−2|η⊥| ,
|∇kη∇(η)ξ Ω|
|∇ηΩ| .
1
Mkβ
.
|η|
Mk−1|ξ||η⊥| , (11.42)
where we used
|ξ||η⊥| . |ζ ||η|β. (11.43)
Now we apply the dyadic decomposition to
|η⊥| ∼ µ ∈ {k ∈ 2Z | k ≥Mb}. (11.44)
Getting a factor µ|η|1/2 from the L2η volume of each dyadic piece, we have∥∥∥∥∥∇
(η)
ξ Ω∇ηΩ
|∇ηΩ|2 χ
C
[⊥]χ
C
[α]Bj
∥∥∥∥∥
H˙sη
.
∑
µ≥Mb
bµb1/2
aµs
a . l3/2(Ml)1−s,
∥∥∥∥∥∇η∇
(η)
ξ Ω∇ηΩ
|∇ηΩ|2 χ
C
[⊥]χ
C
[α]Bj
∥∥∥∥∥
H˙sη
+
∥∥∥∥∥∇
(η)
ξ Ω(∇ηΩ)2∇2ηΩ
|∇ηΩ|4 χ
C
[⊥]χ
C
[α]Bj
∥∥∥∥∥
H˙sη
+
∥∥∥∥∥∇
(η)
ξ Ω∇ηΩ
|∇ηΩ|2 ∇η[χ
C
[⊥]χ
C
[α]Bj ]
∥∥∥∥∥
H˙sη
.
∑
µ≥Mb
bµb1/2
aµ1+s
a . l3/2(Ml)−s,
(11.45)
for j = 3, 4 and 1 < s ≤ 2, by using interpolation for each dyadic piece in µ. The
condition s > 1 is only to have convergence of the sum in µ. As before, χC[α] = 1−χ[α]
and χC[⊥] = 1 − χ[⊥] are excluding the previous cases. The above estimates imply
(10.32).
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11.2. Multiplier estimates for ZZ. We consider the bilinear terms of the form
eitHBj [Z,Z] = F−1
∫
eitΩBj(η, ξ − η)Zˇ+(η)Zˇ+(ξ − η)dη, (11.46)
with j = 3, 4, where the phase is given by
Ω = H(ξ)−H(η)−H(ξ − η),
∇(η)ξ Ω = ∇H(ξ)−∇H(ξ − η), ∇ηΩ = −∇H(η) +∇H(ξ − η).
(11.47)
Recall that |ξ| ∼ a, |η| ∼ b, |ζ | ∼ c, M = max(a, b, c), m = min(a, b, c) and
l = min(b, c). By symmetry, we may assume without loss of generality that
b ≤ c, (11.48)
in this subsection. We also denote in this subsection
α := |ξ̂ − ζ̂|, β ′ := |η̂ − ζ̂|, γ := |ξ̂ − η̂|, η⊥ := −ξ̂ × ξ̂ × η. (11.49)
We decompose the (ξ, η, ζ) region into the following four cases exclusively.
(1) |η| ∼ |ζ | ≫ |ξ|; Temporally non-resonant.
(2) α >
√
3; Temporally non-resonant.
(3) |η⊥| ≪ M |η|/〈M〉; Temporally non-resonant.
(4) Otherwise, spatially non-resonant.
11.2.1. |η| ∼ |ζ | ≫ |ξ|, into BT . We put the dyadic pieces with min(b, c) ≥ 4a into
BT . Then we have M ∼ |ζ | ∼ |η| ≫ |ξ| = m and
|Ω| ≥ H(η) ∼M〈M〉, |∇kη∇(η)ξ Ω| . 〈M〉M−k, |∇ηΩ| . 〈M〉M−k, (11.50)
such that in this case∥∥∥∥∥∇
(η)
ξ Ω
Ω
Ba,b,cj
∥∥∥∥∥
H˙sη
.
〈M〉
M〈M〉
M3/2
Ms
m
〈m〉 ∼ l
3/2−sm
M
〈a〉−1, (11.51)
for j = 3, 4 and s = 0, 1, 2. By interpolation, this is better than (10.43).
11.2.2. α >
√
3, into BT . We use the same cut-off χ[α] as defined in (11.12), so that
we have α > 3/2 in this case, and α <
√
3 in the remaining case. Then in this region
we have M = |η| ∼ |ζ | ∼ |ξ|, and
|Ω| ≥ H(ζ) & M〈M〉, (11.52)
so that we end up with the same bound as in the previous case.
In the remaining cases, α <
√
3 and |η| . |ζ |, hence we have
α . γ ∼ β ′. (11.53)
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11.2.3. |η⊥| ≪ M |η|/〈M〉, into BT . More precisely, we decompose the multipliers
by the cut-off χ[⊥] defined in (11.24). By exclusion of the previous cases, we have
now
M ∼ |ξ| ∼ |ζ | & |η| ∼ m. (11.54)
For the higher derivatives, we have from (11.3)
|∇kη∇(η)ξ Ω| .
〈M〉
Mk
, |∇1+kη Ω| .
〈m〉
mk
. (11.55)
If |ζ | − |ξ| & |η|, then we have
|Ω| ≥ H(ζ)−H(ξ) & 〈M〉m, |∇ξΩ| . 〈M〉
M
m, |∇ηΩ| . 〈M〉, (11.56)
and so ∥∥∥∥∇ξΩΩ χ[⊥]χC[α]Bj
∥∥∥∥
H˙sη
.
m3/2
M
( 〈M〉
Mm
)s
M
〈M〉 =
m3/2
〈M〉
( 〈M〉
Mm
)s
, (11.57)
for j = 3, 4 and s = 0, 1, 2, where χC[α] = 1 − χ[α] eliminates the previous case. By
interpolation, it gives (10.43).
In the main case |ζ | − |ξ| ≪ |η|, let λ′ := |ζ |+ |η| − |ξ|. Since α . γ and both are
away from 2, we have
λ′ ∼ m(α2 + γ2) ∼ mγ2 ∼ m(|η⊥|/|η|)2 ≪ M
2
〈M〉2m. (11.58)
Then by the same argument as in (11.31), we get
|Ω| ∼ M
2
〈M〉m. (11.59)
For the first derivatives, we have from (11.1),
|∇(η)ξ Ω| ∼
M
〈M〉 ||ζ | − |ξ||+ 〈M〉α, |∇ηΩ| ∼
M
〈M〉 ||ζ | − |η||+ 〈m〉β
′. (11.60)
Combining them with
α .
m
M
γ, β ′ ∼ γ ∼ |η
⊥|
|η| ≪
M
〈M〉 , (11.61)
we get
|∇(η)ξ Ω| . m, |∇ηΩ| . M. (11.62)
Using the volume bound (M/〈M〉)2m3 as well, we obtain in this region∥∥∥∥∥∇
(η)
ξ Ω
Ω
χ[⊥]χ
C
[α]Bj
∥∥∥∥∥
H˙sη
.
〈M〉
M2
Mm3/2
〈M〉
( 〈M〉
Mm
)s
M
〈M〉 =
m3/2
〈M〉
( 〈M〉
Mm
)s
, (11.63)
for j = 3, 4 and s = 0, 1, 2, which gives (10.43) by interpolation.
38 STEPHEN GUSTAFSON, KENJI NAKANISHI, TAI-PENG TSAI
11.2.4. Otherwise, into BX . In the remaining case, we have
M ∼ |ξ| ∼ |ζ | & |η| ∼ m, |η⊥| & Mm/〈M〉. (11.64)
Using α . γ ∼ β ′ also, we have
α
β ′
∼ α
γ
.
|η|
|ζ | ∼
m
M
,
M
〈M〉 .
|η⊥|
|η| . γ ∼ β
′, (11.65)
and in particular, γ & 1 if M & 1. In that case, we have from (11.60) and (11.20),
|∇(η)ξ Ω| ∼ ||ζ | − |ξ||+Mα ∼ |η|, |∇ηΩ| & 〈m〉. (11.66)
If M . 1, we have
|∇(η)ξ Ω| . Mm+
m
M
β ′ ∼ m
M
|∇ηΩ|. (11.67)
Thus in both cases we have
|∇(η)ξ Ω|
|∇ηΩ| .
m〈M〉
M〈m〉 . (11.68)
Using (11.55) for the higher derivatives, we get
|∇1+kη Ω|
|∇ηΩ| .
1
mkβ ′
∼ 1|η|kγ .
1
mk−1|η⊥| ,
|∇kη∇(η)ξ Ω|
|∇ηΩ| .
m〈M〉
Mk〈m〉|η⊥| . (11.69)
Thus in this region we obtain∥∥∥∥∥∇
(η)
ξ Ω∇ηΩ
|∇ηΩ|2 χ
C
[⊥]χ
C
[α]Bj
∥∥∥∥∥
H˙sη
.
∑
µ & µ0
m〈M〉µm1/2
M〈m〉µs
M
〈M〉 . µ
1−s
0
m3/2
〈m〉 ,∥∥∥∥∥∇η∇
(η)
ξ Ω∇ηΩ
|∇ηΩ|2 χ
C
[⊥]χ
C
[α]Bj
∥∥∥∥∥
H˙sη
+
∥∥∥∥∥∇
(η)
ξ Ω(∇ηΩ)2∇2ηΩ
|∇ηΩ|4 χ
C
[⊥]χ
C
[α]Bj
∥∥∥∥∥
H˙sη
+
∥∥∥∥∥∇
(η)
ξ Ω∇ηΩ
|∇ηΩ|2 ∇η[χ
C
[⊥]χ
C
[α]Bj]
∥∥∥∥∥
H˙sη
.
∑
µ & µ0
m〈M〉µm1/2
M〈m〉µ1+s
M
〈M〉 . µ
−s
0
m3/2
〈m〉 ,
(11.70)
for j = 3, 4 and 1 < s ≤ 2 by interpolation for each dyadic piece of µ, where
µ0 :=Mm/〈M〉, the sum for µ is on 2Z, and χC[⊥] and χC[α] are removing the previous
regions. The above estimates imply (10.32) and (10.33).
11.3. Multiplier estimates for ZZ. For the bilinear terms of the form
eitHBj[Z,Z] =
∫
eitΩBj(η, ξ − η)Zˇ−(η)Zˇ−(ξ − η)dη, (11.71)
we need not decompose, since it is always temporally non-resonant. Indeed we have
Ω = H(ξ) +H(η) +H(ξ − η) & M〈M〉. (11.72)
By symmetry, we may assume that |η| . |ζ |. Then
|∇(η)ξ Ω|+ |∇ηΩ| . 〈M〉, |∇kη∇(η)ξ Ω| .
〈M〉
Mk
, |∇1+kη Ω| .
〈η〉
|η|k , (11.73)
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hence we get ∥∥∥∥∥∇
(η)
ξ Ω
Ω
Bj
∥∥∥∥∥
H˙sη
.
〈M〉b3/2
M〈M〉bsU(a) . l
3/2−s〈M〉−1, (11.74)
for j = 3, 4 and s = 0, 1, 2, which gives (10.43) via interpolation.
12. Estimates with phase derivative in cubic terms
In this section we estimate the phase derivatives in the cubic terms Cj , 1 ≤
j ≤ 5. The higher order terms Qj(u) have been already estimated in (9.8), by using
regularity gain. Some parts in the frequency interactions of Cj can be also estimated
in a similar way, but if we thereby estimate the whole interactions, we can not avoid
losing regularity by the factor s∇ξΩ.
On the other hand, the cubic terms have in general a large set of interactions
which are resonant both in space and time. Hence we cannot always integrate by
parts as for the bilinear terms.
Fortunately, it turns out that those two difficulties are disjoint in the Fourier space.
Namely, when the derivative loss by ∇ξΩ becomes really essential, the interaction
is not temporally resonant, i.e., |Ω| is even bigger than |∇ξΩ|. Hence we integrate
on the phase in s for those parts, and the other parts are bounded in the form ∇ξΩ.
Here we do not need such precise estimates on the resulting multipliers as in the
bilinear case, since the divisor appear only when |ξ| ≫ 1.
Before applying J to the cubic terms Cj , we apply the frequency decomposition
to each v as in (2.6):
v =
∑
k∈2Z
vk, vk := χ
k(∇)v, (12.1)
Thus in the Fourier space we get terms like∑
k1,k2,k3∈2Z
∫ t
0
s∇ξΩeisHCj[v±k1 , v±k2, v±k3 ]ds, (12.2)
where
Ω = H(ξ)∓H(ξ1)∓H(ξ2)∓H(ξ3), ∇ξΩ = ∇H(ξ)∓∇H(ξ1), (12.3)
and one of v has to be replaced with Z if j = 5. We consider the summand with
k1 ≥ max(k2, k3), choosing the smaller ξ2, ξ3 as integral variables. The other cases
are treated in the same way.
If k1 . 1, then all |∇H(ξk)| are bounded, hence we can bound it in L∞H1 by
‖tCj[v±k1 , v±k2, v±k3]‖L2L6/5 . ‖tv‖L∞L6‖U−1v‖L∞L2‖U−1v‖L2L6 . (12.4)
If 1≪ k1 ∼ max(k2, k3), then we have |∇ξΩ| . max(k2, k3). Hence the L∞H1 norm
is bounded by
‖k21tCj [v±k1, v±k2 , v±k3]‖L2L6/5 . ‖tv‖L∞H1,6‖U−1v‖L∞H1‖U−1v‖L2H1,6 . (12.5)
In both cases we get T−1/10 for t > T from the L6x decay of U
−1v. If j = 5, we just
replace one of v by Z.
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It remains to estimate the terms with k1 ≫ max(1, k2, k3). If the sign in the phase
is Ω = H(ξ)−H(ξ1)± · · · , then we have
∇ξΩ = F (ξ, ξ2 + ξ3) · (ξ2 + ξ3), F (ξ, η) :=
∫ 1
0
∇2H(ξ − θη)dθ, (12.6)
getting the factor ξ2 + ξ3. In the region |ξ| ≫ 〈η〉, we have
|∇kξ∇lηF (ξ, η)| .
∫ 1
0
|∇2+k+lH(ξ − θη)|dθ . |ξ|−k−l. (12.7)
Hence the Coifman-Meyer estimate (2.19) applies to F , and so we can bound the
Strichartz norm as in the previous case.
Finally, if Ω = H(ξ) +H(ξ1)± · · · with k1 ≫ max(1, k2, k3), we have
|Ω| & k21, |∇ξΩ| . k1, (12.8)
so that we can integrate on eisΩ in s. Thus we get terms like∫ t
0
∇ξΩ
Ω
eisH {C[v, v, v] + sC[Nv, v, v]} ds+
[∇ξΩ
Ω
eisHsC[v, v, v]
]t
0
, (12.9)
where we omitted indexes j, k∗ and ±. Moreover if j = 5, one of v (or Nv) should
be replaced with Z (resp. NZ). Recall that Nv and NZ are the nonlinearities
defined in (3.7) and (3.18), respectively. The multipliers have no singularity thanks
to the frequency restrictions. Hence using the Coifman-Meyer estimate (2.19), we
can bound the above term in L∞H1 by
‖C[v, v, v]‖L2L6/5 + ‖tC[Nv, v, v]‖L2L6/5+L4/3L3/2 + ‖tC[v, v, v]‖L∞L2
. ‖v‖L2L6‖U−1v‖2L∞L3 + (‖Nv‖L2L2+L4/3L3 + ‖v‖L∞L6)‖t1/2U−1v‖2L∞L6 ,
(12.10)
where the norm on Nv is bounded by L2H1,6/5+L4/3H1,3/2. For NZ , it was already
estimated in Section 8, and the same estimates (8.1) and (8.3) hold for Nv as well.
For t > T , we gain T−1/5 from the L6x and L
3
x decay of U
−1v (or U−1Z).
13. Proof of the initial data result
Now that we have closed estimates in X for (v, Z) solving the system (3.16), we
can easily finish the proof for Theorem 1.1. More precisely, we have obtained the
following estimates: For any interval I = (T0, T1) ⊂ R, and for any (v, z) ∈ C(I;X)
satisfying (3.7) and (3.16) on I, we have
‖v(t)− Z(t)‖X(t) . 〈t〉−1/6‖v(t)‖2X(t) (t ∈ I),
‖v − Z‖S(I) . 〈T0〉−7/10‖v‖2X(I),
‖Z − e−i(t−T0)HZ(T0)‖S(I) . 〈T0〉−1/2
{‖v‖2(X∩S)(I) + ‖v‖4(X∩S)(I)} ,
‖Z − e−i(t−T0)HZ(T0)‖X(I)
. 〈T0〉−ε
{‖v‖2(X∩S)(I) + ‖v‖6(X∩S)(I) + ‖Z‖2(X∩S)(I)} ,
(13.1)
for some small ε > 0, where the highest order 6 comes from the partial integration
replacing one of v in Cj by the quartic term Q1(u).
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There are at least two ways to procede: (1) construct global solutions with the
desired properties by an iteration argument, or (2) use those estimates as a priori
bounds for the global solutions already known in H1.
Since the equations for the iteration sequence are a bit complicated due to the
partial integration and the nonlinear transforms, we employ the latter (2) approach.
Then we just need to ensure that the global solutions from our initial data stay
in X so that the a priori bounds can be rigorously applied. Thanks to the global
wellposedness [3] in ψ ∈ C(R; 1+H1(R3)) for (1.1), it suffices to prove that only for
a subset of initial data which is dense with respect to the H1 norm for u.
It is quite standard to see that for any u(0) ∈ H2 ∩ 〈x〉−1H1, the unique global
solution of (3.1) stays in the same space: since we already have it in L∞H1, we just
apply the fixed point argument to the following estimates on (0, T )
‖u‖L∞H2 . ‖Nu‖L2H2,6/5+L1H2 . (T 1/2 + T )‖u‖L∞H2(1 + ‖u‖L∞H1)2,
‖(x+ 2it∇)u‖H1 . ‖(x+ 2it∇)Nu‖L2H1,6/5+L1H1
. (T 1/2 + T 2)(‖xu‖L∞H1 + ‖u‖L∞H2)(1 + ‖u‖L∞H1)2,
(13.2)
where we denote the nonlinearity in the equation (1.6) by
Nu := u2 + 2|u|2 + |u|2u. (13.3)
The above estimates follow from Strichartz applied to (1.6), and the identity x +
2it∇ = eit∆xe−it∆. Thus we get the solution locally in this space, and then extend
it globally by Gronwall.
To those solutions u ∈ H2 ∩ 〈x〉−1H1 satisfying (1.12) with v = u1 + iUu2 and
Z = v + b(u), we can apply the above a priori estimates on any interval, thereby
getting global bounds
‖v‖X∩S + ‖Z‖X∩S . ‖v(0)‖X(0) . δ, (13.4)
provided δ is sufficiently small. By a density argument, all solutions satisfying our
initial assumption can be obtained as limits of such solutions. Hence the above
global bounds are transferred to them, and we get the desired scattering for them,
using the identities
‖eitHZ(t)− eiT0HZ(T0)‖H1 = ‖Z(t)− e−i(t−T0)HZ(T0)‖H1,∥∥x{eitHZ(t)− eiT0HZ(T0)}∥∥H1 = ∥∥J {Z(t)− e−i(t−T0)HZ(T0)}∥∥H1 . (13.5)
Denote the map W : v(0) 7→ v+ thereby obtained (the inverse wave operator)
locally around 0 in 〈x〉−1H1. The continuity and the invertibility of W are also
proved in a standard way. The above estimates are adapted directly to differences
of solutions, since after writing the system (3.16) for (v, Z), we did not use any
genuinely nonlinear structure, but only multi-linear estimates. Let (v(j), Z(j)) be
small solutions of (3.16) obtained above, and let f
(j)
T = e
−i(t−T )HZ(j)(T ), for j = 1, 2
and T ≥ 0. Then we have
‖Z(1) − Z(2) − (f (1)T − f (2)T )‖X∩S
.
2∑
j=1
(‖v(j)‖X∩S + ‖Z(j)‖X∩S)(‖v(1) − v(2)‖X∩S + ‖Z(1) − Z(2)‖X∩S),
(13.6)
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and also
‖v(1) − v(2) − (Z(1) − Z(2))‖X∩S .
2∑
j=1
‖v(j)‖X∩S‖v(1) − v(2)‖X∩S. (13.7)
Hence by using the smallness assumption, we obtain
‖Z(1) − Z(2)‖X∩S ∼ ‖v(1) − v(2)‖X∩S ∼ ‖f (1)T − f (2)T ‖X∩S
∼ ‖Z(1)(T )− Z(2)(T )‖X(T ) ∼ ‖v(1)(T )− v(2)(T )‖X(T ).
(13.8)
Since W (v(j)(0)) = limt→∞ eitHZ(j)(t) in 〈x〉−1H1, the bi-Lipschitz property of W
follows from the above equivalence.
Concerning the invertibility, or construction of the wave operator, we can argue as
for Theorem 1.2, namely consider an approximating sequence of solutions (vT , ZT )
with ZT (T ) = e−iTHv+ for any given small v+ ∈ 〈x〉−1H1, and let T → ∞. Then
the above a priori bound implies weak convergence of some subsequence in X ∩ S,
whose limit has the desired scattering property. 
Appendix A. Correction for the 2D asymptotic profile in [18]
The asymptotic profile given in [18] for the two dimensional case was incorrect.
The equation for z := U−1[u1 + (2−∆)−1|u|2] + iu2 was given by5
iz˙ −Hz = 2u21 + 4i∇(2−∆)−1U−1∇(u1∇u2) +O(u3)
= 2[U(z + z)/2]2 + iH−1∇[U(z + z) · ∇(z − z)] +O(u3), (A.1)
so the correction term z′ coming from zz should be given by
z′ := i
∫ t
∞
eiH(s−t)
{
|Uz0|2 + 2i ImH−1∇(Uz0 · ∇z0)
}
ds, (A.2)
where z0 := e−itHϕ is the given free solution. The second term was missing in [18].
Nevertheless the proof was correct because it was carried out assuming that all the
bilinear terms with z0z0 had been subtracted, and those correction terms did not
really affect the estimates. Both terms can give non-L2 contribution around |ξ| ∼ 0.
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