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THE EXISTENCE OF POSITIVE LEAST ENERGY SOLUTIONS FOR A
CLASS OF SCHRO¨DINGER-POISSON SYSTEMS INVOLVING CRITICAL
NONLOCAL TERM WITH GENERAL NONLINEARITY
LIEJUN SHEN AND XIAOHUA YAO
Abstract. The present study is concerned with the following Schro¨dinger-Poisson sys-
tem involving critical nonlocal term with general nonlinearity:{
−∆u + V(x)u − φ|u|3u = f (u), x ∈ R3,
−∆φ = |u|5, x ∈ R3,
Under certain assumptions on non-constant V(x), the existence of a positive least energy
solution is obtained by using some new analytical skills and Pohozˇaev type manifold.
In particular, the Ambrosetti-Rabinowitz type condition or monotonicity assumption on
the nonlinearity is not necessary.
1. Introduction and main results
In this paper, the existence of positive least energy solutions will be proved for the
following nonlinear Schro¨dinger-Poisson systems involving critical nonlocal term:{
−∆u + V(x)u − φ|u|3u = f (u), x ∈ R3,
−∆φ = |u|5, x ∈ R3.
(1.1)
The potential V(x) is assumed to verify the following conditions:
(V1) V(x) ∈ C(R
3,R) is weakly differentiable, (x,∇V) and the best Sobolev constant S
(see (2.1) below) satisfy the following inequality:( ∫
R3
|(x,∇V)|
3
2 dx
) 2
3
≤ S ,
where (·, ·) is the usual inner product in R3;
(V2) there exists a positive constant V∞ such that for all x ∈ R
3
0 ≤ V(x) ≤ lim inf
|y|→+∞
V(y) = V∞ < +∞,
where the two inequalities are strict in some subsets of positive Lebesgue measure.
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Since we are interested in positive solutions, without loss of generality, we assume
that f ∈ C(R,R) vanishes in (−∞, 0) and satisfies the following conditions:
( f1) f ∈ C(R,R
+) and f (t) = o(t) as t → 0+, here R+ = [0,+∞);
( f2) f has a subcritical growth at infinity, that is, f (t) = o(t
5) as t → ∞;
( f3) there exist constants µ > 0 and q ∈ (1, 5) such that F(t) ≥ µt
q+1, where F(t) =∫ t
0
f (s)ds.
Due to the real physical meaning, the following Schro¨dinger-Poisson system{
−∆u + V(x)u + φu = f (x, u), x ∈ R3,
−∆φ = u2, x ∈ R3,
(1.2)
has been studied extensively by many scholars in the last several decades. The system
like (1.2) firstly introduced by Benci and Fortunato [7] was used to describe solitary
waves for nonlinear Scho¨rdinger type equations and look for the existence of standing
waves interacting with an unknown electrostatic field. We refer the readers to [7, 8, 31,
34] and the references therein to get a more physical background of the system (1.2).
In recent years, by classical variational methods, there are many interesting works
about the existence and non-existence of positive solutions, positive ground states, mul-
tiple solutions, sign-changing solutions and semiclassical states to the system (1.2) with
different assumptions on the potential V(x) and the nonlinearity f (x, u) were established.
If V(x) ≡ 1 and f (x, u) = |u|p−1u, T. d’Aprile and D. Mugnai [15] showed that the sys-
tem (1.2) has no nontrivial solutions when p ≤ 1 or p ≥ 5. For the case 4 ≤ p < 6,
the existence of radial and non-radial solutions was studied in [13, 14, 16]. D. Ruiz [36]
proved the existence and nonexistence of nontrivial solutions when 1 < p < 5. When
V(x) ≡ 0 and f (x, u) = g(u), A. Azzollini, P. d’Avenia and A. Pomponio [4] investigated
the existence of nontrivial radial solutions when µ ∈ (0, µ0) for the following system{
−∆u + µφu = g(u), x ∈ R3,
−∆φ = µu2, x ∈ R3.
(1.3)
under the conditions g ∈ C(R) and
(H1) −∞ < lim inf
t→0
g(t)
t
≤ lim sup
t→0
g(t)
t
= −m < 0;
(H2) −∞ ≤ lim sup
t→∞
g(t)
t5
≤ 0;
(H3) there exists ξ > 0 such that
∫ ξ
0
g(t)dt > 0.
We mention here that the hypotheses (H1) − (H3) are the so-called Berestycki-Lions
conditions, which were introduced in H. Berestycki and P. L. Lions [10] for the derivation
of the ground state solution of (1.3). If V(x) . constant and f (x, u) = |u|p−1u + µ|u|4u
with 2 < p < 5, the existence of positive ground state was obtained by Z. Liu and S.
Guo [32]. By using superposition principle established by N. Ackermann [1], the system
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(1.2) with a periodic potential was studied by J. Sun and S. Ma [39], where the existence
of infinitely many geometrically distinct solutions was proved. For other related and
important results, we refer the readers to [3, 18, 19, 23, 37, 42, 44] and their references.
However, the results for the following general Schro¨dinger-Poisson system{
−∆u + u + pφg(u) = f (x, u), x ∈ R3,
−∆φ = 2pG(u), x ∈ R3
(1.4)
are not so fruitful as the case g(u) = u and p ∈ R, where |g(t)| ≤ C(|t|+ |t|s) with s ∈ (1, 4),
please see [6, 26] for example. When s = 4 in (1.4), A. Azzollini and P. d’Avenia [5]
firstly studied the following Schro¨dinger-Poisson system with critical nonlocal term
−∆u = µu + pφ|u|3u, x ∈ BR,
−∆φ = p|u|5, x ∈ BR,
u = φ = 0, on ∂BR.
(1.5)
Note that although the second equation can be solved by a Green’s function, the term
p|u|5 will result in a nonlocal critically growing nonlinearity in (1.5). After it, by assum-
ing the conditions
(h1) h ∈ C(R
+,R+) and limt→0+
h(t)
bt+t5
= 0;
(h2) limt→∞
h(t)
t5
= 0;
(h3) there exist r ∈ (4, 6) and A, B > 0 such that H(t) ≥ At
r − Bt2 for t ≥ 0, here
H(t) =
∫ t
0
h(s)ds,
and using a monotonic trick introduced by L. Jeanjean [20], F. Li, Y. Li and J. Shi [25]
specially proved the following Schro¨dinger-Poisson system{
−∆u + bu − φ|u|3u = h(u), x ∈ R3,
−∆φ = |u|5, x ∈ R3,
possesses at least one positive radially symmetric solution when b > 0 is a constant.
To the best of our knowledge, the Schrodinger-Poisson system with critical nonlocal
term was rarely studied in [5, 25, 33, 38]. Inspired by the all works mentioned above,
particularly, by the results in [25], we try to prove the existence of positive least energy
solution for the system (1.1).
Our main result is as follows:
Theorem 1.1. Assume V(x) and f (x) satisfy the conditions (V1) − (V2) and ( f1) − ( f3),
respectively. Then the system (1.1) admits a positive least energy solution (u, φ) ∈
H1(R3) × D1,2(R3) for any µ > 0 with q ∈ (3, 5), or a sufficiently large µ > 0 with
q ∈ (1, 3].
As a direct consequence of Theorem 1.1, the following result is immediate:
Corollary 1.2. Under the assumptions of Theorem 1.1 with (V1) replaced by
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(V3) V(x) ∈ C(R
3,R) is weakly differentiable and there exists a constant A ∈ (0, 1
4
] such
that
|(x,∇V)| ≤
A
|x|2
for almost x ∈ R3\{0},
where (·, ·) is the usual inner product in R3.
Then the conclusion of Theorem 1.1 still holds.
Remark 1.3. Compared with the results in F. Li, Y. Li and J. Shi [25], there are four
improvements in our paper: (i) We deal with the case that the potential V(x) is not
a constant. (ii) The restriction on the work space which is radially symmetric can be
removed. (iii) Our approach to prove the existence of nontrivial solution is different. (iv)
The nonlinear term are more general in our paper, and the solution obtained in Theorem
1.1 or Corollary 1.2 can be confirmed as the least energy solution.
Remark 1.4. On the potential in Theorem 1.1 and Corollary 1.2, we give some brief
explanations:
(1) To the best knowledge of us, the condition (V1) seems to be used for the first time
to study Schro¨dinger-Poisson systems.
(2) The hypothesis V(x) ≥ 0 in (V2) can be replaced by: there exists a constant
C > 0 such that
C , inf
u∈H1(R3)\{0}
∫
R3
|∇u|2 + V(x)u2dx∫
R3
|u|2dx
> 0,
which is mainly used to ensure an equivalent norm to the usual norm in H1(R3),
please see [28, 45].
(3) There are a great number of potential functions V(x) satisfying the conditions
(V1) and (V2). For example,
V(x) = V∞
(
1 −
C
1 + |x|3
)
.
Similarly the functions
V1(x) = V∞ −
A
1 + |x|2
verify the conditions (V2) and (V3).
(4) In our paper, the range of A in (V3) depends on the sharp constant of Hardy
inequality [24]: ∫
R3
|u|2
|x|2
dx ≤ 4
∫
R3
|∇u|2dx. (1.6)
Now we give our main idea for the proof of Theorem 1.1. Although, it is easy to verify
that the functional IV (see Section 2) possesses a Mountain-pass geometry in the usual
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way and then a (PS ) sequence can be obtained, it is difficult to prove its boundedness
because the Ambrosetti-Rabinowitz type condition ((AR) in short)
(AR) There exists γ > 2 such that 0 < γF(t) ≤ f (t)t for all t , 0
or the monotonicity assumption
(M) The map t →
f (t)
t
is positive for t , 0, strictly decreasing on (−∞, 0) and strictly
increasing on (0,+∞)
does not hold. Even a bounded (PS ) sequence can be established, the lack of com-
pact Sobolev embedding and the condition (M) lead to great difficulties in proving the
functional satisfies the so-called (PS ) condition. To overcome the above difficulties,
motivated by [43], we use an indirect approach developed by L. Jeanjean [21]. As a
consequence, a bounded (PS )cλ sequence for the functional IV,λ (see (3.5)) is obtained,
we use a similar method presented in [22] to recover the global compactness lemma and
then to prove the (PS )cλ condition. However before we success in showing the (PS )cλ
condition, we have to pull the energy level down below some specific critical level:
cλ <
2
5
λ−
1
4 S
3
2
because of the critical nonlocal term.
To apply the global compactness lemma mentioned above, first of all, we need to
consider the existence of ground state solutions of the associated “limit problem” of
(1.1), which is given as{
−∆u + V∞u − φ|u|
3u = λ f (u), x ∈ R3,
−∆φ = |u|5, x ∈ R3.
Since V∞ and λ are constants, we just need to investigate the following equation{
−∆u + u − φ|u|3u = f (u), x ∈ R3,
−∆φ = |u|5, x ∈ R3,
(1.7)
for simplicity.
We obtain the following result:
Theorem 1.5. Assume ( f1) − ( f3) hold, then the system (1.7) possesses a positive least
energy solution (u, φ) ∈ H1(R3) × D1,2(R3) for any µ > 0 with q ∈ (3, 5), or a sufficiently
large µ > 0 with q ∈ (1, 3].
Remark 1.6. To prove Theorem 1.5, we adopt an approach proposed by L. Jeanjean
[20] to construct a (PS ) sequence {un} which satisfies asymptotically the Pohoz˘aev type
identity:
P(un) → 0,
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where P(u) = 0 is the Pohoz˘aev identity related to the system (1.7) and c is a Mountain-
pass energy given in (2.21) below. The approach used in [20], which deals with a local
functional needs to be improved because of the effect of the nonlocal term.
The paper is organized as follows. In Section 2, we provide several lemmas, which
are crucial in proving our main results. In Section 3, firstly the proof of Theorem 1.5 is
obtained, then we complete the proof of Theorem 1.1.
Notation. Throughout this paper we shall denote by C and Ci (i = 1, 2, · · · ) for various
positive constants whose exact value may change from lines to lines but are not essential
to the analysis of problem. Lp(R3) (1 ≤ p ≤ +∞) is the usual Lebesgue space with the
standard norm |u|p. For any Lebesgue measurable set E ⊂ R
3, |E| means the Lebesgue
measure of the set E. We use “ → ” and “ ⇀ ” to denote the strong and weak convergence
in the related function space, respectively. The symbol “ ֒→ ” means a function space
is continuously imbedding into another function space. For any ρ > 0 and any x ∈ R3,
Bρ(x) denotes the ball of radius ρ centered at x, that is, Bρ(x) := {y ∈ R
3 : |y − x| < ρ}.
Let (X, ‖ · ‖) be a Banach space with its dual space (X−1, ‖ · ‖∗), and Ψ be its functional
on X. The Palais-Smale sequence at level c ∈ R ((PS )c sequence in short) corresponding
to Ψ assumes that Ψ(xn) → c and Ψ
′(xn) → 0 as n → ∞, where {xn} ⊂ X. If for any
(PS )c sequence {xn} in X, there exists a subsequence {xnk} such that xnk → x0 in X for
some x0 ∈ X, then we say that the functional Ψ satisfies the so-called (PS )c condition.
2. Variational settings and preliminaries
In this section, we will give some lemmas which are useful for the main results. To
solve the system (1.1), we introduce some function spaces. Throughout the paper, we
consider the Hilbert space H1(R3) with the inner product and the norm as follows
(u, v) =
∫
R3
∇u∇v + V(x)uvdx and ‖u‖ =
( ∫
R3
|∇u|2 + V(x)u2dx
) 1
2
, ∀u, v ∈ H1(R3)
which are equivalent to the usual inner product and the norm in H1(R3) because of the
assumption (V2). The space
D1,2(R3) =
{
u ∈ L6(R3) : ∇u ∈ L2(R3)
}
equips with its usual inner product and norm
(u, v)D1,2(R3) =
∫
R3
∇u∇vdx and ‖u‖D1,2(R3) =
( ∫
R3
|∇u|2dx
) 1
2
,
respectively. The positive constant S denotes the best Sobolev constant:
S := inf
u∈D1,2(R3)\{0}
∫
R3
|∇u|2dx( ∫
R3
|u|6dx
) 1
3
. (2.1)
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In the following, one can use the Lax-Milgram theorem, for every u ∈ H1(R3), there
exists a unique φu ∈ D
1,2(R3) such that
− ∆φ = |u|5 (2.2)
and φu can be written as
φu(x) =
1
4π
∫
R3
|u(y)|5
|x − y|
dy. (2.3)
Substituting (2.3) into (1.1), we get a single elliptic equation with a nonlocal term:
−∆u + V(x)u − φu|u|
3u = f (u)
whose corresponding functional IV : H
1(R3) → R is defined by
IV (u) =
1
2
‖u‖2 −
1
10
∫
R3
φu|u|
5dx −
∫
R3
F(u)dx. (2.4)
We mention here that the idea of this reduction method was proposed by Benci and
Fortunato [7] and it is a basic strategy for studying Schro¨dinger-Poisson system today.
For simplicity, the conditions ( f1)− ( f3) always hold true though out this paper and we
don’t assume them any longer unless specially needed. Thus for any ǫ > 0, there exists
Cǫ > 0 such that
|u f (u)| ≤ ǫ|u|2 +Cǫ |u|
6 and |F(u)| ≤ ǫ|u|2 +Cǫ |u|
6. (2.5)
To know more about the solution φ of the Poisson equation in (1.1) which can leads to a
critical nonlocal term, we have the following key lemma:
Lemma 2.1. For every u ∈ H1(R3), we have the following conclusions:
(1) φu(x) ≥ 0 for every x ∈ R
3;
(2) ‖φu‖
2
D1,2(R3)
=
∫
R3
φu|u|
5dx;
(3) for any t > 0, φtu = t
5φu;
(4) if un ⇀ u in H
1(R3), then φun ⇀ φu in D
1,2(R3).
Proof. As a direct consequence of (2.2) and (2.3), one can derive (1), (2) and (3) at once.
For any v ∈ D1,2(R3), then v ∈ L6(R3) by (2.1). Since un ⇀ u in H
1(R3), then un ⇀ u
in L6(R3) and |un|
5 ⇀ |u|5 in L
6
5 (R3). Therefore
(φun , v)D1,2(R3) =
∫
R3
|un|
5vdx →
∫
R3
|u|5vdx = (φu, v)D1,2(R3)
which implies that (4) is true. 
Furthermore, by (2) of Lemma 2.1, Ho¨lder’s inequality and (2.1), one has
‖φu‖
2
D1,2
=
∫
R3
φu|u|
5dx ≤ |φu|6|u|
5
6 ≤ S
− 1
2 ‖φu‖D1,2 |u|
5
6
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which implies that
‖φu‖D1,2 ≤ S
− 1
2 |u|56 (2.6)
and ∫
R3
φu|u|
5dx ≤ S −6‖u‖10. (2.7)
From (2.5) and (2.7) we have that the functional IV given by (2.4) is well-defined on
H1(R3) and is of C1(H1(R3),R) class (see [41]), and for any v ∈ H1(R3) one has
〈I′V (u), v〉 =
∫
R3
∇u∇v + V(x)uvdx −
∫
R3
φu|u|
3uvdx −
∫
R3
f (u)vdx.
It is standard to verify that a critical point u ∈ H1(R3) of the functional IV corresponds
to a weak solution (u, φu) ∈ H
1(R3) × D1,2(R3) of (1.1). In other words, if we can seek
a critical point of the functional IV , then the system (1.1) is solvable. In the following,
we call (u, φu) is a positive solution of (1.1) if u is a positive critical of the functional IV .
And (u, φu) is a least energy solution of (1.1) if the critical point u of the functional IV
verifies
IV (u) = min
v∈SV
IV (v),
where SV :=
{
u ∈ H1(R3)\{0} : I′
V
(u) = 0
}
.
Motivated by the well-known Bre´zis-Lieb lemma [12], we have the following impor-
tant lemma to prove the convergence of Schro¨dinger-Poisson system (1.1) involving a
critical nonlocal term.
Lemma 2.2. Let r ≥ 1 and Ω be an open subset of RN . Suppose that un ⇀ u in L
r(Ω),
and un → u a.e. in Ω as n → ∞, then
|un|
p − |un − u|
p − |u|p → 0 in L
r
p (Ω)
as n → ∞ for any p ∈ [1, r].
Proof. The proof is standard, so we omit it and the reader can refer in [25, Lemma 2.2]
for the detail proof. 
Lemma 2.3. If un ⇀ u in H
1(R3), then going to a subsequence if necessary, we derive
|un|
5 − |un − u|
5 − |u|5 → 0 in L
6
5 (R3), (2.8)
φun − φun−u − φu → 0 in D
1,2(R3), (2.9)∫
R3
φun |un|
5dx −
∫
R3
φun−u|un − u|
5dx −
∫
R3
φu|u|
5dx → 0, (2.10)
and ∫
R3
φun |un|
3unϕdx −
∫
R3
φu|u|
3uϕdx → 0 (2.11)
for any ϕ ∈ C∞
0
(R3).
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Proof. Since un ⇀ u in H
1(R3), then un ⇀ u in L
6(R3). And un → u a.e. in R
3 because
un → u in L
s
loc
(R3) with 1 ≤ s < 6 in the sense of a subsequence. If we take r = 6 and
p = 5 in Lemma 2.2, one has (2.8) immediately.
It follows from (2) of Lemma (2.1) and Ho¨lder’s inequality that∣∣∣(φun − φun−u − φu,w)D1,2(R3)∣∣∣ = ∣∣∣
∫
R3
∇(φun − φun−u − φu)∇wdx
∣∣∣
=
∣∣∣ ∫
R3
(|un|
5 − |un − u|
5 − |u|5)wdx
∣∣∣
≤ |w|6
∣∣∣(|un|5 − |un − u|5 − |u|5)∣∣∣ 6
5
,
which implies that
sup
w∈D1,2(R3), ‖w‖
D1,2(R3)
=1
∣∣∣(φun − φun−u − φu,w)D1,2(R3)∣∣∣
≤
∣∣∣(|un|5 − |un − u|5 − |u|5)∣∣∣ 6
5
(2.8)
→ 0,
hence (2.9) holds.
Using (2.9), one has φun − φun−u − φu → 0 in L
6(R3). Since {un} is bounded in L
6(R3),
then by Ho¨lder’s inequality,
|A1| :=
∣∣∣ ∫
R3
(
φun − φun−u − φu
)
|un|
5dx
∣∣∣
≤ |un|
5
6
∣∣∣φun − φun−u − φu∣∣∣6 → 0.
Similarly, one can deduce that
A2 :=
∫
R3
(
φun − φun−u − φu
)
|u|5dx → 0.
In view of (2.6), {φun−u} is bounded in L
6(R3), then using Ho¨lder’s inequality again,
|A3| :=
∣∣∣ ∫
R3
φun−u
(
|un|
5 − |un − u|
5 − |u|5
)
dx
∣∣∣
≤ |φun−u|6
∣∣∣(|un|5 − |un − u|5 − |u|5)∣∣∣ 6
5
(2.8)
→ 0.
As un ⇀ u in H
1(R3), then one has φun ⇀ φu in D
1,2(R3) by (4) of Lemma 2.1 and thus
φun ⇀ φu in L
6(R3). Clearly, |u|5 ∈ L
6
5 (R3), thus
A4 :=
∫
R3
(φun − φu)|u|
5dx → 0.
By un ⇀ u in H
1(R3), one has |un|
5 ⇀ |u|5 in L
6
5 (R3). Since φu ∈ L
6(R3), then
A5 :=
∫
R3
φu(|un|
5 − |u|5)dx → 0.
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Consequently, ∫
R3
φun |un|
5dx −
∫
R3
φun−u|un − u|
5dx −
∫
R3
φu|u|
5dx
= A1 − A2 + A3 + A4 + A5
→ 0,
which shows that (2.10) is true.
Since un ⇀ u in H
1(R3), then one can deduce again that φun ⇀ φu in L
6(R3). By
|u|3uϕ ∈ L
6
5 (R3) because ϕ ∈ C∞
0
(R3), one has∫
R3
φun |u|
3uϕdx −
∫
R3
φu|u|
3uϕdx → 0.
On the other hand, by means of Ho¨lder’s inequality and {φun} is bounded in L
6(R3),∣∣∣∣∣
∫
R3
φun |un|
3unϕdx −
∫
R3
φun |u|
3uϕdx
∣∣∣∣∣
≤
∫
supp ϕ
|φun ||ϕ|
∣∣∣|un|3un − |u|3u∣∣∣dx
≤ |φun |6|ϕ|∞
( ∫
supp ϕ
∣∣∣|un|3un − |u|3u∣∣∣ 65 dx) 56 → 0,
where we have used un → u in L
s
loc
(R3) with 1 ≤ s < 6 in the sense of a subsequence.
As a consequence of the above two facts, one has∫
R3
φun |un|
3unϕdx −
∫
R3
φu|u|
3uϕdx → 0.
The proof is complete. 
In this paper, the Pohoz˘aev identity (see [10, 15] for example) will paly an vital role.
Here we prove a more generalized Pohoz˘aev identity which can be seen as an partial
extension to that of in [25].
Lemma 2.4. (Pohoz˘aev identity) Assume V and f satisfy (V1) − (V2) and ( f1) − ( f3),
respectively. Let (u, φu) ∈ H
1(R3) × D1,2(R3) be a weak solution for (1.1), then we have
the following Pohoz˘aev identity:
PV (u) ,
1
2
∫
R3
|∇u|2dx +
3
2
∫
R3
V(x)|u|2dx +
1
2
∫
R3
(x,∇V)|u|2dx −
1
2
∫
R3
φu|u|
5dx
− 3
∫
R3
F(u)dx ≡ 0. (2.12)
In particular if V(x) ≡ 1, the above Pohoz˘aev identity can be rewritten as follows:
P(u) ,
1
2
∫
R3
|∇u|2dx +
3
2
∫
R3
|u|2dx −
1
2
∫
R3
φu|u|
5dx − 3
∫
R3
F(u)dx ≡ 0. (2.13)
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Proof. For any R > 0, by multiplying x · ∇u and x · ∇φ on the both sides for the two
equations in (1.1) respectively and then integrating on BR, one has∫
BR
−∆u(x,∇u)dx = −
1
2
∫
BR
|∇u|2dx −
1
R
∫
∂BR
|(x,∇u)|2dx +
R
2
∫
∂BR
|∇u|2dx, (2.14)
∫
BR
V(x)u(x,∇u)dx = −
3
2
∫
BR
V(x)|u|2dx−
1
2
∫
BR
|u|2(x,∇V)dx+
R
2
∫
∂BR
|u|2dx, (2.15)∫
BR
φ|u|3u(x,∇u)dx = −
1
5
∫
BR
|u|5(x,∇φ)dx−−
3
5
∫
BR
φ|u|5dx+
R
5
∫
∂BR
φ|u|5dx, (2.16)∫
BR
f (u)(x,∇u)dx = −3
∫
BR
F(u)dx + R
∫
∂BR
F(u)dx, (2.17)∫
BR
−∆φ(x,∇φ)dx = −
1
2
∫
BR
|∇φ|2dx −
1
R
∫
∂BR
|(x,∇φ)|2dx +
R
2
∫
∂BR
|∇φ|2dx. (2.18)
and ∫
BR
|u|5(x,∇φ)dx =
∫
BR
−∆φ(x,∇φ)dx. (2.19)
It follows from (2.14)-(2.17) and letting R → +∞ that
1
2
∫
R3
|∇u|2dx +
3
2
∫
R3
V(x)|u|2dx +
1
2
∫
R3
|u|2(x,∇V)dx −
1
5
∫
R3
|u|5(x,∇φ)dx
−
3
5
∫
R3
φ|u|5dx = 3
∫
R3
F(u)dx. (2.20)
Using (2.18)-(2.20) and letting R → +∞ again, one can deduce that
1
2
∫
R3
|∇u|2dx +
3
2
∫
R3
V(x)|u|2dx +
1
2
∫
R3
|u|2(x,∇V)dx +
1
10
∫
R3
|∇φ|2dx
−
3
5
∫
R3
φ|u|5dx = 3
∫
R3
F(u)dx.
Recalling that ∫
R3
|∇φ|2dx =
∫
R3
φ|u|5dx,
then by means of the above two formulas, we obtain (2.12). Hence (2.13) is trivial. 
Lemma 2.5. The functional I(u) corresponding to (1.7) satisfies the Mountain-pass ge-
ometry around 0 ∈ H1(R3), that is,
(i) there exist α1, ρ1 > 0 such that I(u) ≥ α1 > 0 when ‖u‖ = ρ1;
(ii) there exists e ∈ H1(R3) with ‖e‖ > ρ1 such that I(e) < 0.
Proof. (i) By the definition of I, (2.5), (2.7) and Sobolev theorem, one has
I(u) =
1
2
∫
R3
|∇u|2dx +
1
2
∫
R3
|u|2dx −
1
10
∫
R3
φu|u|
5dx −
∫
R3
F(u)dx
≥
1
2
‖u‖2 −
1
10
S −6‖u‖10 −Cǫ‖u‖2 −CCǫ‖u‖
6,
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Therefore letting ǫ = 1
4C
> 0, then there exist constants α1, ρ1 > 0 such that I(u) ≥ α1
whenever ‖u‖ = ρ1.
(ii) For any u ∈ H1(R3)\{0}, it follows from the assumption ( f1) that
I(tu) ≤
t2
2
‖u‖2 −
t10
10
∫
R3
φu|u|
5dx → −∞
as t → +∞. Hence choosing e = t0u for some u ∈ H
1(R3)\{0} with t0 large enough, then
one has ‖e‖ > ρ1 and I(e) < 0. 
As a consequence of Lemma 2.5, we can find a (PS ) sequence of the functional I(u)
at the level
c := inf
η∈Γ
max
t∈[0,1]
I(η(t)) > 0, (2.21)
where the set of paths is defined as
Γ :=
{
η ∈ C([0, 1],H1(R3)) : η(0) = 0, I(η(1)) < 0
}
. (2.22)
Remark 2.6. It is easy to see that
c ≤ inf
u∈H1(R3)\{0}
max
t≥0
I(tu). (2.23)
Indeed, for any u ∈ H1(R3)\{0}, similar to Lemma 2.5 (ii) there exists a sufficiently large
t0 > 0 such that I(t0u) < 0. Let us choose γ0(t) = tt0u, therefore γ0 ∈ C([0, 1],H
1(R3))
and moreover γ0 ∈ Γ, thus
c ≤ max
t∈[0,1]
I(γ0(t)) = max
t∈[0,1]
I(tt0u) = max
t∈[0,t0]
I(tu) ≤ max
t≥0
I(tu).
Since u ∈ H1(R3)\{0} in arbitrary, then (2.8) holds.
Even though a (PS )c sequence has been established, we can never easily affirm that
whether this (PS )c sequence is bounded because the Ambrosetti-Rabinowitz type condi-
tion or monotonicity assumption on the nonlinearity is not satisfied. To overcome it, we
will construct a (PS ) sequence {un} for I at the level c that satisfies P(un) → 0 as n → ∞,
here P(u) is given by (2.13).
Proposition 2.7. There exists a sequence {un} ⊂ H
1(R3) such that
I(un) → c, I
′(un) → 0, P(un) → 0 as n → ∞. (2.24)
Proof. Following the idea introduced by L. Jeanjean [20], we define a map Φ(τ, v) :
R × H1(R3) → H1(R3) for τ ∈ R, v ∈ H1(R3) and x ∈ R3 by
Φ(τ, v) = v(e−τx).
For every τ ∈ R, v ∈ H1(R3), the functional I ◦Φ(τ, v) ∈ C1(R ×H1(R3),R) is computed
as
I ◦ Φ =
eτ
2
∫
R3
|∇v|2dx +
e3τ
2
∫
R3
|v|2dx −
e5τ
10
∫
R3
φ|v|5dx − e3τ
∫
R3
F(v)dx.
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Similar to Lemma 2.5, we can easily check that I ◦ Φ(τ, v) > 0 for all (τ, v) with |τ| > 0,
‖v‖ > 0 small and (I ◦Φ)(0, u0) < 0, i.e. I ◦ Φ possesses the Mountain-pass geometry in
R × H1(R3). Hence we can define the Mountain-pass level of I ◦ Φ:
c˜ := inf
η˜∈Γ˜
sup
θ∈[0,1]
(I ◦ Φ)(η˜(θ)), (2.25)
where the set of paths is defined as
Γ˜ :=
{
η˜ ∈ C([0, 1],R × H1(R3)) : η˜(0) = (0, 0), (I ◦Φ)(η˜(1)) < 0
}
. (2.26)
It is easy to see that {0} × Γ ⊂ Γ˜ and then c˜ ≤ c. On the other hand, Φ(Γ˜) ⊂ Γ gives us
that c˜ ≥ c. Therefore, the Mountain-pass levels of I and I ◦ Φ coincide, that is,
c = c˜. (2.27)
Let γn ⊂ Γ satisfy maxθ∈[0,1] I(γn(θ)) ≤ c +
1
n2
and set γ˜n(θ) = (0, γn(θ)), then γ˜n(θ) ⊂ Γ˜
and by (2.27), we derive
max
θ∈[0,1]
(I ◦ Φ)(˜γn(θ)) ≤ c˜ +
1
n2
.
Hence by means of the Ekeland’s variational principle [17], we can see that there exists
a sequence {(τn, vn)}n∈N in R × H
1(R3) such that,
(I ◦ Φ)(τn, vn) → c, (2.28)
(I ◦Φ)′(τn, vn) → 0 in (R × H
1(R3))−1, (2.29)
and
min
θ∈[0,1]
‖(τn, vn) − γ˜n(θ)‖R×H1(R3) → 0 (2.30)
as n → ∞, where the norm of (τ, u) ∈ R × H1(R3) is defined as usual as ‖(τ, u)‖ =
(τ2 + ‖u‖2)
1
2 .
Set un = Φ(τn, vn), then by (2.28) we deduce that
I(un) → c.
For every (h,w) ∈ R × H1(R3), by (2.29) we have〈
(I ◦ Φ)′(τn, vn), (h,w)
〉
=
〈
I′(Φ(τn, vn)),Φ(τn,w)
〉
+ P(Φ(τn, vn))h → 0. (2.31)
Taking h = 1, w = 0 in (2.31), we get
P(un) = P(Φ(τn, vn)) → 0.
If we take h = 0 in (2.31), then we have
〈I′(un),w〉 =
〈
(I ◦Φ)′(θn, vn), (Φ(−θn), 0)
〉
,
and combing with (2.30), we derive
I′(un) → 0.
Hence, we have got a sequence {un}
∞
n=1
⊂ H1(R3) that satisfies (2.24). 
To find a least energy solution for problem (1.7), we set
m , inf
{
I(w) : w ∈ H1(R3)\{0} and P(w) = 0
}
.
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Lemma 2.8. m ≥ c, where c is given by (2.21).
Proof. For any w ∈ H1(R3)\{0} with P(w) = 0, then letting wt , w(
x
t
) if t > 0, and
wt , w(x) if t = 0. Hence we have that
I(wt) = I(wt) −
t3
3
P(w)
=
(
t
2
−
t3
6
) ∫
R3
|∇w|2dx +
(
t3
6
−
t5
10
) ∫
R3
φw|w|
5dx.
Clearly, there exists a sufficiently large T0 > 0 such that I(wT0) < 0 and I(wt) achieves
the strict global maximum at t = 1, that is, I(w) = maxt>0 I(wt).
On the other hand, we set the path
η0(t) =
{
w( x
tT0
), t > 0,
0, t = 0,
thus η0(0) = 0, I(η0(1)) = I(wT0) < 0 and then η0(t) ∈ Γ, where Γ is given by (2.22). As
a consequence of this fact, we can infer that
I(w) = max
t≥0
I(wt) = max
t≥0
I(wtT0 ) = max
t≥0
I
(
η0(t)
)
≥ max
t∈[0,1]
I
(
η0(t)
) (2.21)
≥ c.
Since w ∈ H1(R3)\{0} with P(w) = 0 is arbitrary, we have that m ≥ c. 
Because of the appearance of the critical nonlocal term, we have to estimate the
Mountain-pass value given by (2.21) carefully. To do it, we choose the extremal function
Uǫ(x) =
(3ǫ2)
1
4
(ǫ2 + |x|2)
1
2
to solve −∆u = u5 inR3. Let ϕ ∈ C∞
0
(R3) be a cut-off function verifying that 0 ≤ ϕ(x) ≤ 1
for all x ∈ R3, suppϕ ⊂ B2(x0), and ϕ(x) ≡ 1 on B1(x0). Set vǫ = ϕUǫ , then thanks to the
asymptotic estimates from [11], we have
|∇vǫ |
2
2 = S
3
2 + O(ǫ), |vǫ |
2
6 = S
1
2 + O(ǫ) (2.32)
and for all s ∈ [2, 6),
|vǫ |
s
s =

O(ǫ
s
2 ), if s ∈ [2, 3),
O(ǫ
3
2 | log ǫ|), if s = 3,
O(ǫ
6−s
2 ), if s ∈ (3, 6).
(2.33)
Lemma 2.9. For q ∈ (3, 5) with any µ > 0, or q ∈ (1, 3] with sufficiently large µ > 0, the
Mountain-pass value given by (2.21) satisfies
c <
2
5
S
3
2 ,
where S is the best Sobolev constant given in (2.1).
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Proof. This lemma can be seen as a direct corollary of Lemma 3.4 in Section 3 where a
more general case is taken into account, so we do not give its detail proof. 
Now we introduce the Vanishing lemma for Sobolev space as follows.
Lemma 2.10.
(
see [29, 30]
)
Assume that {un} is bounded in H
1(R3) and satisfies
lim
n→∞
sup
y∈R3
∫
Br(y)
|un|
2dx = 0
for some r > 0. Then un → 0 in L
m(R3) for every 2 < m < 6.
3. Proof of main results
In this section, we will show the proofs for Theorem 1.1 and Theorem 1.5 in detail.
Before we prove Theorem 1.1, we obtain Theorem 1.5 for convenience.
Proof of Theorem 1.5. Let {un} be the sequence given in (2.24) and c be the Mountain-
pass value for the functional I, respectively. It is easy to show that {un} is bounded is
H1(R3). Indeed, the following computations are elementary, that is,
c + o(1)
(2.24)
= I(un) −
1
3
P(un)
=
1
3
∫
R3
|∇un|
2dx +
1
15
∫
R3
φun |un|
5dx
≥
1
3
∫
R3
|∇un|
2dx
(2.1)
≥
S
3
( ∫
R3
|un|
6dx
) 1
3
and in view of (2.5), (2.6), (2.24), one has
1
2
∫
R3
|un|
2dx ≤
1
2
∫
R3
|∇un|
2
+ |un|
2dx
= c +
1
10
∫
R3
φun |un|
5dx +
∫
R3
F(un)dx + o(1)
≤ c +
1
10S
|un|
10
6 + ǫ
∫
R3
u2ndx +Cǫ
∫
R3
|un|
6dx + o(1).
Let ǫ = 1
4
> 0, thus there exists C > 0 independent on n ∈ N such that |un|2 ≤ C < +∞
and then we can infer that {un} is bounded is H
1(R3). Therefore there exists u ∈ H1(R3)
such that un ⇀ u in H
1(R3) after passing to a subsequence. To end the proof, we will
split it into several steps:
Step 1: u . 0.
16 LIEJUN SHEN AND XIAOHUA YAO
In fact, we will argue it indirectly and just suppose
lim
n→∞
sup
y∈R3
∫
Br(y)
|un|
2dx = 0, (3.1)
then from Lemma 2.10 we derive that un → 0 in L
m(R3) for any m ∈ (2, 6). Thus by
using Strass’s compactness lemma in [10] and the assumptions ( f1) − ( f2), one has∫
R3
F(un)dx → 0 and
∫
R3
un f (un)dx → 0.
Recalling (2.24) and the above formulas, we have the following results at once:
I(un) =
1
2
‖un‖
2 −
1
10
∫
R3
φun |un|
5dx = c + o(1)
and
〈I′(un), un〉 = ‖un‖
2 −
∫
R3
φun |un|
5dx = o(1).
Hence without loss of generality, we may assume
lim
n→∞
‖un‖
2
= lim
n→∞
∫
R3
φun |un|
5dx = l, and c =
2
5
l.
On the other hand, by (2.7) we can deduce that∫
R3
φun |un|
5dx ≤ S −6‖un‖
10
which implies that l ≤ S −6l5. Hence either l = 0 or l ≥ S
3
2 . But l = 0 yields that c = 0
which is a contradiction to (2.21), so l ≥ S
3
2 . However
c =
2
5
l ≥
2
5
S
3
2
which also yields a contradiction to Lemma 2.9. Therefore (3.1) can never hold and then
there exist r, η > 0 such that
lim
n→∞
∫
Br(yn)
|un|
2dx ≥ η > 0,
here we may assume yn ∈ Z
3 by taking a larger r if necessary. Since I is invariant under
translations by (2.3), we may assume that {yn} is bounded in Z
3. Thus, passing to a
subsequence we have un ⇀ u , 0 in H
1(R3).
Step 2: I′(u) = 0.
To see this, since C∞
0
(R3) is dense in H1(R3), then it suffices to show
〈I′(u), ϕ〉 = 0 for any ϕ ∈ C∞0 (R
3).
Indeed {un} is bounded in H
1(R3), then there is M ∈ (0,+∞) such that
max
{
|un|2, |u|2, |un|
5
6, |u|
5
6, |ϕ|2, |ϕ|12
}
≤ M < +∞.
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Hence for any σ > 0, there exists δ = δ(σ) , ( σ
2M2Cσ
)12 > 0 such that for any measurable
set E ⊂ R3 with |E| < δ one has∫
E
| f (un)ϕ|dx
(2.5)
≤
σ
2M2
∫
E
|un||ϕ|dx +Cσ
∫
E
|un|
5|ϕ|dx
≤
σ
2M2
|un|2|ϕ|2 +Cσ|E|
1
12 |un|
5
6|ϕ|12 < σ
which reveals that { f (un)ϕ} is uniformly integrable in R
3. As a consequence of the Vi-
tali’s Dominated Convergence Theorem, we can deduce that∫
R3
f (un)ϕdx =
∫
supp ϕ
f (un)ϕdx →
∫
supp ϕ
f (u)ϕdx =
∫
R3
f (u)ϕdx. (3.2)
On the other hand, it follows from (2.11) and (3.2) that
〈I′(un), ϕ〉 =
∫
R3
[
∇un∇ϕ + unϕ
]
dx −
∫
R3
φun |un|
3unϕdx −
∫
R3
f (un)ϕdx
→
∫
R3
[
∇u∇ϕ + uϕ
]
dx −
∫
R3
φu|u|
3uϕdx −
∫
R3
f (u)ϕdx
= 〈I′(u), ϕ〉
which implies that
〈I′(u), ϕ〉 = 0
by (2.24) for any ϕ ∈ C∞
0
(R3).
Step 3: I(u) = m and u(x) > 0 in R3.
Using Lemma 2.4 and the Step 2 that P(u) = 0, so by Fatou’s lemma and Lemma 2.8
c ≤ m ≤ I(u) = I(u) −
1
3
P(u)
=
1
3
∫
R3
|∇u|2dx +
1
15
∫
R3
φu|u|
5dx
≤ lim inf
n→∞
{
1
3
∫
R3
|∇un |
2dx +
1
15
∫
R3
φun |un|
5dx
}
= lim inf
n→∞
{
I(un) −
1
3
P(un)
} (2.24)
= c
which reveals that I(u) = m. The remainder is to show that u(x) > 0 in R3. In fact,
it is obvious that |u| is also a least energy solution of (1.7) since the functional I is
symmetric, hence we may assume that such a least energy solution does not change sign,
i.e. u ≥ 0. By means of the strong maximum principle and standard arguments, see e.g.
[2, 9, 27, 35, 40], we obtain that u(x) > 0 for all x ∈ R3. Thus, (u, φu) is a positive least
energy solution of (1.7) and the proof is complete. 
Now we begin to deal with the case that V(x) is not a constant, however the method
to prove Theorem 1.5 can not be applied because of the effect on V(x). In order to get
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a bounded (PS )c sequence for the functional IV , we make use of the monotone method
introduced by L. Jeanjean [21].
Proposition 3.1. (See [21, Theorem 1.1 and Lemma 2.3]) Let (X, ‖·‖) be a Banach space
and T ⊂ R+ be an interval, consider a family of C1 functionals on X of the form
Φλ(u) = A(u) − λB(u), ∀λ ∈ T,
with B(u) ≥ 0 and either A(u) → +∞ or B(u) → +∞ as ‖u‖ → +∞. Assume that there
are two points v1, v2 ∈ X such that
cλ = inf
γ∈Γ
sup
θ∈[0,1]
Φλ(γ(θ)) > max{Φλ(v1),Φλ(v1)}, ∀λ ∈ T, (3.3)
where
Γ = {γ ∈ C([0, 1], X) : γ(0) = v1, γ(1) = v2}. (3.4)
Then, for almost λ ∈ T, there is a sequence {un(λ)} ⊂ X such that
(a) {un(λ)} is bounded in X;
(b) Φλ(un(λ)) → cλ and Φ
′
λ
(un(λ)) → 0;
(c) the map λ → cλ is non-increasing and left continuous.
Letting T = [δ, 1], where δ ∈ (0, 1) is a positive constant. To apply Proposition 3.1,
we will introduce a family of C1 functionals on X = H1(R3) with the form
IV,λ(u) =
1
2
∫
R3
|∇u|2 + V(x)|u|2dx −
λ
10
∫
R3
φu|u|
5dx − λ
∫
R3
F(u)dx. (3.5)
Then let IV,λ(u) = A(u) − λB(u), where
A(u) =
1
2
∫
R3
|∇u|2 + V(x)|u|2dx → +∞ as ‖u‖ → +∞,
and
B(u) =
1
10
∫
R3
φu|u|
5dx +
∫
R3
F(u)dx ≥ 0.
It is clear that IV,λ is a well-defined C
1 functional on the space H1(R3), and for all u, v ∈
H1(R3), one has
〈I′V,λ(u), v〉 =
∫
R3
∇u∇v + V(x)uvdx − λ
∫
R3
φu|u|
3uvdx − λ
∫
R3
f (u)vdx.
Lemma 3.2. Under the assumptions of (V1)−(V2), the function IV,λ possesses aMountain-
pass geometry, that is,
(a) there exists a v ∈ H1(R3) \ {0} such that IV,λ(v) ≤ 0 for all λ ∈ [δ, 1];
(b) cλ = infγ∈Γ supθ∈[0,1] IV,λ(γ(θ)) > max{IV,λ(0), IV,λ(v)} for all λ ∈ [δ, 1], where
Γ = {γ ∈ C([0, 1],H1(R3)) : γ(0) = 0, γ(1) = v}.
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Proof. (a) For fixed u ∈ H1(R3) \ {0}, and any λ ∈ [δ, 1], by (V2)
IV,λ(tu) ≤ IV∞,λ(u) ≤
t2
2
∫
R3
|∇u|2dx +
t2
2
∫
R3
V∞|u|
2dx −
t10
10
∫
R3
φu|u|
5dx.
Since IV∞,λ(tu) → −∞ as t → +∞ and we can chose v = t0u ∈ H
1(R3) \ {0}, then
IV,λ(v) < 0 for t0 large enough.
(b) By means of (2.1), (2.5), (2.7) and the Sobolev theorem, one has
IV,λ(u) ≥
1
2
‖u‖2 −
1
10S 6
‖u‖10 − ǫ‖u‖2 −Cǫ‖u‖
6.
Let ǫ = 1
4
, then IV,λ(u) > 0 when ‖u‖ = ρ > 0 small. 
Lemma 3.2 and the definition of IV,λ(u) imply that IV,λ(u) satisfies the assumptions of
Proposition 3.1 with X = H1(R3) and Φλ = IV,λ. So for a.e. λ ∈ [δ, 1], there exists a
bounded sequence {un} ⊂ H
1(R3) (here we denote {un(λ)} by {un} for simplicity) such
that
IV,λ(un) → cλ, I
′
V,λ(un) → 0.
By Theorem 1.5, we infer that for any λ ∈ [δ, 1], the associated limit problem{
−∆u + V∞u − φ|u|
3u = λ f (u), x ∈ R3,
−∆φ = |u|5, x ∈ R3.
(3.6)
has a least energy solution in H1(R3), i.e. for any λ ∈ [δ, 1],
m∞λ , inf
{
I∞λ (w), w ∈ H
1(R3)\{0} and P∞λ (w) = 0
}
is attained by some u∞
λ
, where
I∞λ (u) =
1
2
∫
R3
|∇u|2 + V∞|u|
2dx −
1
10
∫
R3
φu|u|
5dx − λ
∫
R3
F(u)dx
and
P∞λ (u) ,
1
2
∫
R3
|∇u|2dx +
3V∞
2
∫
R3
|u|2dx −
1
2
∫
R3
φu|u|
5dx − 3λ
∫
R3
F(u)dx ≡ 0.
Lemma 3.3. cλ < m
∞
λ
, where cλ is given as Proposition 3.1.
Proof. For any w ∈ H1(R3)\{0} with P∞
λ
(w) = 0, then letting wt , w(
x
t
) if t > 0, and
wt , w(x) if t = 0. Hence we have that
I∞λ (wt) = I
∞
λ (wt) −
t3
3
P∞λ (w)
=
(
t
2
−
t3
6
) ∫
R3
|∇w|2dx +
(
t3
6
−
t5
10
) ∫
R3
φw|w|
5dx.
Clearly, there exists a sufficiently large T0 > 0 such that I
∞
λ
(wT0) < 0 and I
∞
λ
(wt) achieves
the strict global maximum at t = 1, that is, I∞
λ
(w) = maxt>0 I
∞
λ
(wt).
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On the other hand, we set the path
γ0(t) =
{
w( x
tT0
), t > 0,
0, t = 0,
thus γ0(0) = 0, I
∞
λ
(γ0(1)) = I
∞
λ
(wT0) < 0 and then γ0(t) ∈ Γ, where Γ is given by (3.4).
As a consequence of this fact, we can infer that
I∞λ (w) = max
t≥0
I∞λ (wt) = max
t≥0
I∞λ (wtT0 ) = max
t≥0
I∞λ
(
γ0(t)
)
≥ max
t∈[0,1]
I∞λ
(
γ0(t)
) (V2)
> max
t∈[0,1]
IV,K,λ
(
γ0(t)
) (2.21)
≥ cλ.
Since w ∈ H1(R3)\{0} with P∞
λ
(w) = 0 is arbitrary, we have that cλ < m
∞
λ
. 
Lemma 3.4. For q ∈ (3, 5) with any µ > 0, or q ∈ (1, 3] with sufficiently large µ > 0, the
Mountain-pass value given by (3.3) satisfies
cλ <
2
5
λ−
1
4 S
3
2
for any λ ∈ [δ, 1] and S is the best Sobolev constant given in (2.1).
Proof. Firstly, we claim that there exist t1, t2 ∈ (0,+∞) independent of ǫ, λ such that
maxt≥0 IV,λ(tvǫ) = IV,λ(tǫvǫ) and
0 < t1 < tǫ < t2 < +∞. (3.7)
Indeed, by the facts that limt→+∞ IV,λ(tvǫ ) = −∞ and (a) of Lemma 3.2, there exists
tǫ > 0 such that
max
t≥0
IV,λ(tvǫ ) = IV,λ(tǫvǫ ) > 0 and
d
dt
IV,λ(tvǫ ) = 0
which imply that
IV,λ(tǫvǫ) =
t2ǫ
2
‖vǫ‖
2 −
λt10ǫ
10
∫
R3
φvǫ |vǫ |
5dx − λ
∫
R3
F(tǫvǫ)dx
(f1)
≤
t2ǫ
4
‖vǫ‖
2 −
t10ǫ
10
S −6‖vǫ‖
10 (3.8)
and
t2ǫ ‖vǫ‖
2
= λ
∫
R3
f (tǫvǫ)tǫvǫdx + λt
10
ǫ
∫
R3
φvǫ |vǫ |
5dx
≥ δµt
q+1
ǫ |vǫ |
q+1
q+1
+ δt10ǫ
∫
R3
φvǫ |vǫ |
5dx. (3.9)
The fact IV,λ(tǫvǫ ) > 0 yields that tǫ is bounded from below by (3.8). And since q+1 > 2,
then it follows from (3.9) that tǫ is bounded from above. Hence (3.7) is true.
Let us define
g(t) :=
t2
2
∫
R3
|∇vǫ |
2dx −
λt10
10
∫
R3
φvǫ |vǫ |
5dx
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:= C1t
2 −C2t
10,
where
C1 =
1
2
∫
R3
|∇vǫ |
2dx, C2 =
λ
10
∫
R3
φvǫ |vǫ |
5dx.
By some elementary calculations, we have
max
t≥0
g(t) =
4(C1)
5
4
5(5C2)
1
4
=
2
5
λ−
1
4
( ∫
R3
|∇vǫ |
2dx
) 5
4
( ∫
R3
φvǫ |vǫ |
5dx
) 1
4
. (3.10)
The Poisson equation −∆φvǫ = |vǫ |
5 and Cauchy’s inequality give∫
R3
|vǫ |
6dx =
∫
R3
∇φvǫ∇|vǫ |dx ≤
1
2
∫
R3
|∇φvǫ |
2dx +
1
2
∫
R3
|∇vǫ |
2dx
=
1
2
∫
R3
φvǫ |vǫ |
5dx +
1
2
∫
R3
|∇vǫ |
2dx
which implies that∫
R3
φvǫ |vǫ |
5dx ≥ 2
∫
R3
|vǫ |
6dx −
∫
R3
|∇vǫ |
2dx
(2.32)
= S
3
2 + O(ǫ).
As a consequence of the above fact, one has
max
t≥0
g(t)
(3.10)
≤
2
5
λ−
1
4
(
S
3
2 + O(ǫ)
) 5
4
(
S
3
2 + O(ǫ)
) 1
4
=
2
5
λ−
1
4 S
3
2 + O(ǫ). (3.11)
On the other hand, for ǫ > 0 with ǫ < 1 we have
λ
∫
R3
F(tvǫ )dx
(f3)
≥ δµt
q+1
ǫ
∫
R3
|vǫ |
q+1dx
(3.7)
≥ Cµ
∫
R3
|vǫ |
q+1dx
(2.33)
=

CµO(ǫ
q+1
2 ), if q ∈ [1, 2),
CµO(ǫ
3
2 | log ǫ|), if q = 2,
CµO(ǫ
5−q
2 ), if q ∈ (2, 5).
(3.12)
We have proved maxt≥0 I(tvǫ ) = I(tǫvǫ) at the beginning, that is,
max
t≥0
I(tvǫ ) =
t2ǫ
2
∫
R3
|∇vǫ |
2
+ V(x)|vǫ |
2dx −
λt10ǫ
10
∫
R3
φvǫ |vǫ |
5dx
−λ
∫
R3
F(tvǫ )dx
(V2)
≤ g(tǫ ) +
V∞t
2
ǫ
2
|vǫ |
2
2 − λ
∫
R3
F(tvǫ )dx
≤
2
5
λ−
1
4 S
3
2 +CO(ǫ) − λ
∫
R3
F(tvǫ )dx, (3.13)
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where we have used (2.33), (3.7) and (3.11) in the last inequality.
Using (3.12), one has
CO(ǫ) − λ
∫
R3
F(tvǫ )dx ≤ CO(ǫ) −

CµO(ǫ
q+1
2 ), if q ∈ [1, 2),
CµO(ǫ
3
2 | log ǫ|), if q = 2,
CµO(ǫ
5−q
2 ), if q ∈ (2, 5).
If q ∈ (3, 5), then 0 <
5−q
2
< 1 and for sufficiently small ǫ > 0
CO(ǫ) − µ
∫
R3
F(tvǫ )dx ≤ CO(ǫ) −CµO(ǫ
5−q
2 ) < 0
for any µ > 0.
If q ∈ (2, 3] and µ = ǫ−
1
2 , then 1
2
≤
5−q
2
− 1
2
< 1 and hence for sufficiently small ǫ > 0
CO(ǫ) − µ
∫
R3
F(tvǫ )dx ≤ CO(ǫ) − Cǫ
− 12O(ǫ
5−q
2 ) < 0
when µ > 0 is sufficiently large.
If q = 2 and µ = ǫ−
1
2 , then for sufficiently small ǫ > 0
CO(ǫ) − µ
∫
R3
F(tvǫ)dx ≤ CO(ǫ) −Cǫ
− 1
2O(ǫ
3
2 | log ǫ|) < 0
when µ > 0 is sufficiently large.
If q ∈ (1, 2) and µ = ǫ−
1
2 , then 1
2
<
q+1
2
− 1
2
< 1 and hence for sufficiently small ǫ > 0
CO(ǫ) − µ
∫
R3
F(tvǫ )dx ≤ CO(ǫ) − Cǫ
− 1
2O(ǫ
q+1
2 ) < 0
when µ > 0 is sufficiently large.
Consequently, we have showed that for q ∈ (3, 5) with any µ > 0, or q ∈ (1, 3] with
sufficiently large µ > 0
CO(ǫ) −
∫
R3
F(tvǫ )dx < 0
which indicates that cλ <
2
5
λ−
1
4 S
3
2 by (2.8) and (3.13). 
A bounded (PS )cλ is constructed and to get a critical point of the functional IV,λ, the
following version of a global compactness lemma is necessary to prove that the func-
tional IV,λ satisfies (PS )cλ condition for a.e. λ ∈ [δ, 1].
Lemma 3.5. Assume that (V1) − (V2) and ( f1) − ( f3) hold, for any λ ∈ [δ, 1] and let {un}
be a bounded (PS )cλ sequence for the functional IV,λ with
cλ <
2
5
λ−
1
4 S
3
2 .
Then there exist a subsequence of {un} still denoted by itself, an integer k ∈ N ∪ {0}, a
sequence {yin} ⊂ R
3, and wi ∈ H
1(R3) for i ∈ {1, 2, · · · , k} such that
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(a) un ⇀ u0 with I
′
V,λ
(u0) = 0;
(b) |yin| → +∞ and |y
i
n − y
j
n| → +∞ if i , j;
(c) wi , 0 and (I
∞
λ
)′(wi) = 0 for i ∈ {1, 2, · · · , k};
(d) ‖un − u0 −
∑i=k
i=1 wi(· − y
i
n)‖ → 0;
(e) IV,λ(un) → IV,λ(u0) +
∑i=k
i=1 I
∞
λ
(wi).
Proof. Since {un} is bounded in H
1(R3), going to a subsequence if necessary un ⇀ u0
and we have I′
V,λ
(u0) = 0 as the Step 2 in the proof of Theorem 1.5. On the other hand
we claim that IV,λ(u0) ≥ 0. In fact, since I
′
V,λ
(u0) = 0, then PV,λ(u0) = 0, where PV,λ(u)
is given as similar to (2.12). To simply the calculations, let us introduce the following
notations:
α ,
∫
R3
|∇u0|
2dx, β ,
∫
R3
V(x)|u0|
2dx, β ,
∫
R3
(x,∇V)|u0 |
2dx, (3.14)
δ , λ
∫
R3
φu|u|
5dx, κ , λ
∫
R3
F(u)dx, (3.15)
hence we have {
IV,λ(u0) =
1
2
α + 1
2
β − 1
10
δ − κ,
PV,λ(u0) =
1
2
α + 3
2
β + 1
2
β − 1
2
δ − 3κ = 0.
(3.16)
By means of the Ho¨lder inequality, (2.1) and the assumption (V1), one has
|β| =
∣∣∣∣∣
∫
R3
(x,∇V)|u0|
2dx
∣∣∣∣∣ ≤ (
∫
R3
|(x,∇V)|
3
2
) 2
3
( ∫
R3
|u0|
6
) 1
3
≤ S S −1
∫
R3
|∇u0|
2dx = α. (3.17)
It follows from (3.14)-(3.17) that
IV,λ(u0) = IV,λ(u0) −
1
3
PV,λ(u0)
=
1
3
α −
1
6
β +
1
15
δ ≥
1
6
α, (3.18)
which yields that IV,λ(u0) ≥ 0.
Let us set u1n , un − u0, then u
1
n ⇀ 0 in H
1(R3). Hence it follows from (2.10) and
Bre´zis-Lieb lemma [12] that
‖un‖
2 − ‖u1n‖
2 − ‖u0‖
2 → 0,∫
R3
φun |un|
5dx −
∫
R3
φu1n |u
1
n|
5dx −
∫
R3
φu0 |u0|
5dx → 0,∫
R3
F(un)dx −
∫
R3
F(u1n)dx −
∫
R3
F(u0)dx → 0,
(3.19)
which reveals that
IV,λ(un) − IV,λ(u
1
n) − IV,λ(u0) → 0 (3.20)
and
〈I′V,λ(un), un〉 − 〈I
′
V,λ(u
1
n), u
1
n〉 − 〈I
′
V,λ(u0), u0〉 → 0. (3.21)
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Define
σ , lim sup
n→∞
sup
y∈R3
∫
B1(y)
|u1n|
2dx ≥ 0.
We will consider the cases σ = 0 and σ > 0, respectively.
Case 1. σ = 0.
Using Lemma 2.10, we have that u1n → 0 in L
p(R3) for any 2 < p < 6. Thus using
Strass’s compactness lemma in [10] and the assumptions ( f1) − ( f2) again, one has∫
R3
F(u1n)dx → 0 and
∫
R3
u1n f (u
1
n)dx → 0.
Bymeans of (3.20)-(3.21) and the above formulas, we have the following results at once:
cλ − IV,λ(u0) + o(1) =
1
2
‖u1n‖
2 −
λ
10
∫
R3
φu1n |u
1
n|
5dx
and
o(1) = ‖u1n‖
2 − λ
∫
R3
φu1n |u
1
n|
5dx.
Hence without loss of generality, we may assume
lim
n→∞
‖u1n‖
2
= lim
n→∞
λ
∫
R3
φu1n |un|
5dx = l1, and cλ − IV,λ(u0) =
2
5
l1.
On the other hand, by (2.7) we can deduce that
λ
∫
R3
φu1n |u
1
n|
5dx ≤ λS −6‖u1n‖
10
which implies that l1 ≤ λS −6(l1)5. Hence either l1 = 0 or l1 ≥ λ−
1
4 S
3
2 . If we suppose
l1 ≥ λ−
1
4 S
3
2 , then in view of the fact that IV,λ(u0) ≥ 0, we can infer
cλ ≥ cλ − IV,λ(u0) ≥
2
5
λ−
1
4 S
3
2
which yields a contradiction to Lemma 3.4. Thus l1 = 0, i.e. limn→∞ ‖u
1
n‖ → 0.
Case 2. σ > 0.
We may assume that there exists y1n ∈ R
3 such that∫
B1(y
1
n)
|u1n|
2dx >
σ
2
> 0. (3.22)
Let’s define u˜1n(x) = u
1
n(x+y
1
n) and clearly {˜u
1
n} is bounded in H
1(R3) and we may suppose
that u˜1n ⇀ w1 in H
1(R3), u˜1n → w1 in L
p
loc
(R3) and u˜1n → w1 a.e. in R
3. As a consequence
of (3.22), we get ∫
B1(0)
|w1|
2dx >
σ
2
> 0
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which implies that w1 , 0. Since u
1
n ⇀ 0 in H
1(R3), then {y1n} must be unbounded.
Going to a subsequence if necessary, |y1n| → +∞.
We now show that (I∞
λ
)′(w1) = 0. In fact, it is easy to show that〈
(I∞λ )
′ (˜u1n), ϕ
〉
−
〈
(I∞λ )
′(w1), ϕ
〉
→ 0 (3.23)
for any ϕ ∈ C∞
0
(R3). Since u1n ⇀ 0 in H
1(R3), we obtain〈
I′V,λ(u
1
n), ϕ(· − y
1
n)
〉
−
〈
I′V,λ(0), ϕ(· − y
1
n)
〉
→ 0
which yields that 〈
I′V,λ(u
1
n), ϕ(· − y
1
n)
〉
→ 0. (3.24)
Using (V2) and |y
1
n| → +∞, one has∫
R3
V(x + y1n)˜u
1
n(x)ϕ(x)dx −
∫
R3
V∞u˜
1
n(x)ϕ(x)dx → 0. (3.25)
Combing (3.24) and (3.25), one has〈
(I∞λ )
′(˜u1n), ϕ
〉
→ 0
which implies that
〈
(I∞
λ
)′(w1), ϕ
〉
= 0 for any ϕ ∈ C∞
0
(R3) together with (3.23).
In view of (V2) and the locally compactness of Sobolev embedding, one has∫
R3
[
V∞ − V(x)
]
|u1n|
2dx =
∫
R3
[
V∞ − V(x)
]
|un − u0|
2dx → 0. (3.26)
Hence it follows from (3.19) and (3.20) that
IV,λ(un) − IV,λ(u0) − I
∞
λ (u
1
n) → 0. (3.27)
Let us set u2n(·) , u
1
n(·) − w1(· − y
1
n), then u
2
n ⇀ 0 in H
1(R3). Thus it follows from
(2.10) and Bre´zis-Lieb lemma [12] that
‖u2n‖
2 − ‖un‖
2 − ‖u0‖
2 − ‖w1(· − y
1
n)‖ → 0,∫
R3
φu2n |u
2
n|
5dx −
∫
R3
φun |un|
5dx −
∫
R3
φu0 |u0|
5dx −
∫
R3
φw1 |w1|
5dx → 0,∫
R3
F(u2n)dx −
∫
R3
F(un)dx −
∫
R3
F(u0)dx −
∫
R3
F(w1(· − y
1
n))dx → 0,
(3.28)
∫
R3
φu2n |u
2
n|
3u2nϕdx −
∫
R3
φun |un|
3unϕdx −
∫
R3
φu0 |u0|
3u0ϕdx
−
∫
R3
φw1(x−y1n)|w1(x − y
1
n)|
3w1(x − y
1
n)ϕdx → 0
(3.29)
and ∫
R3
V(x)|u2n|
2dx −
∫
R3
V(x)|un|
2dx −
∫
R3
V(x)|u0|
2dx
−
∫
R3
V(x)|w1(x − y
1
n)|
2dx → 0.
(3.30)
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By means of (3.28), (3.29) and (3.30), we derive
IV,λ(u
2
n) − IV,λ(un) − IV,λ(u0) − IV,λ(w1) → 0,
I∞λ (u
2
n) − IV,λ(u
1
n) − I
∞
λ (w1) → 0,〈
I′V,λ(u
2
n), ϕ
〉
−
〈
I′V,λ(un), ϕ
〉
−
〈
I′V,λ(u0), ϕ
〉
−
〈
(I∞λ )
′(w1), ϕ
〉
→ 0.
(3.31)
Thus by using (3.26), (3.27) and (3.31), we have
IV,λ(un) = IV,λ(u0) + I
∞
λ (u
1
n) + o(1)
= IV,λ(u0) + I
∞
λ (w1) + I
∞
λ (u
2
n) + o(1).
Recalling that I∞
λ
(w1) ≥ 0 and IV,λ(u0) ≥ 0, then we can conclude that
IV,λ(u
2
n) = IV,λ(un) − IV,λ(u0) − I
∞
λ (w1) + o(1) ≤ cλ <
2
5
λ−
1
4 S
3
2 .
Using the same arguments as before, let
σ1 , lim sup
n→∞
sup
y∈R3
∫
B1(y)
|u2n|
2dx ≥ 0.
If σ1 = 0, then ‖u
2
n‖ → 0, that is, ‖un − u0 − w1(· − y
1
n)‖ → 0 and hence the proof is
complete with k = 1.
If σ1 > 0, then there exists a sequence {y
2
n} ⊂ R
3 and w2 ∈ H
1(R3) such that u˜2n(x) ,
u2n(x + y
2
n) ⇀ w2 in H
1(R3). By (3.31), one has (I∞
λ
)′(w2) = 0. On the other hand,
u2n ⇀ 0 in H
1(R3) yields that |y2n| → +∞ and |y
1
n − y
2
n| → +∞. Consequently iterating
this procedure we can obtain there are sequences {yin} ⊂ R
3 such that |yin| → +∞ and
|yin − y
j
n| → +∞ if i , j and u
i
n(x) , u
i−1
n − wi−1(· − y
i−1
n ) with i ≥ 2 such that
uin ⇀ 0 in H
1(R3) and (I∞λ )
′(wi) = 0
and 
‖un‖
2 − ‖u0‖
2 −
k−1∑
i=1
‖wi(· − y
i
n)‖
2
=
∥∥∥∥∥un − u0 −
k−1∑
i=1
wi(· − y
i
n)
∥∥∥∥∥2 + o(1)
IV,λ(un) = IV,λ(u0) +
k−1∑
i=1
I∞λ (wi) + I
∞
λ (u
k
n) + o(1).
(3.32)
Since {un} is bounded in H
1(R3), then the iteration stops at some finite index k + 1 by
(3.32). Consequently uk+1n → 0 in H
1(R3) and using (3.32) again, we have the conclu-
sions (d) and (e). The proof is completed. 
Using Lemma 3.5, we can prove the functional IV,λ satisfies the so-called (PS )cλ con-
dition, that is,
Lemma 3.6. Assume that (V1) − (V2) and ( f1) − ( f3) hold, for λ ∈ [δ, 1] and let {un} ⊂
H1(R3) be a bounded (PS )cλ sequence of IV,λ. Then there exists a nontrivial uλ ∈ H
1(R3)
such that
un → uλ in H
1(R3).
SCHRO¨DINGER-POISSON SYSTEMS WITH CRITICAL NONLOCAL TERM 27
Proof. According to Lemma 3.5, we know that for λ ∈ [δ, 1], there exists a uλ ∈ H
1(R3)
such that
un ⇀ uλ, I
′
V,λ(uλ) = 0.
In order to end the proof, it is enough to show that k ≡ 0 by Lemma 3.5 (d). To show
it, we argue by contradiction and suppose that k > 0. By contradiction, we assume there
exist sequences {yin} ⊂ R
3 with |yin| → +∞ for every i ∈ {1, 2, · · · , k} such that
IV,λ(un) → IV,λ(uλ) +
i=k∑
i=1
I∞λ (wi),
where wi is critical point of I
∞
λ
for i ∈ {1, 2, · · · , k}. It is clear that I∞
λ
(wi) ≥ m
∞
λ
and the
last thing is to show IV,λ(uλ) ≥ 0.
We give the following notations for simplicity
αλ ,
∫
R3
|∇uλ|
2dx, βλ ,
∫
R3
V(x)|uλ |
2dx, βλ ,
∫
R3
(x,∇V)|uλ |
2dx, (3.33)
δλ , λ
∫
R3
φuλ |uλ|
5dx, κλ , λ
∫
R3
F(uλ)dx, (3.34)
hence we have {
IV,λ(uλ) =
1
2
αλ +
1
2
βλ −
1
10
δλ − κλ,
PV,λ(uλ) =
1
2
αλ +
3
2
βλ +
1
2
βλ −
1
2
δλ − 3κλ = 0.
(3.35)
By means of the Ho¨lder inequality, (2.1) and the assumption (V1), one has
|βλ| =
∣∣∣∣∣
∫
R3
(x,∇V)|uλ |
2dx
∣∣∣∣∣ ≤ (
∫
R3
|(x,∇V)|
3
2
) 2
3
( ∫
R3
|uλ|
6
) 1
3
≤ S S −1
∫
R3
|∇uλ|
2dx = αλ. (3.36)
It follows from (3.33)-(3.36) that
IV,λ(uλ) = IV,λ(uλ) −
1
3
PV,λ(uλ)
=
1
3
αλ −
1
6
βλ +
1
15
δλ ≥
1
6
αλ,
which gives that IV,λ(uλ) ≥ 0. Therefore, we infer that
cλ = lim
n→∞
IV,λ(un) = IV,λ(uλ) +
k∑
i=1
I∞λ (wi) ≥ m
∞
λ ,
which yields a contradiction in view of Lemma 3.3. So un → uλ in H
1(R3). Conse-
quently, we obtain IV,λ(uλ) = cλ and I
′
V,λ
(uλ) = 0. 
Now we will establish a least energy solution for the system (1.1), we define
mV , inf
u∈SV
IV (u),
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where SV , {u ∈ H
1(R3)\{0} : I′
V
(u) = 0}.
Lemma 3.7. SV , ∅.
Proof. It follows from Proposition 3.1 and Lemma 3.2 that for almost everywhere λ ∈
[δ, 1], there exists a bounded sequence {un} ⊂ H
1(R3) such that
IV,λ(un) → cλ, I
′
V,λ(un) → 0.
Recalling Lemma 3.6, IV,λ has a nontrivial critical point uλ ∈ H
1(R3) and IV,λ(uλ) = cλ.
By means of the above discussions again and again, there exists a sequence {λn} ⊂ [δ, 1]
with λn → 1
− and an associated sequence {uλn } ⊂ H
1(R3) such that IV,λn(uλn ) = cλn and
I′
V,λ
(uλn ) = 0. Note that the Lemma 2.4, then PV,λn(uλn ) = 0. Hence it is similar to the
proof of Theorem 1.5 that {uλn } is bounded is H
1(R3).
Since λn → 1
−, we claim that {uλn} is a (PS )c1 sequence of IV = IV,1. In fact, as a
consequence of Proposition 3.1 (c) we obtain that
lim
n→∞
IV,1(uλn ) =
(
lim
n→∞
IV,λn (uλn ) + (λn − 1)
∫
R3
F(uλn )dx
)
= lim
n→∞
cλn = c1
and for all ψ ∈ H1(R3)\{0},
lim
n→∞
|〈I′
V,1
(uλn ), ψ〉|
‖ψ‖
= lim
n→∞
∣∣∣〈I′
V,λn
(uλn ), ψ〉 + (λn − 1)
∫
R3
f (uλn )ψdx
∣∣∣
‖ψ‖
≤ lim
n→∞
|λn − 1|
∫
R3
| f (uλn )||ψ|dx
‖ψ‖
(2.5)
≤ lim
n→∞
|λn − 1|
‖ψ‖
(
ǫ|uλn |2|ψ|2 +Cǫ |uλn |
5
6|ψ|6
)
→ 0,
which imply that {uλn } is a (PS )c1 sequence of IV = IV,1, where we have used the fact
that {uλn } is bounded in H
1(R3). Then by Lemma 3.5, IV has a nontrivial critical point,
that is, IV (u0) = c1 and I
′
V
(u0) = 0. The proof is complete. 
Lemma 3.8. For q ∈ (3, 5) with any µ > 0, or q ∈ (1, 3] with sufficiently large µ > 0,
there holds
0 < mV <
2
5
S
3
2 .
Proof. It follows from Lemma 3.4 that mV <
2
5
S
3
2 when q ∈ (3, 5) with any µ > 0, or
q ∈ (1, 3] with sufficiently large µ > 0. Next we show m > 0, for any u ∈ SV , the
Pohozaˇev identity (2.12) holds, that is, PV (u) = 0. Therefore we have that
IV (u) = IV (u) −
1
3
PV (u)
=
1
3
∫
R3
|∇u|2dx −
1
6
∫
R3
(x,∇V)|u|2dx +
1
15
∫
R3
φu|u|
5dx
≥
1
3
∫
R3
|∇u|2dx −
1
6
∫
R3
(x,∇V)|u|2dx
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(3.17)
≥
1
6
∫
R3
|∇u|2dx (3.37)
which implies that mV ≥ 0. Before we rule out mV = 0, we claim that there exists a
constant ̺ > 0 such that ∫
R3
|∇u|2dx ≥ ̺ > 0, ∀u ∈ SV .
Indeed, using 〈I′
V
(u), u〉 = 0, one has∫
R3
|∇u|2 + |u|2dx =
∫
R3
φu|u|
5dx +
∫
R3
u f (u)dx
(2.6)
≤ S −1
( ∫
R3
|u|6dx
) 5
3
+ ǫ
∫
R3
|u|2dx +Cǫ
∫
R3
|u|6dx
(2.5)
≤ S −6
( ∫
R3
|∇u|2dx
)5
+ ǫ
∫
R3
|u|2dx + S −3Cǫ
( ∫
R3
|∇u|2dx
)3
.
Let ǫ = 1 in the above formula, we can infer that∫
R3
|∇u|2dx ≤ S −6
( ∫
R3
|∇u|2dx
)5
+CS −3
( ∫
R3
|∇u|2dx
)3
,
which gives us that the claim is true, where we have used the fact that |∇u|2 > 0 otherwise
u ≡ 0 by (2.1) which is a contradiction to u ∈ SV .
Now we show mV > 0, argue it by contradiction and assume there exists a sequence
{un} ⊂ SV such that IV (un) → 0. Hence from (3.37), one has∫
R3
|∇un|
2dx → 0,
which is a contradiction to |∇un|
2
2
≥ ̺ > 0. Thus mV > 0, the proof is complete. 
Proof of Theorem 1.1. Let {un} be a minimizing sequence of mV = infu∈SV IV (u), that
is, the sequence {un} ⊂ H
1(R3) satisfies I′
V
(un) = 0 and IV (un) → mV . Similar to the
arguments in the proofs of Lemma 3.7 and Lemma 3.8, we can conclude that {un} is a
bounded (PS )mV sequence of IV . Then by virtue of Lemma 3.6, there exists a function
u ∈ H1(R3) such that
I′V (u) = 0 and IV (u) = mV > 0.
As Step 3 in the proof of Theorem 1.5, we have that u(x) > 0 in R3. It is therefore that
(u, φu) ∈ H
1(R3) × D1,2(R3) is a positive least energy solution to the system (1.1). The
proof is complete. 
Proof of Corollary 1.2. The proof is totally same as that of Theorem 1.1 except (3.18),
hence we just show IV,λ(u0) ≥ 0 when the assumption (V1) is replaced by (V3). In fact,
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using (V3) and (1.6), one has
|β| =
∣∣∣∣∣
∫
R3
(x,∇V)|u0 |
2dx
∣∣∣∣∣ ≤ A
∫
R3
|u0|
2
|x|2
dx
≤ 4A
∫
R3
|∇u0|
2dx ≤ α.
Hence similar to the proof of (3.18),
IV,λ(u0) = IV,λ(u0) −
1
3
PV,λ(u0)
=
1
3
α −
1
6
β +
1
15
δ ≥
1
6
α,
which yields that IV,λ(u0) ≥ 0. The proof is complete. 
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