We extend the results of a work by L. Hörmander [9] concerning the resolution of the characteristic Cauchy problem for second order wave equations with regular first order potentials. The geometrical background of this work was a spatially compact spacetime with smooth metric. The initial data surface was spacelike or null at each point and merely Lipschitz. We lower the regularity hypotheses on the metric and potential and obtain similar results. The Cauchy problem for a spacelike initial data surface is solved for a Lipschitz metric and coefficients of the first order potential that are L ∞ loc , with the same finite energy solution space as in the smooth case. We also solve the fully characteristic Cauchy problem with very slightly more regular metric and potential, namely a C 1 metric and a potential with continuous first order terms and locally L ∞ coefficients for the terms of order 0.
Introduction
In 1990, in a paper entitled "A remark on the characteristic Cauchy problem" [9] , L. Hörmander solved the global Cauchy problem for a class of wave equations on spatially compact space-times with initial data hypersurfaces that were weakly spacelike (i.e. at almost every point either null or spacelike) and merely Lipschitz. He assumed the metric on his space-time to be smooth and the equations he was considering were first order perturbations of the covariant scalar wave equation associated with the metric, the first order perturbation consisting of a differential operator with smooth coefficients. At the end of his work, he remarked that all the estimates depended only on the Lipschitz norm of the metric and the L ∞ norms of the coefficients of the first order terms (on a given large enough time interval on which the solution is studied) ; he concluded that this was the proper generality of his theorem. However, he did not prove that the result could be extended to the case of a Lipschitz metric and a first order differential perturbation with L ∞ coefficients. To this day and to the author's knowledge, this final remark has remained unchecked.
In addition to the mathematical interest of this question, it is relevant for matters related to scattering theory in general relativity in which the author is at present involved : namely, the construction of geometrical versions of scattering theory in generic non-stationary space-times, based on conformal techniques. Such ideas can be traced back to 1963, when R. Penrose put forward in [12] the essential ideas of the resolution of the characteristic Cauchy problem for field equations in relativity. These ideas were then used by F.G. Friedlander to give a conformal construction of scattering theory for the wave equation on static space-times in [7, 8] , respectively in 1980 and 2001. In 1990, J.C. Baez, I.E. Segal and Z.F. Zhou applied a similar idea to nonlinear conformally invariant wave equations on flat space-time. On the same year and in the same issue of the same journal, L. Hörmander produced his rigorous proof of the solution to the characteristic Cauchy problem for wave equations on spatially compact space-times [9] . This is fundamental for any conformal description of scattering and Hörmander's proof, based on energy estimates, allows to work with minimum regularity solutions, which is the natural framework of scattering theory. In 2004, L.J. Mason and the author [11] proposed a conformal construction of a scattering operator for spin 1/2 and spin 1 massless fields on generic non stationary asymptotically simple space-times with smooth conformal infinity. This construction uses Penrose's ideas and a modification of Hörmander's proof that allows to establish the equivalence with a standard analytic time-dependent scattering theory, defined in terms of classical wave operators.
The notion of asymptotic simplicity, on which [11] was strongly relating, was defined by R. Penrose, as a simple geometric description of asymptotic flatness. For some time, this was considered by many as an idealised model, because no known solution of the Einstein vacuum equations, except Minkowski space-time, was asymptotically simple. The first examples of vacuum space-times that approached the asymptotically simple framework were the space-times of D. Christodoulou and S. Klainerman [2] , propagated from initial data close to Minkowski space. These space-times are non-stationnary and only fail to be asymptotically simple because of a small lack or regularity at null infinity. Since this work, other generically non-stationary vacuum space-times have been constructed, by J. Corvino [5] , P. Chrusciel and E. Delay [3, 4] and J. Corvino and R.M. Schoen [6] . They are asymptotically simple with specifyable regularity at null and timelike infinity, and diffeomorphic to Schwarzschild or Kerr spacetime in a neighbourhood of spacelike infinity. Then, S. Klainerman and F. Nicolò [10] proved that for initial data that are close to flat space-time and with stronger fall-off assumptions than in [2] , the corresponding global solution of the Einstein vacuum equations is asymptotically simple.
The regularity of conformal infinity encodes the fall-off of the physical metric ; the more regular conformal infinity, the stronger the fall-off. So, working with less regularity of the conformal metric at conformal infinity, means working with larger classes of physical metrics. If in particular one wishes to extend the constructions of [11] to the space-times of [2] , then the characteristic Cauchy problem must be solved in frameworks that are only slightly more regular than what L. Hörmander had in mind in his final remark in [9] . It is therefore quite crucial to prove this remark. The present work is a step in this direction. The results of [9] are extended to the regularity setting proposed by Hörmander for the standard Cauchy problem ; we also treat the fully characteristic Cauchy problem (Goursat problem), for this we impose a little more regularity, but we remain below the actual regularity of conformal infinity for the space-times of [2] . The paper is organized as follows.
• In section 2, we describe the geometrical setting and give a summary of L. Hörmander's result. His work deals with the Cauchy problem for initial data surfaces that are allowed locally to be spacelike or null and thus solves the standard Cauchy problem as well as the characteristic Cauchy problem.
• Section 3 contains the main results of this work. In subsection 3.1, we solve the Cauchy problem in the regularity setting proposed by L. Hörmander. The surprising thing is that the minimum regularity solutions in fact remain continuous in time with values in H 1 instead of being only locally L ∞ with values in H 1 . A corollary for equations that are homogeneous of the second order is then obtained. In this case, we have access to H 2 solutions for more regular data. Subsection 3.2 treats the fully characteristic Cauchy problem. It uses crucially the corollary of section 3.1 to define a regularization of solutions that has the strong convergence properties appropriate for obtaining the fundamental energy estimates. The well posedness is proved for a C 1 metric and coefficients of lower order terms that are assumed to be continuous for the first order terms and L ∞ loc for the zero-order terms. The proof follows the essential structure of Hörmander's proof, based on two reciprocal energy estimates between some spacelike slice and the null hypersurface, followed by the construction of one solution to the characteristic Cauchy problem.
• The proofs of the theorems are given in the last section.
For simplicity, we work with a scalar wave equation with real-valued unknown function. However, the theorems are also valid for a wave equation with complex, tensor or spinor valued unknown function (for spinor fields, provided the space-time admits a spin-structure).
Geometrical and functional framework and summary of Lars
Hörmander's result
The geometrical framework chosen by Hörmander is as follows : X is a C ∞ compact manifold of dimension n ≥ 1 andX = R t × X. For t ∈ R, we denote X t = {t} × X. We consider on X a time dependent Riemannian metric g(t) assumed to be C ∞ onX. An immediate consequence of this is Property 1. There exist two continuous positive functions 1 C 1 and C 2 on R such that, for a given local smooth coordinate system on X, the matrix G = (g αβ ) satisfies, as a quadratic form on R n :
where Id n denotes the n × n identity matrix.
We also define dν a fixed smooth density on X ; in local coordinates dν = γdx. We can assume that dν is the volume measure induced by a smooth Riemannian metric h on X ; dtdν is then the measure induced by the smooth Riemannian metrich = dt 2 + h onX. We denote ∇ and∇ the Levi-Civita connections induced respectively by h andh.
We work with Sobolev spaces H µ and H µ loc defined on X andX for any µ ∈ R by local identification with the corresponding function spaces on smooth open sets of R n and R n+1 . We only use explicit norms for µ = 0 or 1 ; in fact we have natural norms on H k (X) and H k (X) for any k ∈ N :
where the same notation < ., . > refers to the inner product on tensors at a point induced by h orh. The inner products associated to the norms (1) and (2) are denoted < ., . > H k (X) and < ., . > H k (X) . On H 1 (X), we also define a norm . H 1 (Xt) that is more closely related to the metric g(t) :
The H 1 norms (1) and (3) are equivalent for any t ∈ R and the equivalence is locally uniform in t. Another type of function space we shall need to consider is
). OnX, we consider a wave equation of the form
where denotes the simplified d'Alembertian
and L 1 is a general first order differential operator
whose coefficients b 0 , b α and c are assumed to be C ∞ functions onX. The hypersurface on which the initial data are specified can be a spacelike Cauchy hypersurface for a standard Cauchy problem, a light cone for a characteristic Cauchy problem (Goursat problem), or anything in between. It is defined as follows
where ϕ is simply assumed to be Lipschitz on X, to allow for singularities such as the vertex of a light cone, and weakly spacelike, i.e.
Condition (8) has a meaning, since Lipschitz functions are differentiable almost everywhere, and it simply says that Σ is allowed to be locally spacelike or null but not timelike. We consider on Σ the density measure dν Σ which is simply dν lifted to Σ using parametrization (7). The hypersurface Σ being merely Lipschitz, we can define the spaces H µ (Σ) only for |µ| ≤ 1 ; these spaces are canonically isomorphic to the corresponding Sobolev spaces on X by (7). On L 2 (Σ) and H 1 (Σ), we consider the norms . L 2 (Σ) and . H 1 (Σ) , naturally induced by this isomorphism. We also define a norm . H 1 (Σ;g) on H 1 (Σ) in the two following equivalent manners : if the element ψ of H 1 (Σ) is considered as the lift on Σ of an element of H 1 (X), the norm has the form
and if ψ is defined as the trace on Σ of some Ψ ∈ H 3/2 loc (X),
The norms . H 1 (Σ;g) and . H 1 (Σ) are of course equivalent. We shall also consider the foliation
On each Σ t , we define the spaces H µ (Σ t ), −1 ≤ µ ≤ 1. These spaces are canonically isomorphic to the corresponding spaces on Σ by parametrizations (7) and (11). We use this canonical isomorphism to identify
inherited from the previous identification, we can also consider a norm involving the restriction to Σ t of the metric g. Its definition is analogous to (9) and (10) : for ψ ∈ H 1 (Σ t ) seen as the lift on Σ t of an element of H 1 (X), (12) and for ψ defined as the trace on Σ t of some Ψ ∈ H 3/2 loc (X),
These norms are equivalent, locally uniformly in time, with the H 1 (Σ) norm. The well-posedness of the Cauchy problem for (4) in
such that u(s) = u 0 and ∂ t u(s) = u 1 . For u ∈ F, we introduce the energy of u at time t as the norm of (u(t),
If u ∈ F is a solution of (4), it satisfies for all T > 0 the energy estimate
where K 1 is a continuous positive function of T > 0, the norms in W 1,∞ (] − T, T [×X) of g and g −1 and the norms of the coefficients of
. We denote by E the space of finite energy solutions of (4), i.e. the set of solutions of (4) in F. The energy estimate (16) shows that for any t ∈ R and for any T > 0, the following are equivalent norms on E :
and
The main result of [9] is the following : Theorem 1. (Hörmander, 1990) We define on Σ the density measure
which is positive where Σ is spacelike and vanishes where Σ is null, and the associated L 2 space L 2 (Σ; dν 0 Σ ). The application
which is well defined for smooth solutions, extends as an isomorphism. In particular, there exist
where we define
. Lars Hörmander's proof can be extended with minor modifications to the case where g is in C 2 (X) and the coefficients of L 1 are in W 1,∞ loc (X) : this guarantees the existence of "regular" solutions living in H 2 loc (X) which is enough for proving the energy estimates ; the whole proof can then be reproduced using such solutions, instead of the C ∞ solutions used in the smooth case, to approach finite energy solutions. This however is not quite enough for meeting the standards imposed by Hörmander in his final remark.
Main results

The Cauchy problem for a Lipschitz metric
We work on the same geometrical background but we now merely assume the following :
Remark 3.1. The regularity of dν does not need to be lowered since the two operators corresponding to two choices of dν : 
Because of the lack of regularity of the coefficients of the equation, it is more natural to abandon part of the continuity in time of the solutions. We give a first existence and uniqueness result for solutions that are simply L ∞ loc in time with values in H 1 (X). Strikingly enough, it is then very easy to show that such solutions are in fact continuous with values in H 1 (X).
Theorem 2. We introduce the spacẽ
Under the hypothesis (H1), for any (4) has a unique solution u ∈F such that
Moreover any solution of (4) inF belongs to F. Therefore, we still denote by E the space of solutions of (4) 
inF. The elements of E satisfy energy estimate (16).
The next result states that when the operator L 1 is homogeneous of the first order and exactly cancels the first order terms of the d'Alembertian, we can get more regular solutions. This will in particular be crucial for the Goursat problem.
corresponding to (4) with
Note that g and L 1 then satisfy hypothesis (H1). As a consequence of theorem 2, for any
and we have in fact u ∈ F. Moreover, if
The Goursat problem for a continuously differentiable metric
We give an extension of theorem 1 for a metric g that is merely continuously differentiable oñ X in the case where the hypersurface Σ is fully characteristic. More precisely, we assume :
(H2) the metric g is in C 1 (X), the coefficients of the first order terms of L 1 are continuous onX and the coefficients of the zero-order terms of L 1 are in L ∞ loc (X). The hypersurface Σ is still defined by (7) where ϕ : X → R is a Lipschitz function, but it is now required to be fully null, that is
Contrary to what one may think, this actually makes things slightly easier since the measure dν 0 Σ vanishes everywhere on Σ and therefore the trace of ∂ t u on Σ is no longer relevant, only the more easily controlled trace of u plays a part in the characteristic Cauchy problem. This is what allows us to extend the results of theorem 1 to the case of a C 1 metric. We have the following theorem :
Theorem 3. Under the assumptions (H2) and (23) the application
is well defined and is an isomorphism.
The following additional result is implicit in the proof of theorem 3 :
Then v ∈ C R t ; H 1 (Σ) . This can be expressed using the parametrization (11) as follows :
4 Proofs of the main results
Proof of theorem 2
We shall use the following notations : for −∞ < t 1 < t 2 < +∞, U t 1 ,t 2 :=]t 1 , t 2 [ ×X and for T > 0, Ω T := U −T,T .
• First step : uniqueness. We show that the energy estimate (16) is valid for solutions of (4) inF. We start by establishing an energy estimate for all smooth functions, not assumed to satisfy (4), onX. For v ∈ C ∞ (X), if we multiply v + L 1 v by ∂ t v and integrate on Ω T for T > 0 given, the regularity of v allows us to integrate by parts on Ω T and to obtain
where
is the continuous positive function of T > 0, the norms in W 1,∞ (Ω T ) of g and g −1 and the norms of the coefficients of L 1 in L ∞ (Ω T ), appearing in (16). By density, estimate (24) carries over to functions v in H 2 loc (X), but it is not obvious that it remains valid onF because, using a naive approximation, we cannot make sense either of the convergence of the energy at times s and t or of the convergence of the term containing the d'Alembertian. However, we show that any u ∈ E can be approached by a sequence {u k } k of more regular functions such that estimate (24) for u k gives, as k → +∞, estimate (16) for u. There are three constraints in the construction of the sequence {u k } k :
1. we must have E(t, u k ) → E(t, u) at least for almost every t ; 2. each u k has to belong to H 2 loc (X) so as to satisfy (24) ;
3. u k + L 1 u k must tend to zero at least weakly in L 2 loc (X) in order to obtain
The first constraint suggests to regularize u in space only. The two other constraints will then automatically be satisfied as well. In the following proposition, we prove the existence of such a regularization in trivial topology, i.e. on R t × R n . Then, we use this result locally onX to construct the sequence {u k } k .
Proposition 4.1. We consider on R n a time dependent metric h(t) such that, for all t 1 , t 2 , −∞ < t 1 < t 2 < +∞,
where h is identified with its matrix in cartesian coordinates. We introduce the operator
If we consider on R n a regularizing sequence (also called approximate identity) defined in the usual manner
then the sequence {w k } k defined by convolution of w with ρ k over R n :
Proof of proposition 4.1.
(i) and (ii) are standard.
Hence, ( h w) * ρ k is bounded in this space. We consider
The first term is clearly bounded in L 2 loc R n+1 since
and therefore
Denoting this quantity F k (t, x), we can estimate it as follows : for −∞ < t 1 < t 2 < +∞,
where C depends only on ρ. This proves (iii).
(iv) We have w ∈ C 1 R t ; L 2 (R n ) , hence, for each k ∈ N * , w k is in C 1 (R t ; C ∞ (R n )). Besides, we have proved that
which proves (iv) and concludes the proof of proposition 4.1.
We now proceed to constructing the sequence {u k } k . We consider :
• Ω i • χ i 1≤i≤N a partition of unity associated with U i , i.e.
Putting v i = χ i u, we clearly have v i ∈F and
For 1 ≤ i ≤ N , Ω i is a trivial topology open subset of X ; it can therefore be identified, by means of a global coordinate system, with a bounded open set Ω i in R n . The metric g | R t ×Ω i can be extended as a function i h(t, x) on R t × R n satisfying (25) and (26). The functions v i and v i onX have their support in R t × U i ⊂ R t × Ω i and can therefore be considered as functions on R t × R n . Then, v i and
satisfy the hypotheses of proposition 4.1. Hence, for each 1 ≤ i ≤ N , we can construct the
and it will satisfy properties (i)-(iv).
In addition,
whence for k large enough, i h v i k and v i k have their support in R t × Ω i and can be considered as functions onX. In this manner, for a givenk ∈ N * , we obtain a sequence {u k } k≥k defined by
Note that (31) is an easy consequence of property (iii) for v k i since
is a sum of first or zero order derivatives of the v i k with coefficients in L ∞ loc (X) and these terms converge in L 2 loc (X) by (30). By (28), each u k satisfies (24) : for all T > 0, for all t, s ∈ [−T, T ],
Properties (29) and (30) imply that for almost all s, t ∈ [−T, T ] (more precisely for all s, t such that both u(s) and u(t) belong to H 1 (X))
Property (30) also entails the convergence of the last term of the inequality
Extracting a subsequence if necessary, (31) entails that u k + L 1 u k converges weakly in L 2 (Ω T ), the limit being zero since, by (29) and using the fact that u is a solution of (4),
This gives (16) for u in the following sense :
The uniqueness of solutions to the Cauchy problem for (4) inF follows.
• Second step : existence.
In order to use the well posedness of the Cauchy problem in the smooth case, we regularize the metric and the coefficients of L 1 . For k ∈ N * , we define
such that :
and there exist two positive continuous functions D 1 and D 2 such that
Typically, such sequences are constructed using coordinate charts and, in each domain, convolution by a regularizing sequence on R t × R n ; this is similar to what we did for constructing the sequence u k in the first step of the proof, but now, the regularizing sequence and the convolution involve time as well as space variables. For each k, we consider the equation
Theorem 1 tells us that (40) has a unique solution v k ∈ F such that v k (s) = φ and ∂ t v k (s) = ψ. This solution satisfies the energy estimate
where E k is the energy (15) defined using the metric k g instead of g. E k (t, .), just like E(t, .), is (uniformly in k and locally uniformly in time) equivalent to the norm in
Besides, (36) and (38) imply that
The upshot of all this is that {v k } k is bounded in F. Hence, for T > |s| fixed, extracting a subsequence if necessary, we can assume the convergence of {v k } in the following spaces (we call u the common limit) :
where "−w" denotes the weak topology. Hence, by standard trace theorems
and by the Banach-Alaoglou theorem
where "−w − * " denotes the weak star topology. Now the convergences (42), (35) and (37) imply
whereby u satisfies equation (4) in the sense of distributions onX. This allows us to prove that u belongs toF. Indeed, we know that
Since g ∈ W 1,∞ loc (X) and the coefficients of L 1 are in L ∞ loc (X), (4) entails
Using J.-L. Lions's principle of intermediate derivatives, (47) and (48) imply
and therefore u ∈F . The last things to check are the two initial data conditions. The initial value of u is easy ; using (44)
whence u(s) = φ. The trace of ∂ t u at t = s requires more care. We write
(36), (38) and (42) imply the boundedness in
second, extracting another subsequence if necessary, to assume
This last convergence gives
Since (42) implies
we deduce from (49) that
In particular, for t 0 = s,
which gives us ∂ t u(s) = Ψ and concludes the second part of the proof of theorem 2.
• Third step : continuity in time of the solutions. We consider u the unique solution inF of the Cauchy problem (34), T > |s| and v k the sequence constructed in the second step of the proof. For any fixed t in [−T, T ], the energy estimate (41) implies that {v k (t)} k is bounded in H 1 (X). Hence, extracting a subsequence if necessary, we can assume that v k (t) converges weakly in H 1 (X). This together with the strong convergence (44) guarantees that u(t) belongs to H 1 (X). The construction of the sequence v k can be made for any fixed T > |s|. It therefore turns out that u(t) ∈ H 1 (X) ∀t ∈ R and hence, the energy estimate (33) is valid for all t, s. This implies in particilar that for any solution u of (4) inF , the energy E(t, u) is continuous in time. Besides, it is easy to show that
The continuity of the energy therefore entails the strong continuity of u in time with values in H 1 (X), which proves u ∈ F. We now prove (50). Let v ∈F and w ∈ H 1 (X). We put for t ∈ R f (t) = v(t), w H 1 (X) .
Given t 0 ∈ R we show the continuity of f at t 0 . Let t n → t 0 and {w k } k a sequence in C ∞ (X) converging towards w in H 1 (X). For each k, using v ∈ C(R t ; L 2 (X)), we have
Consider ε > 0. Using the fact that v ∈ L ∞ loc (R t ; H 1 (X)), we choose k large enough so that for all n v(
then, for this value of k, we choose n large enough so that
This proves the continuity of f (t) and concludes the proof of theorem 2.
Proof of corollary 3.1
First, we write (22) as a special case of (4) :
Since g, g −1 ∈ W 1,∞ loc (X), the coefficients of the first order operator clearly belong to L ∞ loc (X) and we are in the framework of theorem 2. To check that we can get more regular solutions, we simply apply a partial derivation to (22) :
We can therefore write the following system of equations :
This system is of the form
where L 1 is a first order differential operator whose coefficients belong to L ∞ loc (X) since the metric g is in W 1,∞ loc (X). By theorem 2 (in the case where the unknown function is a vector field), the system (51) admits a well-posed Cauchy problem inF and the solutions belong to F. This guarantees the additional regularity of solutions of (22) for data in H 2 ⊕ H 1 and concludes the proof of corollary 3.1.
Proof of theorem 3.
• Inequalities (20) and (21). To prove these inequalities with our regularity assumptions, we define a regularization of the solution u by functions u k in H 2 loc (X) that satisfy estimates of type (20)- (21), with constants uniform in k, and that converge towards u strongly in H 1 (X t ) for all t and in H 1 (Σ). This makes a crucial use of corollary 3.1.
We write equation (4) as follows
The coefficients ofL 1 satisfy
We define an approximation of equation (52) in which only the coefficients ofL 1 are regularized :
where the coefficients ofL k 1 satisfy
Let (u 0 , u 1 ) ∈ H 1 (X) ⊕ L 2 (X). We consider u ∈ F the solution of (52) such that u(0) = u 0 and ∂ t u(0) = u 1 . We also consider some sequences {u k 0 } k and {u k 1 } k of smooth functions on X such that u
Let u k ∈ H 2 loc (X) the solution in F of (53) such that u k (0) = u k 0 and ∂ t u k (0) = u k 1 . We now establish a general result that will entail that the solutions u k satisfy estimates of type (20)- (21) uniform in k, but also the strong convergence of u k towards u in H 1 (Σ) and in H 1 (X t ) for all t ∈ R. Proposition 4.2. We consider the equation
where L is a first order differential operator with smooth coefficients onX and f ∈ L 2 loc (X). We consider t 1 , t 2 ∈ R, T > max{| min ϕ|, | max ϕ|}. There exists a continuous positive function C 1 (t 1 , t 2 , g, L, f ) of t 1 , t 2 , the norms of g and g −1 in W 1,∞ ((t 1 , t 2 ) × X), the norms of the coefficients of L in L ∞ ((t 1 , t 2 ) × X) and the norm of f in L 2 ((t 1 , t 2 ) × X), such that, for any solution v of (59) in F :
There exist continuous positive functions 
Proof.
1. Proof of (60). We have obtained in the proof of theorem 2 that estimate (16) is valid for solutions of (4) in F under the assumption (H1). If we consider some source f in L 1 loc (R t ; L 2 (X)), we still have existence and uniqueness in F of the solutions of
and these solutions are given in terms of their initial data at time s by the Duhamel
where U(t, s) denotes the propagator for equation (4) , that to initial data t (u(s), ∂ t u(s)), associates the solution at time t : t (u(t), ∂ t u(t)). Equation (59) in the source-free case can be written as
and therefore the solutions satisfy estimate (16). This together with (63) and a standard Gronwall estimate entail (60) for solutions in F of equation (59) 
if the source belongs to that space (using the continuous embedding
2. Proof of (61). The fact that we are dealing with a solution that is locally H 2 allows us to use the same type of integrations by parts as Lars Hörmander. For v ∈ H 2 loc (X) solution of (59), we write
Integrating (64) on the domain Ω − T = {−T ≤ t ≤ ϕ(x)} for the measure dtdν = γdtdx, we
The first three terms give (using the fact that Σ is totally null)
and the other terms, thanks to the assumptions on g and the coefficients of L, can be estimated by a quantity of the form C(T, g, L, f ) v 2 F ,T , where C has the required continuity properties. Estimate (60) then gives (61).
3. Proof of (62). For the converse inequality, for min ϕ ≤ t ≤ T , we integrate (64) on the domain Ω + t = {ϕ(x) ≤ s ≤ t}, i.e. the set of points ofX situated in the future of Σ and in the past of X t . Following Hörmander, we put
We obtain
The first three terms give
and the remainder can be estimated by a quantity of the form
where C has the appropriate continuous dependence on T , g, g −1 , L and f . Gronwall's inequality entails for max ϕ < t ≤ T
, whereC again has the required continuity properties. Eventually, estimate (60), by guaranteeing the equivalence between the norms (E(t, v)) 1/2 and v F ,T for solutions of (59) in F (with the correct continuity properties of the constants), then gives (62).
This concludes the proof of proposition 4.2. Let us now consider, for k ∈ N, the solution u k of (53) associated with the initial data u k 0 , u k 1 defined above. Estimate (60) and the hypotheses on the coefficients ofL k 1 entail that u k F ,T is bounded uniformly in k. Now consider the equation satisfied by u k − u l , for k, l ∈ N :
Estimate (60) and the hypotheses onL k 1 give the existence of a constant C > 0, independent of k and t ∈ [−T, T ] such that
.
. Allowing k to tend to +∞ in equation (53), we see that the limit is the solution u of (4) associated with the data t (u 0 , u 1 ) at t = 0 (this uses the convergence just established as well as (55), (56) and (58)). This convergence and inequality (61) for u k − u l then entail that the restriction of u k to Σ convergences strongly in H 1 (Σ) to u | Σ . Inequalities (20) and (21) for u are then a straightforward consequence of the convergences just established and the uniformity in k of the constants in estimates (61) and (62) for u k . This shows that under hypothesis (H2), the operator T Σ , that to a solution u of (4) in E associates the trace of the solution u on Σ (well defined since the solution is in F ֒→ H 1 loc (X)), is a one-to-one bounded linear operator from E to H 1 (Σ). It remains to establish the surjectivity.
• T Σ is surjective. Let v ∈ H 1 (Σ), we prove that there exists u ∈ E such that v = T Σ u. To do so, we adopt the same regularization procedure as in the second step of the proof of theorem 2, i.e. we consider { k g} k and { k L 1 } k defined by (a) and (b) and satisfying (35)-(39). We introduce for each k a regularized equation to which we can apply theorem 1. Equation (40) will not do because we cannot guarantee that Σ is weakly spacelike for k g. In order to make up for this, all we need to do is slow down the propagation speed for (40). We consider a sequence { k λ} k , k λ → 1 as k → +∞, 0 < k λ < 1, such that ∀k ,
αβ (x, ϕ(x)) ∂ α ϕ(x)∂ β ϕ(x) < 1 almost everywhere on X .
We have automatically that { k λ −1 k g} k satisfies (35), (36) and (39). For each k, we define the regularized equation
That is to say, we have slowed down the propagation speed so that Σ is now totally spacelike for each equation (66) (i.e. for each k). We denote by u k the unique solution of (66) in F such that (u k ) | Σ = v, (∂ t u k ) | Σ = 0 (the existence and uniqueness of such solutions is given by theorem 1). For each k, using theorem 1, we have an energy estimate (21) for solutions in F of equation (66). Using the properties of the regularized metric k g and operator k L 1 , among which the equivalence (uniform in k and locally uniform in t) between the energy (15) induced by g and that induced by k λ −1 k g, we obtain that {u k } k is bounded in C([−T, T ] , H 1 (X)) ∩ C 1 ([−T, T ] , L 2 (X)) for any T > max{| min ϕ| , | max ϕ|}. The rest of the proof follows [9] with elements of the proof of theorem 2 to deal with the regularized metric and operator k L 1 . Extracting a subsequence if necessary, we can conclude that u k converges in the following spaces 
