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Edited by Robert Russell and Giulio Superti-FurgaAbstract Adaptation and behavior are characteristics of life
which are fundamentally dynamic. If we want to model the living
cell we have to describe it as a dynamic system. Typical dynamic
models are based on quantitative diﬀerential equations requiring
very detailed kinetic knowledge. Alternative modeling techniques
for less ﬁne-grained information are better suited to available
functional genomics data. As such, constraint-based techniques
and qualitative modeling have proven themselves to be valid ap-
proaches in cell biology. These approaches oﬀer formal support
to check the consistency of molecular networks against pheno-
typic observations in the light of dynamic systems.
 2005 Federation of European Biochemical Societies. Pub-
lished by Elsevier B.V. All rights reserved.
Keywords: Qualitative model; Systems biology; Constraint-
based approach; Metabolic network; Gene regulatory network1. Introduction
1.1. Goal of modeling systems
The main goal of cell biology is to achieve mechanistic
understanding of cell behavior, or in other words the physio-
logical states and transitions between them. Although physio-
logical states can have macroscopic and morphologic
characterization, molecular biology has successfully shown
that cell capabilities and states can actually be characterized
in terms of molecular concentrations and explained at the
molecular level. This applies to all domains of molecular cell
biology, from development (mRNA, transcription factors) to
metabolism (enzymes, metabolites) and cell signaling (ligand,
receptor, kinases, phosphatases, degradation components,
phosphorylated states). Following this route, the study of the
dynamic behavior of the cell can eﬀectively be reduced to the
evolution of a set of concentrations of interacting molecular
species. Generally, not all molecular species of a cell are con-
sidered but only those relevant to a particular phenomenon
of interest.
1.2. From model to cellular states
When the schematic descriptions of the elementary interac-
tions are not suﬃcient to conclude the system behavior we re-Abbreviations: ODE, ordinary diﬀerential equations; PL, piece-wise
linear
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future of a chemical system like the cell is entirely determined
by the molecular concentrations at the initial time. Accord-
ingly the state of the cell is deﬁned by a vector x of molecular
concentrations. Conventional mathematical models used in
molecular biology are based on ordinary diﬀerential equations




where F is a function that gives the instantaneous changes in
concentration of all constituents as determined by the cell
state. Typically, F is a continuous and quantitative function
like the Michaelis–Menten kinetics. Such models can give a
very detailed description of the evolution of molecular concen-
trations. This level of precision comes for a price. Deﬁnition of
the correct diﬀerential equations and their parameters require
quantitative measurements on the cell and its content.
We are often only actually interested in the qualitative
behavior of the system such as the existence of any steady-
state or limit cycle. A suitable representation to study the
qualitative behavior of dynamical systems is the phase space,
originally introduced by Poincare´ [1]. For the cell the phase
space represents all possible states (Fig. 1). The actual evolu-
tion of the cell is represented by an oriented curve called the
trajectory that plots at successive time points the concentra-
tion of each molecular species. Analysis of the phase space al-
lows qualitative characterization of cell behavior [2]. Indeed it
recognizes asymptotic behaviors such as steady-states or cy-
cles that are indicative of oscillating behavior. Moreover,
the phase space informs us about the robustness of a partic-
ular asymptotic behavior with respect to variations in the ini-
tial conditions. Robust asymptotic behavior, termed
attractor, is one such behavior towards which a whole family
of trajectories within a basin of attraction converges. For
example in modeling the ﬁssion yeast cell cycle [2], the diﬀer-
ent phases of the cell cycle G1, S/G2, M appear as steady-
states and attractors for a large range initial concentrations
of cell cycle proteins.2. Qualitative behavior from qualitative models?
Distinct cell states usually correspond to diﬀerent attractors
in phase space and are observed by their distinct qualitative
behavior. Can we predict these behaviors already from a qual-
itative description of the system? We recapitulate here the most
important reasons supporting such an attempt in molecular






Fig. 1. Cell state diagram in phase space. (a) A regulatory model of a
bi-stable switch made of two cross-inhibitory genes p and q as
example. (b) Representation in phase space of the evolution of the bi-
stable switch starting from several initial conditions. Each state of the
cell corresponds to a point in phase space, deﬁned by the concentration
of each of its molecular species (p and q) as coordinates. The cell
evolves over time following oriented trajectories (arrowed curves).
Stable steady-states (with bold outline) are attractors for all trajecto-







Fig. 2. PL model and its qualitative simulation. (a) In a PL model,
each variable is sensitive to the qualitative level of the other variables,
as deﬁned by thresholds marked here with a grid of dotted lines. The
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stricted, uncertain and mostly qualitative. Typical experiments
notify us the presence or absence of a molecule, for example a
protein, or the existence of an interaction.
Secondly, scientists have been able to derive predictions of
cell behavior from low precision data on a small scale. The
model in those cases is a very coarse description of the under-
lying biological mechanisms such as activation and inhibition
between the components. Functional genomics projects have
become systematic and large scale, for example studies of pro-
tein–protein interactions [3–5], knock-out mutants [6,7] or
double mutants [8]. Their analysis initially requires the ability
to work with massive data of qualitative nature rather than
more detailed and quantitative modeling. Can we formalize
the qualitative reasoning that has been successfully applied
by biologists to small systems and apply it to larger data sets?
Lastly, typical experimental set-ups are in vitro or based on
speciﬁc strains but should lead to conclusions general enough
for a large variety of species. This is particularly relevant for
medical research which uses model organisms. Thus, we would
often like to know the qualitative behaviors for a large range of
parameters and initial conditions rather than for just the par-
ticular ones of the test system.grid deﬁnes rectangular regions in which the system evolution is
monotone. An exact quantitative trajectory can be computed if all
parameters and initial condition values are known. (b) With less
precise but qualitative information such as threshold ordering and
evolution direction in each region, qualitative trajectories can be
deﬁned that encompass all exact ones and capture the essential
asymptotic behavior. Here the ﬁnal region in black frame contains a
steady-state of the PL model and is thus a qualitative steady-state.3. Overview of techniques and their typical applications
The methods presented here address the above issues by
characterizing the set of behaviors for a whole family of mod-
els compatible with the observations. There are two fundamen-tal approaches: qualitative modeling aims to generate the
entire set of behaviors, whereas constraint-based approaches
aim to deduce it by rejecting impossible solutions.
3.1. Qualitative modeling
Qualitative modeling [9] describes a system in terms of
course ranges such as ‘‘low’’, ‘‘medium’’, and ‘‘high’’ for each
variable, instead of precise values. Consequently, the phase
space is discretized into rectangular domains (Fig. 2a), each
equivalent to a qualitative state. The dynamics of the model
produce qualitative trajectories from domains to neighboring
ones. Qualitative modeling assumes an exact underlying quan-
titative ODE model such as Eq. (1). Motivated by a common
lack of precise information about their functions and parame-
ters, kinetics are qualitatively described by monotonic func-
tions and combinations thereof such as sums or
multiplications of increasing, decreasing or steady.
States in a qualitative model can have an ambiguous future
due to the gross description. For example the expression of a
protein can be both promoted and inhibited by two distinct
regulators at the same time. Its concentration will either in-
crease or decrease depending on the relative strength of the
competing regulators. The outcome depends on the exact
underlying parameter values that are unknown to the qualita-
tive model. All possible outcomes are then pursued. A qualita-
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tential future qualitative trajectories are computed.
Adequate qualitative simulation methods such as QSIM [9]
have been applied to model dynamic systems in molecular biol-
ogy, for example the lambda phage growth in Escherichia coli
[10]. These methods generate every genuine behavior, i.e., for
any exactly deﬁned ODE and initial condition that is compat-
ible with the qualitative description the corresponding quanti-
tative trajectory has a counterpart among the computed
qualitative trajectories. However, not all qualitative trajecto-
ries are certain to correspond to some genuine behavior. The
potential generation of spurious qualitative trajectories to-
gether with the weak characterization of asymptotic behaviors
limit the possibility of using the approach described above as a
tool for general ODEs [11]. Moreover, weakly speciﬁed models
quickly face a combinatorial explosion of solutions which pre-
vents their application to larger systems. However, the advan-
tage of getting the whole set of potential behaviors for a family
of models remains relevant and can lead to fruitful outcomes
in more speciﬁed models.
To model genetic networks, de Jong and colleagues use a
piece-wise linear (PL) diﬀerential equation model [12–15]. Here,
the production rate of a protein depends on the qualitative con-
centration level of its regulator proteins (above or below a cer-
tain threshold) as approximation to quite steep, sigmoid
changes in regulated mRNA levels deﬁning the protein produc-
tion rate (Fig. 3). The degradation rate is proportional to pro-
tein concentration. Consequently, within each qualitative
region of the expression level, the concentration of a regulated
protein is modeled by a linear diﬀerential equation. If the initial
condition and the parameters are known, a PL model leads to a
unique solution and well-deﬁned quantitative trajectory (Fig.
2a) like a usual diﬀerential equation model. When the knowl-
edge of the initial condition and parameters is weak or approx-
imate, PL can feed eﬃcient qualitative simulations (Fig. 2b).
Thanks to the simplicity of the PL model branching of qualita-
tive trajectories is limited. Moreover, steady-states lying inside
a region are ensured to be stable. Irrespective of the exact
parameters the very same qualitative trajectories are produced
for a given ordering of thresholds and a given set of qualitative
variations (increase, steady or decrease) within the domains.
This feature enables us to explore the entire parameter space.
Experimental information can already strongly limit the num-
ber of admissible orderings.
Qualitative simulation of PL diﬀerential equations has been








Fig. 3. Step function approximation. The production rate _q of a
protein q as function of its regulator concentration p typically follows a
steep sigmoid curve that can be approximated by a step function. This
expresses regulation as a logical rule: ‘‘if concentration p is greater than
threshold h then the production rate of q is _qon else it is at its basal
value _qoff ’’.Here the model of the gene regulatory network was extended
to include some signaling relay via phosphorylation. It cor-
rectly reproduces native behavior by identifying only two
attractors: the sporulation state and the proliferation state.
Phenotypes of mutants were simulated and successfully repro-
duced. This study demonstrated the validity of the PL model
for genetic network on a very well characterized system.
Thomas introduced a Boolean formalism [17] for genetic
regulatory networks in which gene product concentrations
are ON or OFF. This was later extended to handle a ﬁnite
number of distinct qualitative values (for a review, see [18]).
Diﬀerent from the PL approach the kinetics of regulatory
events are not modeled but instead time delays between the
change in concentration of the regulatory protein and its ac-
tual eﬀect on the level of the regulated protein. Here too, in
the absence of exact knowledge of the parameters, the simula-
tion produces branched qualitative trajectories that cover at
least all behaviors with all possible parameter combinations.
If a cell is modeled as a dynamic system then alternative dif-
ferentiated cell types can be regarded as multiple steady-states
[19]. The underlying genetic regulatory network is then said to
be multi-stationary. Identifying from the network those steady-
states and the way transitions occur between them is a central
task of modeling in developmental biology. The logical formal-
ism of Thomas has been successfully used in this context. Men-
doza and colleagues [20] constructed a developmental genetic
model of ﬂower morphogenesis in Arabidopsis thaliana. The
Boolean model cannot only retrieve the observed steady-states
but also those of various mutants (single or double). It even
predicts a novel state of diﬀerentiation not yet described, which
is awaiting observation. Simulation of the model shows how
the same network of regulatory interaction can progress from
a single deﬁned state, the progenitor cell line, through alterna-
tive routes of regulatory events and end up at diﬀerent stable
patterns of expression, corresponding to the diﬀerent ﬂower
organs. Consistently the unobserved steady-state is not
reached by any trajectory from the progenitor cell type, there-
by illustrating the importance of the dynamic to appropriately
interpret the regulatory network. It is only shifts in the order of
alternative regulatory events that cause the alternative behav-
iors. Those shifts are likely induced by the collective environ-
ment of the individual cells, thus allowing the cells to
develop diﬀerently depending on their localization in the
organism. Preliminary attempts to create a model based on
knowledge at that time [21] were not able to reproduce the dif-
ferentiation and led the authors to propose an additional acti-
vation event that was soon after conﬁrmed by experimental
results [22].
3.2. Constraint-based approaches
A constraint-based approach identiﬁes restrictions that a
system is subject to. If the constraints are strong enough, the
potential states of the system are already quite well character-
ized. Inconsistencies in the model will be identiﬁed as irresolv-
able conﬂicts. Very successful applications of this paradigm are
stoichiometric analysis and its derivatives in the study of
metabolism.
The dominating constraint in metabolism is the mass conser-
vation law. Generally, the cell reaches a balanced homeostatic
state in which internal metabolites are equally consumed and
produced [23]. This translates into a linear equation system
on the reaction ﬂuxes that only involves the stoichiometric
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enzyme kinetics and regulatory mechanisms [24] such as allo-
steric eﬀects. More constraints can be added to further conﬁne
the set of possible internal ﬂux values at steady-state. These are
typically upper and lower bounds: for example the ﬂuxes of
irreversible reactions are required to be non-negative. Mathe-
matical treatment of the inequalities follows concepts of con-
vex analysis [25].
The steady-state stoichiometric constraints are the basis of
methodologies applied to identify in vivo reaction ﬂuxes from
isotopic tracer experiments [26]. Combined with the bounds
on reaction ﬂuxes, these constraints proved to be restrictive en-
ough to allow accurate predictions of mutant viability from
models of E. coli metabolism based on purely qualitative infor-
mation about enzymes encoded in the genome and the nutrient
medium composition [27,28]. In a recent study [29], Covert and
colleagues used an extended, genome-scale model of E. coli that
combines both metabolism and gene regulation. The regulatory
part that follows Thomas logical formalism is also qualitative
and models gene activation or repression of enzymes or tran-
scription factors under medium conditions and expression lev-
els of other genes. The regulatory rules further constrain the
system [30] enabling more precise predictions. Their model cap-
tures in a formalized way the essential knowledge of metabo-
lism and its genetic regulation in E. coli. It allowed a
systematic analysis of a set of 13750 mutant phenotypes under
various growth conditions. This study of the metabolic and ge-
netic network at the level of the whole E. coli organism uncov-
ered a signiﬁcant fraction of inconsistencies in our current
knowledge and proposed improvements that can now be tested.4. Discussion and conclusion
Modeling molecular systems in the cell in the same way as
we model planes or cars is nowadays strongly hindered by
the lack of precise measurements. Two typical strategies are
followed when facing the problem of missing information.
The traditional strategy is to make assumptions on the model
equations and test several sets of plausible parameters. How-
ever, even with extensive sampling of parameters there is never
a guarantee that all relevant phenomena have been explored.
The alternative strategy is to derive valid conclusions directly
from the limited information available, a path followed by
the qualitative and constraint-based approaches. Qualitative
modeling techniques can exhaustively explore all admitted
parameter values and fully predict all resulting behaviors. This
may sometimes include solutions which are actually impossible
for the exact system. Constraint-based approaches identify and
reject impossible behaviors based on the existing knowledge of
the system. Applied to state-of-the-art genetic or metabolic
networks which are largely just qualitatively deﬁned these
methods successfully detected inconsistencies that need to be
resolved before more detailed methods can be taken on.
The coherence of qualitative model predictions and the ob-
served biological behavior validates these approaches. In this
review, we have limited ourselves to those that are applied
and increasingly established in molecular cell biology model-
ing. Computer science has established several formalisms and
tools such as temporal logic [31] or model checking that are
likely to enhance our arsenal of applied qualitative modeling
techniques in the near future.Qualitative approaches are less well established for signal
transduction pathways. The elementary events of gene activa-
tion or metabolic steady-state have been well studied and char-
acterized leading to appropriate abstractions with discrete
parameter descriptions so that all possible models can be enu-
merated and exhaustively explored. These abstractions are still
lacking for signaling events. Moreover, current experimental
techniques allow us to measure metabolic and gene regulation
events at genome scale. The events of signal transduction are
still less accessible. Therefore, modeling of cell signaling is
mainly done at a very detailed level [32] and for single-input
or single-output cascades [33,34]. For multiple input/output
networks ﬁrst studies on abstracted levels have been proposed
using constraint-based formalism [35] and Thomas logical for-
malism [36]. We foresee that qualitative methods will become
instrumental for multiple input/output networks to capture
the system logic.
So far we described methods that predict behavior from an
assumed mathematical model. Elementary interactions, their
function and parameters can sometimes be measured directly.
Often, however, they must be inferred from phenotypic obser-
vations, typically for mutants. Formal support in this task is
expected from reverse engineering techniques. Reverse engi-
neering is impractical when the kinetics are modeled in detail
and data are sparse. Qualitative models can make this problem
tractable as illustrated in the simple regulatory circuit for mu-
cus production in P. aeroginosa [37]. Here constraints derived
from phenotypic observations could deduce a restricted set of
possible regulatory models for the wild type pathogen with two
stable phenotypes: mucus production and non-mucoid. For
larger networks, adequate experimental methods that accu-
rately determine the existence of interactions between the
molecular components [5,38,39] are essential to provide a start-
ing structure for model building.
The simplicity of qualitative models makes them especially
useful to gain insight into general phenomena of complex sys-
tems that are initially not to grasp at the levels of detailed mod-
els. In highly complex areas like seismology and meteorology
Boolean models are applied to capture the essentials in a con-
ceptual model for features including chaotic behavior [40–42].
A revealing example coming from biology is the conjecture of
Rene´ Thomas that multi-stationarity, the existence of multiple
steady-states, requires the presence of a positive feedback loop
in the network [43]. This hypothesis formulated from the study
of simple Boolean models has subsequently led to the discov-
ery of a fundamental principle on feedback that holds true
for more general systems of diﬀerential equations [44–47]. In
the same line we foresee that qualitative models will help to
identify the governing principles of cellular pathways and will
accelerate our progress to understand and control them.
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