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1. INTRODUCTION 
In this paper we develop an asymptotic analysis of problems of approxi- 
mating plane convex bodies by polygons with n faces. We examine criteria 
for best approximation such as the Hausdorff metric on compact convex 
sets and also measures of deviation defined in terms of area and perimeter 
differences. The main results give sharp estimates of the order of conver- 
gence of best approximations of a convex body by circumscribed and inscribed 
polygons with n faces. Further, asymptotic characterizations of best approx- 
imations are obtained and two methods are given for the construction of 
asymptotically efficient approximations. 
Our primary motivation for considering these problems comes from the 
area of mathematical pattern analysis. Here we are concerned with set 
patterns in the plane that possess the structure of convexity. A fundamental 
problem in pattern analysis is the feature-selection problem, which is con- 
cerned with providing concise and precise pattern representations in terms of 
simple “features” of the patterns. Simple features of set patterns are derived 
from a binary feature logic, which identifies a single feature with a closed 
half-space F = {(x, y) E R2: ax + 6y < c}. Such a binary feature F assigns 
the value 1 or 0 to a set KC R2 according as K C F or K g F. Conjunctions 
of such features describe convex subsets of R2. In particular, a compact 
convex subset K of R2 can be identified with a (possibly infinite) conjunction 
for an appropriate index set A. A concise approximate representation of K is 
provided by a finite conjunction 
*This work was supported in part by NSF Grant GP-40521. 
326 
Copyright 0 1975 by Academic Press, Inc. 
AU rights of reproduction in any form reserved. 
POLYGONAL APPROXIMATION 327 
Such finite conjunctions are identified with convex polygons (polytopes), 
with n or fewer faces, that circumscribe K. 
An approximate representation such as K* is concise when 71 is small. It is 
precise if by an appropriate measure of deviation D( 0, 0) the value of D(K, K*) 
is small. The feature-selection problem is concerned with attaining these 
goals, i.e., with selecting a finite set of features {Fa,: u,, E A, v = l,..., n}, 
where the features F*, are chosen to make D(K, K*) as small as possible. 
The problem translates immediately into one of best approximation of a 
compact convex set by a circumscribed polygon. 
The problem may be viewed in another light. A convex set can be inter- 
preted as a system of linear inequalities and a convex polygon as a finite 
system of linear inequalities (see Poritsky [6]). Thus problems of best approx- 
imation of convex sets by (circumscribed or inscribed) polygons admit 
interpretations as problems of optimal reduction or compression of large 
systems of linear inequalities. 
Finally, the approximation problems bear an inherent interest within the 
theory of convex sets per se. Often functionals of a convex set, such as volume 
(area) or surface area (perimeter), are defined as limits as n increases of their 
values for circumscribed or inscribed polyhedra with n faces (see Valentine 
[7]). The asymptotic analysis that we develop is directly related to questions 
of the behavior of these limits. 
In the literature on convex sets there are results which are related to our 
own. Dowker [2] considers the area deviation between a plane convex set and (i) 
the minimal-area circumscribed polygon with 71 faces and (ii) the maximal- 
area inscribed polygon with n faces. He shows that the area deviations are 
convex functions of n. The elegant development of Eggleston [3] extends 
Dowke,r’s results to perimeter deviations. Eggleston also shows that deviations 
measured by a modified Hausdorff metric need not be convex functions of n. 
The paper by Carlsson and Grenander [l] contains asymptotic analysis 
of the area deviation of approximations by circumscribed polygons. The 
results there are related both to a design problem in the statistical estimation 
of areas of convex sets and to a pattern representation problem like the one 
described above. The stochastic flavor of their arguments distinguishes their 
paper from this one. 
In the next section we review some preliminary results on convex sets and 
formulate the approximation problems. Through the use of support-function 
representations of the sets and their polygonal approximations, the problems 
are translated into ones of optimal function approximation by trigonometric 
splines. Section 3 states eight theorems which summarize the principal 
results of the asymptotic analysis. These results describe (i) order of con- 
vergence of best approximations, (ii) characterization of best approximations, 
and (iii) methods of constructing “good”, i.e., asymptotically efficient, 
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approximations. Section 4 lays the background for the proofs of these results. 
We relate some general results of McClure [4] on problems of interval 
segmentation, from which the results of Section 3 will follow immediately. 
Then Section 5 proves the main theorems for circumscribed polygonal 
approximations by verifying the simple hypotheses of the general results on 
segmentation in Section 4. Finally, Section 6 presents the similar analysis 
for inscribed polygons. 
Valentine’s book [7] is a valuable reference for the properties of convex 
sets that we introduce in the next section. 
2. PRELIMINARIES: CONVEX SETS 
Symbols x, y,..., denote points in the plane R2. Points in Rz may be 
described by their components as x = (x i , xa). Distances between points in 
R2 are defined by the standard Euclidean norm and, where topological 
considerations enter, we are concerned with the topology of R2 induced by 
the Euclidean metric. 
A set KC R2 is convex if for all pairs x, y  E K the line segment 
ti + (I - a) y, for 0 < 01 < 1, is contained in K. A convex body is a convex 
set with nonempty interior, relative to the topology of R2. In the sequel it is 
implicit that all the sets we consider are compact, that is, closed and 
bounded in R2; by “convex set” and “convex body” we will mean “compact 
convex set” and “compact convex body”, respectively. 
Let .X denote the set of convex subsets of R2: 
X = {KC R2: K is compact and convex}. (2.1) 
Useful representations of members of Z are provided by their support 
functions. In some settings it is natural to define support functions on R2 
or on the unit circle in R2. For the approximation problems, it is convenient 
to identify the domain of a support function with the interval [0, 2~r). For 
K E Z define the associated support function sK by 
s,(B) = rp$xl cos 0 + x2 sin 0), (2.2) 
for 0 < 9 < 2~. Support functions are continuous and 2+periodic, when 
their domain is extended. 
The geometrical interpretation of a support function is illustrated in 
Fig. 1. The figure also depicts a support line of K. Since K is compact there 
is at least one boundary point x in K for which ~~(0) = x1 cos B + x2 sin 0. 
The line 8 that passes through this point and is orthogonal to (cos 0, sin 0) 
is termed a support line of K in the direction 0. There is a support line passing 
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FIGURE 1 
through every boundary point of a set K E %, and, as noted in Section 1, 
a member of X can be regarded as an intersection of half-spaces determined 
by its support lines. 
Define Y as the subset of CIO, 2 rr w ) h ose members are support functions 
of sets in 37: 
9 =(sK: KEX}. 
The correspondence between X and 9’ is one-to-one, so we can identify X 
with Y. This identification, together with its order-preserving and topo- 
logical properties, is what allows our reduction of set approximation problems 
to function approximation problems. 
There is also an interesting algebraic property of the identification, which 
we do not exploit in our problems. The mapping (2.2) between X and Y 
preserves operations of addition and scalar multiplication. The sum of two 
sets Kl and K, in X is defined by 
K,+K,={~+Y:~EKI,YEK,); 
Kl + Kz is again in X and 
sKl+Ka = SK1 + SKz * 
For any nonnegative value h and a set K in 37, the set AK is defined by 
hK={kc:x~K}; 
AK is in % and 
SAK = As, . 
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The order-preserving property of the correspondence between .%’ and -‘I 
is more important in our discussion of circumscribed and inscribed figures. 
If  Kr and K, are in X and Kr c K, , then sp, :g sKz . This follows immedia- 
tely from (2.2). 
There are several interesting measures of deviation or “distances” between 
pairs of sets in X. It is convenient for us to describe these for pairs of sets 
that are ordered by inclusion, since the definitions take particularly simple 
forms in this case and since the approximations we treat satisfy this constraint. 
The definitions have natural extensions for sets that are not ordered (see 
Eggleston [3]). 
Let C, denote the circle in R2 centered at the origin, with radius 7 > 0. 
For any K in X defined K(Y) = K + C, . The Hausdorff metric D, between 
sets Kl and K, in X is defined by 
D,(Kl , K,) = rn${r: K2 C k;(r)}, (2.3) 
where 
KICK,. 
Since sKtr) = s, + 7, we obtain 
D&G > K2) = g;$+#4 - s&V (2.4) 
when Kl C K2 . A’” with the Hausdorff metric is isometric to Y with the 
max-norm, 
Dm(Kl , K,) = II sKr - sK1 /im .
Let m(K) denote the area of a set K in Z. The area dewiation D, between 
sets Kl and K, in X is defined as 
D,(K, > K2) = m(K,) - m(KJ, when KICK,. (2.5) 
D, is expressed in terms of support functions through the equation [7] 
m(K) = 4 12= [sK2(0) - sK2(e)] df?. 
0 
We obtain 
when Kl C K, . Equation (2.7) does not describe a norm on 9, but it will 
relate to a weighted integral norm on Y when we consider polygonal approx- 
imations. 
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A measure of deviation with the same geometric appeal as D, is described 
by the perimeter d(K) of a convex body in ST. The perimeter deviation Dd 
between bodies Kl and K, in X is defined as 
D&G 3 KJ = WJ - WA, when KICK,. (2.7) 
The perimeter L(K) is given by [7] 
t(K) = szr s,(8) de, 
0 
so DC is expressed as 
DAK, > KJ = 1”” h,(e) - ~&‘N de (2.8) 
0 
when Kl C K, . Thus the perimeter deviation is identified with the L, norm 
on Y. 
Equations (2.4) and (2.8) suggest consideration of deviation measures on SK 
induced by the L, norms on 9’. Define the p-norm deviation D, on X by 
D,K 9 Ks) = II SK* - SKY 119 3 ldP<% (2.9) 
where I/ . iI9 is theL, norm on Y. When Kl C K, , D!(K, , K,) = D,(K, , K.J. 
The metrics D, for 1 < p < 03 do not admit simple geometric interpreta- 
tions. 
The analysis of these distances on X and their counterparts on Y depends 
on a special structure of support functions. One part of a representation 
theorem proven by Vitale [8] shows that Y is identical to the class of functions 
on [0,2rr) that admit representations 
s(6) = a cos 0 + b sin fI + 
s 
’ sin(0 - h) R(dh), (2.10) 
0 
where a and b are constants and R is a finite measure on [0, 27~) satisfying 
/ozv- cos 6’ R(d0) = I’- sin 0 R(dB) = 0.1 
R is appropriately termed the radial distribution because, when it is 
absolutely continuous with respect to Lebesgue measure and R(d0) = r(0) de, 
1 Equation (2.10) gives us explicitly the identification between support functions 
and measures on the unit circle that was first described by Minkowski. For a discussion 
of Minkowski’s problem and its development see H. Busemann, “Convex Surfaces,” 
p. 60, Wiley, New York, 1958. 
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then r(0) is the familiar radius of curvature function or radial density. Indeed, 
if K is in 37 and S, is twice differentiable, then 
~~(0) = a cos 0 + b sin 0 + j” sin(H - A) rK(h) dh; (2.11) 
0 
f,K(Q = Gf(q + s!#) (2.12) 
describes the radius of curvature of the boundary of K at the boundary 
point x E K, where 
s,(d) = x1 cos 0 $ x2 sin 8. 
The representation (2.10) for an n-sided polygon P, reduces to a discrete 
sum of the form 
spa(O) = a cos 0 + b sin 0 + f Y, sin(8 - A,), , 0<6<2n (2.13) 
"=l 
The discrete values A,, , v = l,..., n, are the angles between the horizontal 
axis and outward normals to the faces of P, . We observe that sP, is a trigono- 
metric spline function associated with the second-order differential operator 
d2 
L=*-kI; (2.14) 
sP, is continuous on [0,27i-), SPn is continuous except at the points A,, and L 
annihilates sP, on open intervals between the A, . 
Our asymptotic expressions for distances between a convex body K in .X 
and circumscribed or inscribed polygons will depend on the radial density rK 
and thus on the regularity of s, . In this direction, we define 
Y2 = (S E Y: S and s’ are continuous on [0,2?r)}. (2.15) 
Radial densities of sets K with support functions in Y2 exist and are con- 
tinuous on [0,27r). 
Further define 
8, = {P E Z: P is a polygon with n or fewer faces}. (2.16) 
8, is identified with the trigonometric spline support functions described 
above. 
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The first results in Section 3 give sharp estimates for the asymptotic 
behavior of 
pi$, D(K P,) and 
&P,n 
pi$ W’, , K) 
P”,$ 
for K in. X and D = D, , D, , De and D, . Characterizations of best approx- 
imating polygons follow from these asymptotic estimates. 
3. MAIN RESULTS 
All of the results in this section follow from the general results on interval 
segmentation stated in Section 4 and from properties of convex bodies and 
their support functions developed in Sections 2, 5, and 6. The first theorem 
describes rate of convergence of polygons that circumscribe a convex body K. 
THEOREM 1. If  K is a convex body in X with support function s, in Y2 
(2.15) and radial density rK (2.12), then 
(i) i+z n2[Pi;fj D,(K, P,)] = & (1: [rK(B)]1’2 de)‘, 
&P,” 
(ii) i+t n2[pi$ D,(K, P,)] = & (j02” [rx(e)]“‘” de)3, 
I&P; 
(iii) $+c n2[pinJ Dc(K, P,)] = & (102’ [r,(e)]‘/” dS)3, 
T&P: 
(iv:) $+z na[pi$ D,(K, P,J] = $[B(p)]W (J’nd’ [r,(0)]P’(2P+1) d6)(2p+1)‘p 
&P,n 
for 1 <lp < co, where 
B(P) = I1 [x( 1 - x)]” dx. 
0 
Thus all of the deviations considered are of order n-2, and sharp estimates 
of rates of convergence are provided by the integral expressions in Theorem 1. 
The other results are concerned with characterizing best approximations and 
prescribing methods of constructing good approximations. 
Each face of a polygon that circumscribes a set K is a segment of a support 
line of K. A circumscribing polygon is uniquely determined by specifying 
the directions of these support lines, say 0 < 0, < 8, < ... < 0, < 2a 
(see Fig. 2). This specification of a polygon in terms of the directions of its 
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FIGURE 2 
faces is equivalent to specifying the spline support function (2.13) of the 
polygon in terms of the locations of its knots. The condition that a polygon 
P, circumscribes a convex body K is equivalent to the conditions that sPn 
interpolate the values of S, at the knots of S, and sP, 3 S, . 
It is easily argued that best approximation: of K exist in Ppn under all of 
the measures of deviation we consider. The deviations D(K, P,), where P, 
circumscribes K, depend continuously on the directions (0, ,..., 6,) of the 
faces of P, . Thus the minimum of D(K, P,) is attained for some values 
0 <e,* <e,* < ... <en* <27r. Let P,* denote the circumscribing 
polygon with n (or fewer) faces in directions 8,*,..., 8,*; then 
As in problems of variable-knot approximation, there is no guarantee that 
a best approximation P,* will be unique, but unique asymptotic characteriza- 
tions can be obtained in terms of the distributions of the values (Or*,..., O,*). 
Define the empirical distribution functions 
G,*(B) = n--l card{&*: e,* < e> for 0 < e < 2~; (3.2) 
card denotes the cardinality of the indicated set. Note that 8,* depends 
implicitly on n; in order to avoid cumbersome notation, we do not explicitly 
denote this dependence. G,* describes the distribution of optimal face 
directions. 
The limiting behavior of G,* is stated in terms of distributions related to 
the integral expressions of Theorem 1. G,* depends on the particular 
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measure of deviation D with respect to which P,* is a best approximation. We 
define the following distribution functions on [0,27r] associated with a 
fixed convex body K, having continuous radial density r,: 
Go(~) = (joe [y&W2 d’) (jo2n [~r&>l”~ do)-‘, 
G,(@ = (joe [YK(T)]~‘~ d’) (jo2” [YK(T)]~‘~ dT)-‘, 
G(e) = (joe [YK(T)]~‘~ d’) is,‘” [y~(T>]l’~ dT)-‘, 
(3.3) 
(3.4) 
(3.5) 
Gp(B) = ( joe [,(T)]“~‘““” dT) ( jo2m [YK(7)]P/(2p+1) &)-’ (3.6) 
for 0 G; e < 2i~. 
THEOREM 2. Let K be a convex body in S with support function s, in Y2 
and radial density Y, . Let P,* be a best circumscribing approximation of K in 
8, relative to the measure of deviation D (3.1) and define G,* by (3.2). 
(i) If D = D, , then 
p% G,*(e) = G-(e); 
(ii) if D = DA , then 
p$ G,*(e) = GA(e); 
(iii) ;f D = De , then 
f+i G,*(O) = G/(e); and 
(iv) if D = D, , then 
pi G,*(e) = G,(e), 
for all e in [0,27;]. 
One construction of asymptotically efficient approximations is based on 
establishing sufficiency for asymptotic optimality of the distribution char- 
acterizations in Theorem 2. We construct polygons from a specified distribu- 
tion of face angles. 
Let f be a positive, bounded, piecewise continuous function on [0,277], 
which is normalized so that sr f (T) dT = 1. Let F denote its integral; 
4w/sI12-6 
336 MCCLURE AKD VITALE 
F(6) = $f(~) do. F or any n > 3, define an n-point partition of [0,2n] by 
inversion of F at equally spaced ordinates; 
0” = F--l[q(n + l)], for v  = I,..., 71. (3.7) 
Let PnF be the unique polygon in Pn that circumscribes K and whose faces 
are in the directions 0, of (3.7). 
The following theorem describes the convergence of P,’ to K and states 
sufficient conditions for constructing asymptotically efficient approximations. 
THEOREM 3. Let K be a convex body in A’- with support function s, in Y2 
and radial density rK . Let P,” be the polygon in 8, that circumscribes K and 
whose faces are in the directions 0, of (3.7). Suppose f = dF/d9 is strictly positive, 
bounded, and piecewise continuous on [0,27r]. Under these conditions 
(ii) i+i n2DA(K, P,“) = $ i’” [r,(0)12 [f (O)]-2 de, 
0 
(iii) $+% nZDl(K, P,“) = &s’” r&b’) [ f  (O)]-2 de, and 
0 
(iv) i-2 n2D,(K, P,‘) = $[l3(p)]llr [/02” [rx(B)]p [f (0)]-2p de)“‘. 
In particular, z. (i) rK is strictly positive on [0, 2~1, (ii) F = G, , GA , GE or 
G, ((3.3)-(3.6)) according as D = D, , Da , D! , or D, , and (iii) P,* is an 
optimal circumscribing approximation of K in 8, relative to D, then 
I& D(K, P,*)/D(K, P,“) = 1. 
The approximations PnF are asymptotically ejicient. 
An alternative to this “density approach” for constructing good many- 
sided approximations is based on a notion of balancing local errors of approx- 
imation. Consider a decomposition of K and a circumscribed polygon P, as 
depicted in Fig. 3. Compare this to Fig. 2. We have partitioned the combined 
figure by drawing rays from an interior point of K to points of contact 
between K and each face of P, . Denote the components of the partitioned 
sets K and P,, by K@) and P(“). n , 
K = ij K’“’ and P, = rj P2’. 
"=l v-1 
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PL’ circumscribes KY, and the support functions of Pt’ and K(“) coincide 
with the support functions of P, and K on [O, , BV+J, where e,,, is identified 
with t$ . 
The deviations D(K, P,) are easily related to the values of D(K(“), Pt’). 
Indeed,, 
D,(K, P,) = max D,(K”“, Pk’), 
l<U<lz 
D,(K, P,) = f D,(K”‘, P:‘), 
v=l 
Q(K, P,) = i D,(K”‘, P?‘), 
“=l 
and 
DDp(K, P,) = 2 DJK”“, P:‘). 
v=l 
From remarks in Section 4, it follows that optimal approximations in the 
Hausdorff metric balance the values of the local error Dm(KfY), Pt’); that is, 
if P,* minimizes D&K, P,) over polygons P, E 8, , KC P, , then 
DJK”“, P;(“)) = D,(K, Pm*) for v = l,..., n. 
Polygons which balance the local errors measured by the other deviations 
also yield asymptotically efficient approximations. 
Because of the continuous dependence of D(K, P,) on the face angles 
(4 ,.a.> 0,) of P, and from the remarks on this point in Section 4, it follows 
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that we can define a polygon ij, in 9,L by the error-balancing condition 
D(K'"', p, = qpfl', p) for v == I,..., 72. - 1, (3.8) 
where D = DA , De , or D, , and pm circumscribes K. 
The following theorem describes the convergence of -rj, . 
THEOREM 4. Let K be a convex body in 27 with support function sK in Y’ 
and radial density Y, . Let D denote any of the measures of deviation D, , D/ , 
or D, . Let P,* be a best circumscribing approximation of K in 8, (relative to D), 
and let pm in 8, circumscribe K and satisfy (3.8). Then 
;z D(K, P,*)/D(K, p,) = 1. 
The approximations p, are asymptotically eficient. 
Analogous results are obtained for the problem of approximating a convex 
body by an inscribed polygon. These differ slightly in detail and development 
from the theorems above. 
THEOREM 5. If K is a convex body in X with support function s, in Y2 
radial density r, , then 
and 
(i) lim n2[Pi$ D,(P, , 
n+cc 
P:& 
K)] = & ( jO2’ [r,(e)]‘/” do)‘, 
(ii) ?li_mm n2[pi$ D,(P, , 
P"n& 
K)] = $ (I” [r,(B)12i3 dS)l, 
(iii) k+i n2[pi;& D((P% , K)] = & (j02” [rK(e)]1/3 dS)3, and 
P:& 
= [1/8(2p + l)W] (jOz” [rK(B)]p/(2p+1) dO)insi’riP 
Again, all the deviations considered are of order n-2, and the integral 
expressions of Theorem 5 give precise estimates of the asymptotic deviations. 
Inscribed polygons are not as neatly characterized as are the circum- 
scribed polygons in terms of directions of their faces. There need not exist 
a polygon P, that inscribes a set K and has faces in specified directions. 
Therefore, it is convenient to characterize inscribed polygons in terms of 
their vertices, which lie on the boundary of K (see Fig. 4). We can para- 
metrize the vertices of the inscribed polygon in terms of the directions of 
support lines of K at the respective vertices; say these directions are 
0 G e1 < 8, < ... < en < 2m. 
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FIGURE 4 
The specification of an inscribed polygon in terms of the angles 0, ,..., 8, 
at its vertices is equivalent to the specification of its spline support function 
(2.13) in terms of the points where it interpolates values of sK and S, . If 
P, inscribes K then sPn < S, , s~,(C+~) = sK(By), SPn(O,) = ix(&) and sP, has 
exactly one knot 7” in each open interval (0” , BV+r). The second-order inter- 
polation of sx by sP, at the points 8, follows from the regularity of sP I 
between knots and the properties 
spn < sK and spII(ev) = sd4). 
As for the case of circumscribed polygons, best approximations by inscribed 
polygons always exist. For any measure of deviation D, the values D(P, , K) 
depend continuously on the parameters (0, ,..., 0,) of P, . The minimum 
of D(P, , K) is attained for some values 8 < or* < ... < en* < 277. If P,* 
denotes the inscribing polygon with n (or fewer) vertices associated with the 
parameters (8i*,..., f?,*), then 
D(P,*,K) = Pi$ D(P,,K). 
Pn,& 
(3.9) 
The best approximations P,* are characterized in terms of the asymptotic 
distribution of the parameters (e,*,..., 0,*). In analogy to the previous devel- 
opment, define the empirical distribution of these vertex parameters on 
[0,2x]: 
v,*(e) = n-l card{&*: eV* < e} for 0 < e < 27r; (3.10) 
card means “cardinality.” Recall that the values 8,* depend implicitly 
on n. 
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The necessary condition on the limiting behavior of V,* parallels the 
result of Theorem 2. 
THEOREM 6. Let K be a convex body in X with support function sK in 9” 
and radial density r, . Let P,* be a best inscribing approximation of K in Yin 
relative to the measure of deviation D (3.9) and define V,* by (3.10). G, , GA , 
Ge, and G, are defined by Eqs. (3.3)-(3.6). 
(i) If D = D, , then 
;i V,*(0) = G,(B); 
(ii) if D = DA , then 
;+% Vn*(B) = GA(B); 
(iii) if D = De , then 
ki Vm*(8) = G!(O); and 
(iv) ; f  D = D, , then 
;_mm V,*(e) = G,(Q 
for all e in [0,2&j. 
Constructions of asymptotically efficient approximations follow from a 
theorem on the sufficiency of the limiting distribution characterizations in 
Theorem 6. 
Let f  be positive, bounded, and piecewise continuous on [0,277-j and let 
srf (7) d7 = 1. Define F(B) = s:f (r) d7 and partition [0,27r] at points 
l9 1 >**-> 8, by setting 
8, =F-‘[v/(n + I)] for v = I,..., 71. (3.11) 
Then let PnF be the polygon in 9, that inscribes K and has vertices at the 
points on the boundary of K where the support lines are in the directions 
13,. The convergence of P, F to K is described in the next theorem. 
THEOREM 7. Let K be a convex body in ST with support function sK in Y2 
and radial density r, . Let PnF be the polygon in gn that inscribes K and whose 
vertices are identified with the parameters 0, of (3.11). Suppose f  = dFld8 
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is strictly positive, bounded, and piecewise continuous on [0,2~rJ. Under these 
conditions 
(i) lim n2D,(PnF, K) = es; ;lfP(gf-z~X)r 
nim . ?I 
(ii) li+i n2DA(PnF, K) = 3 J” 2n [~,(W MU-” do, 
0 
s 
277 
(iii) lim n2D8(PnF, K) = & n-t-2 r&9 W)l-” de, ad 0 
(iv) lim n2Dg(P,F, K) = 
1 
n-too (1”” [r,(B)]p [f(e)]-“” dS)l”. q2p + l)l’P 0 
In particular, if (i) rK is strictly positive on [0, 2~r], (ii) F = G, , GA , G, , or 
G, ((3.3)-(3.6)) according as D = D, , DA , De, or D, , and (iii) P,* is an 
optimal inscribing approximation of K in 8, relative to D, then 
lim D(P,*, K)/D(P,r, K) = 1. n*m 
The approximations P,,F are asymptotically efficient. 
Finally, the “balanced-error” approach to constructing asymptotically 
efficient approximations carries over to the present context. 
Consider a decomposition of K and an inscribed polygon P, as depicted 
in Fig. 5. Compare this to Fig. 4; see also Figs. 2 and 3. Rays have been drawn 
from an interior point of P, to its vertices. Let K(r) and Pz’ denote the sepa- 
rate components of the two partitioned sets. Pt’ inscribes K(“), and the sup- 
port functions of Pt’ and KcY) on [e, , e,,,] coincide with those of P, and K, 
respectkely. 
As related above, a best approximation in the Hausdorff metric is a 
balanced-error approximation; that is, if P,* minimizes D(P, , K) among 
polygons P, E 8, , P, C K, then D(P, *(“‘, KtY)) is independent of V. We can 
FIGURE 5 
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define inscribing polygons by this balancing condition for any of our mea- 
sures of deviation. Let F, inscribe K and satisfy 
D(p,($, K’“‘) =T; D(j$d, @“+I)) for v = I,..., n - 1, (3.12) 
where D = D, , Dd , or D, . 
The last theorem describes the convergence of Pm . 
THEOREM 8. Let K be a convex body in X with support function sK in Y2 
and radial density r, _ Let D denote any of the measures of deviation D, , De , 
or D, . Let P,* be a best inscribing approximation of K in 9, (relative to D) 
and let p, in Y,, inscribe K and satisfy (3.12). Then 
$*i D(P,*, K)jD(pn , K) = 1. 
The approximations p, are asymptotically eficient. 
Remark 1. All of these theorems have direct translations into results on 
the convergence, characterization, and construction of best function approx- 
imations by variable-knot interpolating splines. These translations can be 
inferred from the isometries we have noted between ~$7 and Y and from the 
analysis of Sections 5 and 6. 
Remark 2. In addition to the convergence results stated in these theorems, 
one can easily deduce bounds on the deviations D(K, P,) for fixed sets K 
and P, . These are reflected in the remainder expressions of Sections 5 and 6. 
4. INTERVAL SEGMENTATION 
The partitions of sets K and P, introduced in Section 3 and depicted in 
Figs. 3 and 5 allow us to decompose the global measures of deviation D(K, P,) 
into expressions that reflect “local” deviations between components KfY) 
and Pp’. Consider again the case of a circumscribing approximation P, of 
K and introduce the partitions 
P, = rj Pp’ and Kz iJK”’ 
v=l "=l 
described after Theorem 3. For decompositions of the area, perimeter, and 
p-norm deviations we obtain the expressions 
D,(K, P,) = i D,(K? P?‘), (4.1) 
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and 
D,yK, P,) = f D,“(K’“‘, pk’,. (4.3) 
v=l 
These global deviations are expressed as SUES of local deviations. The expres- 
sion for the Hausdorff metric takes a different form: 
D,(K, P,) = ly& D,(K’“‘, P2’). (4.4) 
., 
Similar expressions are obtained for the decomposed inscribed figures; the 
order of the arguments of the deviations is reversed to be consistent with 
our earlier definitions. 
This process of partitioning sets is equivalent to a process of partitioning 
or segmenting the interval [0,27r) at the points (0, ,..., 0,) that parametrize 
the circumscribed (inscribed) polygon. Indeed, from the correspondence 
between support functions observed in Section 3, each of the local deviations 
II( Pt)) in (4.1)-(4.4) only d e en p d s on s, and sPn on the interval [8, , f?,,,]. 
From the relationships between s, and sP, , e.g., s < s K \ s (6 > - s P, 9 K v - P, 699 
and Ls, 
deviatio”n 
= 0, we can express s, in terms of s, to say further that the local 
D(K(“), PL’) is some “functional e(., ., .) of sK and the interval 
These observations fit the polygon-approximation problems into a general 
framework of interval segmentation problems described in McClure [4]. 
Other references to earlier work and to additional applications of these 
problems and methods are described in [4]; the references there by Sacks 
and Ylvisaker motivate some of the general results, and their work also 
represents a very nice application of this approach to asymptotic analysis. 
We will give separate consideration to additive functionals like (4.1)-(4.3) 
and to functionals of the distinct form (4.4). 
Let j be a real-valued function on an interval [a, b] and let T, denote a 
partition of [a, b] of the form T, = (to, t, ,..., t, , tn+J, where 
a = to < t, < *.* < t, < tn+l = b. 
Consider a functional E(f, T,) that admits a decomposition of the following 
additive form, relative to T,: 
W, T,J = i e(f; t, , t,+d- 
v=O 
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This compares with (4.1)-(4.3) when we associatefwith sK , [a, b] with [0,2~], 
and T, with (or ,..., @,). 
In the approximation problems and the theorems for them cited in Section 3 
we are concerned with E(f, T,) for a prescribed partition T, and also with 
(4.6) 
&(f) identifies with the minimum deviation D(K, P,*) (Eqs. (3.1) and (3.9)) 
between a convex body K and a best approximation of K in 8,. 
Three assumptions on the terms e(f; t, , t,,,) that contribute to E(f, Ii”,) 
suffice to obtain results like those in Section 3. These will follow in the present 
specific context from the assumption that sg is in Y2. In other problems these 
are commonly satisfied by imposing regularity conditions on f. 
Al. For any (a, /I) satisfying a < (Y < p < b, e(f; (Y, /3) 3 0. Further, 
4f; *, -> is subadditive over contiguous subintervals of [a, b]; that is, if 
a,(a<p<r<bthen 
4.A 01, P> + 4h t% Y) < 4.L 01, Y). 
A2, There is a function Jf on [a, b], associated with f, and a constant 
m > 1 such that (i) Jf is nonnegative and piecewise continuous on [a, b], 
admitting at worst a finite number of jump discontinuities, and (ii) 
This limit is uniform in that the difference ( Jf(a+) - e(f; a, OL + h)/hm 1 
can be made uniformly small when ( 01, 01 + h) is contained in an interval 
where Jf is continuous. 
A3. e(f; 01, /3) depends continuously on (01, p). 
Assumption Al implies that E(f, 2’) is nonnegative. The subadditivity 
assumption is equivalent to the assertion that finer partitions of [e, b] reduce 
E(f> T). 
In applications of the general results that follow it is usually easy to verify 
assumptions Al and A3. More work is involved in verifying A2 since the 
form of Jf and the value of m must be deduced. This is what we develop in 
Sections 5 and 6. 
We now relate several results concerning the asymptotic behavior of 
E,(f) (4.6) and E(f, T,) (4.5). Only the first lemma is proved here. The 
other results are developed in [4]. W e offer a new proof of the first result 
since it is based on somewhat weaker assumptions than those used in [4]. 
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LEMMA 1. I f  assumptions Al-A3 hold for e(f; 01, B), then 
li%rrf n+lE,( f ) > (Jb” (Jf (s))l’” ds)m. (4.7) 
Proof. Fix f  and let Jf d enote its image in PC+[a, b] (nonnegative, 
piecewise continuous functions on [a, b]). 
By the continuity assumption A3, the functional E(f, T,) is continuous 
in the variables (tl ,..., t,) over the compact region a < t, < *** < t, < b. 
Thus the minimum of E(f, T,) is attained; there is an optimal n-point parti- 
tion T,,* satisfying 
En(f) = E(f, T,*). 
Denote T,* = (to, tl ,..., t, , t,+l), where the dependence of t, on n is not 
explicitly noted, but will be implicit in context. 
We first prove that E,(f) . 1s of order nl-” by bounding it above 
by a particular value E(f, *) of this order. Let (pi ,..., TJ be the fixed 
discontinuity points of Jf in (a, 6). Let U,-, denote the uniform partition of 
[a, b] with the n - K interior points U, = a + v(b - a)/(n - k + l), for 
v = l,..., n - k. The partition S, = U,,-, u (or ,..., Q} comprises no more 
than n interior points of [a, b]. By the optimality of Tn*, therefore, 
E,(f) G E(f, A). 
Straightforward calculation, based on assumption A2, shows 
ki n+lE(f, S,) = 1” [Jf (s)] (b - a)“-l ds, 
a 
and thus 
or E,(f) = O(nl+). 
From this order of convergence, we can conclude that certain distinguished 
subintervals of the partition T, * become arbitrarily small as n increases. 
Denote 
F+ = {t E [a, b]: Jf(t) > 0} 
and 
F, = {t E [a, b]: Jf is continuous at t}. 
Let h,(t) be the length of the interval [tv , t,,,) of T,* that contains t. If 
t E F+ n F, , then lim,,, h,(t) = 0. Otherwise, there is a positive value 
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h, such that for some T, 7 <i t < Q- + h, , Jf is continuous and positive 
on [T, T + Iz,) and, for a subsequence of the partitions T,*, 
But, by Al and A2, then 
In turn, this would imply 
n-‘E,(f) > 71 m-le(f, t, , t,,,) >, nm-le(f, T, 7 + ho). 
The right side diverges as rz increases, contradicting (4.8). 
We can now separate E(f, I!‘,*) into parts where assumption A2 can or 
cannot be invoked. Define the set K,* associated with T,* by 
Km* = rj {[tv > t,,,): (6 , t,,,) ~2 Tn*, [tv > t,+l) CF+ nFJ. 
v=O 
By the definition of Kn*, the asymptotic expression in assumption A2 can be 
used on the subintervals of T,* that comprise Km*. Now on K,* define a 
step-function approximation Jn* of Jf by 
a t, ? t,+1) Jn*(t) = (tv+l- for t, < t < t,,, , [tv , t,,J C Kc”, 
and let In*(t) = 0 for t $ K,*. By the argument that h,(t) -+ 0 for t E Fi- n F, , 
it follows that every t in F+ n F, is eventually in a set Km*, for n sufficiently 
large. The indicator functions IK,* of K,* converge pointwise to IF+,.,F, . 
Also, from A2, lim,,, In*(t) = Jf (t) for t E F+ n F, . Since F+ n F, differs 
from Ff by a set of measure zero, together these observations yield 
lffI,,,*(t) Jn*(t) = If(t) a.e. (4.9) 
Also, the uniform convergence assumption in A2 implies that the functions 
Jn* are uniformly bounded on [a, b]. 
Now separate the terms in the sum E(f, T,*) for which [tY , t,,,) C Kn*, 
and let the summation symbol C* denote the sum over the values V, 
0 < Y < n, for which [tV , t,,,) _C K,*: 
E,(f) = E(f, T,*) 2 c* 4f; t, 7 tv+d, 
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by Al. Apply assumption A2 to the terms in the reduced sum to write 
Uf) 3 I* In*(&) h,“, 
where h,, = tv+l - t, . By Holder’s inequality, 
c* [Jn*(tJjl’” h, < (c* In*(tv) h,‘“)“l^ (C* ,)‘m-l,:oa 
Equivalently, 
< (c* Jn*(tv) h,“)l’nz &‘-l)im. 
C*Jn*(t,> h," >nl-' (1" [],s*(tv)]l'm h,)m=n1-7"( jab IK,e(s) [Jn*(s)]l'" ds)". 
Thus, 
n”-%(f) 3 (jab IK,*(s) [/,a*(~)]~‘” dr): 
By the bounded convergence theorem and (4.9), 
liz$f n+lE,( f ) 3 (jab (Jf(s))“” d~)~; 
the proof is complete. 
We can actually conclude that 
lii n”-‘E,(f) = (jab (J-f(s))“” ds),. 
This is established as the main convergence result in [4]. An easier way to 
draw this conclusion is based on a construction of n-point partitions T, for 
which E(f, T,) converges to a limit arbitrarily close to the lower bound (4.7). 
Such partitions are described by density functions on [a, b]. 
Let g be a strictly positive, bounded, piecewise-continuous function on 
[a, b], which is normalized so that si g(s) ds = 1. Let G denote its integral, 
G(t) = Jf g(s) ds. F or any integer n 2 1, define an n-point partition T,(g) 
of [a, 4 by 
T,(g) = {tv E [a, b]: G(tJ = v/(n + l), Y = 0, l,..., n + l}. (4.10) 
The points t, of T,(g) are uniquely defined through inversion of the distribu- 
tion function G. 
The following result is quoted without proof from [4]. 
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LEMMA 2. Suppose assumptions Al-A3 hold for e(f; 01, /3). Let {TV ,..., T,> 
be the discontinuity points of Jf in (a, b). Let g be a positive, bounded, piecewice- 
continuous density on [a, b] with associated distribution G. For the partitions 
T, = T,-,(g) u {TV ,..., TV} defined by (4.10) 
ki n”-‘E(f, T,) = j” Jf (s) [g(s)]l-m ds. 
a 
(4.11) 
By a simple variational argument on g in (4.11) the minimum value of the 
limit is obtained to prove that the lower bound in (4.7) is attained. 
COROLLARY 2.1. I f  assumptions Al-A3 hold for e(f; 01, /l), then 
lim n+lE,( f) = [s,” (Jf (s))‘/” ds),. 
n-tm 
(4.12) 
When Jf is strictly positive on [a, b], Lemma 2 provides a method for 
constructing asymptotically efficient partitions. 
COROLLARY 2.2. Suppose assumptions Al-A3 hold for e(f; (II, /l) and that 
Jf is strictly positive on [a, b]. Let {TV ,..., Q} be the discontinuity points of Jf 
in (a, b) and set 
&) = (If(t))“” cs,” (If (s))l’” ds)-‘. 
The partitions T, = T,-,(gf) v  {TV ,... , Q} are asymptotically eficient; that is, 
lii a”-‘E(f, T,) = cs,” (Jf (s))‘/” ds),: 
The result follows from substitution of gf for g in (4.11). 
This last result provides sufficient conditions for specifying asymp- 
totically efficient partitions in terms of a distribution function defined by Jf. 
A converse result that characterizes the optimal partitions T,,* introduced 
in Lemma 1 is also proven in [4]. 
Let {T,*) be a sequence of optimal partitions; I&(f) = E(f, T,*). 
Define the empirical distribution G,* of the points in T,* by 
G,,*(t) = (n + 2)-l card(t, E T,*: t, < t} for a < t < b. (4.13) 
Define also the distribution function Gf by 
G,(t) = (s,’ (Jf (s))l@ ds) (s,” (Jf(s))llm ds)-’ for a < t < b. (4.14) 
The optimal partitions T,* are characterized by the following result. 
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LEMMA 3. Suppose assumptions Al-A3 hold for e(f; 01, /3). Let T,* be an 
optimal n-point partition; E,(f) = E(f, T,*). Define G,* and Gf by (4.13) and 
(4.14). I f  Jf is not identically zero on [a, b], then 
for all t in [a, b]. 
bz G,*(t) = G,(t) 
The proof in [4] appeals to Helly’s selection theorem on compactness of 
proper distribution functions. 
In addition to such density and distribution descriptions of optimal and 
efficient partitions as Lemmas 2 and 3 provide, other results in [4] relate 
optimal partitions to so-called “balanced-error partitions.” A “balanced- 
error partition” is one for which the separate local terms e(f, t, , t,,,) con- 
tributing to E(f, T) assume the same value. From Lemma 3 it can be shown 
that optimal partitions tend to balance these terms as n increases (see [4]). 
In the reverse direction, we show that partitions prescribed by this balancing 
condition are asymptotically efficient. 
When assumptions Al and A3 hold for e(f; (II, p), it is easily argued [4] 
that an n-point partition r, exists that satisfies 
T, = {t,, E [a, b]: t, = a, tn+l = b, and e(f, t,-, , t,) = e(f; t, , t,,,) 
(4.15) 
for v = l,..., n}. 
For such a partition, E(f, T,) = (n + 1) e(f; t, , t,,,). In [4] the following 
result is proved. 
LEMMA 4. Suppose assumptions Al-A3 hold for e(f, 01, ,!I). The partitions 
Tn dejked by (4.15) are asymptotically eficient; that is, 
ji+li n+lE(f, T,) = (lab (Jf (s))l’” ds)s 
These results provide powerful tools for the asymptotic analysis of 
functionals expressed in the additive form (4.5). Analogous results, which 
are easier to prove, hold for the forms which arise in the consideration of 
sup-norm approximations. In this case, global error functionals admit 
descriptions in the form 
(4.16) 
and optimization with respect to the partition T, = (to , tl ,..., t, , t,+l) points 
to consideration of the value 
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Compare (4.16) and (4.4). Th e results of [4] concerning &(f, T,) are related 
here. 
We impose the following assumptions on the “local” terms e(f; a, p) in 
(4.16). 
BI + For any (~11, /3) satisfying a ,< OL < /I < b, e(f; (Y, j) > 0. Further, if 
a < a: < fi < y  < b, then 
max{e(f; a, PI, 4f; A ~11 < 4f; 01, Y). 
B2. Same as A2, but replace the condition m > 1 with m > 0. 
B3. Same as A3. 
Under these assumptions, optimal n-point partitions T,* exist; that is, 
g,(f) = &(f> Ta”). 
Further, the min-max description of G,( f) implies that optimal partitions are 
balanced partitions. If  T,* = (t, , t, ,..., t, , tn+l), then 
g?(f, T,*) == 4h t, , t,,,) for v  = O,..., n. 
In analogy to the lemmas above, we obtain the following results. 
LEMMA 5. If assumptions Bl-B3 hold for e(f; CL, /3), then 
LEMMA 6. Suppose assumptions Bl-B3 hold for e(f; 01, ,8). Let T,* be an 
optimal n-point partition; c?J f) = &(f, T,*). De&e G,* and Gf by (4.13) 
and (4.14). I f  Jf is not identicalZy zero on [a, b], then 
for all t in [a, b]. 
F+T G,*(t) = G,(t) 
Finally, there is an analog of Lemma 2 that describes the efficiency of 
partitions defined by a density. 
LEMMA 7. Suppose assumptions Bl-B3 hold for e(f; 01, 6). Let {rl ,..., TV,> 
be the discontinuity points of _If in (a, b). Let g be a positive, bounded, piecewise- 
continuous density on [a, b] with associated istribution G. For the partitions 
T, = T,-,(g) U {TV ,..., TV} defined by (4.10), 
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COROLLARY 7.1. Suppose assumptions Bl-B3 hold for e(fi 01, /3) and that 
Jf is strictly positiwe on [a, b]. Let {TV ,..., T*} be the discontinuity points of Jf 
in (a, b) and set 
h(t) = Uf WY’” (jab Uf (4)“” ds)-‘. 
The partitions T, = T,,.+(g,) u (TV ,..., rB} are asymptotically ejkient; that is 
i+i +@(f, T,) = (jab (Jf (Wm ds),. 
The nature of these results and the assumptions on which they are based 
point the direction for our analyses of the convex-set approximation problems 
in the following two sections. 
5. CIRCUMSCRIBED POLYGONS 
Let K be a fixed convex body with support function s, in Y2. In this 
section P,, will refer to a member of 8, that circumscribes K. Recall the 
parametric representation (0, ,. . . , 0,) of P, described before Theorem 2 in 
Section 3 and the decompositions of K and P, into components K(Y) and 
Pt’ described after Theorem 3. 
Three conditions completely characterize the spline support function 
sp, in terms of the support function sK: 
SK(e) < sP,(e>, o<e<2rr (5.1) 
+p,) = sd4), v = l,..., n (5.2) 
L+,(e) = 0, e + 8,. (5.3) 
(See (2.14).) These conditions are easily applied, in turn, to deduce the asymp- 
totic behavior of D(K, P,). 
We refer to Eqs. (4.1)-(4.4) and the discussion immediately following these. 
In a manner consistent with the notation of Section 4, define 
and 
e&s ev , k+d = &W”‘, pP>, 
e,.&; 8, , h+d = kdK(? pZ9, 
e& 0, , e,,,) = h(K? p?), 
(5.4) 
e,(s,; 8, , ev+l) = D,“(K”‘, Pt’). 
Apart from their interpretations as distances between convex sets, the terms 
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e(s,; ., .) may be viewed as distances between an arbitrary function s, in .Y’” 
and a function sp, defined by (5.2) and (5.3); s, n is in the null space of L (5.3) 
and interpolates the values of sK at 8, . 
We adopt this latter view in carrying through the asymptotic analysis of 
e(k; 0, , 4+d as ev+l - 0, goes to zero. This local asymptotic analysis is 
directed at assumptions A2 and B2 of Section 4. The other assumptions there 
follow at once from the interpretation of e(s,; ., .) through (5.4). 
A powerful tool in the evaluation of e(s K; 0, , r9,+,) is Polya’s mean value 
theorem [5]. This analog of the familiar mean value theorem for the derivative 
says simply that 
spn(4 - s,(e) = bwoi w4, 6 G e G e,,, (5.5) 
where 
LU=--1 on vt , 4+dr (5.6) 
u(4) = u(e,+,) = 0, (5.7) 
and 5 is an intermediate point 0, < 8 < &,+r; the conditions for (5.5) are 
S, E Y2, Eqs. (5.2) and (5.3), and O,,, - 8, < r. 
Equation (5.5) reduces the asymptotic analysis of e(sK; 0, , Oy+l) to the 
simpler analysis of the function U prescribed by (5.6) and (5.7). Indeed, from 
(5.5), the continuity of yK = Ls, , and the intermediate value theorem, 
e&s 0,) e,,,) = ~~(5) mix u(e), 
%,s%s@“+l 
(5.8) 
and 
e&; 6 , k+d = ~~(6) Jo”+’ o-(e) de, (5.9) 
8” 
The corresponding expression for the local area deviation requires one initial 
simplification. For DA(ICY), Pp’), the limits on the integral (2.6) become 0, 
and OYfl . By integrating the portion [i;* - SK21 by parts and using (5.2) and 
(5.3), this integral reduces to 
From the remainder expression (5.5), this becomes 
ed+; Q, , (5.11) 
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Note that 5 is an intermediate point, 19, < [ < 0,+, , so that continuity of 
Y, implies 
YK(5) = y&s) + O(l)* 
It only remains to give the asymptotic form of the L,-norms of U on 
[e, , &+J. For convenience, assume 0, = 0 and &+, = h > 0. From (5.6) 
and (5.7) 
u(e)=-1 +cose+-_-- 1 - cos h sin e sm h , o<e<h. 
Change variables to write U(e) = U*(T), where 0 = hT and 
~~(7) = -1 + cos(hT) + 
1 - cos h 
sin h 
sin(hT), o<T<l. 
It is easily shown that uh(T)/h2 converges uniformly to $ ~(1 - T) on [0, 11 
as h goes to zero. From observing this convergence, we obtain 
and 
k2 temjix, u(e) = h-2 yr~y Uh(T) + 4 
Y’ v+l 
h-%-l I”’ [w%” de = I1 [%&)/h2]P dT + 2-P I1 [7(1 - T)]P dT 
0 0 
as h-+0. 
These limits and Eqs. (5.8)-(5.11) yield 
e&6 8, ,6+d = b44) h2 + 4h2), 
4k; 4 ,4+,) = -$44,) h3 + O(w, 
(5.12) 
(5.13) 
e,(+; 6 , e,,+l) = 2-qyK(e,,)12 s,l [~(l - T)]” dT h2Q+l + o(h2pf1), (5.14) 
and 
e&i 6 y e,,,) = & hew h3 + 44 (5.15) 
where h = t9,+, - 0, . The precise asymptotic forms supposed in assumptions 
A2 and B2 of Section 4 are given by these last four equations. Theorems 1-4 
follow at once from the general results of Section 4 and the sets of equations 
(5.12)-(5.15), (5.4), and (4.1)-(4.4). 
Error bounds for an approximation are easily deduced from Eqs. (5.8)- 
(5.11). 
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6. INSCRIBED POLYGONS 
The local error analysis for inscribed polygons is slightly more compli- 
cated than the corresponding analysis for circumscribed polygons in Section 5. 
This occurs because the parameters (0, ,..., 0,) that describe the inscribed 
figure do not coincide with the knots of its spline support function. 
Let K be a fixed convex body with support function sK in .Y2. P, will refer 
to a member of gpn that inscribes K. Recall the parametric representation 
(4 >..., 19,) of P,n described after Theorem 5 in Section 3 and the decomposi- 
tions of K and P, into components K(“) and Pt’ described after Theorem 7. 
The parameters 0, of P, are associated with vertices. The knots 17” of 
spn , however, identify with faces of P, . This means that the knots Q and 
parameters 0” are related by inequalities 
Since P, C K, 
0” < 11” < &,I . (6-l) 
SPn(4 G d% 0,<8<2rr (6.2) 
and, since P, inscribes A’, 
sP,p”) = 4&), v = I,..., n. (6.3) 
Equations (6.2) and (6.3) and the continuity of Spn on intervals (T~-~, Q) 
imply, in addition, 
b,(4) = M”). (6.4) 
The last three equations, together with 
completely characterize s, in terms of s, . The double interpolation condi- 
tions (6.3) and (6.4) will 6ow us to invoke Polya’s theorem, as in Section 5. 
Refer to Eqs. (4.1)-(4.4) and the discussion following them. Define 
G&if; 4 , &+I) = &(P?, K’“‘), 
e,4(s,; 4 ,6+,) = DA(P?, K’“‘), 
and 
(6.6) 
We follow the pattern set in Section 5 and regard the terms e(s,; ., .) as 
distances between an arbitrary function s, in Y2 and a function s, defined 
by (6.3)-(6.5). The analysis is directed at the verification of assum{tions A2 
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and B2 of Section 4. The other assumptions in that section follow readily 
from the interpretation of e(sx; ., *) through (6.6). 
Now spn is twice continuously differentiable on [&, 7”) and on (Q , 0,+;l. 
From Polya’s mean value theorem [5] we obtain two remainder expressions, 
G(e) - SE@) = [w51)1 wa 6” < e < 17” 
and 
where 
LU,=l on [e, , d, 
LU,=l on h y evfli, 
wu = iiw = 0, 
u2(4+,) = ~2(4+1) = 0, 
(6.8) 
(6.9) 
and f1 and ,$a are intermediate points, 0, < [ < 17 < 5 < 0 11 Y  L 2 A v+l* The condi- 
tions for (6.7) are s, E 9, Eqs. (6.3)-(6.5), and e,,, - 0, < V. 
From the remainder expressions (6.7), the continuity of rx = Ls, , and 
the intermediate value theorem, we obtain 
e.4~; 6 ,4+d = G(E) max{pa,x, u,(e), Lvmfxl u2m 
Y’ ” V’ v+l 
4~~; 6, , k+d = 43 (/J U,(e) de + j:“+l u,(e) de) , 
” 
(6.10) 
(6.11) 
e,(+; 8, , eYfl) = hmp (6” vuei~ de + !:“+I [u,wip de); (6.12) 
Y 
5 is an intermediate point, 0, < 5 < evfl . The local area deviation is simpli- 
tied by performing the integration by parts indicated in Section 5. Since Q 
is a point of discontinuity of Spn , we obtain 
e,4(+; 0, , k+d 
s 
@“+l 
1 
=2 km - +,m ~~(4 de + ~hh) - ~~~h)i ~~p,h). 
0” 
This reduces to 
Apn(v,) is the jump in the derivative Spn at Q . 
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The asymptotic forms of the L,-norms of Ur and Ua on [0,, $j and 
[Q , 0,+,] are obtained from explicit representations of these functions. For 
convenience, set 19, = 0, 7” = h, , and B,,, - 7” = ha . Let 
h = h, + h, = e”+l . 
From (6.8) and (6.9) 
u,(e) = 1 - cos 8, O<O<& 
and a similar expression holds for Ua . Change variables to write 
U,(e) = z+Jr), where f3 = hr~ and 
z&,(T) = 1 - COS(hrT), O<T<l. 
The quotient z+J7)/hr2 converges uniformly to .r2/2 on [0, l] as h, goes to zero. 
From this uniform convergence and the parallel development for Us , we 
obtain 
as h, -+ 0 and h, --f 0. 
In addition to these expressions, we also need asymptotic estimates of 
h,/h and h,/h in order to determine the exact order in h of (6.10)-(6.12) and 
we need an estimate of dSPII(~y) for (6.13). These estimates are deduced from 
the conditions (6.3)-(6.5) that define sP 
n 
and from the fact that sp. is at least 
continuous at Q . Explicitly, 
sp,(e) = sK(ev) COS(~ - 0,) + i,(e,) sin(Q - e,), 
The continuity of spn at Q gives us the equation 
+(ev) cos h, + iK(ev) sin h, = sK(ev+l) cos h, - ge,,,) sin A2 . 
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Express h, and ha as h, = oJ2 and h, = (1 - LX) h, for some o1,O < 01 < 1, and 
rewrite the last equation as 
S,(0,+,) sin(1 - CX) h + Sx(0,) sin(&) = sK(f$+r) cos(1 - a) h - SK(&) cos(orh). 
By equating terms of order h2 in this equation, we obtain 
0 = &Y,&) [2or - l] h2 + o(h2), 
which implies a! = + + o(1) or 
lii(h,/h) = Iii(h,/h) = 4, (6.14) 
when r,(&) > 0. Similar analysis based on the explicit expression for sp n 
yields 
d~Pn(%) = C&J h + o(h). (6.15) 
By using (6.14), (6.15), and the asymptotic expressions for the &-norms 
of U, and U, in Eqs. (6.10)-(6.13) we arrive at the following estimates: 
eds,; 0, , e,+d = h44 h2 + Ow, (6.16) 
496 4 , h+d = +- y,(k) h3 + O(h3), (6.17) 
and 
[YK(Ol p %(sK; 6 9 6+1) = c@(,-& + 1) hQ’+l + o(h2p+l), (6.18) 
e.&; 4 3 e,,,) = & [~&)I2 h3 + 4h3>, (6.19) 
where h = Bvfl - 0, . Here we have also invoked the continuity of yK to 
write Y&) = r,(B,) + o(1); recall 0, < 5 < 0, + h. 
The precise asymptotic forms supposed in assumptions A2 and B2 of 
Section 4 are given by these last four equations. Theorems 5-8 follow by the 
results of Section 4 and the sets of equations (6.16)-(6.19), (6.6), and (4.1)- 
(4.4). 
Error bounds for an inscribed polygonal approximation are deduced from 
Eqs. (6.10)-(6.13). 
Note added in proof. The limit given in Theorem 5 for the Hausdorff metric is 
equivalent to a result of Fejes T&h, Approximation by polygons and polyhedra, 
Bull. Amer. Math. Sot. 54 (1948), 431-438. It is derived there by different methods 
and under slightly different assumptions. Fejes T&h pursues other interesting problems 
in his paper. 
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