Abstract: Epilepsy is one of the most serious neurological diseases, second only to stroke, with a prevalence of approximately 1% of the world's population. Electroencephalogram (EEG), a summation of electrical activities generated by cortical neurons, was first recorded in 1924 by Hans Berger. Over the past decades, many researchers found that epileptic EEG is very different from that of normal people. As a result, the unique information in epileptic EEG is of significance in diagnosis of epilepsy and epileptic seizure prediction. Therefore, the purpose of this review is to illustrate the most recent and significant patents related to epileptic EEG processing including artifacts removal, epileptic events detection and seizure prediction. Finally, the manuscript points out the potential for future development in the field.
INTRODUCTION
Epilepsy is one of the most common neurological disorders and affects almost 60 million people worldwide. Epileptic seizures, which are characterized by a recurrent and sudden malfunction of the brain, reflect the clinical sign of an excessive and hyper-synchronous activity of neurons in the brain. In clinic, the confirmed diagnosis of epilepsy may be achieved by different examinations, such as positron emission tomography (PET), magnetic resonance imaging (MRI), computed tomography (CT), magnetoencephalogram (MEG) and EEG. Thereinto, EEG is the most economical one with high temporal resolution. There exists a lot of useful information in EEG which could be extracted by signal processing methods. Some of the information is helpful for diagnosis and therapy of epilepsy patients. Up to now, the research work on epileptic EEG processing mainly focuses on epileptic events detection and seizure prediction. In the epileptic EEG, the presence of epileptiform activities, such as spikes, sharps, spike and slow rhythm, highfrequency epileptiform oscillations (HFEOs), confirms the diagnosis of epilepsy or localizes the epileptic areas. On the other hand, scientists found that epileptic seizure is not an abrupt phenomenon, occurring without warning. Converging evidence indicates that there is a preictal period between interictal-ictal transition. This period may be defined as a functional state of the epileptic brain that precedes seizures for periods on the order of minutes to hours. During the preictal period, we can observe apparent changes in EEG while the clinical seizure onset does not happen yet. This leads to the possibility of predicting the epileptic seizures by continuously monitoring the patient's EEG signal.
According to the placement of electrodes, EEG can be divided into intracranial EEG and scalp EEG. Intracranial EEG is acquired with invasively implanted electrodes and *Address correspondence to this author at Department of Instrument Science and Technology, School of Mechanical Engineering, Xi'an Jiaotong University, 710049, P.R. China; Tel: +86-29-8266-3707; Fax: +86-29-8266-4257; E-mail: wangpele@gmail.com primarily used in patients undergoing preparation for surgical treatment. Compared with intracranial EEG, scalp EEG is noninvasive and more widely used in clinical applications. However, scalp EEG is severely contaminated by artifacts such as electrocardiograph (ECG), electromyography (EMG), electrooculargram (EOG). Due to the similarity between the artifacts and epileptic information, our decision on epileptic events detection and seizure prediction is probably confused. So, another important issue is artifact removal, a necessary precondition for scalp EEG processing.
Traditionally EEGs are scanned for epileptic spikes by experienced physicians. With the development of EEG acquisition system, long-term EEG (sometimes over 1 week) collection can be achieved. At present, it is very timeconsuming to finish reading EEG manually. Many researchers try to analyze EEG automatically with advanced algorithms. In this article, we will review the novel patents in epileptic EEG processing, including artifacts removal [1] , epileptic events detection [2, 3] and seizure prediction [4] [5] [6] [7] [8] [9] [10] [11] [12] . The methods, techniques and significance of each patent will be emphasized. A summary on the current states and future developments is provided in the last section.
ARTIFACTS REMOVAL
Due to the low conductivity of the skull and the asynchronization of electrical activities from neurons, scalp EEG has very low signal strengths, typically a few microvolts. As a result, standard EEG recordings often contain some large and distracting artifacts, such as muscle noise, eye movements, cardiac signals and line noise, etc. The existence of these artifacts presents serious problems for the accuracy of EEG analysis. Many attempts have been made to remove the artifacts in EEG signals [13] [14] [15] [16] [17] [18] [19] [20] . Line noise is usually caused by sweat on the scalp surface and can be removed with high-pass filter. Ocular artifacts are caused by blinking of the eyes lead to 'blanking' of the EEG signal and denoising of these artifacts leads to a loss of EEG data and also valuable information that could aid in the diagnosis of epilepsy. Fortunately, ocular artifacts only reflect on Fp1 and Fp2, which could be distinguished from the EEG easily. Cardiac artifacts appear in the EEG periodically, which could be eliminated by synchronization analysis between EEG and ECG collected simultaneously.
Besides the abovementioned artifacts, the EEG is frequently contaminated by electrophysiological potentials associated with muscle contraction due to biting, chewing, frowning or other muscle activities, known as EMG artifacts. Nowadays, ambulatory EEG acquisition systems, such as EEG holters, are widely used in clinical examination of suspected epilepsy patients. While taking the EEG holter, the patient can move, talk and eat freely. Thus, EMG artifacts usually exist in nearly every channel at any time. Moreover, some of the EMG artifacts are very similar to epileptic waves. For example, it is rather difficult to distinguish the artifacts caused by slight chewing from multi-spikes. In practice, muscle artifacts are suppressed by digital low-pass filters. However, these filters suppress all high-frequency activity, including electrical brain activity relevant to the localization of seizure onset, such as ictal beta activity. Up to now, the EMG artifacts are the main obstacle that complicates the interpretation of the EEG.
Eliminating the artifacts from the acquired multi-channel EEG can be concluded as a blind source separation problem (BSS), which is defined as the determination of the original or underlying sources that generate multi-sensor signals, while knowing very little of how these sources project on the sensors and making certain assumptions on these source signals. Independent component analysis (ICA) is an efficient tool in solving BSS problem and has been evaluated for artifact removal. It can separate the observed EEG into statistically independent sources including ECG, EOG, EMG and EEG. The method performs adequately for the removal of ECG, EOG and baseline excursion artifacts, but cross-talk appears when the separation of brain and muscle activity is attempted [21, 22] . Therefore, ICA not only eliminates EMG artifacts but at the same time suppresses genuine brain activity.
In order to circumvent the disadvantages of ICA on muscle artifact elimination, Clercq [1, 23, 24] proposed a new method based on the statistical canonical correlation analysis (CCA) [25] applied as a blind source separation (BSS) technique [26] , further referred to as BSS-CCA. This method, as ICA, thus belongs to the group of data-driven techniques solving the BSS problem.
Suppose the observed time course (1) where A is the unknown mixing matrix. The goal is to estimate the mixing matrix and recover the original source signals S(t) . By introducing the de-mixing matrix W such that Z(t) = WX(t) (2) Approximates the unknown source signals in S(t) . Ideally, W is the inverse of the mixing matrix A . Before solving the problem, the BSS-CCA assumes mutually uncorrelated sources which are maximally autocorrelated and the mixing matrix is supposed to be square [26] .
X(t) = AS(t)
Let X(t) be the observed data matrix with K mixtures and N samples, and let Y(t) be a temporally delayed matrix of X(t) Y(t) = X(t 1)
When the mean of each row from X(t) and Y(t) is removed, CCA gets two sets of basis vectors, one for X and one for Y , such that the correlations between the projections of the variables onto these basis vectors are mutually maximized. Consider the following combinations of the components in X and Y :
CCA finds the weight vectors 
with C xx and C yy the autocovariance matrices of X and Y respectively, and C xy the crosscovariance matrix of X and Y .
When BSS-CCA is applied to the EEG signals, the muscle artifact can be removed by setting the columns representing the activations of the artifactual sources equal to zero in the reconstruction X c (t) : X c (t) = A c Z(t) (7) with Z(t) the sources obtained by BSS-CCA, and Ac the mixing matrix with the columns representing activations of the muscle artifactual sources set to zero. Due to the broad frequency spectrum of EMG artifacts in scalp EEG recordings, muscle artifacts yield more properties of temporally white noise. As a result, they have a low autocorrelation and present in the lowest autocorrelated BSS-CCA sources.
Compared with traditional low-pass filter and ICA, BSS-CCA proposed in the patent is particularly suitable for removing the muscle artifact without altering the recorded underlying brain activity. Moreover, the fast computational time and the ordering of the BSS-CCA make it possible for clinical and medical practice.
EPILEPTIC EVENTS DETECTION
One of the most important applications of the EEG is the diagnosis of epilepsy. In the epileptic EEG, we can usually find some epielptiform waves that do not exist in the EEG signals of normal people. Generally, epileptic waves include spikes, sharps, spike and slow complex, sharp and slow complex. A spike is defined as a restricted triangular transient clearly distinguishable from background activity, having an amplitude of at least twice that of the preceding 5s of background activity in any channel of EEG and duration Currently, EEG holters that can acquire long-term continuous EEG have been used in many hospitals for the diagnosis of epilepsy. So, it is increasingly necessary to develop a practically applicable method to detect epileptiform waves automatically. The first automatic analysis of interictal spikes in epilepsy patients was proposed by Gotman and Gloor in 1976 using mimetic based method [27] . By far, lots of algorithms, which are based on wavelet analysis [2] , [28] [29] [30] [31] [32] [33] [34] , morphological filter [35, 36] , support vector machines [37] , artificial neural network [38] [39] [40] [41] [42] , etc., have been proposed. Many of them showed promising results.
Sarkela filed a patent application that introduces a novel mechanism for detecting focal epileptiform activity and also provides a mechanism that enables efficient localization of the focus of epileptiform activity based on the EEG signals [2] . In this invention, a first plurality of brain wave signals is measured from a subject. A measure indicative of the degree of epileptiform activity is determined for at least some of the signals, whereby a quantitative measure of the epileptiform activity is obtained for a second plurality of the signals. A quantitative measure here refers to a measure which changes, in a monotonic manner, on a continuous scale according to the changes in the epileptiform activity. Based on the second plurality of quantitative measures, an indication is provided of the presence of focal epileptiform activity. This involves that the system of the invention provides the user information from which the user may perceive whether or not focal epileptiform activity is present. The quantitative measures may be compared to each other to get an indication of the relative magnitudes of the signal-specific quantitative measures. If significant mutual differences are detected within the group of measures, focal epileptiform activity is detected.
In the present patent, the author defined two quantitative measures which are wavelet subband entropy (WSE) and wavelet subband kurtosis (WSK). The mother wavelets are selected as Daubechies 1, Daubechies 2 and Daubechies 3.
Thereinto, higher-order mother wavelets (Daubechies 2 and Daubechies 3) are more spiky, therefore potentially being better able to capture spiky EEG waveforms. The Mallat algorithm is performed like a conventional signal filtering. After processing the signal with the Mallat algorithm, wavelet coefficients is obtained at five scales 
where c j are coefficients at a certain scale j , N j is the number of coefficients at each scale j within a given epoch, n is the index used within each 5-s epoch, and m is the summation index. The Shannon entropy of the coefficients ĉ j at each scale is calculated with:
The kurtosis of the coefficients ĉ j at each scale is determined with:
where x =ĉ j (n) .
One advantage of the method is that the detection and localization algorithm does not require high computational power, which makes it suitable for various devices with limited computing power, such as ambulatory devices.
Around the turn of the millennium, the study of highfrequency oscillations (HFOs) and high-frequency epileptiform oscillations (HFEOs) of 100 Hz and higher obtained increasing attention [43] [44] [45] [46] [47] [48] . HFOs/HFEOs can be observed in intracranial EEGs and reflect localized pathological events related to epileptogenesis in the human brains. Bragin et al. investigated the spatial distribution and cellular correlates of ripples (100-200Hz) and fast ripples (FRs, 250-500Hz) in the human epileptic brain using multiple spaced arrays of microelectrodes [45] . Specifically, using microelectrodes oriented perpendicular to the lamina, they recorded from the entorhinal cortex of patients with chronically implanted depth electrodes required for medical diagnosis and compared ripples and FRs on the basis of depth profile analysis and unit correlation data. As a result, the authors claim that in contrast with interictal spikes, HFOs may locate the areas of pathology in the epileptic brain more precisely. Then, many researchers began to study the detection and analysis of HFOs and HFEOs [49] [50] [51] In order to detecting the relationship of high-frequency oscillations with the epileptic seizure, Staba et al. explored HFOs in patients that were surgically implanted with depth electrodes required for localization of the epileptogenic region [49] . Interictal wideband iEEG was recorded from hippocampus and entorhinal areas during overnight polysomnographic sleep studies. HFOs were detected from the sleep EEG recordings using automated techniques and each oscillation was characterized by its peak spectral frequency, duration and proximity to seizure-generating areas. With spectral frequency analysis of interictal wideband EEG, it provides a new quantitative evidence describing the distribution and prevalence of ripple and FR frequency oscillations in the epileptic human hippocampus and entorhinal cortex. Experiment results show that the ratio of FR to ripple generation is significantly greater at sites ipsilateral to seizure onset compared with the ratio of FR to ripple at sites contralateral to seizure initiation. Moreover, the present of hippocampus atrophy was found to be a significant factor in creating the higher relative rate of FR in epileptogenic regions. These findings further substantiate the value of HFO activity as a marker of epileptogenicity in the human epileptic temporal lobe.
On the other hand, it also suggested that HFEOs may localize epileptic regions important to seizure generation in human brains, which would be valuable for understanding, diagnosing and treating epilepsy [43] . However, it is challenging to detect HFEOs due to low SNR and existence in multiple channels with great frequency. Their morphology is also variable and changes with distance from intracranial electrode contacts. Thus, automated methods to detect HFEOs are necessary to localize and track seizure generation in epileptic brains. Firpi et al. implemented a novel algorithm that compounded a neural network (NN) and particle swarm optimization algorithm (PSO) to create optimal features for class-separation between HFEOs and baseline activities [50] . NN is used as a feature extractor and PSO is the learning algorithm. Using the PSO algorithm to train the NN ensures that a global learning algorithm may be able to find the optimal set of weights and can avoid local minimums. Another advantage is its simplicity, making it fast to evaluate and reducing the computational load during the training process. Smart et al. proposed an automatic approach for detecting HFEOs using fuzzy clustering [51] . The acquired iEEG data is first divided into consecutive 1-minute segments and high-pass filtered to improve the SNR. In the feature extraction period, nonlinear energy and curve length were selected because of low computational burden. The calculation of the two features is as follows:
where N is the number of points in a sliding window. A threshold was applied to each feature series to bolster the separation of information in the feature-space. Then, fuzzy C-means clustering was used as the theory basis of the classification. One advantage of the theorem was that it was unnecessary to train the fuzzy classifier, which was valuable since providing the detector with adequate prior knowledge of HFEO activities would be extremely arduous. The algorithm was evaluated with iEEG data collected from six patients with neocortical epilepsy. Compared with neurologist markings, the algorithm detected 87% of the HFEOs while achieving 68% precision and 90% specificity.
EPILEPTIC SEIZURE PREDICTION
According to the statistics, two thirds of epileptic patients can be sufficiently controlled by antiepileptic drugs. Another 7% to 8% may profit from epilepsy surgery. In about 25% of individuals with epilepsy, however, seizures cannot be controlled by any available therapy. If it was possible to predict seizure occurrence from the EEG of epilepsy patients, new therapeutic strategies could be made and the quality of life for epilepsy patients could be significantly improved. Thus the motivation for research the predictability of seizures is straightforward.
Over the past decade, researchers have gradually noticed that seizures do not begin abruptly but develop several minutes to hours before clinical symptoms . This discovery leads to the possibility of predicting epileptic seizures, which can greatly improve the quality of life for these patients. For instance, patients can be forewarned to take timely preventive steps such as interrupting hazardous activities or contacting the physician for help. Also, therapeutic concepts could move from preventive strategies towards an on-demand therapy by electrical stimulation in an attempt to reset brain dynamics to a state that will no longer develop into a seizure [66] .
Epileptic seizure prediction is the hotspot in epilepsy research field. Both intracranial and scalp EEG signals are used in the development of epileptic seizure prediction algorithms. In late 1990s, with the advent of nonlinear analysis methods, theories including maximum Lyapunov exponents [64] [65] [66] [67] 70 ], accumulated energy [71] [72] [73] , correlation dimension [74, 75] , correlation integral [8, 76] , correlation density [77] , phase synchronization [78, 79] , Kolmogorov entropy [80] , complexity analysis [12, 81] , genetic programming [82] , probability analysis [11] , etc, were introduced into epileptic seizure prediction. The common feature of these studies is a moving window analysis in which a nonlinear characterizing measure is calculated from a window of EEG data with a predefined length, and then the subsequent window of EEG is analyzed, etc. The duration of the moving window usually ranges from 10 to 40s.
Iasemidis et al. made the first attempts testing seizureprediction algorithms in a prospective manner [67, 70] and filed several patents that describe systems and methods capable of effectively generating true seizure warnings and predictions well in advance of impending seizures [4, 5] . The methods take advantage of the spatio-temporal characteristics exhibited by certain sites within the brain, when compared with the spatio-temporal characteristics exhibited by other sites within the brain, as these characteristics are noticeably different prior to an impending seizure as compared to the spatio-temporal characteristics exhibited by these same sites during seizure free intervals. The inventors also claim that these spatio-temporal characteristics may be noticeable hours, and in some case, days before the occurrence of a seizure. More particularly, the patents [4, 5] to characterize the dynamic entrainment of the spatialtemporal responses. A core problem is the determination of the combination of these parameters, i.e. selecting one or several parameters from amongst multiple dynamical parameters. In the present patent, this is done at the end of the initialization period. The flowchart of the system is shown in Fig. (1) .
Litt et al. proposed a method and apparatus for predicting the onset of a seizure in epileptic patients [6] . The method is operated by monitoring signals representing the activities of the brain, extracting features from the signals and deriving a feature vector representing a combination of those features that are determined to be predictive of seizure onset, and analyzing the feature vector with a trainable algorithm. The process flow is shown in Fig. (2) . Intracranial EEGs or other physiologic signals are sensed by implanted electrodes or other appropriate sensors and are pre-processed (amplified, filtered, multiplexed, etc) by components in the implanted unit. Then a processor preferably in the portable unit extracts premonitory signal characteristics to generate a feature vector. The feature vector are processed by an intelligent predictor network, which continuously estimates the probability that a seizure will occur with one or more fixed or adjustable time periods (e.g. 1 minute, 10 minutes, 1 hour, 1 day). The portable unit triggers visual displays and Fig. (1) . Flowchart depicting techniques for providing early ISW, SSPD and TISP described in patent [5] . auditory cues of this information, and/or commands the implanted unit to administer abortive and/or mitigative therapy.
In the present patent, a "feature library" that includes a collection of features is predefined and they are divided into instantaneous and historical. Instantaneous features are computed from observation windows that are essentially 1.25 seconds or less in duration, whereas historical features span longer periods and are based on the evolution of instantaneous features. For example, the instantaneous features contain mean frequency, 4 th power indicator, single scale of the wavelet transform, spectral entropy and signal energy. A complementary historical feature vector is generated that contain counts of the occurrence of a preictal prodrome in the last n time windows, counts of drops in fractal dimension for the last n windows below a certain threshold, and features of accumulated energy profiles including the last value and number of slope changes. Both of these feature vectors are then fed into the wavelet neural networks. The outputs are probabilities of seizure onset for different time horizons. The proposed method in the present invention provides several unique features and advantages: 1) it employs continuous probabilistic forecasting, and continuously outputs a probability measure, which is an estimation of the exact probability function determined for seizure occurrence; 2) it employs multiple adjustable prediction time periods or time frames; 3) therapeutic intervention triggered by this prediction method (e.g. electrical stimulation) is adjusted according to the probability measure output and/or time horizon to seizure so that as seizures become closer and more likely, modalities or parameters of the intervention measure, such as more aggressive therapy, is triggered to abort the event.
Robert et al. proposed a method for predicting epileptic seizure based on correlation integral [8] , defined as:
where P( ) denotes the probability of the argument, j x is the j th element of the time series being reconstructed, and
reconstructed from data. The notation • means norm of the argument. The quantity C d refers to the probability that two vectors reconstructed from the time series in d-dimensions will be close to each other. In terms of the original time series, C d is a similarity measurement of two sequences of length d taken from a time series. Thus, the predictability can be defined as:
where z k = 
Then the marginal predictability is determined with: Otherwise, there is no additional predictive information in
Considering two different scalp electrodes from focal and remote area, the author observed that d of the focal electrode is much greater than that of the remote electrode in the interictal period. Within 15 minutes prior to the seizure (preictal period), d of the focal electrode decreases to approximately the same level as that of the remote electrode. As a result, the differences in the marginal predictabilities of focal and remote electrodes between times far removed from a seizure and times close to a seizure could be en effective predictor of epileptic seizure. Donnett et al. developed a brain signal telemetry with epileptic seizure prediction function [9] . An ambulatory intrinsic brain signal processor circuit is coupled to a Fig. (2) . Overall process for predicting the onset of a seizure described in patent [6] . plurality of electrodes. The circuit includes a digital multiplexer circuit coupled to the electrodes to multiplex brain signal data from different electrodes together into a multiplexed data stream. An ambulatory transceiver circuit wirelessly communicates information to and from a remote transceiver. The epileptic seizure prediction algorithm is based on the theory of templates matching. First of all, a normal template, providing an indication of correlation of the brain potentials during at least one non-seizure time period of the subject, is constructed. Wherein, the nonseizure time period excludes a time period during a seizure and the non-seizure time period excludes at least a first specified time period preceding the seizure. Then, a nonnormal template, providing an indication of correlation of the brain potentials during at least one pre-seizure time period or seizure time period of the subject, is determined. Thereinto, the pre-seizure time period is less or equal to a second specified time period before the seizure and the seizure occurs during the seizure time period.
The seizure onset alert is triggered by comparing the indication of correlation obtained during the sampling time period to each of the normal and non-normal templates: a seizure likelihood indicator that is configured to provide a greater likelihood of the upcoming seizure when the indication of correlation obtained during the seizure prediction time becomes less closely matched to the indication of correlation of the normal template and more closely matched to the indication of correlation of the nonnormal template. When the likelihood of the upcoming seizure exceeds a specified alert threshold value, an alert is provided by the alert comparator circuit.
Due to the diversity of the epileptic seizures, it is rather difficult to form a satisfactory template, either normal or non-normal template. The advantage of the prediction algorithm is the low computational load. However, the practical performance of the method may differ greatly across patients. In other words, the result should be regarded as inconclusive. Thus, the main contribution of the patent is that it developed a hardware platform which makes efficient use of limited bandwidth of a wireless communication link between the portable amplifier and the remote PC.
Hively et al. presents methods and apparatus for automatically predicting epileptic seizures based on chaotic time series analysis (CTSA) [10] . The scalp EEG is firstly preprocessed with zero-phase quadratic filter to remove artifacts such as ECG, EOG and EMG. Then, the author converts each artifact-filtered point into a discrete symbol, s i , as one of S different integers, 0 s i S 1.
Contiguous, non-overlapping partitions is used to obtain uniform symbols between the minimum, g min , and maximum, g max , in the data of the first data case cutest with
. The function INT converts a decimal number to the largest lower integer. After that, the symbolized data can be converted into a phase space (PS) representation by standard reconstruction of the dynamics via time-delay vectors:
Denote Q i as the population of the i th bin of the base case and i R as the population of the i th bin of the test case.
The comparison between the test case and the base case via dissimilarity measures is defined as:
These sums run over all populated PS cells. The 2 is a relative measure of dissimilarity in this context, rather than a mathematical distance or an unbiased statistic for accepting or rejecting a null statistical hypothesis [83] . By expanding Echauz et al. proposed a method and an apparatus for predicting and detecting epileptic seizure onsets within a unified multi-resolution probabilistic framework, enabling a portion of the device to automatically deliver a progression of multiple therapies, ranging from benign to aggressive as the probabilities of seizure warrant [11] . Based on the novel computational intelligence algorithms, a realistic posterior probability function P(S T x) representing the probability of one or more seizures starting within the next T minutes, given observations x derived from intracranial EEG, is periodically synthesized for a plurality of prediction time horizons. When coupled with optimally determined thresholds for alarm or therapy activation, probabilities defined in this fashion provide anticipatory time-localization of events in a synergistic logarithmic-like array of time resolutions. The longer and shorter prediction time scales are made to correspond to benign and aggressive therapies respectively. In addition to providing degrees of confidence and fine monitoring of patients' states, probabilities can be advantageously treated as degrees of imminence of events. Such degrees serve to modulate the dosage and other parameters of treatment during open-loop or feedback control of preseizures once activation is triggered. Fast seizure onset detection is unified with the framework as a degenerate form of prediction at the shortest time horizon. The patent employed Wavelet Neural Networks (WNN) to learn the probability function P(S T x) in up to about 10 dimensions with moderate amounts of training samples.
An important advantage of the patent is the flexibility of seizure prediction algorithm: within the probabilistic framework, the prediction horizon and confidence of predicting an upcoming seizure is very useful for the patients or physicians to make a reasonable decision.
Bian et al. reported an epileptic prediction method using second-order C 0 complexity [12] . The original EEG is firstly preprocessed with a band-pass filter 
The inverse Fourier transform of
Then 0 C complexity is determined with:
The second-order C 0 complexity is obtained by calculating the C 0 complexity of the complexity series {C 0 (i), i = 0,1, 2,K, N 1} .
With a predefined sliding window, a second-order C 0 complexity series {C s (i), i = 0,1, 2,K, N 1} is obtained. Within the sliding window j , the average and
1/2 . Then we get two series: [84] . However, the algorithm did not run prospectively and the specificity of the method was unavailable. Besides, the prediction time of about 1 minute is too low to trigger therapeutic interventions (e.g. electrical stimulation).
CURRENT & FUTURE DEVELOPMENTS
Up to now, many promising results have been achieved in epileptic EEG processing, especially in artifact removal and spike detection. Artifacts including ECG, EOG and EMG could be removed very efficiently. At the same time, the performance of spike detection algorithm is qualified for clinical practice. In our opinion, the following issues should be addressed:
(1) Artifact removal is the basic precondition in the EEG processing, especially in scalp EEG processing. So, the research work that focuses on epileptic event detection and seizure prediction should include a reasonable artifact removal method. Otherwise, the performance of such an algorithm may be decreased.
(2) An ideal artifact removal algorithm should remove the artifacts and retain the epileptic discharges and preictal period. This could be validated with an epileptic EEG segment contaminated with artifacts. Unfortunately, some artifact removal algorithms are evaluated with normal scalp EEG [16] [17] [18] 85] .
(3) Currently, epileptic events detection algorithms mainly focus on spike detection. In clinical application, slow waves are also important information in epilepsy diagnosis, which should be particularly concerned.
(4) Since the scalp EEG is severely contaminated, sometimes even experienced physicians cannot distinguish the epileptic event exactly. A practical substitution is to eliminate normal segments as much as possible. In this way, all the suspected segments that contain epileptic events are retained for further judgment by physicians.
(5) At present, the performance of epileptic seizure prediction algorithm could not meet the requirement of clinical application. The next milestone in the field of seizure prediction is to prove that seizure-prediction algorithms can be designed to run prospectively on unselected, out-of-sample data with a performance that is better than that of a random prediction process [86] . While improving the epileptic seizure prediction algorithm, the development of ambulatory system, including EEG acquisition, seizure prediction and alarming device, is of great significance.
(6) The EEG signals have high temporal resolution but limited spatial resolution. Whereas MRI and PET have opposite features compared with EEG. Currently, the temporal resolution of EEG is high enough for predicting seizures: it can detect neuron activities within microseconds and can be used for monitoring of brain dynamics for a long time, several days to weeks. The problem is how to find an efficient tool with high temporal and spatial resolution. Perhaps the combination of EEG and MRI/PET is a good choice.
