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Radiomic features 
The following approaches were used to determine radiomics: histogram of intensities analysis, 
texture analysis (the Gray Level Co-occurrence Matrix, the Neighborhood Gray Tone Difference 
Matrix, the Gray Level Size Zone Matrix and the Gray Level Run Length Matrix), shape analysis 
and wavelet transform analysis. 
 
Histogram of intensities 
 
The parameters from the histogram of intensities were calculated in the perfusion maps before a 
discretization. Let 𝑋 denotes the intensities of the 3D image with 𝑁 voxels. ?̅? - mean of 𝑋, 𝑁𝑔 - 
number of gray levels in the image, 𝑝𝑖 - the occurrence probability of gray level 𝑖. 
1) 𝑚𝑒𝑎𝑛 =  
1
𝑁
∑ 𝑋𝑖
𝑁
𝑖=1  
2) 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑎𝑡𝑖𝑜𝑛 =  √
1
𝑁
∑ (𝑋𝑖 − ?̅?)2
𝑁
𝑖=1  
3) 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 =  
1
𝑁
∑ (𝑋𝑖 − ?̅?)
2𝑁
𝑖=1  
4) 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 𝑜𝑓 𝑣𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛 =
 √
1
𝑁
∑ (𝑋𝑖−?̅?)
2𝑁
𝑖=1
?̅?
 
5) 𝑠𝑘𝑒𝑤𝑛𝑒𝑠𝑠 =
 
1
𝑁
∑ (𝑋𝑖−?̅?)
3𝑁
𝑖=1
(√
1
𝑁
∑ (𝑋𝑖−?̅?)
2𝑁
𝑖=1 )
3 
6) 𝑘𝑢𝑟𝑡𝑜𝑠𝑖𝑠 =
 
1
𝑁
∑ (𝑋𝑖−?̅?)
4𝑁
𝑖=1
(√
1
𝑁
∑ (𝑋𝑖−?̅?)
2𝑁
𝑖=1 )
4 − 3 
7) 𝑚𝑒𝑎𝑛 𝑎𝑏𝑠𝑜𝑙𝑢𝑡 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 =  
1
𝑁
∑ |𝑋𝑖 − ?̅?|
𝑁
𝑖=1  
8) 𝑟𝑜𝑏𝑢𝑠𝑡 𝑚𝑒𝑎𝑛 𝑎𝑏𝑠𝑜𝑙𝑢𝑡 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 =  
1
𝑁
∑ |𝑋10−90,𝑖 − ?̅?10−90|
𝑁10−90
𝑖=1  
where: 𝑁10−90- number of voxel in the range from and 10th percentile and 90th percentile, ?̅?10−90 
- mean value of voxel in the range from 10th percentile and 90th percentile  
9) 𝑒𝑛𝑒𝑟𝑔𝑦 =  ∑ 𝑋𝑖
2𝑁
𝑖=1  
10) 𝑒𝑛𝑡𝑟𝑜𝑝𝑦 =  − ∑ 𝑝𝑖
𝑁𝑔
𝑖=1
log2 𝑝𝑖 
11) 𝑟𝑜𝑜𝑡 𝑚𝑒𝑎𝑛 𝑠𝑞𝑢𝑎𝑟𝑒 =  √
𝑒𝑛𝑒𝑟𝑔𝑦
𝑁
 
12) 𝑢𝑛𝑖𝑓𝑜𝑟𝑚𝑖𝑡𝑦 =  ∑ 𝑝𝑖
𝑁𝑔
𝑖=1
 
13) 𝑚𝑖𝑛𝑖𝑚𝑢𝑚 𝑣𝑎𝑙𝑢𝑒 = min(𝑋)  
14) 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑣𝑎𝑙𝑢𝑒 = max(𝑋) 
15) 𝑚𝑒𝑑𝑖𝑎𝑛 –  the median value of 𝑋 
16) 10𝑡ℎ𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑖𝑙𝑒 – 10th percentile of 𝑋 
17) 90𝑡ℎ𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑖𝑙𝑒 – 90th percentile of 𝑋 
18) interqurtile range = 90𝑡ℎ𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑖𝑙𝑒 −  10𝑡ℎ𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑖𝑙𝑒    
19) 𝑟𝑎𝑛𝑔𝑒 = max(𝑋) − min(𝑋)  
  
  
The Gray Level Co-occurrence Matrix (GLCM) 
 
The parameters from the Gray Level Co-occurrence Matrix [1] were calculated in all 26 directions 
with a distance of one voxel. The final parameters were the average of all directions. If one of the 
voxels had a ‘not a number’ value the pair was not taken into account in the calculations. Let 𝑃𝑖𝑗 
denotes the (𝑖, 𝑗) entry in the Gray Level Co-occurrence Matrix, 𝑁𝑔 - number of gray tones in a 
studied structure, 𝑃𝑥𝑖 = ∑ 𝑃𝑖𝑗
𝑁𝑔
𝑗=1
, 𝑃𝑦𝑗 = ∑ 𝑃𝑖𝑗
𝑁𝑔
𝑖=1
, 𝑃𝑥+𝑦(𝑘) = ∑ ∑ 𝑃𝑖𝑗
𝑁𝑔
𝑖=1
𝑁𝑔
𝑗=1
, where 𝑘 = 𝑖 + 𝑗, 
𝑃𝑥−𝑦(𝑘) = ∑ ∑ 𝑃𝑖𝑗
𝑁𝑔
𝑖=1
𝑁𝑔
𝑗=1
, where 𝑘 =  |𝑖 − 𝑗|. 
 
20) 𝑒𝑛𝑒𝑟𝑔𝑦 =  ∑ ∑ 𝑃𝑖𝑗
2𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
 
21) 𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡 = ∑ ∑ (𝑖 − 𝑗)2𝑃𝑖𝑗
𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
 
22) 𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 =  
∑ ∑ 𝑖𝑗𝑃𝑖𝑗−𝜇𝑥𝜇𝑦
𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
𝜎𝑥𝜎𝑦
 
where: 𝜇𝑥 =  ∑ ∑ 𝑖𝑃𝑖𝑗
𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
, 𝜇𝑦 =  ∑ ∑ 𝑗𝑃𝑖𝑗
𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
, 𝜎𝑥 =  ∑ ∑ 𝑃𝑖𝑗(𝑖 − 𝜇𝑥)
2𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
,                                        
  𝜎𝑦 =  ∑ ∑ 𝑃𝑖𝑗(𝑗 − 𝜇𝑦)
2𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
 
23) 𝑠𝑢𝑚 𝑜𝑓 𝑠𝑞𝑢𝑎𝑟𝑒𝑠 = ∑ ∑ (𝑖 − 𝜇)2𝑃𝑖𝑗
𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
  
where 𝜇 – mean of 𝑃 
24) 𝑖𝑛𝑣𝑒𝑟𝑒𝑠𝑒 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑚𝑜𝑚𝑒𝑛𝑡 (ℎ𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦) = ∑ ∑
𝑃𝑖𝑗
1+(𝑖−𝑗)2
𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
 
25) 𝑖𝑛𝑣𝑒𝑟𝑒𝑠𝑒 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑚𝑜𝑚𝑒𝑛𝑡 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 = ∑ ∑
𝑃𝑖𝑗
1+
(𝑖−𝑗)2
𝑁𝑔
2
𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
 
26) 𝑖𝑛𝑣𝑒𝑟𝑒𝑠𝑒 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 = ∑ ∑
𝑃𝑖𝑗
1+|𝑖−𝑗|
𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
 
27) 𝑖𝑛𝑣𝑒𝑟𝑒𝑠𝑒 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 = ∑ ∑
𝑃𝑖𝑗
1+
|𝑖−𝑗|
𝑁𝑔
𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
 
28) 𝑠𝑢𝑚 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 = ∑ 𝑖 ∙  𝑃𝑥+𝑦(𝑖)
2𝑁𝑔
𝑖=2
 
29) 𝑠𝑢𝑚 𝑒𝑛𝑡𝑟𝑜𝑝𝑦 = − ∑ 𝑃𝑥+𝑦(𝑖)
2𝑁𝑔
𝑖=2
log2 𝑃𝑥+𝑦(𝑖) 
30) 𝑠𝑢𝑚 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 = ∑ 𝑃𝑥+𝑦(𝑖)
2𝑁𝑔
𝑖=2
∙ (𝑖 − 𝑠𝑢𝑚 𝑎𝑣𝑒𝑟𝑎𝑔𝑒)2 
31) 𝑒𝑛𝑡𝑟𝑜𝑝𝑦 = − ∑ ∑ 𝑃𝑖𝑗 log2 𝑃𝑖𝑗
𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
 
32) 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑒𝑛𝑡𝑟𝑜𝑝𝑦 = − ∑ 𝑃𝑥−𝑦(𝑖)
𝑁𝑔−1
𝑖=0
log2 𝑃𝑥−𝑦(𝑖) 
33) 𝑖𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 1 (𝐼𝑀𝐶1) =
 
− ∑ ∑ 𝑃𝑖𝑗 log2 𝑃𝑖𝑗
𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
−(− ∑ ∑ 𝑃𝑖𝑗 log2 𝑃𝑥𝑖𝑃𝑦𝑗
𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
)
𝑚𝑎𝑥{(− ∑ ∑ 𝑃𝑥𝑖 log2 𝑃𝑥𝑖
𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
),(− ∑ ∑ 𝑃𝑦𝑗 log2 𝑃𝑦𝑗
𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
)}
 
34) 𝑖𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 2 (𝐼𝐶𝑀2) =
 √1 − exp [−2 − (− ∑ ∑ 𝑃𝑖𝑗 log2 𝑃𝑥𝑖𝑃𝑦𝑗
𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
) + ∑ ∑ 𝑃𝑖𝑗 log2 𝑃𝑖𝑗
𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
] 
35) 𝑚𝑎𝑥𝑖𝑚𝑎𝑙 𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 (𝑀𝐶𝐶) =  √second largest eigenvalue of ∑
𝑃𝑖𝑘𝑃𝑗𝑘
𝑃𝑥𝑖𝑃𝑗𝑖
𝑁𝑔
𝑘=1   
  
36) 𝑗𝑜𝑖𝑛𝑡 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 = max (𝑃𝑖𝑗) 
37) 𝑗𝑜𝑖𝑛𝑡 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 =  ∑ ∑ 𝑖𝑃𝑖𝑗
𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
 
38) 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 = ∑ 𝑖𝑃𝑥−𝑦(𝑖)
𝑁𝑔−1
𝑖=0
 
39) 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 = ∑ 𝑃𝑥−𝑦(𝑖)
𝑁𝑔−1
𝑖=0
∙ (𝑖 − 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑎𝑣𝑒𝑟𝑎𝑔𝑒)2 
40) 𝑑𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 =  ∑ ∑ |𝑖 − 𝑗|
𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
𝑃𝑖𝑗 
41) 𝑖𝑛𝑣𝑒𝑟𝑒𝑠𝑒 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 = 2 ∑ ∑
𝑃𝑖𝑗
(𝑖−𝑗)2
𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
 
42) 𝑎𝑢𝑡𝑜𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 =  ∑ ∑ 𝑖𝑗𝑃𝑖𝑗
𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
 
43) 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 𝑡𝑒𝑛𝑑𝑒𝑛𝑐𝑦 = ∑ ∑ (𝑖 + 𝑗 − 𝜇𝑥 − 𝜇𝑦)
2
𝑃𝑖𝑗
𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
 
44) 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 𝑠ℎ𝑎𝑑𝑒 = ∑ ∑ (𝑖 + 𝑗 − 𝜇𝑥 − 𝜇𝑦)
3
𝑃𝑖𝑗
𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
 
45) 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 𝑝𝑟𝑜𝑚𝑖𝑛𝑒𝑛𝑐𝑒 = ∑ ∑ (𝑖 + 𝑗 − 𝜇𝑥 − 𝜇𝑦)
4
𝑃𝑖𝑗
𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
 
 
The Neighborhood Gray Tone Difference Matrix (NGTDM) 
 
The Neighborhood Gray Tone Difference Matrix [2] was calculated based on 26 adjacent voxels. 
The voxels with ‘not a number’ value were excluded from the average over the neighborhood 
region. Let 𝑠𝑖 denotes the ith entry in the Neighborhood Gray Tone Difference Matrix, 𝑁𝑖 - the 
number of voxels having gray tone 𝑖, 𝐺 - number of gray tones in a studied structure, 𝑛 - number 
of studied voxels. 
 
46) 𝑐𝑜𝑎𝑟𝑠𝑒𝑛𝑒𝑠𝑠 =  [𝜖 + ∑
𝑁𝑖
𝑛
𝐺
𝑖=1 𝑠𝑖]
−1
 
where 𝜖 is a small number to prevent coarseness becoming infinite. 
47) 𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡 =  [
1
𝑁𝑔(𝑁𝑔−1)
∑ ∑
𝑁𝑖
𝑛
𝐺
𝑗=1
𝑁𝑗
𝑛
𝐺
𝑖=1 (𝑖 − 𝑗)
2] [
1
𝑛
∑ 𝑠𝑖
𝐺
𝑖=1 ] 
where 𝑁𝑔 is the total number of different gray levels present in the image. 
48) 𝑏𝑢𝑠𝑦𝑛𝑒𝑠𝑠 =  
∑
𝑁𝑖
𝑛
𝐺
𝑖=1 𝑠𝑖
∑ ∑ 𝑖
𝑁𝑖
𝑛
𝐺
𝑗=1 −𝑗
𝑁𝑗
𝑛
𝐺
𝑖=1
 
for 
𝑁𝑖
𝑛
≠ 0 and 
𝑁𝑗
𝑛
≠ 0 
49) 𝑐𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦 =  ∑ ∑
|𝑖−𝑗|(
𝑁𝑖
𝑛
𝑠𝑖+
𝑁𝑗
𝑛
𝑠𝑗)
𝑁𝑖+𝑁𝑗
𝐺
𝑗=1
𝐺
𝑖=1  
for 𝑁𝑖 ≠ 0 and 𝑁𝑗 ≠ 0 
 
The Gray Level Size Zone Matrix (GLSZM) 
 
In the Gray Level Size Zone Matrix [3] calculation the voxels with ‘not a number’ value were 
excluded from the analysis. Let 𝑃𝑖𝑗 denotes the (𝑖, 𝑗) entry in the Gray Level Size Zone Matrix, 𝑖 - 
  
gray value, 𝑗 - size, 𝑛𝑟 - number of homogeneous areas inside a studied structure and                 
𝑝𝑖𝑗 =  𝑃𝑖𝑗 𝑛𝑟⁄ , 𝜇𝑖 =  ∑ ∑ 𝑖𝑃𝑖𝑗
𝑁
𝑗=1
𝑀
𝑖=1 , 𝜇𝑗 =  ∑ ∑ 𝑖𝑃𝑖𝑗 .
𝑁
𝑗=1
𝑀
𝑖=1  
50) 𝑔𝑟𝑎𝑦 𝑙𝑒𝑣𝑒𝑙 𝑛𝑜𝑛 − 𝑢𝑛𝑖𝑓𝑜𝑟𝑚𝑖𝑡𝑦 (𝐺𝐿𝑁𝑈) =  
1
𝑛𝑟
∑ (∑ 𝑃𝑖𝑗
𝑁
𝑗=1 )
2𝑀
𝑖=1  
51) 𝑠𝑖𝑧𝑒 𝑧𝑜𝑛𝑒 𝑛𝑜𝑛 − 𝑢𝑛𝑖𝑓𝑜𝑟𝑚𝑖𝑡𝑦 (𝑆𝑍𝑁𝑈) =  
1
𝑛𝑟
∑ (∑ 𝑃𝑖𝑗
𝑀
𝑖=1 )
2𝑁
𝑗=1  
52) 𝑠𝑚𝑎𝑙𝑙 𝑧𝑜𝑛𝑒 𝑒𝑚𝑝ℎ𝑎𝑠𝑖𝑠 (𝑆𝑍𝐸) =  
1
𝑛𝑟
∑ ∑
𝑃𝑖𝑗
𝑗2
𝑁
𝑗=1
𝑀
𝑖=1  
53) 𝑙𝑎𝑟𝑔𝑒 𝑧𝑜𝑛𝑒 𝑒𝑚𝑝ℎ𝑎𝑠𝑖𝑠 (𝐿𝑍𝐸) =  
1
𝑛𝑟
∑ ∑ 𝑃𝑖𝑗
𝑁
𝑗=1 ∙ 𝑗
2𝑀
𝑖=1  
54) 𝑙𝑜𝑤 𝑔𝑟𝑎𝑦 𝑙𝑒𝑣𝑒𝑙 𝑧𝑜𝑛𝑒 𝑒𝑚𝑝ℎ𝑎𝑠𝑖𝑠 (𝐿𝐺𝑍𝐸) =  
1
𝑛𝑟
∑ ∑
𝑃𝑖𝑗
𝑖2
𝑁
𝑗=1
𝑀
𝑖=1  
55) ℎ𝑖𝑔ℎ 𝑔𝑟𝑎𝑦 𝑙𝑒𝑣𝑒𝑙 𝑧𝑜𝑛𝑒 𝑒𝑚𝑝ℎ𝑎𝑠𝑖𝑠 (𝐻𝐺𝑍𝐸) =  
1
𝑛𝑟
∑ ∑ 𝑃𝑖𝑗
𝑁
𝑗=1 ∙ 𝑖
2𝑀
𝑖=1  
56) 𝑠𝑚𝑎𝑙𝑙 𝑧𝑜𝑛𝑒 𝑙𝑜𝑤 𝑔𝑟𝑎𝑦 𝑙𝑒𝑣𝑒𝑙 𝑒𝑚𝑝ℎ𝑎𝑠𝑖𝑠 (𝑆𝑍𝐿𝐺𝐸) =  
1
𝑛𝑟
∑ ∑
𝑃𝑖𝑗
𝑖2∙𝑗2
𝑁
𝑗=1
𝑀
𝑖=1  
57) 𝑠𝑚𝑎𝑙𝑙 𝑧𝑜𝑛𝑒 ℎ𝑖𝑔ℎ 𝑔𝑟𝑎𝑦 𝑙𝑒𝑣𝑒𝑙 𝑒𝑚𝑝ℎ𝑎𝑠𝑖𝑠 (𝑆𝑍𝐻𝐺𝐸) =  
1
𝑛𝑟
∑ ∑
𝑃𝑖𝑗 ∙𝑖
2
𝑗2
𝑁
𝑗=1
𝑀
𝑖=1  
58) 𝑙𝑎𝑟𝑔𝑒 𝑧𝑜𝑛𝑒 𝑙𝑜𝑤 𝑔𝑟𝑎𝑦 𝑙𝑒𝑣𝑒𝑙 𝑒𝑚𝑝ℎ𝑎𝑠𝑖𝑠 (𝐿𝑍𝐿𝐺𝐸) =  
1
𝑛𝑟
∑ ∑
𝑃𝑖𝑗 ∙𝑗
2
𝑖2
𝑁
𝑗=1
𝑀
𝑖=1  
59) 𝑙𝑎𝑟𝑔𝑒 𝑧𝑜𝑛𝑒 ℎ𝑖𝑔ℎ 𝑔𝑟𝑎𝑦 𝑙𝑒𝑣𝑒𝑙 𝑒𝑚𝑝ℎ𝑎𝑠𝑖𝑠 (𝐿𝑍𝐻𝐺𝐸) =  
1
𝑛𝑟
∑ ∑ 𝑃𝑖𝑗
𝑁
𝑗=1 ∙ 𝑖
2𝑀
𝑖=1 ∙ 𝑗
2 
60) 𝑠𝑖𝑧𝑒 𝑝𝑟𝑒𝑐𝑒𝑛𝑡𝑎𝑔𝑒 =  
𝑛𝑟
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑣𝑜𝑥𝑒𝑙𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑠𝑡𝑢𝑑𝑖𝑒𝑑 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒
 
61) 𝑔𝑟𝑎𝑦 𝑙𝑒𝑣𝑒𝑙 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 =  
1
𝑛𝑟
∑ ∑ (𝑖 − 𝜇𝑖)
2𝑃𝑖𝑗
𝑁
𝑗=1
𝑀
𝑖=1  
62) 𝑠𝑖𝑧𝑒 𝑧𝑜𝑛𝑒 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 =  
1
𝑛𝑟
∑ ∑ (𝑗 − 𝜇𝑗)
2
𝑃𝑖𝑗
𝑁
𝑗=1
𝑀
𝑖=1  
63) 𝑠𝑖𝑧𝑒 𝑧𝑜𝑛𝑒 𝑒𝑛𝑡𝑟𝑜𝑝𝑦 =  
1
𝑛𝑟
∑ ∑ 𝑃𝑖𝑗 log (𝑃𝑖𝑗)
𝑁
𝑗=1
𝑀
𝑖=1  
 
Shape 
 
In the USZ implementation: to calculate shape features contours were transformed onto 1 mm 
isotropic grid. The volume and surface estimation was done using marching cubes algorithm 
implemented in the VTK library [4]. 
64) 𝑉 – volume 
65) 𝐴 – surface 
66) 𝑐𝑜𝑚𝑝𝑎𝑐𝑡𝑛𝑒𝑠𝑠 1 =  
𝑉
(𝜋2𝐴)
3
2
 
67) 𝑐𝑜𝑚𝑝𝑎𝑐𝑡𝑛𝑒𝑠𝑠 2 =  36𝜋
𝑉2
𝐴3
 
68) 𝑠𝑝ℎ𝑒𝑟𝑖𝑐𝑎𝑙 𝑑𝑖𝑠𝑝𝑟𝑜𝑝𝑜𝑟𝑡𝑖𝑜𝑛 =  
𝐴
4𝜋𝑅2
 
where: 𝑅 is the radius of a sphere with the same volume as the tumor. 
69) 𝑠𝑝ℎ𝑒𝑟𝑖𝑐𝑖𝑡𝑦 =  
(36𝜋𝑉2)
1
3
𝐴
 
70) 𝑎𝑠𝑝ℎ𝑒𝑟𝑖𝑐𝑡𝑦 = (
1
36𝜋
𝐴3
𝑉2
)
1
3
− 1 
71) 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑡𝑜 𝑣𝑜𝑙𝑢𝑚𝑒 𝑟𝑎𝑡𝑖𝑜 =  
𝐴
𝑉
 
  
72) 𝑚𝑒𝑑𝑖𝑎𝑛 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 - median of distances of each voxel in the region of interest to its 
surface, calculated using distance transform 
73) 𝑆𝐷 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 - standard deviation of distances of each voxel in the region of interest to 
its surface 
74) 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 3𝐷 𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟 - the largest pairwise Euclidian distance between voxels of the 
region of interest 
75) 𝑐𝑒𝑛𝑡𝑒𝑟 𝑜𝑓 𝑚𝑎𝑠𝑠 𝑠ℎ𝑖𝑓𝑡 = geometric center of the mass – gray levels weighted center of the 
mass 
76) 𝑓𝑟𝑎𝑐𝑡𝑎𝑙 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛 - calculated using box contouring technique and fixed grid scans 
excluding the voxels with ‘not a number’ value (Figure 1S) [5].  
𝑓𝑟𝑎𝑐𝑡𝑎𝑙 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛 =  −
ln(𝑁(𝑟))
ln(𝑟)
− 𝐼 
where: 𝑟 - size of the contouring box, 𝑁(𝑟) - number of boxes of size r containing at least 
one voxel, which belongs the studied structure, 𝐼 - intercept. 
 
 
Figure 1S. Example of fractal dimension estimation 
 
77) 𝑚𝑎𝑗𝑜𝑟 𝑎𝑥𝑖𝑠 – the largest eigenvalue in the principal component analysis 
78) 𝑚𝑖𝑛𝑜𝑟 𝑎𝑥𝑖𝑠 – the second largest eigenvalue in the principal component analysis 
79) 𝑙𝑒𝑎𝑠𝑡 𝑎𝑥𝑖𝑠 – the smallest eigenvalue in the principal component analysis 
80) 𝑎𝑙𝑜𝑛𝑔𝑎𝑡𝑖𝑜𝑛 =
𝑚𝑖𝑛𝑜𝑟 𝑎𝑥𝑖𝑠
𝑚𝑎𝑗𝑜𝑟 𝑎𝑥𝑖𝑠
  
81) 𝑓𝑙𝑎𝑡𝑛𝑒𝑠𝑠 =  
𝑙𝑒𝑎𝑠𝑡 𝑎𝑥𝑖𝑠
𝑚𝑎𝑗𝑜𝑟 𝑎𝑥𝑖𝑠
  
 
Wavelet 
The wavelet analysis was preformed using the Python library PyWavelets version 0.3.0 and the 
‘Coif1’ wavelet as the filter. To account for the boundary effects the entire image set was filtered 
after the resizing to cubic voxels but before any image segmentation/resegmentation.  
  
  
Feature selection 
a) The principal component analysis combined with univariable Cox regression 
The Horn method [6] was used to define the number of retained principal components. Next each 
of the radiomic features was assigned to the principal component based on its largest contribution 
to certain component [7]. Per principal component related group, the features with the highest 
concordance index (CI) and corresponding false discovery rate < 0.2 in the univariable Cox 
regression was selected. 
b) The Pearson correlation between the features and the principal components  
The Horn method [6] was used to define the number of retained principal components. Next, for 
each principal component one feature was selected to represent it. To that end we determined 
the feature that correlated the most (the largest Pearson correlation coefficient) with the principal 
component. In the contrary to the method a) no information about prognostic power of radiomic 
features was used. 
c) The average clustering 
The average clustering [8] was performed based on the Pearson correlations between radiomic 
features. The distance cut-off was set to 0.5. For each of the defined groups, the feature with the 
highest variance was selected to represent it. 
d) The mutual information  
The mutual information [9] between the radiomic features and tumor control probability was 
computed. The feature’s selection threshold was defined as 80% of maximum mutual information 
between tumor control probability and any of the radiomic features. 
e) The minimum redundancy maximum relevance  
The ensemble maximum relevance minimum redundancy (MRMR) method was used [10].  It was 
partiality combined with the principal component analysis. The feature count was defined as the 
number of principal components, which explains 95% of data variance. The MRMR was repeated 
1000 randomly selecting samples using bootstrap procedure. The redundancy between the 
features was defined as the Spearman correlation. Features, which achieved at least 80% 
selection rate were included in the final set. 
  
  
Feature classification 
a) The multivariable Cox regression with backward selection of the variables 
The preselected features were used in the multivariable Cox regression with backward selection 
of the variables based on the Akaike information criterion [11]. Features, which had at least 80% 
selection rate in 5-fold cross-validation were chosen to the final model.  
b) The least absolute shrinkage and selection operator 
The least absolute shrinkage and selection operator [12] (100 times 5-fold cross-validated) was 
used for variable selection in multivariable Cox regression. Features, which had at least 70% 
selection rate were chosen to the final model.  
c) The random forest  
The random forest model was trained using 1000 trees and Breiman-Cutler permutation was 
calculate variable importance [13]. Features were selected based on the minimization of the out-
of-bag error. The additional constrain was set for the maximal number of features n=5. 
  
  
Results 
a) 
  Cox backward LASSO RF 
PCA univariable Cox CI 0.72 (0.64-0.90)  0.69 (0.59-0.85)  0.65 (0.54-0.88) 
n 2  1  3 
PCA correlation CI 0.68 (0.53-0.83)  0.69 (0.56-0.85)  0.55 (0.44-0.77) 
n 5  1  3 
average clustering CI -  0.67 (0.47-0.90)  0.69 (0.64-0.80) 
n -  1  5 
mutual information CI 0.71* (0.60-0.90)  0.71* (0.60-0.90)  0.68** (0.63-0.71) 
n 1  1  2 
minimum redundancy 
maximum relevance 
CI 0.71* (0.60-0.90)  0.71* (0.60-0.90)  0.68** (0.63-0.71) 
n 1  1  2 
 
b)  
  Cox backward LASSO RF 
PCA univariable Cox CI 0.74** (0.62-0.80) 0.70 (0.56-0.80) 0.70 (0.57-0.81) 
n 2 2 2 
PCA correlation CI 0.66 (0.54-0.74) 0.62 (0.55-0.71) 0.64 (0.60-0.74) 
n 3 1 3 
average clustering CI 0-67 (0.64-0.76) 0.67 (0.62-0.76) 0.54 (0.39-0.68) 
n 2 2 5 
mutual information CI 0.74** (0.62-0.80) 0.70 (0.66-0.74) 0.68 (0.57-0.80) 
n 2 1 3 
minimum redundancy 
maximum relevance 
CI (0.57-0.81) 0.66 (0.62-0.79) 0.60 (0.50-0.66) 
n 1 1 3 
 
Table 1S. The concordance indexes (CI) for radiomics-based local tumor control models trained 
with a different comibantions of features selection and classifications a) CT radiomics, b) PET 
radiomics. The results were based on the 5-fold cross-valdiation in the training cohort. The 
maxiumim and minimum CI obtianed in the cross-valdation are presented in the brackets.  
Additionaly, the number of features (n) included in the multivariable model is shown. The 
combination of the principal component analysis combined with univariable Cox regression and 
the multivarible Cox regression with backward selection of the variables resulted in the best 
models considering both CT and PET features (in bold). The combination of avarage clustering 
and Cox multivariable regression failed to optimize a model due to too large number of input 
variables (n=66). * the same final model containing 1 feature, ** the same final model containing 
2 features. PCA univariable Cox - the principal component analysis combined with univariable 
Cox regression, PCA correlation - the Pearson correlation between the features and the principal 
components, Cox backward - the multivarible Cox regression with backward selection of the 
variables, LASSO - the least absolute shrinkage and selection operator, RF - the random forest. 
 
  
 
Figure 2S. The CT (a and b) and PET (d and e) radiomics signature prognostic for local tumor 
recurrence in head and neck cancer. All radiomic features differed significantly (Wilcoxon test      
p-value < 0.05) between the controlled tumors and recurrences. The predictions based on the 
radiomics model was independent from the tumor stage (c and f). 
 
Figure 3. The concordance index distributions in the validation dataset for different local tumor 
control radiomics models. The distributions were obtained using the bootstrap method. None of 
the models showed a superior discriminative power. 
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