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Abstract
Fluxes of heat and moisture at the land-surface play a significant role in the climate
system. These fluxes interact with the overlying atmosphere and influence the charac-
teristics of the planetary boundary layer (e.g. temperature and water vapor content),
ultimately influencing the presence and growth of low level clouds and precipitation.
Nevertheless, there is currently no network of in situ sensors that can map these fluxes
globally. Recently a number of studies have focused on the estimation of surface en-
ergy flux components based on the assimilation of land surface temperature (LST)
within a variational data assimilation (VDA) framework.
This study provides the theoretical basis for why sequences of LST contain the
necessary information to estimate surface fluxes with minimal reliance on ancillary
data and empirical parameterizations. Furthermore this study addresses one of the
main drawbacks of the existing VDA models. They use the simple force-restore
equation for soil heat diffusion as a physical constraint. The force-restore equation
provides a simplified description of the LST dynamics. Also, its performance is highly
affected by the specification of a deep ground temperature. These shortcomings cause
significant errors in the diurnal dynamics of heat diffusion in the soil and ultimately
the retrieval of components of surface energy balance. This study advances the VDA
scheme by using the full heat diffusion equation as a constraint in lieu of the force-
restore approximation.
The new VDA scheme is tested over several experimental field sites. The results
show that inclusion of the heat diffusion equation decreases the phase error associated
with the ground heat flux diurnal cycle, and improves surface heat flux estimation.
The VDA scheme is further advanced by incorporating model uncertainty in order to
account for measurement and model errors. Tests indicate that the VDA scheme with
model uncertainty captures measurement errors as well as structural model errors.
In order to provide coupled estimates of surface heat fluxes and vegetation dy-
namics, remotely sensed LST and fraction of photosynthetically active radiation are
assimilated into a surface energy balance and a vegetation dynamics model. The
application of the assimilation over West Africa shows that the scheme provides re-
liable estimates of important vegetation dynamics parameters that are required for
understanding the role of plant phenology on surface energy balance and vice-versa.
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Chapter 1
Introduction
1.1 Background
One of the main elements of ongoing research attempts in Earth system science is the
improvement of our knowledge on land-atmosphere interaction. The land interacts
with atmosphere and plays a vital role in the climate system mainly by regulating
sensible and latent heat fluxes into the atmosphere. A large amount of downwelling
radiation is dissipated at the surface through partitioning into sensible, latent, and
radiative fluxes back into the atmosphere (Margulis, 2002). The surface sensible and
latent heat fluxes strongly interact with the overlying atmosphere and influence the
characteristics of the planetary boundary layer (temperature, water vapor content,
and height), ultimately influencing the presence and growth of low level clouds. Thus,
the estimation of surface heat fluxes and the exchange of heat and moisture fluxes be-
tween the land surface and the atmospheric boundary layer is vital in many fields such
as meteorology, hydrology, and agronomy. Nonetheless, currently existing surface flux
stations are insufficient for mapping of these fluxes across continental surfaces.
In situ measurement of surface energy balance components is costly and difficult.
Hence, there are only a few measurements available from field experiments such as
First International Satellite Land Surface Climatology Project (ISLSCP) Field Ex-
periment (FIFE) and sparse flux tower networks (e.g., Fluxnet, EuroFlux, and Amer-
iFlux). Even with the availability of point measurements, large-scale mapping is too
difficult because of the large amounts of land surface heterogeneity. Also, turbulent
surface fluxes do not have a specific signature to be detected by remote sensing. As a
result, a large number of models have been developed to estimate surface heat fluxes
over large-scale domains. However, efforts to retrieve the surface fluxes are frequently
frustrated by the need to obtain model inputs at high spatial resolutions and large
amounts of land surface heterogeneity (Crow and Kustas, 2005).
Fortunately, the advent of remote sensing capabilities has taken hydrology from a
somewhat "data-poor" situation, reliant mostly on sparse in situ measurements, to a
potentially "data-rich" environment, by increasing the types and numbers of observa-
tions that may be related to surface parameters we would like to estimate (Margulis
and Entekhabi, 2003). Despite some early criticisms suggesting that thermal infrared
satellite observations are not sufficiently accurate for energy balance modeling (e.g.,
Hall et al., 1992; Sellers et al., 1995), a wide variety of field experiments and as-
sociated studies have shown the feasibility of using thermal remote sensing in the
retrieval of surface fluxes (Norman et al., 1995; Anderson et al., 1997; Bastiaanssen
et al., 1998a, b; Jiang and Islam, 2001; Su, 2002; Sanchez et al., 2008).
As mentioned above, a large number of models have used thermal remote sensing
to estimate surface heat fluxes. In these models, the land surface temperature (LST)
may be considered as the effective temperature of soil-vegetation medium within a
combined-source surface energy balance (SEB) model (Caparrini et al., 2003; Sini
et al., 2008). Alternatively, the contributions of soil and canopy to the land surface
temperature can be separated which leads to a dual-source SEB model (Anderson
et al., 1997; Caparrini et al., 2004b; Sanchez et al., 2008). For homogeneous vege-
tation cover conditions, a combined-source (CS) approach may be suitable, however
most landscapes are heterogeneous with partial canopy cover that results in cooler
vegetation and hotter soil surface. For more complex landscapes, dual-source (DS)
modeling approaches offer a more realistic representation of the turbulent and radia-
tion exchanges with the lower atmosphere (Norman et al., 2000; Timmermans et al.,
2007). The classical dual-source model can explain the difference between canopy and
soil surface temperature by separating one mixed flux source into two inter-coupled
sources - canopy and soil underneath. The development of dual-source models to
count for partial canopy cover effects considers energy partitioning between soil and
canopy, and hence interaction between soil and canopy elements (Shuttleworth and
Wallace, 1985; Choudhury and Monteith, 1988). Since a large portion of the earth's
land surface is only partially vegetated (such as cropland and areas with sparse vege-
tation), a dual-source model should generally reflect the surface energy balance more
accurately than a combined-source scheme, especially if the two sources show very
different radiometric behavior (Timmermans et al., 2007).
In general, there are three major grouping of literature on estimating surface heat
fluxes. The first group of studies focuses on obtaining information about the energy
and water status of ground surface through the empirical relation between remotely
sensed land surface temperature and vegetation indicies, VI (e.g., the normalized dif-
ference vegetation index, NDVI). Land surface temperature and NDVI in combination
can provide information on vegetation, moisture conditions, and partitioning of sur-
face energy budget components (Moran et al., 1994; Carlson et al. 1995; Gillies et al.,
1997; Sandholt et al., 2002; Carlson, 2007). The second group of studies is diagnostic
and uses instantaneous observations of LST to solve the surface energy balance and
retrieve surface heat fluxes (Bastiaanssen et al., 1998a, b; Jiang and Islam, 2001; Su,
2002). Because both the land surface temperature (T) and its time tendency (dT/dt)
appear in surface energy balance equation, often closure assumptions need to be im-
posed. Thus, most studies of this group assume ground heat flux is a given fraction
of net radiation (Jiang and Islam, 2001; Su, 2002; Santanello and Friedl, 2003).
The third group of surface heat flux retrieval models has combined land sur-
face temperature and micrometeorological measurements within a variational data
assimilation (VDA) framework to estimate surface heat fluxes (Castelli et al., 1999;
Boni et al., 2000, 2001; Caparrini et al., 2003, 2004a, b). VDA techniques have
a well-established history in meteorology and oceanography (e.g., Lewis and Bao,
1992; Li et al. 1993; Lu and Hsieh 1997; Bennett et al. 1998; Nodet, 2006; Loscher
and Kirchengast, 2008). They also have been applied to solve inverse problems in
groundwater hydrology (e.g., Yeh and Sun 1990; Sun and Yeh, 1990; McLaughlin and
Townley 1996). More recently this method has received considerable attention from
hydrologists and as mentioned above has been applied to estimate surface heat fluxes
(Caparrini et al., 2003, 2004a, b; Crow and Kustas, 2005; Sini et al., 2008; Campo
et al., 2009). These VDA models have a number of advantages over empirical and
diagnostic models. They do not use empirical LST-VI-flux relations and/or relations
such as those that take ground heat flux as a given fraction of net radiation.
Castelli et al. (1999) and Boni et al. (2000, 2001) showed that the VDA method-
ology is an effective method in inferring surface fluxes from sequences of land surface
temperatures (LSTs). In these studies the aim of the estimation was specific humidity
at the surface. Surface fluxes can be retrieved from specific humidity at the surface
together with land surface temperature and micrometeorological measurements. Ca-
parrini et al. (2003, 2004a, b) focused on the estimation of two fundamental param-
eters in land influence on surface fluxes: evaporative fraction (EF) and neutral heat
transfer coefficient (CHN)- CHN scales the sum of turbulent heat fluxes. It mainly
depends on the geometry of the surface and varies on the scale of changing vegetation
phenology (monthly). EF represents partitioning among the turbulent heat fluxes,
and is defined as the ratio of latent heat flux to the sum of turbulent heat fluxes,
i.e., EF = LE/(H + LE), where LE and H are the latent and sensible heat fluxes at
the land surface. Crago (1996), Crago and Brutsaert (1996), Lhomme and Elguero
(1999), and Gentine et al. (2007) have shown that EF varies from day-to-day but
it is almost constant during nonprecipitating daytime hours. Caparrini et al. (2003,
2004a, b) showed that both monthly CHN and daily EF can be estimated from se-
quences of LST. They used the variational assimilation of LST into a force-restore
equation for surface temperature. Their model was not robust enough for the esti-
mation of sensible and latent heat fluxes and consequently led to significant errors in
predicting ground heat flux (residual from surface energy balance equation). Thus, a
striking phase error was observed between the predicted and measured ground heat
flux diurnal cycles. The big error in estimating sensible, latent and especially ground
heat fluxes was due to the use of force-restore approximation as the adjoint term.
Crow and Kustas (2005) tested Caparrini et al. (2003) model over five different sites
and indicated that the variational approach is satisfactory for flux estimations at dry
and lightly vegetated sites while its performance degrades for wet and densely vege-
tated land surfaces. Sini et al. (2008) enhanced the variational LST data assimilation
scheme by using daily precipitation as forcing input in order to improve the EF and
energy flux estimation over wet soil and densely vegetated areas.
Another class of data assimilation, ensemble Kalman smoother (EnKS), has been
successfully applied to meteorological and oceanographic problems of moderate com-
plexity in small- to medium-sized domains (Lermusiaux, 1999; Fisher et al., 2005).
This approach also has been recently used in land surface hydrological applications
(e.g., Dunne and Entekhabi, 2006; Dunne et al., 2007). In smoothing, all observa-
tions in the assimilation interval are used to estimate the state at any time t in that
interval. This method is attractive for land surface applications because (1) it is
much easier to formulate and employ compared to the variational techniques, (2) it is
robust even if the land surface model and measurement equations include thresholds
and other nonlinearities, (3) it is able to account for a wide range of possible model
and measurement errors (4) it directly provides information on the accuracy of its
estimates, and (5) it can easily generate and utilize flow-dependent background-error
covariance (Margulis et al., 2002; Reichle et al. 2002a, b; Kalnay, 2007; Whitaker et
al., 2009).
1.2 Motivation
The overall objective of this research is to develop a data assimilation framework
in order to estimate turbulent heat fluxes from remotely sensed LST. This study
builds on the methodology introduced by Caparrini et al. (2003) but it advances
the approach by using the partial differential heat diffusion equation as a constraint
in lieu of parsimonious ordinary differential force-restore equation. The force-restore
equation is an approximation of the heat diffusion equation for a periodic boundary
forcing. Due to its parsimony and simplicity, it is incapable of predicting temperature
changes within the soil slab. The force-restore equation assumes that the surface
forcing has a principal frequency in time. Neglect of higher frequencies (harmonics)
in time in the surface forcing can produce errors in predicting LST (Dickinson, 1988;
Hu and Islam, 1995; Karam, 2003). Moreover, the LST predictions made by the
force-restore equation significantly and directly depend on the deep soil temperature
values. Errors in the deep soil temperature specification have adverse effects on
the performance of the force-restore equation. Hence, in this thesis the heat diffusion
equation is used as an adjoint within the VDA framework to overcome such shortfalls.
The heat diffusion equation as the adjoint leads to a totally different formulation
which is more complex than those of previous studies and change the format of the
problem from ordinary differential equations (ODEs) to partial differential equations
(PDEs).
Since the measurements may be noisy and the models are only approximate, the
data assimilation procedure must be able to account for both measurement and model
errors. A number of studies (e.g., Reichle et al., 2001; Margulis and Entekhabi,
2003; Reichle, 2008; Zupanski, 2010) showed that the inclusion of model error term
gives the VDA model the capability to account for the model and observation errors.
Nonetheless, none of the developed VDA models for the retrieval of heat fluxes (e.g.,
Castelli et al., 1999; Boni et al., 2000, 2001; Caparrini et al., 2003, 2004a, b; Sini
et al., 2008) have dealt with the model and observation errors. This motivated us
to take into account the measurement and model errors by using a model error term
within the assimilation scheme. In fact, we examine if the model error term is able
to capture errors in the surface energy balance equation, and does not allow those
errors to adversely affect the optimization scheme.
It has long been recognized that land-surface characteristics such as distribution,
density, and dynamics of vegetation regulate the partitioning of available energy into
surface heat fluxes (Segal et al., 1988; Alfieri et al., 2009). Therefore, understanding,
modeling, and predicting plant phenology (i.e. the seasonal cycle of LAI and biomass)
is the key issue in correctly predicting surface heat fluxes. Despite the important role
of vegetation dynamics on regulating the partitioning of available energy into surface
heat fluxes, none of the developed VDA models (e.g., Castelli et al., 1999; Boni et al.,
2000, 2001; Caparrini et al. 2003, 2004a, b; Sini et al. 2008; Campo et al., 2009) have
been coupled with a vegetation dynamics model (VDM). Only in some of these VDA
models, LAI in used as an input parameter. Such a coupling is advantageous over
using LAI as an input since it not only accounts for changes in vegetation dynamics
(e.g., LAI dynamics) but also can retrieve the key unknown parameter(s) of a VDM
(e.g., specific leaf area), which may be difficult and costly to obtain from in situ
measurements. Thus, in this research a VDM is coupled with the SEB equation,
and fraction of photosynthetically active radiation absorbed by vegetation (FPAR)
observations are assimilated within the VDA scheme to constrain the key unknown
parameter of the VDM.
1.3 Thesis Outline
In Chapter 2 a stability analysis is implemented to understand why LST variations
contain a significant amount of information on partitioning available energy among
the turbulent heat fluxes. The stability analysis extracts implicit information about
the relative efficiency of surface energy balance components from the evolution of LST
and provids insight into the contribution of each of surface energy balance components
in dissipating available energy at the land surface. The results show that latent
heat flux is usually the most efficient mechanism provided that soil does not exert
control or resistance on evaporation. At lower temperatures (below 7 'C) sensible
heat dominates over the latent heat flux. When turbulence is suppressed, ground
heat flux and to a lesser extent outgoing longwave radiation take over as the principal
land surface cooling mechanisms.
In Chapter 3 the VDA scheme is advanced by using the full heat diffusion equation
as an adjoint (constraint) in lieu of the parsimonious force-restore equation. The
developed VDA scheme is tested over the FIFE site and its results are compared with
those of the Caparrini et al. (2004a) model in which the force-restore equation is
used as a constraint. The results show that inclusion of the heat diffusion equation
in lieu of the force-restore equation improves evaporative fraction and surface heat
fluxes estimations, and decreases the phase error associated with the ground heat
flux diurnal cycle. Moreover, in this chapter a model error term is added to the SEB
equation and the VDA scheme is further advanced by allowing a model uncertainty
to account for measurement and model errors. The capability of the VDA system
with model uncertainty to identify and absorb observation errors is examined through
synthetic tests. In these tests, we artificially added error (noise) to the SEB equation
to assess if the model is able to approximate the noise. The results indicate that the
added model error term is able to absorb the artificially introduced noise to the SEB
equation and does not allow the noise to affect the optimization scheme.
In Chapter 4 remotely sensed LSTs from three satellite platforms and sensors [Ad-
vanced Very High Resolution Radiometer (AVHRR), Special Sensor Microwave/Imager
(SSM/I), and Geostationary Operational Environmental Satellite (GOES-8)] are merged
within the variational framework to estimate turbulent heat fluxes over the Southern
Great Plain (SGP) region for the period between April 17 to October 18, 1997 (Julian
days 107 to 290). The results are compared to those of the Caparrini et al. (2004b)
model in which the force-restore equation is employed as a physical constraint. Find-
ings indicate that the inclusion of the heat diffusion equation reduces phase errors
associated with the ground heat flux diurnal cycle, improves the surface heat fluxes
estimates, and decreases the misfits between LST observations and model predictions.
Moreover, a model error term is added to the SEB equation and a VDA with model
uncertainty is developed in order to take into account both model and measurement
errors. The ability of the VDA system with model uncertainty to diagnose struc-
tural model error is examined over the SGP region. The VDA model overestimates
(underestimates) net radiation over sparsely (densely) vegetated areas due to the sim-
plistic parameterizations of the model. The model error term can effectively increase
(decrease) over low (high) vegetation cover areas to take into account the structural
errors and balance the SEB.
In Chapter 5, the developed VDA scheme in Chapter 2 is coupled with a vegetation
dynamics model (VDM). This coupling is advantageous over using LAI as an input
parameter since it not only takes into account the effect of vegetation dynamics (e.g.,
LAI dynamics) on the regulation of turbulent heat fluxes but also can retrieve the key
unknown parameter(s) of a VDM, which may be difficult and costly to obtain from in
situ measurements. This coupling is implemented based on the linkage between tran-
spiration and photosynthesis. The SEB scheme provides estimates of transpiration,
which is used as the key environmental input variable to the VDM. VDM provides
the leaf area index (LAI) evolution through time, which is then utilized by the SEB
scheme for the partitioning of available energy among heat fluxes. Moreover, fraction
of photosynthetically active radiation absorbed by vegetation (FPAR) observations
are assimilated within the VDA scheme to constrain the key unknown parameter of
the VDM (specific leaf area). The model is tested over the Gourma meso-scale site.
The Gourma meso-scale site, a 1 x 3 degree area (40000 km2 ), is located towards the
northern limit of the area reached by the West African Monsoon (WAM) (Mougin
et al., 2009). The results show that the remotely sensed FPAR observations can ef-
fectively constrain the key unknown parameter of the VDM (specific leaf area) and
retrieve it over large-scale domains, which is difficult and costly to obtain from in
situ measurements. Moreover, remotely sensed FPAR observations give the VDM
the ability to simulate LAI dynamics over large-scale areas, which would not be pos-
sible from the VDM alone. Finally, by providing realistic representation of vegetation
dynamics, the model improves the estimation of surface heat fluxes over large scale
domains.
In Chapter 6 an EnKS data assimilation framework is designed as an alternative
to the variational scheme to estimate surface heat fluxes. The EnKS model is tested
over the FIFE site. The results indicate that the EnKS model not only provides rea-
sonably accurate estimates of evaporative fraction and turbulent heat fluxes, but also
directly determines the uncertainty of EF and heat fluxes estimates under different
hydrological conditions.
Finally, in Chapter 7 the key findings are summarized along with potential direc-
tions of future research.
Chapter 2
Relative Efficiency of Land Surface
Energy Balance Components
Abstract:
The partitioning of land surface energy into sensible, latent, and ground heat fluxes
as well as outgoing longwave radiation influences heating of the lower atmosphere
and boundary layer development. Land surface temperature (LST) variations con-
tain implicit information on partitioning the available energy among surface energy
balance components. In this study a stability analysis is performed on the evolution
of LST in order to provide insight into the partitioning available heat into the surface
energy balance components. The stability analysis allows us to evaluate the relative
efficiency of land surface energy balance components. The results show that latent
heat flux is typically the most efficient mechanism provided that soil does not exert
resistance or control on evaporation. At lower temperatures (below 7 'C) sensible
heat dominates over the latent heat flux. When turbulence is suppressed, ground
heat flux and to a lesser extent outgoing longwave radiation take over as the principal
land surface cooling mechanisms.
2.1 Introduction
The partitioning of net solar and downward longwave radiation into sensible (H), la-
tent (LE), and ground (G) heat fluxes as well as outgoing longwave radiation (OLR)
is of critical importance for a wide range of hydrological, meteorological and agri-
cultural applications. The magnitude of the combined turbulent fluxes (H+LE) and
their relative partitioning affect the structure of boundary-layer clouds (Lewellen et
al., 1996), modify climate and particularly the distribution of rainfall in space and
time (Shukla and Mintz, 1982; Rowntree and Bolton, 1983), and act to force the
dynamics of the lower troposphere. Ground heat flux has a direct and significant in-
fluence on soil temperature which affects the rates of biochemical processes (Hopmans
et al., 2002; Bennett et al., 2008).
The partitioning of available energy into the components of the surface energy
balance strongly depends on the land surface temperature (LST); however, these
components cannot be uniquely separated based on LST values alone. A number
of models use the apparent correlations between evaporation, vegetation and tem-
perature. In these models, LST observations and a vegetation index (VI) (e.g., leaf
area index (LAI), normalized difference vegetation index (NDVI), crop water stress
index (CWSI), etc.) are empirically related to the surface evaporation rate (Moran
et al., 1994; Gillies et al., 1997; Sandholt et al., 2002). These empirical models led to
the so-called triangle method (e.g., Gillies et al., 1997; Carlson, 2007) for retrieving
surface evaporation rate from the NDVI-LST relationship. Beyond these empirical
and site-specific approaches, a second group of models mostly uses instantaneous ob-
servations of LST to solve the surface energy balance and predict surface heat fluxes
(Bastiaanssen et al., 1998a, b; Jiang and Islam, 2001; Su, 2002). These models are
diagnostic and often require closure assumptions since both the land surface tem-
perature (T) and its time tendency (dT/dt) appear in the surface energy balance
equation. The most common closure assumption is that the ground heat flux (G)
is a given empirical fraction of the net radiation (R,,), i.e., G/R,, = constant, or a
function of vegetation indices (Santanello and Friedl, 2003). In contrast to empiri-
cal and diagnostic methods, a number of recent studies have demonstrated that the
assimilation of LST into the energy balance models is an effective way to estimate
the sum of turbulent heat fluxes (H+LE) as well as partitioning among them (e.g.
LE/(LE+H)) (Caparrini et al., 2003, 2004a, b; Crow and Kustas, 2005; Sini et al.,
2008). These data assimilation (DA) models have a number of advantages over em-
pirical and diagnostic models. They do not use empirical LST-VI-flux relations as in
the triangle approach or empirical relations such as those that take ground heat flux
as a given fraction of net radiation.
The motivation for this study is to show that LST contains implicit information
on the relative efficiency of surface energy balance components. The goal is to under-
stand why LST time series contain information about not only the sum of turbulent
fluxes (H+LE) but also their partitioning (e.g. LE/(LE+H)). The results of this
study provide insight into why the LST time series contain these important informa-
tion. The heat diffusion equation is used to assess the relative efficiency of surface
energy balance components. Stability analysis reveals information about the relative
partitioning of different fluxes from the evolution of LST estimates.
2.2 Stability Analysis
The one-dimensional vertical heat diffusion equation in a soil column is
&T(z, t) 82 T(z, t) (2.1)
at (9z2
with boundary conditions
limcc T(z, t) = T
3T
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where T(z, t) is soil temperature at depth z and time t, T is the deep ground tem-
perature, p is the soil thermal conductivity, and c is the volumetric heat capacity.
G(t) is the ground heat flux or surface boundary forcing, and is related to the other
components of the land surface energy balance via,
G= Rn-H-LE (2.3)
where R, is the net radiation. Each term in (2.3) is a function of land surface
temperature, T(0, t), and each term dissipates LST perturbations and restores the
system to equilibrium. The question is how each term is effective and influential in
this process. Linear stability analysis addresses this question by providing insight into
the contribution of each of the aforementioned terms in dissipating LST perturbations.
To implement the stability analysis, the solution to the system (2.1)-(2.3) may be
approximated, at the surface, by a single ordinary differential equation. This approx-
imation is a considerable simplification by replacing the soil partial-differential heat
diffusion equation with a scalar ordinary differential equation in time and allows us
easily to model the evolution of land surface temperature in response to variations
in surface boundary forcing, G(t), occurring at a principal diurnal frequency (w). To
achieve this approximation, the following assumptions are needed: (1) the surface
forcing term, G(t), has a strong single-frequency (e.g., diurnal) behavior in time, and
(2) the soil thermal properties are nearly constant with depth (Deardorff, 1978; Dick-
inson, 1988; Hu and Islam, 1995; Castelli et al., 1999). Finally, this approximation
is represented by the well-known force-restore equation for land surface temperature
(Deardorff, 1978; Dickinson, 1988; Hu and Islam, 1995):
dTs VI-/S= -[RT - H - LE] -w(Ts -- T) (2.4)
dt P
where P is the thermal inertia, V/pc/2.
Net radiation, the forcing in (2.4), is the sum of the incoming and outgoing short
and longwave radiation fluxes:
R, =(1 - a)RI+ R1 - (2.5)
where a is the surface albedo, R1 is the incoming solar radiation, R1 is the incoming
longwave radiation, E is the surface emissivity and o = 5.67 x 10-8 (Wm-2K- 4) is
the Stefan-Boltzmann constant.
Using a resistance formulation, sensible heat flux can be expressed in terms of the
near surface gradient of temperature (T) from the land surface (subscript s) to the
atmosphere (subscript a):
H = PC(Ts - Ta) (2.6)
ra
where c, is the air specific heat, p is the air density and ra is the aerodynamic
resistance for heat transfer from the surface to well-mixed layer.
When soil or vegetation do not exert control or resistance on evaporation (as in
the case of moist soil or well-watered vegetation), LE is at its maximum possible value
denoted by potential evaporation,
LE (= PL(q*(Ts) - qa) (2.7)P a
where q*(T) is the saturated specific humidity at the surface temperature (T,), qa is
the air humidity and L is the latent heat of vaporization. The actual evaporation term
(LE) is reduced below the potential value through a moisture availability parameter
(13) (Mahfouf and Noilhan, 1991):
LE = OLE, (2.8)
Substituting (2.5)-(2.8) in (2.4) results in
dT8 _s " (1 - a)RI + R' - eaT - Cp (T pL (q*(Ts) - qa) -w(Ts-T)
dt P ra Ta J
(2.9)
The land surface temperature (T) and the air temperature (Ta) close to the land
surface are tightly coupled. The outgoing longwave radiation (eUT4) and saturated
specific humidity (q*(Ts)) terms are linearized around air temperature (Ta) via Tay-
lor's series expansion,
dT - 1 - a)RI + R1 + 3eaTa - 4EuTaT, - PCp (T, - Ta)
dt P ra
+(q*(Ta)+ |L -(Ts a) ga) w(Ts - T) (2.10)
The linearized LST evolution equation can be compactly written as:
dTs 'Ts + r+a Ts + BTs '(.1
dT A Tg To
where
T = (r is the non-dimensional time scale) (2.12)
Prav WPCp
ro = P 3 , (r is radiative flux resistance) (2.13)4Eo-Ta
p , (y is Psychometric constant) (2.14)Le
de
A = d , (A is the Clausius-Clapeyron relation) (2.15)
dTs
rg - pc, , (rg is ground heat flux resistance) (2.16)
S(1- a)RI + R1 3er ) L A L P I ra-Q' =/r + Ta(1+ ") - -(Ta)+p--Ta + -qa+ T (2.17)
Pppra 4r, c, S c, PC,
The forcing is contained in Q', which is independent of surface temperature. Pa is
the air pressure, and e, is the saturated air vapor pressure.
The system is strictly dissipative since Q' is strictly positive and all the linear and
state-dependent terms are negative. The system tends to restore to an equilibrium
surface temperature, Ti*. At this equilibrium, dT/dTTTr = 0. Linearizing (2.11)
around Ts*, and defining the perturbation 6T, = T, - T* yields:
d6T Aa rT = - ±1- +1+ + -) 6TS (2.18)
The solution of (2.18) is
6Ts(r) 6T,(0)e - -e T e- (2.19)
where 6T(0) is an initial land surface temperature perturbation.
2.3 Discussion
Equation (2.19) indicates that the initial land surface temperature perturbation,
6T8 (O), is reduced in time by four dissipative mechanisms: (1) latent heat flux, (2)
sensible heat flux, (3) ground heat flux, and (4) outgoing longwave radiation. The
relative efficiency and effectiveness of these mechanisms may be assessed through the
nondimensional measures #$, 1, !, and ! respectively. When turbulence is sup-
pressed (Ta -* 00), forced or free convection and evaporation are relatively inefficient
and ground heat flux and outgoing longwave radiation take over as the principal cool-
ing mechanisms. Generally, a and ! ! 0(10-1 to 1) and hence the two turbulentP, rg
heat flux mechanisms (sensible and latent heat flux) are more efficient compared to
outgoing longwave radiation and ground heat flux. The scales ! and ! both have thero rg
same order of magnitude but usually ! is greater than ! and consequently groundrg r
heat flux is more influential than outgoing longwave radiation.
Fig. 2-1 shows how each of the aforementioned four mechanisms is influential
in dissipating available heat on the land surface at different air temperatures. For a
moist surface where 0 is near unity, latent heat flux efficiency (A) is a strong function
of air temperature. It is of interest that for Ta = -5 0C, ' is 0.48 and increases rapidly
-y
as Ta increases. Between 0 'C and 25 'C, i ranges between 0.66 (less than one) and
2.84 (larger than one). This significant increase of the latent heat flux efficiency
($) over only a limited air temperature range is due to the non-linear dependence
of saturated vapor pressure (e.) on the air temperature, which is governed by the
Clausius-Clapeyron relation (e.g., at 25 0 C, e, rises to 3167 Pa, whereas at -5 0 C,
it drops to 422 Pa). By showing the non-linear dependence of saturated specific
humidity (q* 01e,) on air temperature (Fig. 2-2), Monteith (1981) also indicates
that the efficiency of latent heat flux increases rapidly as the temperature rises. The
quantity dq,*/dT, T, (slope of saturated specific humidity-temperature curve) increases
from 1.95 x 10-4 C-1 at -5 'C to 11.6 x 10- 4C-1 at 25 'C. Therefore, the same
(T, - Ta) magnitudes at different temperatures result in very different (q* - q*) values
(Fig. 2-2). As a result, over a reasonable air temperature range latent heat flux
varies from one of the least to the most efficient mechanism (Fig. 2-1). Unlike
the nonlinear dependence of latent heat flux on air temperature, the gradient for
sensible heat flux increases linearly as the temperature rises. For a moist surface
(,3 = 1) at an air temperature of almost 7 'C (Ta ~ 7 0C), the efficiency of latent
and sensible heat fluxes are very close. As the air temperature rises due to the
non-linear dependence of saturated specific humidity on temperature (Fig. 2-2) the
efficiency of latent heat flux increases remarkably fast (Fig. 2-1), and consequently at
higher temperatures latent heat flux dominates sensible heat flux. Monteith (1981)
shows the non-linear dependence of saturated specific humidity (q* . eg) on air
temperature (Fig. 2-2), indicating that LE is more efficient than H, especially at
higher temperatures. However, his study did not provide insight on the relative
efficiency of other components of the surface energy balance equation. Thus, this
study advances the literature by indicating the relative efficiency of outgoing longwave
radiation and ground heat flux in addition to that of sensible and latent heat fluxes.
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Figure 2-1: Relative efficiency of different fluxes versus air temperature.
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Figure 2-2: Variation of saturated specific humidity with air temperature (after Monteith,
1981).
Besides the air temperature, the efficiency of latent heat flux also depends on
the availability of water on the land surface, 0. The contour plot of LE efficiency
(OA/7y) is shown in Fig. 2-3 as a function # and Ta. As indicated, for a fixed value
of Ta, the evaporation rate (LE efficiency) is at its peak at the primary stage of
evaporation when soil is sufficiently wet and 3 is close to 1. As evaporation proceeds
and the soil becomes increasingly dry, #A3/y decreases and evaporation (latent heat
flux efficiency) is strongly restricted by the presence of soil since the soil or vegetation
exert their control on the rate of vapor and liquid water release. Also, the sensitivity
of LE efficiency to variations in soil moisture is generally concentrated at high values
of Ta. In other words, the efficiency of latent heat flux increases more rapidly by
increasing soil moisture at higher air temperature values. This happens because at
higher values of air temperatures there is a much greater potential for evaporation as
soil becomes wet.
Fig. 2-3 also indicates the sensitivity of latent heat flux efficiency to air temper-
ature variations at different 4 values. For low 3 values (i.e., around 0.1), the latent
heat flux efficiency increases slightly with increasing air temperature. For # values
close to one, the efficiency of latent heat flux increases significantly with an increase
in the air temperature. This occurs because when the soil is wet (i.e., 13 is close to
one), there is a greater potential for evaporation as air temperature increases.
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Figure 2-3: Contour plot of latent heat flux efficiency (#A/-) for different values of # and
Ta.
Many studies have used LST observations to partition the available energy among
surface energy balance components, but none has determined the reason for this
amazing capability of LST. For examples, the DA models (e.g., Caparrini et al., 2003,
2004a, b; Crow and Kustas, 2005; Sini et al., 2008) have shown that assimilating LST
into the energy balance models can estimate not only the sum total of turbulent
heat fluxes (H+LE) but also their partitioning (LE/(H+LE)). The present study
..............
addressed the question of why LST contains implicit information on the partitioning
of available energy into the surface energy balance components. It has long been
recognized that each surface energy balance component dissipates LST perturbations
and restores the system to equilibrium, but the question is how each component is
effective in this process. Our findings reveal how each of the surface energy balance
components contributes to the dissipation of LST perturbations, and provides insight
into the capability of LST in partitioning available energy into the components of the
surface energy balance equation.
2.4 Conclusions
LST variations contain a significant amount of information about the partitioning of
available energy among the land surface energy balance components (sensible, latent,
and ground heat fluxes as well as outgoing longwave radiation). Stability analysis of
surface temperature evolution is used to gain insight into the problem. The stability
analysis enabled us to extract implicit information about the relative efficiency of
various fluxes from the evolution of LST.
Realizing that LST sequences contain an invaluable amount of information for par-
titioning the available energy among the surface heat fluxes motivated us to develop
a data assimilation framework in this thesis and retrieve the surface heat fluxes from
the sequences of LST. Moreover, by showing the importance of LST in the retrieval
of surface heat fluxes in this chapter, we recognized that the data assimilation model
should be able to capture the dynamics of LST as accurately as possible. There-
fore, the LST observations should be assimilated into a robust LST dynamic model
(i.e., heat diffusion equation) that is able to strongly capture the surface processes
contributing to LST dynamics.
The fluxes and their relative efficiency at the land surface determine the regional
water balance, and they affect the development and evolution of weather and climate
systems as well as hydrological events. Hence, this paper attempts to help hydrologists
gain a better understanding of balance among different flux terms at different air
temperatures and other hydrologic conditions.
Chapter
Variational Assimilation of Land
Surface Temperature and the
Estimation of Surface Energy
Balance Components
Abstract:
Recently a number of studies have focused on the estimation of surface energy flux
components based on the assimilation of land surface temperature (LST) within a
variational data assimilation (VDA) framework. The main drawback of these studies
is that they all used a simplified heat balance expression, namely the force-restore
equation as a physical constraint. The force-restore equation assumes that the sur-
face forcing has a principal frequency in time. Moreover, its performance is highly
affected by the specified deep ground temperature. These shortcomings cause a large
phase error between the observed and retrieved ground heat flux diurnal cycles as well
as significant errors in the evaporative fraction and heat fluxes predictions. Hence,
this study advances the VDA scheme by using the full heat diffusion equation as an
adjoint (constraint) in lieu of the parsimonious force-restore equation. Moreover, a
model error term is added and the VDA scheme is further advanced by allowing a
model uncertainty to account for measurement and model errors.
Both the combined source (CS) model and the dual source (DS) scheme for soil
and vegetation components are tested and compared over the First International
Satellite Land Surface Climatology Project Field Experiment (FIFE) site. Also, the
performance of the introduced CS formulation is compared with the previous CS
VDA studies in which the force-restore equation is used as a constraint. The results
show that inclusion of the heat diffusion equation in lieu of the force-restore equation
decreases the phase error associated with the ground heat flux diurnal cycle, and
improves evaporative fraction and heat fluxes estimation. As a test of the capability
of VDA system with model uncertainty to identify and isolate errors, we artificially
added error (noise) to the SEB equation to examine if the model is able to approximate
the noise. It was observed that the added model error term is able to absorb the
artificially introduced noise to the SEB equation and does not allow the noise to
affect the optimization scheme. This is important because, in general, structural
model errors and noisy data cause errors in the SEB equation, while the added model
error term enables us to capture those errors.
3.1 Introduction
Accurate estimation of energy fluxes between the land surface and the atmospheric
boundary layer are important to a wide range of hydrological, agricultural, and me-
teorological problems. The magnitude of the combined turbulent fluxes and their
relative partitioning affect the development of the boundary layer and act to force
the dynamics of the lower troposphere.
In situ measurement of surface energy balance components is costly and difficult.
Hence, ground-based data of sensible and latent heat fluxes are available only for
limited time periods from a few field experiments [e.g., First International Satellite
Land Surface Climatology Project (ISLSCP) Field Experiment (FIFE)] and a limited
number of sparse flux tower networks (e.g., Fluxnet, EuroFlux, AmeriFlux, etc.). As a
result, a number of models have been developed to make quantitative inferences about
the surface energy balance components based on the remotely sensed observations of
the land surface (Bastiaanssen et al., 1998a, b; Mecikalski et al., 1999; Norman et al.,
2000; Jiang and Islam, 2001; Su, 2002; Courault, 2005; Timmermans et al., 2007).
These models are typically diagnostic and mostly use observations of land surface
temperature to solve the surface energy balance and estimate surface heat fluxes.
Since both the surface temperature (T) and its time tendency (dT/dt) appear in
surface energy balance equation, these approaches often need closure assumptions.
The most common closure assumption is to parameterize ground heat flux (G) as a
proportion of net radiation (R,), i.e., G/R, = constant, or a function of vegetation
indices (VI) (Santanello and Friedl, 2003).
In contrast to diagnostic methods, a number of studies have combined land sur-
face temperature and micrometeorological measurements within a variational data
assimilation framework to estimate surface heat fluxes (Castelli et al., 1999; Boni et
al., 2000, 2001). Caparrini et al. (2003, 2004a, b) advanced the variational assimi-
lation approach by estimating two key parameters that regulate the partitioning of
available energy between sensible and latent fluxes (H and LE). These two key un-
known parameters are bulk heat transfer coefficient under neutral condition (CHN)
and evaporative fraction (EF). EF is the dimensionless fraction of available energy at
the surface that is dissipated through latent heat flux, i.e., EF = LE. Crow andLE+H~
Kustas (2005) showed that the variational approach is promising for flux retrievals
over dry and lightly vegetated areas, but unsatisfactory over wet and/or densely vege-
tated land surfaces. Sini et al. (2008) used daily precipitation as forcing input within
a variational LST data assimilation to improve the EF and energy flux estimation
over wet soil and densely vegetated areas.
The variational data assimilation approach provides a convenient way to assim-
ilate LST observations into a force-restore equation to estimate surface heat fluxes.
It also has a number of advantages over purely diagnostic models. It provides flux
estimates even for instances in which LST observations are not available. Moreover,
the variational data assimilation approach does not require empirical relations such
as those that take ground heat flux as a given fraction of net radiation because it
adjoins a dynamic equation. Despite the advantages of the developed variational
data assimilation (VDA) models (e.g., Castelli et al., 1999; Boni et al., 2000, 2001;
Caparrini et al. 2003, 2004a, b; Sini et al. 2008) over diagnostic approaches, all of
them suffer from a main drawback. They all have used the very simple and parsi-
monious force-restore equation as a physical constraint. The force-restore equation
assumes that the surface forcing has a principal frequency in time (Deardorff, 1978;
Dickinson, 1988; Hu and Islam, 1995). Neglect of higher frequencies (harmonics) in
time in the surface forcing can produce errors in predicting LST (Dickinson, 1988;
Hu and Islam, 1995; Karam, 2003). Even under a single frequency forcing, the LST
predictions made by the force-restore equation significantly and directly depend on
the deep soil temperature values. Errors in the deep soil temperature specification
have adverse effects on the performance of the force-restore equation.
Because of the nonsinusoidal nature of daily heating and unavailability of accurate
deep soil temperature values, the assimilation of LST into the force-restore equation
can yield a large phase error between the estimated and observed ground heat flux
diurnal cycles as well as significant errors in the estimation of turbulent heat fluxes.
Therefore, this study advances the VDA approach by using the heat diffusion equation
as a constraint in lieu of the force-restore equation. The heat diffusion equation has
neither of the force-restore equation shortcomings. Thus, it enables us to develop
a robust VDA scheme which decreases the phase error between the observed and
predicted ground heat flux diurnal cycles, and improves the turbulent heat fluxes
estimates.
The LST may be considered as the effective temperature of soil-vegetation medium
within a combined-source surface energy balance (SEB) model (Caparrini et al., 2003;
Sini et al., 2008). Alternatively, the contributions of soil and canopy to the LST can be
separated which leads to a dual-source SEB model (Anderson et al., 1997; Caparrini et
al., 2004b; Sanchez et al., 2008). The dual-source model considers energy partitioning
between soil and canopy, and hence interaction between soil and canopy elements
(Choudhury and Monteith, 1988; Shuttleworth and Wallace, 1985). A dual-source
(DS) model generally reflects the SEB more accurately than a combined-source (CS)
scheme, particularly if the two sources have very different temperatures (Timmermans
et al., 2007). In this study, we have developed both the combined- and dual-source
formulations.
Besides the inclusion of the heat diffusion equation as an adjoint, the second
way in which this study advances the VDA approach is the inclusion of model error.
Although various studies such as Castelli et al. (1999), Boni et al. (2000, 2001),
Caparrini et al. (2003, 2004a, b) and Sini et al. (2008) have used the VDA approach
to retrieve surface heat fluxes, none of them has dealt with the model and observation
errors. On the other hand, a number of studies (e.g., Reichle et al., 2001; Margulis
and Entekhabi, 2003; Reichle, 2008; Zupanski, 2010) showed that the inclusion of
a model error term gives the VDA model the capability to account for the model
and observation errors. This motivated us to take into account the measurement and
model errors by using a model error term within the assimilation scheme. In fact,
we examine if the model error term is able to capture errors in the surface energy
balance equation, and does not allow those errors to adversely affect the optimiza-
tion scheme. Finally, the VDA schemes without and with model uncertainty are
tested over the First International Satellite Land Surface Climatology Project Field
Experiment (FIFE) site.
3.2 Heat Diffusion and Force-Restore Equations
for LST Dynamics
The temporal changes of soil temperature in a vertical soil column with volumetric
heat capacity c (J m-3 OK-1) are constrained by the conservation of energy,
aT(z, t) _ G(z, t) (3.1)
at Dz
where T(z, t) and G(z, t) are respectively soil temperature and ground heat flux at
depth z and time t.
According to Fouriers's law, the ground heat flux in the vertical soil column is
proportional to the negative of the local temperature gradient:
G(z, t) = -pT(zt) (3.2)
where p is the soil heat conductivity (J m- 1 K-1 s-1).
Combining (3.1) and (3.2) and assuming that the soil thermal conductivity (p) is
constant throughout the soil column leads to the heat diffusion equation
aT(z, t) 82T(z, t) (33)
at Oz2
The thermal conductivity of soil (p) depends on various factors such as the soil wa-
ter content, texture, mineralogical composition, porosity, and temperature (Farouki,
1986; Usowicz et al., 2006; Chen, 2008). Among all of these factors, porosity and soil
water content have more significant effects on the thermal conductivity (Chen, 2008).
Empirical relations have been developed to estimate soil thermal conductivity based
on the aforementioned influential factors (De Vries, 1963; Farouki, 1986; Chung and
Horton, 1987; Hopmans et al., 2002). Similarly, soil volumetric heat capacity has
been estimated from knowledge of soil porosity and the soil organic, mineral, and
water content through empirical equations (De Vries, 1963; Campbell, 1985; Hop-
mans et al., 2002). These empirical expressions require specific and/or exhaustive
input parameters which are usually unavailable. Because of difficulty in obtaining
the input parameters of empirical relations, and also the lack of in situ measurement
of soil thermal properties, p and c are assumed to be constant throughout the soil col-
umn and during the modeling period. Assuming constant values for p and c reduces
the accuracy of soil temperature predictions, and consequently the outcomes of the
developed data assimilation model. But, in this chapter and the following chapters,
it is shown that the results of the data assimilation model are reliable as long as
the selected values for p and c are reasonable, and fall within a physically accepted
range. Nonetheless, the accurate assessment of the effect of soil thermal properties
on the soil temperature and surface heat fluxes retrievals requires that future field
experiments take measurements of soil thermal properties.
Solution of the heat diffusion equation requires specification of boundary condi-
tions at the top and bottom of the soil column. For diurnal soil temperature calcula-
tions, the penetration depth of the diurnal heat wave does not reach beyond 0.3-0.5
m. The soil temperatures at these depths change only slightly over a day and can be
considered constant (Hirota et al., 2002). Hence, at the bottom of the soil column, a
Neumann boundary condition is implemented:
5T(l, t) =0 (3.4)
Oz
where 1 is the depth of the lower boundary condition at which soil temperature changes
slightly (herein, taken 0.5 m). The upper boundary condition at the top of the
soil column, T(z =0, t), is obtained from the surface boundary forcing equation,
pDT(0, t)/8z = -G(t). G is the ground heat flux and provides forcing to the heat
diffusion equation.
The soil temperature is estimated by integrating the heat diffusion equation from
a starting time t = To at which an initial profile for soil temperature is specified:
T(z, To) = fi(z) (3.5)
where fi(z) represents the profile of soil temperature at the initial time, To.
In this study, the heat diffusion equation is used as a constraint within the VDA
framework in lieu of the simple force-restore equation. The force-restore method re-
duces the heat diffusion partial differential equation into a scalar ordinary differential
equation and enables us to easily estimate the evolution of LST in response to vari-
ations in surface boundary forcing, G(t), occurring at a diurnal frequency (w). Two
assumptions are required to obtain the force-restore equation from the heat diffusion
equation: (1) the surface forcing, G(t), has a dominant single-frequency (periodic)
behavior in time, and (2) the soil thermal properties (p and c) are constant with depth
(Deardorff, 1978; Dickinson, 1988; Castelli et al., 1999). The force-restore equation
consists of a forcing term (first term on the right hand side) and a restoring term
(second term on the right hand side):
dT(O, t) y D__
dt = [Rn - H - LE] - w(T(0, t) - T) (3.6)
where Rn, H and LE are respectively surface net radiation, sensible and latent heat
fluxes, P = y/pc/2 is the thermal inertia and is taken equal to 874 (J m-2 K -1 /2)
according to the values of p = 0.65 (J m 1 OK-i s') and c = 2.35x 106 (j m- 3 K-').
T is the deep ground temperature, and was estimated by applying a semi-diurnal
filter to land surface temperature (Caparrini et al., 2003).
As mentioned earlier, this study employs the heat diffusion equation as a physical
constraint in lieu of the force-restore approximation. Hence, it is of critical importance
to evaluate the performance of these two equations for estimating the LST in response
to the variation of surface boundary forcing, G(t). Both equations are solved with
the same forcing data provided during FIFE 87 and 88 experiments. These equations
are solved from 0900 to 1600 local time (LT) because, as will be explained later,
the assimilation scheme is applied to daytime only [between 0900 to 1600 LT]. Fig.
3-1 compares the average diurnal cycles of estimated LSTs from the heat diffusion
and force-restore equations from 0900 to 1600 LT for FIFE 87 and 88. The average
diurnal cycle resulting from the measured LST is also shown as symbols. There is
a large deviation between the diurnal cycles of observed and estimated LST from
the force-restore method, especially for FIFE 87. The full heat diffusion equation
improves the phase and amplitude of LST predictions. It will be shown in Section 3.8
that the more accurate LST estimates from the heat diffusion equation reduce the
phase errors between the observed and retrieved ground heat flux diurnal cycles, and
improve the estimates of turbulent heat fluxes.
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Figure 3-1: Diurnal cycles of measured and estimated LSTs for FIFE 87 and 88. Mea-
surements and estimations from the heat diffusion and force-restore equations are shown
respectively by square, solid and dashed lines. The plots are shadowed outside the assimi-
lation window (0900-1600 LT).
In order to further assess the performance of force-restore and heat diffusion equa-
tions, the measured and estimated LSTs from the heat diffusion and force-restore
equations are shown in Fig. 3-2 for sample time series of FIFE 87 and 88. The force-
restore equation generally underestimates LST and produces appreciable errors in the
retrieval of LST. LST estimates from the heat diffusion equation correspond with the
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observations better than those of the force-restore equation for.both FIFE 87 and 88.
Thus, the heat diffusion equation improves the amplitude of LST estimates. Figs.
3-1 and 3-2 were the main motivations to advance the VDA assimilation approach
by employing the heat diffusion equation as a constraint in place of the parsimonious
force-restore equation.
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Figure 3-2: Comparison of predicted LSTs from the heat diffusion and force-restore equa-
tions with measurements for sample time series of FIFE 87 and 88.
3.3 Combined-Source SEB Model
The surface energy balance equation at the soil surface can be written as:
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Rn= H+LE +G (3.7)
Net radiation in the surface energy balance equation is defined as:
Rn= (1 - a)RI + R' - Ego-T4 (3.8)
where a is the surface albedo, RI is the incoming solar radiation, Fg is the surface
emissivity, or is the Stefan-Boltzmann constant, and T is the land surface temperature.
a and Fg here are set equal to 0.2 and 0.98. R' = aorTg4 is the incoming long wave
radiation. Ta is the air tcmperature and E is the atmospheric emissivity which is
obtained from the Idso (1981) formulation.
Sensible heat flux can be represented in terms of the gradient in temperature
between land surface and the air above it;
H = pcpCHU(T - Ta) (3-9)
where p the air density, c, the air specific heat capacity, and U the reference height
wind speed. CH is the bulk heat transfer coefficient, and principally depends on the
characteristics of the landscape and atmospheric stability.
The effect of atmospheric stability on CH can be taken into account by the avail-
able stability correction functions that are dependent on the Richardson number (Ri).
Ri is a measure of the atmospheric stability, and can be obtained as:
Ri / gAA )2 (3.10)
where AO and AU are respectively potential temperature and wind gradients across
height difference Az'. For stable atmospheric conditions the gradient of potential
temperature is positive, which yields Ri > 0. In contrast, under unstable conditions
the gradient of the potential temperature is negative, and therefore Ri < 0. Finally,
when the gradient of potential temperature is zero, Ri = 0 and atmosphere is in a
neutral condition.
As mentioned earlier, the bulk heat transfer coefficient (CH) can be related to
Ri as an indicator of atmospheric stability through the stability correction functions.
These functions are mainly empirical, site-specific and cannot be easily generalized
and applied to various sites. Furthermore, these functions need information on the
surface roughness lengths for heat and momentum, which are typically unavailable
(Louis, 1979; Byun, 1990; Launiainen, 1995; Van den Hurk and Holtslag, 1997).
Hence, such empirical functions are not used in this study. Instead, we used the
simple stability correction function presented by Caparrini et al. (2003),
CH f (Ri) 1 - 2(1 - eORi) (3.11)
CHN
The estimation objectives of this study are the sum of turbulent heat fluxes
(H+LE), and their partitioning (LE/(LE+H)). The sum of turbulent heat fluxes
(H+LE) is scaled by the neutral bulk heat transfer coefficient (CHN), and hence
CHN constitutes the first unknown of the CS scheme. CHN depends on the geometry
of the surface, and varies on the scale of changing vegetation phenology (monthly)
(Caparrini et al., 2004a, b). The partitioning among the turbulent heat fluxes (the
second estimation objective) can be repesented by evaporative fraction (EF):
EF = LE (3.12)
LE+H
Shuttleworth et al. (1989), Nichols and Cuenca (1993), Crago (1996), and Crago and
Brutsaert (1996) used in situ measurements of surface energy balance components to
show that evaporative fraction is almost constant for near-peak radiation hours on
days without precipitation. EF eliminates the diurnal cycle of available energy and
isolates soil control and plant physiological effects on turbulent heat flux partitioning.
These controls change on almost daily time-scales (Gentine et al., 2007). In another
attempt, Lhomme and Elguero (1999) investigated the daytime constancy of EF by
means of the Penman-Monteith scheme coupled with a convective boundary layer
model. They found that EF is relatively constant during the daytime under fair
weather conditions. Lhomme and Elguero (1999) also showed that when available
energy is not a limiting factor, EF rises as soil moisture increases. They also indicated
that the saturation vapor pressure deficit of air had a slight effect on EF and wind
speed had almost no effect. Finally, they illustrated that fairly good estimates of
daytime evaporation can be obtained by multiplying daytime available energy by
EF measured at the central hours of the day. Gentine et al. (2007) used a soil-
vegetation-atmosphere-transfer (SVAT) model to examine the influences of vegetation
cover and soil moisture on EF daytime self-preservation. They showed that soil
moisture availability has a strong effect on EF, and EF rises as soil moisture increases.
Gentine et al. (2007) also showed that when vegetation cover is full the daytime
self-preservation is less evident since under full vegetation cover conditions there is
a relatively sharp rise in EF during late afternoon (after about 1600 LT) due to
thermal inversions. Based on the above discussions, EF (the second unknown of the
CS scheme) is assumed to be constant during the assimilation window (0900-1600
LT) for each day.
3.4 Dual-Source SEB Model
Fig. 3-3 shows the resistance network with nodes at the soil, the canopy leaves, air
within canopy, and air above canopy. In this formulation soil and canopy sensible
heat fluxes depend on the temperature of each source and the air within the canopy.
The resistances are illustrated via turbulent heat transfer coefficients CHS (for heat
transfer from soil to air within the canopy) and CHC (for heat transfer from canopy
to air within the canopy).
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Figure 3-3: Schematic diagram illustrating the resistance network for the dual-source for-
mulation used in the VDA scheme. Also shown is the flux partitioning between soil (sub-
script s) and canopy (subscript c).
Using soil and canopy transfer coefficients, sensible heat fluxes for the soil and
canopy can be respectively expressed as:
H, = PCCHSUW(T - T.) (3.13a)
He = pcCHCUW(Te - T.) (3.13b)
where T, and Tc are soil and canopy temperatures, U,, and T are wind speed and
air temperature at a reference height within the canopy volume.
The total sensible heat flux (H) can be estimated by use of the bulk heat transfer
coefficient CH from the air within the canopy to the boundary layer air above the
canopy,
H = pcCHU(T. - Ta) (3.14)
Similar to the combined-source SEB model, the other key factor for the retrieval
of surface fluxes is related to surface control on latent heat flux, i.e. evaporative
fraction. Based on the definition, evaporative fractions for soil EF, and canopy EFc
......... . ..... . . ...I .............. ..............
are given by:
LBE
EF = L "H (3.15a)
8 LEs + H
LBE
EFc = (3.15b)
*LEc + He
where LE and LEc are latent heat fluxes for soil and canopy.
Once EF, and EFc are estimated from the DS scheme, soil and canopy latent heat
fluxes can be obtained by:
EF
LE 1 = B E8  (3.16a)1 - EFs
EF~
LEc = c-H (3.16b)1 - EFc b
According to this formulation, the sensible heat fluxes from the soil H, and the
canopy He contribute to the total flux by their respective partial areas as follows
(Lhomme and Chehbouni, 1999; Sanchez et al., 2008):
H = fcHc + (1 - fc)H, (3.17)
where fc is the vegetation cover fraction.
Many studies have tried to estimate vegetation cover fraction from the normalized
difference vegetation index (NDVI) using a scaled NDVI approach (Choudhury et al.,
1994). The scaled NDVI approach requires the specification of NDVI associated with
the bare soil (NDVImin) and fully covered surface (NDVImax). The difficulty arises
because the selection of NDVlmin and NDVImax has some uncertainty (Jiang et al.,
2006). Moreover, the relationship between NDVI and fc is site specific and changes
for different soil types (Colwell, 1974; Huete et al., 1985). Furthermore, NDVI reaches
its maximum value at the vegetation cover fraction, which is typically between 0.6
and 0.8 (Huete et al., 1985; Diaz and Blackburn, 2003). In other words, the relation
between NDVI and fc suffers from a pronounced decrease in sensitivity beyond a
threshold value of fe, which is site specific.
In a departure from previous site specific relationships, Choudhury (1987) showed
that the angular vegetation cover fraction f(0) (i.e., the fraction of the sensor view
field that is captured by canopy at a zenith angle 0) can be estimated from the LAI
measurements based on the following semi-empirical relation:
f () = 1 - exp( 5QLAI (3.18)cos(0)
where 0 is the view zenith angle, and Q is a clumping factor and characterizes the
surface heterogeneity. Q = 1 for random canopies and Q <1 for clumped canopies
(Kucharik et al., 1999; Norman et al., 2000). The clumped canopies may only inter-
cept 70 to 80 % of the radiation compared to the same crop with random distribution,
and therefore Q <1 for clumped canopies (Campbell and Norman, 1998; Kustas and
Norman, 2000). Thus, this factor enables us to use the typical equations of random
canopies for heterogeneous cases (Sanchez et al., 2008). In this study, it is assumed
that canopies are randomly distributed over the surface and Q = 1. By increasing
view zenith angle, the soil layer becomes more invisible by the canopy cover and
f(0) increases. It is apparent that the fractional vegetation cover, fe, is given by the
angular vegetation cover fraction at 0 = 0 (Norman et al., 1995; Anderson, 1997):
f = 1 - exp(-0.5LAI) (3.19)
Similar to (3.17), the total latent heat flux is composed of latent fluxes from the
soil and canopy, weighted by the fractional vegetation cover:
LE = fcLEc + (1 - fc)LEs (3.20)
The partitioning of the net radiation flux, R., between the soil and canopy is:
Rn= fcRnc + (1 - fc)Rns (3.21)
where Rnc and Rn, are the contributions (value per unit area of component) of the
canopy and soil, respectively, to the total net radiation flux.
Many dual-source models [e.g., Kustas et al. (1995), Norman et al. (1995), and
Schmugge et al. (1998)] partition net radiation (Rn) between the canopy (Rc) and
soil (R, 8 ) by using the exponential extinction of net radiation (i.e., Beer's law) within
the canopy. This approach gives reasonable results for nearly full canopy covers, but
yields significant errors for sparse vegetations (Kustas and Norman, 2000). Large
errors for sparse vegetations arise because the soil thermal radiation significantly
contributes to the profile of net radiation, and therefore Beer's Law cannot provide a
correct representation of net radiation within the canopy. In contrast to the common
Beer's law representation of canopy and soil net radiations, this study estimates R"c
and R,8 by creating a balance among the incoming and outgoing shortwave and
longwave radiation fluxes for canopy and soil components:
Rnc =(1 - ac)Rl + R1 - eco-T (3.22a)
Rns = (1 - a,)RI + R1 - Eso-T (3.22b)
where ac and as are the surface albedo for canopy and soil, and Ec and E, are canopy
and soil emissivities.
In land surface models it is often assumed that the canopy has no heat storage,
and thus the net radiation absorbed by the plant canopy (Rnc) is partitioned between
He and LEc,
Rnc= He + LEc (3.23)
Unlike the plant canopy, which partitions Rnc only between He and LEc, the net
radiation absorbed by the soil (R,8 ) is partitioned among not only H, and LE, but
also G,
Rns= Hs + LEs + G (3.24)
It is apparent from physics of the problem that the ground heat flux (G) appears only
in the energy balance equation for the soil component.
3.5 Conductance Within the Canopy
The profiles of mean wind speed U(z'), and the horizontal shear stress T(z') are
usually assumed to decay exponentially with depth below the top of the canopy:
U(z') = U(h) exp[-amLAI(1 - z'/h)] (3.25)
T(z') = r(h) exp[-adLAI(1 - z'/h)] (3.26)
where U(h) and T(h) are respectively the wind speed and shear stress at the top of
the canopy (z' = h), and a, and ad are empirical extinction parameters and depend
on the canopy density (Brutsaert, 1979, 1982) .
The shear stress (r) is related to the velocity gradient through the definition of
kinematic eddy viscosity (Kin) (Brutsaert, 1979; Eagleson, 2002),
Km (TIP) (3.27)(BU/8z')
Substituting (3.25) and (3.26) into (3.27) yields:
Km(z') = Km(h) exp[-amL AI(1 - z'/h)] (3.28)
where Km (h) is the kinematic eddy viscosity at z' = h, and am = ad - aw.
Similar to (3.27), the vertical flux density of heat (H) is proportional to the
gradient of temperature through the eddy diffusivity for heat (Kh) (Campbell and
Norman, 1998; Eagleson, 2002):
Kh= (H/pcp) (3.29)(BT/Bz')
The eddy diffusivity for heat (Kh) has also an exponential profile below the top
of canopy, similar to Km (Wright and Brown, 1967; Legg, 1975; Brutsaert, 1979;
Eagleson, 2002),
Kh(z') = Kh(h) exp[-ahLAI(1 - z'/h)] (3.30)
where Kh(h) is the heat eddy diffusivity at z' = h and ah is an empirical extinction
parameter and is a function of vegetation type. Following Eagleson [2002, chap. 5,
sec. D], ah = 0.5 is used here.
The canopy resistance for heat transfer (rc) is inversely proportional to the heat
eddy diffusivity (i.e., re cx 1/Kh), and can be estimated by integrating the heat eddy
diffusivity from the bottom (z' = 0) to the top (z' = h) of the canopy (Shuttleworth
and Gurney, 1990),
Ih dz'
r KhW) (3.31)
Then, the canopy conductance, CHcU, (the inverse of canopy resistance, rc) is es-
timated as a function of the decay starting reference value (CHU) at height h as
follows,
CHCUw 1 Kh(h) ahLAI CHU ahLAI
/h dz' h exp(ahLAI) - 1 exp(ahLAI) - 10o Kh z')
The limit of ahLAI1 is one as LAI -> 0. Thus, for LAI = 0, CHcUw = CHU asexp(ahLAI)-:1
expected.
Alternatively, the canopy conductance (CHcUw) can be approximated from (3.30)
by assuming that the reference height for the computation of vegetation conductance
is h/2 (first-order approximation),
1 Kh(h) ahLAI ahLAI
CHCUw = h h exp(- 2 )A = CHUexp(- ) (3.33)
Kh(z'=h/2)
Fig. 3-4 compares the estimated CHcUW values from (3.32) and (3.33) for a
nominal CHU value of 0.1 (m s- 1). As shown, the first-order approximation (Eq.
3.33) slightly overestimates the exact CHCUw values, but in general its results agree
reasonably well with those of the exact formulation (Eq. 3.32).
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Figure 3-4: Comparison of the estimated canopy conductance (CHCU) values from Eqs.
3.32 (exact) and 3.33 (approximate) for a nominal value of CHU (here taken as 0.1).
Similarly, setting z' = 0 as the reference height for the computation of soil con-
ductance yields
1 Kh(h) exp(-ahLAI) = CHU exp(-ahLAI) (3.34)CHSUW h = h
K(z'=O)
The last step is to derive the diagnostic equations for the canopy temperature (Tc)
and the air temperature within the canopy (Tm). Tc and T are required in (3.13a)
and (3.13b) for the calculation of H, and He. By implementing some basic algebraic
operations on (3.13a), (3.14), (3.15b), (3.23), and (3.34), the diagnostic equation for
T is derived as follows:
fc(1 - EFc)Rnc + PCpCHUTa + (1 - fc)pcpCH exp(-ahLAI)UTS (3.35)
pcpCHU + (1 - fc)pcCH exp(-ahLAI)U
Similarly, on the basis of (3.13b), (3.15b), (3.23), and (3.33), Tc can be estimated
from,
T - [(1 - ac)RI + R + 3EuT](1 - EFe) + pcpCH exp(-ahLAI/2)UT" (3.36)
4Eso-Ta(1 - EFe) + pcpCH exp(-ahLAI/2)U
The DS model includes the set of equations (3.13a), (3.13b), (3.16a), (3.16b),
(3.17), (3.19), (3.20), (3.21), (3.22a), (3.22b), (3.24), (3.35), and (3.36) with parame-
ters CHN, EF, and EFc that need to be estimated.
3.6 Adjoint State Formulation
3.6.1 VDA Without Model Uncertainty (Strong Constraint
VDA)
The problem of estimating CHN and EF using discrete-time measurements of LST is
formulated by minimizing the difference between estimated and observed LST (Ca-
parrini et al., 2003, 2004a, b). The physical constraint adjoined to the model is given
by the heat diffusion equation instead of the force-restore approximation. Measure-
ments of LST, TbS(0, t), are available inside the assimilation window [ro,T]. The
estimation cost function J for the CS scheme is defined as:
N 7,
J(T, A, R, EF) = [Ti(0, t) - Ti,obs (0, t)]C ' [T(0, t) - Ti,o0 b(0, t)]dt
i=1TO
N
+ (R - R' )TCl (R - R') + Z(EFi - EF' )TCk(EFi - EF')
i=1
+2 f Ai(z, t)( 8T(Z t) _ D Ti(z 0 )dzdt (3.37)
The first term in the cost function represents the misfit between the LST observa-
tion, Toob(0, t), and model forecasts, T(0, t). To make CHN always positive and phys-
ically meaningful, it is transformed through a variable R via CHN= exp(R). Primed
parameters (EF' and R') are prior estimates and the second and third terms penalize
deviations from the prior values. Cil, C-1 and C-' are numerical constant parame-
ters. The magnitudes of these parameters control the rate of convergence/numerical
stability of the iterative minimization scheme. The values of C1, C' and CE- can
be obtained from the inverse covariance functions of state and parameters, if their
statistical structures are known (Bennett, 1992). Since the statistical structure of the
state and parameters are unknown in most engineering problems, these parameters
are usually found by trial (Daley, 1991). The aim of trial is to investigate the impact
of Ci', C- 1 , and C-1 values on the magnitude of cost function J. In the first trial,
Ci' is taken equal to 0.01 (K- 2 ). Thereafter, some tests were performed to obtain
proper values for C ' and C-. To do so, the model was run for different values of
CO1 and C-1 and their impacts on the estimation results were explored. At first, it
was assumed that CRI and C- are equal and they were varied from 102 to 104 in
different tests. It was observed that in the first test with Ci1= C-1 = 102 the model
is unstable and does not converge. In contrast, the scheme converges at a reasonable
rate (after 300 iterations) and slowly (after 2500 iterations) for C 1 = C-1 values of
103 and 104, respectively. The magnitudes of cost function (J) for C' = 0.01 (K- 2),
and various C = CE- values are shown in the top panel of Table 3.1. In order to
further investigate the effect of these numerical parameters (i.e., C ' and C-I) on
the estimation, the values of C 1 and CE- were assumed to be unequal and they were
varied from 103 to 104, but the results were changed only slightly (bottom panel of
Table 3.1). As the last step of our trial, C was increased ten times and was set to
0.1. It was observed that the same results can be obtained if the magnitudes of C '
and C-1 are also increased with the same rate (i.e., ten times). Finally, the values of
0.01, 1000, and 1000 which lead to a minimum value for the cost function were used
respectively for CT1 , C 1, and C-1 (Table 3.1).
Table 3.1: The magnitude
C. C-1 and C- values
of cost function (J) for
are chosen to be equal
different combinations of Ci, Ci , and
and unequal respectively in the top and
bottom panels.
C 1  0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
C ' 500 1000 2000 3000 4000 5000 7000 10000
CI 500 1000 2000 3000 4000 5000 7000 10000
J 4.8305 4.8266 4.8564 4.8704 4.8834 4.8958 4.9192 4.9518
Cil 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
C-J 1000 3000 2500 5000 3000 6000 5000 10000
CEj 3000 1000 5000 2500 6000 3000 10000 5000
J 4.8751 4.8371 4.897 4.8613 4.9085 4.8693 4.9505 4.8963
Correct values of R and EF may be found by minimizing the cost function. To
minimize the cost function, its variation (6J) with respect to the independent param-
eters (i.e., T, A, R and EF) should be set equal to zero. Using integration by parts to
integrate the heat diffusion equation, applying Eqs. (3.7, 3.8, 3.9, and 3.12), taking
the first variation of J, and setting it equal to zero lead to the following six sets of
Euler-Lagrange equations:
OA 82A
-t+ D = 0
At z2
A(,r)= 0
(3.38a)
(3.38b)
OA C-1 T t)A(0 t (01 t ) 01z=0 = T [T0,t ) - Tos(0,t)] + [4Eso-T pCPef(
az D p 1 -EF
09
1 N A(1 t)PcPe RU(T(0,t) - Ta)f(Ri)dR=R'- 1 zf 0I , EF'(c)(Ci= J_, i F
Ri)U]
(3.39a)
(3.39b)
(3.40)
1 (,~pcef (R)U((,) -Ta)EF. = EF' - I T' Ai)(0, t) (1- EF0t - dt (3.41)(c)(C ) (1 - EF')2
The Lagrange multiplier (A) is also called the adjoint state variable, and hence (3.38a)
is called the adjoint model which has to be integrated backward in time using the
derived terminal and boundary conditions (Eqs. 3.38b, 3.39a and 3.39b). Eqs. (3.40)
and (3.41) are used for estimating unknown parameters and can be computed once A
and T are known (by integrating respectively the soil heat diffusion and the adjoint
model). The data assimilation scheme iteratively improves estimates of EF and R
starting from the initial guesses EF' and R'. This procedure is done iteratively by (1)
integrating the forward model with prior guesses of R and EF over the interval [TO, Ti],
(2) integrating the adjoint model backward in time to obtain A over the same interval,
(3) updating the parameters using relevant equations, (4) repeating steps (1)-(3) until
convergence is reached. Having determined the optimal estimates of parameters (EF
and R) and dynamically optimal estimates of the model state T, surface heat fluxes
can be obtained.
Fig. 3-5 indicates the variation of each term in the cost function as a function of
the iteration number up to 300 iterations of the minimization process. The first term
in the cost function represents the misfit between the LST observation, Tob (0, t), and
model forecast, T(0, t). As shown, at the iteration number of about 300, the misfit
between the LST observation and model forecast decreases very insignificantly. The
second and third terms represent the errors of unknown parameters R and EF. The
error plots of the second and third terms show that at the iteration of around 300,
the misfit between the last best estimate of unknown parameters and their a priori
values is almost zero. Finally, and as expected, the magnitude of the last term (i.e.,
adjoint term) is almost zero. Comparing the magnitude of all the terms in Fig. 3-5
reveals that the misfit between the estimated and observed LST is the main factor
and the dominant term causing the value of the cost function to be non-zero after the
convergence.
The misfit of observed and retrieved LST decreases as the number of iterations
increases, but at a certain iteration number this misfit reduces only slightly. At that
point, the common assumptions of the model (e.g., constant day-time evaporative
fraction, constant monthly bulk heat transfer coefficient, constant soil thermal con-
ductivity and heat capacity, etc.) as well as observation errors do not allow the
iteration scheme to further decrease the misfit between estimated and observed LST.
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Figure 3-5: Variation of each term in the cost function with the number of iterations.
The cost function for the DS scheme is defined similar to the CS model. But,
for the DS model we would include EF, and EFc in the cost function representing
respectively the soil and canopy evaporative fractions. Therefore, the third term on
the right hand side of Eq. (3.37) should be split into two terms, one for EF, and
the other for EFe. Also, the constraint term in the DS cost function provides the
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estimates of soil temperature instead of LST.
3.6.2 VDA With Model Uncertainty (Weak Constraint VDA)
The measurement and the system model constraint are both imperfect. Our aim
is to develop a VDA algorithm that accounts for structural model errors and fully
incorporates process dynamics into the estimates. In order to develop such a VDA
system, an unknown error term, w(t), is added to the SEB equation:
G = Rn - H - LE - w(t) (3.42)
In this analysis we only follow the combined-source SEB formulation in order to
more specifically assess the performance of added model error term in the data as-
similation. Using the Bayes theorem (Rodgers, 2000; Tremolet, 2006), the estimation
cost function J is defined as:
N s
J(T, A, R, EF, o) = j [T(0, t) - Ti,0 b,(0, t)]C+ [T(0, t) - T,obs(0, t)]dt
N
± (R - RI)TCfl (R - R') + (EFi - EF' )TC (EFj - EF')
i=1
N T102T
+ 2 1) 0\j(z, t)( at D az2 )dzdt
i=1 T0
+ w (t')C- I(t', t")w(t")dt'dt" (3.43)
i=1 TO TfO
The cost function in Eq. (3.43) is capable of estimating not only the optimal values
of model parameters (CHN and EF) but also the model error term (w). The first-
fourth terms are the same as those of the strong constraint VDA scheme, which
were explained previously. The last term accounts for the model error (w(t)) and
penalizes deviation from the prior value, which is assumed to be zero. More details
on the formulation of the weak constraint VDA scheme and the appearance of the
model error term through the Bayes theorem are provided by Rodgers (2000) and
Tremolet (2006). Cw (t', t") is the model error covariance. Following Reichle (2000)
and Margulis and Entekhabi (2003), an exponential structure for the model error
covariance is used [CJ1 (t', t") = oi exp(It' - t"|/T)]. This kind of error covariance
model is often used when the covariance structure of errors is poorly known. The
standard deviation (on) and decorrelation timescale (T) of the model error are given
reasonable values of 100 Wm- 2 and 6 hr. Similar to the VDA scheme without model
uncertainty, applying integration by-parts to the heat diffusion equation, using (3.8),
(3.9), (3.12), and (3.42), taking the first variation of J with respect to T, A, R, EF, and
w and setting it equal to zero yield Euler-Lagrange equations. The derived expressions
are the same as those of the VDA system without model uncertainty (Eqs. 3.38a-
3.41), but herein we would have one more equation for estimating the model error
term:
W(t) = j C I (t',t)A(0, t')dt' (3.44)
c '.
The VDA system with model uncertainty is also called weak constraint VDA in
contrast to the strong constraint VDA in which no model uncertainty is used.
3.7 FIFE Dataset
The First ISLSCP (International Satellite Land Surface Climatology Project) Field
Experiment (FIFE) was centered on a 15 km x 15 km grassland site near Manhattan,
Kansas and took place during the summers of 1987 and 1988 (Sellers et al., 1992).
Micrometeorological data and forcing variables were collected from ten Portable Au-
tomatic Meteorological (PAM) stations. LST, also referred to as skin temperature,
was obtained in each station from the thermal emission of the land surface with a
downward looking radiometer. Also, surface flux measurements were made at 22 and
10 sites respectively in the summers of 1987 and 1988. Betts and Ball (1998) applied
range filters to each station time series to eliminate erroneous data, and then com-
pared the time series of all PAM stations in terms of mean and standard deviation
to exclude physically unrealistic data. Finally, all the station data that passed this
editing were used by Betts and Ball (1998) to generate a site-averaged time series of
forcing variables, LST, and micrometeorological measurements as well as surface flux
observations with a 30-min time step.
To test the developed models with real data, we applied the data assimilation
frameworks to the area-averaged observations over the 15 km x 15 km FIFE domain
(Betts and Ball, 1998). However, the developed data assimilation models could be
verified with more recent single-point measurements from the existing flux tower
networks (e.g., Fluxnet, EuroFlux, AmeriFlux, etc.). But, the main goal is then to
apply the VDA models over large-scale domains with a computational grid size of a few
kilometers. Because a grid box in a large-scale domain characterizes an area average,
it is essential to validate the VDA models by area-averaged measurements (Chen et
al., 1996). It is clear from the above reasons that area-averaged observations over the
FIFE site provide a unique opportunity to verify the data assimilation models over
a scale compatible with remotely sensed observations. Through validating the VDA
models by FIFE site-averaged data, this study provides insights into the capability
of the VDA schemes for the retrieval of surface heat fluxes over large-scale domains
with grid resolutions of a few kilometers from remotely sensed LST observations.
In this study we present results from an application to the 96- and 84-day periods
respectively in summer 1987 (Julian Day 148-243) and 1988 (Julian Day 160-243).
These particular periods (summers of 1987 and 1988) are chosen because the assim-
ilation scheme is more robust during a water-limited evaporation regime (when soil
is relatively dry) (Crow and Kustas, 2005). In contrast, during the energy-limited
or first stage of evaporation (when soil is wet), the drying rate is mainly controlled
by atmospheric conditions rather than surface properties (Philip, 1957; Shokri et al.,
2008, 2009). As a result, under these conditions the assimilation model performs
less robustly (Caparrini et al., 2004a; Crow and Kustas, 2005). The assimilation
was performed over 30-day consecutive blocks during summer of 1987 and 1988. To
make sure that the minimization procedure has converged to the global minimum,
the blocks have a 15-day overlap.
The soil type encountered at FIFE is mainly composed of silt and clay (Ridder,
2000). The volumetric heat capacity of soil at the FIFE site is estimated from c =
c, + Oc (De Veries, 1963; Campbell, 1985) (where c and c, are the volumetric heat
capacity of water and dry soil, and 0 is the volumetric soil water content). The
literature values for c, and c, are respectively 4x10 6 (j m-3 'K-1) and 1.48x 106 (j
m-3 OK- 1) (Hillel, 1998; Abu-Hamdeh, 2003). Also, 0 varies from about 0.15 to 0.3
over the FIFE site during the period of our study (Betts and Ball, 1988). Thus, an
average 0 value of 0.22 is used herein. Finally, a value of 2.35x 106 J m- 3 OK-1)
is obtained for the soil volumetric heat capacity (c) at the FIFE site based on the
aforementioned magnitudes of c8, c., and 0. Also, based on the soil type (silt and
clay) and its average water content (0 = 0.22) the soil heat conductivity (p) is set to
0.65 (J m- 1 K-1 s- 1) (Hillel, 1998; Abu-Hamdeh and Reeder, 2000). Similar values
of p and c were also reported by Castelli et al. (1999).
3.8 Results
3.8.1 VDA Without Model Uncertainty (Strong Constraint
VDA)
The iterative methodology for the estimation of surface heat fluxes at half-hour res-
olution is implemented independently for each day [between To=0900 and r1= 1600
local time (LT)]. EF is taken to be constant during our assimilation window and a
separate EF value is retrieved for each day. The parameter R, which is mainly af-
fected by landscape characteristics, changes on a longer time scale and it is estimated
monthly. Estimating two parameters (EF and R) from only one parameter (T) is
not well-posed if the two parameters (EF and R) are allowed to change on the same
time scale. The reason for this behavior can be explained by the use of the surface
boundary forcing equation that can be shown as:
dT(0,t) H pcefRiUT_-Ta)
p t R - H - LE = R, - = Rn - pc*e f(Ri)U(T - Ta) (3.45)dt (1-EF) (1-EF)
The product of eR and (1 - EF)- 1 appears in (3.45). This means that the model is
unable to separate the two unknown parameters (R and EF) and distinguish their
difference if they are allowed to vary on the same time scale. To make the estimation
problem well-posed and realizing that EF and R change on different time scales, daily
EF and monthly R were estimated (Caparrini et al. 2004a). Validation is done for
30-day time blocks covering 96 and 84 days respectively within summer 1987 and
1988. Time blocks have a 15-day overlap to test for local minima effects.
To find a reasonable domain for the initial guess of CHN = CR, EF values were
retrieved individually for a number of reasonable R values. This yields a time series
of daily EF estimations for a fixed value of R. Figs. 3-6a and b show the average of
retrieved EF values for each assimilation block over a range of R values for FIFE 87
and 88. As indicated, the temporal average of optimized EF values is strongly affected
by the R values (i.e., EF goes down for larger R). Larger R values increase sensible
heat flux, and because of the energy conservation latent heat flux and consequently
EF will be decreased. The variation of EF versus R can also be explained by the use
of the surface boundary forcing equation (Eq. 3.45). To obtain reasonable estimates
of LST that match the observations, the numerator (H) and denominator (1-EF) in
Eq. (3.45) should balance each other. By increasing R, the sensible heat flux in the
numerator increases and therefore the denominator (1-EF) should rise (i.e., EF has
to be decreased) to account for the growth of H.
Figs. 3-6c and d indicate the root-mean-square-error (RMSE) of predicted land
surface temperature for the same range of R. This figure gives a good basis for
choosing a reasonable value of R as an initial guess although it does not have a well-
defined minima for the RMSE of LST. For instance, R values between -4 and -6 for
FIFE 87 and between -5 and -6.5 for FIFE 88 could be used as an initial guess since
the RMSE of land surface temperature prediction is minimized over that range. Figs.
3-6e and f plot the RMSE of predicted EF versus R for FIFE 87 and 88. These two
plots along those in Figs. 3-6a and b indicate that the accuracy of EF predictions is
highly affected by the R values. These results are consistent with those of Crow and
Kustas (2005).
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Figure 3-6: (a and b) Temporal average of EF values, (c and d) RMSE of retrieved LST,
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In Fig. 3-7 estimated daily evaporative fraction values from the CS model (solid
lines) are compared with the observed ones (open circles). As shown, there is very
good agreement between the observed and estimated EF. The estimated EF demon-
strates characteristic response to drydown and wetting events, even though no soil
moisture information is provided to the assimilation scheme. The assimilation scheme
is able to use the implicit information in LST dynamics to partition available energy
among the turbulent heat fluxes. Also, the small difference of predictions during the
overlapping periods shows that the cost function has likely not converged to a local
minima. Moreover, the results of the Caparrini et al. (2004a) CS model (employed
the simple force-restore equation as a constraint) are shown in Fig. 3-7 as lines with
filled circles. In the initial period of the 1987 experiment, sharp jumps are observed
in the estimated EF values from the Caparrini et al. (2004a) CS model. Also, in
the last period of both 1987 and 1988 experiments, the Caparrini et al. (2004a) CS
model overestimates EF. By the introduction of the heat diffusion equation in lieu of
the force-restore equation, evaporative fraction estimations are improved, and neither
the sharp jumps in the initial period of FIFE 87 nor the overestimations of EF in
the last period of FIFE 87 and 88 are observed. This improvement occurs because
the heat diffusion equation reduces the errors in the LST estimates, and therefore
the signature of relative partitioning of turbulent heat fluxes can be retrieved more
accurately from the evolution of LST.
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Figure 3-7: Time series of evaporative fraction for FIFE 87 and 88. [Estimated evaporative
fraction from measured heat fluxes (circles), CS scheme (solid lines), and Caparrini et al.
(2004a) CS study (lines with filled circles)].
DS LST modeling provides separate estimates of soil evaporation and transpira-
tion, and therefore dependencies of total evapotranspiration on soil and vegetation
components may be better discerned. The retrieved daily evaporative fractions for
soil (EF,) and canopy (EFc) are illustrated in Fig. 3-8. As shown, EF, and EFc fol-
low the same rising/falling trend which corresponds to the daily rainfall pattern even
though the precipitation and soil moisture information are not inputs to the assimi-
lation system. In the soil evaporation process, moisture passes directly from the soil
surface to the atmosphere. Also, based on the definition of EF, (ratio of soil latent
heat flux to the sum of the soil turbulent fluxes), the soil turbulence effects emerge in
both its numerator and denominator. Therefore, the main factor controlling EF, (the
principal determinant of its variability) is the available surface soil moisture control
on evaporation (Caparrini et al., 2004b; Sini et al., 2008). In contrast, transpiration
draws moisture from the root zone, and consequently EFc is strongly affected by the
root zone soil moisture. The lower fluctuations in EFc compared to EF, are because
soil moisture has the largest amplitude of variability at the surface while its vari-
ability is considerably damped across the deeper layers. The higher fluctuations in
EF, compared to EFc indicate that the soil evaporation exhibits a rapid and sharp
response to the changes in surface soil moisture while the response of transpiration
is more dampened. The main variation of latent heat flux over time is due to the
change in the relative contribution of soil evaporation to total evapotranspiration.
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Figure 3-8: Time series of evaporative fraction for soil (solid lines) and canopy (lines with
filled circles). Histogram shows daily rainfall. (top) FIFE 87 and (bottom) FIFE 88.
Table 3.2 represents the CS (top panel) and DS (bottom panel) estimated neutral
component of the bulk heat transfer coefficient (CHN) for FIFE 87 and 88. The mag-
nitudes of predictions from both models are comparable and fall within the physically
expected range (Stull, 1994; Caparrini et al., 2004a). In most periods, the DS esti-
mated CHN values are larger than those of the CS model. This can be explained by
examining the relation between the CS and DS CHN values. Using (3.9) and (3.14),
CHN values from the CS, (CHN)CS, and DS, (CHN)DS, are related as follows:
(CHN)DS HN) -- Ta(CNCSTw - Ta (.6
During the assimilation window (i.e., 0900-1600 LT) land surface temperature (T) is
typically larger than the air temperature within the canopy (i.e., T > Tw). Thus,
(T - Ta) > (T. - Ta) and it is expected that the DS estimated CHN values would be
larger than those of the CS model.
To examine the relationship between the VDA estimates of CHN and vegetation
phenology in different periods, the LAI values are also presented in Table 3.2. LAI
is obtained from the LAI-NDVI exponential relationship presented by Aparicio et al.
(2000), and the site average of NDVI data provided by Hall et al. (1992) from the
Landsat and SPOT satellites observations. Compared to FIFE 88, CS and DS CHN
values for FIFE 87 are generally higher and vary more among the modeling periods.
Also, CHN reaches its maximum in the second period (Julian days 162-192) where
the plant phenology (i.e., LAI and biomass) is at its peak value (Hall et al., 1992;
Betts and Ball, 1998). As the summer progresses, vegetation cover vanishes because
of a marked drydown and consequently CHN decreases. Due to the wetting rainstorm
in the last period (Julian days 207-243), again an increase in the LAI and CHN is
seen. Compared to 1987, the summer of 1988 experienced a very different wetting
and drydown pattern with remarkable difference in vegetation phenologies (Hall et
al. 1992, Betts and Ball, 1998). LAI during the summer of 1988 not only does not
diminish but also increases slightly. Therefore, an increasing trend in the estimated
CHN values is seen.
Table 3.2: Neutral bulk heat transfer coefficient (CHN) for FIFE 87 and 88 estimated by
the CS (top panel) and DS schemes (bottom panel).
FIFE 87 FIFE 88
Julian days CHN LAI Julian days CHN LAI
148 - 177 9.59 x 10-3 1.7 160 - 190 2.01 x 10-3 1.2
162 - 192 18.62 x 10-3 1.8 175 - 205 2.80 x 10-3 1.2
177 - 206 12.32 x 10-3 1.2 190 - 220 4.10 x 10-3 1.2
192 - 221 5.87 x 10-3 1.0 205 - 235 4.31 x 10-3 1.3
207 - 243 7.60 x 10-3 1.1 220- 243 5.16 x 10-3 1.4
148 - 177 10.40 x 10-3 1.7 160 - 190 3.60 x 10-3 1.2
162 - 192 19.76 x 10-3 1.8 175 - 205 3.92 x 10-3 1.2
177 - 206 11.78 x 10-3 1.2 190 - 220 5.33 x 10-3 1.2
192 - 221 7.43 x 10-3 1.0 205 - 235 5.21 x 10-3 1.3
207 - 243 8.75 x 10-3 1.1 220 - 243 5.88 x 10- 3 1.4
The CS and DS schemes' half-hourly estimates of the surface fluxes are plotted
versus measurements in Figs. 3-9 and 3-10. These plots are used to compare the
performance of CS and DS approaches. Both schemes' estimates are in satisfactory
agreement with the observations, with the scatter mainly falling around the 1:1 line.
However, the CS scheme tends to overestimate latent heat flux for FIFE 87 when LE
> 200 Wm-2. Fortunately, the performance of DS model is improved compared to
the CS scheme, and it yields values closer to the measurements for FIFE 87. This
improvement is remarkable for the latent heat flux since the DS model emphasis is on
the estimation of evaporative fractions for soil and canopy separately. The CS model
overestimates latent heat flux for FIFE 87, while the DS scheme LE estimates show
a better match with the observations. Finally, with the estimates of Ra, H, and LE,
ground heat flux (G) is obtained as a residual of the surface energy balance. Since
the DS model significantly improves the estimation of LE for FIFE 87, we expect to
see a lower scatter around the 1:1 line in the DS estimates of G. Unlike FIFE 87, the
agreement between the DS scheme estimates of surface heat fluxes and observations
is not improved considerably over the CS model predictions for FIFE 88. This may
be because LAI is lower in FIFE 88 compared to FIFE 87, and therefore the CS
model can provide a sufficiently accurate representation of reality. In general, the DS
model results are comparable to and in some cases more accurate than the CS scheme
estimates (Norman et al., 1995).
Moreover, half-hourly estimated heat fluxes from the present CS scheme (Fig. 3-9)
are compared with those of the Caparrini et al. (2004a) CS model (Fig. 3-11). This
comparison is implemented to understand how the employment of the heat diffusion
equation in lieu of the force-restore equation affects the performance of the data
assimilation model. A similar tendency of overestimating LE for FIFE 87 when LE >
200 Wm-2, as was observed in the CS model estimates of LE (Fig. 3-9), is also evident
in the results obtained by Caparrini et al. (2004a) (Fig. 3-11). The comparison of
sensible heat flux in Figs. 3-9 and 3-11 shows that the Caparrini et al. (2004a) CS
model performs rather poorly for FIFE 87, estimating H with considerably larger
scatter. Moreover, the Caparrini et al. (2004a) CS model suffers from the significant
scatter around low turbulent flux values corresponding to the very first time step of
the assimilation interval (i.e., 0900 LT), while the developed CS model overcame such
a shortfall. Since the ground heat flux (G) is determined as a residual in the surface
energy balance equation, a remarkable scatter also appears in the ground heat flux
estimates, which corresponds to the large scatter in the turbulent fluxes estimates
(Fig. 3-11). Overall, comparing Figs. 3-9 and 3-11 indicates that the employment
of heat diffusion equation as a constraint within the data assimilation framework, in
place of the parsimonious force-restore equation, improves the estimates of surface
heat fluxes. This happens because the heat diffusion equation can provide more
precise estimates of LST, and therefore it is capable of extracting the signature of
relative partitioning of surface heat fluxes more accurately from the LST estimates.
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Figure 3-9: CS scatterplot of half-hourly modeled versus measured (top) sensible, (center)
latent, and (bottom) ground heat flux for FIFE 87 (left) and FIFE 88 (right).
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Figure 3-10: The same as Fig. 3-9 but for the DS model.
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Figure 3-11: The same as Fig. 3-9 but for the Caparrini et al. (2004a) CS model.
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Figs. 3-12 and 3-13 show the daylight-averaged (0900-1600 LT) values of estimated
and observed turbulent heat fluxes respectively for FIFE 87 and 88. The results based
on estimations from the current CS and DS models as well as the Caparrini et al.
(2004a) CS scheme are denoted respectively as black, blue, and red lines. Remarkably,
the CS and DS estimations are consistent with the observations in terms of day-to-
day dynamics across the modeling period although the soil moisture and precipitation
data are not used within the assimilation scheme. This shows that (1) the sequences
of LST provide an invaluable source of information for the partitioning of available
energy between the turbulent heat fluxes, and (2) the developed CS and DS model can
effectively use the information contained in the LST and retrieve the turbulent heat
fluxes. Comparing the outcomes of CS (black lines) and DS (blue lines) illustrates
that the DS model results are more accurate or at least comparable to the CS scheme
estimates, as expected.
Furthermore, the comparison of daily retrieved H and LE values from the current
CS model (black lines) with those of the Caparrini et al. (2004a) CS model (red lines)
indicates that the inclusion of the heat diffusion equation improves the estimates of
daylight-averaged turbulent heat fluxes. For example, in the initial period of the
1987 experiment, sharp jumps are observed in the estimated daily H values from
the Caparrini et al. (2004a) CS model. Also, in the last period of FIFE 1987,
the Caparrini et al. (2004a) CS model underestimates H. The current CS model
overcomes such shortfalls and gives better estimates of sensible and latent heat fluxes
compared to those of the Caparrini et al. (2004a) model.
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Figure 3-12: Time series of observed daily turbulent heat fluxes (circles) and predicted
values from the CS model (black lines), DS scheme (blue lines), and Caparrini et al. (2004a)
CS model (red lines) for FIFE 87. (top) sensible, and (bottom) latent heat flux.
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Figure 3-13: The same as Fig. 3-12 but for FIFE 88.
In order to further analyze the performance of CS and DS schemes, time sequences
...................................    ....... ....
of observed and retrieved half-hourly sensible, latent and ground heat fluxes from
both of the models are illustrated respectively in Figs. 3-14 and 3-15 over Julian
days 192-221 of FIFE 87. Comparison of these two figures indicates that the CS
model overestimates latent and ground heat fluxes while the DS model overcomes
this shortfall.
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Figure 3-14: Time sequences of measured turbulent heat fluxes (dots) and predicted values
from the CS model (lines) for Julian days 192-221 of FIFE 87. (top) Sensible heat flux
(middle) latent heat flux, and (bottom) ground heat flux.
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Figure 3-15: The same as Fig. 3-14 but for the DS model.
Fig. 3-16 compares the predicted land surface temperature values with the mea-
surements for both the CS and DS models. As shown, the LST predictions from both
models are very close to the measurements. The CS and DS schemes both work based
on the minimization of LST forecast misfits against observations. The DS model can
explain the difference between canopy and soil surface temperatures, and therefore it
can retrieve the LST more accurately than a CS scheme. Thus, we expect that the
DS model estimates of LST would be more accurate and closer to the observations
than those of the CS scheme. As shown in Fig. 3-16, the RMSE of LST predictions
decreases from 1.91 0K for the CS scheme to 1.39 0K for the DS model during the
FIFE 87 experiment. For FIFE 88, the RMSE of DS model LST estimates is only
slightly less than that of CS model. This happens because the vegetation cover in
FIFE 88 is less dense, and the influence of vegetation on LST is less important. Under
this condition, the parsimonious CS model can retrieve the LST almost as accurately
as the DS scheme, and that is why the DS LST estimates are only slightly improved
relative to those of the CS model.
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Figure 3-16: Half-hourly estimated LST values versus observed ones for FIFE 87 (left) and
FIFE 88 (right). (top) CS model, and (bottom) DS model.
As already indicated in Fig. 3-1, the force-restore equation produces errors in
estimating the LST evolution, and yields a large deviation between the observed and
estimated LST diurnal cycles. This finding is particularly important because it is
shown in Chapter 1 that the LST variations contain implicit information on parti-
tioning the available energy among the surface energy balance components, and the
signature of relative partitioning of surface heat fluxes can be derived from the evo-
lution of LST. Thus, we are interested in understanding how this shortcoming of the
FIFE 87
force-restore equation in estimating the LST evolution affects the retrieval of surface
heat fluxes' diurnal cycles. Fig. 3-17 shows the mean diurnal cycles of measured
and estimated net radiation, sensible, latent and ground heat fluxes averaged over
the whole period (i.e., days 148-243 for FIFE 87 and days 160-243 for FIFE 88). A
striking discrepancy is observed between the diurnal cycles of measured and retrieved
surface heat fluxes from the Caparrini et al. (2004a) model at the very first step of
the assimilation window (i.e., 0900 LT). For example, the estimated ground heat flux
diurnal cycles for FIFE 87 and 88 respectively show magnitudes of about -300 Wm-2
and -200 Wm- 2 at 0900 LT which are far away from the observations. As expected,
the present CS scheme decreases the errors associated with the diurnal cycles of heat
fluxes by utilizing the heat diffusion equation and improving the temporal evolution
of LST estimates. Furthermore, a comparison of CS and DS schemes shows that
the DS model improves the phase and magnitude of surface heat fluxes because it
generally reflects the surface energy balance more accurately than the CS scheme.
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Figure 3-17: Diurnal cycle of surface energy balance components for FIFE 87 and 88.
Measured fluxes (symbols), CS model (lines with filled circles), DS model (black solid lines),
Caparrini et al. (2004a) CS scheme (red solid lines).
3.8.2 VDA With Model Uncertainty (Weak Constraint VDA)
The FIFE dataset is also used to test the weak constraint VDA model and compare
its performance with the strong constraint VDA. The RMSE of half-hourly and daily
average flux estimates from the weak and strong constraint VDA models are compared
in Table 3.3. The comparison shows that the outcomes of the VDA system with
model uncertainty are superior to those retrieved by the strong constraint model.
This happens because the weak constraint VDA model absorbs errors in LST and
forcing data, and does not allow measurement errors to propagate into the adjacent
time windows that cover EF and CHN- This is a significant achievement since over the
multi-day estimation window either the forcing data or the LST observations often
include erroneous data that adversely affect the optimization scheme, while with the
FIFE 87 FIFE 88
addition of model uncertainty (model error term) the effects of erroneous data remain
localized.
Table 3.3: Comparing the performance of VDA systems with and without model uncer-
tainty.
Different studies H (Wm-2 ) LE (Wm- 2 )
half-hourly daily half-hourly daily
Strong Constraint VDA 34.1 23.2 74.8 49.9
Weak Constraint VDA 33.4 23.2 67.5 43.3
Strong Constraint VDA 44.7 22.9 77.9 42.7
Weak Constraint VDA 43.1 22.3 71.4 37.9
Fig. 3-18 indicates the estimated LST from the VDA system with model uncer-
tainty versus measurements for both FIFE 87 and 88. Comparison of these results
with those of the strong constraint VDA model shows that the inclusion of the model
error term within the data assimilation scheme further decreases the misfits between
measured and retrieved LST. The RMSE of LST predictions decreases from 1.91 OK to
1.26 OK for FIFE 87 and from 1.75 OK to 1.37 'K for FIFE 88 by the addition of model
uncertainty within the CS scheme. Since the data assimilation model is built based
on the minimization of misfit between the observed and estimated LST, the reduction
of LST misfit RMSE can be interpreted as model performance improvement.
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Figure 3-18: The same as Fig. 3-16 but for the VDA model with model uncertainty.
To examine whether the VDA system with model uncertainty is able to capture
the measurement errors in the surface energy balance equation, synthetic screening
tests were performed. In these tests, specified error with normal distribution is added
to the SEB equation and the weak constraint VDA model is applied to the syn-
thetically generated noisy data. Synthetic error time series are generated using the
autoregressive model of order one, AR(1).
Two synthetic error time series [the first one with mean 50 Wm- and standard
deviation 20 Wm-2 (positive noise) and the second one with mean -30 Wm- 2 and
standard deviation 15 Wm- 2 (negative noise)] are added to the SEB. For the ideal
performance of the weak constraint model, we expect that the introduced artificial
noise to the SEB equation is partitioned to the error term (w) and consequently the
estimated surface heat fluxes would be the same as those retrieved fron the original
case (non-noisy SEB equation). The RMSEs of turbulent heat fluxes estimates from
the synthetic tests (positively and negatively noised SEB) are compared with those
of the original case (non-noisy SEB equation) for FIFE 87 and 88 in Table 3.4. In
both of the synthetic tests (i.e., positively and negatively noised SEB) the RMSEs of
turbulent heat fluxes estimates increase less than the amount of introduced noise to
the SEB. The added error to the SEB are more than what appears in Table 3.4. The
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error term in the weak constraint model is able to absorb a significant amount of the
introduced synthetic error in the SEB, and therefore the weak constraint VDA model
can effectively buffer against the noise in the SEB equation.
Table 3.4: RMSEs between observed and estimated sensible (H) and latent (LE) heat
fluxes for the non-noisy SEB (original case) along with positively and negatively noised
SEB for FIFE 87 (top panel) and FIFE 88 (bottom panel).
Different studies H (Wm-2 ) LE (Wm-2 )
half-hourly daily half-hourly daily
Original case 33.4 23.2 67.5 43.3
Positive noise 35.6 24.8 74.4 51.9
Negative noise 38.6 27.9 69.9 46.2
Original case 43.1 22.3 71.4 37.9
Positive noise 44.6 24.8 80.7 47.0
Negative noise 45.7 26.2 77.2 45.2
Similarly, Table 3.5 gives the bias between the measurements and estimates of
surface turbulent fluxes. In the first and second synthetic tests errors with the biases
of 50 Wm- 2 and -30 Wm-2 are added to the SEB. The biases in Table 3.5 are less
than the introduced biases in the SEB for both of the synthetic tests. It indicates
that the model performs well in removing the introduced bias in the SEB. The weak
constraint VDA scheme is promising, can efficiently capture a large amount of the
introduced noise in the SEB, and does not allow the error to significantly reduce the
performance of the model.
Table 3.5: Bias between observed and estimated sensible (H) and latent (LE) heat fluxes
for the non-noisy SEB (original case) along with positively and negatively noised SEB for
FIFE 87 (top panel) and FIFE 88 (bottom panel).
Different studies H (Wm-2) LE (Wm- 2 )
half-hourly daily half-hourly daily
Original case -2.2 -1.6 16.9 16.2
Positive noise 6.0 6.4 29.5 28.8
Negative noise -18.6 -16.6 4.0 4.0
Original case -10.5 -10.6 -10.1 -13.1
Positive noise -1.1 -1.1 14.3 11.9
Negative noise -16.0 -16.3 -21.1 -20.8
Figs. 3-19 and 3-20 plot the added positive and negative noises to the SEB
along with the estimated model error for FIFE 87 and 88 respectively. For the
positively noised SEB equation (first synthetic test), w is increased to absorb the error
and diminish its effect on the surface heat fluxes estimates, while w is decreased to
balance the SEB equation for the negative synthetic error. The model error estimates
capture the primary features and only low-frequency variability of the introduced error
because the high-frequency variability in error generally has a negligible impact on
the observations. The fact that the estimated model error is much smoother than the
added noise is consistent with the results of other weak constraint VDA studies (e.g.,
Reichle et al., 2001; Margulis and Entekhabi, 2003). The added synthetic errors have
a minor effect in the SEB equation near mid-day because they are small compared
to the magnitude of other components of SEB. Therefore, the estimated model error
term generally reaches its minimum absolute value near mid-day when the added
noise to the SEB has the lowest impact on the components of the SEB equation.
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Figure 3-19: Introduced noise and its corresponding estimated model error for FIFE 87.
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Figure 3-20: The same as Fig. 3-19 but for FIFE 88.
Finally, the synthetic positive error is introduced to the SEB equation only on
Julian days 169, 179, and 189. As shown, for days with additive error (169, 179, and
189) the model error is increased to capture those errors. In other days in which there
Estimated model error
Synthetic positive error
. .. ... ......... . ......... . . ....
are no added errors, the estimated model error term is almost zero. All of these tests
indicate that the developed weak constraint VDA system is viable to overcome the
effect of noise in the measurements.
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Figure 3-21: Introduced noise
169, 179, and 189.
and its corresponding estimated model error for Julian days
3.9 Conclusions
The VDA scheme developed by Caparrini et al. (2004a) has been enhanced by intro-
ducing the heat diffusion equation as a constraint in lieu of the simple force-restore
equation. The force-restore equation assumes that the surface forcing has a principal
frequency in time. Moreover, the performance of the force-restore equation has a
strong dependence on a specified deep soil temperature. The heat diffusion equation
has none of these shortcomings. The combined source model represents the soil and
vegetation as one effective medium. Its unknown model parameters are neutral bulk
transfer coefficient, and EF. The dual source model requires NDVI ancillary data,
but considers energy partitioning between soil and canopy and provides separate es-
timates of evaporative fractions for soil (EF,) and canopy (EFc). Both the CS and
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DS models are tested at FIFE 87 and 88 field experiment where surface heat flux
measurements are available for independent verification. The performance of the CS
model is compared to the Caparrini et al. (2004a) CS model in which the force-restore
equation is used as an adjoint. The results indicate that the inclusion of the heat
diffusion equation improved EF and heat fluxes estimation and decreased the phase
error between the observed and estimated ground heat flux diurnal cycles. The esti-
mates of surface heat fluxes from the DS model are compared with those of the CS
scheme in order to evaluate the dual source representation of SEB. DS LST model-
ing has even further decreased the phase error between the observed and retrieved
ground heat flux diurnal cycles and improved the heat fluxes estimates compared
to the CS model. Moreover, the DS model has provided separate estimates of soil
evaporation and transpiration, and enabled us to discern the relative contribution of
soil and canopy to the total latent heat flux. The application of the DS model over
the FIFE field experiment indicates that the variation in total evapotranspiration is
mainly due to the changes in the soil evaporation.
The second way in which this study has improved the variational assimilation
system is in the inclusion of model errors. A model error term (w) is added to the
SEB equation, and the VDA scheme is further enhanced with a model uncertainty.
The capability of the VDA system with model uncertainty to identify and absorb
observation errors is examined through synthetic tests. In the first test, noise with
normal distribution and positive mean was added to the SEB equation. The model
error term increased to account for the introduced noise. For the second test, normally
distributed noise with negative mean was added to the SEB equation. In this case, W
decreased to balance the SEB equation. In the last synthetic test, SEB is positively
noised only for specific days. As expected, for days with additive error the model
error increased to capture those errors, while in other days in which there is no added
error, the estimated model error term is negligible.
Chapter 4
Variational Estimation of Surface
Energy Fluxes Using Remotely
Sensed Land Surface Temperature
From a Constellation of Satellites
Abstract:
A variational data assimilation (VDA) model is developed to estimate spatially dis-
tributed surface energy fluxes from remotely sensed land surface temperature (LST).
This study advances the data assimilation approach by including the heat diffusion
equation as a constraint whereas preceding studies used the force-restore approxima-
tion. The simple force-restore equation provides a simplified description of the LST
dynamics. It assumes that the surface forcing has a principal frequency in time, and
its performance is adversely affected by errors in the deep soil temperature specifica-
tion. These shortcomings of the force-restore equation can cause phase errors between
the observed and retrieved diurnal cycles of ground heat flux, significant errors in the
heat fluxes estimates, and large misfits between the observed and predicted LST.
In this study the remotely sensed LST is assimilated to the heat diffusion equation
within the combined source (CS) and dual source (DS) surface energy balance (SEB)
schemes for treating vegetation and bare soil components. In addition, a model er-
ror term is added to the SEB equation and the VDA scheme is further enhanced by
including model uncertainty.
Both the CS and DS schemes are tested over the Southern Great Plains (SGP)
region. The estimates of LST, total sensible, and total latent heat fluxes from both
schemes are comparable in spatial pattern, in magnitude and in temporal evolution.
Also, the performance of the developed DS scheme is compared with previous studies
in which the force-restore equation was employed as a physical constraint. Findings
indicate that the inclusion of the multi-layer heat diffusion model reduces phase errors
associated with the ground heat flux diurnal cycle, improves the surface heat fluxes
estimates, and decreases the observed LST misfits.
4.1 Introduction
Mapping of land surface fluxes based on remote sensing information is often used in
agricultural, hydrologic, and ecological applications. Efforts to retrieve the surface
fluxes are frequently limited by the need to obtain model inputs at high spatial reso-
lutions and large areas of land surface heterogeneity (Crow and Kustas, 2005). The
advent of remote sensing capabilities has taken hydrology from a somewhat "dat-
apoor" situation, reliant mostly on sparse in situ measurements, to a potentially
"datarich" environment, by increasing the types and numbers of observations that
may be related to surface parameters we would like to estimate (Margulis and En-
tekhabi, 2003). A wide variety of approaches have been proposed that used remotely
sensed land surface temperature (LST) for the retrieval of surface fluxes (Bastiaanssen
et al., 1998a, b; Jiang and Islam, 2001; Su, 2002; Caparrini et al., 2004a, b; Sanchez
et al., 2008; Sini et al., 2008; Ma et al., 2009).
The literature on estimating surface heat fluxes from remotely sensed LST may
be generally categorized into three groups. The first group uses the apparent cor-
relations between evaporation, vegetation and temperature. Measurements of LST
and a vegetation index (VI) are empirically related to the surface evaporation rate
(Moran et al., 1994; Gillies et al., 1997; Sandholt et al., 2002). The second group
mostly utilizes land surface temperature observations to solve the surface energy bal-
ance and retrieve surface heat fluxes (Bastiaansen et al., 1998a, b; Norman et al.,
2000; Jiang and Islam, 2001; Su, 2002; Timmermans et al., 2007). These models are
diagnostic and often need closure assumptions in order to decouple fluxes at differ-
ent times because the surface energy balance depends on not only the land surface
temperature (T) but also its time derivative (dT/dt). The most widespread closure
is to take ground heat flux as a given fraction of net radiation (Santanello and Friedl,
2003).
In a departure with the empirical and diagnostic approaches, the third group
introduces variational data assimilation (VDA) methodology as an effective way to
combine models with the successive measurements of LST to estimate heat fluxes
(Castelli et al. 1999; Boni et al. 2000, 2001). The variational data assimilation ap-
proach does not require empirical relations such as those that parameterize ground
heat flux as a fraction of net radiation because it adjoins a dynamic equation. Ca-
parrini et al. (2003, 2004a, b) advanced the variational assimilation approach by esti-
mating two fundamental parameters of surface heat fluxes (i.e., neutral heat transfer
coefficient (CHN) and evaporative fraction (EF)) using sequences of remotely sensed
LST. Neutral heat transfer coefficient (CHN) scales the sum of sensible and latent
heat fluxes (H+LE). Evaporative fraction is the ratio of latent heat flux to the sum
of the turbulent heat fluxes (EF = LE), and thus represents partitioning among
the turbulent heat fluxes. Crow and Kustas (2005) tested the VDA model developed
by Caparrini et al. (2004a) over five different sites. The results suggested that the
simultaneous retrieval of EF and CHN is promising at dry and lightly vegetated sites,
but problematic for wet and/or heavily vegetated land surfaces. Sini et al. (2008)
enhanced the variational LST data assimilation scheme by using daily precipitation
as forcing input in order to improve the EF and energy flux estimation over wet soil
and densely vegetated areas.
So far, all of the VDA schemes have used the parsimonious force-restore equa-
tion as a constraint. The force-restore approximation to the heat diffusion equation
provides a simplified description of the LST dynamics encompassing the forcing and
restoring terms (Dickinson, 1988; Hu and Islam, 1995; Gao et al., 2008). The force-
restore equation assumes that the surface forcing has a principal frequency in time
(Deardorff, 1978; Dickinson, 1988; Hu and Islam, 1995). Moreover, uncertainties
about the value of deep ground temperature strongly impair the performance of the
force-restore equation and derive the errors of LST estimation. These shortcomings
in the estimation of LST, led to a striking phase error between the observed and
retrieved ground heat flux diurnal cycles, significant errors in the surface heat fluxes
estimates, and large misfits between the observed and estimated LST.
This study is based on the method introduced by Caparrini et al. (2003, 2004a,
b), but it advances the approach by employing the heat diffusion equation as an
adjoint (constraint) in lieu of the force-restore equation. The heat diffusion equation
has none of the aforementioned shortcomings. The main goal is to reduce the phase
error between the observed and predicted ground heat flux diurnal cycles and improve
energy fluxes and EF estimation. In this study, the remotely sensed LST is assimilated
to the heat diffusion equation within the combined source (CS) and dual source (DS)
surface energy balance schemes. For the CS scheme, the remotely sensed LST is
treated as the effective temperature of a mixed soil-vegetation medium (Caparrini et
al., 2003; Sini et al., 2008). Alternatively, the contributions of soil and vegetation
to the LST and surface heat fluxes can be estimated separately in the DS scheme
(Caparrini et al., 2004b). A DS scheme is introduced to account for the heterogeneity
of land surface. It considers the energy balance exchange between soil and canopy
components and hence interaction between soil and canopy elements (Choudhury and
Monteith, 1988; Shuttleworth and Wallace, 1985).
The VDA scheme is significantly improved in this study through the inclusion
of the heat diffusion equation. Nonetheless, it is still vulnerable to measurement
errors as well as structural model errors arising from the simplistic parameterization
of the VDA model (e.g., constant daytime evaporative fraction, constant monthly
bulk heat transfer coefficient, constant soil thermal properties, etc.). This is even
worse for the CS scheme, since it is built based not only on the aforementioned
parameterizations, but also does not take into account the heterogeneity of land
surface. These shortcomings motivate another improvement to the VDA framework.
A model error (model uncertainty) term is added to the SEB equation to take into
account the measurement and model errors. Finally, the VDA schemes with and
without the model error term are tested over the Southern Great Plains (SGP) region
for a period of 6 months, from April to October 1997. Findings show that the inclusion
of the heat diffusion equation in lieu of the simplified force-restore equation decreases
the phase error between the observed and retrieved ground heat flux diurnal cycles and
improves the estimates of surface heat fluxes. Moreover, the VDA scheme with model
uncertainty can effectively capture the measurement and structural model errors.
4.2 Forward Model (Heat Diffusion Equation)
The soil heat diffusion equation represents the soil temperature dynamics in the soil.
Considering only vertical dimension, the soil heat diffusion is
c- a (p ) (4.1)
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where T is the temperature state at depth z and time t, p is the soil thermal conduc-
tivity, and c is the soil volumetric heat capacity.
The thermal conductivity of soil (p) is a function of soil water content, texture,
mineralogical composition, porosity, and temperature (Farouki, 1986; Usowicz et al.,
2006; Chen, 2008). Among all of these factors, porosity and soil water content have
more significant effects on the soil thermal conductivity (Chen, 2008). Similarly,
soil volumetric heat capacity (c) depends on various factors such as soil porosity
and the soil organic, mineral, and water content (de Vries, 1963; Campbell, 1985).
Thus, to account for the spatial and temporal variability of p and c, information
on soil texture and moisture is required. Mohanty et al. (1999) conducted extensive
measurements of soil thermal properties (i.e., p and c) across the SGP97 study region.
They measured p and c for a total of 157 surface soil cores within the Little Washita
(LW), El Reno (ER), and Central Facility (CF) sites (Mohanty et al., 2002). In this
study, the volumetric heat capacity and heat conductivity of soil are set to 2.18 x
106 (j m-3 oK-) and 1.04 (J m- 1 K- 1 s-') by taking the average of measurements
acquired at the SGP97 site by Mohanty et al. (1999). Assuming constant values for
p and c decreases the accuracy of soil temperature predictions, and consequently the
outcomes of the developed data assimilation models, but it will be shown later that
the results of the data assimilation models are reliable as long as the selected values
for p and c are reasonable, and fall within a physically accepted range. In this study,
p and c are assumed to be constant because as mentioned above accounting for the
spatial and temporal variability of p and c requires information on soil texture and
moisture that is typically unavailable.
Since it is assumed that the soil column is homogeneous and the soil thermal
conductivity (p) is invariant with time and depth, (4.1) can be rewritten as:
8T 82T
caT = pz (4.2)
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Solution of (4.2) requires specification of boundary conditions at the top and bottom
of the soil column. The upper boundary condition at the top of soil column, T(z =
0, t), is obtained from the surface boundary forcing equation, p8T(0, t)/&z = -G(t).
G is the ground heat flux or surface boundary forcing.
At sufficient depth where the diurnal heat wave amplitude nearly vanishes, a
Neumann boundary condition is imposed,
aT(z = 1, t) -0 (4.3)
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Following Hu and Islam (1995) and Hirota et al. (2002), this depth 1 is taken to be
approximately 0.5 m.
The soil temperature is found by integrating the one-dimensional heat diffusion
equation from an initial time, t = ro, at which an initial profile for T is specified:
T(z, ro) = fi(z) (4.4)
where fi(z) represents the profile of T at the initial time, To.
For the CS model, the heat diffusion equation gives time evolution of ground
temperature, T(z, t), which at the surface is a composite of soil and vegetation tem-
perature. In contrast, the heat diffusion equation estimates only the soil temperature,
T,(z, t), in the DS scheme. Therefore, for the DS formulation T is replaced by T, in
equations (4.1, 4.2, 4.3 and 4.4).
4.3 CS and DS Schemes Without Model Uncer-
tainty (Strong Constraint VDA)
The CS scheme treats the surface as a mixed soil-vegetation medium. Neutral heat
transfer coefficient (CHN) (that scales the sum of the turbulent heat fluxes) and
evaporative fraction (EF) (that represents partitioning among the turbulent heat
fluxes) are the unknown parameters of the developed CS VDA model in this study.
Required auxiliary inputs are incoming solar radiation, air temperature, and wind
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speed in the near-surface air layer. Detailed information on the CS scheme and its
formulation is given in Chapter 2.
Deriving statistically optimal values for CHN and EF is based on the minimization
of a cost function that incorporates heat diffusion as a physical constraint through
the Lagrange multiplier. The minimization of the cost function (J) is implemented
under the assumptions of constant monthly CHN and daily EF. Two different integral
time scales are employed to build the cost function. The first time scale covers the
whole assimilation period of n days, for which CHN may be considered constant at
each state pixel. The second time scale is daily with an assimilation window of [ro,r1]
in which EF is assumed to be constant for each pixel. The least-squares cost function
J is given by:
J(T, R, EF, A) = [TbS,i(O, t) - P.Ti(O, t)]TKl [Tobs,i (0, t) - P.Ti(0, t)]dt
+ (R - R')T K-(R - R') + (EFi - EF)TK-1(EFi - EF/)
i=1
+ 2 aI T2 (z, t) D2 Ti(z, t) (5+2 1Ai(z, t) (c (t 2z2 )dzdt (4.5)
The first term of the cost function is the quadratic of misfit between the LST
observations and model predictions. The matrix P projects the model estimates into
the satellite measurements through:
Tobs(t)= P.T(t) + E(t) (4.6)
where E is the measurement noise, T(t) is a vector of N model states at time t
on the regular computational grid, and Toob (t) is a vector of M observations at the
same time. If there are M observations from the constellation of satellites and N
computational pixels at a particular time, the size of P is M x N. The matrix of
measurements to model LST projection, P, also carries out the multiscale matching
of satellite LST observations with different footprint areas.
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The second and third terms are the squared errors of unknown parameters R and
EF. The primed variables are prior values of those parameters. To make the turbulent
heat transfer coefficient CHN strictly positive, it is transformed through CHN =
K-, K-1 and K- 1 are the spatial covariance matrices of the parameters and measure-
ments. Over the scale of a computational pixel horizontal heat fluxes are negligible
compared to vertical fluxes. Thus, in this study the lateral heat exchanges among
the pixels are neglected. This reasonable assumption makes the estimation pixels
uncoupled from a simulation viewpoint, allows us to express the spatial covariance
matrices in a diagonal form, and eventually makes the computations very efficient.
Although the estimation pixels are uncoupled from a modeling perspective, they are
indeed connected through horizontal correlations of the inputs such as micrometeo-
rological data, vegetation and soil parameters because meteorological, ecological, and
geological characteristics typically change over a larger scale than that of a computa-
tional pixel. Thus, coupling of computational pixels is also included within the data
assimilation scheme through the horizontal correlations of the inputs. Following the
analyses in Chapter 2, the diagonal components of KT1 are taken equal to 0.01. Also,
as explained in that chapter, the diagonal elements of K- 1 and K-1 matrices should
be set equal to or greater than 1000 to ensure that the model is stable and does not
blow up. Large values (e.g., 10000) for these matrices slow down the convergence.
The large number of computational pixels over the SGP domain makes the problem
computationally expensive, and therefore the data assimilation model must be made
to converge to the true solution with the minimum number of iterations. In this
study a value of 1000 is used for the diagonal components of K- 1 and K-} matrices
to expedite the convergence rate.
The last term is the physical constraint (i.e., heat diffusion equation) that is
incorporated into the model as an adjoint using the Lagrange multiplier, A. The
adjoint term is the key term in the cost function since both the formulation and
performance of the VDA approach depend on it. Using the heat diffusion equation
as an adjoint instead of the simple force-restore equation changes the format of the
problem from ordinary differential equations (ODEs) into more complicated partial
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differential equations (PDEs).
The optimum estimate of parameters CHN and EF is found by minimizing the
cost function. To minimize the cost function, its first variation should be set equal
to zero (6J). Imposing 6J=0 leads to the Euler-Lagrange equations which should
be solved simultaneously through an iterative procedure on a monthly basis. The
assimilation system has been performed only for those cells in which a sufficient
number of LST observations (at least three observations per day) and meteorological
forcing (air temperature, wind speed, and incoming solar radiation) measurements
were available. The derived Euler-Lagrange equations are presented in Chapter 2.
Dual source refers to the treatment of an inhomogeneous land surface as having
two sources of heat and water vapor flux: the soil and the vegetative canopy (Kustas,
1990; Shuttleworth and Gurney, 1990; Massman, 1992; Anderson et al., 1997). Each
of these sources can have different turbulent coupling with the overlying atmosphere.
The DS representation takes into account the interaction between soil and canopy.
The ancillary inputs to the DS model are fractional vegetation cover, incoming solar
radiation, air temperature, and wind speed. The total sensible, latent and net radi-
ation fluxes are given by the contribution of soil and vegetation fluxes, weighted by
the fractional vegetation cover, fc. The unknown parameters of the developed DS
scheme are monthly CHN, and daily evaporative fractions for soil (EF,), and canopy
(EFe). For more information on the DS scheme and its formulation refer to Chapter
2.
The cost function J for the DS scheme is defined as:
J(T, A, R, EFs, EFc) = [Tobs,i(0, t) - P.Tj(0, t)]T KT [Tobs,i(0, t) - P.Ti(0, t)]dt
ii 1 70
n
+ (R - R')TKI (R - R') + Z(EFsi - EFs' )TKi,(EFsi - EFs')
+ (EFci - EFc' )TK-ic(EFci - EFc')
i=1
+ 2 E'Ai(z, t)(c t 2 )dzdt (4.7)
i=1 'Fo 0 9aZ
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The cost function is minimized over the CHN, EF, and EFc parameters and the model
constraint. The radiometric LST observations are the weighted sum of the thermal
emission contributions from soil temperature, T, and vegetation temperature, Tc:
T(0, t) = [fcT 4 + (1 - fc)T 4(0, t)]1/4 (4.8)
On the basis of analyses for the CS scheme covariance matrices, the magnitudes
for the diagonal elements of K- 1, K-'s, K-c', and K- 1 matrices are taken to be
respectively 1000, 1000, 1000, and 0.01. The Euler-Lagrange equations are obtained
by imposing 6J=0. These equations are presented in Chapter 2.
4.4 CS Scheme With Model Uncertainty (Weak
Constraint VDA)
The VDA with model uncertainty makes use of available information while accounting
for both measurement and model uncertainty. The weak constraint VDA allows us
to combine measurements and physical model to ultimately produce a statistically
optimal and dynamically consistent estimate of the evolving state of the model by
appropriately weighting the sources of error in the measurements and model (Margulis
and Entekhabi, 2003).
The CS scheme treats the remotely sensed LST as the effective temperature of a
mixed soil-vegetation medium and does not take into account distinct contributions
of soil and vegetation to the LST. Moreover, simplistic assumptions (e.g., constant
daily evaporative fraction and constant monthly neutral bulk heat transfer coeffi-
cient) that are used to build the CS scheme generate structural model errors and
cause uncertainty in the SEB equation. The inclusion of a model error term within
the VDA framework allows to account for the errors resulting from the simplistic
parameterizations or unresolved processes and model imperfections due to inaccurate
values of input parameters (e.g., soil thermal properties, albedo, etc.), as well as noise
in the micrometeorological forcing data (Reichle, 2000). Therefore, rather than pa-
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rameterizing the temporal variability of EF for each day and CHN for each month,
taking into account the heterogeneity of land surface and also considering the spatial
and temporal variability of input parameters (e.g., soil thermal properties, albedo,
etc.), these variations are left as a time-varying model error term, w(t), in the SEB
equation:
G = Rn - H - LE - w(t) (4.9)
In this study, only the combined-source SEB formulation is followed in order to
more specifically assess the performance of added model error term in the data as-
similation. It is expected that the uncertainties caused by the structural model error
(simplistic parameterization of the model), parametric model error (having the inac-
curate values for the input parameters), and measurement error can be characterized
and absorbed by the model error term. It will be shown in the weak constraint ob-
jective function that the model error term can be included as an unknown in the
estimation algorithm. Similar to the strong constraint model, the weak constraint
variational approach searches for an optimal set of model parameters (EF and CHN)
which minimizes the discrepancies between the model forecast and observational LST
data over the assimilation window. Also, we let the weak constraint VDA model
contain an unknown error term, w(t), and the error term is also minimized in a least
square sense. The estimation cost function J is defined as:
J(T, R, EF, A, w) = [Tobs,i(O, t) - P.Ti(0, t)]TK-l[Tobs,i(0, t) - P.Ti(o, t)]dt
+ (R - R')T KR(R - R') + (EFi - EF')TK-'(EF; - EF)
i=1
2 ATi(z, t) 82Ti(z, t)
+2i iz,) (c t - 2 )dzdt
+ [ iO ')T C (, t")oi(t")dt'dt" (4.10)
i=1 Tro Tro
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The cost function in (4.10) is designed to retrieve the optimal values of the un-
known parameters (CHN and EF) and also the model error term (w). All the terms
except the last one are the same as the strong constraint VDA model (4.5). The last
term accounts for the time-varying model error term, w(t), and penalizes deviation
from the prior value. The prior model error is usually assumed to be zero, and its pos-
terior estimates are obtained by assimilating observations within a VDA framework.
C- 1(t', t") is the model error covariance matrix. Following Reichle (2000), Margulis
and Entekhabi (2003) and Chapter 2, an exponential structure for the model error
covariance is used in this study [C 1(t', t") = or exp(It' - t"1/r)]. This type of error
covariance model is typically used when the covariance structure of errors is poorly
known. The standard deviation (or) and decorrelation timescale (T) of the model
error are given reasonable values of 70 Wm- 2 and 6 hr. Similar to the VDA scheme
without model uncertainty, setting 6J = 0 leads to the Euler-Lagrange equations
for the weak constraint data assimilation scheme. These equations can be seen in
Chapter 2.
4.5 Study Location and Data
The developed models are tested over the SGP region. The investigated region covers
north central Oklahoma and south central Kansas (34.75' N to 38.72' N and 95.770
W to 99.24' W). In Fig. 4-1, a map of the SGP region is illustrated along with the
three main facilities (Central Facility, El Reno, and Little Washita). SGP is mostly
flat with elevations ranging from about 200 m above sea level in the eastern part to
650 m in the northwestern part (Fig. 4-2). The main soil texture classes are loam
and sandy loam. The area has a wide variability of surface heat fluxes and a large
seasonal variation in temperature and specific humidity. The major land cover types
are mixed farming, tall and short grassland, pasture, croplands and savanna (Fig.
4-2).
106
Figure 4-1: Geographical location of Southern Great Plains (SGP) region.
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Figure 4-2: (left) Elevation in meter above sea level. (right) land use map of South Great
Plain (SGP).
During the summer of 1997, the region contained a relatively dense network of
micrometeorological stations. Also, quality-controlled and georeferenced remotely
sensed LSTs from several satellites have been archived for 1997. In addition to the
availability of micrometeorological data and remotely sensed LSTs, the crucial pa-
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rameters of the heat diffusion equation (i.e., soil thermal conductivity and volumetric
heat capacity) have been measured extensively in a number of sites within the SGP
region in 1997. Moreover, testing the models over the SGP region utilizes the rich
datasets available from ground and airborne measurements for evaluating and analyz-
ing the results. The flux towers within the SGP domain provide in situ measurements
of surface heat fluxes that are helpful for validating the retrieved heat fluxes. The
airborne soil moisture measurements over a portion of the SGP region for a one month
period (from June 18, 1997 to July 16, 1997) provide a unique opportunity for the
analysis of results.
The assimilation domain covers the SGP region. The computational grid size is 4
km, resulting in 7416 computational pixels. The period of modeling covers mid-spring
to mid-fall from 17 April to 18 October (Julian days 107 to 290). The analysis period
is extended by two months relative to the Caparrini et al. (2004b) study that covered
Julian days 138 to 260. The extension of modeling period allows us to obtain a better
understanding of the temporal variability of surface heat fluxes over the SGP domain
in response to changes in land surface characteristics and atmospheric variables. Also,
it provides the estimates of neutral bulk heat transfer coefficient over a longer time
period, and therefore the variations of CHN with the changes in vegetation cover
can be further investigated. The daily assimilation window ranges from r0=0900 to
T1=1800 LT, when evaporative fraction is almost constant and the assimilations are
arranged in 30-day subperiods.
The half hourly micrometeorological data (2 m air temperature, wind speed and air
humidity) were recorded by 14 Surface Meteorological Observation Stations (SMOS),
and they are available on the Atmospheric Radiation Measurement (ARM) archive
(http: //www.arm.gov/instruments/instrument.php?id = smos). The SMOS uses
conventional in situ sensors to obtain half hourly surface wind speed, air temperature,
and relative humidity at the Central Facility and many of the extended facilities of
the SGP climate research site. The station measurements are spatially interpolated
and gridded to produce spatially distributed representations over the computational
grid.
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Incoming solar radiation R1 is from the Geostationary Operational Environmen-
tal Satellite (GOES) Derived Product (Hayden et al., 1996). Radiation data are ob-
tained from the Surface Radiation Budget (SRB) dataset (http: //www.atmos.umd.
edu/ srb/gcip/reprocess/cgi - bin/reproavi.cgi). The SRB dataset is produced by
NOAA's National Environmental Satellite Data and Information Service (NESDIS)
in support of the Global Energy and Water Cycle Experiment (GEWEX). The data
are available hourly with spatial resolutions of 0.50 and 0.125'. Caparrini et al.
(2004b) used the low resolution R1 data (0.5') while the current study employs a
high resolution version of the data (0.1250).
The 8 km monthly normalized difference vegetation index (NDVI) dataset is ob-
tained from the Global Inventory Modeling and Mapping Studies (GIMMS) at the
University of Maryland (http : //glcf. umiacs.umd.edu/data/gimms/). The GIMMS
NDVI dataset was generated to provide a 25-year (from 1981 to 2006) satellite record
of monthly changes in terrestrial vegetation. The dataset is derived from the Ad-
vanced Very High Resolution Radiometer (AVHRR) images. The exponential func-
tion presented by Pontailler et al. (2003) is used to relate NDVI to LAI.
The gridded (4km x 4km), quality-controlled, multi-sensor (radar and gauge)
precipitation data was created by the Hydrometeorological Analysis Support at the
Arkansas-Red Basin River Forecast Center. The data are available from the National
Weather Service (NWS) River Forecast Centers (RFCs) archive (http : //www.srh
.noaa.gov/abrfc/cgi - bin/arc - search.php). The precipitation data are not used
as the input in the VDA models. They are utilized only to evaluate the performance
of the developed models.
4.6 Remotely Sensed LST
Thermal infrared and microwave observations from instruments on board satellites
can capture the spatial and temporal variability of LST. However, the remote sensing
of LST is still problematic because only a few satellite sensors are able to obtain
LST with high accuracy. To provide LST maps at reasonable accuracy, many studies
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have focused on the use of US polar orbiting satellite systems such as the Landsat-5
Thematic Mapper (TM) and the National Oceanic and Atmospheric Administration
(NOAA) Advanced Very High Resolution Radiometer (AVHRR) (Byrne et al., 1984;
Chen and Allen, 1987; Coll and Caselles, 1997; Qin et al., 2004; Sobrino et al.,
2004). These studies have shown that LST can be retrieved with reasonable accuracy
(root-mean-square error of 1-3 'C) from polar orbiting satellites. However, because
of the low frequency of polar orbiting satellite measurements, they cannot capture
the LST diurnal cycle. Consequently, use of those observations alone is insufficient
for application in this study as the VDA scheme derives information on the parti-
tioning of turbulent heat fluxes from the LST diurnal cycle. Fortunately, the US
Geostationary Operational Environmental Satellites (GOES) can yield estimates of
LST diurnal cycles over the United States and Eastern Pacific (Kidd et al., 2003). In
addition to the aforementioned valuable sources of LST estimation, the Special Sensor
Microwave/Imager (SSM/I) sensor on the Defense Meteorological Satellite Program
(DMSP) satellite can also yield estimates of LST twice a day (Caparrini et al., 2003).
There are other potentially helpful LST sources such as Terra and Aqua satellites,
Tropical Rainfall Measuring Mission (TRMM), and Landsat-7. For this study, we
examine these various LST sources for use in the proposed VDA schemes.
Landsat 5 was launched on March 1, 1984 with the Thematic Mapper (TM) sensor
on board, and on March 2, 2009 reached its 25th anniversary of operation. The LST
data from Landsat-5 TM have high spatial (120 x 120 m) but low temporal (16 days)
resolution (Li et al., 2004). Because of the very low temporal measurement frequency
of Landsat-5 TM (16 days), it is not well-suited for application in this study.
The AVHRR sensor on board the NOAA family of polar orbiting platforms has
been extensively used in a variety of fields. We concentrate on this sensor because
of its widespread and global applications. During the modeling period, data are
available from two NOAA polar orbiting satellites, namely NOAA-12 and NOAA-
14. Measurements from the AVHRR sensor on the NOAA-12 and NOAA-14 polar
orbiting satellites are taken from the ARM archive (http : //www.archive.arm.gov
/data/ordering.html). The derived LST measurements from the ARM archive have
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1.1 km spatial resolution with overpasses at approximately 0330, 0830, 1430 and
1900 local time (LT). LST retrieval from the NOAA-AVHRR is mainly through the
so-called split window algorithms. Qin et al. (2004) compared seventeen split window
algorithms that have been presented during the last 20 years and concluded that the
algorithm introduced by Ulivieri et al. (1994) performs well with a very low root
mean square (RMS) error (0.5-0.7 'C). Hence, in this study the Ulivieri et al. (1994)
algorithm is utilized to estimate LST from AVHRR data. A variety of cloud types
may appear in each AVHRR image and compromise the accuracy of any quantitative
results from data analysis. An automated cloud detection algorithm presented by
Chen et al. (2002) is used to detect and exclude cloud contaminated pixels.
The temporal measurement frequency of the NOAA-12 and NOAA-14 polar orbit-
ing satellites is approximately four times per day. This sparse sampling is inadequate
in our study since LST generally has a large diurnal cycle that cannot be captured
from polar-orbiting satellites. In contrast, geostationary satellites provide a remark-
able temporal sampling over large areas of the earth from the equator to the middle
latitudes (Prata and Cechet, 1999). During the modeling period, data are accessi-
ble from the geostationary satellite GOES-8. GOES-8 can yield LST estimates at
least hourly at a nadir pixel resolution of about 4 km with the root-mean-square-
error of about 2 'C (Sun and Pinker, 2005). Similar to the incoming solar radiation,
GOES-8 LST data are obtained from the SRB dataset. The LST data are avail-
able hourly and with a spatial resolution of 0.125' on (http : //www.atmos.umd.
edu/ srb/gcip/reprocess/cgi - bin/reproavi.cgi). GOES-8 significantly advances the
VDA approach by providing hourly observations of LST that characterize the diurnal
cycle.
The last LST dataset is obtained from the SSM/I sensor on the DMSP satellite.
DMSP satellite series revisit the same geographical area twice a day at approximately
0600 and 1800 LT (Caparrini et al., 2003). SSM/I is a conically scanning radiometer
with observation channels at 19, 22, 37, and 85 GHz. All channels provide measure-
ments with dual polarization except the 22-GHz channel, which operates only in verti-
cal polarization. The spatial resolution is dependent on the frequency of measurement
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and varies from 15 km at 85 GHz to 55 km at 19 GHz (Grody, 1991). In this study
the resampled Equal-Area Scalable Earth Grid (EASE-Grid) brightness temperature
data with the gridding of 25-km are used. The EASE Grid data are available from the
National Snow and Ice Data Center (NSIDC) (http : //nsidc.org/data/docs/daac).
The Fily et al. (2002) LST retrieval algorithm was used to estimate LST from the
SSM/I microwave brightness temperature. Finally, the Neal et al. (1990) and Grody
(1991) algorithms, which include linear combinations of brightness temperatures from
the seven possible channels of the SMM/I, were used to detect and eliminate the pixels
affected by standing water or flood, precipitation, and snow.
Three different sensors that provide LST for this study, along with the LST tempo-
ral sampling and spatial resolution, are given in Table 4.1. Other valuable LST sources
such as Terra and Aqua satellites, Tropical Rainfall Measuring Mission (TRMM), and
Landsat-7 began after our modeling period, and therefore their data cannot be used
in this study.
Table 4.1: List of LST sources used for the multiscale assimilation and their temporal
sampling and spatial resolution.
Sensor Temporal Sampling, LT Spatial Gridding, km
AVHRR 0330, 0830, 1430 and 1900 1.1
GOES 0000 - 2300 (hourly) 12.5
SSM/I 600, 1800 25
4.7 Strong Constraint VDA Results
4.7.1 Neutral Bulk Heat Transfer Coefficient and Evapora-
tive Fraction
The DS and CS assimilation schemes are applied to each pixel of the computational
grid over the SGP domain. The DS scheme starts with an initial guess of parameter
estimates (the neutral heat transfer coefficient CHN and evaporative fractions for soil
EF, and canopy EFe) that are uniform over the domain and iteratively improves
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them by minimizing the error between the predicted and observed LST. Finally, the
estimated parameters maps have been generated on a monthly basis for CHN and on
daily basis for EF, and EFc. LST predictions from the forward model (heat diffusion
equation) along with the retrieved EFS, EFc and CHN values enable us to compute
latent and sensible heat fluxes at each half-hourly time step even for the time steps
in which there are no satellite observations. The vegetation fraction (fc) is the key
parameter in the DS scheme since the contributions of the soil and canopy fluxes
to the total sensible and latent heat fluxes are weighted by the vegetation fraction.
Unlike the DS model, the CS scheme does not use vegetation index information. No
information on land cover characteristics is used within the CS framework, so any
emergent spatial structure in the CHN, and any similarities to independent landscape
features, are a partial test of estimation realism. The CS scheme treats the soil and
vegetation as one effective medium, and produces the maps of monthly CHN and
daily EF as well as half-hourly sensible and latent heat fluxes. The CS model is more
parsimonious than the DS scheme since it does not use vegetation index information
and also does not consider energy partitioning between soil and canopy.
The retrieved CHN maps from the DS model and monthly NDVI values are shown
respectively in Figs. 4-3 and 4-4. CHN varies with the vegetation phenology. NDVI
is an indicator of vegetation density and changes with the amount of canopy at the
land surface. Thus, it is expected to see temporal and spatial consistency between the
retrieved CHN and observed NDVI maps. The assimilation period covers mid-April
through mid-October. SGP includes large tracts of winter wheat crop, especially to
the center and west, which are usually planted in October and harvested by late June
(period 3) (Cazull and Cialla, 2002; Timmermans et al., 2007). The winter wheat
cropland class shows a healthy and abundant vegetation cover in late May (period
2), and almost no vegetation in August (periods 4 and 5) (Cazull and Cialla, 2002).
Also according to the NDVI maps, in the mid-spring (period 1) the wheat crop grows
and by the end of spring (period 2) it becomes maximum at the center and west
of SGP. For late June to July (period 3) in which the winter wheat is harvested,
there is a sharp drop in NDVI. The pattern caused by the growth and harvest of
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winter wheat crop in NDVI maps can also be seen in the retrieved CHN. Due to
the growth of wheat crop over most parts of the SGP during the second period (late
spring), CHN retrieved values are more spatially uniform compared to other periods.
The corresponding NDVI map also confirms the uniform pattern of wheat. In the
peak and late summer months (periods 3, 4 and 5) a significant difference is observed
between the retrieved values of CHN in the east and west of the domain. A similar
east-west pattern is also seen in the NDVI maps.
The results suggest that the simultaneous retrieval of both evaporative fraction
and turbulent transfer coefficient is less robust during an energy-limited regime (last
period covering mid-fall). Comparing the maps of CHN and NDVI for the last period
reveals that the CHN pattern has a relatively weaker consistency with the correspond-
ing NDVI map while in other periods CHN and NDVI patterns match each other well.
In these conditions, the efficiency of energy dissipation is mainly controlled by atmo-
spheric factors rather than surface properties, and the coupling between the LST
evolution and evaporative fraction becomes less robust (Caparrini et al. 2004a; Crow
and Kustas, 2005).
The range of CHN is comparable to those reported in the literature for various
field experiments (Stull, 1994). In the west of the SGP domain, which is dominantly
covered by grass and cropland, CHN values are close to 10 ' while they increase
with spatial coherence to 2x 10-2 towards the savanna areas in the east. A spatially
uniform value of 0.01 is used as the initial guess for the CHN everywhere across the
SGP. Blank pixels on the maps are indicative of regions with inadequate (fewer than
five days with at least three samples) remotely sensed LST observations because of
cloud cover.
Utilizing GOES-8 LST with the low spatial resolution of 0.50 led to the coarse
blocks in the CHN maps of the Caparrini et al. (2004b) study. Those coarse blocks
indicate the constraint imposed on the estimation by the low-resolution GOES-8 LST.
By employing the new version of GOES-8 LST with a higher resolution of 0.125', this
constraint is eliminated and output maps with a higher spatial resolution are obtained.
Comparing the CHN maps with those of Caparrini et al. (2004b) illustrates that the
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blank regions are minimized. Also, the assimilation period is extended to have a
better understanding of the evolution of CHN and other estimates (e.g., EF and
surface heat fluxes) over the SGP domain. Moreover, extending the modeling period
significantly helps the analysis of the temporal variations of latent heat flux under
different hydrological conditions.
Days 107-137
-98 -96
Days 199-229
Days 138-168 Days 169-198
Days 230-260
Figure 4-3: Retrieved values of neutral heat transfer coefficient (CHN) in log10 over six
periods (days 18 April-17 May, 18 May-17 June, 18 June-15 July, 16 July-17 August, 18
August-17 September and 18 September-18 October 1997) from the DS model.
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Figure 4-4: Normalized Difference Vegetation Index (NDVI) for six periods.
Fig. 4-5 indicates the retrieved CHN maps from the CS model. Remarkably, the
spatial patterns of CHN are consistent with those of independently observed NDVI
maps even without using information on vegetation in the CS scheme. This consis-
tency indicates the robustness of the CS scheme in estimating the bulk heat transfer
coefficient and implies that the spatial patterns observed in the DS estimates of CHN
maps may not be due solely to the use of vegetation index in the DS scheme. Al-
though the CHN retrievals based on the DS and CS models have different ranges, they
are comparable and have an excellent spatial and temporal consistency.
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Figure 4-5: Retrieved values of neutral heat transfer coefficient (CHN) in log 10 from the
CS model.
The DS and CS schemes' estimates of CHN differ due to distinctions in the struc-
ture of these two models. In both schemes, the gradient between the temperature
that represents the effective sensible temperature at the surface and the overlying
air temperature is related to the sensible heat flux by CHN. However, the CS and
DS models treat the effective sensible temperature in two very different ways (for
detailed information, refer to Chapter 2). Following Chapter 2, CHN values from the
CS, (CHN)CS, and DS, (CHN)DS, can be related via:
T-T
(CHN)DS = (CHN)CsT - Ta (4.11)
It is evident that during the assimilation window (i.e., 0900-1800 LT) land surface
temperature T is typically higher than the air temperature within the canopy (i.e.,
T > Tm). Thus, (T. - Ta) > (Tw - Ta) and we expect that the DS scheme CHN
values would be in general higher than those of the CS model. The DS and CS
estimates of CHN over the six modeling periods are compared in Fig. 4-6. The colors
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Days 169-198
of symbols (dots) are mapped to the NDVI values to show the effect of vegetation
cover on the retrievals. For a sparser vegetation cover (i.e., low NDVI values), there
is good agreement between the CHN retrievals from the CS and DS schemes. The
CS and DS models yield close values of CHN for pixels with low vegetation cover. As
the canopy cover increases, the CHN estimates from the CS and DS models remain
comparable, but their discrepancies increase. The largest difference between the CS
and DS schemes CHN values arises when NDVI reaches its peak. The CS model tends
to underestimate CHN at high NDVI values. This is consistent with what already was
found from (4.11). The discrepancy between the estimated CHN values from the CS
and DS schemes when NDVI is high makes physical sense. As NDVI increases, the
effect of canopy on LST becomes important especially if the two sources (i.e., soil and
canopy) have different radiometric properties. The CS model cannot distinguish the
two sources. Thus, the CS model that treats the soil and vegetation as one effective
medium yields the largest error when NDVI is high and the vegetation component
has a more significant effect on LST. Overall, CHN estimates from the CS and DS
schemes are close for low NDVI values (i.e., when the effect of vegetation on LST is
insignificant) since the CS model can represent the physics of the problem reasonably
well (almost as accurately as the DS model). For higher NDVI values, a discrepancy
is observed between the CS and DS models CHN estimates because the CS model
does not account for the difference between soil and canopy. Therefore, it is not able
to represent reality as accurately as the DS model when the vegetation density is
high.
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Figure 4-6: Comparison of the estimated neutral turbulent heat transfer coefficient CHN
from the CS and DS schemes. The colors of the symbols are mapped to the NDVI values
to show the effect of vegetation cover on the retrievals.
The neutral bulk transfer coefficient for heat CHN can be related to the roughness
length scales for heat (zoh) and momentum (zom) via (Zhang et al., 2010):
CHN = (4.12)
In ( zre,) In (zrefZom Zoh
where , ~ 0.4 is the von Karman constant and zref is the height of micrometeorolog-
ical measurement.
The roughness length scales for heat and momentum are themselves related through
B- -= ln(zor) where B is the Stanton number (Brutsaert, 1979; Yang and Friedl,
2003; Zhang et al., 2010). Among the oldest approximations for KB- 1 is that of
Garrat and Hicks (1978) which indicated that rB-1 is simply constant (rB- 1 ~ 2 )
for surfaces covered with vegetation. However, many studies have found KB- 1 val-
ues much higher than 2, especially for sparse canopies (e.g., Stewart et al., 1995;
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Blyth and Dolman, 1995; Malhi, 1996). Alternatively, Brutsaert (1979) developed an
analytical model that showed the dependence of ,B 1 on LAI and friction velocity.
Duynkerke (1992) later proposed an empirical equation for the estimation of rB-1
over grass surfaces based on LAI and friction velocity. Kustas et al. (1989) and Sugita
and Brutsaert (1990) found that KB- 1 has a more complicated behavior depending
not only on LAI and friction velocity but also on solar elevation and view angle. The
dependency of KB- 1 on solar radiation is due to the thermal anisotropy within the
canopy. Sugita and Brutsaert (1990) suggested that the temperature of the canopy
bottom layers increases with increasing solar elevation as solar radiation penetrates
deeper into the canopy. Thus, the temperature at deeper canopy layers surpasses the
temperature of the canopy top layers in which a considerable amount of turbulence
happens. Since a nadir-looking infrared thermometer observes the hotter and deeper
canopy parts, the estimated Zoh (tB- 1) value using the infrared thermometer derived
temperature is smaller (larger) than the one calculated using the cooler temperature
of the canopy top layers. This causes KB-1 estimates to increase and display diur-
nal variations as solar elevation rises. Considering the influence of solar elevation on
KB- 1, Qualls and Hopson (1997) developed a regression expression to estimate rB-1
from LAI, friction velocity, and solar elevation. The aforementioned studies did not
fully take into account the influence of canopy structure on rB-1. Hence, in a more
recent attempt, Yang and Fridel (2003) used the Massman (1997, 1999) analytical
model of momentum transfer within a canopy of arbitrary structure to character-
ize the effect of vegetation three-dimensional structure and shape (i.e., canopy LAI,
crown density, and vertical distribution of folaige elements) on KB-1.
By using the relationship between Zeh and zom [i.e., KB- 1 = ln(z--)], (4.12) can
be re-written as follows:
CHN (4.13)
n2 (zref - B ln (zrf
Zoh Zoh
Neutral heat transfer coefficient (CHN) is related to heat roughness length (Zoh) via
(4.13). Zoh is typically assumed to be a function of the vegetation phenology (e.g.,
120
Garrat and Hicks, 1973; Garrat and Francy, 1978). Qualls and Brutsaert (1996)
showed the great dependency of zeh on LAI and formulated Zoh based on the LAI
values over the FIFE natural prairie terrain. Brutsaert (1979) developed an analytical
model and indicated that zoh is dependent not only on the structure of the plant and
phenology, as characterized by the LAI, but also on the turbulence in the air, as
characterized by the wind speed and friction velocity. The main problem with the
Brutsaert (1979) analytical model is that it requires a significant amount of detailed
information on the shape, density and orientation of the leaves as well as the intensity
of the turbulence within the canopy. More recent studies have illustrated that the
variation of Zoh is more complicated since zoh also varies with solar elevation and view
angle. For example, Kustas et al. (1989) measured sensible heat flux and (T - Ta)
over a surface with bushes and bare soil. It was observed that H increased relatively
slower than (T - Ta) in the morning and early afternoon. Thus, Zoh decreases as
LST rises, and it displays diurnal variations. Similar results were found by Sugita
and Brutsaert (1990). As explained by Brutsaert and Sugita (1996), when the solar
elevation increases, the solar radiation penetrates deeper into the canopy and increases
the temperature of the vegetation in deeper parts. Hence, the temperature at deeper
canopy parts surpasses the temperature of the top layers of the canopy where a
significant amount of turbulence occurs. On the other hand, a nadir-looking infrared
thermometer measures the warmer bottom layers, and consequently the estimated
Zoh would be higher if the cooler temperature of the top canopy layers were used
(Brutsaert and Sugita, 1996).
From the aforementioned discussions, it is clear that Zoh, and thus CHN depend
mainly on LAI and to a lesser extent on wind speed, friction velocity, and solar
elevation. CHN is an effective area value, and its upscaling from tower measurements is
problematic. Thus, the retrieved CHN values over the SGP large-scale domain provide
a unique opportunity to find the relationship between CHN and LAI and to understand
how CHN varies with LAI (Fig. 4-7). CHN-LAI relationship in this study is obtained
based on a large number of pixels over the SGP domain and, therefore, is preferable
to those of Sugita and Brutsaert (1990), Kubota and Sugita (1994), and Qualls and
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Brutsaert (1996) which related CHN to LAI and evaluated the CHN-LAI relationship
based on only a few in situ field data. The CHN-LAI relationships from these studies
are also shown in Fig. 4-7 for comparison. As indicated, the variability of LAI has
a significant influence on CHN, and by increasing LAI CHN rises sharply. However,
some discrepancies are observed among CHN values of various studies because they
neglect the role of other influential parameters such as wind speed, friction velocity,
and solar elevation on CHN, relating CHN only to LAI. Fig. 4-7 provides insight
on how CHN varies with LAI and gives an opportunity to advance future studies by
accounting for the effect of LAI variations on CHN, rather than assuming CHNto be
constant in each assimilation period. This may improve surface heat flux estimations
since the bare soil can turn into a fully vegetated surface in only a few weeks, and
consequently the assumption of monthly constant CHN negatively affects the retrieval
of CHN and surface heat fluxes. The other important point of Fig. 4-7 is that the
CHN estimates from this study fall within the range of variability of CHN values from
other studies. However, as mentioned above the discrepancies among CHN values of
various studies are attributed to other effective parameters (e.g., wind speed, friction
velocity, and solar elevation, etc) that their influence on CHN is neglected. Moreover,
the rate of increase of CHN with LAI in this study is comparable with those of Sugito
and Brutsaert (1990), and Qualls and Brutsaert (1996). However, CHN estimates
by the Sugita and Brutsaert (1990) model increase rapidly for LAI values more than
about 1 as their empirical model is calibrated over a low range of LAI values and thus
gives unreasonable results for high LAI.
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Figure 4-7: Plot of neutral bulk heat transfer coefficient (CHN) versus LAI with one
standard deviation variability in each LAI bin.
In addition to the CHN, the DS scheme retrieves daily values of evaporative frac-
tions for the soil and the canopy in each pixel over the six monthly periods. The
retrieved values of evaporative fraction for the soil (EF,) and the canopy (EFC) are
shown in Fig. 4-8. Both EF, and EFc show a reasonable seasonal and spatial struc-
ture consistent with the NDVI data. The canopy evaporative fraction (EFc) values
obtained by Caparrini et al. (2004b) were mostly spatially uniform across the do-
main with values near 0.75 while the new model EFc maps are consistent with the
NDVI patterns. In the soil evaporation process, moisture passes directly from the soil
surface to the atmosphere. Also, based on the definition of EF, (ratio of soil latent
heat flux to the sum of the soil turbulent fluxes), the soil turbulence effects emerge in
both its numerator and denominator. Therefore, the main factor controlling EF, (the
principal determinant of its variability) is the available surface soil moisture control
on evaporation (Caparrini et al., 2004b; Sini et al., 2008). In contrast, transpiration
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draws moisture from the root zone, and consequently EFc is strongly affected by the
root zone soil moisture. The lower fluctuations (more uniformity) in EFc values across
the domain compared to EF, are because soil moisture has the largest amplitude of
variability at the surface, while its variability is considerably damped in deeper layers.
124
Days 138-168
-98 -96
Days 199-229
Days 107-137
-98 -96
Days 199-229
Figure 4-8: Retrieved values of evaporative fractions for (top) the bare soil (EFS) and
(bottom) the canopy (EFe) over six periods from the DS model.
As a further test of the robustness of the DS scheme, the spatial pattern of EF,
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is compared to the near-surface soil moisture, the main factor controlling EF,. The
soil moisture data were retrieved from the Electronically Scanned Thinned Array
Radiometer (ESTAR) during the Southern Great Plain Experiment in 1997 (Jackson
et al., 1999). ESTAR is a synthetic aperture, passive microwave radiometer operating
at a center frequency of 1.413 GHz (21 cm or L band) and bandwidth of 20 MHz.
This instrument is designed to yield estimates of surface soil moisture (Jackson et
al., 1999). The ESTAR instrument was flown on a P3B aircraft operated by the
NASA Wallops Flight Facility. Flights were conducted at an altitude of 7.5 km.
The ESTAR product used in this study is from the Level 2 ESTAR database. This
dataset is produced by resainpling Level 1 ESTAR data to a standard 800 m grid
and performing some spatial filtering to fill in small areas that may have had no
observations due to the flight line alignment. The retrieved soil moisture algorithm
developed by Jackson et al. (1999) represents the top 5 cm of the soil and is accurate
to within 4% volumetric water content (root-mean-square-error).
Fig. 4-9 compares the retrieved EF, map with ESTAR-derived soil moisture for
days 169, 176, 180, 182, 183, 193, and 197. Soil evaporative fraction retrievals are
plotted over the subregions where ESTAR flight data are available. On days in which
remotely sensed LSTs were available (e.g., days 169 and 193) the spatial patterns
of the two maps (i.e. EF, and ESTAR) are similar and match well since sufficient
remotely sensed LST measurements are available for updating EF,. For days in which
there are not adequate remotely sensed LSTs available, the estimation of EF, is poor,
and there is no consistency between the EF, and ESTAR-derived soil moisture maps
(e.g., day 176). These results indicate that the quality of the retrieved EF, values
robustly depends on the availability of adequate LST observations.
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Figure 4-9: Spatial patterns for (left) the retrieved EF, from the DS model and (right)
ESTAR soil moisture for days 169, 176, 180, 182, 183, 193, and 197.
As shown in Fig. 4-9, soil moisture strongly affects the partitioning of available
energy between turbulent heat fluxes. The shape and form of this relationship is
significantly affected by the amount of vegetation cover (e.g., LAI) (Wang et al., 2006;
Gentine et al., 2007). Thus, the main goal is to understand how the soil and canopy
evaporative fractions change with soil moisture for different amount of vegetation
cover (i.e., various LAI classes). Specifically, this study advances the literature by
evaluating the variation of soil and canopy evaporative fraction versus soil moisture
for different classes of LAI (Fig. 4-10). The EFc and EF, increase more sharply at
low soil moisture values and reach a plateau toward higher values of soil moisture.
EF, has a larger dynamic range because of the higher oscillations in the surface soil
moisture compared to the more damped root zone soil moisture fluctuations. For a
sparser vegetation cover (i.e., LAI<1), the canopy evaporative fraction, EFc, increases
mildly by increasing soil moisture. For a denser canopy cover (i.e., 1 <LAI<2), EFc
rises sharply with an increase in soil moisture. Denser vegetation has more potential
for root uptake and thus increases transpiration rate more rapidly as soil moisture is
more available.
Unlike EFc and as expected, the variation of EF, versus soil moisture is not
sensitive to the amount of LAI, and EF, grows with almost the same rate for both
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of the LAI classes as soil moisture increases. Also, EF, values for a denser canopy
cover (i.e., 1 <LAI< 2) are higher than those of a sparser vegetation cover (i.e.,
LAI< 1). A denser canopy cover reduces the available energy at the soil surface. This
decrease leads to a reduction of the soil heating and thus soil temperature drops. A
drop in soil temperature yields a decrease in difference between soil temperature (TS)
and air temperature within canopy (Tm). This temperature difference, Ts - T., is
the direct driver of soil sensible heat flux, and consequently soil sensible heat flux
decreases substantially as T, - T, decreases. From the above discussions, it is clear
that the decrease of soil available energy strongly reduces soil sensible heat flux. In
other words, a large amount of the reduction in available energy at the soil surface
is captured by the significant drop of soil sensible heat flux (Rowntree, 1991; Crago,
1996). Therefore, a denser canopy cover tends to have higher EF8 values compared to
a sparser vegetation cover. These findings are consistent with those of the Gentine et
al. (2007) study which showed that soil sensible heat flux (soil evaporative fraction)
is strongly and positively (negatively) correlated with difference between soil and air
temperature.
130
0.9
0.8
0.7
0
U-0.6
0.51
0.4'-
0.3-
0.2 -
0
0.8
0.7
C,,
u-0 6
0 -LA I----------- -------< 1 - -- - = t
LAI< 1
U 1<LAI<2
IM
- -4...
0.1 0.2 0.3 0.4 0.5 0.6
SM
0.5-
0.4
0.2
1 0.1 0.2 0.3 0.4 0.5 0.6
SM
Figure 4-10: Plot of canopy evaporative fraction (EFe) (top) and soil evaporative fraction
(EF) (bottom) versus surface soil moisture for two LAI classes with one standard deviation
variability in each SM bin.
In contrast to the DS scheme that estimates evaporative fractions separately for
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soil and canopy, the CS model retrieves evaporative fraction for soil and vegetation as
one effective medium (Fig. 4-11). As expected, the spatial and seasonal patterns of EF
match the structure of the NDVI well. For example, the pronounced west-east pattern
observed in the NDVI is evident in the retrieved EF maps. Also, the peak values at
the center of the EF map in the first period are consistent with the corresponding
NDVI map. In periods 3 and 4, a pronounced west-east pattern develops in the EF
maps, and a similar pattern is observed in the corresponding NDVI maps.
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model.
values of evaporative fraction (EF) over six periods from the CS
Due to the strong effect of soil moisture on the partitioning of available energy
between the turbulent heat fluxes, several studies examined the relationship between
soil moisture and EF (e.g., Nichols and Cuenca, 1993; Crago, 1996; Dirmeyer et
al., 2000; Wang et al., 2006). Although some of these studies found a soil moisture
dependence of EF, none of them analyzed the effect of vegetation cover on the EF-
soil moisture relationship. Fig. 4-12 shows EF-soil moisture relationship for two LAI
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classes. The curves for different LAI classes are close at low soil moisture values. As
soil becomes more saturated, EF for the denser vegetation cover (1<LAI<2) increases
more compared to that of the sparse canopy (LAI<1). The denser vegetation cover
can cool down the surface more than the sparser vegetation when soil becomes wet
because it is able to transpire water more rapidly than the less dense canopy (this
phenomenon is clearly shown in Fig. 4-23). It is evident that a reduction in land
surface temperature decreases the difference between land surface temperature, T, and
air temperature, T, (i.e., T - Ta). The reduction of T - Ta significantly decreases
sensible heat flux because T - T is the direct driver of sensible heat flux (Crago,
1996; Gentine et al., 2007). On the other hand, the decrease of T causes the outgoing
longwave radiation, so-T4 (where E is the surface emissivity and o- is the Stefan-
Boltzmann constant), to be reduced. Also, the more interception of downwelling
radiation by the denser canopy cover can decrease ground heat flux more than the
less dense vegetation. This drop in outgoing longwave radiation and ground heat flux
will lead to a rise in the available energy at the surface. In order to balance the SEB
equation, the denser vegetation cover yields a higher latent heat flux and consequently
higher EF values than those of the sparse canopy as soil moisture becomes more
available. For both of the LAI classes, EF generally rises more sharply over the
range of low soil moisture. The sensitivity of evaporative fraction to variations in soil
moisture is concentrated over the low soil moisture range for both of the LAI classes
(i.e., dry condition).
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Figure 4-12: Evaporative fraction versus surface soil moisture for two LAI classes with one
standard deviation variability in each SM bin.
Soil texture may also have an influence on the shape and form of the EF-soil mois-
ture relationship, and thus its effect on the relationship between EF and soil moisture
is studied here. This is particularly important since only a very limited number of
studies have examined the effect of soil texture on the evaporation rate. For example,
Komatsu (2003) showed that with the same amount of precipitation, and under sim-
ilar atmospheric conditions, a sandy soil dries faster than a clay soil. To understand
the role of soil texture on evaporative fraction, the soil mineralogical composition over
the studied domain is required. The soil mineralogy (percent of sand, clay and silt)
is obtained from the comprehensive Harmonized World Soil Database (HWSD) avail-
able on the Food and Agriculture Organization of the United Nations (FAO) archive
(http : |/www.f ao.org/nr/land/soils/harmonized - world - soil - database/en/).
FAO combined the large volume of existing regional and national soil information
and integrated it with the information of the FAO-UNESCO Soil MAP of the World,
and ultimately developed the HWSD. This dataset has a resolution of about 1 km
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and provides the weighted fraction of sand, silt, and clay for topsoil (0-30 cm) and
subsoil (30-100 cm) separately.
The weighted fraction of sand, clay, and silt for the topsoil (0-30cm) (top row)
and subsoil (30-100cm) (bottom row) over that part of the SGP domain that overlaps
the ESTAR-derived surface soil moisture is indicated in Fig. 4-13. Moreover, based
on the relative proportion of sand, clay, and silt (Fig. 4-13) and the use of the soil
textural triangle (Hillel, 1998), topsoil and subsoil maps are assigned different textural
classes (Fig. 4-14). The soil texture classes (e.g., loam, clay loam, sandy loam, etc.)
correspond to the specific range of sand, silt, and clay fractions, and are used here to
study the effect of soil texture on the evaporative fraction-soil moisture relationship.
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Figure 4-13: Maps showing weighted fraction (%) of sand, clay, and silt over that part of
the SGP domain that overlaps the ESTAR-derived surface soil moisture, (top) topsoil (0-30
cm) and (bottom) subsoil (30-100 cm).
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Figure 4-14: Maps showing distribution of soil texture classes, (left) topsoil (0-30 cm) and
(right) subsoil (30-100 cm).
Fig. 4-15 shows the variation of canopy and soil evaporative fractions versus soil
moisture for different soil textural classes. In order to specifically study the effect
of soil texture on the variations of canopy and soil evaporative fractions with soil
moisture and eliminate the influence of LAI on the EFc-SM and EF,-SM relationships
of various soil types, the same range of LAI values is used for different soil textural
classes. The canopy and soil evaporative fractions are plotted versus soil moisture
respectively for the subsoil (30-100cm) and topsoil (0-30cm) textural classes. The
range of LAI values over the two topsoil textural classes varies from 0.4 to 1.6 with
an average of about 0.95. Similarly, LAI over the two subsoil textural classes varies
from 0.5 to 2 and has a mean of around 1.1.
Similar to Fig. 4-10, EFc and EF, increase more sharply at lower values of soil
moisture and reach a plateau toward higher soil moisture values for both soil types.
EFc values for the loamy soil texture are higher than those of the clay loamy soil
class. This can be well-explained by the soil-water characteristic curve. It is shown
in a number of studies (e.g., Williams, 1982; Fredlund and Xing, 1994) that at a
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constant soil moisture, the absolute value of soil water potential increases by moving
from sandy soil to clay soil (i.e., as the distance between soil grains decreases). A
clay loamy soil type has finer soil grains, and therefore at a constant soil moisture
value, the absolute magnitude of its water potential is higher than that of the loamy
soil. Consequently, it is harder for plants to extract and transpire water from the clay
loamy soil solid particles. Thus, EFe values for clay loamy soil are less than those for
loamy soil.
In similar soil moisture and atmospheric conditions, the different rate of evapo-
ration between sandy loam and loamy soil textures is due to the difference in their
internal transport properties. According to the numerous studics of evaporation from
porous media, the drying process and mass transfer to an evaporating surface can
be divided into two distinct stages (Lehmann et al., 2008; Shokri et al., 2008, 2009).
In the initial stages of drying, also known as first stage evaporation, the evaporation
rate is high and relatively constant, and not limited by porous medium hydraulic
properties. In contrast, it is mainly limited by atmospheric conditions (Philip, 1957).
In this stage, the constant evaporation rate is generated by the capillary flow con-
necting the receding drying front (the interface between saturated and unsaturated
zone) and the evaporating surface (Shokri et al., 2008). Gravity resistance increases
by further penetration of the drying front into the porous medium, and finally at a
specific front depth distance gravity exceeds capillary deriving force and interrupts
liquid flow to the evaporating surface. In this case, hydraulic continuity between the
drying front and evaporating surface is interrupted, the evaporation rate decreases sig-
nificantly, and the second stage of evaporation is established (Salvucci, 1997; Shokri
et al., 2009). In the second stage, liquid evaporates within the unsaturated pores
and the rate of evaporation under similar soil moisture and atmospheric conditions is
controlled mainly by the soil water potential (Scherer, 1990).
At a given soil moisture, the finer soil texture (loam) has a higher absolute value
of water potential relative to the coarser soil texture (sandy loam), and therefore the
extraction of water from the loamy soil grains (i.e., breaking the adhesion between
water and loamy soil solid particles) is more difficult than the removal of water from
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sandy loam soil solid particles. Thus, the rate of evaporation from loamy soil is less
than that of sandy loam soil, and consequently loamy soil EF, values are lower than
those of sandy loam soil. We should also notice that the difference in EF, values
between the two soil types is not significant since the mineralogical composition of
loamy soil is not very different from sandy loam soil.
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Figure 4-15: Plot of canopy evaporative fraction (EFc) (top) and soil evaporative frac-
tion (EFS) (bottom) versus surface soil moisture for the two soil types with one standard
deviation variability in each SM bin.
The effect of the amount of vegetation cover on the EF-soil moisture relationship
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has already been studied in Fig. 4-12. In this section, our knowledge is further
augmented by examining the effect of soil type on the EF-soil moisture relationship.
To eliminate the effect of LAI on the EF-SM relationship, EF values are plotted
versus SM for various soil types, but for the same range of LAI values (Fig. 4-16). At
a constant soil moisture, finer texture soils have higher water potential compared to
soils with coarser grains (Fredlund and Xing, 1994). Therefore, it is harder to break
the adhesion between water and loamy soil solid particles in order to remove water
from the loamy soil. Consequently, the rate of evapotranspiration, and therefore
evaporative fraction, from the loamy soil is less than the sandy loam soil. It is also
worth mentioning that the EF values of loamy soil do not significantly differ from
those of sandy loam soil because the mineralogical composition of the two soil types
is not very different.
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Figure 4-16: Plot
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moisture for the two soil types
The vegetation type over that area of the SGP domain that overlaps the ESTAR-
derived soil moisture data includes (1) dryland cropland and pasture, (2) irrigated
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cropland and pasture, (3) grassland/cropland mosaic, (4) grassland, (5) shrubland,
(6) savanna, (7) deciduous broadleaf forest, (8) evergreen needle forest, and (9) mixed
forest. These vegetation types can be categorized into two general groups (i.e., 1 to
5 can be called shrub and grassland, and 6 to 9 can be called forest). We intend
to explore the relationship between canopy and soil evaporative fraction, and soil
moisture for the two aforementioned vegetation groups (i.e., shrub and grassland,
and forest). We are particularly interested in understanding how the vegetation type
affects the EF,-SM and EFc-SM relationships.
Fig. 4-17 indicates the variation of canopy and soil evaporative fraction versus
soil moisture for the two vegetation types. At lower soil moisture, EFc values for both
vegetation types are close to each other. As soil moisture rises, EFc for the forest
increases more sharply than that of shrub and grassland. This occurs because the
deeper roots of forest can take full advantage of profile soil moisture. Unlike EFc,
EF, increases at almost the same rate for both vegetation types as soil becomes more
moist. Also, EF, values for the forest are higher than those of shrub and grassland
because forests typically have a denser vegetation cover than shrubs and grasses.
Recall the explaination of Fig. 4-10 for why a denser vegetation cover tends to have
higher EF, values compared to a sparser canopy.
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Figure 4-17: Plot of canopy evaporative fraction (EFe) (top) and soil evaporative fraction
(EF,) (bottom) versus surface soil moisture for two vegetation types with one standard
deviation variability in each SM bin.
Fig. 4-18 shows the variation of EF versus soil moisture for two different vegetation
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types. The focus of this figure is to understand the impact of vegetation type on the
EF-soil moisture relationship. As indicated, the EF estimates for both vegetation
types are close when the soil is dry. As soil moisture increases, the EF of forest rises
more sharply than that of shrub and grassland, and finally reaches a high plateau of
about 0.8. The forested canopy transpires water more effectively via deep root uptake
of moisture from the soil moisture profile.
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Figure 4-18: Plot of evaporative
types with one standard deviation
fraction versus surface soil moisture
variability in each SM bin.
for two vegetation
4.7.2 Mapped Surface Fluxes
The DS and CS models solve the Euler-Lagrange equations iteratively, generating
instantaneous estimates of the surface energy balance components. Estimated fields
of sensible heat flux from the DS and CS models are shown in Fig. 4-19. The
seasonal evolution and spatial patterns of sensible heat flux estimates from the DS
and CS models are remarkably comparable. Similarly, the latent heat flux estimates
from the DS and CS approaches are indicated in Fig. 4-20. Compared to the DS
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scheme, the simple CS model provides sufficiently accurate estimates of sensible and
latent heat fluxes and can be used instead of the DS scheme if no information on
vegetation cover is available. Patterns in sensible and latent heat fluxes strongly
resemble features in the vegetation cover in Figs. 4-4. Regions of higher vegetation
cover have been assigned higher values for latent heating and low values for sensible
heat flux. For example, in period 3 there is a general increase in evapotranspiration
from west to east across the domain, consistent with the growth of vegetation in
the east. No information on vegetation is used within the CS model. Thus, the
consistency between the patterns of the CS scheme turbulent heat fluxes estimates
and those of independently observed NDVI maps can be interpreted as a partial test
of estimation realism.
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Figure 4-19: Maps of average daytime sensible heat flux (Wm- 2) estimated by the DS
(top) and CS (bottom) formulations.
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Figure 4-20: Maps of average daytime latent heat flux (Wm- 2) estimated by the DS (top)
and CS (bottom) formulations.
Fig. 4-21 indicates daily time series of domain-averaged evaporative fraction for
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a sample month (i.e., Julian days 199-229) in the top panel. The spatial standard
deviation of EF values across the domain is also shown for each day as bars on the
same figure. The second panel displays time series of estimated H and LE averaged
over the domain. The histogram in the third panel shows daily precipitation. The
retrieved EF values respond to wetting events and drydown periods following rain
events even though soil moisture dynamics and precipitation information are not
used in the assimilation. Evaporative fraction and latent heat flux increase following
the surface wetting by rainfall on days 201, 202, 209, 215 and 219, while a decreasing
trend in EF and LE is observed during the drydown period following the wetting on
days 201 and 202.
1
0.8
LL
w
0.6
0.4
400
CN
200
0
20
E
E 10
.C
200 205 210 215 220 225 230
200 205 210 215 220 225 230
200 205 210 215 220 225 230
Julian day
Figure 4-21: Time series of domain-averaged (top panel) evaporative fraction, (middle
panel) sensible and latent heat fluxes, and (bottom panel) observed rainfall for a sample
month (Julian days 199-229).
Fig. 4-22 indicates domain-averaged monthly mean latent heat flux for two LAI
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classes over the six modeling periods. The histogram on the same figure indicates
monthly fraction of photosynthetically active radiation (FPAR) absorbed by vegeta-
tion averaged over the domain. FPAR product has been obtained from the AVHRR
Pathfinder Normalized Difference Vegetation Index (NDVI) dataset using the model
developed by Myneni et al. (1997). The AVHRR FPAR product is currently avail-
able at 16 km spatial resolution from 1981 to 2001 on the Boston University archive
(ftp://primavera.bu.edu/pub/datasets/AVHRR-DATASETS/PATHFINDER/VERS
ION3-DATA/FPAR/). FPAR represents a canopy's energy absorption capacity and
is a key variable in the assessment of vegetation productivity (Fenshlot et al. 2004).
The literature shows that FPAR is an indicator of the health and activity of canopy
(Monica et al., 2005). Plants with higher FPAR values are able to absorb a higher
portion of incident light, and therefore are more active for transpiring water.
Fig. 4-22 shows that the amount of vegetation cover (e.g., LAI) affects the varia-
tion of LE during different months of the modeling period. FPAR is lower in periods
1, 2 and 6, and therefore the canopy is more stressed or less active in these periods
compared to periods 3, 4 and 5. Consequently, in these periods (i.e., 1, 2 and 6)
the difference between the estimates of LE for the two LAI classes is not significant.
Actually, in periods with lower FPAR values (i.e., 1, 2 and 6) plants cannot transpire
water considerably, and they do not have a significant effect on increasing LE. In
contrast, in periods with higher FPAR values (i.e., 3, 4 and 5), the canopy is more
active and able to transpire water rapidly and increase latent heat flux significantly.
Hence, by moving from the sparser vegetation cover (LAI<1) graph to the denser
one (1<LAI<2) in periods 3 and 4 and to a lesser extent in period 5, LE increases
considerably.
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Figure 4-22: Domain-averaged monthly mean latent heat flux for two LAI classes over the
six modeling periods. Histogram shows monthly FPAR averaged over the domain.
The maps of observed and estimated LST from the DS model are shown in Fig.
4-23. Comparing these two maps reveals that the patterns of estimated LST follow
those of observation well. For periods 3 and 4 in which there is a persistent east-west
gradient in the vegetation cover (remotely sensed NDVI, Fig. 4-4), LST difference
between the west and east of the domain is apparent. In the east with high fractional
vegetation cover, high transpiration rates keep the surface relatively cool whereas
adjacent areas to west with lower latent heat flux show higher temperatures.
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Figure 4-23: Maps of observed (top) and estimated (bottom) average daytime LST ('K)
from the DS model.
Fig. 4-24 indicates the DS and CS LST misfit root mean square errors (RMSEs)
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for each of the periods. The DS and CS values of the LST RMSE are very close. The
RMSE values are less than 2'K over most parts of the region and reach to at most
5K at some points. The LST misfits in both of the models are due to the common
assumptions (e.g., constant daily evaporative fraction, constant monthly neutral heat
transfer coefficient, constant soil thermal properties, etc.). The LST misfit RMSEs
obtained by the Caparrini et al. (2004b) DS and CS models are much higher and
vary from 4'K to 90K across the domain. The Caparrini et al. (2004b) large values
of the LST RMSE stem from utilizing the parsimonious force-restore equation as a
constraint within the data assimilation system. The force-restore equation provides
a simplified description of the dynamics of the LST. Where the dynamics of LST are
complex, the simple force-restore equation may be inadequate in capturing surface
processes contributing to the LST dynamic.
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Figure 4-24: DS (top) and CS (bottom) LST misfit RMSEs for each period.
As shown in Figs. 4-20 and 4-23, denser canopy cover is associated with the
increase of latent heat flux and therefore a reduction in LST. Fig. 4-25 indicates
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the domain-averaged monthly mean observed LST for two LAI classes over the six
modeling periods. The histogram on the same figure shows monthly fraction of pho-
tosynthetically active radiation (FPAR) absorbed by vegetation averaged over the
domain. In periods 3, 4, and to a lesser extent 5 the plants are more active (repre-
sented by higher FPAR values) and transpire more. This causes an increase in the
sensitivity of LST to changes in LAI and yields a remarkable decrease in LST as we
move from the sparser vegetation cover (LAI<1) graph to the denser one (1<LAI<2).
In contrast, less active canopies (represented by the lower values of FPAR) in periods
1, 2, and 6 reduces the sensitivity of LST to the variations in LAI.
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Figure 4-25: Domain-averaged monthly mean observed LST for two LAI classes over the
six modeling periods. Histogram shows monthly precipitation averaged over the domain.
It was shown in Chapter 1 that LST variations contain implicit information on
partitioning available energy among surface energy balance components, and that the
signature of relative partitioning of surface heat fluxes can be derived from the evolu-
tion of LST. It was also indicated in Chapter 2 that the force-restore equation yields
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significant errors in estimating the LST evolution, and generates a large deviation be-
tween the observed and estimated LST diurnal cycles. The data assimilation scheme
finds the signature of relative partitioning of surface heat fluxes from the sequences
of LST, and its performance significantly depends on the accuracy of LST predictions
from its physical constraint (forward model).
There are no in situ surface flux measurements that cover the same spatial domain
in which the surface heat fluxes are estimated. Only a few tower-based measurements
of surface heat fluxes are available for independent comparison and validation of the
model. Nine and four colocated flux measurement stations are available respectively
at the Central Facility and El Reno sites. The average diurnal ranges of measured
surface energy balance components (R., H, LE, and G) from the colocated stations
are indicated as grey bands in Fig. 4-26 for Central Facility and El Reno. Even
though the stations at each site are locally close to each other, the difference in the
average diurnal cycle of the fluxes from colocated instruments at each site is large
and reaches up to 70% due to the variations in the microenvironment of the stations.
Also, the diurnal cycles of retrieved net radiation, sensible, latent and ground heat
fluxes by this study and the Caparrini et al. (2004b) DS model are shown on the
same figure respectively as thick and thin lines. The large spreads among colocated
instruments (grey bands) make it difficult to compare the estimated heat fluxes with
observations. Nevertheless, the retrieved net radiation, sensible, latent and ground
heat fluxes from the present DS scheme fall within the range of variability of measured
fluxes from colocated stations (grey bands). This indicates that the magnitudes of
estimated surface heat fluxes are close to the measured values at the stations.
Due to the large errors in the phase and amplitude of LST predictions from the
force-restore equation, the Caparrini et al. (2004b) DS model yields errors in the
diurnal cycles of estimated turbulent heat fluxes which consequently leads to large
deviations between the retrieval-based and site-based ground heat flux diurnal cycles.
Comparison of the present and Caparrini et al. (2004b) DS schemes indicates that
the inclusion of the heat diffusion equation improves the performance of the VDA sys-
tem and substantially decreases the phase error between the estimated and observed
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ground heat flux diurnal cycles. The consistency between the estimated and observed
ground heat flux diurnal cycles is particularly important since this study retrieves
ground heat flux as the residual of the surface energy balance equation and does not
use empirical relations that assume ground heat flux is a given fraction of net radia-
tion and therefore in phase with it. Hence, a closer match between the retrieved and
observed ground heat flux diurnal cycles is an indicator of the improved performance
of the data assimilation model in deriving the signature of relative partitioning of
surface heat fluxes from the sequences of LST. Overall, two important conclusions
can be obtained from Fig. 4-26: (1) the magnitudes of retrieved surface heat fluxes
are comparable to the observed ones at the stations (2) the employment of the heat
diffusion equation in lieu of the parsimonious force-restore equation reduces the phase
error between the diurnal cycles of observed and retrieved surface heat fluxes.
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Figure 4-26: Comparison between the average diurnal cycles of modeled and measured
heat fluxes at (left) Central Facility and at (right) El Reno. Thick lines indicate retrieved
fluxes from the present DS model. Thin lines show estimated fluxes by the Caparrini et
al. (2004b) DS model. Colors indicate different components of the surface energy balance,
sensible heat (red), latent heat (blue), ground heat (green), and net radiation (black). Grey
bands represent the range of variability of measured fluxes from colocated stations. Both
plots are shadowed outside the assimilation window (0900-1800 LT).
Fig. 4-27 indicates the mean daytime cycles of evaporative fraction (EF) from
the DS model at the Central Facility and El Reno sites over Julian days 168-198.
The DS scheme is not able to explicitly retrieve total EF. The evaporative fraction
(EF) values are obtained from the total estimated sensible and latent heat fluxes from
the soil and canopy. There are four and nine colocated flux measurement stations
respectively at the El Reno and Central Facility sites. At each station, mean diurnal
cycle of EF is calculated from measured sensible and latent heat fluxes. The range of
variability of mean diurnal cycles of EF from colocated instruments is shown as grey
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........................... ...... ..
Central Facility El Reno
bands in Fig. 4-27 for comparison. The difference among the colocated instrument
measurements is large. Nonetheless, the retrieved evaporative fraction diurnal values
correspond well to the central tendency of the field measurements during the midday
period. The EF observations at the El Reno and Central Facility sites exhibit a
typical concave-up shape in the late afternoon, while the estimated EF values cannot
capture this behavior and even fall out of the grey band in the last two time steps of
the assimilation interval (i.e., 1730 and 1800 LT). During the midday period that the
surface heat fluxes reach their peak values and become more important, the estimated
EF values are close to the observations and fall within the range of variability of EF
values from the colocated stations. The retrieved EF values at El Reno are slightly
lower than those of Central Facility. El Reno is located at the west of the SGP
domain where there is less vegetation cover (i.e., low latent heat and high sensible
heat). Consequently, we expect to see lower values of evaporative fraction at El Reno
compared to Central Facility.
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Figure 4-27: Daytime cycles of evaporative fraction based on half-hourly turbulent heat
fluxes at Central Facility and El Reno. Lines with open circles show DS estimated evapora-
tive fraction. Grey bands show the range of evaporative fraction values from the colocated
measurement stations. Both plots are shadowed outside the assimilation window (0900-1800
LT).
Fig. 4-28 shows the comparison between daily average measured and predicted
latent heat fluxes at the El Reno site. Daily estimated LE values from the DS model
are indicated as circles. The band between the two solid lines illustrates the range of
LE observations. The retrieved daily LE values match well with the observed range.
Also, the LE temporal variations reflect the drydown periods following rainfall events,
although the precipitation events and soil moisture dynamics are totally unknown to
the assimilation schemes. Similarly, the daily average H is shown in Fig. 4-29. The
daily estimated H values also fall in the observed range.
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Figure 4-28: Comparison between daily measured and estimated latent heat fluxes at
the SGP El Reno site. Circles indicate predicted LE by the DS model. The grey band
between the two solid lines illustrates the range of LE observations. Histogram shows daily
precipitation.
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Figure 4-29: The same as Fig. 4-28 but for H. The grey band between the two solid lines
illustrates the range of H observations.
4.8 Weak Constraint VDA Results
To test the weak constraint VDA scheme, it is applied to each computational pixel
over the SGP region. The weak constraint model iteratively improves estimates of W,
CHN, and EF by minimizing the misfits between the observed and estimated LST.
The simplistic parameterization of the VDA model (e.g., constant daytime evapora-
tive fraction, constant monthly bulk heat transfer coefficient, constant soil thermal
properties, etc.) causes structural model deficiencies, weakens the ability of VDA in
capturing LST dynamics, and eventually leads to misfits between LST measurements
and model estimates. Thus, the main aim here is to analyze the patterns of estimated
model error term in order to find out if the developed weak constraint VDA model
can effectively account for the structural model errors arising from the simplistic
parameterization of model.
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Fig. 4-30 shows the monthly mean difference between the predicted and observed
net radiation (Rnpre - Rnobs). The predicted and observed net radiations are obtained
from,
Rn= (1 - a)RI + R - Fo-T 4  (4.14)
where a is the surface albedo, R1 is the incoming solar radiation, E is the surface
emissivity, o- is the Stefan-Boltzmann constant, and T is the LST. a and E here are
set equal to 0.2 and 0.98. R1 = E&uTg is the incoming long wave radiation. Ta is the
air temperature, and ea is the atmospheric emissivity obtained from the Idso (1981)
formulation. Remotely sensed LST observations and LST estimates from the heat
diffusion equation (forward model) are used in Eq. (4.14) to obtain respectively the
observed and predicted net radiation.
As indicated in Fig. 4-30, the CS scheme tends to overpredict Rn (i.e., underesti-
mates LST) over those parts of the SGP domain in which NDVI is low and vegetation
cover is sparse. In contrast, when NDVI is high and vegetation density increases, the
effect of canopy on regulating LST becomes significant. Under these conditions, the
vegetation cover significantly decreases LST through high transpiration rate. There-
fore, the densely vegetated areas keep the surface relatively cool, whereas adjacent
areas with lower vegetation cover (i.e., lower LE) show higher temperature. Unfortu-
nately, due to the simplistic parameterizations (e.g., constant daily EF and constant
monthly CHN), the model shows deficiencies in capturing LST dynamics and overes-
timates (underestimates) LST over cool densely vegetated (hot sparsely vegetated)
areas.
Consequently, we expect that the model error term increases over the sparsely
vegetated areas of the SGP site to absorb some portion of the overestimated Rn. Also,
it is expected that the model error term decreases over the densely vegetated regions of
the SGP domain in order to balance the SEB equation. Fig. 4-31 indicates monthly
mean w values. As shown, there is temporal and spatial consistency between the
retrieved w values and the misfit of predicted and observed net radiation. According to
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the NDVI map (Fig. 4-4), in the mid spring (period 1) vegetation cover is maximum at
the center of the SGP, and thus the model underpredicts net radiation over that area.
Consequently, in this period the estimated model error term reduces over the center
of the SGP to account for the underestimation of net radiation. In the peak and late
summer months (periods 3, 4, and 5) a remarkable difference is observed between the
retrieved values of w in the west and east of the domain. A similar west-east pattern
is also seen in the corresponding (R,,p - Rnobs) maps (Fig. 4-30). These results
demonstrate that the model error term can efficiently increase (decrease) over sparsely
(densely) vegetated areas to compensate for the overestimation (underestimation) of
net radiation, and balance the SEB equation.
Days 107-137 Days 138-168 Days 169-198
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Figure 4-30: Monthly mean misfit between predicted and observed net radiation (r -
Rnb,) [Wm-2].
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Figure 4-31: Retrieved monthly mean model error term [Wm-2].
In Fig. 4-32 the resulting daily mean modeled w values are compared with the
daily mean misfit between the predicted and observed net radiation for a large number
of days in order to demonstrate the range of behaviors. The quality of the retrieved
model error term depends on the availability of LST. On days in which space-borne
LST observations are inadequate, the estimates of model error term are poor and its
prior spatially uniform value cannot be efficiently updated (e.g., Julian days 195, 212).
In contrast, when adequate remotely sensed LSTs are available for the estimation
of the model error term (e.g., Julian days 117, 123, 133, 138, 163, 187, 214, 220,
227, 233, 247, 251, 254, 260, 261, 262, 270, 272, 273, 275, 279, 282, 287), it can
effectively be updated and show marked spatial patterns. In general, for days with
adequate LST observations, there is a good consistency between the spatial patterns
of w and (R,,pre - RnobS), and thus the model error term varies reasonably well to
capture the misfit between predicted and observed net radiation. Also, in some
days there is a weaker consistency between w and (Rnpr - R"obs,) spatial patterns
despite the availability of LST observations. A possible explanation for this is because
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Days 107-137 Days 138-168
the model error term accounts for not only the structural model deficiencies (e.g.,
constant daily EF, constant monthly CHN, etc.) which lead to the underestimation
(overestimation) of R, over the densely (sparsely) vegetated areas, but also the noise
in the forcing data as well as parametric model errors. It is apparent that the noise
in the measurements and parametric model errors (pertains to having the inaccurate
values of input parameters) can significantly affect the patterns of w, and weaken the
consistency between w and (Rnpre - Rnobs) spatial patterns.
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Figure 4-32: Comparison of (left) daily mean retrieved model error term (w) [Wm- 2] and
(right) daily mean misfit between predicted and observed net radiation (R, - Rflobs)
[Wm-2] for days with the most LST observations availability (days 117, 123, 133, 138, 163,
187, 214, 220, 227, 233, 247, 251, 254, 260, 261, 262, 270, 272, 273, 275, 279, 282, 287) and
the least amount of LST availability (days 195, 212). Missing LST and limitations on w
estimation are shown as missing data (white).
In Fig. 4-33 the resulting half-hourly estimated model error term is shown for
a few selected days (e.g., Julian days 117, 133, 138, and 163). This figure provides
insight into the temporal evolution of model error term within each day. The absolute
value of retrieved model error term is at its peak in the first step of the assimilation
interval (0900 LT), while it decreases as time passes and finally reaches its minimum
near mid-day (around 1300 LT), but it increases again toward the end of the day.
This happens because the model and measurement errors cannot be captured well
when they are relatively minor terms in the SEB equation and small compared to the
other fluxes (i.e., near mid-day, around 1300 LT). It is also worth mentioning that
because the errors are relatively small near mid-day, their retrieval is not imperative.
In contrast, errors can be retrieved well when they are are not small relative to the
other fluxes (i.e., specially around 0900 and 1800 LT).
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Figure 4-33: Estimated half-hourly model error term [Wm- 2] for julian days 117, 123,
133, 138, and 163. Missing LST and limitations on w estimation are shown as missing data
(white).
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4.9 Conclusions
The VDA model developed by Caparrini et al. (2003, 2004a, b) is improved by
using the heat diffusion equation as a constraint in lieu of the simplified force-restore
equation. The force-restore equation assumes that the surface forcing has a principal
frequency in time. Neglect of higher frequencies of surface forcing yields significant
errors in estimating LST evolution during daytime. Moreover, the performance of the
force-restore equation depends on the specification of a deep soil temperature value.
Uncertainties about the deep soil temperature values can produce appreciable errors
in the force-restore LST predictions. The heat diffusion equation overcomes these
shortcomings.
The combined source (CS) scheme treats the soil and canopy as one medium. The
unknowns of the developed CS scheme in this study are daily evaporative fraction
(EF) and monthly neutral bulk transfer coefficient (CHN). Alternatively, the dual
source (DS) model considers energy partitioning between soil and vegetation and
retrieves evaporative fractions separately for soil (EF,) and canopy (EFc). In both
schemes, minimization of LST forecast misfits against observations is used to retrieve
the optimal values of unknown parameters.
The DS and CS schemes are applied to the SGP domain. The implementation
over the SGP region has shown that the employment of the heat diffusion equation in
lieu of the force-restore equation decreases the errors associated with the ground heat
flux diurnal cycle, improves estimates of surface heat fluxes, and reduces the misfits to
space-borne LST measurements. The retrieved daily sensible and latent heat fluxes
are compared with the point-flux observations and a reasonable correspondence is
found between them. The estimated daily LE and H values demonstrate characteristic
response to wetting and dry down events, although no information on rainfall or soil
moisture is input to the assimilation schemes. Comparison of the DS and CS models
shows that the seasonal evolution and spatial patterns of total sensible and latent heat
flux estimates from both of the schemes are remarkably comparable, and therefore
the CS model can be used instead of the DS scheme if no information on vegetation
174
cover is available.
Spatial patterns of the retrieved CHN values from both the DS and CS models
correspond with those of the NDVI maps in each period. In late summer, CHN values
show a marked west-east pattern and a similar pattern is observed in the correspond-
ing NDVI maps. Also, the variations of CHN among the periods are consistent with
the seasonal vegetation phenology (i.e., CHN rises (reduces) by increasing (decreas-
ing) vegetation cover). The DS and CS models yield close values of CHN for pixels
with low canopy cover (low NDVI values). As the vegetation cover increases, the
CHN estimates from the DS and CS models remain comparable but their discrep-
ancies rise. This happens because the CS model treats the soil and vegetation as
one effective medium, and therefore cannot represent reality very well as vegetation
density increases.
The estimated daily EF, maps are compared with the ESTAR-derived surface
soil moisture, the main factor controlling EF. The spatial patterns of EF, show
consistency with the soil moisture patterns for days with adequate LST observations.
In contrast, for days in which there are not adequate LST observations, the estimates
of EF, are poor and there is no consistency between the EF, and the soil moisture
maps. Furthermore, the variation of soil and canopy evaporative fractions versus soil
moisture is examined for two different LAI classes. For a sparser canopy cover (i.e.,
LAI < 1), EFc rises only slightly following increases in soil moisture. For a denser
canopy cover (i.e., 1 < LAI < 2 ), EFc rises more sharply as soil moisture increases
because the denser vegetation cover has more potential for root uptake. Unlike EFc
and as expected, EF, increases with almost the same rate for the two LAI classes as
soil moisture increases.
Moreover, the effect of two vegetation types (i.e., shrub and grassland, and forest)
on the evaporative fraction-soil moisture relationship is analyzed. It is observed that
EF values for both vegetation types are close to each other when the soil is dry.
However, as soil moisture increases, EF for the forest rises more rapidly than that of
shrub and grassland. This happens because shallow-rooted shrubs and grasses are not
able to transpire water and maximize EF as strongly as forest which draws moisture
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from a deeper profile.
Finally, a model error term is added to the SEB equation and a VDA with model
uncertainty is developed in order to take into account both model and measurement
errors. The ability of the VDA system with model uncertainty to diagnose struc-
tural model error is examined over the SGP region. The VDA model overestimates
(underestimates) net radiation over sparsely (densely) vegetated areas due to the sim-
plistic parameterizations of the model. The model error term can effectively increase
(decrease) over low (high) vegetation cover areas to take into account the structural
errors and balance the SEB.
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Chapter
Coupled Estimation of Surface
Heat Fluxes and Vegetation
Dynamics From Remotely Sensed
Land Surface Temperature and
Fraction of Photosynthetically
Active Radiation
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Abstract:
Remotely sensed Land Surface Temperature (LST) and Fraction of Photosynthet-
ically Active Radiation absorbed by vegetation (FPAR) are assimilated respectively
into the Surface Energy Balance (SEB) equation and a Vegetation Dynamics Model
(VDM) in order to estimate surface fluxes and vegetation dynamics. The problem is
posed in terms of three unknown and dimensionless parameters: (1) neutral bulk heat
transfer coefficient that scales the sum of turbulent fluxes, (2) evaporative fractions
for soil and canopy, which represent partitioning among the turbulent fluxes over soil
and vegetation, and (3) specific leaf area, which captures seasonal phenology and
vegetation dynamics.
The model is applied over the Gourma site in Mali, the northern edge of the West
African Monsoon (WAM) domain. The application of model over the Gourma site
shows that remotely sensed FPAR observations can constrain the VDM and retrieve
its main unknown parameter (specific leaf area) over large-scale domains without
costly in situ measurements. The results indicate that the estimated specific leaf area
values vary reasonably with the influential environmental variables such as precipi-
tation, air temperature, and solar radiation. Also, an expression is derived for the
retrieval of specific leaf area from the aforementioned environmental variables. As-
similating FPAR observations into the VDM can also provide Leaf Area Index (LAI)
dynamics. The retrieved LAI values are comparable in magnitude, spatial pattern
and temporal evolution with observations. Moreover, it is demonstrated that the
spatial patterns of estimated neutral bulk heat transfer coefficient resemble those of
observed vegetation index even though no explicit information on vegetation phenol-
ogy is used in the model. Furthermore, the day-to-day variations in the retrieved
evaporative fraction values are consistent with wetting and drydown events. Finally,
it is found that evaporative fraction is strongly correlated to LAI when soil surface is
dry because in this condition soil evaporation is an insignificant component of latent
heat flux, and therefore transpiration is the dominant component.
178
5.1 Introduction
In regions with a monsoonal hydroclimate where the vegetation seasonal phenology is
pronounced, the spatial and temporal dynamics of surface fluxes can play a significant
role in regional land-atmosphere interaction (de Rosnay et al., 2009). Tower instru-
ments can be deployed to measure surface heat fluxes at the point scale. However, the
spatial pattern of heat fluxes is a key control in numerous atmospheric, hydrologic,
and environmental processes (Lemone et al., 2007; Alfieri et al., 2009). The goal of
this study is to estimate the spatio-temporal variability of surface heat fluxes over a
region that exhibits strong spatial gradients and seasonality.
Remotely sensed land surface temperature (LST) is often used in the estimation
and mapping of surface energy balance components. The majority of the existing
surface heat flux retrieval approaches fall into one of three main categories. The first
group empirically relates the correlation between the measurements of LST and a
vegetation index (VI) (e.g., leaf area index (LAI), normalized difference vegetation
index (NDVI), crop water stress index (CWSI), etc.) to surface evaporation (Moran
et al., 1994; Carlson et al., 1995; Sandholt et al., 2002). These studies led to the so-
called triangle method (e.g., Gillies et al., 1997; Carlson, 2007) for retrieving surface
evaporation rate from the NDVI-LST relationship. The major drawback of these
models is that they depend mainly on the relationship between NDVI and LST,
and thus are site-specific. The second group is diagnostic and uses instantaneous
observations of LST to solve the surface energy balance and predict surface heat
fluxes (Bastiaanssen et al., 1998a, b; Jiang and Islam, 2001; Su, 2002). Because both
the land surface temperature (T) and its time tendency (dT/dt) appear in surface
energy balance equation, often closure assumptions need to be imposed. The most
common closure assumption is that the ground heat flux (G) is an empirical fraction
of the net radiation (Rn) (i.e., G/R, = constant, or a function of vegetation indices)
(Santanello and Friedl, 2003). Thus, the major shortcoming of diagnostic approaches
is that the ground heat flux is a fraction of net radiation and is therefore in phase
with net radiation.
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Beyond the empirical and diagnostic approaches, the third group assimilates the
sequences of LST observations into surface temperature dynamics models to simulate
heat fluxes between the land and atmosphere (Castelli et al., 1999; Boni et al., 2000,
2001; Caparrini et al., 2003, 2004a, b; Crow and Kustas, 2005; Sini et al., 2008; Campo
et al., 2009). These data assimilation (DA) models have a number of advantages over
empirical and diagnostic models. They do not use empirical LST-VI-flux relations
as in the triangle approach or empirical relations such as those that take ground
heat flux as a given fraction of net radiation. The key unknown parameters of most
of these models are neutral heat transfer coefficient (CHN) and evaporative fraction
(EF). Neutral heat transfer coefficient (CHN) scales the sum of sensible and latent
heat fluxes (H+LE). Evaporative fraction is the ratio of latent heat flux to the sum
of turbulent heat fluxes (EF = LEH), and represents the partitioning between the
turbulent heat fluxes. Due to the superiority of the DA models over the empirical
and diagnostic approaches, this study develops a DA framework to estimate surface
heat fluxes.
On the other hand, it has long been recognized that land-surface characteristics
such as distribution, density, and dynamics of vegetation regulate the partitioning
of available energy into surface heat fluxes (Segal et al., 1988; Alfieri et al., 2009).
Therefore, understanding, modeling, and predicting plant phenology (i.e. the seasonal
cycle of LAI and biomass) is critical for correct prediction of surface heat fluxes.
Despite the important role of vegetation dynamics on regulating the partitioning
of available energy into surface heat fluxes, none of the developed DA models (e.g.,
Castelli et al., 1999; Boni et al., 2000, 2001; Caparrini et al. 2003, 2004a, b; Sini et al.
2008; Campo et al., 2009) has been coupled with a vegetation dynamics model (VDM).
Such a coupling not only accounts for changes in vegetation dynamics (e.g., LAI
dynamics) but also can retrieve the key unknown parameter(s) of a VDM, which may
be difficult and costly to obtain from in situ measurements. However, one possible
concern about incorporating a VDM in the DA is that this could increase the model
parameterization considerably. Having this in mind, we seek a simple and robust
VDM to employ within the DA framework.
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Existing approaches to predicting dynamics of vegetation also fall mainly into
two groups. In the first group, various empirical models are developed to predict
vegetation dynamics. Among empirical models, those built based on the growing
degree-days (GDD) (e.g., Poethig, 2003; Hassan et al., 2007) and light use efficiency
(LUE) (e.g., Coops, 1999; Kanniah et al., 2009; Tagesson et al., 2009; Goerner et al.,
2010) concepts are the most common ones. GDD is the sum of positive differences
between daily mean air temperature and a species-specific base temperature over the
period of interest (in northern hemisphere this period usually starts on January 1),
and thus is an indicator of the total amount of heat to which a plant is exposed (Arora
and Boer, 2005; Hassan et al., 2007). In the GDD-based approaches, it is assumed
that plant growth starts as the GDD reaches a species-specific value. In these models,
the dynamics of vegetation is related to GDD under a wide range of environmental
conditions. The simple light use efficiency (LUE) approaches relate the dynamics of
vegetation to incident global radiation through empirical and site-specific ecological
models. It is apparent from the above discussions that the main shortcomings of
most of the empirical models are: (1) they do not account for the ecophysiological
processes such as respiration, carbon allocation, and senescence, and thus are not able
to explain the physiological and biological processes that control vegetation expansion
and development, (2) they are empirical and site-specific, and (3) they neglect the
influence of environmental stresses (e.g., drought) on plant growth.
In contrast, the second group of VDMs is able to describe the main physiological
and biological mechanisms associated with the vegetation growth and development
(e.g. Mougin et al., 1995; LoSeen et al., 1997; Nouvellon et al., 2000; Cayrol et al.
2000a, b; Jarlan et al., 2008a; Montaldo et al., 2008; Cervarolo et al., 2010). In these
so-called mechanistic models, the dynamics of vegetation is related to processes of
the soil-plant-atmosphere system (e.g., photosynthesis, respiration, and carbon allo-
cation). These models use the balance between photosynthesis gain and respiration
loss of carbon to simulate vegetation dynamics. In fact, the dynamics of biomass is
retrieved by the difference between biomass production (photosynthesis) and destruc-
tion (respiration and senescence) rates. Therefore, in these models plant growth and
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development is controlled by the physiological and biological processes that affect the
carbon balance in a plant.
Although the mechanistic VDMs have none of the aforementioned drawbacks of
the empirical VDMs, their main problem is that they often increase model parame-
terization considerably. Montaldo et al. (2005) addressed this problem and tried to
understand to what extent the complexity of a VDM can be reduced while it still pro-
vides reliable estimates of LAI dynamics. They started with the VDM of Nouvellon
et al. (2000), which simulates biomass of three major compartments of the vegeta-
tion cover [green aboveground (B9), living root (Br), and standing dead (Bd)], and
found that some parameters of root and dead biomass have no significant effect on
B9 modeling. Consequently, they simplified the VDM of Nouvellon et al. (2000) by
excluding its root and dead biomass compartments, and finally suggested a simplified
mechanistic VDM that only simulates the green biomass (Bg).
Even though the VDM of Montaldo et al. (2005) is parsimonious and retains the
most important variables affecting plant growth processes, the main challenge remains
finding values for its key unknown parameters. To overcome this problem and build
a DA system which performs robustly even with the increased number of model
parameters, remotely sensed fraction of photosynthetically active radiation absorbed
by vegetation (FPAR) data is assimilated into the DA model. The assimilation of
FPAR data can effectively constrain the key unknown parameter of the utilized VDM,
control the model's simulation, and finally retrieve the LAI dynamics. FPAR is a
measure of the presence, health, and activity of the canopy (Steering Committee for
GCOS, 2003; Monica et al., 2005; Gobron et al., 2006). It is a key variable in models
that assess the vegetation dynamics and finally characterize the transfer of heat fluxes
from terrestrial ecosystems to atmosphere (Monica et al., 2005; Stockli et al., 2008).
The literature (e.g., Norman, 1980; Hipps et al., 1983; Monica et al., 2005) shows
that FPAR is generally well correlated with LAI, and thus has valuable information
on LAI dynamics.
The starting point of this work is the DA models introduced in Chapters 2 and
3, but it advances those models in two new directions. First, it couples the surface
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energy balance (SEB) equation and VDM based on the linkage between transpiration
and photosynthesis. The SEB scheme provides estimates of transpiration, which is
used as the key environmental input variable to the VDM. VDM provides the leaf
area index (LAI) evolution through time, which is then utilized by the SEB scheme
for the partitioning of available energy among heat fluxes. This coupling eliminates
our need for ancillary data on the state of vegetation. It also allows the SEB and
VDM to operate in a consistent and dynamic way. Second, this study assimilates
FPAR data in order to constrain the key unknown parameter of the VDM.
The developed DA scheme is tested over the Gourma meso-scale site. It is observed
that remotely sensed FPAR observations can effectively constrain the key unknown
parameter of the VDM (specific leaf area), and retrieve it over large-scale domains,
which is difficult and costly to obtain from in situ measurements. FPAR observations
also enable the VDM to predict LAI dynamics over large scale-scale areas, which
would not be possible from the VDM alone. In addition to the retrieval of LAI
dynamics, the model also provides reasonable estimates of surface energy balance
and its partitioning among turbulent heat fluxes.
5.2 The Coupled Surface Energy Balance and Veg-
etation Dynamics Model
This section is organized as follows. Subsection 5.2.1 describes the heat diffusion
equation and its initial and boundary conditions. Subsection 5.2.2 presents a brief
description of the dual source (DS) surface energy balance scheme. Subsection 5.2.3
explains the utilized vegetation dynamics model. In Subsection, 5.2.4, the relation-
ship between transpiration and photosynthesis is described. Finally, Subsection 5.2.5
explains the coupling between SEB and VDM based on the linkage between transpi-
ration and photosynthesis.
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5.2.1 Heat Diffusion Equation
The heat diffusion equation describes the variation of temperature in the soil over
time. In one-dimensional form, the heat diffusion equation can be written as:
09T8 82T,
cO = p 2 8  (5.1)8t 9z2
where T, is soil temperature at depth z and time t, p is the soil thermal conductivity, c
is the soil volumetric heat capacity. The soil thermal conductivity (p) is a function of
the soil water content, temperature, texture, mineralogical composition, and porosity
(Farouki, 1986; Usowicz et al., 2006). Among these factors, porosity and soil water
content have more significant effects on thermal conductivity (Chen, 2008). Similarly,
soil volumetric heat capacity (c) depends on the soil porosity and the soil organic,
mineral, and water content (de Vries, 1963; Campbell, 1985).
Empirical relations to estimate soil thermal conductivity and volumetric heat ca-
pacity mostly require soil texture and dynamic soil moisture information (de Vries,
1963; Farouki, 1986; Chung and Horton, 1987; Hopmans et al., 2002). These em-
pirical expressions require very specific and/or exhaustive input parameters that are
usually unavailable. Thus, in this study, p and c are assumed to be constant at nom-
inal values throughout the soil column and during the modeling period. Constant
values for p and c throughout the soil column and during the assimilation period,
yields errors in predicting the soil temperature and consequently negatively affects
the performance of the data assimilation scheme. However, as mentioned in Chapter
2, the results of the data assimilation scheme are reasonable as long as the selected
values for p and c fall within a physically accepted range.
The volumetric heat capacity of soil at the Gourma site, which is mainly composed
of sand, is estimated from c - c, + Oc, (de Veries, 1963; Campbell, 1985) (where c"
and c, are the volumetric heat capacity of water and dry sand and 0 is the volumetric
soil water content). The literature values for c, and c, are respectively 4 x 106 (j m-3
OK-i) and 1.4x 106 (j m- 3 OK-1) (Hillel, 1998). Later it will be shown that 0 varies
from about 0 to 0.3 over the Gourma site. Thus, an average 0 value of 0.15 is used
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herein. Finally, a value of 2 x 106 (j M 3 0K-1) is obtained for the soil volumetric heat
capacity (c) at the Gourma site based on the aforementioned magnitudes for c8, ca,
and 6. Also, based on soil type (sand) and its average water content (0 = 0.15), the
soil heat conductivity (p) is set to 1.5 (J m- 1 OK-1 s-1) (Hillel, 1998; Chen, 2008).
Heat diffusion is solved with the appropriate boundary conditions at the top and
bottom of the soil column. The upper boundary condition is obtained by solving the
surface boundary forcing equation (pOT8 (z = 0, t)/Oz = -G(t)) for the soil surface
temperature, Ts(z = 0, t). Following Chapters 2 and 3, the lower boundary condition
is given by
aTs(z = 0.5 m, t) 0 (5.2)
Oz
5.2.2 Dual Source (DS) Surface Energy Balance
Dual Source (DS) refers to the treatment of an inhomogeneous land surface as two
sources of heat and water vapor flux: the soil and the vegetative canopy (Kustas,
1990; Shuttleworth and Gurney, 1990; Massman, 1992; Anderson et al., 1997). The
DS model resolves the difference between canopy and soil temperatures and fluxes.
Since in this study the SEB and VDM are coupled (Subsection 5.2.5) based on the re-
lationship between transpiration and photosynthesis (Subsection 5.2.4), a DS scheme
is required to provide estimates of transpiration.
In the DS formulation, the total sensible, latent, and net radiation fluxes are given
by the contributions of soil and vegetation fluxes, weighted by the fractional vege-
tation cover, fc (for detailed information, refer to Chapter 2). Moreover, the LST
estimates are obtained by the contributions of thermal emissions from soil and vege-
tation, weighted by fc. Thus, the fractional vegetation cover (fe) is a key parameter
in the DS scheme, and the performance of the DS model significantly depends on
it. The fractional vegetation cover for canopies with random distribution of leaves is
computed from LAI via (Norman et al., 1995; Anderson, 1997):
fc= 1 - exp(-0.5LAI) (5.3)
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This study retrieves the dynamics of LAI through the utilized VDM, and thus fc
values are estimated dynamically from (5.3). This is particularly important because
fc is a key parameter in the DS scheme and weighs the contribution of soil and
vegetation fluxes to the total surface heat fluxes.
5.2.3 Vegetation Dynamics Model
VDMs predict the seasonal variability of plant structure. Some of these VDMs are
coupled to soil-vegetation-atmospheric transfer schemes (SVATS) (e.g., LoSeen et al.,
1997; Calvet et al. 1998; Cayrol et al., 2000a, b, Nouvellon et al., 2000; Arora, 2003;
Cervarolo et al., 2010) to study the interactions between terrestrial ecosystems and
the coupled land-atmosphere system. However, most VDMs have a large number of
unknown model parameters.
A review of current VDMs and representation of ecophysiological processes (pho-
tosynthesis, respiration, and carbon allocation) is given in Arora (2002). In general,
the VDMs can be categorized into two groups. In the first group, a variety of empirical
formulations are utilized to simulate the dynamics of vegetation. Among the VDMs
of this group, those built based on growing degree-days (GDD) (e.g. Poethig, 2003;
Hassan et al., 2007) and light use efficiency (LUE) (e.g., Coops, 1999; Kanniah et al.,
2009; Tagesson et al., 2009; Goerner et al., 2010) concepts have gained considerable
recognition. In the GDD-based models, leaf onset occurs as the GDD surpasses a
species-specific value. In these approaches, leaf onset and growing rate are related to
GDD under a wide range of environmental conditions. The LUE approaches utilize
empirical and site-specific ecological models to predict the dynamics of vegetation
mainly based on the incident global radiation. In these models, photosynthesis is
computed through the simplified carbon assimilation approaches (mostly by reducing
the global solar radiation via species-specific coefficients). From the above discus-
sions, it is clear that the empirical models are site-specific, mostly neglect the effect
of environmental stresses (e.g., drought) on plant growth, and are unable to describe
the physiological mechanisms that control vegetation phenology.
The second group of VDMs is built based on the physical processes (e.g., photo-
186
synthesis, respiration, and carbon allocation) that govern the phenology of vegetation
(Mougin et al., 1995; LoSeen et al., 1997, Nouvellon et al., 2000, and Cayrol et al.
2000a, b; Arora and Boer, 2005; Jarlan et al., 2008a; Montaldo et al., 2008; Cervarolo
et al., 2010). In these models, environmental conditions control plant growth and de-
velopment as they influence the carbon balance in a plant. These schemes initiate leaf
onset and offset based on the balance between photosynthesis gain and respiration
loss of carbon. In fact, the temporal variation of biomass is obtained by the differ-
ence between biomass production (photosynthesis) and destruction (respiration and
senescence) rates. Thus, the second group of VDMs accounts for the physiological
and biological processes that control vegetation phenology. Despite the superiority of
these models over the empirical schemes, their main drawback is that they generally
require many more parameters.
Montaldo et al. (2005) addressed this drawback and examined the influence of
decreasing the complexity of a VDM on its predictive skill. They began with the
Nouvellon et al. (2000) VDM in which three separate biomass compartments [green
aboveground (B9 ), living root (Br), and standing dead (Bd)] are simulated on a daily
time step (for detailed information, refer to Nouvellon et al., 2000; Cayrol et al.,
2000a, b; and Montaldo et al., 2005). Montaldo et al. (2005) found that some param-
eters of root and dead biomass do not significantly affect B9 modeling. They showed
that it is possible to simplify the VDM of Nouvellon et al. (2000) by excluding root
and dead biomass modeling, and finally proposed a parsimonious VDM, which only
models the green biomass (Bg). In this study, the VDM suggested by Montaldo et al.
(2005) is used due to its simplicity. The change in green aboveground biomass over
time is computed as the difference between the rate of biomass production that occurs
through photosynthesis and the rate of biomass loss through respiration and senes-
cence (Larcher, 1995; Cayrol et al., 2000a, b; Montaldo et al., 2005, 2008; Cervarolo
et al., 2010). This can be captured through the daily dynamic model for aboveground
biomass (gr DM m- 2):
dBgp
dt aaPg - Rg - Sg (5.4)dt
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where Pg is the gross daily photosynthesis (gr DM m-2 d- 1 ) (in the next section,
the model for Pg is presented), aa is the allocation coefficient to the green above-
ground compartment, R9 is the respiration from aboveground biomass, and Sg is the
senescence of aboveground green biomass.
Carbon allocation to the green aboveground biomass compartment changes in re-
sponse to the availability of water and light (Friedlingstein et al., 1999; Arora and
Boer, 2005). The changes are directed towards maximizing the plant's photosynthesis
carbon gain. For example, a decrease in water availability shifts allocation to roots,
whereas a reduction in available light shifts allocation to the stem, and finally when
both water and light are abundant, there is maximum allocation to leaves (Friedling-
stein et al., 1999; Salter et al., 2003; Arora and Boer, 2005). Accurate determination
of the allocation coefficient (aa) requires information on the availability of water and
light, which is not always and easily accessible. Therefore, most vegetation dynamics
models (e.g., Nouvellon et al., 2000; Cayrol et al., 2000a, b; Montaldo et al., 2005,
2008; Cervarolo et al., 2010) still assume constant aa without any environmental
coupling.
Respiration from aboveground biomass (Rg) can be expressed as the sum of main-
tenance and growth respiration (Amthor, 1986, 1989; Arora, 2002; Montaldo et al.,
2005, 2008):
R =s 9Bg + gaaaP9 (5.5)
where m, and ga are maintenance and growth respiration coefficients for the green
aboveground biomass. Maintenance respiration (mB 9 ) is associated with the main-
tenance of existing green aboveground biomass, and keeps the available biomass alive
and functioning. Growth respiration (gaaaPg) is related to the synthesis of new struc-
tural material and is highly correlated with the growth of green aboveground com-
partment of plant (Arora, 2002).
The maintenance coefficient (m) may be different among various species and is
strongly affected by air temperature (Amthor, 1984, 1986, 1989; Atkin et al., 2005).
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Numerous studies have shown that the value of m, increases exponentially with tem-
perature (McCree and Amthor, 1982; Adu-Bredu et al., 1997; Atkin et al., 2005;
Kruse et al., 2008). Its dependence on air temperature is captured by the common
Qio relationship (Aber and Melillo, 2001):
= Qm/10 (5.6)
where Tm is the daily average air temperature [C], and m, is the maintenance
respiration coefficient at 0 0C. Q1e shows the logarithmic increase in respiration for
every 10 'C increase in the air temperature. Its measured values range from less
than 2 to more than 3. Herein, an average value of 2 is used for Q1o as suggested
by many studies (e.g., Amthor, 1984; Cayrol et al., 2000a, b). An average Qio value
of 2 indicates a doubling of respiration rate for every 10 'C increase in temperature
(Aber and Melillo, 2001).
Experimental estimates of n for different species at moderate temperature (20-25
0C) are provided by Amthor (1984, 1986, 1989). These experimental m, values are
mostly about 0.01-0.035 d- 1. Nouvellon et al. (2000) found m, equal to 0.02 d-1 at
20 'C on a semi-arid grassland site in Arizona. Cayrol et al. (2000b) obtained T
of 0.012 d- 1 at 20 0C over three semi-arid grassland sites in Niger. Montaldo et al.
(2005) found m8 of 0.024 d- 1 at 20 'C for a water-limited grass field in California.
Gourma is also a semi-arid region covered mainly with grasses (Lebel et al., 2009).
Thus, based on the aforementioned m, values, in this study a value of 0.02 d- 1 is
chosen for n8 at 20 'C.
The growth respiration coefficient (ga) depends on the plant functional type (PFT).
Values derived for ga in the experiments are typically in the range 0.2 to 0.4 (Amthor,
1986, 1989). Nouvellon et al. (2000), Montaldo et al. (2005), and Montaldo et al.
(2008) took ga equal to 0.25, 0.21, and 0.22 for semi-arid grassland sites respectively
in Arizona, California, and Orroli (Italy). Based on the reported values in the litera-
ture (Amthor, 1986, 1989; Nouvellon et al. 2000; Montaldo et al., 2005, 2008), ga is
set to 0.25 in this study.
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Senescence of aboveground green biomass (Sg) is given by (Nouvellon et al., 2000;
Cayrol et al., 2000a, b; Montaldo et al., 2005, 2008; Cervarolo et al., 2010):
Sg = dTBg (5.7)
where dT (d-1) is the total biomass destruction coefficient, and is a function of leaf
physiological age, daily minimum temperature, and soil water potential (Detling et
al., 1979; Bachelet, 1989; Nouvellon et al., 2000),
dT = da + dt + dv (5.8)
where da, dt and dp are biomass destruction coefficients due to physiological leaf age,
minimum daily temperature, and soil water stress. da and dt are calculated from the
piecewise linear functions in Figs. 5-ia, and 5-1b (Detling et al., 1979; Nouvellon et
al., 2000). dp is given by:
do = dmax exp(-km) (5.9)
where dmax is the maximum destruction rate due to soil moisture stress (Fig. 5-1c),
and km is a dimensionless parameter estimated from the soil water potential (@) (Fig.
5-1d). Soil water potential (V) can be obtained based on the soil type (e.g., sand,
clay, etc.) and its water content (0) (Hillel, 1998; Minasny and McBratney, 2006).
The Gourma site is mainly covered by sand (Fig. 5-23), and its water content (0)
varies from about 0 to 0.3 (Fig. 5-18). Based on the Gourma site's soil type (sand)
and water content (6 = 0-0.3), 0 varies from -15 to -1 bar across the Gourma site
(Hillel, 1998; Minasny and McBratney, 2006). For 0 values of -15 and -1 bar, km of
0.8 and 1 are obtained from Fig. 5-1d. Substituting km of 0.8 and 1 into Eq. (5.9)
yields dp of 0.45dmax, and 0.36dmax. Based on the above analyses, in this study de is
assumed to be equal to 0. 4 dmax.
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Figure 5-1: Piecewise linear functions used for calculating leaf destruction rates. (a)
Variation of da versus physiological leaf age, (b) Effect of daily minimum temperature
on dt, (c) Maximum daily destruction rate caused by moisture stress (d) Moisture stress
parameter (kmn) used to obtain dp from dmna, (After Detling et al. 1979).
Finally, leaf area index values are estimated from the biomass through the follow-
ing linear relationship (Nouvellon et al., 2000; Arora, 2003; Montaldo et al., 2005,
2008):
LAI = c9 B
where cg (m 2 gr DM- 1 ) is the specific leaf area of the green biomass and is a measure
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(5.10)
of leaf thickness.
Substituting Eqs. (5.5, 5.7, and 5.10) into Eq. (5.4) leads to:
dLAI - aacg(l - ga)Pg - (ms + dT)LAI (5.11)
dl
Montaldo et al. (2005) showed that cg varies on a seasonal time-scale, and in the
senescence season its value is almost half of its value in the growing season. There-
fore, in this study, c9 is chosen as a monthly variable. As explained earlier, growth
respiration coefficient (ga) depends on the PFT and therefore is time-invariant. Also,
most VDMs assume aa to be constant over time since the accurate determination
of aa requires information on the availability of water and light, which is not easily
accessible. Thus, it is reasonable to lump these parameters (i.e., cg, ga, and aa) into
a single monthly variable (Cg),
C = aacg(1 - ga) (5.12)
Ultimately, substituting (5.12) into (5.11) leads to:
dLAI= CgPg - (ms + dT)LAI (5.13)
dI
The lumped parameter (Cg) is the monthly unknown of the above VDM.
5.2.4 Transpiration-Photosynthesis Relationship
Transpiration can be considered as a cost that plants pay to assimilate carbon through
photosynthesis (Cowan, 1982; Chen and Coughenour, 2004). The gradient of CO 2
concentration from the ambient air to the intercellular spaces of a leaf, and the diffu-
sive resistances in the CO 2 pathway, determine photosynthesis. Similarly, the gradient
of water vapor concentration from the leaf to ambient air, and the related diffusive
resistances, determines transpiration (Monteith, 1988; Ahuja et al., 2008; Mcdowell
et al., 2010). Based on Fick's law, transpiration can be written as (Monteith, 1988;
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Ahuja et al., 2008; Mcdowell et al., 2010):
EC = pw(mi - ma)/(rs + rb) (5.14)
where Ec (kg/m 2 s) is transpiration, ma (kg/kg) and mi (kg/kg) are water vapor
mixing ratios in ambient air and in the intercellular spaces of a leaf, pw (kg/m 3) is
the density of water vapor, and r, (s/m) and rb (s/m) are diffusion resistances of
stomata and the leaf boundary layer for the water vapor flux.
In the same way that transpiration is formulated in (5.14), photosynthesis can be
written as:
Pg = pc(m' - m')/(r' + r/) (5.15)
where m' (kg/kg) and m', (kg/kg) are CO 2 mixing ratios in ambient air and in the
intercellular spaces of a leaf, pc (kg/m 3) is the density of C0 2 , and r' (s/m) and r'
(s/m) are diffusion resistances of stomata and the leaf boundary layer for CO 2 flux.
Considering (5.14) and (5.15) results in:
P pc(m' -Tm')/(r' + r) _ Me (m '-m) (r, + rb)
- = 
- - - a (5.16)
Ec pw(mi - na)/(rs + Tb) Mw (i - ma) (r's + rb)
where Mw is the mole weight of water (18 gr) and Mc is the mole weight of CO 2 (44
gr). The ratio (r, + rb)/(r' + r') is inversely proportional to the corresponding ratio
of the diffusion coefficient for water vapor and CO 2 (Monteith, 1988; Damour et al.,
2010). Diffusion coefficients (Di) for water vapor and CO 2 have been determined
experimentally over a century ago (Loschmidt, 1870a, b; Winkelmann, 1884a, b),
and a comprehensive review of Di at different pressure and temperature is available
for many gases (Marrero and Mason, 1972). The coefficient of diffusivity is known
to be a function of temperature and pressure (Reid et al., 1987; Massman, 1998;
Arfaei Malekzadeh and Pak, 2009). The effect of pressure and temperature on the
diffusion coefficient is well explained by an exact formulation based on the kinetic
theory of gases and Chapman-Enskog theory (Reid et al., 1987; Wildman et al.,
1999). Semiempirical expressions have also been developed to estimate Di at different
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pressure and temperature (Holman, 1997; Hudson et al., 2007). The exact formulation
and semiempirical expressions indicate that Di values for water vapor and CO 2 vary
at the same rate in response to changes in pressure and temperature. Marrero and
Mason (1972) suggested that Di values for water vapor and CO 2 are respectively
0.209 (cm 2 s- 1) and 0.103 (cm2 s-1) at standard temperature (0 0C) and pressure (1
atmosphere or 101.325 kPa). Substituting the ratio of diffusion coefficients for water
vapor and CO 2 (i.e., 0.209/0.103 = 1.6) in Eq. (5.16) yields:
P 44 1 (m' - m')
Ec 18 1.6 (mi - ma)
Further simplification of Eq. (5.17) is possible. Laboratory evidences show that
the ratio (m'/m') is somewhat conservative, and remains nearly constant in response
to changes in incident irradiance, leaf temperature, boundary layer resistance to the
diffusion of water vapor (rb), and chlorophyll content in the leaves, which changes
with variation in nitrogen nutrition (Wong, 1979a, b; Wong et al., 1979; Farquhar
and Wong, 1984; Ehleringer and Cerling, 1995; Gerten et al., 2004; Marchi et al.,
2008). In fact, for a constant CO 2 mixing ratio in ambient air (m'), the resistance
to diffusion of CO 2 through the boundary layer and stomatal pores (r + r') and
rate of assimilation of CO 2 (P) are correlated in a way that keeps m', and thus
m'/m' nearly constant. Moreover, many experiments have indicated that as m'
changes, m' also varies with almost the same rate and consequently causes m'/m'
to remain constant (Wong, 1979a, b; Wong et al., 1979, Farquhar and Wong, 1984;
Ehleringer and Cerling, 1995; Buckley, 2008). Thus, there is convincing evidence
that the stomatal openings are regulated in a way that keep the ratio m'/m' almost
constant (Monteith, 1988; Ehleringer and Cerling, 1995; Marchi et al., 2008). By
taking x = (1 - m'/m'), Eq. (5.17) can be re-written as:
P m'9 
= 1.52x a (5.18)
Ec mi - ma
The value of m'/m' is constant for plants assimilating CO 2 through the C3 pathway,
and constant with a differing value for those plants assimilating CO 2 by the C4
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pathway (Sinclair et al., 1984; Prentice and Harrison, 2009). The value of m'm'
(x 1 - m'/m') for C3 and C4 plants is approximately 0.7 (0.3) and 0.35 (0.65),
respectively (Sinclair et al., 1984; Prentice and Harrison, 2009). C3 (C4) plants are
usually found in cool (warm) and wet (water-limited) environments. The higher value
of x in C4 plants enables them to increase their water use efficiency (i.e., Pg/Ec) and
transpire less water per unit of carbon fixed in water-limited environments (Gerten
et al., 2004).
mi in Eq. (5.18) is obtained from the estimate of water vapor pressure in the leaf
(el) and the measurement of atmospheric air pressure (P) via (Rogers and Yau, 1989)
mi = e (5.19)P - ei
where E = 0.622. Because the air in the intercellular spaces of a leaf is effectively
saturated, the water vapor pressure in a leaf (el) can be considered to be saturated
(Monteith, 1988). Therefore, el can be easily estimated from the Clausius-Clapeyron
equation (Rogers and Yau, 1989). The only input to the Clausius-Clapeyron equation
is the leaf (canopy) temperature, which is provided by the DS scheme (for detailed
information, refer to Chapter 2).
Similarly, ma is calculated from the measurements of water vapor pressure in
ambient air (ea) and atmospheric air pressure (P) via ma = Ee"
5.2.5 Coupling SEB and VDM
The drawback of the VDMs partly stems from the large spatial and temporal changes
in their environmental input variables such as water-limitation (soil moisture) and
light-limitation (photosynthetically active radiation (PAR)). These variables are re-
quired to estimate the key term of the VDM, Pg (Nouvellon et al., 2000; Cayrol et
al., 2000a, b; Montaldo et al., 2005, 2008). This study overcomes the aforementioned
shortcoming by coupling the VDM with the SEB model based on the linkage between
P and Ec (5.18) so that the estimated transpiration from the SEB can be used as
the key input to the VDM model.
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The core of this coupling is that the VDM provides the leaf area index (LAI)
evolution through time, which is then used by the SEB scheme for the partitioning of
available energy among heat fluxes. The SEB scheme provides estimates of transpira-
tion that are used by the VDM (Fig. 5-2). This coupling not only eliminates the need
for the commonly unavailable environmental input variables such as soil moisture and
PAR, but also makes the SEB and VDM operate in a consistent and dynamic way.
In order to couple the VDM (5.13) with the SEB model, the key term of VDM
(i.e., Pg) is replaced by transpiration (Ec) using (5.18),
dLAI 
__ 
___ 
_ KLAI (5.20)
dt mi - Ma
where y = 1.52Cgxm'2 , and K, = (m + dT). Equation (5.20) couples plant growth
and water flux processes in a functional and dynamic way. Also, the model retains
only the most relevant environmental variables affecting plant growth processes and
operates with a daily time step using a limited number of parameters. The unknown
parameter of the VDM is y, which is directly related to the specific leaf area of the
green biomass c9 through y = 1.52aacg(1 - ga)xm'. As mentioned earlier, c9 is a
measure of leaf thickness and therefore varies on the scale of changing vegetation
phenology (monthly) (Montaldo et al., 2005).
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Figure 5-2: Structure of the coupled surface energy balance and vegetation dynamics model
(RH is the air relative humidity).
5.3 Data Assimilation
Understanding, modeling and predicting plant phenology (i.e., LAI dynamics) is the
key issue in accurately predicting surface heat fluxes. Within only a few weeks, vege-
tation may grow to fully cover the surface and significantly affect the partitioning of
available energy among surface heat fluxes. Hence, models simulating the dynamics
of LAI have recently been coupled to land surface models to account for the variations
of LAI over time (e.g., Montaldo et al., 2005, 2008; Cervarolo et al., 2010). However,
most VDMs that simulate LAI dynamics at the local scale are not yet well-suited for
large scale applications. This is because many of the VDMs require a high number
of plant-specific input parameters, which may even change with the vegetation phe-
nology (Stockli et al., 2008). This shortcoming made the application of the VDMs
very difficult over large-scale domains and limited their use to local-scale problems.
Even the parsimonious and simplified VDMs like that of Montaldo et al. (2005) suf-
fer from this shortcoming. This main deficiency can be mitigated by assimilating
FPAR observations within a data assimilation framework in order to constrain the
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key unknown parameter of the utilized VDM, y. Assimilating FPAR data bridges
the gap between the local-scale VDM and its application over large-scale domains by
enabling the VDM to simulate LAI dynamics over large-scale areas. The other assim-
ilated variable is the LST, since it can constrain the unknown parameters of the SEB
model (CHN, EF, and EFc) (Caparrini et al., 2004b). Finally, to retrieve statisti-
cally optimal values for CHN, EF, EFe, and -y, we define a cost function based on the
misfits between measurements and simulated equivalents, uncertain prior parameter
value estimates, and constraints as follows:
J(T, LAI, R, EFs, EFc, 7y, A1, A2) =
+ [T(O, t) - Tobs (0, t)]T KTJ[T(O, t) - Tobs (0, t)]dt
i=1 fro
N
+ [FPAR - FPARobS]T KkAR[FPAR - FPARobs] + (R - R')TKR1(R - R')
i=1
N N
+ (EFs, - EF',)TiK-i(EFs, - EF') + (EFc, - EF')K-,(EFc, - EF')
+ I-y)T KN7-y' A1 (cBTs _9 T8 )dzdt
+2 INA2( -7 _ +KLAI)d (5.21)
'DI mI - ma
where Tob, and FPARobs are the vectors containing remotely sensed land surface
temperature and the fraction of photosynthetically active radiation absorbed by veg-
etation, respectively. T and FPAR are the vectors that give the modeled equivalents
of the observations and are obtained from propagating the forward models (i.e. heat
diffusion equation and vegetation dynamics model). Primed variables are the prior
estimates of the parameter values. To make CHN always positive, it is transformed
into R through CHN = eR. The first and second terms of the cost function quantify
the difference between the LST and FPAR observations and the model predictions.
The third, fourth, fifth and sixth terms are penalty terms for deviations from the last
best estimates. The last two terms are the physical constraints (i.e. heat diffusion
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equation and vegetation dynamics model) that are incorporated into the model as
the adjoint using Lagrange multiplier functions, A1 and A2. K-1 and K4AR are the
spatial error-covariance matrices for the measurements (LST and FPAR). K-1, K-ES'
K-1e, and K-1 are the spatial error-covariance matrices of the prior values for the
subscripted components. The relative magnitude of the matrices K- 1 , K-1AR, K-',
K- 1 I K- 1 , and K-1 controls the rate of convergence of the iterative procedure.
Over the scale of a computational pixel, lateral heat fluxes are negligible compared
to vertical fluxes. Thus, in this study the lateral heat exchanges among the pixels are
neglected. This assumption makes the spatial covariance matrices diagonal for more
efficient computations.
Following the analyses in Chapter 2, the elements on the diagonal of KiT are
taken equal to 0.01. Also, as explained in that chapter, the diagonal elements of KR',
K-S, and K-1 matrices should be taken equal to or greater than 1000 to ensure
that the model is stable and does not blow up. Large values (e.g., 10000) for these
matrices slows down the convergence. The large numbers of computational pixels over
the Gourma domain make the problem computationally expensive, and therefore the
data assimilation model should be able to converge to the true solution with the
minimum number of iterations. In this study the values of 4000, 1000, and 1000 are
used for the diagonal components of K- 1, K-1 , and K-c matrices, respectively.
The value of K-JAR is chosen so that the first and second terms in the cost
function are almost comparable in magnitude. From the results in Chapters 2 and 3,
it it evident that the absolute value of (T - Tob,) has an order of magnitude of 1 lK
[i.e., (T - Tobs) 0 (1)], and therefore (T - Tos)TKij(T - Tobs) 0(0.01). FPAR
varies from 0 to 1, and we anticipate that the order of magnitude for the absolute
value of (FPAR - FPARobs) would be 0.01. Thus, the diagonal elements of K-1gR
are set to 100 so that (FPAR - FPARobs)TK-1AR(FPAR - FPARobs) would have the
order of magnitude of 0.01 (comparable with that of the first term). Finally, to find
the magnitude for the diagonal elements of K-1 , the DA model was run for three
different K- 1 values of 1, 10, and 100. For K-1 = 1 the model is unstable, while for
the K- 1 values of 10 and/or 100 the model converges to the true solution, and the
199
misfit between observed and predicted FPAR will be minimized. In this study, K-1
is set to 100.
The estimated LAI by the VDM is related to FPAR through the Lambert-Beer
extinction law (Norman, 1980; Asrar et al., 1984; Hipps et al., 1983; Weiser et al.,
1986; Baret and Guyot, 1991; Sellers et al., 1996),
FPAR = 1 - exp(-keLAI) (5.22)
where ke is the extinction coefficient. ke has an important role in simulating LAI
dynamics since it directly relates the estimated LAI from the VDM to FPAR. ke
depends on the plant species. Plants with large and horizontal leaves have higher
values of ke relative to those with more vertical leaves because large and horizontal
leaves can absorb photosynthetically active radiation more effectively than vertical
leaves (Ross, 1975). ke values are available in the literature for different plant types
from field experiments (Hipps et al., 1983; Weiser et al., 1986; Eagleson, 2002). In
this study, the pixels for which remotely sensed FPAR observations are zero during
the monthly assimilation period are considered as bare soil, and ke is set to 0 for
them. In contrast, the pixels for which FPAR observations are not zero are mainly
covered by grasses. The measured value of extinction coefficient for bahigrass (i.e.,
a grass species) in Japan is found to be 0.36 (Agata, 1985). Kiniry et al. (1999)
derived the values of ke in the field for various grass species (e.g., Big bluestem, Buf-
falograss, Coastal bermuda, Eastern gamagrass, Indiangrass, Little Bluestem, Switch-
grass, Sideoats grama). The magnitude of ke for these grass species is found to be
around 0.35, although for a few of them ke reached about 1. Based on reported values
of ke in the literature for grasslands, a value of 0.3 is used in this study.
The optimal values for R, EF8, EFe, and y are found by minimizing the cost
function J. Minimization of the cost function requires removal of its first variation
(6J=0). Imposing 6J=0 yields the Euler-Lagrange equations which should be solved
simultaneously through an iterative procedure on a monthly basis.
The principal measurements to be fitted are remotely sensed LST and FPAR. The
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required physical parameters, which are held constant throughout the assimilation,
are p, c, Di, cy, p, and ke. Meteorological forcing data (incident radiation, air tem-
perature, wind speed and air humidity in the near-surface air layer), as well as VDM
parameters such as m, and dT are also needed as the auxiliary inputs.
The assimilation model is applied to each pixel of the computational grid over
the Gourma site. The scheme begins with an initial guess of model parameters (EF.,
EFc, CHN, and -y), which are uniform over the domain, and iteratively improves them
through minimizing the misfit between the predicted and satellite-observed LST and
FPAR. Finally, the retrieved parameters maps are created on a monthly basis for
CHN and 7, and on daily basis for EF, and EFc. The retrieved -y values are used by
the VDM to estimate LAI for each day. Similarly, the estimated LST and LAI values
from the heat diffusion equation and the VDM, along with the estimates of CHN, EF,
and EFe, enable us to calculate sensible and latent heat fluxes at a 15-min time step.
5.4 Gourma Site
The Gourma meso-scale site in Mali is one of the three instrumented meso-scale sites
deployed in West Africa as part of the African Monsoon Multidisciplinary Analysis
(AMMA) project (Mougin et al., 2009). It is the northernmost site of the AMMA
"Couplage de l'Atmosphere Tropicale et du Cycle Hydrologique" (CATCH) observa-
tory. The site spans 1 degree in longitude from 1.3 0W to 2.3 'W and covers 3 degrees
in latitude from 14.5 'N to 17.5 'N. The site is mostly flat with elevations ranging
from about 250 m above sea level to 350 m, with isolated sandstone butts reaching
to 600 m (see Fig. 5-3, left). It is a typical rangeland region, covered with semi-
arid natural vegetation composed of annual grasses and shrubs (Lebel et al., 2009).
Only 3 % of vegetation cover over the Gourma site is scattered trees (Mougin et al.,
2009). The right panel in Fig. 5-3 shows the map of land cover over the Gourma
site. It was obtained from the MODIS Terra & Aqua global 0.05Deg climate mod-
eling grid (CMG) dataset available on the land processes distributed active archive
(http : ||modis - land.gsf c.rnasa.gov/landcover.htm). This dataset provides three
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global land cover sets from three land cover classification schemes: International Geo-
sphere Biosphere Program (IGBP) scheme, MODIS derived LAI/FPAR scheme, and
the University of Maryland (UMD) scheme. The IGBP, MODIS derived LAI/FPAR,
and UMD schemes respectively include 11, 11, and 8 natural vegetation classes. All
three classification schemes indicate an identical vegetation cover over the Gourma
site (see Fig. 5-3, right).
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Figure 5-3: (left) Elevation in meter above sea level. (right) land use map of the Gourma
site.
The vegetation dynamics are strongly affected by the rainfall pattern driven by the
WAM (Le Houerou, 1989; Jarlan et al., 2008b). Sahelian meteorological conditions
are generally characterized by a short rainy season from early July to mid-September,
followed by a long dry season from mid-September until the next July (Gruhier et
al., 2009; Mougin et al., 2009; Timouk et al. 2009). Mean annual rainfall increases
from 100 mm in the north to 450 mm in the south (Timouk et al. 2009). Precipita-
tion Estimation from Remotely Sensed Information using Artificial Neural Networks-
Cloud Classification System (PERSIANN-CCS) provides the high resolution (4km x
4km) rainfall data over the Gourma site. PERSIANN-CCS extracts cloud features
from infrared geostationary satellite imagery and provides multiple infrared bright-
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ness temperature versus rainfall rate relationships for different cloud classification
types in order to estimate rainfall (Hong et al., 2004). For detailed information on
the PERSIANN-CCS algorithm, refer to Hong et al. (2004). The precipitation data
are not used as the input in the DA model. They are only utilized to evaluate the
estimated parameters and fluxes.
The Gourma site is characterized by a sharp latitudinal gradient of net radiation,
rainfall, vegetation production, and surface albedo (Mougin et al., 2009; Gruhier et
al., 2009). The strong spatial gradient of albedo is shown in Fig. (5-4). In the
south of region, the vegetation seasonal cycle has a significant impact on the albedo
evolution, while the role of vegetation is less important in the north of region (Samin
et al., 2008). For the whole site, albedo gains its maximum and minimum values,
respectively at the end of the dry (June) and wet (September) seasons (Samin et al.,
2008).
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Figure 5-4: Maps of albedo over four periods.
De Rosnay et al. (2009) showed that the surface soil moisture dynamics are highly
influenced by the climatic condition and rainfall variability along the north-south
transect in the Gourma site. Northern stations of the Gourma site are characterized
by lower soil moisture values and lower time variability, while stations located in
the southern part of the site depict higher soil moisture values and variability. The
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climatological north-south gradient and its high inter-annual variability are the main
motivations for its selection in this study.
As pointed out by Mougin et al. (2009), the site has been instrumented with three
micrometeorological stations [in Bamba (17.1 ON), Agoufou (15.3 ON), and Kobou
(14.7 ON)] that document the measurements of meteorology along the north-south cli-
matological gradient. The automatic weather stations in Bamba, Kobou, and Agoufou
perform a continuous monitoring of micrometeorological data (air temperature, hu-
midity, and wind speed) at a 15-min time step. The micrometeorological data were
obtained from the AMMA archive (http : //database.amma - international.org/)
and were spatially interpolated over the computational grid. Two flux stations [in
Agoufou (15.3 ON) and Bamba (17.1 ON)] provide a continuous measurement of sur-
face heat fluxes at a 30-min time step (Timouk et al., 2009). Unfortunately, these
data are not yet available in the AMMA archive. At these two stations, only the mean
diurnal cycle of sensible heat flux for mid-May to mid-June and August is available
in the Timouk et al. (2009) study, and thus they were used for validation of the
retrieved sensible heat flux.
Estimates of land surface temperature (LST), incoming solar radiation (RI),
fraction of photosynthetically active radiation absorbed by vegetation (FPAR), and
albedo are based on measurements from Spinning Enhanced Visible and Infrared
Imager (SEVIRI) sensor on the METEOSAT Second Generation (MSG) satellite.
LST, Rk, albedo and FPAR are provided respectively on 15-minute, 30-minute,
daily, and weekly frequencies by the Land Satellite Applications Facility (Land SAF)
(http: //landsaf.meteo.pt/).
FPAR values are retrieved from the red and near infrared spectral bands by defin-
ing a vegetation index called RDVI (Renormalized Difference Vegetation Index) and
using the FPAR-RDVI linear relationship developed by Roujean and Breon (1995).
They found that the largest scattering in the FPAR-RDVI relation occurs when the
solar and viewing zenith angles are both zero. In this case, the relative contribu-
tion of the soil on RDVI is maximized and the background (bare soil) reflectance
can significantly scatter RDVI. As the sun or view angle is increased towards nadir,
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the FPAR-RDVI dispersion reduces because the background relative effect decreases.
On the other hand, at large zenith angles the relation between RDVI and FPAR be-
comes nonlinear for dense vegetation (i.e., higher values of LAI), since RDVI reaches
its peak value because of its increased optical path through vegetation. Roujean and
Breon (1995) used the Scattering by Arbitrarily Inclined Leaves (SAIL) model of Ver-
hoef (1984) to simulate FPAR and RDVI for large variations of sun and view angles.
They considered variations of solar zenith angle (SZA) and viewing zenith angle from
0' to 750 with 150 increments, and finally demonstrated that the optimum sun and
view angles exist, which reduce the uncertainty in the retrieval of FPAR from RDVI.
The optimum sun and view angles of 450 and 600 were found based on the criteria
of linearity and minimum dispersion between FPAR and RDVI. Nonetheless, some
dispersion remains between FPAR and RDVI for low LAI values. This uncertainty
in the FPAR-RDVI relation is due to the dominant effect of background (bare soil)
reflectance on RDVI for the low vegetation coverage.
The assimilation model is tested and validated over the Gourma site where mea-
surements of micrometeorological data and surface fluxes are available. Also, quality-
controlled remotely sensed LST, FPAR, and R1 from the SEVIRI instrument on the
MSG satellite have been archived and are accessible for this area. Remarkably, the
frequent measurements of LST (every 15 minutes) from the SEVIRI sensor enable us
to characterize the diurnal cycle of LST. This is particularly important and attrac-
tive since the DA system derives the signature of partitioning of surface heat fluxes
from the LST diurnal cycle. Overall, the valuable sources of data at the Gourma site
(e.g., micrometeorological data, surface heat fluxes, LST, FPAR, R1, and albedo),
its unique spatial characteristics (e.g., sharp latitudinal gradients of net radiation,
rainfall, albedo and vegetation production), and finally its high climatological inter-
annual variability motivated us to test our scheme over the Gourma site and study
the relation between climate variability and surface heat fluxes as.well as vegetation
dynamics.
A spatial domain covering the Gourma site with a computational grid size of 3
km (3744 computational pixels) is utilized for the assimilation model. The period
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of analysis covers the summer of 2007 from Julian day 152 to 273 (from 1 June to
30 September). The daily assimilation window ranges from 0900 to 1600 local time,
when EF, and EFc are self-preserved, i.e., constant for the day. The outgoing long
wave radiations for soil and canopy are calculated using the estimated soil and canopy
temperatures by the assimilation scheme. Land surface emissivities for soil (E,) and
canopy (EC) were set constant over the domain with the typical values of Ec= Es=
0.98. The MSG-derived land surface emissivity map (Fig. 5-5) indicates that the
land surface emissivity over most parts of the Gourma domain varies from about
0.975 to 0.985. Thus, choosing the typical value of 0.98 for land surface emissivity is
consistent with the MSG-derived values of land surface emissivity.
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Figure 5-5: Land surface emissivity map of the Gourma site for Julian days 152 to 273.
5.5 Results
5.5.1 Vegetation Dynamics
The Gourma site is mainly covered by C4 annual grasses which have a very high
photosynthesis rate and sustain the rapid growth whenever soil moisture is available
(Mougin et al., 2009). The vegetation cover increases rapidly during the monsoon
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season. In general, in arid areas canopy growth follows rainfall since it fully depends
on water availability at the surface. Fig. 5-6 shows maps of the observed (top
row) and retrieved (bottom row) LAI. The observed and retrieved values of LAI
are comparable in spatial pattern, temporal evolution, and magnitude although no
explicit information on vegetation phenology is used in the model. However, there
is a weaker consistency between the observed and estimated LAI maps in period 3.
This weaker consistency is due to the erroneous FPAR values, which are close to zero
over most parts of the domain in period 3 (Fig. 5-8). The vegetation cover increases
during the core of the monsoon season (period 3) and reaches its peak value in the last
period. This occurs because the Gourma site is mainly covered by C4 annual grasses
that have very high photosynthesis rates and sustain the rapid growth whenever soil
moisture is available (Mougin et al., 2009, Jing et al., 2011). Also, due to the time
lag between rainfall and vegetation greenness (e.g., Wang et al., 2003; Zhang et al.,
2010), rainfall peaks in period 3 while vegetation reaches its peak value in period 4
(Fig. 5-10). It is beyond the scope of this work to analyze time response of LAI
to rainfall and specify the precise vegetation-rainfall time lag. More information on
this issue is provided by many studies (e.g., Nicholson and Farrar, 1994; Wang et al.,
2003; Zhang et al., 2010)
The spatial and temporal consistency between the predicted and satellite-observed
LAI indicates that the DA framework can effectively use the information contained
in the FPAR data to calibrate the VDM for large-scale applications. This is par-
ticularly useful in large-scale applications because the SEVIRI sensor on the MSG
satellite provides a spatially comprehensive FPAR dataset that can be used to con-
strain the VDM, create LAI maps, and predict the response of vegetation cover to
variations in environmental factors and climate in the future. Overall, the results in-
dicate a significant step toward controlling the VDM's simulation at large scale using
new generation satellite data. Finally, to have a better understanding of the model
performance, the estimated LAI values are plotted versus the observed ones in Fig.
5-7. As indicate.d, in periods 1, 2, and 4 the model performs reasonably well, and the
predicted and observed LAI values mostly fall on the 1:1 line. In period 3 only, the
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model underestimates LAI due to erroneous FPAR data in this period.
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Figure 5-6: Comparison of observed (top) and estimated (bottom) LAI over four periods
[days 152 - 181 (June), days 182 - 212 (July), days 213 - 243 (August), days 244 - 273
(September)].
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FPAR values are retrieved from the Renormalized Difference Vegetation Index
(RDVI) using the FPAR-RDVI linear relationship developed by Roujean and Breon
(1995). RDVI is defined as:
RDVI = (PNIR - PRED) (PNIR + PRED) 1/2 (5.23)
where PRED and PNIR are reflected radiances measured in the visible and near-infrared
spectral regions.
Intense rainfall over the Gourma site in the core of monsoon season (period 3) (Fig.
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5-10) implies that the domain is covered with a large amount of clouds in that period.
Cloud presence contaminates remotely sensed land surface observations in the visible
to thermal infrared wavelenghs, and thus obscures PRED and PNIR measurements
(Simpson et al., 2000; Jun et al., 2004; Julien and Sobrino, 2010), and consequently
yields erroneous RDVI values. This error in RDVI is translated into FPAR since
FPAR is obtained from RDVI through the FPAR-RDVI linear relationship proposed
by Roujean and Breon (1995). In period 4, rainfall not only is much less than that
of period 3 but also mainly occurs in its first few days (i.e., Julian days 245, 247,
and 251). Thus, the presence of clouds in period 4 is most probably less than that of
period 3, and therefore it is expected to have more reliable FPAR values in period 4.
As shown in Fig. 5-8, the erroneous FPAR observations in period 3, which are around
zero over most parts of the domain, cause a relatively weaker consistency between
the corresponding observed and estimated LAI maps. This shows that uncertainties
in the satellite-observed FPAR data negatively and considerably affect LAI retrieval.
Thus, the reliability of FPAR data has a crucial role in the accurate estimation of
vegetation dynamics.
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Figure 5-8: Observed FPAR on Julian days 216, 223, 230, and 237 during period 3.
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5.5.2 Specific Leaf Area
One of the main goals of the DA system is to estimate the unknown model parameters
from remotely sensed data. This is important since the unknown model parameters
cannot be obtained from ground measurements or literature estimates over large-scale
domains. One of the unknowns of the developed DA model is 7. The data assimilation
model updates the estimate of -y in each iteration with information contained in FPAR
observation, and finally retrieves the statistically optimal value for 7. As already
explained in Section (4.6), 7y is related to its components (i.e., aa, ga, x, m' and c9)
via y = 1.52 aacg(1 - ga)Xm'.
The first component, aa, is the allocation coefficient to the green aboveground
compartment. Accurate determination of aa requires information on the availability
of light and water, which is not easily accessible. Thus, most vegetation dynamics
models assumed aa to be constant and used a value of about 0.5 (e.g., Nouvellon et
al., 2000; Cayrol et al., 2000a; Montaldo et al., 2005, 2008; etc.). The results of these
VDMs have shown that the LAI dynamics can be captured well as long as a reasonable
value for aa is used. Similarly, in this study aa is assumed to be 0.5. The second
component, ga, depends on the plant functional type (PFT) and is fixed for each
PFT. As mentioned in Subsection (5.2.3), values measured for ga in the experiments
are typically in the range 0.2-0.4 (Amthor, 1986). Nouvellon et al. (2000), Montaldo
et al. (2005), and Montaldo et al. (2008) took ga equal to 0.25, 0.21, and 0.22 for
semi-arid grassland sites respectively in Arizona, California, and Orroli (Italy). The
Gourma site is dominantly covered by grass. Based on the reported values in the
literature (Amthor, 1984, 1986; Nouvellon et al., 2000; Montaldo et al., 2005, 2008),
ga is herein set to 0.25. The third element, x = (1 - m'/m'), is shown in Subsection
(5.2.4) to be constant, but with different values for C3 and C4 crops. For C3 and C4
crops, x is approximately 0.3 and 0.65 (Sinclair et al., 1984; Prentice and Harrison,
2009) (for detailed information, refer to Subsection (5.2.4)). An x value of 0.65 is
used in this study since the Gourma site is mainly covered by C4 grasses (Mougin
et al., 2009). The fourth constituent, m's, is the mixing ratio of CO 2 in ambient air.
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m' is set to 235 x 10-6 (kg/kg) according to the measurement of atmospheric CO 2
concentration at the Mauna Los Observatory. The measurements are available on the
NOAA archive (http: |/www.esrl.toaa.gov/9md/ccgg/trends/).
The last component, cg, is defined as the ratio of leaf area to its dry weight, and
therefore is considered as a measure of leaf thickness. c9 is strongly and negatively
correlated to leaf thickness, and the variations in leaf thickness can be well captured
by cg (Vile et al., 2005). Therefore, specific leaf area values can be used to monitor
the changes in leaf thickness (e.g., White and Montes, 2005; Vile et al., 2005). This
is particularly important since leaf thickness has a significant role in plant and leaf
functioning (e.g., CO 2 assimilation rate, plants' strategy of nutrient retrieval and
use, etc.). Also, recent studies have shown that cg plays a vital role in explaining
variation in relative growth rate (Nielsen et al., 1996; Poorter and Van der Werf,
1998; Li et al., 2005), maximum rate of photosynthesis, and leaf functioning (Garnier
et al., 2001). Plants with high cg values (i.e., a large leaf area with small tissue)
show a rapid production of biomass, while the ones with low cg tend to efficiently
conserve nutrients, and reduce the photosynthesis and relative growth rates (Wright
and Westoby, 1999; Poorter and Garnier, 1999). Plants inhabiting arid and semi-arid
regions tend to have inherently low cg (i.e., high leaf thickness). Arid and semi-arid
plants with thick leaves have denser tissue that provides extra structural strength
and consequently are resistant against unfavorable environmental conditions (e.g.,
low rainfall or nutrient) and allows continued leaf function (Oertli, 1989; Warren
et al., 2005). Therefore, cg has been used regularly as a means to monitor plants'
productivity (White and Montes, 2005) or ecological behavior (Diaz et al., 2004).
Since cg is an indicator of complicated physiological processes that vary with time
and control the leaf growth and development, a time-invariant value for it through the
modeling period would be unrealistic and does not make physical sense. According to
a recent review (Montaldo et al., 2005, 2008) and the aforementioned explanations,
Cg rises in the growing period and decreases during the following senescence season.
Furthermore, Bouriaud et al. (2003) showed that the spatial variation of specific leaf
area can be large even within a small area with a uniform vegetation cover. They
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concluded that c9 should not be estimated only in one particular location and then
applied elsewhere to convert biomass to LAI since soil conditions can significantly
affect c9 . Hence, in this study, c9 is chosen to be isolated and analyzed from the
estimates of -y. The retrieval of c9 is particularly important because it is considered
to be a pivotal trait of leaves and has a vital role in plant growth and development.
Thus, many screening programs are aimed at measuring c9 and have made it crucial
in data collection (Westoby, 1998; Weiher et al., 1999; Wilson et al., 1999). However,
due to the large spatial and temporal variability of cg, its screening over large-scale
domains is impractical. This study significantly enhances our ability to retrieve and
map c9 values from remotely sensed FPAR observations, without tedious and time
consuming ground measurements.
Fig. 5-9 shows monthly c9 values over the domain. These values are obtained
from the DA estimates of 'y and the specified values for aa, ga, x, and m' via
C = T. Specific leaf area is affected by water availability (Jose and
Gillespie, 1997; Dolph and Dilcher, 1980; Cunningham et al., 1999; Hobbie, 2000),
solar radiation (Reddy et al., 1989), air temperature (Acock et al., 1979; Acock, 1980;
Niinemets, 2001), vapor pressure deficit (Wright et al., 2004), atmospheric concen-
tration of CO 2 (Lieth et al., 1986, Vu et al., 1989) and S02 (Coleman et al. 1989),
nutrient resource (Coyne and van Cleve, 1977; Cunningham et al., 1999), leaf ma-
turity and growth stage (Jonckheere et al., 2004), soil properties and its nitrogen
content (Bouriaud et al. 2003), altitude (Korner, 1989), season (Field and Mooney,
1983; Lewandowska and Jarvis, 1997), and plant type (Vile et .al., 2005; Li et al.,
2005). Therefore, numerous factors are responsible for the spatio-temporal variabil-
ity of cg (Fig. 5-9), and the spatial patterns of the retrieved c. cannot be attributed
to only one environmental variable. The Gourma site is covered with semi-arid nat-
ural vegetation composed of annual C4 grasses (Lebel et al., 2009). Only 3 % of
vegetation cover over the Gourima site is scattered trees (Mougin et al., 2009). Also,
the land cover map of the Gourma site (obtained from the MODIS Terra & Aqua
global 0.05Deg climate modeling grid (CMG) dataset) indicates that the domain is
covered with grasses (see Fig. 5-3, right). The main objective here is to study the
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influence of climatic variables (precipitation, temperature, and solar radiation) on
the specific leaf area of C4 grass vegetation type and explore if cg can be estimated
from the influential environmental variables. Hence, in the following discussion we
will explore any meaningful and significant relationship between the specific leaf area
of the herbaceous grassland species and environmental variables.
Leaf thickness (specific leaf area) typically increases (decreases) by decreasing
rainfall (Cunningham et al., 1999; Warren et al., 2005). Thick leaves provide extra
structural strength and consequently increase the ability of leaves to resist wilting
(or postpone leaf death under very dry circumstances) (Oertli, 1989; Wright et al.,
2004). Water availability is one of the controlling factors of vegetation development
in the Gourma site, and therefore the variations in c9 are controlled to some extent
by the variations of rainfall. In order to evaluate the effect of rainfall on specific leaf
area, cg values are plotted versus the monthly precipitation data for the four modeling
periods (Fig. 5-11). As shown, by increasing rainfall cg rises rapidly. At a monthly
precipitation rate of about 25 (mm/month) cg is equal to 0.008 (M 2 gr DM- 1), while
by increasing rainfall to 350 (mm/month) specific leaf area reaches about 0.011 (in2 gr
DM- 1 ). The increase of cg with rainfall is consistent with the findings of several other
studies such as Jose and Gillespie (1997), Dolph and Dilcher (1980), Cunningham et
al. (1999), and Hobbie (2000) which showed that cg increases with an increase in
rainfall. Finally, comparison between c9 and rainfall showed a relationship with r 2
0.25, which means that 25% of the variation in cg can be explained by rainfall.
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Figure 5-9: Retrieved values for the specific leaf area of the green biomass (cg) over four
periods.
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Figure 5-10: Monthly rainfall (mm/month) over the Gourma site (obtained from the
PERSIANN-CCS dataset).
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Figure 5-11: Variation of specific leaf area of the green biomass (c9 ) versus monthly rainfall.
The plot of c9 versus monthly mean solar radiation indicates an inverse relationship
with a correlation of 0.15 (r 2 = 0.15). This is in agreement with the findings of several
researchers such as Reddy et al. (1989), Witkowski and Lamont (1991), Ackerly et
al. (2002), and Lee and Heuvelink (2003) which indicated that cg decreases as solar
radiation rises. Similarly, Fig. 5-13 indicates that c9 is negatively related to mean
monthly air temperature (r2 = 0.20). This finding is consistent with that of Niinemets
(2001). The negative scaling of cg with solar radiation and air temperature yields from
adaptive modification in leaf thickness (Niinemets, 2001). As air temperature or solar
radiation rises, leaf thickness increases since thicker leaves have the capability to
survive longer and withstand tougher environmental conditions (Mooney and Dunn,
1970; Ackerly et al., 2002). Overall, Figs. 5-11, 5-12, and 5-13 illustrate that the
specific leaf area of herbaceous grassland species can change significantly in response
to environmental gradients. This reveals that the herbaceous grassland species has a
high capability for adaptation to variations in climatic variables (Niinemets, 2001).
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Figure 5-12: Variation of specific leaf area of the green biomass (c,) versus monthly mean
irradiance.
0.012
0.0115-
0.011 -
0.0105 -
En
E
CD
0.01 F
0.0095-
0.009 -
0.0085 -
0.008'
298 299 300 301 302 303 304 305 306
Mean monthly air temperature (OK)
Figure 5-13: Variation of specific leaf area of the green biomass (cg) versus monthly mean
air temperature.
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In addition to studying the effect of environmental variables on cg, the magnitude
of c9 estimates is also compared with the reported values in the literature (Table 5.1).
As indicated, the range of retrieved c9 values is comparable to those reported in the
literature (e.g., Goff, 1985; Cayrol et al., 2000b; Li et al., 2005; Montaldo et al., 2005
and 2008; Cervarolo et al., 2010). For the last period, in the very short and sparse
grassland to the north of the domain (from about 15.5 ON to 16.5 ON), cg values are
close to 0.006 (m 2 gr DM-'), while, in the south of the domain where the rainfall is
higher, c9 values increase to about 0.016 (m 2 gr DM-1). In the parts of the domain
where the magnitude of remotely sensed FPAR data is zero (e.g., over most parts in
periods 1 and 2, and the northern part in periods 3 and 4), the prior spatially uniform
value of -y is not updated, and therefore c9 maps remain spatially uniform.
Table 5.1: Comparing the magnitude of c9 estimates with the reported values in the
literature.
Study Range of cg (m 2 gr DM-1) values Location
Goff (1985) 0.0105 1
Cayrol et al. (2000b) 0.023 2
Li et al. (2005) 0.006-0.028 3
Montaldo et al. (2005) 0.0135 4
Montaldo et al. (2008) 0.01 5
Cervarolo et al. (2010) 0.011 4
This study 0.008-0.016 6
1. Kendall grassland site in Arizona, 2. Hydrological Atmospheric Pilot Experiment (HAPEX)-
Sahel grassland site, 3. Grass fields in Kerqin Sandy Land (northern China), 4. Grassland site in
Iona, California (United States), 5. Grassland cover in a water-limited Mediterranean ecosystem on
Sardinia, Italy, 6. Grassland in the Gourma site.
Overall, the results indicate that assimilating remotely sensed FPAR observations
into the VDM model can efficiently constrain the key unknown parameter of VDM
(i.e., cg) and retrieve it over large domains. This is particularly important since cg
is highly variable, and it is very time consuming and costly to obtain cg values over
large scales by in situ measurements. The difficulty in the retrieval of cg by in situ
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measurements motivated us to relate c9 to the influential climatic variables through a
linear regression approach. Note that regression models are subject to a collinearity
diagnostic since a number of climatic variables may be correlated (Niinemets, 2001).
Thus, the influential climatic variables (air temperature, solar radiation, precipitation,
and vapor pressure deficit) were correlated with each other, but the correlation coef-
ficients were rather small between them except the one between air temperature and
vapor pressure deficit. For the relationships between monthly precipitation and mean
monthly solar radiation, monthly precipitation and mean monthly air temperature,
mean monthly solar radiation and air temperature, r2 values are respectively 0.54,
0.54, and 0.50. Therefore, mean monthly air temperature and solar radiation as well
as monthly precipitation are correlated in this study. Nonetheless, their correlation is
not significant and they are all descriptors of cg according to the literature and Figs.
5-11, 5-12, and 5-13. Only mean monthly air temperature and vapor pressure deficit
are highly correlated with the r 2 value of 0.95. Thus, due to the significant collinear-
ity problem, mean monthly vapor pressure deficit was dropped from the regression
model, and finally the following expression is derived,
Cg = 0.0220 + 5.261 x 10- 3 Ra - 7.4382 x 10-3S - 7.6658 x 10-3Tam (5.24)
where Ra, S and Tam respectively represent monthly rainfall (mm/month), monthly
mean solar radiation (Wm-2) and monthly mean air temperature (OK).
Fig. 5-14 shows estimated specific leaf area from the linear regression model versus
those of the DA scheme. Results indicate that the linear regression model provides
fairly good estimates of specific leaf area, and accounts for 44% of the variation in
specific leaf area. Furthermore, an attempt was made to fit a nonlinear regression
model to the data, but no significant improvement was observed. The fact that the
derived linear regression model accounts for only 44% of the variation in specific leaf
area is due to: (1) several other factors such as nutrient availability, leaf maturity
and growth stage, soil properties and its nitrogen content, and altitude affect cg but
are not included in the regression model, and (2) the retrieved cg values from the DA
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model may have some errors since a simplified VDM is used for their estimation.
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Figure 5-14: Comparison of cg estimates from the DA and linear regression models.
In similar attempts, Acock et al. (1979) and Lee and Heuvelink (2003) derived
empirical regression models to estimate specific leaf area of Chrysanthemum crops
from solar radiation and air temperature. Applying the empirical models of Acock
et al. (1979) and Lee and Heuvelink (2003) over the Gourma site resulted in a large
overestimation of specific leaf area. This strong overestimation of specific leaf area
can be explained by the fact that Acock et al. (1979) and Lee and Heuvelink (2003)
proposed their models for only Chrysanthemum crops, and day time air temperatures
within the ranges 10-30 'C and 18-23 0C. While, the Gourma site is covered with C4
grasses and its day time air temperature varies from 27 0C to 38 'C during the assim-
ilation period. It is shown by many studies (e.g., Acock et al., 1979; Delucia et al.,
1992; Fotelli et al., 2005) that the specific leaf area increases with air temperature and
reaches its maximum at a species dependent air temperature. But, as air temperature
rises beyond a specific species dependent value, specific leaf area decreases. Since the
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empirical models of Acock et al. (1979) and Lee and Heuvelink (2003) were derived
only for Chrysanthemum crops and over the day time air temperature of less than 30
0C, they yield poor estimation of specific leaf area over the Gourma site.
5.5.3 Neutral Bulk Heat Transfer Coefficient
Fig. 5-15 shows estimated monthly CHN over the domain. In periods 1 and 2, the
retrieved values of CHN are spatially uniform compared to periods 3 and 4. During the
monsoon season (periods 3 and 4), a pronounced north-south pattern develops in the
retrieved CHN maps. A similar pattern is also evident in the corresponding observed
LAI maps. In these two periods, the estimated CHN values in the southern part of
the domain where LAI is higher increase relative to the north. In general, the spatial
patterns of the retrieved CHN maps correspond with the variations in the vegetation
phenology across the Gourma site even though no information on vegetation cover
is used explicitly in the model. Over the bare soil to the north, the estimated CHN
values are about 10-.5. They increase with spatial consistency to 10-1.9 over the
grassland in the south. The magnitude of CHN is comparable to the reported values
in the literature. For example, Caparrini et al. (2004b) retrieved CHN values of
around 10-25 for mixed short vegetation and bare soils.
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Figure 5-15: Retrieved values of neutral heat transfer coefficient (CHN) in log10 over four
periods.
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The bulk heat transfer coefficient (CH) principally depends on landscape charac-
teristics and atmospheric stability. The influence of atmospheric stability on CH has
been extensively examined in a number of studies (Louis, 1979; Byun, 1990; Launi-
ainen, 1995; Van den Hurk and Holtslag, 1997). Thus, our aim here is to study in
more detail the effect of landscape characteristics on the bulk heat transfer coefficient
under neutral atmospheric condition (CHN)-
Based on the traditional Monin-Obukhov similarity theory, the neutral bulk trans-
fer coefficient for heat CHN can be formulated as (Sun and Mahrt, 1994; Zhang et
al., 2010):
CHN = (5.25)
In ( z-' ln ( z-e
Zom Zoh
where K ~ 0.4 is the von Karman constant, zref is the height of micrometeorological
measurement, and Zoh and Zom are respectively roughness length scales for heat and
momentum.
The roughness length scale for momentum (zom) is related to the roughness length
scale for heat (zoh) via KB-1 = ln(zo-) where B is the Stanton number (Brutsaert,
1979; Yang and Fridel, 2003; Zhang et al., 2010). One of the oldest approximations for
KB1 is proposed by Garrat and Hicks (1978). Based on their approximation, rB- 1
is simply constant with a value of 2 ± 0.35 for surfaces covered with vegetation. How-
ever, many studies later showed than KB- 1 can have much larger values, especially
for sparse canopies (e.g., Stewart et al., 1995; Blyth and Dolman, 1995; Malhi, 1996).
By developing an analytical model, Brutsaert (1979) showed that KB- depends on
LAI and friction velocity. Duynkerke (1992) empirically related KB- 1 to friction ve-
locity and LAI, and derived an empirical model for the estimation of KB- 1 over grass
surfaces. Kustas et al. (1989), and Sugita and Brutsaert (1990) showed that the
behavior of KB- 1 is more complex and that KB- 1 is dependent on not only LAI and
friction velocity but also solar elevation (KB- 1 estimates increase as solar elevation
rises, and display diurnal variations). Qualls and Hopson (1997) took into account
the effect of solar elevation on KB-1 in addition to those of LAI and friction velocity,
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and suggested a regression model to estimate KB-1 based on LAI, friction velocity,
and solar elevation. The aforementioned studies mainly examined the influence of
LAI, friction velocity and solar elevation on rB- . In a more recent attempt, Yang
and Fridel (2003) used the Massman (1997, 1999) analytical model of momentum
transfer within a canopy of arbitrary structure to characterize the influence of canopy
three-dimensional structure and shape (i.e., canopy LAI, crown density, and vertical
distribution of foliage elements) on rB- .
By using the relationship between Zoh and zom [i.e., 'B- 1 = ln(z,2-)], (5.25) can
be re-written as follows:
CHN = 2 (Z) k (5.26)
In2 2- K B-1 In (ze
Zoh Zoh
Eq. (5.26) shows that CHN is directly related to heat roughness length Zoh. Typi-
cally, it is assumed that zoh varies with the vegetation phenology (Garrat and Hicks,
1973; Garrat and Francy, 1973). Qualls and Brutsaert (1996) took advantage of this
dependency and derived an empirical equation for Zoh in terms of LAI using the FIFE
dataset. Brutsaert (1979) showed that zoh depends not only on the density and struc-
ture of the canopy but also on air turbulence characteristics such as wind speed and
friction velocity. The Brutsaert (1979) analytical model estimates Zoh based on de-
tailed information on the density, shape, and orientation of the leaves as well as the
intensity of the turbulence within the canopy. All of this required information makes
the Brutsaert (1979) model difficult to use since the information is usually unavail-
able. Besides the dependency of Zoh on canopy structure and turbulence in the air,
some other recent studies have indicated that Zeh also varies with the view angle and
solar elevation. For example, Kustas et al. (1989) measured (T - Ta) and H over a
surface with bare soil and bushes and showed that (T - Ta) rises relatively faster than
sensible heat flux in the morning and early afternoon. Therefore, Zoh decreases as the
land surface temperature increases and shows diurnal variations. The reason for this
behavior of Zoh is explained in Chapter 3 and also in the Brutsaert and Sugita (1996)
paper.
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From the above discussions, it is clear that Zeh and thus CHN is mainly a function of
LAI and to some extent friction velocity, wind speed, and solar elevation. The neutral
bulk heat transfer coefficient (CHN) is an effective area value, and its upscaling from
tower measurements is problematic. Therefore, the CHN retrievals over the Gourma
site provide a valuable opportunity to explore the relationship between CHN and LAI
and understand how CHN changes with LAI (Fig. 5-16). In a similar attempt, the
existing studies such as Sugita and Brutsaert (1990), Kubota and Sugita (1994), and
Qualls and Brutsaert (1996) tried to find the relationship between CHN and LAI,
but they all used a very limited number of in situ field measurements. In contrast,
CHN-LAI relationship in this study is obtained based on a large number of CHN
values over the Gourma site, and thus is superior to those of existing studies. The
utilized data cover all of the modeling periods, but the CHN values are not shown for
pixels whose LAI are greater than 1.2 because only a few pixels over the Gourma site
have LAI values of more than 1.2 in each LAI bin. The CHN-LAI relationships from
Sugita and Brutsaert (1990), Kubota and Sugita (1994), and Qualls and Brutsaert
(1996) are also shown in Fig. 4-7 for comparison. As shown, changes in LAI have a
significant effect on CHN, and with an increase in LAI, CHN rises rapidly. However,
some discrepancies are observed among CHN values of various studies because they
neglect the role of other influential factors such as wind speed, friction velocity, and
solar elevation on CHN and relate CHN only to LAI. Fig. 5-16 provides insight on
how CHN varies with LAI and enables us to improve future studies by taking CHN
as a function of LAI, instead of assuming CHN to be constant in each assimilation
period. This may improve surface heat flux estimations because the bare soil can turn
into a fully vegetated surface in only a few weeks, and consequently the assumption of
monthly constant CHN negatively affects the retrieval of CHN and surface heat fluxes.
The other important conclusion of Fig. 4-7 is that the CHN estimates from this study
fall within the range of variablity of CHN values from other studies. Moreover, the
increasing rate of CHN with LAI in this study is comparable with those of Sugito and
Brutsaert (1990), Qualls and Brutsaert (1996), and Qualls and Brutsaert (1996).
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Figure 5-16: Plot of neutral bulk heat transfer coefficient (CHN) versus LAI with one
standard deviation variability in each LAI bin.
5.5.4 Evaporative Fraction
The retrieved values of evaporative fraction for the canopy and the soil are indicated in
Fig. 5-17. The retrieved EFS values are consistent with the variations in the rainfall.
The soil evaporative fraction has its minimum value in the first period (before the
beginning of monsoon season), when rainfall is very low. Also, during the first period
the retrieved values of EFs are more spatially uniform than later in the season. By the
beginning of monsoon season and initiation of rainfall in period 2, EFs values increase
and finally reach their maximum in period 3, during which the rainfall is heavy. In
this period, the EF, values in the more humid southern part of the domain reach 0.75,
while the estimated values in the north are about 0.4. Compared to period 3, the
retrieved EFs values reduce in period 4 due to the decrease in rainfall. The spatial
patterns of EFc follow those of the observed LAI. The canopy evaporative fraction is
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spatially uniform during the first two periods compared to later in the season. Unlike
EF., the retrieved EFc values do not decrease in the southern part of the domain
during the last period, however there is a decrease in rainfall. This shows that the
surface soil moisture fluctuations have a more significant impact on EF, compared to
the EFc since vegetation (i.e., the source of EFe) draws moisture from the root zone.
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Figure 5-17: Retrieved values of daily evaporative fraction average for the period for the
(top) canopy (EFc) and the (bottom) bare soil (EFS).
Surface soil moisture is the key factor in controlling soil evaporative fraction,
and therefore surface soil moisture and EF, maps should have consistency in their
spatial patterns. Gruhier et al. (2009) compared five soil moisture products based
on satellite passive and active microwave measurements against in-situ soil moisture
measurements in Mali (Sahel). Two products were obtained from the Advanced
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Microwave Scanning Radiometer on Earth Observing System (AMSR-E). These two
products are available by the VU University Amsterdam (VUA) in collaboration
with NASA (Owe et al., 2008) and the National Snow and Ice Data Center (NSIDC)
(Njoku, 2004). The third product is based on the Tropical Rainfall Measuring Mission
(TRMM) Microwave Imager (TMI). Finally, the last two products are derived from
the European Remote Sensing (ERS) scatterometer sensor. Gruhier et al. (2009)
showed that the AMSR-E/VUA soil moisture product is in best agreement with
ground station measurements at any temporal scale compared to the other products
for this specific region.
The AMSR-E instrument measures passive microwave brightness temperatures at
six frequencies, centered at 6.9, 10.6, 18.7, 23.8, 36.5, and 89 GHz with horizontal
and vertical polarizations at each frequency. AMSR-E scans with a swath width of
1445 km, with spatial resolutions ranging from 56 km at 6.9 GHz to 5 km at 89
GHz. It was launched on board the NASA Aqua satellite in May 2002. Aqua is a
sun-synchronous satellite with equator crossings at about 1:30 a.m and 1:30 p.m local
time (LT) respectively for descending and ascending orbits. Near-global soil moisture
coverage is achieved every two days or less, from descending (night) and ascending
(day) overpasses (Njoku et al., 2003).
The AMSR-E/VUA soil moisture product is derived by applying the Land Pa-
rameter Retrieval Model (LPRM) to the brightness temperature observations at the
6.9 GHz channel (Owe et al., 2001 and 2008; Gruhier et al., 2009). LPRM provides
estimates of soil moisture within the top 10 mm of the soil at a spatial resolution of
56 km from the brightness temperature observations at the 6.9 GHz channel. Vegeta-
tion, radio frequency interferences (RFI), and strong temperature gradient in the top
soil layers during day-time hours are three of the most important factors that impose
limitations on the retrieval of soil moisture from AMSR-E. Vegetation decreases the
sensitivity of microwave observations to soil moisture. Thus, the increased atten-
uation of microwave observations by vegetation causes limitations on soil moisture
retrieval from AMSR-E (Njoku et al., 2003). Also, a problem with unanticipated
radio frequency interferences (RFI) is encountered at the 6.9 GHz frequency and
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to a lesser extent at 10.6 GHz (Njoku et al., 2005; Li et al., 2004). RFI is typi-
cally generated by broadcast and communication signals and increases the brightness
temperatures significantly (Owe et al., 2008). Severe RFI was observed at 6.9 GHz
frequency over the U.S., Southwest Asia and the Middle East (Li et al., 2004 and
2006; Rudiger et al., 2009). Fortunately, the Gourma site is neither covered by
dense vegetation nor located in severe RFI contaminated areas. Finally, a significant
temperature gradient near the soil surface during day-time measurements weakens
the performance of LPRM and makes it difficult to retrieve soil moisture from the
brightness temperature observations (Gruhier et al., 2009). Hence, in this study
only night-time measurements (i.e., descending orbit) are used to ensure a better
accuracy of the soil moisture product. The AMSR-E/VUA soil moisture product is
regridded from its original resolution onto a 25 km regular grid and is available on
(http : |/geoservices.f alw.vu.nl/amsr - soil - moisture - description.html).
As a further test of the robustness of the DA, estimates of EF, are compared
with the AMSR-E/VUA-derived surface soil moisture, the key factor controlling EF8,
on days with the most LST observations availability (days 213, 215, 220, 227, 231,
234, 236, 242, 245, 254, 256, 258, 259, 263) and the least amount of LST availability
(day 218). On average for the aforementioned days with the most LST observations
availability 45, 60, 76, 88, and 91 percent of pixels have respectively more than 25, 20,
15, 10, and 5 LST observations during the assimilation window from 0900 till 1600 LT.
For day 218, only 2 percent of pixels experience more than 5 LST measurements in the
assimilation window. For days in which sufficient LST data is available for updating
EFS, the retrieved EF, fields strongly resemble the soil moisture patterns. On the
contrary, when LST data is unavailable, the prior spatially uniform values of the EF,
are not updated and the estimations do not coincide with the soil moisture maps.
Overall, the results indicate that the quality of the retrieved EFs values strongly
depends on the availability of adequate LST observations.
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Figure 5-18: Comparison of (left) estimated EF, and (right) AMSR-E/VUA surface soil
moisture product for days with the most LST observations availability (days 213, 215,
220, 227, 231, 234, 236, 242, 245, 254, 256, 258, 259, 263) and the least amount of LST
availability (day 218).
The partitioning of available energy between the turbulent heat fluxes is strongly
affected by the soil moisture (see Fig. 5-18). The relationships between soil moisture
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and evaporative fractions for soil and canopy can now be discerned from the mapped
estimates for different LAI classes. These relationships allow to understand how the
soil and canopy evaporative fractions change for different amounts of vegetation cover
in response to variations in soil moisture. Fig. 5-19 shows the variation of canopy
and soil evaporative fractions as a function of soil moisture. Also indicated in the
figure are the two different classes of leaf area index (LAI<0.5 and 0.5<LAI<1.5)
for which separate analyses of EF, and EFc are made. For a sparse vegetation cover
(i.e., LAI<0.5), the vegetation evaporative fraction (EFe) increases only slightly with
an increase in soil moisture, while, for a denser vegetation cover (i.e., 0.5<LAI<1.5),
EFc rises more sharply with increasing soil moisture. The sparse vegetation cover is
not able to transpire water as strongly as the denser canopy when soil becomes wet.
As a result, EFc of sparse canopy increases less than that of denser canopy as soil
moisture rises. Unlike EFc and as expected, the variation of EF, is not sensitive to
the amount of LAI, and EF, increases with almost the same rate for both of the LAI
classes.
In the soil evaporation process, moisture passes directly from the soil surface to
the atmosphere. Also, based on the definition of EF, (ratio of soil latent heat flux
to the sum of the soil turbulent fluxes), the soil turbulence effects emerge in both
its numerator and denominator. Therefore, the main factor controlling EF, (the
principal determinant of its variability) is the available surface soil moisture control
on evaporation (Caparrini et al., 2004b; Sini et al., 2008). In contrast, transpiration
draws moisture from the root zone, and consequently EFc is strongly affected by the
root zone soil moisture. As shown in Fig. 5-19, EFc has a lower dynamic range
compared to EF, because of the more damped fluctuations of root zone soil moisture
relative to the surface soil moisture.
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Figure 5-19: Plot of canopy evaporative fraction (EFe) (top) and soil evaporative fraction
(EFS) (bottom) versus surface soil moisture for two LAI classes with one standard deviation
variability in each SM bin.
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Fig. 5-20 compares the variation of EFc with SM for two different sites: Gourma
and Southern Great Plains (SGP). The main aim is to understand why EFc rises
with different rates over the two sites as SM increases. It was already observed in
Chapter 3 and also in this chapter that the amount of vegetation cover (i.e., LAI)
and vegetation type significantly affect the variation of EFc versus SM. The effect
of vegetation density and type on the EFc-SM relationship has been already well-
analyzed. Thus, in Fig. 5-20, EFc is plotted versus SM for the two aforementioned
sites, but for the same range of LAI (LAI varies from 0 to 1 and has a mean of around
0.6) and vegetation type (grass). Yet, it is observed that EFc rises with different rates
over the two sites as SM increases. The answer for this difference lies in how easily
the water can be removed and/or extracted by plants from grains of different soil
textures. The subsoil (30-100cm) textural classes across the Gourma and SGP sites
are shown in Fig. 5-21. As indicated, soil is coarse textured (sand and loamy sand)
over that part of the Gourma site where vegetation exists (i.e., LAI is greater than
zero), while, soil over most parts of the SGP site is fine textured (clay loam). It is
evident from the soil-water characteristic curves (e.g., Fredlund and Xing, 1994) that
at a given soil moisture the absolute value of water potential of sandy soil is lower
than that of the clay loamy soil. Therefore, it is easier for the canopy to overcome
the forces that bind water in a coarse textured soil (sandy soil), and consequently the
canopy in the Gourma site would be able to transpire water more robustly and with
less energy. As a result, EFc over the Gourma site (with sandy soil) increases more
rapidly than that of the SGP site (with clay loamy soil) as soil becomes wet.
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Figure 5-20: Comparing the variation of EFc versus SM over the SGP and Gourma sites
for LAI<1. Error bars represent one standard deviation variability in each SM bin.
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Figure 5-21: Maps showing distribution of subsoil (30-100 cm) textural classes over the
Gourma (left) and SGP (right) sites. These maps are obtained from the comprehensive
Harmonized World Soil Database (HWSD) available on the Food and Agriculture Organi-
zation of the United Nations (FAO) achieve. For more information on the HWSD database,
refer to Chapter 3.
Similarly, Fig. 5-22 compares the variation of EF, versus SM over the SGP and
Gourma sites. It was already shown in Chapter 3 and also the study of Gentine et al.
(2007) that the amount of vegetation cover (i.e., LAI) affects the EF,-SM relation-
ship. A denser vegetation cover (i.e., higher LAI value) reduces the soil temperature
and consequently soil sensible heat flux due to the increasing shadow. It is evident
that as soil sensible heat flux decreases, soil latent heat flux and consequently soil
evaporative fraction increases. To exclude the influence of LAI on the EF,-SM rela-
tionship, EF, is plotted versus SM for the two aforementioned sites, but for the same
range of LAI (LAI varies from 0 to 1 and has a mean of around 0.6). Nonetheless,
EF, over the Gourma site increases more rapidly as soil becomes wet (Fig. 5-22).
This can be attributed to major land surface factors such as soil texture as well as
atmospheric factors, namely incoming solar radiation, wind speed, and vapor pressure
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deficit (Lhomme, 1999; Komatsu, 2003; Wang et al., 2006; Gentine et al., 2007). The
literature shows that the soil evaporative fraction is almost independent of the main
atmospheric variables such as incoming solar radiation, wind speed, and vapor pres-
sure deficit (Lhomme, 1999; Gentine et al. 2007). In contrast, it was found that soil
evaporative fraction has a positive correlation with air temperature. This correlation
increases with an increase in soil moisture, and finally becomes significant at the soil
moisture of about 0.2 (Wang et al., 2006; Gentine et al., 2007). With regard to the
aforementioned facts, the next step is to compare the soil texture and air temperature
of the Gourma and SGP sites.
In the soil evaporation process, moisture passes directly from the soil surface to
the atmosphere, and therefore EF, is related to the topsoil (0-30 cm) texture (Fig.
5-23). As indicated, soil is coarse textured (mainly sand and to a lesser extent loamy-
sand) over the Gourma site, while it has a finer texture (loam) across the SGP site.
Under identical atmospheric and soil moisture circumstances, the evaporation rates
from the sandy soil (Gourma site) and loamy soil (SGP domain) are unequal because
each of them has its own specific and different internal transport properties. The
studies of evaporation from porous media have identified two distinct stages for the
soil drying process (Lehmann et al., 2008; Shokri et al., 2008, 2009). In the first
stage, the evaporation rate is high and relatively constant. It is also mainly limited
by atmospheric conditions and not the soil hydraulic properties (Philip, 1957). In
this stage, the capillary flow connects the receding drying front (marking the interface
between saturated and unsaturated zones) to the evaporating surface and causes a
relatively constant evaporation rate (Shokri et al., 2008). As evaporation continues,
the drying front recedes further into the porous media and therefore gravity resistance
rises. Finally, at a specific front depth distance capillary forces are balanced by
gravity, and consequently liquid flow to the evaporating surface is interrupted. In
this stage of drying, also known as second stage evaporation, hydraulic continuity
between the evaporating surface and drying front is interrupted, and the evaporation
rate is decreased remarkably (Salvucci, 1997; Shokri et al., 2009). Evaporation takes
place within the unsaturated soil, and is mainly limited by the soil water potential
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(Scherer, 1990). On the other hand, at a given soil moisture, the absolute value
of water potential in the coarser soil texture of the Gourma site (sandy soil) is less
than that of the finer soil texture of the SGP site (loamy soil). Thus, water can be
extracted from the sandy soil grains faster and more easily than from the loamy soil.
Consequently, the evaporation rate from the sandy soil (Gourma site) is expected to
be higher than the loamy soil (SGP site) under identical soil moisture and atmospheric
conditions.
As mentioned earlier, air temperature as an atmospheric factor affects soil evapo-
rative fraction since EF, increases as air temperature rises (Wang et al., 2006; Gentine
et al., 2007). This motivated us to compare the air temperature over the two sites.
The SGP site experiences minimum, maximum, and mean daytime air temperature
of 299 'K, 307 OK, and 303 'K for the days in which EF, values are plotted versus
SM, while the daytime air temperature over the Gourma site varies from 300 OK to
313 OK with the mean of 305.5 OK. Thus, the Gourma site is characterized by higher
daytime air temperature compared to the SGP site. Therefore, its higher air temper-
ature causes the Gourma site to have greater soil evaporative fraction values under
identical land surface conditions.
It is apparent from the above two paragraphs that for a given soil moisture the
Gourma site has a higher evaporation rate compared to the SGP domain. Thus, a
more rapid increase of EF, over the Gourma site is observed in Fig. 5-22 as soil
moisture rises.
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Figure 5-22: Comparing the variation of EF, versus SM over the SGP and Gourma sites.
Erros bars represent one standard deviation variability in each SM bin.
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Figure 5-23: The same as Fig. 5-21, but for the topsoil (0-30 cm).
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Fig. 5-24 compares the total evaporative fraction-soil moisture relationship over
the Gourma and SGP sites. The effect of vegetation density and type on EF has been
already studied in Chapter 3. The EF-SM plots for the two sites have identical LAI
ranges (LAI varies from 0 to 1 and has a mean of around 0.6) and vegetation type
(grass). As shown, the EF estimates for both sites are close at lower soil moisture
values (i.e., when the soil is dry). As soil becomes wet, total EF of the Gourma site
increases more sharply than that of the SGP domain. It reaches around 0.85 at the
soil moisture of about 0.3, while, over the SGP site, EF reaches a lower plateau of
about 0.6. This happens because the soil over the SGP domain has a finer texture
than the one in the Gourma site. Thus, at a given soil moisture, the absolute value
of soil water potential is higher in the SGP site. As a result, it is harder for plants to
break the adhesive forces between the soil solid particles and water in the SGP site,
and therefore the canopy cannot transpire water rapidly via root uptake. In contrast,
plants in the Gourma site transpire water with less energy and more robustly. That is
one of the reasons for the sharp increase of EF over the Gourma site as soil becomes
wet.
The second factor which causes EF to be higher in the Gourma site is attributed
to air temperature. The literature shows that in general there is a positive correlation
between EF and air temperature in low LAI values (Wang et al., 2006; Gentine et
al., 2007). This correlation rises as soil moisture increases, and becomes strong at
the soil moisture of about 0.2 (Gentine et al., 2007). As mentioned earlier, the air
temperature over the Gourma site is in general higher than that of the SGP domain.
Also, the EF-SM plots for the two sites have low LAI ranges (LAI changes from 0
to 1 and has a mean of about 0.6). Thus, under identical land surface conditions,
the higher air temperature at the Gourma site causes it to have larger EF values,
especially at higher soil moisture values. Therefore, both the soil texture and air
temperature cause the evaporative fraction over the Gourma site to increase more
sharply as soil moisture increases.
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Figure 5-24: Comparing the variation of EF versus SM over the SGP and Gourma sites.
Erros bars represent one standard deviation variability in each SM bin.
The black and red circles in the top panel of Fig. 5-25 indicate respectively daily
time series of retrieved EF, and EFc averaged over the southern part of the Gourma
site (i.e., from 14.5 'N to 15.5 'N) for Julian days 182-273. In order to more readily
follow the rising/falling trend of the retrievals, they are connected by solid lines. The
AMSR-E/VUA soil moisture product averaged over the same part of the Gourma site
is also shown in the same panel as solid lines. These time series show the day-to-day
variation of retrieved EF, and EFc values and soil moisture dynamics. Increase in
the estimated EF, and EFc corresponds to surface wetting represented by an increase
in soil moisture. This demonstrates: (1) the soil and canopy evaporative fractions
respond to wetting and drydown events, although the soil moisture data are withheld
from the DA scheme, and (2) the DA model can effectively use the information
contained in LST to partition the available energy between the turbulent heat fluxes.
In addition to the consistent variation of soil and canopy evaporative fractions with
rainfall and drydown events, the other important point of Fig. 5-25 is the lower
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fluctuations of EFc compared to EF, for Julian days 182-243. In these days the
canopy density (i.e., LAI) is low, and thus transpiration is an insignificant component
of evapotranspiration (i.e., LEc/LE is low, bottom panel). In other words, in Julian
days 182-243, the low vegetation cover density severely limits the transpiration and
consequently causes EFc to have considerably more damped fluctuations. In this
period (i.e., Julian days 182-243), due to the very low fluctuations of EFc, soil and
canopy evaporative fractions are weakly correlated with the r2 of 0.5. In contrast, in
the last period of modeling (Julian days 244-273), the denser vegetation cover is able
to transpire water more robustly. This causes transpiration to be a more dominant
component of evapotranspiration (i.e., LEc/LE is high, bottom panel), and therefore
EFc shows higher fluctuations. In this period, the dynamic range of EFc is comparable
to that of EF, and evaporative fractions for soil and canopy are highly correlated (r2
= 0.9).
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Figure 5-25: Time series of evaporative fractions for soil (black line with circles) and canopy
(red line with circles), and AMSR-E/VUA soil moisture (solid lines) (top panel), and ratio
of transpiration to evapotranspiration (LEc/LE) (bottom panel) averaged over the southern
part of the Gourma site (i.e., from 14.5 'N to 15.5 'N) for Julian days 182-273.
Fig. 5-26 illustrates daily time series of estimated total evaporative fraction aver-
aged over the southern part of the Gourma site (i.e., from 14.5 'N to 15.5 'N) in the
top panel for Julian days 182-273. The time series of AMSR-E/VUA soil moisture
averaged over the same part of the Gourma site is also shown in the same panel.
The bottom panel indicates time series of turbulent heat fluxes averaged over the
same area. Daily evaporative fraction reflects day-to-day dynamics consistent with
the variations in soil moisture. Evaporative fraction and latent heat flux rise on days
in which soil becomes wet (e.g., days 186, 218, and 259). Three pronounced drydown
periods (i.e., Julian days 186-201, 220-231, and finally 259-273) can be identified from
the time series of AMSR-E/VUA soil moisture. Evaporative fraction and latent heat
flux decrease in these three drydown periods. This shows that the model retrievals
demonstrate characteristic response to wetting and drydown events, although the
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rainfall and/or soil moisture data are not used within the DA framework. Also, the
sensible and latent heat fluxes display strong seasonal fluctuations. In the beginning
of the monsoon season (except Julian days 186 and 187), the sensible and latent heat
fluxes are roughly comparable. As the monsoon season progresses, LE increases so
that during the peak monsoon season the Gourma site experiences the highest latent
heat flux caused by both high soil moisture and LAI values. As the peak of the
monsoon season passes, LE again decreases and becomes comparable to H.
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Figure 5-26: Time series of evaporative fraction (line with open circles) and AMSR-E/VUA
soil moisture (solid lines) (top panel), and sensible (red line with open circles) and latent
heat fluxes (black line with open circles) (bottom panel) averaged over the southern part of
the Gourma site (i.e., from 14.5 ON to 15.5 ON) for Julian days 182-273.
The black and red circles in the top panel of Fig. 5-27 show respectively estimated
daily EF, and EFc at the Agoufou site (latitude: 15.345 ON, longitude: -1.479 OW) for
Julian days 182-273. These circles are connected by solid lines so that we follow the
rising/falling trend of estimated EF, and EFc more easily and also have an estimate of
EF, and EFc even for days in which they are not available. Daily precipitation at the
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Agoufou site is also shown in the same panel as histogram. The bottom panel indicates
the ratio of transpiration to total evapotranspiration at the same site. As indicated in
Fig. 5-27, the estimated EF, and EFc demonstrate characteristic response to dry down
and wetting events following rainfall, and capture soil moisture dynamics, even though
no soil moisture information is provided to the assimilation scheme. This proves that
the model is able to derive the signature of relative partitioning of turbulent heat
fluxes from the assimilation of LST. Also, in Julian days 182-243 the LAI estimate is
very low. Transpiration has an insignificant effect on evapotranspiration (i.e., LEc/LE
is low, bottom panel), and consequently EFc has much lower fluctuations compared
to EF,. In these days, soil and canopy evaporative fractions are weakly correlated
with an r2 of 0.46, while, for a denser vegetation cover in the last period (Julian days
244-273), canopy transpiration becomes a more important contributor to the total
evapotranspiration (i.e., LEc/LE is high, bottom panel). Therefore, EFc can display
larger fluctuations and has more significant control on total evaporative fraction. Due
to the significant effect of transpiration on regulating total evapotranspiration in the
last period, the fluctuations of EFc are as large as those of EF8 , and they are highly
correlated with an r 2 of 0.95.
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Figure 5-27: Time series of evaporative fractions for soil (EFS) and canopy (EFc) (top
panel) and soil moisture (bottom panel) at the Agoufou site over four periods (Julian days
152-273).
In addition to soil moisture, vegetation cover as a surface characteristic plays an
important role in partitioning the available energy between the turbulent heat fluxes
(Kustas et al. 1993; Crago, 1996). For example, denser vegetation preferentially
partitions the available energy into the latent heat flux (LE) and reduces sensible
(H) heat flux (Segal et al., 1988; Alfieri et al., 2009). To examine the effect of
vegetation cover on the partitioning of available energy between the turbulent heat
fluxes, the variation in EF is correlated to the amount of vegetation cover represented
by a vegetation index (LAI) under low and high near-surface soil moisture conditions.
Fig. 5-28 indicates the AMSR-E derived surface soil moisture values for Julian days
254, 263, 265, 268, 250 and 259. Similarly, Fig. 5-29 shows the retrieved EF, maps,
the indicator of surface soil moisture, for days 254, 263, 264, 265, 268, 273, 250 and
259. These days are selected to show the range of behaviors. Based on the remotely
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sensed soil moisture and retrieved EF, maps, the dates (days 254, 263, 264, 265, 268
and 273) correspond to days with low soil moisture. In contrast, days 250 and 259
show a high soil moisture content. These days were selected to study more closely
the relationship between EF and LAI under both the dry and wet near-surface soil
moisture conditions. Under the dry near-surface soil moisture condition (e.g., days
254, 263, 264, 265, 268 and 273), soil evaporation is an insignificant component of
latent heat flux, and therefore transpiration is the dominant component. In this
condition, EF is strongly correlated to the amount of canopy cover (LAI), and there
is a general increase in EF with the LAI (Fig. 5-30). The correlation between EF
and LAI reaches its maximum when near-surface soil moisture is minimal. The plots
show that the EF-LAI relationship is robust, but it varies for each day. This change
might be due to the variation of near-surface soil moisture which causes changes in
the soil evaporation and consequently its relative contribution to the total latent heat
flux. When the soil moisture is high (e.g., days 250 and 259), the correlation between
EF and LAI is weak and EF-LAI dispersion increases, since in this condition soil
moisture is the dominant factor controlling EF. Overall, the results indicate that the
EF-LAI relationship is strongly dependent on the soil moisture values.
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Figure 5-28: AMSR-E derived surface soil moisture for days 254, 263, 265, 268, 250 and
259 over the Gourma site.
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Figure 5-29: Retrieved EFs maps for days 254, 263, 264, 265, 268, 273, 250 and 259.
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Figure 5-30: Plot of EF versus LAI over the Gourma site for days with low soil moisture
(days 254, 263, 264, 265, 268, 273) and high soil moisture (days 250 and 259).
5.5.5 Surface Fluxes
Fig. 5-31 indicates the retrieved net radiation values over four periods. The temporal
variation of net radiation is weak over the bare soil in the north of the domain,
while, in the center and especially south, the net radiation displays strong temporal
evolutions. By the beginning of monsoon rainfall in period 2, the growth of plants
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decreases albedo, and therefore reflected short wave radiation is reduced (Samin et
al., 2008). Vegetation transpiration leads to cooler surface temperatures compared to
the bare soil, which consequently decreases the upwelling long wave radiation. The
role of vegetation is less important in the north of region, and that is why there is a
weak temporal variation in net radiation. Also, much lower values of net radiation at
the north of the domain are due to the bare soil large values of albedo.
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Figure 5-31: Estimated net radiation over four periods.
Fig. 5-32 indicates the average diurnal cycles of estimated sensible, latent, and
ground heat fluxes as well as net radiation at Bamba and Agoufou for each of the four
periods. Two flux stations at Agoufou and Bamba provide continuous measurements
of surface heat fluxes at a 30-min time step (Timouk et al., 2009), but these data
are not yet available in the AMMA archive. Only the mean diurnal cycle of sensible
heat flux over two monthly periods (mid-May to mid-June and August) is reported
by Timouk et al. (2009) from the sensible heat flux measurements at the Bamba and
Agoufou stations. These values are plotted on Fig. 5-32 as open circles. As illustrated,
the magnitudes of sensible heat flux at the stations are close to the estimations.
During the peak monsoon season, the Agoufou site has the lowest sensible heat flux, as
a result of the high latent heat flux caused by high LAI and soil moisture availability.
Net radiation is fairly constant during the four periods at Bamba, while it increases
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continuously during the monsoon season at Agoufou due to the growth of vegetation
in the south of the domain in the monsoon season. The vegetation growth decreases
albedo (reflected short wave radiation) and LST (upwelling long wave radiation) and
therefore increases net radiation. Also, by the growth of vegetation at the Agoufou
site during the monsoon rainfall, ground heat flux decreases because of increased
interception of downwelling radiation by the canopy.
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Figure 5-32: Diurnal cycles of estimated surface energy balance components at Bamba
(top) and at Agoufou (bottom). Thick lines show retrieved fluxes. Open circles indicate
measured sensible heat flux. Colors show different components of the surface energy balance,
sensible heat (red), latent heat (blue), ground heat (green), and net radiation (black).
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5.5.6 LST and FPAR Misfits
Root Mean Squared Errors (RMSEs) between the predicted and observed LST across
the Gourma site and for each period are shown in Fig. 5-33. The reduced misfit be-
tween the observed and predicted LST is due to the adjustment of model parameters.
The values of the LST RMSE are less than 3 ('K) over the whole domain during
periods 2, 3, and 4. In period 1 only, the LST RMSE values reach up to 5 (0K) in the
north of the domain. The LST misfits mainly stem from the assumptions of a con-
stant heat diffusion coefficient across the entire domain, constant daily evaporative
fraction, and monthly bulk heat transfer coefficient.
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Figure 5-33: LST misfit RMSEs over four periods.
The absolute misfit values between the observed and estimated FPAR maps are
shown in Fig. 5-34 for days during period 4, in which FPAR observations are assimi-
lated into the DA model (i.e., Julian days 247, 254, 261, and 268). The misfit values
over most parts of the Gourma site are close to zero with only a few points reaching
to about 0.12. The decreased misfits between the observed and predicted FPAR show
that the DA system can use the information contained in the FPAR observation and
retrieve 'y successfully. The FPAR misfits are mainly due to the employment of a
simplified VDM, and to a lesser extent because of other common assumptions (e.g.,
constant daily evaporative fractions for soil and canopy, constant monthly CHN, and
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constant soil thermal properties, etc.)
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Figure 5-34: Absolute misfit values between observed and predicted FPAR maps for Julian
days 247, 254, 261, and 268.
5.6 Conclusions
This study introduces a data assimilation (DA) framework that couples a vegetation
dynamics model (VDM) with the surface energy balance (SEB) equation based on
the linkage between photosynthesis and transpiration. Transpiration from the SEB
equation is used as the key input variable to the VDM. The data assimilation frame-
work uses remotely sensed FPAR observations to constrain the VDM key unknown
parameter. Satellite FPAR observations offer spatially integrative information on the
presence and state of the canopy and therefore can be effectively used to mitigate the
uncertainty of the VDM parameter. A detailed analysis of the plant-specific parame-
ters showed that the specific leaf area (cg) is the key unknown parameter of the VDM
and is therefore the best candidate for estimation. Minimization of misfits between
space-borne FPAR observations and model estimates provide the best value for cg.
The other unknowns of the DA model are CHN, EF, and EFc, which are estimated
by assimilating LST into the heat diffusion equation.
The developed DA scheme is applied to the Gourma site in Mali. The results
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show that the remotely sensed FPAR observations can constrain the key unknown
parameter of the VDM (i.e., c.) and consequently predict LAI dynamics well. FPAR
data bridge the gap between the utilized local-scale VDM and its application over
large-scale domains. Remotely sensed FPAR observations give the VDM the ability
to simulate LAI dynamics over large-scale areas, which would not be possible from
the VDM alone. This is essential since a realistic representation of vegetation dy-
namics in the large-scale land surface models improves the estimation of surface heat
fluxes. Moreover, assimilating FPAR observations into the VDM retrieves cg values
over large-scale domains. c, has an important role in plant growth and development
and is considered as a pivotal trait of leaves. Many field campaigns are aimed at
measuring cg, but they can measure it only at the local scale through ground mea-
surements. Thus, this study significantly enhances our ability to estimate cg values
over large domains from remotely sensed FPAR observations, without tedious in situ
measurements. Also, the relationship between specific leaf area and influential en-
vironmental variables such as precipitation, air temperature, and solar radiation is
studied. It is observed that the spatial patterns of the retrieved c9 are consistent with
the spatial variations of rainfall, one of the factors controlling cg over the Gourma
site. During the peak of the monsoon season (periods 3 and 4), cg values are higher
over the southern part of the Gourma site where there is more rainfall. However, cg
values show a weaker north-south gradient in period 3 due to the erroneous FPAR
observations. Unlike the positive correlation between c9 and rainfall, inverse rela-
tionships are found between c9 and the other influential environmental variables (i.e.,
solar radiation and air temperature). All of these variations of cg with environmental
variables yield from adaptive modification in leaf thickness and are consistent with
the literature, and therefore can be interpreted as estimation realism.
The other retrieved parameter, CHN, also indicates a pronounced north-south gra-
dient in periods 3 and 4, and similar patterns are evident in the corresponding LAI
maps. Moreover, a physical relationship is derived between CHN and LAI. This rela-
tionship reveals how CHN changes with variations in LAI, and therefore significantly
helps future studies to take CHN as a function of LAI and not as a monthly constant
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parameter.
The soil evaporative fraction reaches its peak when rainfall is maximum. A de-
crease of rainfall reduces EF,. Unlike EF8, the EFc in the south of the domain during
period 4 does not decrease since LAI is maximum. This indicates that the surface soil
moisture variation has a sharp and more significant effect on the EF, compared to
the EFc. Also, the retrieved daily EF, maps are compared with the AMSR-E/VUA-
derived soil moisture, the main factor controlling EF,. It is observed that the spatial
patterns of EF, correspond with those of the AMSR-E/VUA-derived soil moisture for
days with adequate LST observations. Moreover, the relationship between surface soil
moisture and EF8, as well as EFc, is examined for two different LAI classes. Observa-
tions show that for a sparse canopy cover (i.e., low LAI values), EFc increases slightly
by increasing soil moisture, while, for a denser canopy cover (i.e., high LAI values),
EFc rises more sharply with an increase in soil moisture. A possible explanation is
that the denser vegetation cover has more potential for root uptake and transpiration
as soil becomes wet. Unlike EFe, and as expected, EF, increases with the same rate
for different LAI classes as soil moisture increases.
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Surface Heat Flux Modeling with
the Ensemble Kalman Smoother:
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Abstract:
Recently, much attention has been focused on the estimation of surface heat fluxes
based on the assimilation of land surface temperature (LST) within a variational data
assimilation (VDA) framework. The variational approaches require the development
and maintenance of an adjoint model. Also, it is computationally expensive to ob-
tain the background-error covariance for the variational approaches. Moreover, the
variational schemes cannot directly provide statistical information on the accuracy
of their estimates. Thus, in this paper we describe an alternative data assimilation
(DA) procedure based on an ensemble Kalman smoother (EnKS), which does not
suffer from any of the aforementioned shortcomings. The EnKS formulation is based
on the discretized heat diffusion equation through the soil column. The unknowns
of the model are neutral turbulent heat transfer coefficient, CHN, and evaporative
fraction, EF. To retrieve CHN and EF, the EnKS state vector (LST) is augmented
by EF, and then the model is run for a number of reasonable CHN values to estimate
both the system state (LST) and parameter (EF). Finally, the CHN value for which
the misfit between estimated and observed LST is minimum, and its corresponding
retrieved EF values, are chosen as optimum parameters.
This procedure is illustrated with an application to the First International Satel-
lite Land Surface Climatology Project Field Experiment (FIFE). The results indicate
that the EnKS model not only provides reasonably accurate estimates of EF, but also
enables us to determine the uncertainty of EF retrievals under different hydrological
conditions. It is also observed that the actual errors of EF and LST retrievals are
consistently higher than expected forecast and analysis error variances. This demon-
strates that the EnKS model estimates are less than optimal. However, the degree
of suboptimality is small, and its outcomes are roughly comparable to those of an
optimal smoother (the VDA model presented in Chapter 2). Overall, the results
from this field test indicate that EnKS is an efficient and flexible data assimilation
procedure that is able to extract useful information on the partitioning of available
surface energy from LST measurements, and eventually provides reliable estimates of
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turbulent heat fluxes.
6.1 Introduction
The land surface provides a continuous feedback of latent (LE) and sensible (H)
heat fluxes to the atmosphere, which derives our weather and climate. The accurate
estimation of surface heat fluxes plays an important role in a more reliable weather
and climate forecast from atmospheric prediction models (Pitman, 2003). Hence,
the primary objective of this study is the development of a simple data assimilation
(DA) system to estimate sensible, latent, and ground heat fluxes (H, LE, and G).
Data assimilation provides an effective way to retrieve surface heat fluxes through
combining models and observations (Caparrini et al., 2003, 2004a, b; Sini et al.,
2008).
Data assimilation problems can be divided into two classes: filtering and smooth-
ing. In filtering, the estimate at time t is based on all observations available prior to
and at time t. In smoothing, all observations in the assimilation window are used to
estimate the state at any time t in that window (Dunne and Entekhabi, 2006). From
recent studies in the literature (e.g., Castelli et al., 1999; Boni et al., 2000, 2001;
Caparrini et al. 2003, 2004a, b; Sini et al. 2008; Campo et al., 2009) it is evident that
surface flux estimation has been performed using only smoothing. For land surface
flux retrieval, smoothing approaches have focused mainly on variational techniques
[e.g. Caparrini et al. 2003; 2004a, b; Crow and Kustas, 2005; etc.]. In these studies,
the model parameters that are required for partitioning the available energy among
fluxes are (1) landscape effects on near-surface turbulence as captured by the bulk
heat transfer coefficient CHN under neutral condition and (2) surface control of the
relative magnitudes of sensible (H) and latent (LE) heat fluxes as represented by the
evaporative fraction, EF. CHN mainly depends on the geometry of the surface and
varies on the timescale of changing vegetation phenology (monthly) (Caparrini et al.,
2003; 2004a, b). On the other hand, there is empirical evidence that EF is preserved
for each day during the period that evaporation is strong [Crago, 1996; Crago and
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Brutsaert, 1996].
Variational techniques require the development and maintenance of an adjoint
model, which can be difficult and time consuming in terms of both derivation and
coding. Moreover, the variational schemes produce a single deterministic solution,
and extra computations are required to provide the estimates of analysis spread
(standard deviation) (Rabier and Courtier, 1992; Whitaker et al., 2009). Further-
more, an overwhelming computational effort is required to obtain the background-
error covariance in the variational schemes, and therefore the VDA estimation heat
flux models (e.g., Caparrini et al., 2003; 2004a, b; Sini et al., 2008) have assumed a
static background-error covariance. With regard to the aforementioned shortcomings
of VDA models, the obvious choice for an advanced land assimilation algorithm is
the ensemble Kalman smoother (EnKS). The EnKS not only does not suffer from the
VDA models deficiencies, but also has some unique characteristics, and it is an attrac-
tive option for land surface applications because (1) it is much easier to formulate and
employ compared to the variational techniques, (2) it provides statistical information
on the accuracy of its estimates, (3) it can easily generate and utilize flow-dependent
background-error covariance, (4) it is robust even if the land surface model and mea-
surement equations include nonlinearities, and (5) it is able to account for a wide
range of possible model and measurement errors (Margulis et al., 2002; Reichle et al.
2002a, b; Kalnay, 2007; Whitaker et al., 2009). Hence, in recent years, especially in
the atmospheric science community, the EnKS has drawn considerable research at-
tention as an alternative data assimilation technique to the operationally-established
variational methods.
The EnKS was introduced by Evensen and Leeuwen (2000) as an improvement
over the original ensemble smoother (ES) of Leeuwen and Evensen (1996). Evensen
and Leeuwen (2000) compared its performance to that of the ES in the Lorenz equa-
tion problem and observed that for linear dynamics its performance is similar to
the ES. However, the EnKS resulted in a significant improvement over the ES for
nonlinear dynamics. This technique has been successfully applied to meteorological
and oceanographic problems of moderate complexity in small- to medium-sized do-
262
mains (Evensen and Leeuwen, 1996; Lermusiaux, 1999; Evensen, 2007). Dunne and
Entekhabi (2006) successfully employed an EnKS approach to estimate surface and
subsurface soil moisture during the Southern Great Plains 1997 (SGP97) Hydrology
Experiment.
The application of ensemble-based techniques (e.g., EnKS) for the simultaneous
estimation of state and parameter is a new area of investigation in atmospheric sci-
ence. In general, studies that involve direct estimation of model parameters have been
limited mostly to the application of variational techniques (Navon, 1998; Aksoy et al.,
2006a, b). In the context of hydrology and ensemble-based models, the joint state-
parameter estimation is traced back to [Bras and Restrepo-Posada (1980) and Bras
and Rodriguez-Iturbe (1985)] using state augmentation technique. The state augmen-
tation technique, although very common in the engineering literature (Cox, 1964; Ho
and Whalen, 1963; Nelson and Stear, 1976; Ljung, 1979) has not often been used
in atmospheric or oceanographic applications of ensemble-based techniques (Aksoy
et al., 2006a, b). The method of parameter estimation through state augmentation
renders the smoothing problem nonlinear, and hence nonlinear smoothing techniques
such as EnKS must be employed.
The main goal of this paper is to develop an ensemble Kalman smoother (EnKS)
model to estimate surface heat fluxes and study the behavior of the model under
various hydrological conditions. To retrieve the unknowns of the model (i.e., CHN
and EF), the state vector (LST) in the EnKS model is augmented by the EF, and the
developed model is run for a number of reasonable CHN values to estimate both the
system state (land surface temperature) and EF. Finally, the CHN value for which the
misfit between estimated and observed land surface temperature is minimum and its
corresponding retrieved EF values are chosen as optimum parameters. The retrieval
procedure uses the heat diffusion equation to continuously propagate the system state
(LST). Furthermore, we use an ensemble open loop (EnOL) in which an ensemble of
realizations is propagated forward without assimilating any LST observations. The
resulting ensemble can be compared to the EnKS to see how the ensemble statistics
evolve in the absence of data assimilation. As a benchmark for the EnKS, its perfor-
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mance is compared to the VDA approach that solves the optimal smoothing problem.
The benchmark variational scheme is discussed in Chapter 2.
6.2 System Model
The core of the model is based on the surface energy balance equation:
R, - G = H + LE (6.1)
where R, is the net radiation.
The equation to calculate the net radiation is given by
Rn = (1 -- a)RI + R' - R' (6.2)
where a is the surface albedo and is set equal to 0.2. RI is the incoming solar
radiation. R1 is the downwelling thermal radiation and is given by E&UT. T is the air
temperature, o is the Stefan-Boltzmann constant, and E, is the atmospheric emissivity
which is obtained from the Idso (1981) formulation. The upwelling longwave radiation
RJ is estimated using grey body emissivity eg = 0.98 and model LST as in Ego-T4
[Caparrini et al., 2004a, Sini et al. 2008].
Sensible and latent heat fluxes can be represented based on the gradients in tem-
perature (T) and humidity (q) between the land surface and the air (subscript a)
above it;
H = pcpCHU(T - Ta) (6.3)
LE = pLCEU(q - qa) (6.4)
where c, is the specific heat of air, p the density of air, L is the latent heat of
vaporization, and U is the reference height wind speed. CH and CE are the bulk heat
transfer coefficients for heat and moisture and usually they are assumed to be equal.
The bulk heat transfer coefficients for heat (CH) principally depends on the char-
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acteristics of the landscape and atmospheric stability. The influence of atmospheric
stability on CH can be taken into account by the available stability correction func-
tions, which mainly depend on the Richardson number (Ri). Ri is an indicator of the
atmospheric stability, and can be estimated as:
Ri= ( A AzU)2 (6.5)
where AU and AO are respectively wind and potential temperature gradients across
height difference Az', and g is gravitational acceleration. For unstable atmospheric
conditions, the gradient of potential temperature is negative, which yields Ri <0. In
contrast, under stable conditions the gradient of the potential temperature is positive,
and therefore Ri > 0. Finally, when the gradient of potential temperature is zero, Ri
= 0 and atmosphere is in a neutral condition.
As mentioned earlier, the bulk heat transfer coefficient (CH) can be related to
Ri as a measure of atmospheric stability, through the stability correction functions.
These functions are mainly empirical, site-specific, and cannot be easily generalized
and applied to various sites. Furthermore, these functions need information on the
surface roughness lengths for heat and momentum, which are typically unavailable
(Louis, 1979; Byun, 1990; Launiainen, 1995; Van den Hurk and Holtslag, 1997).
Hence, such empirical functions are not employed in this study. Instead, we used the
simple stability correction function presented by Caparrini et al. (2003),
CH = f (Ri) 1 + 2(1 - elORi) (6.6)
CH N
The Caparrini et al. (2003) stability correction function is neither empirical nor
does it require information on the surface roughness lengths for heat and momen-
tum. Moreover, it has been used in a number of studies for different sites and has
performed well (e.g., Caparrini et al., 2003, 2004a, b, Crow and Kustas, 2005, Sini
et al., 2008). The value of CHN represents the bulk heat transfer coefficient under a
neutral atmospheric condition (Ri -+ 0), and is related to the effect of the land surface
characteristics on air turbulent conductivity. CHN depends on the geometry of the
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surface, varies on the scale of changing vegetation phenology (monthly) (Caparrini
et al., 2003; 2004a, b; Crow and Kustas, 2005; Sini et al., 2008), and constitutes the
first unknown of the EnKS model.
Evaporative fraction (EF) is the dimensionless fraction of available energy at the
surface that is dissipated through latent heat flux,
EF = = (6.7)
R, - G LE + H
EF is the major link between the surface energy and water balances and constitutes
the second unknown of the EnKS model. EF normally varies between 0 and 1 under
daytime convective conditions with minimal advection.
6.3 Methodological Development
The ensemble Kalman smoother assimilates LST observations into the heat diffusion
equation to retrieve surface heat fluxes. This approach is beneficial because it makes
continuous estimates of the soil state (i.e., LST) and parameter (i.e., EF) and weighs
observational error variance against model propagation noise for a statistically optimal
update of the state and parameter estimates (Galantowicz et al., 1999). The EnKS
technique consists of two parts - one that advances the soil state dynamics in time (i.e.,
heat diffusion equation), and another one that updates the state (LST) and parameter
(EF) by assimilating observations into the dynamic soil state estimate. The dynamic
model produces the soil state estimate forward in time for a time-varying atmospheric
boundary condition. At times when a measurement of LST is available, the Kalman
smoother uses the propagated state estimate and a record of the propagation steps to
adjust the state and parameters in proportion to the difference between the observed
LST and its predicted value derived from the current soil state (Galantowicz et al.,
1999).
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6.3.1 Soil State Propagation Model (Heat Diffusion Equa-
tion)
The time evolution of the land surface temperature is governed by the heat diffusion
equation in a one dimensional vertical soil column. The model produces dynamics
of land surface temperature in response to atmospheric forcing. The governing heat
diffusion equation is:
8T(z, t) a2 T(z, t) (6.8)
at (9z2
where z and t are respectively the depth and time in which land temperature (T)
is computed, p is the soil thermal conductivity, and c is the soil volumetric heat
capacity. The soil thermal conductivity (p) is a function of soil water content, texture,
mineralogical composition, porosity, and temperature (Farouki, 1986; Usowicz et al.,
2006; Chen, 2008). Similarly, soil volumetric heat capacity (c) depends on various
factors such as soil porosity and the soil organic, mineral, and water content (de Vries,
1963; Campbell, 1985).
In situ measurements of soil thermal properties (i.e., p and c) are not available
at the FIFE site during the period of our study. On the other hand, the accurate
estimation of these parameters requires a significant amount of detailed information
(e.g., soil water content, porosity, temperature, etc.) that is often inaccessible. Thus,
in this study, p and c are assumed to be constant throughout the soil column and
during the modeling period. This assumption causes errors in the soil temperature
predictions and consequently negatively affects the performance of the data assimila-
tion scheme. However, it was already shown in Chapters 2, 3, and 4 that the surface
heat fluxes can be retrieved reasonably well from the assimilation of LST into the heat
diffusion equation as long as the selected values for p and c fall within a physically
accepted range. Following Chapter 2, the soil heat conductivity (p) and volumetric
heat capacity (c) are set to 0.65 (J m- 1 OK-l s- 1) and 1.48 x 106 (J m-3 K-1) in this
study.
Applying Eq. (6.8) requires specification of boundary conditions at the top and
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bottom of the soil column. According to Hu and Islam (1995) and Hirota et al.
(2002), soil temperature at a sufficiently deep depth, 0.3-0.5 m, is almost constant.
Therefore, at the lower boundary (z 0.5 m), a Neumann boundary condition is
implemented (Eq. 6.9):
OT(z 0.5, t) = 0 (6.9)
8z
The upper boundary condition at the top of the soil column, T(z = 0, t), is
obtained from the surface boundary forcing equation, pOT(0, t)/az = -G(t). A
model error term (w) is added to the surface energy balance equation (G = R - H -
LE - w). w relates errors in model physics, parameterization, and/or forcing data and
is assumed to be zero mean with covariance C,. We also need to notice that f(Ri)
appears in the right hand-side of the surface boundary forcing equation since it is a
component of the sensible heat flux. This is particularly important because f(Ri)
is a nonlinear function of LST. To fully take into account its nonlinear effect on the
surface boundary forcing equation, f(Ri) is implemented at the same time step in
which other terms of the surface boundary forcing equation are calculated. Finally,
the Newton-Raphson approach is used to retrieve LST from the surface boundary
forcing equation.
The soil temperature, T, is found by integrating the one-dimensional heat diffusion
equation (6.8) from a starting time t = To at which an initial profile for T is specified:
T(z,To) = fi(z) (6.10)
where fi(z) represents the profile of T at the initial time, To.
Finally, in order to solve the heat diffusion equation and retrieve the system state
(land surface temperature), the heat diffusion is discretized by dividing the soil into
different layers and expressing the spatial derivatives as finite differences. In this
study, a 0.5 m soil column is modeled with 50 layers with the grid interval size,
Az = zi - zi, of 1 cm. For the ith interior layer at time step n+1, the implicit finite
difference equations have the form:
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At n1At )Tn~' AtTn+1 
-
-D _2Ti' 1 + (1 +2DA 1- Az 2 i+(611)
where the superscripts n and n +1 indicate values at consecutive time steps, i denotes
the grid node number, At = -n+1 tn is the time increment, and D = p/c is the soil
heat diffusivity. Given the half-hourly temporal resolution of meteorological forcing
data, the EnKS model was run at half-hourly time steps.
6.3.2 Ensemble Kalman Smoother
One of the two key unknowns of the EnKS model is evaporative fraction. Estimation
of evaporative fraction through the smoothing approach is an indirect procedure,
consisting of transforming the parameter estimation problem into a state estimation
problem. This is done by augmenting the system state vector by artificially defining
the unknown parameter (i.e., EF) as an additional state variable. The augmented
state vector, T, is then defined as:
[T(t) T2(t) ... TNe(t)
EF 1 (t) EF2 (t) ... EFN (t)
It is important to note that such a formulation will render the problem effectively
nonlinear regardless of whether a linear estimation model is used or otherwise. In the
EnKS, an ensemble of Ne realizations of this augmented state vector is propagated
forward in time. The ensemble size should be large enough to ensure that repeated
experiments converge on the same result (Dunne and Entekhabi, 2006). Tests in
section 5 indicate that an ensemble size of Ne = 100 is adequate.
Since the EF is known to be constant during the assimilation window, a parameter
"dynamic" equation may be formulated as (Bras and Rodriguez-Iturbe, 1985)
EF(t + 1) = EF(t) + w' (6.12)
The uncertainty in the EF is given in w', which is assumed to be normally distributed
with mean zero and covariance C' .
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At each update time t, an observation, Tb,(t), becomes available. The operator,
H, relates the true state, T, to the measured variable, Tobs(t):
Tobs(t) = HT(t) + e(t) (6.13)
where H = [1 0]. The uncertainty in the observation is given in the e(t) which is
assumed to be with mean zero and covariance R. According to Burgers et al. (1998),
each ensemble is updated with respect to a perturbed observation to ensure that the
spread of the updated ensemble is consistent with the true posterior estimation error
covariance. Therefore, an ensemble of perturbed observations is produced for a given
vector of measurements at time t (Dunne and Entekhabi, 2006):
Tobs,k (t) =Tobs(t) + Ek(t), k = 1,..., Ne (6.14)
where k represents the kth ensemble member. If the ensemble of perturbations is
collected into the matrix [y E2 - ENe the measurement error covariance
can be written as
T 1 Ne tR(t) = E_ = 1 E ) (6.15)
Ne - 1 Ne - 1k=1
The EnKS merges the forecasts of the soil temperature [state, T] with the obser-
vations (Tosb) by linearly weighting the two estimates (Eq. 6.16). -If the observation
uncertainty is higher than the forecast error variances, the update relies more heavily
on the forecast values. If the forecast model has more uncertainties associated with
it than the observations, the observations are weighted more in the update (Galan-
towicz et al. 1999). Following Evensen (2007), the so-called analysis or update (a) is
obtained by updating each ensemble individually:
1 ~ ~ ~ ~ ~
i"(t") = ik(t") + T'(t")(HT'(t))T (HC(t)H T + R)- 1 [Tobs,k (t) - Ni(t)] (6.16)
Ne - I
In the EnKS, information from the observation at update time t is used to update
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not only the augmented state estimate at that time, but also at previous times, t".
The EnKS requires only forward model runs. Implementation of the EnKS requires
that the ensemble at the prior times must be stored and be available to be updated
each time new observations become available (Dunne and Entekhabi, 2006). Each
update with a subsequent set of observations results in a change in the ensemble
mean and a reduction in variance. The primed matrix (T') indicates that the ensemble
mean has been removed from each column. C represents the error covariance of the
forecast model state (LST) and parameter (EF). The propagated covariance matrix
now contains not only a state-state covariance term, but also state-parameter cross
covariances,
U~t = 5-'-=T CT,T(t) CEF,T~t
Ne -1 Ne 1 CT,EF(t) CEF,EF(t)
The components of C(t) can be shown as follows
Ne
CT,T(t ) =Ne- ({T t)2 (6.18a)
k=1
Ne
CEF,EF(t) Ne- 1 Z(EFk(t) - EF(t))2  (6.18b)
k=1
CT,EF(t) = CEF,T(t) N- 1 (Tk(t) - T(t))(EFk(t) - EF(t)) (6.18c)
NeIk=1
where T(t) = - e 1 Tk(t), and EF(t) = el1 EFk(t)
Finally, if the terms relating to time (t) are gathered together in A(t), Eq. (6.16)
can be re-written as
T (t") = Tk(t") + 1 '(t")A(t) (6.19)
Ne - 1
The other unknown of the EnKS model is CHN. It is almost constant for a
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monthly timescale over which the vegetation phenology may be reasonably considered
as invariant (Caparrini et al., 2003, 2004a, b).
To retrieve the model unknown parameters (i.e., CHN and EF), the state vector
(LST) in the EnKS model is augmented by the EF, and the developed model is
run for a number of reasonable CHN values to estimate both the system state (land
surface temperature) and EF. Finally, the CHN value which leads to a minimum misfit
between the observed and estimated LST and the corresponding retrieved EF values
are chosen as optimum parameters. It is worth mentioning that in the first try the
system state (LST) is augmented by both of the unknown parameters. It is observed
that the model performs poorly because it allows both the EF and CHN to vary on
the same timescale. Thus, to overcome this problem the system state is augmented
only by EF.
6.3.3 Model Error and Uncertainty
An advantage of ensemble approaches is that they have great flexibility in the repre-
sentation of model error. On the other hand, because ensemble performance depends
strongly on our choice of model error parameters, we must choose them carefully.
The main sources of error in a model prediction include (1) erroneous initial condi-
tions, (2) erroneous meteorological forcing data, and (3) limitations in model physics.
Normally distributed random numbers, with zero mean and specified variance, were
generated and used to calculate error perturbations for initial conditions and mete-
orological forcing data within physically reasonable ranges when creating ensembles.
These random errors are chosen to reflect uncertainties in measurements, boundary
conditions, and propagated states.
In order to apply this approach we need to specify the probability distributions
of all random variables included in our FIFE application. The uncertain inputs for
this application are initial soil temperature in the soil column, LST, heat diffusion
coefficient, and incoming solar radiation. The unknown true initial soil temperature
will vary from the nominal, sometimes significantly. In order to account for this,
a normally distributed random fluctuation with a mean of zero and a standard de-
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viation of 2 K is added to the initial profile of soil temperature. Uncertainties in
the heat diffusion coefficient control the upper and lower limits on heat diffusivity
through the soil slab. Heat diffusivity is assigned a standard deviation equal to 0.1
m2 s1. Standard deviation for the perturbation of incoming solar radiation is set to
30 Wm-2. These numbers are based on simple order of magnitude considerations.
With all inputs fixed except the magnitudes of the standard deviations for the aug-
mented state vector variables (i.e., LST and EF), we calibrate these two remaining
variables to achieve the best possible EnKS performance. We found that the stan-
dard deviations of 3 K and 0.045 respectively for LST and EF yield the best possible
performance of the EnKS. Uncertainty in LST, incident solar radiation, initial soil
temperature profile, heat diffusion coefficient, and EF influences the estimation of
unknown parameters and thus the components of the energy balance at the surface.
In the EnKS, random values of all the inputs described above are generated for
each ensemble, and the corresponding hydrologic state is propagated over the time
intervals between measurements. The resulting ensemble reflects the uncertainty in-
troduced by input errors. In particular, the ensemble replicates span a wider range of
values and the variances of the propagated states increase, compared to the case where
model input values are held fixed at their nominal values. This increased variability
across the ensemble tends to makes the algorithm rely more on measurements and
decreases the adverse effect of model bias (Margulis and Entekhabi, 2003). Our ex-
perience with the application of the EnKS algorithm over the FIFE dataset indicates
that an ensemble of 100 replicates is sufficiently large to provide accurate estimates
of surface heat fluxes. For this reason we used an ensemble size of 100, although it
should be noted that the factors affecting the minimum number of ensembles in any
given application are not well understood.
6.4 FIFE Dataset
The First ISLSCP (International Satellite Land Surface Climatology Project) Field
Experiment (FIFE) took place in the tallgrass prairies of central Kansas during the
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summer of 1987 and 1988 (Sellers et al. 1992). It was designed to study the flows
of heat and moisture between the land surface and the atmosphere over a 15 km x
15 km region (centered near 390 N, 96.50 W). Data acquired from FIFE have been
widely used to enhance our understanding of land surface processes and to improve
the representation of the land surface and boundary layer in atmospheric models.
At the FIFE site, forcing variables and micrometeorological data were acquired
from ten Portable Automatic Meteorological (PAM) stations. LST, also referred to
as skin temperature, was measured in each station from the thermal emission of the
land surface with a downward looking radiometer. Also, surface flux measurements
were collected at 22 and 10 sites respectively in the summer of 1987 and 1988. Betts
and Ball (1998) applied range filters to collected data at each station to eliminate
erroneous data, and then intercompared the time series of all PAM stations based on
mean and standard deviation to exclude physically unrealistic data from each station.
Finally, all the station data that passed this test were used by Betts and Ball (1998) to
generate a site-averaged time series of forcing variables, LST, and micrometeorological
measurements as well as surface flux observations with a 30-min time step.
To validate the developed model with real data, it is applied to the area-averaged
observations over the 15 km x 15 km FIFE domain (Betts and Ball, 1998). It is
acknowledged that more recent single-point observations from the existing flux tower
networks (e.g., Fluxnet, EuroFlux, AmeriFlux, etc.) could be used to test the model.
However, the main purpose is then to extend the data assimilation model to use re-
mote sensing measurements and map land surface energy balance components over
large-scale domains with a computational grid size of a few kilometers. Because a
grid box in a large-scale domain represents an area average, it is necessary to vali-
date the DA model by area-averaged observations (Chen et al., 1996). It is obvious
from the above reasons that area-averaged measurements over the FIFE site offer a
valuable opportunity to validate the DA model at a scale compatible with remotely
sensed observations. Through verifying the DA model with FIFE site-averaged mea-
surements, this study provides insights into the ability of the DA scheme to estimate
surface heat fluxes over large-scale domains with grid resolutions of a few kilometers
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from remotely sensed LST observations.
The retrieval model is designed to operate with the data stream provided by
observations. The required data are LST, incoming solar radiation, air temperature,
and wind speed. For FIFE 87, we start from 28 May (148 Julian day) and integrate
the model until 31 August (243 Julian day). The assimilation period for FIFE 88 is
from Julian day 160 till 243. The assimilations are performed in 30-day blocks during
which landscape characteristics (e.g., vegetation phenology) and consequently CHN
can be assumed to be constant. The assimilations have a 15-day overlap to ensure
that the ensemble scheme has converged to the same result. The daily assimilation
window ranges from 0900 to 1600 local time when substantial energy is available for
surface turbulent flux and EF is self-preserved, i.e., constant for the day.
6.5 Results
As mentioned earlier, CHN varies on the scale of changing vegetation phenology and
can be retrieved monthly. To find the best possible value of CHN, the developed EnKS
model is run for a number of reasonable CHN values during each monthly assimilation
period. Finally, the CHN value for which the misfit between observed and estimated
LST is minimum is chosen as the optimum value. Fig. 6-1 displays LST misfit root
mean square errors (RMSEs) for a range of reasonable CHN values for FIFE 87 and
88. As indicated, the LST misfit RMSE reaches its minimum for a specific CHN value,
and therefore it gives a good basis for choosing the best possible CHN-
The retrieved CHN values for FIFE 87 and 88 are shown in Table 6-1. The range
of retrieved CHN values is comparable to those reported in the literature for several
field experiments (Stull, 1994). Also, the variation of retrieved CHN values from the
EnKS model is consistent with those of the variational model. Since the magnitudes
of CHN are obtained through a trial-and-error procedure within an EnKS framework,
they are not as precise as those of the variational scheme. Furthermore, to study
the relationship between the estimates of CHN and vegetation phenology, the LAI
values are also shown in Table 6-1. LAI is obtained from the LAI-NDVI exponential
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relationship presented by Aparicio et al. (2000), and the site average of NDVI data
provided by Hall et al. (1992) from the Landsat and SPOT satellites observations.
CHN values for FIFE 87 are generally higher and vary more among the modeling
periods relative to FIFE 88. For FIFE 87, CHN reaches its maximum in the second
period (Julian days 162-192) in which the plant phenology (i.e., LAI and biomass) is
at its peak (Hall et al., 1992; Batts and Ball, 1998). As summer evolves, vegetation
cover vanishes, and CHN decreases due to a marked dry down. Compared to 1987,
the summer of 1988 experienced a very different wetting and dry down pattern with
significant differences in vegetation phenology (Hall et al., 1992; Betts and Ball, 1988).
LAI increases slightly during the summer of 1988. As a result, we see an increasing
trend in the predicted CHN values.
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Figure 6-1: LST misfit root mean square errors for a range of reasonable CHN values for
(top) FIFE 87 and (bottom) FIFE 88.
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Table 6.1: Estimated CHN values by the EnKS model (top panel) and the variational
scheme (bottom panel), and leaf area index for FIFE 87 and 88.
FIFE 87 FIFE 88
Julian days CHN LAI Julian days CHN LAI
148- 177 9 x 103  1.7 160- 190 2x10- 3  1.2
162 - 192 16 x 10- 1.8 175 - 205 3x10-3  1.2
177- 206 13 x 10-3 1.2 190- 220 5x10-3 1.2
192- 221 6 x 10- 3  1.0 205- 235 5x10-3  1.3
207- 243 7 x 103  1.1 220- 243 6x10-3  1.4
148 - 177 9.59 x 10-3 1.7 160 - 190 2.01 X10-3 1.2
162 - 192 18.62 x 10-3 1.8 175 - 205 2.80 x10-3 1.2
177 - 206 12.32 x 10- 3  1.2 190 - 220 4.10x 10-3 1.2
192 - 221 5.87 x 10-3 1.0 205 - 235 4.31x10- 3  1.3
207 - 243 7.60 x 10-3 1.1 220 - 243 5.16 x 10- 3  1.4
Based on definition, EF is latent heat flux normalized by the total turbulent
heat fluxes, and the effects of surface turbulence emerge in both its numerator and
denominator. Therefore, the principal factor of its variability is the available soil
moisture control on latent heat flux (Sini et al., 2008). Therefore, the daily variations
in soil moisture should be reflected well in the EF estimates. Top panels in Figs.
6-2 and 6-3 show the EnKS (solid lines) and EnOL (dahsed lines) EF estimates
respectively for FIFE 87 and 88. Evaporative fraction values from measured heat
fluxes are also shown on the same figure as open circles. The retrieved EF values
from the EnKS are able to capture the rising/falling pattern of the EF obtained from
the measured fluxes, although the EnKS model does not use rainfall or soil moisture
as input. In general, LST will drop suddenly when precipitation occurs and increase
as the soil column dries out. As the EnKS estimates are constrained by the LST
observations, they capture the signature of soil moisture in the LST sequences. As
shown in the top panels of Figs. 6-2 and 6-3, EF estimates from the EnKS model
are close to the observations and they are able to track the dry down and wetting
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events much better than those of the open loop simulation. This eventually has a
significant impact on the quality of the smoother's sensible and latent heat estimates.
In the EnKS algorithm, EF has been updated through the cross covariance between
the evaporative fraction and the observed state at the surface. The reasonable EF
estimates indicate that the EnKS model is able to use the significant amount of
information contained in LST measurements in order to partition the available energy
between the turbulent heat fluxes. For EnOL, there is no constraint by the LST
observations and EF is not updated. As a result, EnOL performs poorly, especially
for the days in which the initial guess for EF is not close to the correct value. The
EnKS and EnOL estimates both use the same inputs. However, the EnKS scheme
can also take advantage of information contained in LST observations. Thus, the
outperformance of EnKS model over the open loop exhibits the value added by the
LST information.
Unlike the VDA models that yield a single deterministic solution and require
an extra procedure to provide information on the estimates of analysis error, the
EnKS scheme directly offers statistical information, which are useful for explaining
the behavior of the model and also evaluating the accuracy of its estimates. Ensemble
spread is an indicator of uncertainty in the estimates. A suitable and easy way
to quantify ensemble spread is via its standard deviation (Dunne and Entekhabi,
2006). The bottom panels in Figs. 6-2 and 6-3 show the estimation error standard
deviation of EF estimates from the EnKS (solid lines) and EnOL (dashed lines) model
respectively for FIFE 87 and 88. Unlike open loop, the EnKS model uses information
contained in LST measurements. This additional information causes the uncertainty
of EF estimates (the estimation error standard deviation) to reduce considerably. In
other words, LST measurements decrease ensemble spread, and continue to provide
a reduction in the uncertainty of EF estimates. Thus, uncertainty (estimation error
standard deviation) is consistently higher in the EnOL estimates since they are not
constrained by LST measurements. Note also that uncertainty in the EnOL shows
only a slight variation during the modeling period. In contrast, the EnKS scheme
error standard deviation demonstrates significant fluctuations during the assimilation
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period. Our aim is to find out the reason for the temporal variations in the standard
deviation of EF estimates.
The drying rate of surface is jointly controlled by external (atmospheric) factors
and land surface properties (Shokri et al., 2008). However, during the energy-limited
or first stage of evaporation in which actual latent heat flux is at or close to potential
latent heat, the drying rate is mainly controlled by atmospheric conditions, and not
the surface properties (Philip, 1957; Shokri et al., 2008, 2009). In the first stage
of evaporation, soil moisture is high enough to unlimitedly support the evaporative
demand of atmosphere. In this condition, evaporation is high, relatively constant, at
or near potential evaporation, and is not limited by surface properties. To have a
better sense of the evaporation stage, and realize whether evaporation is happening
at its first stage during the modeling period, the upper limit for EF is also displayed
in the top panel of Figs. 6-2 and 6-3 as cross symbols. The upper limit for EF,
EFpot, is retrieved with Eq. (6.7) by using the saturated humidity in Eq. (6.4) (i.e.,
q = qsat(T)):
EFpot L[qsat(T) - qa]
L[qsat(T) - qa] + cp(T - Ta)
As shown in the top panel of Fig. 6-2, in the initial period of FIFE 87 exper-
iment (especially Julian days 158-166), observed EF values (circles) are very close
to the potential evaporative fraction, EFpot, estimates (cross symbols). In this pe-
riod, the assimilation scheme performs weakly and sharp jumps are observed in the
EF retrievals since evaporation is at its first stage (i.e., controlled mainly by the
atmospheric factors), and the coupling between EF and LST observations is weak.
Therefore, estimating EF from the LST measurements becomes more uncertain and
consequently we observe higher uncertainty (estimation error standard deviation) in
EF estimates. In contrast, during the drydown period (e.g., Julian days 200-215 of
FIFE 87) the linkage of EF to LST is more vigorous, and therefore the retrieval of
EF from the LST evolution becomes less uncertain. This hypothesis can be easily
confirmed since the standard deviation of EF estimates decreases continuously as soil
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moisture reduces during the aforementioned drydown period. It is also worth men-
tioning that for very large estimates of EF, the standard deviation decreases since
most ensemble members of EF reach the upper bound (e.g., Julian days 170-173, 184,
and 189 of FIFE 87) [To have a better understanding of this behavior refer to the
top panel in Fig. 6-6]. Hence, the EnKS model not only retrieves EF values, but also
provides statistical information on the accuracy of its estimates. It also enables us
to find out the relative dependency of evaporation on the atmospheric factors and/or
surface properties under different hydrological conditions.
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Figure 6-2: (Top panel) Comparison of estimated evaporative fractions from observed heat
fluxes (circles) with those of the EnKS (solid lines) and EnOL (dashed lines) schemes for
FIFE 87, EFpot corresponding to potential evaporation are shown as crosses. (Bottom
panel) Standard deviation of EF estimates from the EnKS model.
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Figure 6-3: The same as Fig. 6-2 but for FIFE 88.
The performance of the EnKS model may be measured in a number of ways.
One of the most straightforward is to compare the estimate to the "true" state.
The upper panels in Figs. 6-4 and 6-5 compare the EnKS (solid lines), and EnOL
(lines with filled circles) schemes LSTs estimates with observations (open circles)
respectively for FIFE 87 and 88. These panels clearly indicate the improvements in
the LST estimates provided by the EnKS scheme. In other words, LST estimates
from the EnKS model are almost always closer to ground truth measurements. The
decreased misfit between the observed and EnKS predicted LST illustrates that the
EnKS model can successfully constrain the model unknown parameters (i.e., CHN and
EF) and derive the signature of relative partitioning of turbulent heat fluxes from the
evolution of LST.
The behavior of individual ensemble members during the propagation and update
steps provides useful insight about the working of the ensemble smoother. In the
EnKS scheme, at each update the ensemble replicates (and the ensemble mean) move
toward the measurement, and the ensemble spread is decreased. Unlike the ensemble
smoother, the open loop estimates are not updated and tend to move away from the
observations (Margulis et al., 2002). Therefore, smoothing significantly reduces the
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uncertainty (the estimation error standard deviation) in the LST estimates (lower
panels in Figs. 6-4 and 6-5) and finally provides better estimates of LST. Unlike the
uncertainty of EF estimates that principally depends on the coupling between LST
and EF and continuously decreases as soil becomes dry, the temporal variation of
estimation error standard deviation of LST estimates depends in a complex way on
the evaporative fraction and bulk heat transfer coefficient estimates, soil moisture,
incoming solar radiation, air temperature, wind speed, and vapor pressure, and thus
its physical interpretation is too difficult.
150 160 170 180 190 200 210 220 230 240
150 160 170 180 190 200 210 220 230 240
Julian day (1987)
Figure 6-4: (Upper panel) Comparison of estimated daily average (0900-1600 LT) land
surface temperature from EnKS (solid lines), and EnOL (lines with filled circles) with
observations (open circles) for FIFE 87. (Lower panel) The corresponding estimation error
standard deviation (std dev) of LST estimates.
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Figure 6-5: The same as Fig. 6-4 but for FIFE 88.
In order to assess the ensemble distribution of EF estimates and also further eval-
uate the dynamic evolution of the estimation error standard deviations, the box plots
for the ensemble distribution of retrieved evaporative fraction are shown in Fig. 6-6
for the wetting (top row) and dry down (bottom row) sample periods within FIFE 87
experiment. The lower and upper edges of the box indicate respectively the first and
third quartiles in the ensemble distribution, and the median position is marked within
the box. Lines extending from the box ends represent the minimum and maximum
values in the ensemble. Boxes with the thick and thin boundaries, respectively, corre-
spond to the forecast and analysis estimates. At update times, the ensembles use the
information contained in LST observations and move toward the true solution. As a
result, thin boxes are typically shorter than the thick ones. In general, the boxes are
reasonably symmetric, and therefore the ensemble distributions are Gaussian. But,
for very high and very low EF estimates, the ensemble distribution typically becomes
284
skewed (non-symmetric) due to the upper and lower bounds of EF. Although any
skewness can be fully propagated between update times of the EnKS scheme, its
update step only uses the first two moments of the distribution to characterize the
conditional forecast pdf. On the other hand, for very high and very low EF estimates
the conditional forecast pdf is typically non-symmetric, and therefore the first two
moments cannot adequately characterize it. This eventually yields suboptimal results
since the update step does not use all the information available in the ensemble (Re-
ichle et al., 2002b). To overcome this deficiency and take into account any asymmetry
at the update step, we need to use a nonlinear smoothing approach which is able to
fully handle a non-Gaussian pdf [for detailed information on the nonlinear smoothing
refer to Kitagawa (1991), and Anderson and Anderson (1999)]. Fig. 6-6 also indicates
that the estimation error standard deviation decreases (increases) as soil becomes dry
(wet) (the reason for this behavior is already explained in Figs. 6-2 and 6-3). How-
ever, for very high EF estimates, the standard deviation reduces again since most of
the ensemble members of EF reach the upper bound of 0.99. It is also worth noting
that in this study a lower bound of 0.4 is used for EF based on our knowledge of the
site climatic characteristics. This is done because the retrieval of EF depends on its
restriction to a certain bounded range. Restricting the lower bound of EF to 0.4 (as
opposed to 0.0) significantly improves the retrievability of EF during the dry down
period.
Similarly, the box plots for the ensemble distribution of LST estimates are shown
in Fig. 6-7 for the same wetting and drydown periods. Unlike the EF ensemble
distribution that becomes skewed for very high or very low EF estimates, the ensemble
distribution of retrieved LST is almost symmetric during the two sample periods since
it is not bounded by the upper and lower limits. The symmetric distribution of LST
shows that the EnKS scheme can robustly propagate LST even at the update step.
This is particularly important since the EnKS scheme derives the signature of relative
partitioning of turbulent heat fluxes from the LST, and therefore the symmetric
distribution of LST indicates a more robust retrieval of the unknown parameters of
the model. Also, as expected, the update step decreases the ensemble spread of LST
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estimates, and thus thin boxes are shorter than the thick ones.
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Figure 6-6: Statistical box plot of the ensemble distribution of retrieved evaporative frac-
tion for the wetting (top row) and drydown (bottom row) sample periods within FIFE
87 experiment. Thick and thin boxes correspond respectively to the forecast and analysis
estimates.
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Figure 6-7: The same as Fig. 6-6 but for the estimated LST.
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Besides evaluating EF and LST estimations versus observations (Figs. 6-2, 6-3,
6-4, and 6-5), we can obtain further insights on the performance of the EnKS model
by comparing the actual errors of LST and EF estimations with the forecast and
analysis error standard deviations provided internally by the EnKS scheme. Fig.
6-8 shows a comparison of LST actual, expected forecast, and analysis errors for a
few selected days (e.g., Julian days 151, 165, 170, 171, 174, 183, 186, 189, 194, 216,
226, 235) within FIFE 87. As indicated, the actual errors are almost always larger
than the corresponding forecast and analysis errors. This illustrates that the EnKS
model estimates are less than optimal, and as a result the actual errors are mostly
larger than the expected errors. Similarly, comparing the actual error of EF estimates
with the ensemble-derived analysis error for the first two modeling periods of FIFE
87 and 88 experiments (i.e., Julian days 148-192 for FIFE 87 and 160-205 for FIFE
88) shows that the quality of EF retrievals is not as good as the expectations (Fig.
6-9). In other words, the model leads to EF estimates that are suboptimal since
the error variances obtained internally by the model are consistently lower than the
corresponding actual errors. Also, for the first period of FIFE 87 the actual errors
are significantly larger than the analysis error standard deviations. This is likely
because evaporation is mainly controlled by atmospheric factors during this period
(evaporation is at its first stage), and therefore the coupling between EF and LST
measurements becomes weak (for more information, refer to Fig. 6-2). As a result,
the EnKS model produces poor estimates of EF, and thus the actual errors are much
higher than the corresponding analysis error standard deviations.
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Figure 6-8: Actual error of LST estimates (solid lines) and corresponding expected forecast
(crosses) and analysis (circles) error standard deviations for Julian days 151, 165, 170, 171,
174, 183, 186, 189, 194, 216, 226, 235.
290
C')
0.
9
0.5
09
9
I I I I I I I I I i l .
I I I I I I I l I I
|1 | I l I I i l I I I I.
I I I I I I I I I I I I
lI I I I I
I
i
n0'
FIFE 87
0.2- 0.2-0 I
0J 00.15 00% e c 0 00 0.15 - 0 0 00
o
0
o cdb oo 0 00 0 0
0.1 o0 0 0 0.1i0 0 0 00
O 
o 00
0.05 0.05
150 160 170 180 190 160 170 180 190 200
Julian day Julian day
Figure 6-9: Actual error of EF estimates (solid lines) and corresponding analysis error
standard deviations (circles) for the first two modeling periods of FIFE 87 and 88 experi-
ments.
In order to further evaluate the estimations, the normalized innovations of LST
are analyzed. Normalized innovations are obtained by dividing the difference between
the LST observations and the corresponding model estimates, [Tobsk (t) - HT(t)], by
the standard deviation term, (NC(t)HT + R)-'/'. The histogram of normalized inno-
vations provides a diagnostic tool for evaluating smoother performance, and enables
us to roughly diagnose whether the model and observations error parameters are cho-
sen properly or not (Crow, 2003; Lannoy et al., 2010). The values of normalized
innovations should have a normal distribution with the mean of zero and standard
deviation of one if the smoother's Gaussian assumption is correct (Margulis et al.,
2002; Crow, 2003). Thus, the degree of deviation of actual normalized innovations
from the ideal ones gives a measure of the performance of the smoother.
Fig. 6-10 compares the histogram of normalized innovations with the standard
normal distribution N(0,1) (zero mean and unit variance). For FIFE 87, the his-
togram of normalized innovations shows that the forecast error covariance is slightly
underestimated. The underestimated forecast error covariance leads to larger nor-
malized innovation, and thus the frequency of normalized innovations away from 0
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FIFE 88
would be slightly higher compared to the normal distribution (Reichle et al., 2002b;
Zupanski et al., 2005). As explained by Zupanski et al. (2005), the histogram is
normalized by dividing the number of normalized innovations in each bin by the total
number of normalized innovations, and thus the more abundant innovation vector
realizations away from 0 causes a smaller maximum in the histogram. The broader
histogram of normalized innovations compared to the standard normal distribution
is expected since the error variances computed internally by the smoother typically
underestimate the actual error (see Fig. 6-8). This is likely due to a combination of
factors including nonlinearities in the model, and also non-optimal measurements and
model error parameters. For FIFE 88, the figure shows a small positive bias in the
normalized innovations distribution. Such a non-zero mean is expected as the model
slightly underestimates LST (see Fig. 6-5), and consequently a slightly positively
biased normalized innovation is achieved. This likely happens due to the inexact
soil thermal properties values, and also the common assumptions [e.g., constant daily
evaporative fraction, constant monthly bulk heat transfer coefficient, etc.] used in
the model formulation.
Overall, for both FIFE 87 and 88 the histogram of normalized innovations matches
reasonably well with the normal distribution, and no significant outliers are observed.
This implies that the spread of ensembles is adequate, ensembles satisfactorily cover
the required spread range (the observations and model error parameters are selected
appropriately), the model estimates are reliable and almost near optimal, and finally
the model assumptions are correct (Zupanski et al., 2005; Hol et al., 2008; Lannoy
et al., 2010). On the other hand, the small inconsistency between the histogram of
normalized innovations and the standard normal distribution demonstrates that the
EnKS model is not truly optimal.
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Figure 6-10: Histogram of LST normalized innovations. For comparison, the probability
density of the standard normal distribution N(0,1) is shown by solid line.
While comparing the LST and EF estimates with observations (Figs. 6-2, 6-3,
6-4, and 6-5) provides a good visual test of smoother performance, the true objective
of the data assimilation algorithm is to provide estimates of land surface fluxes. The
time sequences of daily average sensible and latent heat flux estimates from the EnKS
scheme (solid lines) are compared with the observations (open circles) in Figs. 6-11
and 6-12 respectively for FIFE 87 and 88. Grey bands represent the uncertainty of
H and LE retrievals. The lower and upper bounds of the grey bands show the lower
15th and upper 85th quartiles (corresponding to minus and plus one standard devi-
ation around the mean). As shown, the EnKS estimates are in good agreement with
the observations, which suggests that EnKS is a reliable and effective approach for
flux forecasting. Remarkably, the day-to-day variations in the estimated sensible and
latent heat fluxes are consistent with those of the observations. Overall, the results
show that the assimilation of LST measurements into the EnKS model can success-
fully constrain the model unknown parameters, and efficiently partition the available
energy between the turbulent heat fluxes. Also, the uncertainty bounds mostly cover
the measurements. The uncertainty of the estimated sensible heat flux is mainly de-
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pendent on the errors in LST estimates. On the other hand, it was already stated (see
Figs. 6-4 and 6-5) that the uncertainty of LST estimates depends in a complex way
on the evaporative fraction and bulk heat transfer coefficient estimates, soil moisture,
incoming solar radiation, air temperature, wind speed, and vapor pressure. On the
basis of Eq. (6.7), the uncertainty of LE estimates depends not only on the errors
in the predicted sensible heat flux but also on the uncertainty of EF retrieval. We
anticipate the errors in LE estimates increase (decrease) as soil becomes wet (dry) be-
cause it was shown in Figs. 6-2 and 6-3 that the uncertainty of EF retrieval increases
(decreases) as soil moisture rises increases (decreases). As expected, Figs. 6-11 and
6-12 show lower uncertainty (estimation error standard deviation) in LE estimates
during the dry down periods. Finally, the measure of uncertainty indicates that on
average the estimates of H and LE are reliable within 40% and 45% for FIFE 87
experiment and 30% and 41% for FIFE 88.
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Figure 6-11: Time series of daily average (0900-1600 LT) sensible (top) and latent (bottom)
heat fluxes for FIFE 87: Observed (circles), and EnKS (black lines). Grey bands correspond
to estimates of turbulent heat fluxes plus and minus one standard deviation.
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Figure 6-12 The same as Fig. 6-11 but for FIFE 88.
Figs. 6-13 and 6-14 compare time series of half-hourly estimated sensible and la-
tent heat fluxes from ensemble smoother (red lines), and open loop (black lines) with
measurements (dots) respectively for sample blocks of experiments in FIFE 87 and
88. As shown in the experiment, open loop sensible (latent) heat flux estimates are
consistently too small (too high), while the ensemble smoother results are improved
significantly compared to those of the open loop. The EnKS estimates come reason-
ably close to the peak latent heat flux measurements on most days demonstrating
that the EnKS model is able to take advantage of the significant amount of infor-
mation contained in the sequences of LST for partitioning of available energy among
heat fluxes.
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Figure 6-13: Time sequences of measured turbulent heat fluxes (dots) and predicted values
from EnKS (red lines) and EnOL (black lines) for the fourth block of experiments in FIFE
87 (corresponding to Julian days 192-221).
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Figure 6-14: The same as Fig. 6-13 but for the fifth block of experiments in FIFE 88
(corresponding to Julian days 220-250).
The daily average surface heat flux estimates from the EnKS are compared with
those of the EnOL in Figs. 6-15 and 6-16 respectively for FIFE 87 and 88. The
EnKS algorithm and open loop estimates both rely on the same inputs, which are
in all likelihood, imperfect. However, the EnKS algorithm can also benefit from
information contained in LST measurements. Improvements in the performance of
smoother estimates over open loop results demonstrate (1) the LST variations contain
a significant amount of information for the partitioning of available energy among the
surface heat fluxes, and (2) the EnKS can effectively extract and use that information
to retrieve surface heat fluxes. The smoother estimates are far superior to the open
loop estimates, which continue to underestimate sensible and overestimate latent
heat flux. The poor performance of the EnOL shows that the ancillary data alone
(air temperature and humidity, wind speed, and incoming solar radiation) cannot
estimate surface heat fluxes, and the value added by the LST information has a
vital role on the model performance. Overall, improvements in the smoother results
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confirm that LST measurements provide a very useful supplement to the forcing data.
The performance of the EnKS is compared with that of the variational model
(presented in Chapter 2) in Figs. 6-15 and 6-16 respectively for FIFE 87 and 88.
The benchmark variational approach solved the weak-constraint optimal smoothing
problem over a specified time period. The state and measurement equations used
in the optimal smoother model are identical to those used in the EnKS experiment.
The conceptual difference between the variational optimal smoother and the EnKS
are (1) the variational optimal smoother assimilates asynchronous observations (i.e.,
past and future measurements) to retrieve the unknowns at any time t within the
assimilation window, whereas the EnKS utilizes only past observations till time t,
(2) the performance of the EnKS is strongly dependent on the ensemble size and
converges to an optimal solution only if its ensemble size is sufficiently large, and
(3) the variational approach is designed to estimate the conditional mode, while
the EnKS estimates an approximation to the conditional mean (McLaughlin and
Townley, 1996). The performance of the variational optimal smoother is not affected
by sampling considerations. Moreover, it uses more data than the EnKS (except at the
final measurement time). The effects of nonlinearities and non-Gaussian estimation
errors are significantly diminished by comparing the EnKS and variational estimates
when the number of ensemble members is large and both models have used all the
information (at the final measurement time) (Reichle et al. 2002a).
As indicated in Figs. 6-15 and 6-16, the estimates of surface heat fluxes from the
variational optimal smoother are closer to the observations than those of the EnKS
model. The outperformance of the optimal smoother can be attributed to two fac-
tors: (1) the ensemble size, and (2) the magnitude of the model and observation error
variance. The limited number of ensemble members generates sampling error, which
consequently weakens the performance of the EnKS. To eliminate this deficiency, the
EnKS estimates of heat fluxes (Figs. 6-15 and 6-16) are obtained with a sufficiently
large ensemble size of 100 (it will be shown later in Fig. 6-21 that the performance
of the EnKS scheme improves only very slightly by increasing the number of ensem-
ble members to more than 100). Thus, the performance of the variational optimal
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smoother scheme is superior to that of the EnKS model even if very large ensemble
members are used. Since the effect of finite ensemble size on the EnKS estimates is
already diminished considerably, the only remaining factor is the magnitude of the
model and observation error variances. The model and observation error parameters
significantly influence the quality of the assimilation products, and the estimation
error rises as the input error parameters depart from their true values (Reichle et al.
2008b). Having this in mind, it is apparent that the main problem in the application
of the EnKS to the retrieval of surface heat fluxes is the poorly known uncertain-
ties of the model and observations. As mentioned in Section 6.3.3, the model and
observation error parameters in this research are calibrated by running the EnKS
model for a limited set of input error parameters and then selecting the parameter
set associated with the best possible performance of the EnKS. Since in this study
the error parameters are retrieved based on only a few experiments, they may not
be the optimum values and may therefore yield suboptimal results. That is why the
results of the variational optimal smoother are superior to those of the EnKS model.
All of these results and the underperformance of the EnKS model are consistent with
our findings from Figs. 6-8, 6-9, and 6-10.
Since we have used a four-dimensional variational approach to benchmark the
performance of the EnKS, it is reasonable to ask how the two methods are likely
to compare in an operational setting. The EnKS model and the variational optimal
smoother each have distinctive features that can be expected to apply over a range
of different problems. The EnKS approach is easy to use in forecasting applications
because measurements are processed as they become available. Reinitialization of
the EnKS algorithm not only at measurement times, but also at previous times is an
inherent part of the EnKS and does not require any special treatment. There is no
need to compute adjoint models or derivatives. Such flexibility offers many practical
advantages and makes it feasible to develop a useful data assimilation algorithm in a
relatively short time. The EnKS model is able to easily incorporate different forms
of the model error. Such errors can be additive, multiplicative, or state dependent.
In contrast, the variational model offers less flexibility in incorporating model error
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since errors other than the additive errors usually make the scheme complicated and
significantly -increase its computational burden (Reichle, 2002a). The EnKS offers
statistical information, which is useful for assessing the accuracy of its estimates and
analyzing the behavior of the model under various hydrological conditions, while such
information is not directly available from the variational approach.
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Figure 6-15: Scatterplot of daily average (0900-1600 LT assimilation window) modeled ver-
sus measured sensible and latent heat fluxes for (top) EnKS , (middle) EnOL and (bottom)
the variational scheme presented in Chapter 2.
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Figure 6-16: The same as Fig. 6-15 but for FIFE 88.
While, we have mainly focused on the magnitude of turbulent heat fluxes, the
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diurnal cycle of retrieved surface heat fluxes also provides a powerful test of model
robustness. The retrieved diurnal cycles from the EnKS, EnOL and the variational
model (Chapter 2) are illustrated in Fig. 6-17. The averaged diurnal cycle of measured
net radiation as well as sensible, latent, and ground heat fluxes are also shown on
the same figure as symbols. The important conclusion from Fig. 6-17 is that the
relative magnitude and phase of estimated surface heat fluxes from the EnKS model
are close and comparable to the observations as well as those resulting from the
variational scheme. The EnOL algorithm does not use the information in the LST
observations, and therefore performs poorly by underestimating sensible heat flux and
overestimating latent heat flux. In contrast, the smoother model, which benefits from
the LST measurements, performs significantly better than the open loop scheme.
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Figure 6-17: Diurnal cycles of surface heat fluxes from EnKS (solid lines), EnOL (lines
with filled circles), the variational model (dashed line), and measurements (symbols). Both
plots are shadowed outside the assimilation window (0900-1600 LT).
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In addition to the general advantages of the EnKS model over the VDA approach
(e.g., directly producing estimates of the uncertainty in the assimilation products, no
need to the development and maintenance of an adjoint model, etc.), the EnKS can
fully take into account the nonlinear dependence of f(Ri) on LST. In other words, in
contrast to the VDA model where LST at the previous time step is used to compute
f(Ri), the EnKS model is capable of computing f(Ri) using the LST estimates at
the same time step and not the ones retrieved at the prior step. This motivated
us to find out how this advantage affects the estimations. For this purpose, a twin
experiment is conducted in which the EnKS model is integrated, but with f(Ri) that
is computed from the prior step estimates of LST. In fact, the twin experiment allows
to test the effect of inaccurately specified f(Ri) values on the model estimations,
and enables us to understand to what extent this benefit of the EnKS model over
the VDA approach impacts the results. Fig. 6-18 compares the mean diurnal cycle
of f(Ri) obtained from the LST observation, main EnKS scheme and twin experi-
ment. At the very first time step of the assimilation interval (i.e., 0900 LT), both the
main EnKS scheme and twin experiment use observed LST, and thus yield identical
values of f(Ri). For other time steps, the diurnal cycles of f(Ri) derived from the
main EnKS model and twin experiments deviate from each other since they use LST
estimates at different time steps. As expected, the original EnKS scheme f(Ri) esti-
mates are closer to observations than those of the twin experiment, and therefore the
main EnKS model can more accurately take into account the effect of atmospheric
instability on model products. Also, the EnKS model f(Ri) estimates are typically
lower than those retrieved from LST observations. This happens because the model
slightly underestimates LST, which causes modeled f(Ri) values to be less than those
retrieved from LST observations.
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Figure 6-18: Mean diurnal cycle of f(Ri) retrieved from the LST observation, original
EnKS scheme and twin experiment.
The twin experiment integrates the model over the same time period, and with
the same input data and model parameters. Therefore, any difference in the original
EnKS model and twin experiment estimates can be attributed to the different f(Ri)
treatments. The EnKS model and twin experiment estimates of EF, H, and LE are
shown versus observations respectively in the top, middle, and bottom row of Fig.
6-19. This comparison is implemented to find out how different treatments of f(Ri)
affect the estimations. As shown, both the original EnKS scheme and twin experi-
ment estimates are very close and in satisfactory agreement with the measurements,
with the scatter mainly falling around the 1:1 line. To further evaluate the results
obtained from various treatments of f(Ri), the RMSE of half-hourly and daily aver-
age sensible and latent heat flux estimates from the original EnKS model and twin
experiment are compared in Table. 6.2. The comparison shows that the outcomes of
the original EnKS model are slightly superior to those of the twin experiment. The
outperformance of EnKS model is due to its ability to fully take into account the
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nonlinear dependence of f(Ri) on LST, while the twin experiment fails to do so. In
other words, the main EnKS model represents reality better and takes into account
the effect of atmospheric instability on estimations more accurately.
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Table 6.2: Comparing the performance of original EnKS model with twin experiment.
Different studies H (Wm-2 ) LE (Wm-2 )
half-hourly daily half-hourly daily
Original EnKS 45.1 34.1 91.4 65.6
Twin Experiment 45.6 36.4 92.2 67.7
Original EnKS 50.2 33.9 102.6 77.9
Twin Experiment 54.3 35.2 108.8 77.2
Although it was already shown in Fig. 6-19 that the twin experiment estimations
are very close to those of the original EnKS scheme, herein the discrepancy between
their outcomes is further investigated. To do so, the relative difference (RDH) between
sensible heat flux estimates from the EnKS model (HEnKS) and the twin experiment
(HTWin) is computed via:
RDH HEnKs - HTwin I x 100 (6.21)
HEnKS
Similarly, the relative difference of LE estimates (RDLE) from the main EnKS model
(LEEnKS) and twin experiment (LETwin) is obtained through,
RDLE = |LEEnKS - LETwin| x 100 (6.22)LEEnKS
Fig. 6-20 shows RDH and RDLE values obtained from the above equations for both
FIFE 87 and 88. As indicated, for 95% of days within the FIFE 87 experiment, the
computed RDH and RDLE values are less than 15%. Also, for the whole period of the
FIFE 88 experiment, maximum values of RD, and RDLE reach only 15%. Overall,
Fig. 6-20 indicates that for most days within FIFE 87 and 88 the relative difference
of turbulent heat fluxes estimates from the original EnKS model and twin experiment
is so low (i.e., less than 10%). This implies that the main EnKS model that fully
accounts for the nonlinear dependence of f (Ri) on LST only slightly modifies the
estimations.
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Figure 6-20: Relative difference of H and LE estimates from the EnKS model and twin
experiment for (top) FIFE 87, and (bottom) FIFE 88.
The limited number of ensemble members causes sampling error in the measure-
ment and forecast error covariance terms and consequently weakens the performance
of the EnKS model. Lorenc (2003) showed that the sampling error of the covariance
terms decreases by increasing the ensemble size. Therefore, a greater ensemble size
yields a more accurate estimate of covariance terms. Also, for a small ensemble size,
the spread among the ensemble members decreases too rapidly after each update.
This yields the ensembles with a very small covariance and finally causes the EnKS
divergence (Li, 2008). Thus, it is useful to consider how the EnKS estimates converge
to the true state as the ensemble size increases.
Statistically, a greater number of ensemble members results in an ensemble mean
and covariance that are closer to reality. Hence, it is desirable to examine the effect of
the ensemble size on the estimation errors. Even under ideal conditions for application
of the EnKS (i.e. linear model, mean zero Gaussian observation and state errors), it
will converge to an optimal solution only when the size of the ensemble is sufficiently
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large, because for a small ensemble size it significantly suffers from the sampling error
in the covariance estimate (Crow and Wood, 2003). On the other hand, by increasing
the ensemble size the computational cost increases. As a result, it is desirable to use
the minimum number of ensemble members while still obtaining satisfactory results.
Also, it is important to quantify the benefits of enhanced EnKS performance, realized
with increased ensemble size, in the context of the additional computational costs.
Therefore, an assimilation experiment is undertaken to determine the minimum num-
ber of ensemble members required to achieve optimal results from application of the
EnKS. Assimilation over the experiment period was performed separately using six
different ensemble sizes - 3, 5, 10, 50, 100, and 150 members. RMSE values were
calculated between LST, H, and LE from observations and from assimilation runs
performed with each ensemble size. Fig. 6-21 shows the RMSE values of estima-
tion against the number of ensemble members. While the algorithms clearly improve
model predictions with increasing ensemble size, very little improvement is seen when
increasing ensemble size between 100 and 150. This suggests that, for ensemble sizes
> 100, alternative error sources (e.g. model nonlinearity, measurement biases, non-
Gaussian error distributions) play a larger role than the errors arising from finite
ensemble sizes (Crow and Wood, 2003). As the declination in RMSE was minimal for
more than 100 ensembles, an ensemble size of 100 members was chosen as adequate.
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and LE (third row) for different ensemble sizes.
6.6 Conclusions
In this paper, an EnKS model is developed to estimate surface heat fluxes from the
sequences of land surface temperature. The formulation of the EnKS is based mainly
on the discretized diffusion equation of heat transfer through the soil column. The
heat diffusion dynamic model produces the soil state estimate forward in time for
a time-varying atmospheric boundary condition. LST observations are used as they
become available to update the ensemble at prior estimation times in addition to the
current forecast ensemble.
The unknown parameters that are subjected to control during the estimation
procedure include neutral bulk transfer coefficient (CHN) and evaporative fraction
(EF). CHN is assumed to be closely related to the dominant vegetation cover and
therefore is static over monthly timescale of vegetation phenology. EF varies from
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day-to-day, but it is almost constant for near-peak radiation hours on days without
precipitation. To estimate CHN and EF, the EnKS state vector (LST) is augmented
by EF, and then the model is run for a number of reasonable CHN values to estimate
both the system state (LST) and parameter (EF). Finally, the CHN value for which
the misfit between estimated and observed LST is minimum and its corresponding
estimated EF values are chosen as optimum parameters.
Application of the EnKS model to the FIFE dataset shows that the day-to-day
variations in the estimated daily evaporative fraction are remarkably consistent with
the rainfall and dry down events, even though no information on the soil moisture
dynamics and precipitation events is used within the assimilation model. This demon-
strates that the EnKS is a viable technique, which is able to effectively extract and
use information on the partitioning of available energy from LST measurements. Un-
like the VDA models that yield a single deterministic solution and require an extra
procedure to provide information on the estimates of analysis error, the EnKS model
provides important statistical information for analyzing the behavior of the model
under different hydrological conditions and evaluating the accuracy of its estimates.
The results show that the temporal variation of the estimation error variances of EF
estimates is mainly governed by wetting and drying events with low variances dur-
ing dry down and high variances when the soil is wet. However, for very high EF
estimates the variances decrease again because most of the ensemble members of EF
reach the upper bound. As soil moisture increases, the coupling between EF and
LST becomes weaker, and the retrieval of EF from LST will be more uncertain (i.e.,
standard deviation rises). In contrast, during the drydown period the evaporation
rate is controlled significantly by surface properties, and therefore the uncertainty
of EF estimates from LST decreases. Unlike the uncertainty of EF retrievals that
is mainly controlled by soil moisture, the dynamic evolution of the estimation error
standard deviation of LST estimates depends in a complex way on a multitude of
factors including EF and CHN estimates, soil moisture, incoming solar radiation, and
micrometeorological data.
Comparison of predicted turbulent heat fluxes with observations over the FIFE
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site has shown that the EnKS model can partition the available energy between the
turbulent heat fluxes reasonably well, and effectively captures their temporal variabil-
ity. Also, it is shown that the diurnal cycles of retrieved and observed heat fluxes are
comparable in terms of both phase and magnitude. Moreover, the tradeoff between
ensemble size and estimation accuracy is quantified. We found that with relatively
few ensemble members, the EnKS yields reasonable estimates. For a relatively small
ensemble size of 5 (or 10; or 50; or 100; or 150), the actual errors in latent heat flux
decrease by 36% (or 42%; or 45%;or 49%; or 49%) from the value obtained with the
ensemble size of 3.
To further evaluate the performance of the EnKS model, the actual error of EF
and LST estimates are compared with the ensemble-derived forecast and analysis er-
ror variances. It is observed that the actual errors are consistently larger than the
corresponding error variances obtained internally by the EnKS model. This illustrates
that the EnKS scheme is suboptimal. However, the degree of suboptimality is small
since the results of the EnKS model are roughly comparable to those of the varia-
tional optimal smoother scheme. The suboptimality of the EnKS model is mainly
attributed to the inherently uncertain input error parameters because as the input
error parameters deviate from their true value, the assimilation estimates degrade. In
this research, the input error parameters are calibrated by running the EnKS model
for a limited set of input error parameters, and then picking the parameter set for
which the best performance of the EnKS is achieved. Since the input error parame-
ters are obtained herein based on only a few assimilation experiments, they may not
be the best choices of model and observation error parameters, and consequently we
would not be surprised if the EnKS model yields suboptimal results.
Although the EnKS model cannot perform as robustly as the variational approach
due mainly to its uncertain error parameters, it has a number of advantages over the
variational scheme. One of the most attractive features of the EnKS is its flexibility,
which allows incorporating different forms of the model error. Also, it does not need
to compute derivatives or adjoint models. Clients can easily trade off computational
burden and estimation accuracy by changing the ensemble size. The EnKS model can
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be constructed and tested in a relatively short time. The ensemble smoother's ease of
use is a result of its structure. The EnKS offers statistical information, which is useful
for assessing the accuracy of its estimates and analyzing the behavior of the model
under various hydrological conditions, while such information is not directly available
from the variational approach. All of these advantages make the EnKS approach an
attractive candidate for operational hydrologic data assimilation applications.
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Chapter 7
Conclusions
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7.1 Summary of Original Contributions
Many studies have used the sequences of land surface temperature (LST) measure-
ments to partition available energy among the components of the surface energy
balance equation. Thus, in Chapter 2 a stability analysis is performed to disclose
why LST variations contain a significant amount of information for the partitioning
of available energy among the surface heat fluxes. The stability analysis derived the
signature of relative partitioning of fluxes from the LST variations and enabled us to
assess the relative efficiency of land surface energy balance components at different
air temperatures and other hydrological conditions.
The results of the stability analysis indicate that the efficiency of latent heat
flux varies considerably with air temperature. If the soil does not exert control or
resistance on evaporation, latent heat flux varies from one of the least efficient fluxes
(at air temperature of -5 0C) to the most efficient one (at air temperature of 7 0 C). It
is shown that the rapid increase of latent heat flux efficiency over only a limited air
temperature range is because the saturated specific humidity increases non-linearly
with air temperature.
In addition to the air temperature, the soil moisture also significantly controls the
efficiency of latent heat flux. In general, the latent heat flux efficiency increases with
an increase in soil moisture. However, it is found that at higher air temperatures, the
efficiency of latent heat flux increases more rapidly by increasing soil moisture. This
occurs because at higher air temperatures there is more potential for evaporation
when soil moisture increases.
When the turbulence is suppressed, ground heat flux and to a lesser extent out-
going longwave radiation take over as the principal land surface cooling mechanisms.
In summary, Chapter 2: (1) discloses the primary role of LST in the retrieval of sur-
face heat fluxes, and therefore motivates us to assimilate LST into a robust dynamic
model of soil temperature (i.e., heat diffusion equation) instead of a simplified one
(i.e., force-restore equation); (2) provides insights on the relative efficiency of surface
heat fluxes at various air temperatures and other hydrologic conditions.
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In Chapter 3 the variational data assimilation (VDA) scheme developed by Ca-
parrini et al. (2004a) has been significantly augmented by employing the heat diffusion
equation as a constraint instead of the more simplistic force-restore equation. The
force-restore equation assumes that the surface forcing has a principal frequency in
time. Moreover, its performance is strongly vulnerable to the inaccurate deep soil
temperature values. Fortunately, the heat diffusion equation does not have any of
the aforementioned deficiencies and is able to strongly capture the surface processes
contributing to the LST dynamics. In this chapter, LST measurements are assimi-
lated into the heat diffusion equation within both the combined source (CS) and dual
source (DS) VDA schemes.
The CS model treats the LST measurements as the effective temperature of a
mixed soil-vegetation medium. In contrast, the DS scheme separates the contribution
of soil and vegetation to the LST and surface heat fluxes. The unknown parameters of
the developed CS scheme are neutral heat transfer coefficient (CHN) and evaporative
fraction (EF; the ratio of latent heat flux to the sum of the latent and sensible heat
fluxes). Similarly, the unknowns of the DS formulation are CHN and evaporative
fractions for soil (EF8 ) and canopy (EFc). Both the CS and DS models are applied
to the FIFE dataset. Also, the performance of the CS model is compared to the
Caparrini et al. (2004a) CS scheme in which the force-restore equation is used as a
constraint.
Results show that the use of the heat diffusion equation in lieu of the force-restore
approximation reduces the phase errors associated with the ground heat flux diurnal
cycle, and improves the estimates of evaporative fraction and surface heat fluxes.
Remarkably, the CS scheme EF estimates show characteristic response to wetting
and dry down events, although no information on soil moisture and rainfall are used
in the assimilation scheme. Similarly, the DS estimated daily evaporative fractions for
soil and canopy follow the same rising/falling trend consistent with the daily rainfall
pattern. Also, the soil evaporative fraction displays more fluctuations compared to the
canopy evaporative fraction. This happens because canopies (through transpiration)
draw moisture via root uptake from the deeper soil layers, which have significantly
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less fluctuations relative to the surface soil moisture. The CS scheme results are then
compared to those of the DS model. It is found that the DS scheme decreases the
phase error between the retrieval-based and site-based ground heat flux diurnal cycles
more than the CS model, and provides better estimates of surface heat fluxes.
Finally, this chapter further advances the VDA model by providing a framework
to deal with the measurement and model errors. To account for these errors, a model
error term is included in the surface energy balance (SEB) equation and a variational
system with model uncertainty is developed. Synthetic tests are performed by adding
artificially generated noise to the SEB equation, and examining whether the VDA
system with model uncertainty is able to identify and absorb those errors. In the first
(second) synthetic test, normally distributed noise with positive (negative) mean is
added to the SEB equation. The results show that the model error term increases and
decreases respectively in the first and second synthetic experiments to capture the
added noise and balance the SEB equation. Finally, in the last synthetic test, noise
with normal distribution and positive mean is added to the surface energy balance
only on particular days. It is observed that the model error term is increased to
capture the introduced errors only on days with additive error in the SEB.
In Chapter 4 the CS and DS variational frameworks with the inclusion of the heat
diffusion equation are implemented over the Southern Great Plain (SGP) domain, us-
ing LST maps obtained from three satellite sensors: Advanced Very High Resolution
Radiometer (AVHRR), the Special Sensor Microwave/Imager (SSM/I) and Geosta-
tionary Operational Environment Satellite (GOES). Minimization of LST forecast
misfits against observations is used to estimate the unknown parameters of the CS
(i.e., CHN and EF) and DS (i.e., CHN, EFe, and EFe) schemes. Remarkably, spatial
patterns of the CS and DS retrieved CHN values are consistent with those of the
normalized difference vegetation index (NDVI) maps. This is an important achieve-
ment, especially for the CS model, since it does not use vegetation index information.
Scatterplot of CHN estimates from the DS scheme versus those of the CS model indi-
cates that the two schemes yield very close values of CHN for pixels with low NDVI
values. However, as NDVI rises, the discrepancy between the CS and DS schemes'
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CHN estimates increases. This occurs because for low NDVI values the CS model is
able to represent the physics of the problem almost as accurately as the DS model.
However, for pixels with higher NDVI values, canopy plays a more important role
in describing the physics of the problem, and therefore the parsimonious CS scheme
cannot model the reality as robustly as the DS scheme.
The retrieved soil evaporative fraction (EF8 ) maps are then compared with the
Electronically Scanned Thinned Array Radiometer (ESTAR) derived surface soil
moisture values. Soil moisture is the principal factor controlling soil evaporative
fraction, and therefore any emergent spatial pattern in the soil evaporative fraction
and any similarities to the spatial patterns of soil moisture can be interpreted as a
partial test of estimation realism. It is observed that for days in which adequate
remotely sensed LST measurements are available, the spatial patterns of soil evapo-
rative fraction are consistent with those of soil moisture. On days with inadequate
remotely sensed LST, the retrieved soil evaporative fraction values are poor since they
cannot be updated via the LST observations.
Also in Chapter 4, the way that the soil and canopy evaporative fractions vary
with soil moisture for different LAI classes (i.e., LAI<1 and 1<LAI<2) is investi-
gated. Findings show that the LAI values significantly affect the rate of increase of
EFc with soil moisture. For high (low) LAI values, EFc increases sharply (slightly)
as soil becomes more saturated. This result occurs because the denser vegetation
cover can transpire water faster than the sparse canopy as soil moisture increases.
In contrast, the increasing rate of EF, with soil moisture is independent of LAI val-
ues. However, at a given surface soil moisture value, EF, estimates over the densely
vegetated areas are higher than those of the sparsely vegetated regions. A denser
canopy cover decreases the soil temperature, and consequently soil sensible heat flux
due to increasing shadow. As a result, a denser vegetation cover leads to higher EF,
values. Moreover, we explored how different vegetation types (i.e., forest and shrub
and grassland) affect the EF,-soil moisture and EFc-soil moisture relationships. It is
found that the EFc of shrubs and grasses rises less than that of forest as soil becomes
wet. This happens because the comparatively weak and shallow roots of shrubs and
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grasses cannot draw moisture from the soil as robustly as the strong and deep roots
of forest. Unlike EFe, EF, estimates for both vegetation types increase with nearly
the same rate as soil moisture increases. Also, the higher vegetation density in forest
causes its EF, estimates to be larger than those of shrub and grassland.
Although the retrieval of soil and canopy evaporative fractions has offered invalu-
able hydrological information, the true objective of the data assimilation algorithm is
to provide estimates of land surface fluxes. The retrieved turbulent heat fluxes maps
indicate that the CS and DS estimates of sensible and latent heat fluxes are compa-
rable in spatial patterns, in seasonal evolution and in magnitude. Also, comparing
the results of developed DS model with those of the Caparrini et al. (2004b) DS
scheme shows that utilizing the heat diffusion equation instead of the force-restore
approximation decreases the LST measurement and model estimate misfits, reduces
the phase error between the observed and estimated ground heat flux diurnal cycles,
and improves the surface heat fluxes retrieval. Moreover, it is shown that the daily
averaged estimates of turbulent heat fluxes at the El Reno site fall within the range of
in situ flux measurements, and thus the VDA approach provides a reliable framework
for the retrieval of surface heat fluxes.
Despite the robust performance of the developed model over the SGP domain,
it still suffers from the simplistic parameterizations (e.g., constant daily EF, con-
stant monthly CHN, etc.). The parsimonious parameterizations produce errors in
the retrieval of LST dynamics, and consequently causes the model to underestimate
(overestimate) net radiation over densely (sparsely) vegetated areas. Besides the
aforementioned structural model deficiencies, the noisy observations as well as para-
metric model errors lead to erroneous results. Thus, Chapter 4 has further augmented
the VDA approach by adding a model error term to the SEB equation, and developing
a VDA system with model uncertainty in order to account for the model and mea-
surement errors. The application of the VDA system with model uncertainty over the
SGP site indicates that the model error term can effectively increase (decrease) over
the sparsely (densely) vegetated areas to capture the overestimated (underestimated)
net radiation and balance the SEB equation. This indicates that the developed model
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can effectively capture the structural model errors that arise due to the simplistic pa-
rameterizations.
It has long been recognized that the dynamics of vegetation play an important
role in partitioning available energy among surface heat fluxes. In spite of this, the
existing VDA models (e.g., Castelli et al., 1999; Boni et al., 2000, 2001; Caparrini
et al. 2003, 2004a, b; Sini et al. 2008; Campo et al., 2009) have not been coupled
with a vegetation dynamics model (VDM). Only in some of them LAI is used as
an input parameter. Coupling with a VDM is advantageous over using LAI as an
input since it not only accounts for changes in vegetation dynamics (e.g., LAI dy-
namics) but also can retrieve the key unknown parameter(s) of a VDM, which may
be difficult and costly to obtain from in situ measurements. However, this coupling
is not straightforward because the VDMs are generally not well-suited for large-scale
applications. The deficiency of VDMs is typically attributed to the high temporal
and spatial variability of their environmental input variables and also the uncertainty
in their vegetation type-specific parameters. Chapter 5 overcomes these two main
deficiencies and augments the available VDA models in two major directions.
First, it couples the SEB equation with the VDM through the linkage between
transpiration and photosynthesis so that the retrieved transpiration from the SEB
equation could be used as the main environmental input variable of the VDM. The
coupling eliminates our need to obtain VDMs environmental input variables such
as soil moisture and photosynthetically active radiation (PAR) and also allows the
VDM and SEB to operate in an adaptive and functional way. Second, this chapter
assimilates remotely sensed fraction of photosynthetically active radiation absorbed
by vegetation (FPAR) observations into the VDM to constrain its main vegetation
type-specific unknown parameter, specific leaf area (cg), and retrieve LAI dynamics
over large-scale domains. Thus, assimilating FPAR observations bridges the gap
between the local-scale VDM and its application over large-scale domains. Similar to
Chapters 3 and 4, the other unknown model parameters (i.e., CHN, EF8, and EFe)
are retrieved by assimilating remotely sensed LST into the heat diffusion equation.
The model implementation over the Gourma site in Mali shows that the VDA
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model can efficiently use the remotely sensed FPAR observations to constrain the
main unknown parameter of the VDM, cg, and successfully retrieve LAI values over
large-scale domains, which would not be possible from the VDM alone. In addition
to the retrieval of LAI, assimilating FPAR data into the VDM provides cg estimates.
Specific leaf area, a measure of leaf thickness, has a vital role in plant and leaf
functioning and also explaining the variation in plant relative growth rate, but its
measurement over large-scale areas is impractical. This study advances the literature
by providing the estimates of specific leaf area over large domains.
We have also evaluated the relationship between c9 estimates and the influential
environmental variables (e.g., precipitation, air temperature and solar radiation).
Remarkably, the spatial variations in cg are consistent with those of the precipitation
field although no information on precipitation or soil moisture are provided to the
assimilation system. During the monsoon season, cg values in the more humid and wet
southern part of the domain increase compared to the north. This happens because
cg is strongly and negatively correlated to leaf thickness, and leaf thickness increases
(i.e., cg decreases) by reducing rainfall since thick leaves provide extra structural
strength and show more resistance against wilting. Moreover, it is found that the
adaptive modification of leaf thickness to solar radiation and air temperature causes
c9 to be negatively correlated to these two climatic variables. All of these findings are
consistent with the literature, and thus reflect the estimation realism. Besides the
reasonable variation of c9 estimates with the influential climatic variables, the range
of retrieved c9 values (0.006-0.015 m2 gr DM-1) is also comparable with the reported
values in the literature.
The patterns in the other estimated parameter, CHN, resemble the patterns of
corresponding LAI maps although no explicit information on vegetation cover is used
in the model. A relationship between CHN and LAI is also derived, which provides
insight on how CHN varies with the amount of vegetation cover. The retrieved CHN-
LAI relationship enables future VDA studies to define CHN as a function of LAI
instead of assuming CHN to be constant in each monthly period.
As a further test of the robustness of the VDA model, estimates of EF, are com-
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pared with the Advanced Microwave Scanning Radiometer on Earth Observing Sys-
tem (AMSR-E) derived surface soil moisture, the main factor controlling EF8 . It is
observed that on days in which adequate LST observations are available, EF, values
can be updated efficiently and the patterns of estimated EF, maps are consistent with
those of surface soil moisture. In contrast, the prior spatially uniform values of EF,
cannot be constrained efficiently on days with inadequate LST data, and therefore
their estimations are poor. Also, the daily variations of EF, and EFc estimates are
compared with the daily rainfall at the Agoufou site. Remarkably, the dynamic evolu-
tions of the EF8 and EFc estimates show consistency with the wetting and dry down
events, even though the no information on rainfall is provided to the assimilation
model.
Finally, the EF estimates are correlated to the LAI values for both dry and wet
days (i.e., low and high near-surface soil moisture conditions), in order to evaluate the
impact of vegetation cover on the partitioning of available energy among turbulent
heat fluxes in different hydrological conditions. On dry days, soil evaporation is
negligible, and hence canopy transpiration is the dominant mechanism regulating
evaporative fraction. As a result, a significant correlation is found between EF and
LAI. The loss of sensitivity of EF to LAI starts with the increase of near-surface soil
moisture, since at this point the canopy transpiration will not be the dominant term
any more, and soil evaporation shows its impact on EF.
Chapters 3, 4, and 5 mainly rely on the VDA approaches to estimate surface heat
fluxes. The variational schemes require adjoint models' development and mainte-
nance, which can be hard and time consuming. Also, it is computationally burden-
some to calculate the background-error covariance for the variational models. Further,
the variational approaches yield a single deterministic solution, and are not able to
directly provide information on the accuracy of their estimates. Thus, in Chapter
6 an Ensemble Kalman Smoother (EnKS) model, which has none of the aforemen-
tioned deficiencies, is developed as an alternative to the VDA scheme. The EnKS
scheme assimilates LST observations into the heat diffusion equation to estimate the
model's unknown parameters (1.e., EF and CHN) and surface heat fluxes. To retrieve
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the unknown parameters, we have augmented the EnKS state vector (LST) by EF.
Thereafter, the augmented model is run for several reasonable values of CHN. Finally,
the CHN estimate that leads to the minimum misfit between LST measurements and
model estimates, and its corresponding retrieved EF values, are picked as the optimal
values.
The developed model is tested over the FIFE site-averaged dataset. The results
show that the daily EF estimates are consistent both in terms of magnitude and day-
to-day dynamics with the EF values obtained from the measured heat fluxes. Thus,
the EnKS model can effectively use information contained in the LST observations
to derive the signature of relative partitioning of turbulent heat fluxes. Moreover,
the EnKS model directly provides the ensemble spread of EF estimates, which can
be interpreted as a measure of uncertainty of EF retrievals.
The dynamic evolution of the estimation error standard deviations of EF estimates
is dominated by drying and wetting events, with low and high standard deviations
respectively during dry and wet periods. When soil surface is wet, evaporation is
mainly limited by atmospheric conditions rather than land surface factors. Thus, the
dependency of EF on LST is weak, and consequently the retrieval of EF from LST
observations becomes more uncertain (i.e., the estimation error standard deviation of
EF estimates is high). On the other hand, during the drydown period, evaporation
is mainly controlled by land surface properties. Therefore, the coupling between EF
and LST is more robust, and as a result the retrieval of EF from LST becomes less
uncertain (i.e., the estimation error standard deviation of EF estimates is low).
Although the accurate EF estimates show the robustness of the developed EnKS
model, the true objective of the EnKS algorithm is to provide estimates of surface heat
fluxes. Comparison of estimated turbulent heat fluxes with measurements indicates
that the EnKS model can provide reasonably accurate estimates of turbulent heat
fluxes. Moreover, EnKS directly provides an estimate of the uncertainty in retrieved
turbulent heat fluxes, and shows how reliable the turbulent heat fluxes estimates are
in operational monitoring. Furthermore, the diurnal cycles of predicted and measured
heat fluxes are comparable in terms of both phase and magnitude.
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To have a better understanding of the smoother's performance, the actual errors
of LST and EF estimates are compared with the estimation error standard deviations
generated within the smoother. It is observed that the actual errors are consistently
larger than the corresponding expected forecast and analysis errors. In other words,
the quality of the estimates is not as good as the expectations, and thus the EnKS
model is less than optimal. However, the degree of suboptimality in low because the
EnKS results are roughly comparable to those of the variational optimal smoother
developed in Chapter 3. The suboptimality of the EnKS model is mainly due to the
poorly known model and observation error variances. The accuracy of model prod-
ucts significantly depends on the model and observation error parameters. As these
parameters deviate from their true values, the errors in model outputs increase. In
this chapter, these parameters are obtained based on a limited number of assimilation
experiments, and thus they may not be optimal.
Despite the underperformance of the EnKS model compared to the variational
approach, it has a number of advantages that make it attractive and widespread in
hydrological applications. It does not need the development of the adjoint models,
and therefore is much easier to formulate and utilize. Also, it is able to account
for a wide range of possible model and measurement errors, and it directly provides
information on the accuracy of its estimates. Furthermore, EnKS can be constructed
and tested in a relatively short time. Finally, EnKS provides a convenient framework
to tradeoff computational burden and estimation accuracy by adjusting the ensemble
size.
7.2 Future Work
Assimilation of other observations: The variational data assimilation system
provides a flexible framework for incorporating additional observations. An interest-
ing research direction would be the examination of synergy between measurements.
Incorporating other observations such as soil moisture or rainfall may yield more ac-
curate estimates of surface heat fluxes because those observations supply the model
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with more information. A simple example of possible synergism is incorporating soil
moisture and/or rainfall measurements and relating them to evaporative fraction as
one of the unknowns of the model. In this way, we may improve the surface en-
ergy balance partitioning, and also provide estimates of EF and surface heat fluxes
even on days in which LST observations are unavailable. Similarly, we can relate the
other unknown of the variational data assimilation, CHN, to the amount of vegetation
cover (i.e., LAI). This enables us to capture the landscape effects on near-surface air
turbulent conductivity more robustly. Overall, further investigation is essential to
determine how the inclusion of more observations will lead to improved estimates.
Model error term in VDA: The measurement and the system model constraint
are both imperfect, and therefore model error estimation is an essential and inevitable
part of any assimilation algorithm. Both the inclusion of model error within the
variational assimilation framework and its estimation need further examination. For
example, we must add the model error term to the heat diffusion equation and examine
the performance of the VDA model in identifying and isolating measurement and
model errors.
Soil thermal properties: The soil thermal properties (i.e., soil thermal conduc-
tivity and volumetric heat capacity) values affect the estimates of soil temperature
and surface heat fluxes. Because of the lack of in situ measurement of soil thermal
properties, they assumed to be constant during the modeling period and throughout
the soil column. Assuming constant values for soil thermal conductivity and volu-
metric heat capacity decreases the accuracy of soil temperature and surface heat flux
estimates. Hence, the impact of the inexact soil thermal properties on the quality
of estimates must be investigated in more detail. In other words, we need to review
the representation of soil thermal properties in the data assimilation system with
the aim of illustrating the sensitivity of soil temperature and surface fluxes to this
representation.
Coupling with atmospheric models: It is desirable to couple the land surface
data assimilation scheme with an atmospheric model in order to supply the atmo-
spheric model with the accurate estimates of surface heat fluxes. To assess how the
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assimilation system improves the performance of atmospheric model, the results of
atmospheric model with and without coupling with the land surface data assimila-
tion scheme should be compared. This comparison shows to what extent utilizing the
assimilation scheme energy balance budget at the surface impacts the behavior of the
atmospheric model. We anticipate that this coupling would improve the atmospheric
model performance in terms of the vertical characterization of the atmosphere and
reconstructing surface variables such as air temperature and humidity.
Sensitivity analysis: The VDA model implementation over large-scale domains
forces us to use the satellite-derived and non-local micrometeorological input data.
Typical measurement errors in these input data can yield considerable uncertainties
in retrieved fluxes if the model retrievals are too sensitive to the errors in input data.
Thus, it is necessary to evaluate the impact of typical errors in remotely sensed and
non-local model inputs on the flux estimates through a sensitivity analysis. The
sensitivity analysis significantly helps us to obtain an estimate of the uncertainties in
retrieved surface heat fluxes and therefore shows how reliable the model outputs are
in operational monitoring.
Aerodynamic and radiometric temperature: The key input variable of the
developed models (VDA and EnKS) is the aerodynamic surface temperature. How-
ever, in this study the directional radiometric surface temperature is used instead of
the aerodynamic surface temperature in order to simplify the modeling requirements.
Thus, it is necessary to study the difference between the aerodynamic and radiometric
surface temperatures, and examine how the use of radiometric surface temperature
in lieu of the aerodynamic surface temperature affects the estimation of surface heat
fluxes.
Continental-scale applications: The developed system has to be slightly mod-
ified for continental applications. In order to have computational savings and make
the model applicable for continental-scales, we need to solve the heat diffusion equa-
tion over a grid with nonuniform spacing. As we go deeper to the soil, the grid size
should increase because the amplitude of variability of soil temperature is largest at
the surface and decreases significantly as we go to deeper layers. Therefore, solving
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the heat diffusion equation over a uniformly spaced grid contradicts our intention
to build a computationally efficient model with the capability of transitions towards
continental-scale applications.
Effect of vegetation cover on turbulent heat fluxes: In this thesis, we have
explored the relationship between evaporative fraction (the ratio of latent heat flux
to the sum of latent and sensible heat fluxes) and soil moisture only for a few vegeta-
tion types. A more detailed research should be done to study comprehensively how
various vegetation covers (e.g., grass, shrub, forest, tundra, bare soil, etc) affect the
partitioning of available energy between the turbulent heat fluxes. In particular, we
need to examine the effect of various vegetation types on the sensitivity of evaporative
fraction to variations in soil moisture. Better understanding of this issue is useful for
more vigorous planning of field campaigns and soil moisture monitoring, and aids
model development.
Methodological developments: In this study we focused mainly on the vari-
ational data assimilation and ensemble Kalman smoother methods. We explained
the advantages and disadvantages of each of them. Thus, it is highly desirable to
couple the VDA with EnKS so that we take advantage of the strengths of both of
the data assimilation systems while simultaneously offsetting their respective deficien-
cies. One of the greatest advantages of coupling the VDA with EnKS and developing
a hybrid variational-ensemble model is that it provides a flow-dependent estimate
of the background-error covariance easily and without any computational burden.
In contrast, it would be computationally expensive to retrieve the flow-dependent
background-error covariance from the variational approach alone.
Observation and model error parameters in EnKS: The poorly known
model and observation error parameters adversely affect the quality of the EnKS
products. In other words, the accuracy of the EnKS model estimates decreases as the
input error parameters move away from their true values. Thus, we need to calibrate
the input error parameters carefully. This can be done by running the EnKS model
with different sets of input error parameters and picking the parameter set that leads
to the best performance of the model. However, a large number of assimilation
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experiments must be performed to obtain reasonable input error estimates. To have
a better chance of picking the optimal values of input error parameter, we need to
combine the EnKS model with a suitable optimization technique. The optimization
technique searches of the optimal values of input error parameters, which lead to the
best possible performance of the EnKS model.
Extending assimilation window: We have not fully investigated the potential
to reformulate the assimilation system. A more robust assimilation framework must
be designed, which enables us to extend the assimilation window and estimate surface
heat fluxes for all daytime hours.
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