In this paper, we consider the boundary value problem of second-order elliptic type equation with highly oscillatory coe cients over general Lipschitz convex domains, and obtain the multiscale asymptotic expansion of solution for this kind of problem. At the same time, a high accuracy FE computing scheme and a post-processing technique are presented. Finally, numerical results support strongly the theoretical analysis reported in this paper.
Introduction
The boundary value problems of second-order equation with highly oscillatory coe cients are often encountered in many research branches of physics, mechanics and chemistry, e.g., state mechanical problems of composite materials, and steady heat and mass transfer problems in strongly heterogeneous media, mesoscopic properties of crystal, polymer and so on.
In mathematics, the above physical and mechanical problems can be represented by the boundary value problems of second-order elliptic type equation with highly oscillatory coe cients over general domains, which is a simply (or complex) connected domain with a periodic structure. One of the main di culties is to solve numerically these kinds of problems due to too large computing scale.
To this end, the homogenization method was proposed theoretically by Lions, Babuska and others, see [2, 3] . The main idea is to obtain an average ÿeld equation by constructing properly local smoothing operator. As a result, one can solve numerically the homogenized equation in a coarse mesh. Lions (see [2] ) obtained easily the homogenized equation and the ÿrst-order correction for the second-order elliptic equation with a periodic or quasi-periodic structure. Oleinik et al. [16] extended the homogenization method to the mixed problem with a perforated domain for Dirichlet boundary conditions on the outer boundary part and Neumann conditions on the surface of cavities.
Since the homogenization method and the ÿrst-order correction are not enough to describe the local uctuation of some physical ÿelds in some cases, refer to Section 5 in this paper, it is necessary to ÿnd the higher-order asymptotic expansion for considering solutions. The asymptotic expansion for the solutions of the Dirichlet problem for the equation u = f(x) in a perforated domain was obtained by Lions, where the estimates for the remainder term were proved in the case f ∈ C ∞ 0 ( ), see [15] . In [16] , Oleinik et al. proposed the asymptotic expansions for the solutions of the Dirichlet problem for the elastic system in a perforated domain by constructing properly the boundary layer. Hou et al., refer to [9, 10] , provided an interesting multiscale ÿnite element method based on the ÿrst-order asymptotic expansion, its crucial idea is to ÿnd a new ÿnite element space, i.e. the set of basis functions consists of two parts, the ÿrst part is the set of piecewise polynomials, and second part is the set of some oscillatory functions obtained by solving locally partial di erential equation in some subdomains parallely. Cao et al. (see [4] [5] [6] ) proposed the asymptotic expansion for the Dirichlet problem of the elastic systems with rapidly oscillating coe cients over a domain formed by entirely basic conÿgurations without cavity. The principal idea is to avoid the construction of the boundary layer. However, the crucial di culty of this method is the limitation of the regularity of considering solution.
On page 12 of [14] , Lions proposed an open problem "Study of boundary layer in composite materials." The main goal of this paper is to answer this question in a sense. In fact, the principal idea is the following: use the asymptotic expansion in the interior subdomain 0 , and construct the boundary layer on the outer part of domain 1 near the boundary @ . At the same time, a high accuracy FE computing scheme and a post-processing technique are presented.
The remainder of this paper is organized as follows: In Section 2, the multiscale asymptotic expansion of second-order elliptic type equation with rapidly oscillating coe cients in a general Lipschitz convex domain is obtained. Section 3 is devoted to the FE computations and the error estimates of a set of periodic solutions N ( ) in the unit cell Q, and the solution u 0 (x) of the homogenized equation deÿned in whole domain , and the solution of boundary layer deÿned in subdomain 1 . In Section 4, some higher-order di erence quotients, and the multiscale FE computing scheme and a post-processing technique are given. In last section, some numerical results are reported, which support strongly the theoretical assertion of this paper.
Denote uniformly by C the positive constant without distinction. For the sake of convenience, in what follows summation over repeated Latin indices.
A multiscale asymptotic expansion and the construction of boundary layer
Consider the boundary value problem of second-order elliptic equation with rapidly oscillating coe cients as follows:
where is a bounded Lipschitz convex domain, a boundary operator B =I; I is an identity operator, if it is the Dirichlet's boundary condition; B = − i a ij (x= )@=@x j , if it is the Neumann's boundary condition. f(x), u(x) are some given functions. Assume that
As usual, formally set
In contrast to usual expression, here for the sake of convenience, we use the following notation:
= { 1 ; : : : ; l }, = l, i = 1; 2; : : : ; n. Substituting (2.2) into (2.1), and taking into account @=@x i → (@=@x i ) + (1= )@=@ i , we have
where
From (2.3), we know that
Let us remark that equation
admits a unique solution (up to an additive constant) i
As a result, from (2.7), we can conclude that N 0 ( ) ≡ C, for simplicity, set C = 1. In contrast to some classical homogenization methods, see [2, 11, 16] , in this paper, we deÿne the solutions N 1 ( ); : : : ; N 1::: l ( ) of cell-problems with homogeneous Dirichlet conditions in the following ways. It is emphatic that we do not start from the periodic boundary conditions, and transfer directly them into the homogeneous Dirichlet conditions, if that is the case, it is needed that the coe cient matrix (a ij ) satisÿes some special symmetry properties. In fact, there exist several di erent methods on the boundary conditions of cell-problems. By the way, we can prove that both the classical homogenization method and the proposed method in this paper have same homogenized matrices in Proposition 2.1, although functions N ( ) are di erent. Furthermore, the validity of asymptotic expansion presented in this paper will be proven in Theorem 2.3. 
Integrating on both sides of the above equation in over the unit cell Q, one obtains
Therefore, we obtain the homogenized equation associated with (2.1) as follows:
is an identity operator, if it is the Dirichlet's boundary condition;B = − iâij @=@x j , if it is the Neumann's boundary condition.
Remark 2.2. It is worthwhile to notice that the periodic solutions N 1 ( ), 1 = 1; : : : ; n, deÿned in this paper, generally speaking, are di erent fromÑ 1 ( ) deÿned in classical homogenization books, see [2, 11, 16] , due to the di erent boundary conditions on @Q, e.g., periodic boundary conditions in classical homogenization books. But we have the following interesting proposition:
Proposition 2.1. Both the classical homogenization method and the proposed method in this paper have same homogenized matrices.
Proof. In [2] , we know thatÑ 1 ( ) is deÿned in such a way:
The variational form is the following:
On the other hand, from (2.9), we know
For the sake of simplicity, letṽ( ) = e i2 m· , in practice, we should chooseṽ( ) = cos 2 m · , sin 2 m · , v (k) ( ) = e i2 m· − e i2 m·˜ (k) , where m = (m 1 ; : : : ; m k ; : : : ; m n ) ∈ Z n , = ( 1 ; : : : ; k ; : : : ; n ) T , (k) = ( 1 ; : : : ; k−1 ; 0; k+1 ; : : : ; n ) T 
This implies that
Therefore,
It is not di cult to prove thatL is a symmetric positive-deÿnite operator, see [2, 11, 16] . Then there exists the unique weak solution of problem (2.13) on the basis of Lax-Milgram's lemma.
Remark 2.4. Assume any subdomain * ⊂⊂ , i.e., dist(@ * ; @ ) ¿ 0, it is well known that u 0 (x) is smooth enough in * , if f(x), u(x) ∈ C ∞ ( ). Therefore, the right side of Eq. (2.2) is true in a subdomain * .
Let 0 ⊂ R n be the union of periodicity cells, i.e., 0 = z∈T (z + Q) ⊂ , where T is the subset of Z n consisting of all z = (z 1 ; : : : ; z n ) such that (z + Q) ⊂ , z i ∈ Z, and Z is an integer set, and Q = { :0 ¡ j ¡ 1; j = 1; 2; : : : ; n}. Let 1 = \ 0 , * = @ 0 ∩ @ 1 , ; 0 ; 1 as shown in Figs. 1a and b. For the sake of simplicity, assume =2 6 dist(@ 0 ; @ ) 6 2 .
It is worth notice that, in this paper, we deÿne the boundary layer in the following way: 
where u 0 (x) is the weak solution of the homogenized problem (2.13). For s = 1, deÿne the truncation function
For s ¿ 2, deÿne the truncation function
It follows from the deÿnitions of N 1::: l ( ), j = 1; 2; : : : ; n, j = 1; 2; : :
To this end, we have to do with it through some well-known regularizations.
At ÿrst, let us introduce a set of open covering {V l } 3 l=1 of the bounded closed set ⊂ R n :
We have now ⊂ 3 l=1 V l . Using the partition of unity theorem, there exist a set of functions { l (x)} 3 l=1 such that
Set 0 = 0 \ V 3 , 1 = 1 \ V 3 , and choose a su ciently small ¿ 0 such that
where the regularization J * u is deÿned in Section 2.17 of [1] . One can directly verify thatŨ s ∈ H 1 ( ) and [@Ũ s =@n]| @ 0∩@ 1 = 0.
Remark 2.5. It is worthwhile to notice that, deÿne W (x)=u 0 (x) on * so as to assure U s ∈ H 1 ( ). However, it is necessary to state that the trace of (u (x) − W (x)) on * has a jump, and its value is (u (x) − u 0 (x)). It is fortunate that we can prove u − W 1=2; * 6 C s−1 , s ¿ 2 in the sequel.
Proof. For the sake of convenience, here assume that B ≡ I . We can easily verify that (W − u 0 ) ∈ H 1 0 ( 1 ) satisÿes the following integrating identity:
Using conditions (A 2 ), and (A 3 ), we have For the sake of simplicity, here we consider only two-dimensional problems. 
where C 1 (p; ) 6 C −2 , and C is independent of .
Before proving Theorem 2.2, we consider the following boundary value problems over a concave domain ⊂ R 2 :
denote the angular points of , respectively, and ÿ j , j = 1; : : : ; M be the corresponding internal angles, i.e.
Since 1 ¡ ÿ M 6 2, hence 1 2
Lemma 2.1 (Grisvard [8] ). Suppose that u is the unique solution of problem (2.31a), and f ∈ L 2 ( ), then holds
Note that u j (x) are some functions independent of f(x), u(x), and satisfy the following conditions: 
where V j = {x ∈ :|x − j | ¡ r j }, j = 1; 2; : : : ; M .
Using (2.33), one can easily prove that
in a neighbourhood of j . Now let us turn to the proof of Theorem 2.2: According to the ÿnite covering theorem, there exist the ÿnite points P 1 ; : : : ; P t , and the corresponding neighbourhoods O l , l = 1; : : : ; t, such that
where (I i ) denote the numbers of elements in I i , respectively, i = 1; : : : ; t and s 0 is a constant.
From the partition of unity theorem, there exist l (x) ∈ C ∞ 0 (R n ), l = 1; : : : ; t, such that 0 6 l (x) 6 1; supp l ⊂ O l , and
and l 2; p 6 C −2 implies that
For all R ¿ 0, let
For any ÿxed x 0 ∈ O l ∩ 1 , set A = (a ij (x 0 = )), it follows from (A 3 ) that there exists a orthogonal matrix T such that
where T denotes the transpose of a matrix T .
where M 0 is a constant independent of .
, where p will be determined below:
From (2.37), (2.38) and condition ∇ a ij ( ) ∈ L ∞ ( ), we obtain
On the other hand, setŴ l (y) = W l (B −1 y),ĝ(y) = g(B −1 y), then
As a result, we obtain a problem that reads
It follows from Lemma 2.1 and (2.34) that
where 1 ¡ p ¡ p 0 = 2ÿ M =(2ÿ M − 1) ¡ + ∞, and ÿ M not only depends on the maximum internal angle of 1 , but also is relative to the transformation B. Combining (2.38)-(2.40), one obtains
Since a ij (x= ) ∈ C( ), then there exists a constant R 0 ¿ 0 such that
Now we want to give the truncation error estimate for (u (x) − U s (x)). Fig. 1a if a where C is a constant independent of .
Proof. Applying the operator L to (u − U s ), we obtain the following equalities which holds in the sense of distributions: If x ∈ 0 , then holds 
From (2.26), we obtain the following uniÿed equation which holds in the sense of distributions:
On the other hand, for v ∈ L 2 ( ), we know
Assume that is a bounded Lipschitz convex domain and a ij (x= ) ∈ C( ), ∇ a ij ( ) ∈ L ∞ ( ), u ∈ H 3=2 (@ ), for the Dirichlet boundary conditions; u ∈ H 1=2 (@ ) for the Neumann boundary conditions, by virtue of a priori estimates of PDEs (cf. [7] ), we can prove that u ∈ H 2 ( ), 
Finite element computations of the related problems

FE computations of periodic solutions in the unit cell Q
For the sake of convenience, discuss only two-dimensional problems without loss of generality. Let J h0 = {K} be a regular family of triangulations of the square Q; h 0 = max K {h K }. Deÿne a linear ÿnite element space
The discrete variational forms corresponding to (2.9)-(2.11) are the following:
where the bilinear form
and the linear functional
and
Proposition 3.1. Let N 1··· l ( ), j = 1; 2; : : : ; n, j = 1; : : : ; l be the weak solutions of problems (2.9)-(2.11), respectively, and N h0 1··· l ( ) be the corresponding FE solutions associated with N 1··· l ( ), if N 1··· j ∈ H 2 (Q), j = 1; 2 : : : ; l, then holds
where C ¿ 0 is independent of h 0 ; ; N 1··· j ; j = 1; 2; : : : ; n, j = 1; : : : ; l.
FE computation of the solution for the homogenized equation
While computing numerically the homogenized problem (2.13), in practice, we have to solve the modiÿed boundary value problem as follows:
where (â where ¿ 0 is independent of h 0 .
Proof. One can directly verify that
a kl = a lk implies thatâ
Hence |r ij | 6 Ch 
where = 2 ¿ 0 is independent of h 0 .
Theorem 3.1. Suppose that u 0 (x);ũ 0 (x) are the weak solutions of (2.13) and (3.11), respectively, then holds
Proof. Using Proposition 3.3, for the sake of simplicity, here assume thatB =B h0 = I without loss of generality, where I is an identity operator. Subtracting (3.11) from (2.13), we obtain Let J h = {e} be a regular family of subdivisions of , and satisÿes the following properties:
(1) The elements are uniform rectangles in the interior subdomain 0 ⊂⊂ ; (2) The elements are regular triangles in region 1 = \ 0 and the elements are (curved) triangles near the boundary @ ; (3) Any face of any element e 1 is either a subset of the boundary @ or a face of another element e 2 in the subdivision.
Deÿne a ÿnite element space: k ¿ 1
where P k = Q k ; e is a rectangle; P k ; e is a triangle:
We try to use some superconvergence results to implement post-processing technique, so that obtain the high accuracy approximate results associated with D u 0 (x) in 0 . Considering four adjacent elements of subdomain 0 as a new element as shown in Figs. 2a and b . We use the nodal values of the bi-kth (kth) ÿnite element solution to construct a bi-2kth (2kth) interpolation function at new larger element, which is called as the interpolated FEM presented by Lin et al., see [13] . Denote by I where C ¿ 0 does depend on k, p but is independent of u, h.
where T h 0 is the set of nodes of J h restricted to 0
Proof. Now let us prove that (3.19) is valid. Su ce it to prove that there exists a constant C independent of E ∈ J 2h such that
2h u m; p; E 6 C|u| m; p; E ; ∀E ∈ J 2h ; ∀u ∈ S h ( 0 ); m = 0; 1: (3.23)
For the sake of simplicity, we prove only that (3.23) is true for m = 1. Deÿne a reversible a ne transformation:
where B E is a revertible matrix,Ê is the reference element, meas(Ê) = 1.
Deÿne a ÿnite-dimensional space
2hû | 1; p; ;Ê ; û (2) = |û| 1; p; ;Ê :
One can directively check that: · (1) ; · (2) are two norms deÿned in the ÿnite-dimensional space K 0 , respectively. Since the dimensional number of K 0 is independent of h, thus there exists a constant C independent of h such that 
where I h : C( ) → S h ( ) is Lagrange's-type interpolation projection, k is the degree of polynomials in S h ( ), r ¿ 0. The remainder can similarly be completed.
FE computation of boundary layer
In practice, we need to solve the modiÿed boundary value problem as follows: Analogously, let us deÿne some higher-order di erence quotients as follows:
where d is the number of nodes on e, P j are the nodes of e, j (x) are Lagrange's-type shape functions, j = 1; 2; : : : ; d Summing up, we write eventually a uniÿed multiscale FE formula as follows:
where the integer s ¿ 2, h 0 ; h; h 1 are the mesh sizes of Q, , 1 , respectively. In order to improve the computing accuracy, we present a post-processing formula as follows:
Finally, let us give the total error estimates for multiscale FEM presented in this paper.
Theorem 4.1. Assume that is a bounded Lipschitz convex domain, and 
; s¿ 2; (4.6)
where C ¿ 0 is a constant independent of , h 0 , h, h 1 . 0 ⊂⊂ is the union of periodicity cells, 1 = \ 0 as shown in Fig. 1b , k is the degree of polynomials in S h ( ), and h 0 , h, h 1 are the mesh sizes of Q , 1 , respectively, and 2k
Proof. For the sake of convenience, assume 1 ¡ p ¡ p 0 6 2. If x ∈ 0 , from (4.4), (2.11), (3.11) and (3.12), one can obtain
It follows from Theorems 2.3 and 3.1 and Propositions 3.1 and 3.3 that u − PU ; h0; h s; h1
On the other hand, if x ∈ 1 , from (4.4) and (3.31), one obtains
Using the trace theorem, one can conclude that
From (4.9), using the triangular inequality and Proposition 3.4, we have
; s¿ 2;
Remark 4.1. For s = 1, we can give multiscale FEM formula.
Numerical results
Example 5.1. Consider the Dirichlet boundary value problem of second order elliptic type equation with highly oscillatory coe cients as follows:
u (x) = 0 x ∈ @ ; (5.1) where as shown in Fig. 3a . It is worthwhile to note that is not the union of periodicity cells, so the asymptotic expansion is not valid near the boundary @ . The periodicity cell Q as shown in Since it is di cult to ÿnd the analytic solution of (5.1), we have to replace u (x) with its FE solution in a very reÿned mesh. Now we implement the triangular partition for , which is such that the discontinuities of the coe cients a ij coincide with sides of the triangles (Figs. 4a and b) . The number of triangles is 17,856. h = (Tables 1-4) . Where e 0 = u − u 0 , e 1 = u − U 1 , e 2 = u − U 2 , u 0 (x) is the FE solution of the homogenized equation, and U 1 (x), U 2 (x) are the ÿrst-order and the second-order multiscale FE solutions calculated by multiscale FE scheme (4.3), respectively. Example 5.2. Consider the mixed boundary value problem of second-order elliptic type equation with highly oscillatory coe cients as follows:
where as shown in Fig. 5a note that u (x) satisÿes the mixed boundary condition, and the periodic cell Q as shown in Fig. 5b , = 1 8 ( Fig. 6) . Table 2 Comparison of computing results Case 5: a ij0 = ij , a ij1 = 1 200 ij , f(x) = 4(x 2 + y 2 ) + 10(x + y) + sin(x + y), where u (x), u 0 (x), U 1 (x), U 2 (x), e 0 , e 1 , e 2 as indicated in Example 5.1.
Concluding remarks
Remark 5.1. In this paper, for a arbitrary small periodic parameter , we obtain theoretically multiscale asymptotic expansion for second-order elliptic type equation with highly oscillatory coe cients over general Lipschitz convex domains, and derive its rigorous veriÿcation in some case. So far as we know, a multiscale asymptotic expansion for this kind of problem has not been reported as yet, which is an open problem provided by Lions, refer to the ÿrst one of open problems on page 121 of [14] .
Remark 5.2. In engineering applications, generally speaking, we choose s = 2, or 3 enough to meet the needs of accuracy, however, if choose only s = 1, it is insu cient to describe local uctuation in some cases, e.g., Cases 2-5. The numerical results reported in this paper support strongly this assertion, what is reason we have to look for the higher-order multiscale asymptotic expansion of the considering solution.
Remark 5.3. Formula (4.3) looks to be very complicated, its computing amount is actually much less than that of the original problem (2.1). Firstly, N h0 ( ) are solved step by step in the periodicity cell Q, and they possess the same sti ness matrix. Secondly,ũ 0 h (x) is obtained by solving the homogenized equation with constant (or piecewise constant) coe cients in the whole domain using classical FEM. Finally,W h l (x) is computed by solving directly the boundary layer equation on a smaller computing amount.
Remark 5.4. It is worthwhile to state that, while constructing the boundary layer, there exists a jump on the interface boundary * = @ 0 ∩ @ 1 , and its value is (u (x) − u 0 (x)), however we can show that u − u 0 1=2; * 6 C u − U s 1; 0 6 C s−1 , s ¿ 2, in some cases by using the trace theorem.
Remark 5.5. The proposed method in this paper can be applied into the elastic systems of second order equations. From the viewpoint of numerical computation, it is suitable for the quasi-periodic and random structures, see Case 4.
