Abstract. We prove lower bounds for the fundamental solutions of the nondivergence form operators
Introduction and main results
The aim of this paper is to prove an invariant Harnack inequality for the nondivergence form operator
Here {X i } i is a stratified system of vector fields in R N and (a i,j ) i,j≤m is a positivedefinite matrix with Hölder continuous entries. Our main step in deriving this inequality is to establish a Gaussian lower bound for the fundamental solution of H. This bound also gives an estimate from below of the fundamental solution for the associated stationary operator. Our main results are contained in Theorem 1.1, Theorem 1.2 and Theorem 1.3 below. As a byproduct we also study some relevant properties of the Green function related to H on bounded domains.
Before stating our results and describing our approach, we would like to give some motivation for our research. Second order linear and nonlinear PDE's of subelliptic type arise in many different settings: geometric theory of several complex variables, curvature problems for CR-manifolds, sub-Riemannian geometry, diffusion processes, control theory, human vision, see e.g., [1, 14, 15, 20, 21, 24, 26, 31, 32, 33, 36, 37, 38] . The underlying algebraic structures of all these equations are homogeneous stratified groups G (see the definition below). Several results concerning the divergence-form counterpart of (1.1) are present in the literature, both for linear and quasi-linear equations, see e.g., [8, 9, 10, 11, 13, 18, 25, 28, 29, 30, 35, 39] . On the contrary, to the authors' knowledge, very few papers are devoted to nondivergence form operators of the above type; see [3, 6, 7, 12, 39] . We would like to stress that operators exactly in this form arise in studying motion by Levi curvature of hypersurfaces of C n+1 [20, 31] . Our aim in this paper is to provide a new contribution to the study of non-divergence form operators (1.1). Indeed, our results here are a step in a wider project aimed to apply analysis on stratified groups to the study of fully non-linear PDE's of sub-elliptic type, such as the Levi-curvature equation and its parabolic counterpart, for which operators like (1.1) arise as linearizations.
We now briefly describe our approach. The main tool in proving the Harnack inequality is a suitable adaptation of the method by Krylov and Safanov, also used by Fabes and Stroock [16] for classical parabolic equations and by Kusuoka and Stroock [22, 23] for parabolic equations modelled on a sum of squares of smooth vector fields satisfying the Hörmander condition. In the latter paper, this method has been applied in a sub-elliptic context similar to ours, jointly with probabilistic results. We do not use probabilistic techniques, but we make a crucial use of the existence of the relevant Green function on a suitable family of sets. More precisely, we construct the Green function for the operator (1.1) on cylindrical domains which are regular for the Dirichlet problem related to H, and we show that an arbitrary cylindrical domain can be approximated from the inside by a sequence of H-regular domains. Some needed uniform properties of such approximation are non-trivial and require a careful potential theory investigation, which is the object of the forthcoming paper [27] . We remark that the existence of the Green function G on such approximating domains is indeed sufficient in order to adapt the cited Krylov and Safanov method, once some well-behaved invariant estimates of G are available. We prove such invariant estimates of G as a consequence of the good behavior of our approximation with respect to the underlying Carnot-Carathéodory metric structure (see Theorem 4.3). We finally would like to stress that the proof of the Gaussian bound from below of the fundamental solution for H (from which the estimates of G are derived) is based on some non-trivial uniform estimates for the relevant frozen operators and relies on the work made in [2, 4, 5] (see also [35] ).
We now introduce some notation and then state our main results. We start by giving the definition of a Carnot group. Let • be an assigned Lie group law on R N . Suppose R N is endowed with a homogeneous structure by a given family of Lie group
. . , r and N 1 + · · · + N r = N . We denote by g the Lie algebra of (R N , •), i.e., the Lie algebra of left-invariant vector fields on R N . For i = 1, . . . , N 1 , let X i be the (unique) vector field in g that agrees at the origin with ∂/∂x (1) i . We make the following assumption: the Lie algebra generated by X 1 , . . . , X N 1 is the whole g. With the above hypotheses, we call G = (R N , •, δ λ ) a Carnot group. We also say that G is of step r and has m := N 1 generators. In the literature (see e.g., [17, 19, 34, 38] ) a Carnot group (or stratified group) H is defined as a connected and simply connected Lie group whose Lie algebra h admits a stratification
The two definitions are equivalent up to isomorphism. We denote by Q = r j=1 jN j the homogeneous dimension of G. If Q ≤ 3, then G is the ordinary Euclidean group (R Q , +). Hence, throughout the paper, we shall always assume Q ≥ 4. In the sequel, d will denote the Carnot-Carathéodory control distance associated to the family of vector fields X 1 , . . . , X m . We recall that this distance is equivalent to any quasi-distance induced by a homogeneous norm on G.
Hereafter, we also denote d(x, 0) simply by d(x) and use the notation B d (x, r) for the d-ball of center x ∈ G and radius r > 0.
Let us fix the parameters Λ > 1, k > 0 and α ∈ (0, 1]. Throughout the paper, we shall denote by c any positive constant depending only on these parameters (and on the structure of G). Moreover, we shall use the notation c(f 1 , . . . , f n ) if c also depends on f 1 , . . . , f n . Let A = (a i,j ) i,j≤m be a function defined on R N +1 and taking values in the symmetric m × m matrices. Throughout the paper we shall suppose that A satisfies the following conditions:
. Hereafter, we use the notation z = (x, t) and
. We denote by H the parabolic-type operator
The main result of this paper is the following invariant Harnack inequality for H.
We have used the notation Γ 2 (Ω) to denote the space of continuous functions, defined on an open set Ω ⊆ R N +1 , which have continuous Lie-derivatives along the vector fields X 1 , . . . , X m up to second order and continuous derivative along ∂ t (up to first order). In the sequel we also denote by Γ β (Ω) (0 < β < 1) the Hölder space of functions v : Ω → R such that
Moreover, Γ 2+β (Ω) will denote the space of functions u : Ω → R which belong to Γ β (Ω) together with any Lie-derivative along the vector fields X 1 , . . . , X m up to second order, and along ∂ t up to first order. Analogously one defines Γ 2+β loc (Ω). The fundamental solution Γ of the operator H has been constructed in [3] : we recall some needed properties of Γ in Theorem A at the end of the section. In particular, in [3] we proved a Gaussian estimate of Γ from above. As a main step in the proof of Theorem 1.1, here we also prove that a pointwise estimate from below of the same kind holds. 
We now briefly turn to consider the stationary operator 
We end the section by recalling some needed properties of Γ and γ proved in [3] .
Theorem A. (i) Γ is a continuous function away from the diagonal of R
estimate holds:
Moreover, u is a solution to the Cauchy problem Hu
We shall also use the following version of the weak maximum principle in infinite strips which easily follows from Theorem B. 
(ii) For every compact set K R N there exists a positive constant c such that
, and we have Lw = −ψ in Ω.
The paper is organized as follows. In Section 2 we prove the lower bounds of Theorem 1.2 and Theorem 1.3. In Section 3 we study the Green functions on H-regular cylinders. In Section 4 we prove Theorem 1.1 under the additional assumption that the coefficients a i,j of H are smooth. Finally in Section 5 we complete the proof of the Harnack inequality of Theorem 1.1 in the general case.
The lower bounds of Γ and γ
The aim of this section is to prove Theorem 1.2 and Theorem 1.3. We first prove the following reproduction property of Γ.
Proposition 2.1. We have
Proof. We fix ξ, τ and s as above, and we set u
and u(·, s) = v(·, s) (note that v(·, s) is continuous and bounded, by Theorem A(i)-(ii)). On the other hand, again from Theorem A(i), we know that
Thus, we only need to show that 2 j − ∂ t on G and using the reproduction property and the Gaussian bounds of Γ 0 (see e.g., [38] ; see also [2] ) along with (1.3), we obtain
. We now use the estimate (1.3) of v, and we finally obtain
which gives (2.1).
The main step in the proof of Theorem 1.2 is the following lemma.
Lemma 2.2.
There exists a positive constant δ, only depending on the parameters Λ, k, α in (1.2) (and on the structure of G), such that
Proof. Let us denote by Γ ζ the fundamental solution of the operator obtained from H by freezing the coefficients a i,j at the point ζ. In [3, (2.15)], it was explicitly proved that
Moreover Γ ζ has a Gaussian bound from below, uniform in ζ ∈ R N +1 :
(see [35] and [2, Theorem 2.5]). As a consequence, for 0 < t − τ ≤ 1 = T , we get
We now choose δ < min{1,
. Putting this estimate in (2.2), the proof is complete.
Proof of Theorem 1.2. Let δ be the constant in Lemma 2.2 and let us fix
There exists a chain of points x = x 0 , x 1 , . . . , x k+1 = ξ (laying on a suitable X-subunit path which gives a d-geodesic connecting the points x and ξ) such that d(x j , x j+1 ) = d(x, ξ)/(k + 1), for j = 0, . . . , k. Moreover, there exist real numbers t = t 0 , t 1 , . . . , t k+1 = τ such that t j − t j+1 = (t − τ )/(k + 1) for j = 0, . . . , k. Using Proposition 2.1 repeatedly and following an argument in [16] , we obtain
(here we have set y 0 = x, y k+1 = ξ). We now observe that 0 < t j − t j+1 < δ and
Indeed, by the definition of k and of σ,
. Thus, we can apply Lemma 2.2 and obtain
On the other hand, if
, the definition of k gives k < 2 T/δ and then
This completes the proof.
Proof of Theorem
(where I m denotes the m × m identity matrix), and we define
Thus we can apply Theorem 1.2 to the fundamental solution Γ of H. Moreover, in [3] we have shown that the above alteration of the coefficients enables us to obtain suitable long-time estimates of Γ and, as a consequence, to prove that γ(
Green functions for H on infinite cylinders
Throughout Sections 3 and 4, we shall make the qualitative assumption that the coefficients a i,j of H are smooth. In Section 5, we shall turn back to Hölder continuous coefficients a i,j and complete the proof of our main Theorem 1.1, by an approximation argument.
We shall say that a bounded cylinder
We then denote by {µ
Finally, for convenience of notation, we shall also say that a bounded open set A ⊆ R N is H-regular if, for any T 1 < T 2 , the cylinder A × (T 1 , T 2 ) is H-regular. We remark that any bounded open set A ⊆ R N can be approximated by a sequence of H-regular domains (see [27] ; see also Lemmas 4.1 and 5.1). The aim of this section is to prove the following result.
Theorem 3.1. Let A ⊆ R N be an H-regular domain. Then there exists a Green function G = G
A on the cylinder A × R, with the properties listed below:
loc ((A × R) \ {ζ}), and we have
(iii) For every ϕ ∈ C(A) such that ϕ = 0 in ∂A and for every fixed τ ∈ R, the function
Proof. For a fixed cylinder
Moreover, applying the weak maximum principle for H (see Theorem B) first in the set A × (T 1 , τ) and then in the set A × (τ, T 2 ), we obtain
We now consider the sequence D n = A×(−n, n), and we observe that
This easily follows from (3.1) and from the weak maximum principle for H applied to the function
n). As a consequence, the following definition of G = G
A is well posed:
Since h(·; ζ) is continuous on A × R, it is sufficient to prove that, for any ζ 0 ∈ A × R and T > 0, sup Proof. We refer to [12, 39] . See also [3, Proposition 4.6-Corollary 4.8].
Setting for brevity D = A × (−T, T ) and w ζ = h(·; ζ) − h(·; ζ 0 ), w ζ is a solution to
Thus, the proof of (i) is completed. On the other hand, (ii) directly follows from (3.1) and by observing that h ≥ 0 by the definition of h D ζ . We now turn to the proof of (iii). We first prove the following lemma. , and we obtain that the supremum in (3.6) is lower than
. . , m} and let O, U be bounded domains of R
N +1 such that O ⊂ O ⊂ U ⊂ U ⊂ A × R. We have h(·; ζ) Γ 2+α (O) ≤ c(O, U ) sup z∈U |h(z; ζ)| ∀ ζ ∈ A × R, (3.3) (z; ζ) → Y (h(·; ζ))(z) is continuous in (z; ζ) ∈ (A × R) × (A × R), (3.4) sup z∈O, ζ∈A×[−T,T ] |Y (h(·; ζ))(z)| < ∞.h(·; ζ) − h(·; ζ 0 ) Γ 2+α (O) ≤ c(O, A) s u p z∈A×[−T (O),T (O)] |h(z; ζ) − h(z; ζ 0 )|, which vanishes as ζ → ζ 0 , by (3.
2). This proves (3.4). Let us now prove (3.5). Let
since Γ is continuous away from the diagonal of R N +1 × R N +1 . On the other hand, (3.4) directly yields sup z∈O,ζ∈V |Y (h(·; ζ))(z)| < ∞. Thus (3.5) is completely proved.
We are now in position to prove (iii). Let ϕ ∈ C(A), ϕ = 0 in ∂A and let τ ∈ R be fixed. We agree to extend ϕ to be zero outside A. Then, by means of Theorem A(iv), the function
, and it is a solution to the Cauchy problem
On the other hand, recalling (3.2) and the fact that |h| ≤ Γ, the function
is well defined and continuous in A × (τ, ∞) . Moreover, by means of Lemma 3.3, u 2 has continuous Lie derivatives up to second order along the vector fields X 1 , . . . , X m , and continuous derivative along ∂ t , on A × (τ, ∞), obtained by deriving under the integral sign. As a consequence, ∞) ) by Lemma 3.2. Recalling that G = Γ − h and that u = u 1 − u 2 , in order to complete the proof of Theorem 3.1 we are only left to show that
If x 0 ∈ A we choose δ > 0 such that B = B(x 0 , δ) ⊂ A and we write
Recalling (3.2) and the fact that h(y, s; ξ, τ ) = 0 for s ≤ τ , the first integral vanishes as (x, t) → (x 0 , τ); on the other hand, using the estimate h ≤ Γ, the second integral goes to zero as well. Thus (3.7) holds for x 0 ∈ A. If x 0 ∈ ∂A, we use Theorem A(iv), and we obtain
This completes the proof. 
for every t > s > τ and x, ξ ∈ A.
Proof. We fix ξ, τ, s as above, and we set ϕ = G A (·, s; ξ, τ ). Then ϕ ∈ C(A), ϕ = 0 in ∂A, by Theorem 3.1(i). Therefore we can apply Theorem 3.1(iii) and obtain that the function
It is now sufficient to observe that G A (·; ξ, τ ) has the same properties and to use the weak maximum principle for H (see Theorem B).
Estimates of the Green functions and Harnack inequality in the smooth case
Also in this section, we shall assume that the coefficients a i,j are smooth, as in Section 3. The following lemma (whose complete proof is given in [27] ) states that it is always possible to make approximations by H-regular domains of R N , both from the inside and from the outside. We recall that d denotes the Carnot-Carathéodory control distance associated to X 1 , . . . , X m .
Sketch of the proof. The domain A δ can be obtained as δ) ) where x j ∈ ∂B and {B d (x j , δ)} j is a finite cover of ∂B. In this way, A δ has the following property: there exists a positive constant c such that
for every x ∈ ∂A δ and r ∈ (0, δ). In a similar way one can construct A δ starting from the set {x ∈ R N | d(x, B) < δ}, instead of B, and removing d-balls of radius δ, centered at the boundary. The above construction of A δ , A δ does not depend on H but only on the metric d. As a consequence such sets turn out to be H-regular in a somewhat uniform way with respect to H (we shall use this fact in Section 5; see Lemma 5.1 below). The (non-trivial) details of this fact are given in the forthcoming paper [27] , where we thoroughly investigate this topic.
We now fix δ 0 ∈ (0, 1). Then, by Lemma 4.1, for every ξ 0 ∈ R N and R > 0, there exists a H-regular domain A(ξ 0 , R) of R N such that 
Proof. Let ξ 0 , R, x, ξ, t, τ be as above. We shall use the notation introduced in Section 3. Let us set
and using Theorem A(ii), we obtain 
It is now sufficient to observe that the expression between square brackets is greater than 1/2 if ρ = ρ(δ, δ 0 , R 0 ) is small enough, as one can easily recognize by showing that the function
Proof. We set δ = (γ + δ 0 )/2, and we choose ρ = ρ(δ, δ 0 , R 0 ) as in Lemma 4.2. Let us also fix ξ 0 , R, x, ξ, t, τ as above. Let k be the smallest integer greater than (t − τ )/(k + 1). We claim that there exists a chain of points of 
Observing that, by the definition of k and σ, we have σ ≤ M (γ, δ 0 ) −1/2 R, from (4.1) it follows that we can choose
Moreover, up to a new choice of M (γ, δ 0 ), we also have
Indeed, from (4.1) and the definition of k it follows that , t; y 1 , t 1 ) G(y 1 , t 1 ; y 2 , t 2 
by (4.2). Moreover, from (4.2), (4.3) and the definition of k, it follows that
Therefore, we can apply Lemma 4.2 and obtain
2 . This completes the proof of Theorem 4.3. Indeed, recalling that K > 1, this would give v(y j , s j ) → ∞. Let us argue by induction. The existence of (y 0 , s 0 ) satisfying (4.6) for j = 0 follows straightforwardly from the assumption that u does not satisfy (4.5). We now suppose that, for a fixed q ∈ N ∪ {0}, (y 0 , s 0 ), . . . , (y q , s q ) have been defined and satisfy (4.6) for every j ∈ {0, . . . , q}. We have to prove that we can find (y q+1 , s q+1 ) satisfying (4.6) for j = q + 1. We claim that 
Lemma 4.4. Let
We now apply Lemma 4.5 to v, and we obtain (recalling (4.8))
As a consequence, since (4.7) also holds, there exists y ∈ B d (y q , r(K q M )R) such that v(y, s q ) < (1 − µ)K q M/2. Therefore, recalling that we are supposing that from the maximum principle for H it follows that it must be v = u. In particular u ε k uniformly converges to u on the compact subset of D. We now apply Theorem 4.6 (and Remark 4.7) to u ε k (recall that u ε ≥ 0 since ϕ ≥ 0) on the cylinder B d (ξ 0 , R ) × (τ σ − R 2 , τ σ ), where R = δR, τ σ = τ 0 − σR 2 and σ > 0 is small. Setting h 2 = √ h 2 and γ = γ/δ, we obtain
First letting k go to infinity and then σ go to zero, from the above inequality we finally get max
