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Abstract—Supervisory constraints are developed for a
trajectory optimizer for air traffic. By choosing to apply
combinations of these constraints, a human controller can
exercise intuitive influence over how conflicts between
aircraft are resolved. This offers a compromise between
the flexibility of an automated optimizer and the insight
of a human controller. Requirements such as the sense
of resolution – i.e. which aircraft goes first or over –
are encoded as constraints on a Mixed-Integer Linear
Program (MILP). Examples verify that the constraints
work as expected and that the computation times required
are reasonable.1
I. INTRODUCTION
The Single European Skies [1] and American NextGen
[2] programs have both been established in response to
increasing passenger numbers and financial and environ-
mental pressures. Both programs aim to address these
problems through innovative and more flexible use of
the airspace. Central to the future concept of operations
[3] is the need to support Air Traffic Controllers (ATCs)
with increased levels of automation within the Air
Traffic Management (ATM) systems. The current most
advanced systems in ATM, such as trajectory and conflict
prediction, operate around level one on the ten point
scale of automation defined by Parasuraman et. al. [4]:
“the computer offers no assistance; human must take all
decisions and actions”.
Trajectory optimization is a performance-driven ap-
proach to conflict resolution [5] and has been well
studied by ATM researchers [6]–[14]. These works all
show that numerical optimization offers good perfor-
mance, through capturing system objectives in the cost
function, with conflict avoidance, achieved by putting
separation requirements in the constraints. Optimizing
trajectories is also consistent with the idea of the 4-
D Reference Business Trajectory at the heart of the
SESAR Concept of Operations [3]. However, none of
1This paper describes results from the SUPEROPT project that is
part of SESAR Work Package E, which is addressing long-term and
innovative research.
these works consider the ability of a human controller to
influence the decision-making process, effectively raising
the level of automation straight to four out of ten: “the
computer suggests one alternative”. Controller workload
is considered in [15] by minimizing the number of
controller actions required, but still without enabling
direct controller input. It would be relatively straight-
forward to adapt the methods for human supervision via
adjustable weights in the objective function. However,
such tuning is practically challenging and effectively
makes the problem a multi-objective optimization, which
are much harder to solve [16].
Instead of adjusting control weights, this paper pro-
poses a solution based on adding constraints to influence
the outcome. The approach is inspired by the “play-
book” approach, proposed by Miller and Parasuraman
[17], [18], in which the supervisor can request certain
attributes or actions, but delegate remaining flexibil-
ity to the “subordinate” optimization. This enables the
controller to influence outcomes in a fast and intuitive
manner, without needing to model all of their expertise
in the optimizer. For example, a controller may know
that wind conditions make the climbing performance of
aircraft uncertain, and therefore request that separation
is maintained horizontally rather than vertically. We
refer to this a restraining the “class” of the resolution
to be horizontal. Furthermore, the controller can also
influence the “sense” of the resolution, for example
which aircraft goes first in a merge, perhaps to account
for downstream preferences like arrival sequencing. This
enables a more gradual introduction of automation, with
the controller and optimizer cooperating to evaluate
alternatives, around level three out of ten: ”the computer
narrows the selection to a few.”
This paper adopts a Mixed-Integer Linear Program-
ming (MILP) optimization, common in ATM work [6]–
[8], [10], [11], [13]–[15]. MILP captures global decision-
making, such as sequencing or choice of sense, through
discrete decision variables, and can be solved efficiently
despite its complexity using commercial solvers like
Gurobi [19]. After a review of the optimization model
2in Section II, the controller constraints are introduced in
Section III. Example scenarios and computation results
are presented in Section IV. Some brief remarks regard-
ing implementation issues are provided in Section V
followed by conclusions in Section VI.
II. MODEL
This section reviews the MILP trajectory optimization
framework including aircraft modelling [13] and separa-
tion constraints [20]. The aircraft dynamics and kinemat-
ics are modelled as a simple point mass approximation:
r(a, k + 1) = r(a, k) + v(a, k)∆t+
1
2
f(a, k)∆t2 (1)
v(a, k + 1) = v(a, k) + f(a, k)∆t, (2)
∀a ∈ {1, . . . , Na}, k ∈ {1, . . . , Nt} where
r(a, k),v(a, k) and f(a, k) are the 3D position, velocity
and acceleration of aircraft a at time k respectively, and
∆t is the time step. The following convex constraints
restrict the aircraft dynamics to reflect physical perfor-
mance limits:
‖ (vx(a, k), vy(a, k)) ‖2 ≤ Vmax (3)
‖ (fx(a, k), fy(a, k)) ‖2 ≤ Ahoriz (4)
|fz(k, a)| ≤ Avert (5)
−Dmax ≤ vz(a, k) ≤ Cmax (6)
∀a ∈ {1, . . . , Na}, k ∈ {1, . . . , Nt} where; Vmax,
Ahoriz , Avert are the maximum speed, horizontal accel-
eration magnitude and vertical acceleration magnitude
respectively and Cmax and Dmax are the maximum rates
of climb and descent. In this paper, the maximum rates of
climb and descent are constant and not linked to speed.
However, the MILP optimization can accommodate more
realistic limits using a piecewise affine representation,
closely capturing performance models like those found in
Eurocontrol’s ‘Base of Aircraft Data’ (BADA) [21]. The
reader is directed to [22] for details and examples of this
method, which would be especially useful if extending
the technique to a terminal area, where separation limits
may also be varied. Note that wind is neglected in these
examples, but it would be straightforward to introduce
a wind estimate into the kinematics equation (1). How-
ever, one of the purposes of giving the controller more
influence over the optimizer is to account for uncertainty
in wind conditions.
The nonlinear two-norm limits in (3) and (4) are inner-
approximated as polygons using Nc linear constraints.
Hence the speed limit (3) becomes:
eTi v(a, k) ≤ Vmax cos
(
pi
Nc
)
(7)
∀i ∈ {1, . . . , Nc} where ei is a horizontal unit vector
ei =
 cos (2pii/Nc)sin (2pii/Nc)
0
 .
Similar constraints are applied for acceleration (4). A
minimum speed constraint is also applied
‖ (vx(a, k), vy(a, k)) ‖2 ≥ Vmin (8)
and since this is non-convex, it is implemented using
binary decision variables
eTi v(a, k) ≥ Vmin − (Vmax + Vmin) dv(a, k, i) (9a)
∀i ∈ {1, . . . , Nc} where dv(a, k, i) ∈ {0, 1} is used to
selectively relax its associated velocity constraint, and
the following logical constraint ensures that at least one
constraint is not relaxed:
Nc∑
i=1
dv(a, k, i) ≤ Nc − 1. (9b)
Every aircraft has a reference trajectory including ini-
tial plans for position rref (a, k) and velocity vref (a, k).
The initial state of each aircraft is constrained to match
that of the reference:
r(a, 0) = rref (a, 0) (10)
v(a, 0) = vref (a, 0) ∀ a ∈ {1, . . . , Na} (11)
Also, every aircraft has a target position rtarg(a) and
velocity vtarg(a). Although the total number of time
steps is limited to a maximum of Nt for every aircraft,
individual arrival times are variable, and again encoded
using binary variables [23]. The target tolerance ∆r is
measured at the chosen arrival time
‖r(a, k)− rtarg(a)‖∞ ≤ ∆r(a) +M (1− da(a, k))
(12a)
‖v(a, k)− vtarg(a)‖∞ ≤ ∆r(a) +M (1− da(a, k))
(12b)
∀a ∈ {1, . . . , Na}, k ∈ {1, . . . , Nt} where da(a, k) = 1
if and only if aircraft a chooses step k as its finishing
time. The tolerance is subject to limits of up to one half
the distance traveled in a time step
‖ (∆rx(a),∆ry(a)) ‖∞ ≤ 1
2
Vmax∆t (12c)
|∆rz(a)| ≤ 1
2
Dmax∆t (12d)
∀a ∈ {1, . . . , Na}. A logical constraint is included to
ensure that an arrival time is chosen:
Nt∑
k=1
da(a, k) = 1 (12e)
3The cost function is the accummulated flight time
for all aircraft, plus secondary terms penalizing altitude
changes and accelerations:
J =
Na∑
a=1
[
wf∆r(a) + (13)
Nt∑
k=1
kda(a, k) + wc|vz(a, k)|+ wa‖f(a, k)‖
]
where the weights wf = (1/Vnom, 1/Vnom, 1/Cmax)
convert the tolerance into an estimate of remaining
travel time. The other weights (wc, wa) allow the relative
importance of the penalty terms to be tuned.
Separation is defined as a cylindrical protection region
around each aircraft:∥∥∥∥(rx(a, k)− rx(b, k)ry(a, k)− ry(b, k)
)∥∥∥∥
2
≥ Shoriz (14a)
OR | (rz(a, k)− rz(b, k)) | ≥ Svert (14b)
applied for pairs of aircraft (a, b) with b > a and for
all time k ∈ {1, . . . , Nt} where Shoriz and Svert are the
horizontal and vertical separation requirements between
two aircraft. Like the minimum speed constraints (9),
the cylindrical exclusion is approximated as a polytope.
Binary variables ds(a, b, k, i) selectively relax each facet
and a logical constraint ensures at least one is not
relaxed:
eTi (r(a, k)− r(b, k)) ≥ Shoriz (15a)
−M(1− ds(a, b, k, i))
∀i ∈ {1, . . . , Nc}
rz(a, k)− rz(b, k) ≤ −Svert (15b)
+M(1− ds(a, b, k,Nc + 1))
rz(a, k)− rz(b, k) ≥ Svert (15c)
−M(1− ds(a, b, k,Nc + 2))
Nc+2∑
i=1
ds(a, b, k, i) ≥ 1−
k−1∑
j=1
(da(a, j) + da(b, j)) (15d)
∀(a, b) ∈ {{1, . . . , Na} × {1, . . . , Na}|b > a} ∀k ∈
{1, . . . , Nt}. Note that (15d) relaxes the separation con-
straints as soon as one or other aircraft has reached its
target.
Furthermore, to enable planning with large time-steps,
the method of [20] is adopted such that the same binary
variables are also enforced at the previous time-step to
ensure that the entire connecting line-segment remains
conflict free:
eTi (r(a, k − 1)− r(b, k − 1)) ≥ Shoriz (16a)
−M(1− ds(a, b, k, i))
∀i ∈ {1, . . . , Nc}
rz(a, k − 1)−rz(b, k − 1) ≤ −Svert (16b)
+M(1− ds(a, b, k,Nc + 1))
rz(a, k − 1)−rz(b, k − 1) ≥ Svert (16c)
−M(1− ds(a, b, k,Nc + 2))
III. SUPERVISORY CONSTRAINTS
This section introduces additional constraints, de-
signed to be selectively introduced by a human controller
to influence the solution. The constraints available are
summarized in Table I. Each can be introduced for
chosen aircraft pairs (a, b) or some for individual air-
craft (a). The constraints can be combined, with different
choices for different pairs and/or multiple choices for the
same pairs. Examples in Section IV will further illustrate
their effect. The remainder of this section describes how
they are implemented.
TABLE I
SUMMARY OF SUPERVISORY CONSTRAINTS
Sense constraints
OVER(a, b) a to pass over b if resolving vertically
BEFORE(a, b) a to pass ahead of or go in front of b if
resolving horizontally
Class constraints
SEPHORIZ(a, b) a and b to be always separated horizontally
PATHSEP(a, b) a and b to be separated spatially, i.e. paths
must not overlap
FIXHPATH(a) a to remain on reference 2D path, but
speed and height changes permitted
FIXPATH(a) a to remain on 3D reference path, but
speed changes permitted
A. Constraint OVER(a,b)
The first constraint aims to force aircraft a to pass
over aircraft b, instead of under it. This sense constraint
would be used when a controller feels that the opposite
resolution would be problematic, perhaps due to winds
affecting climb slopes relative to ground. It is tempting
simply to constrain that one aircraft was always above
the other, rz(a, k) > rz(b, k) ∀k, but this is unworkable.
For example, if aircraft a starts below b, this instantly
renders the problem infeasible. Instead, we constrain
only that a can never be directly below b. This does not,
in itself, prevent other classes of resolution, such as a
going behind b, but it can be combined with other tactics
4such as PATHSEP to achieve the desired effect. Mathe-
matically, the effect is realized by constraining the binary
variable that switches the “a below b” constraint (15c)
or, equivalently, the “b above a” constraint (15c).
0 =
{
ds(a, b, k,Nc + 1) a > b
ds(b, a, k,Nc + 2) a < b
(17)
B. Constraint BEFORE(a,b)
Like the OVER constraint, this attempts to force a
particular sense of resolution, but now in the horizontal
case. In 2D, sense selection means specifying aircraft a
to go either ahead of, or behind, aircraft b. This constraint
would be useful where ground speed uncertainty made
the opposite sense too risky, in the view of the controller,
or perhaps where a particular sequence downstream was
desired. In the vertical case, constraining sense is easier,
because all aircraft share a common global Z-axis. How-
ever, sense is less clear in the horizontal case, because
the global direction of “ahead” or “behind” differs be-
tween aircraft. Therefore the sense constraint is applied
temporally rather than spatially: aircraft b is prevented
from intersecting with any future location of aircraft a.
This is achieved with additional constraints similar to
(15a)–(15d). These avoidance are applied for all pairs of
time steps (j, k) ∈ {{1, . . . , Nt}×{1, . . . , Nt}|j > k}:
eTi (r(a, j)− r(b, k)) ≥ Shoriz (18a)
−M(1− dt(a, b, j, k, i))
∀i ∈ {1, . . . , Nc}
rz(a, j)− rz(b, k) ≤ −Svert (18b)
+M(1− dt(a, b, j, k,Nc + 1))
rz(a, j)− rz(b, k) ≥ Svert (18c)
−M(1− dt(a, b, j, k,Nc + 2))
Nc+2∑
i=1
dt(a, b, j, k, i) ≥1−
j−1∑
n=1
da(a, n)−
k−1∑
m=1
da(b,m)
(18d)
and again, the “previous step” constraints are used for
inter-sample separation:
eTi (r(a, j − 1)− r(b,k − 1)) ≥ Shoriz (19a)
−M(1− dt(a, b, j, k, i))
rz(a, j − 1)− rz(b,k − 1) ≤ −Svert (19b)
+M(1− dt(a, b, j, k,Nc + 1))
rz(a, j − 1)− rz(b,k − 1) ≥ Svert (19c)
−M(1− dt(a, b, j, k,Nc + 2))
If the OVER() constraint is used in conjunction with
BEFORE(), the relevant dt binaries in (18b)–(19c) are
also constrained to zero.
C. Constraint SEPHORIZ(a,b)
This constraint requires horizontal separation, mean-
ing that any conflict between a and b must be re-
solved by horizontal separation. Unlike the previ-
ous two sense constraints, class constraint are sym-
metric, so SEPHORIZ(a, b) has the same effect as
SEPHORIZ(b, a). It is achieved by combining both
OVER(a, b) and OVER(b, a). Having removed the possi-
bility of a passing either over or under b, all that remains
is horizontal.
D. Constraint PATHSEP(a,b)
This tactic requires separating the paths spatially, i.e.
such that they do not insersect. This is in contrast
to separating temporally, such that paths intersect but
the aircraft reach the crossing point at different times.
PATHSEP is achieved by combining BEFORE(a, b) and
BEFORE(b, a). This implies that a is separated from all
past and future positions of b. Note the similarity with the
double application of OVER() to achieve SEPHORIZ():
essentially, by removing both options for resolving in
a particular way (e.g. vertically or temporally), all that
remains is to adopt another resolution (e.g. horizontal or
spatial, respectively).
E. Constraints FIXPATH(a) and FIXHPATH(a)
These two constraints apply to only one aircraft, fixing
its behaviour relative to the reference trajectory rref .
FIXPATH constrains the new trajectory in 3D (but cru-
cially not 4D): the aircraft must follow the same path as
before, but not necessarily at the same speed. FIXHPATH
fixes only the horizontal path, such that height and speed
changes can be effected. These constraints could be
used to limit ATM commands to only speed or height
advisories, where conditions would make lateral (or ver-
tical, in the case of FIXPATH) resolutions undesirable.
Because the timing at each 3D (or 2D) point can change,
this is not as simple as fixing the decision variables,
which are each tied to a time. Therefore, a piecewise
5affine formulation [24], [25] is applied:
∀k = {1, . . . , Nt} :
r(a, k)−
∑
j∈J (k)
λ(a, k, j)rref (a, j) ∈ D (20a)
λ(a, k, j) ∈ [0, 1] (20b)∑
j∈J (k)
λ(a, k, j) = 1 (20c)
dp(a, k, j) + dp(a, k, j + 1) ≥ λ(a, k, j) (20d)∑
j∈J (k)
dp(a, k, j) = 1 (20e)
dp(a, k, j) ∈ {0, 1} (20f)
where D represents the constraint on deviation from the
reference path. For the FIXHPATH tactic, D permits only
a small horizontal deviation but does not limit vertical
change. For the FIXPATH tactic, there are also limits on
the Z-axis difference. The binary variable dp(a, k, j) =
1 if and only if the new point k of the trajectory is
to be placed on the segment from j to j + 1 of the
reference trajectory. The decision variables λ are then
constrained such that the new point is expressed as a
weighted combination of the endpoints of the chosen
segment. The index set J (k) := {j ∈ 1, . . . , Nt | |j −
k| ≤ 2} permits each new chosen point to “slide” along
the reference path by up to two time steps. This limits
the number of binary variables dp introduced.
IV. EXAMPLES
This section illustrates the use of the tactic constraints
through examples of air traffic scenarios. The settings
for all scenarios are summarized in Table II. The units
are unusual – nautical miles; kilofeet; and minutes – but
enable a reasonable air traffic scenario to be handled with
simple scaling and comparable orders of magnitude on
the decision variables. The optimizations were modeled
in AMPL and solved with Gurobi 6.0.4 on a PC with
an Intel Core i7-3770S 3.10 GHz quad core processor
and 8GB RAM running Windows 7. Matlab was used to
generate the example data and visualize the results.
Figure 1 shows one scenario solved with many dif-
ferent constraints. In all cases, Flight 1 is climbing
from 1000 ft below Flight 2 to 1000 ft above it, while
crossing its path. For each solution, the figure shows
a plan view (X-Y), a side view (X-Z), an isometric
view (to aid visualization of the separation cylinders in
3D), and speed histories. The latter include two lines
for each aircraft: one in the range -1.5 to 2 showing
the vertical speed in kft/min and the other between
5.6 and 7.7 showing the horizontal speed in NM/min.
The relevant limits are shown dashed. Each plot also
TABLE II
SETTINGS FOR EXAMPLE SCENARIOS
Quantity Value Comment
Horizontal space units NM Nautical miles
Vertical space units kft 1000s of feet
Time unit min Minute
Nominal speed 7.0 NM/min 420 knots
Maximum speed
Vmax
7.7 NM/min Nominal +10%
Minimum speed Vmin 5.6 NM/min Nominal -20%
Maximum climb rate
Cmax
1.5 kft/min Estimates from BADA
for flights at around
Maximum descent rate
Dmax
2 kft/min 30,000ft
Maximum horizontal
acceleration Ahoriz
11 NM/min2 Permits a 1.5o/s turn at
nominal speed
Maximum vertical ac-
celeration Avert
58 kft/min2 Equivalent to 0.5g
Horizontal separation
Shoriz
5 NM Typical en-route separa-
tion
Vertical separation
Svert
1 kft 1000ft reduced vertical
separation minimum
Climb cost weight wc 1 min/kft
Acceleration cost
weight wa
10−5 min/unit
Sector size 30 x 30 NM
Time step ∆t 0.5 min For limited bandwith
Max. number of time
steps Nt
12 Enough for 42NM flight
at nominal speed
highlights a particular instant in the solution trajectories
with cylinders of radius 2.5 NM and height 0.5 kft, such
that separation is achieved if no two cylinders overlap.
The numbers identify the starting point of each flight and
the squares mark the targets.
Figure 1(a) shows the solution ignoring conflicts,
and shows that there is indeed a loss of separation.
Figure 1(b) shows the default answer when separation
constraints are applied but without any tactics. In this
case Flight 1 stays low until it has passed below Flight 2,
before climbing to its destination. When the OVER(1,2)
constraint is applied in Figure 1(c), Flight 1 climbs ear-
lier to pass over Flight 2, as requested. Note that Flight 2
also diverts slightly to give more room for 1 to climb. In
Figure 1(d), the HORIZSEP tactic prevents passing over
or under, so Flight 1 performs a steady climb while both
divert left, such that Flight 1 passes behind 2. Figure 1(e)
further constrains the case of horizontal resolution to be
the opposite from the default in Figure 1(d), resulting in
a sharp right turn by aircraft 2 to pass behind the back of
aircraft 1. Finally Figure 1(f) shows the results when the
FIXPATH constraint is applied to both aircraft, meaning
that only a speed resolution is available, and aircraft 1
is seen to reduce its speed to the minimum, so as to let
aircraft 2 pass ahead.
Figure 2 shows a scenario in which two aircraft at the
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Fig. 1. Flight 1 climbing and crossing Flight 2
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(b) BEFORE(1,2)
Fig. 2. Two flights merging
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(a) No extra constraints
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(b) PATHSEP(1,2)
−10
0
10
−100
10
−1
0
1
X[NM]
1
Solved in 60.45s
Y[NM]
2Z
[kf
t]
−10 0 10
−15
−10
−5
0
5
10
15
PATHSEP(1,2);OVER(2,1)
X[NM]
1
2
Y[
NM
]
−10 0 10
−1.5
−1
−0.5
0
0.5
1
1.5
X[NM]
12
Z[k
ft]
0 1 2 3 4 5
−2
0
2
4
6
8
Time[min]
[kf
t/m
in]
  S
pe
ed
  [N
M/
mi
n]
(c) PATHSEP(1,2) and OVER(2,1)
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(d) PATHSEP(1,2) and OVER(2,1) and FIXPATH(1)
Fig. 3. Crossing at same level
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Fig. 4. Descending into merge, with BEFORE(1,2) and FIXPATH(2)
same altitude merge on to a common target, typical on
arrival routes into airports. With the paths constrained
to intersect at the merge point, spatial resolution is not
applicable here, so only temporal is considered. With
no supervisory constraints applied, the optimizer returns
the solution seen in Fig. 2(a), with aircraft 2 going ahead
while 1 slows to merge behind. If the supervisor desires
the opposite order, the BEFORE(1,2) constraint can be
applied, yielding the solution in Figure 2(b), which does
indeed show the opposite order after the merge with
1 speeding up and 2 slowing down to achieve it.
Figure 3 shows a scenario involving two aircraft cross-
ing at the same altitude. With no supervision, aircraft 1
crosses behind aircraft 2, both remaining at the same
altitude throughout, as seen in Figure 3(a). If spatial
separation is desired, the PATHSEP constraint provides
the result seen in Figure 3(b). Since the two paths cross
horizontally, the only way to achieve spatial separation
is to change the altitudes, and in this case aircraft 1 has
climbed up and over aircraft 2. If the opposite order
is desired, the OVER(2,1) can be added, resulting in the
solution shown in Figure 3(c). Finally, seeking to prevent
aircraft 1 from changing altitude at all, the FIXPATH(1)
constraint is added, and Figure 3(d) shows the result in
which aircraft 2 has to climb over the path of aircraft 1.
Figure 4 shows a scenario in which the merge is
done vertically, with aircraft 1 descending to merge with
aircraft 2. In this example, a FIXPATH(2) constraint has
also been included to prevent aircraft 2 using a dog-leg
manoeuvre to give way to aircraft 1.
Finally, to investigate scalability, Figures 5 and 6 show
examples with three and four aircraft, respectively. These
cases were inspired by situations just west of Bristol,
UK, where flights from the northern UK to Spain cross
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Fig. 5. Three flights example, with HORIZSEP(2,3) constraints
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Fig. 6. Four flights example, with constraints FIXPATH(3),
OVER(3,2) and BEFORE(4,3)
transatlantic routes in and out of London Heathrow and
other European hubs. Some example constraints have
been applied and all have been followed correctly. These
examples illustrate the ability of the optimization to han-
dle global conflict resolution, i.e. beyond pairwise [5].
Table III shows solution times for the examples shown
and some others. Timing was measured simply using
the elapsed wall time to run the solver, and will include
overheads for reading and writing data and processing
the AMPL model. A time limit setting of 60s was applied
to the Gurobi solver, after which the solver returned the
best feasible solution available. Although not a thorough
investigation of complexity, some patterns can be seen.
In particular, the PATHSEP and BEFORE constraints
cause significant extra computing, likely to be linked to
the many additional binary variables dt they introduce,
9for all pairs of time steps. FIXPATH also introduces
additional binaries dp, but the impact on computation
is less severe. Observe that the binaries dp in the
FIXPATH case do not appear multiplied by the “big-
M” factor, hence FIXPATH can offer tight relaxations
of the MILP problem and fast solution time. Although
many of the solution times are very fast, others are
far slower, and the inherent unpredictability of solution
time means the method is not suitable for immediate
practical use. However, algorithmic enhancements [26]
and the on-going development of parallel and distributed
solvers [27] indicate potential for practical computation
in the future.
TABLE III
COMPUTATION TIMES
Constraints Sol. time (s)
Fig. 1
IGNORE(1,2) 0.34
No tactics 1.15
OVER(1,2) 0.60
HORIZSEP(1,2) 0.69
HORIZSEP(1,2); BEFORE(1,2) 15.56
FIXPATH(1); FIXPATH(2) 1.68
Fig. 2
No extra constraints 0.95
BEFORE(1,2) 3.77
Fig. 3
No tactics 0.69
PATHSEP(1,2) 60.33
PATHSEP(1,2); OVER(2,1) 60.37
PATHSEP(1,2); OVER(2,1); FIXPATH(1) 60.36
Fig. 4
No tactics 1.15
BEFORE(1,2) 8.68
BEFORE(1,2); FIXPATH(2) 21.23
Fig. 5
No tactics 8.36
HORIZSEP(2,3) 9.24
FIXPATH(2); FIXPATH(3) 4.44
Fig. 6
No tactics 5.73
FIXPATH(3) 12.52
FIXPATH(3); OVER(3,2) 4.90
FIXPATH(3); OVER(3,2); BEFORE(4,3) 29.66
V. IMPLEMENTATION DISCUSSION
The illustrations in Figs. 1 to 6 are intended to
illustrate the workings of the constraints and do not
provide a full design for a potential human-machine
interface (HMI). It is anticipated that the trajectory
optimizer could be implemented in a Controller Working
Position (CWP) as part of an enhanced Medium Term
Conflict Detection (MTCD) [28] system, either within
the display tools or as a server to an CWP client. Appli-
cation of a constraint would be achieved by selecting an
aircraft on the plan display and the appropriate type of
constraint, followed by a second aircraft if necessary. For
example, to apply BEFORE(1,2), first select aircraft 1,
then click “BEFORE”, then select aircraft 2. In the
context of a separation monitor display [29] in which
a pair of aircraft are represented by a single symbol,
application of a pairwise constraint would be done with
two clicks: the pair and the constraint type. Since the
resulting trajectory is likely to involve multiple manoeu-
vres, commands to the aircraft involved are best suited
to a future environment using 4D trajectory datalink [3].
The optimizer does not use fixed waypoints so the
method is suited to both free route or structured airspace.
For the latter, it would be interesting to investigate
further constraints exploiting waypoints when available,
to reduce controller workload. However this is beyond
the scope of this paper.
VI. CONCLUSIONS
This paper has proposed constraints to allow a hu-
man air traffic controller to interact with a trajectory
optimizer. The constraints allow the specification of
the relative sense (ahead/behind/over/under) of conflict
resolution between aircraft, or the class of the resolution
(vertical/horizontal/temporal). Inspired by the playbook
approach to automation, the method offers a way of shar-
ing authority between the controller and the optimizer,
capturing expert knowledge of the controller without
losing the flexibility of the optimizer.
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