We describe a type of n-point function associated to strongly regular vertex operator algebras V and their irreducible modules. Transformation laws with respect to the Jacobi group are developed for 1-point functions. For certain elements in V , the finite-dimensional space spanned by the 1-point functions for the irreducible modules is shown to be a vector-valued weak Jacobi form. A decomposition of 1-point functions for general elements is proved, and shows that such functions are typically quasi-Jacobi forms. Zhu-type recursion formulas are provided; they show how an n-point function can be written as a linear combination of (n − 1)-point functions with coefficients that are quasi-Jacobi forms.
Introduction
Let V = (V, Y, 1, ω) be a vertex operator algebra (VOA) of central charge c with vacuum vector 1 and Virasoro element ω. For a state v ∈ V , the vertex operator determined by v is generally denoted
satisfy Condition H ( [26] ). It is easy to see that if the elements {h i } satisfy Condition H then h i (n)h j = δ n,1 h i , h j 1 (1 ≤ i, j ≤ m).
Until further notice, fix h 1 , . . . , h m satisfying Condition H. Introduce the symmetric matrix G = ( h i , h j ) and let G[α] denote α t Gα (t denotes transpose) for an m-rowed column vector α. For elements v 1 , . . . , v n ∈ V we consider n-point functions of the form 
where c is the central charge of V and we always take q k = e w k , ζ l = e 2πiz l , q = e 2πiτ with w k , z l ∈ C (1 ≤ r ≤ s, 1 ≤ k ≤ n, 1 ≤ l ≤ m) and τ ∈ H (the complex upper half-plane). It is convenient to abbreviate tuples such as (h 1 , . . . , h m ) by h. Thus the important special case of a 1-point function with homogeneous element v ∈ V k , for example, reduces to J r,h (v; τ, z) := Tr M r o(v)ζ
which (formally) can be written 
where λ r is the conformal weight of M r . (In case the trace is over a space W which is not M r , we will denote (2) by J W,h (v; τ, z).) For example, if v = 1 and h 1 , . . . , h m is a basis of a Cartan subalgebra H of V 1 , then J r,h (1; τ, z) (the 0-point function) determines the multiplicities of the H-weights of M r considered as V 1 -module, and thereby the decomposition of M r into irreducible V 1 -modules.
The main purpose of the present paper is to establish transformation laws for onepoint functions with respect to the Jacobi group SL 2 (Z) ⋉ (Z ⊕ Z) m . It transpires that this naturally breaks down into two cases, depending on whether the equality h j (n)v = 0 (1 ≤ j ≤ m, n ≥ 0) holds or not. In the first case we have the following theorem. with scalars A ℓ r,γ depending only on γ. 2. For all [λ, µ] ∈ Z m × Z m there is a permutation r → r ′ , r ′ ∈ {1, . . . , s}, such that J r,h v; τ, z + λτ + µ = exp −πi(G[λ]τ + 2z t Gλ) J r ′ ,h (v; τ, z).
Essentially, this says that the vector of 1-point functions (J 1,h , . . . , J s,h ) t is a vectorvalued weak Jacobi form of weight k and index G/2. For example, if V is holomorphic (i.e., it has a unique irreducible module), then J V,h is a weak Jacobi form of weight k and index G/2 (generally with a character χ of SL 2 (Z), which is trivial if 24|c).
The statement of convergence can be refined in a number of cases. In particular, Heluani and Van Ekeren have recently [15] introduced the idea to use another set of quasi-Jacobi forms to address this issue in the case of N = 1 SUSY vertex algebras. In this setting, they first prove their trace functions are conformal blocks, and are then able to utilize this other set of quasi-Jacobi forms to prove convergence in the m = 1 case on the stronger domain consisting of closed subsets of {(τ, z) | z ∈ Z + Zτ }. It appears possible and of interest to extend these ideas to establish a similar domain of convergence in the case of general strongly regular VOAs.
When v ∈ V [k] fails to satisfy h j (n)v = 0 for some 1 ≤ j ≤ m or n ≥ 0, the 1-point functions (2) do not necessarily satisfy (4) and (5) . To describe the transformation laws in this case, let us fix for now a Cartan subalgebra H ⊆ V 1 , say of dimension d, together with an orthogonal basis {u j } of H. It suffices to take v ∈ V [k] in the form
, and w in the commutant Ω(0) := C V (M H ) of the Heisenberg subVOA M H ⊆ V generated by H. There is a decomposition ( [6, 8, 26] )
of M r into irreducible M H ⊗ Ω(0)-modules. In particular, each Ω r (γ t ) is a certain irreducible Ω(0)-module. Here, Λ ⊆ P ⊆ H where Λ, P are additive subgroups of H of rank d, Λ is a positive-definite even lattice with respect to , , and {γ t } are coset representatives of P/Λ. (See [26] and Section 5 below for further details.) We then have the following theorem. Theorem 1.2 Let V be a simple, strongly regular vertex operator algebra with orthogonal basis {u j } of H and v ∈ V [k] as in (6) . Then
,
is a linear combinations of functions of the form
for various a ∈ H. (For precise definitions of these functions, see Section 5.)
The functions (8) and their transformation laws with respect to the Jacobi group are discussed in [21] . In the case a, h j = 0 for all 1 ≤ j ≤ m, they are Jacobi forms on Γ 0 (N ) of weight f + k i and index G/2, where N is the level of Λ,
, and we suppose the quadratic form has rank 2f . Otherwise, (8) are quasi-Jacobi forms on Γ 0 (N ) of the same weight and index. In either case,
is a quasi-Jacobi form on Γ 0 (N ) of weight f + j ℓ j and index G/2. Theorem 1.2 reduces the computation of J r,h (v, τ, z) to a similar computation involving only the commutant Ω(0) and its irreducible modules. It is a standard conjecture that, under the assumption that V is strongly regular, Ω(0) is also strongly regular. Assuming this to be true (it is known in many cases), Theorems 1.1 and 1.2 provide explicit transformation laws for the functions J r,h (v; τ, z) for any homogeneous v ∈ V .
The literature dealing with (weak) Jacobi forms in the context of affine algebras and related areas is quite extensive, whereas the theory for general vertex operator algebras that we develop here has few precedents. In [5] some of the theory is developed for lattice VOAs, and [16] deals with the case of highest weight integrable representations for affine Kac-Moody Lie algebras. Weak Jacobi forms arise as elliptic genera in various contexts, e.g., from models of N = 2 super conformal field theories discussed in [17] . In particular, a generic approach is developed to calculate the relevant transformation properties for N = 2 Neveu-Schwarz models and the elliptic genus for the N = 2
Landau-Ginzburg models are calculated. Libgober also discusses elliptic genera in [25] , showing in the Calabi Yau case that the elliptic genus is a weak Jacobi form, while in other cases it lies in the space of quasi-Jacobi forms.
Weak Jacobi forms and quasi-Jacobi forms also appear, at least implicitly, in the study of n-point recursion formulas in [3] and [27] . Gaberdiel and Keller [13] discuss these functions further in the N = 2 Neveu-Schwarz model, developing some transformation properties while also establishing differential operators which arise in superVOAs that preserve the weak Jacobi form property of the elliptic genus. Recent work of Heluani and Van Ekeren [15] considers certain supercurves and the vertex (operator) algebras (N W = 1 SUSY vertex algebras) that produce vector bundles over these supercurves. In this setting, they show that certain functions analogous to the ones studied here give rise to superconformal blocks on a moduli space of elliptic supercurves. Their work establishing convergence of the functions they consider inspired us to revisit the convergence of the functions that we deal with here, where a previous draft of this paper contained an incomplete proof. As Heluani and Van Ekeren explain, their work can be regarded as an algebro-geometric approach to such problems.
Finally, we note that the special case of the partition function with only one elliptic variable, i.e., v = 1 and m = 1 in previous notation, appears in [20] . It is our hope that the results of the present paper may, in particular, foster closer ties between vertex operator algebras and elliptic genera.
The paper is organized as follows. In Section 2 we discuss the various kinds of modular-type functions that we need, including (matrix) Jacobi and quasi-Jacobi forms, and 'twisted' Weierstrass and Eisenstein series. The latter functions appear as coefficients in the recursion formula, expressing n-point functions (1) as a sum of (n − 1)-point functions, which is proved in the short Section 3, following [27] . This result reduces the study of n-point functions to the case of 1-point functions. Our main results, Theorems 1.1 and 1.2, are proved in Sections 4 and 5 respectively.
2 Automorphic forms 2.1 Jacobi and quasi-Jacobi forms Let Mer H×C n denote the space of meromorphic functions on H × C n , and F be a real symmetric positive-definite n × n matrix. We say a meromorphic function φ on H × C n is a meromorphic Jacobi form of weight k, index F , and character χ (χ : Γ 1 → C * ) on a subgroup Γ 1 of SL 2 (Z) if for some ℓ 0 ∈ Q, φ has an expansion of the form
where q = e 2πiτ (τ ∈ H), ℓ ≥ ℓ 0 , c(ℓ, r) are scalars, and for all γ = a b c d ∈ Γ 1 and (λ, µ) ∈ Z n × Z n we have
In the case ℓ 0 ≥ 0, φ is holomorphic. Throughout this paper we take the term Jacobi form to mean holomorphic Jacobi form. When the condition 4ℓ (9) is replaced with ℓ ≥ 0, we call φ(τ, z) a weak Jacobi form of weight k and index F . (See [11] for a detailed study of such functions when n = 1 and [30] for a discussion of the general case.)
The function φ is a quasi-Jacobi form of weight k and index
cτ +d with coefficients dependent only on φ, and
In other words, there are meromorphic functions S i 1 ,...,in,j (φ) and T i 1 ,...,in (φ) on H × C n determined only by φ, and s 1 , . . . , s n , t ∈ N such that
If φ = 0, we take S s 1 ,...,sn,t (φ) = 0 and T s 1 ,...,sn (φ) = 0, and say φ is a quasi-Jacobi form of depth (s 1 , . . . , s n , t). In the case n = 1 and F = 0, this definition of a quasi-Jacobi form reduces to that in [25] . (See also Definition 3.10 in [18] for another definition of quasi-Jacobi form.) Let Q n denote the space of quasi-Jacobi forms on H × C n . Straightforward calculations establish the following well-known lemma. 
Twisted elliptic functions
For w ∈ C, z ∈ C n , and τ ∈ H such that |q| < |e w | < 1 and ζ z 1 +···+zn = 1, we define the 'twisted' Weierstrass functionsP k (w, z, τ ) bỹ
where q = e 2πiτ , q w = e w , ζ j = e 2πiz j . When z = z 1 + · · · + z n and we set ζ = e 2πiz , the functionsP k (w, z, τ ) =P k (w, z, τ ) are the same as the functions (−1) [27] (where one can find more details), P k (1, ζ −1 , 2πiw, τ ) in [3] , and (2πi) −kP k (q w , q, ζ) in [13] . We will also consider functions of the form (12) when ζ 1 · · · ζ n = 1. In this case, the sum is to exclude the term ℓ = 0 and the functions are simply the classical (or 'untwisted') Weierstrass functions.
Writing (12) as
it can be shown that the functionsP k (w, z, τ ) converge for |q| < |q w | < 1 (see also [13, 27] ).
Define the functionsG k (τ, z) bỹ
n 2k , and set
The functionsẼ m with one complex variable z have been called 'twisted Eisenstein series' in [3, 13, 27] . The additional complex variables considered here do not add much difficulty as most calculations reduce to the single complex variable case by notingẼ
Lemma 2.2 For m ≥ 1, the functionsẼ m (τ, z) are quasi-Jacobi forms of weight m and index 0.
Proof We first take the n = 1 (z = z) case and show thatẼ m satisfies (10) for the matrices S = 0 −1 1 0 and T = ( 1 1 0 1 ). The result follows from a transformation discussed in [13] . In particular, it is established there (see display (C.15)) that
where we takeẼ 0 (τ, z) to be 1. Therefore,
This proves the transformation for the matrix S. For the matrix T we have T ·τ → τ +1, and we findẼ m (τ + 1, z) =Ẽ m (τ, z). We now consider the general case of z. UsingẼ m (τ, z) =Ẽ m (τ, z 1 + · · · + z n ) and (13), we find
where the C i 1 ,...,in are scalars produced when expanding ((z 1 + · · · + z n )/τ ) m−k . This proves (10) for the matrix S. The case for the matrix T is again trivial.
To prove (11), we can repeat similar steps for [λ, 0] ∈ Z n × Z n , using the transformation (for the z = z case)
(cf. [29] , page 7). We omit further details.
The following lemma follows as in Proposition 2 in [27] with the same proof (see also display (C.14) in [13] ).
Lemma 2.3 We havẽ
Beyond the modular forms discussed above, we also frequently encounter the usual quasi-modular Eisenstein series E 2 (τ ) normalized so that it has the functional equation
Recursion formula
In this section we establish recursion formulas for n-point functions. These results are found using an analysis that is similar to that in [27] and [31] . For this reason, we merely state the needed results, omitting proofs. The next lemma contains the necessary changes as well as the assumption ζ
The following two lemmas, when combined, reduce any n-point function to a linear combination of (n − 1)-point functions with modular coefficients of the type described in Section 2.
Lemma 3.2 Let v ∈ V and suppose h j (0)v = µ j v, µ j ∈ C, for each 1 ≤ j ≤ m. Then for any V -module M r and v 1 , . . . , v n ∈ V , we have
where δ z·µ,Z is 1 if z · µ ∈ Z and is 0 otherwise.
Lemma 3.3 Let the assumptions be the same as in the previous lemma. Then for p ≥ 1,
In particular, in the case n = 1 we have
Another result that will be useful is the following. (See also [13] .) Corollary 3.4 Let m = 1 and n = 1 as in the previous lemma.
Remark. The difference of a minus sign between these equations and those found in [27] can be attributed to the minus sign difference in our definitions of the functions P k ζ 1 (w, τ ) and the action of SL 2 (Z).
Finally, using that E k (τ ) = 0 for odd k we can establish the following corollary.
Corollary 3.5 Let m = n = 1 as before.
1. For any v ∈ V , we have
and
4 Theorem 1.1 proof Throughout this section, V is a strongly regular vertex operator algebra of central charge c and M 1 , . . . , M s its inequivalent irreducible admissible modules. Fix h 1 , . . . , h m in V 1 which satisfy Condition H on each module M r . Let G be the Gram matrix G = ( h i , h j ) associated with the bilinear form ·, · and elements h 1 , . . . , h m . We first prove the transformation law (4) in Theorem 1.1. To do so we will need a 1-point analogue of a result due to Miyamoto [28] . For u, w ∈ V 1 and v ∈ V , we define the function Φ r (v; u, w, τ ) by
Function (18) is similar to the functions Φ r defined in [28] , except there only the case v = 1 is considered. Moreover, we have switched the notation of u and w and taken 1, 1 = −1, which is negative the normalization taken by Miyamoto. The proof of the following theorem is the same as in [28] (see Theorem A) when one makes the appropriate changes. We omit details here; they may be found in [19] . Theorem 4.1 Let V be a rational, C 2 -cofinite vertex operator algebra and M 1 , . . . , M s be its finitely many inequivalent irreducible admissible modules. Suppose w ∈ V 1 and v ∈ V [k] are such that w(n)v = 0 for n ≥ 0. Then for all γ = a b c d ∈ SL 2 (Z),
where A i r,γ are the scalars S(γ, r, i) dependent on γ that appear in Zhu's Theorem 5.3.2 of [31] .
where z · h is the usual dot-product. By Theorem 4.1,
Expanding the Φ ℓ on the right hand side we find
Combining (19) and (20) 
establishes (4).
Remark. Although it may appear that Condition H and the assumption h j (n)v = 0 are not needed to establish (4), they are used in the proof of Theorem 4.1 and are indeed necessary.
Next we prove (5) . Following H. Li [23] , define invertible maps ∆ h j (z) :
We then have the following theorem (loc. cit. Proposition 5.4).
Theorem 4.2 Suppose that g is a finite order automorphism of
Applying this formalism when g = e 2πih j (0) is the identity automorphism (h j has integral eigenvalues), we obtain an isomorphism of V -modules
for some r ′ ∈ {1, . . . , s}. For each h i (1 ≤ i ≤ m) we have
Therefore, the modes of
Taking Res z z of both sides, we find ω
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In a similar way we have
for any 1 ≤ j ≤ m, and in particular,
Using (22) and (23), we find
Finally, with these same calculations applied to v ∈ V [k] such that h j (n)v = 0 for 1 ≤ j ≤ m and n ≥ 0, we find that the zero mode of v on (
Using (24), (25) , and the isomorphism (21), it follows that
Here, the second equality uses the fact exp 2πiµ · h(0) = 1 since µ · h(0) acts on M r with integer eigenvalues. This proves (5).
Since (3) is clear, it remains to establish the convergence of J r,h (v; τ, z) for any v ∈ V and module M r = d≥0 M r λr+d , where λ r is the conformal weight of M r . For the remainder of this section we also drop the notation J r,h and simply write J h as none of the calculations are dependent on M r .
Consider the case m = 1. That is, take h to be a single element h ∈ V 1 that satisfies Condition H, so that we are concerned with the function J r,h (v; τ, z) on H × C. Let M denote the ring of quasi-modular forms and Q 0 be the ring of quasi-Jacobi forms of index 0 (see [25] , Proposition 2.8), which are both known to be Noetherian. By Definition 2.5 in [25] , it is clear certain generators of quasi-Jacobi forms of index 0 are convergent on closed subsets of {(τ, z) ∈ H × C | z ∈ Z + Zτ }. In particular, the functionsẼ k (τ, z) introduced in Subsection 2.2 are convergent on this domain.
For α ∈ Z, let U α be the map defined by U (φ(τ, z)) = φ(τ, αz). Then U α maps (quasi-)Jacobi forms of index m to (quasi-)Jacobi forms of index α 2 m. In particular, ) ) is a quasi-Jacobi form of index 0.
Set V (Q 0 ) = V ⊗ Q 0 and let O h (V ) be the subspace of V generated by the elements
By (16), (17), and Lemma (3.1), it follows that J h (v, τ, z) = 0 for all v ∈ O h (V ).
Proof The proof mimics that of Lemma 4.4.1 in [31] . Since C 2 (V ) has finite codimension, there exists an integer N such that
, and thus the lemma.
In the case k ≤ N , we are done since v ∈ A. Therefore we assume that k > N . In this case,
, and so we have v = a + [31] . It suffice to show
In this case we have SinceẼ k (τ, αz) is again a quasi-Jacobi form and wt
for some scalars β j , we can apply our induction hypothesis again to the elements
The lemma is now proved.
Remark. Since our recursion formula introduces functions of the formẼ ℓ (τ, αz) (α ∈ Z) in the previous step, an arbitrary function φ(τ, z) in Q 0 may have a pole at z ∈ 1 α (Z + Zτ ) for different α. Therefore, the finite many elements in Q 0 that arise in the following lemma may each have such poles. The authors would like to thank Reimundo Heluani for bringing this to their attention. After this step, however, no further coefficients with poles are introduced in the proof, and we therefore obtain the domain of convergence as described in the statement of the theorem.
Proof By the previous lemma and the fact Q 0 is Noetherian, we have the Q 0 -submodule generated by {h[−1] j v, j ≥ 0} is finitely generated. Therefore, some relation such as (30) must hold. Equation (29) is proved similarly.
Proposition 4.5 Suppose that V is C 2 -cofinite.
2. If v ∈ V is such that h[ℓ]v = 0 for ℓ > 0, then there exists an n ∈ N and
Proof The proof of (31) follows just as in [3] . The proof of (32) is similar, and follows from using Equation (14) along with induction and the fact that there are scalars
It follows from the theory of ordinary differential equations that solutions to these equations converge wherever the functions φ i (τ, z) and ψ j (τ, z) do. In particular, (31) shows that J h (v, τ, z) converges on the set
It remains to show that similar differential equations hold for any v ∈ V , not just those that are primary. We will first establish a series of lemmas involving a single variable z. We omit the variable τ until the end, as the analogous results can be proved similarly and are also essentially found in [3] . Lemma 4.6 Suppose ℓ ≥ 1, j ≥ 0, and v ∈ V [k] is such that h(0)v = αv for some scalar α.
3. For all ℓ ≥ 1, there are scalars β ijℓ and elements satisfying wt[u ijℓ ] ≤ wt [v] , with equality only if u ijℓ = v, such that
Proof Both (a) and (b) follow from easy proofs by induction on j. Part (c) follows by induction on j + ℓ.
Using this lemma along with (14) we find
Noting that wt[h[2ℓ − 1]v] < wt[v] = k for ℓ ≥ 1 and using induction on k + j along with (33), we obtain the following lemma.
(34)
(Note that the functions φ and ψ are not necessarily the same as those in (30) .)
Proof Since J h (u, τ, z) = 0 for ∀u ∈ O h (V ), we can substitute (30) into J h to obtain 0. Next, solve for J h (h[−1] n v, τ, z) and then exchange J h (h[−1] n v, τ, z) with the right hand side of (34), replacing j with n. What results is (36). Equation (35) follows from a similar analysis, where the necessary lemmas analogous to those here can be proved just as in [3] .
We are now in position to prove the convergence of J h (v, τ, z) for any v ∈ V . We first fix τ and prove that J h (v, τ, z) converges in the z-variable on the set F . The same proof can be applied to prove that J h (v, τ, z) converges for all τ ∈ H by fixing z, though we will omit these details. We proceed by induction on wt [v] By our induction hypothesis, the functions J h (w jℓ , τ, z) in the previous proposition all converge on F . For the same fixed τ , set G(τ, z) to be the third summand in (36). That is, G(τ, z) = n−1 j=0
. Then a well-known result (see for example Lemma 1 in [1] ) asserts the existence of a function k(z) that converges on the same domain F and satisfies (D z +k(z))G(τ, z) = 0. Applying the operator D z +k(z) to (36) shows that J h (v, τ, z) satisfies a differential equation with respect to the operator D z and with coefficients that converge on F for fixed τ . This in turn implies J h (v, τ, z) converges on F . As mentioned before, fixing z and using the same argument with (35) shows J h (v, τ, z) also converges for all τ ∈ H. This proves J h (v, τ, z) converges on the domain stated in Theorem (1.1) in the case m = 1.
To prove the convergence for the function J r,h (v; τ, z) when m > 1, we fix all but one of the complex variables z 1 , . . . , z m and apply the previous argument. Since the convergence can be established in this manner for each individual complex variable, Hartog's Theorem gives the convergence of J r,h (v; τ, z). The proof of Theorem 1.1 is complete.
Theorem 1.2 proof
In this section we take up the transformation laws of the functions J r,h (v; τ, z) when h j (n)v = 0 for some 1 ≤ j ≤ m or n ≥ 0. We begin by reviewing the Heisenberg VOA and a decomposition for strongly rational VOAs.
The Heisenberg VOA and a module decomposition
Let H be a d-dimensional abelian Lie algebra with non-degenerate symmetric invariant bilinear form (·, ·). Consider the affinization H = H ⊗C[t, t −1 ]⊕CK, where K is central and [a⊗t m , b⊗t n ] = (a, b)δ m+n,0 K (a, b ∈ H, m, n ∈ Z). Taking K to act as 1 on C and H ⊗ C[t] to act trivially, we produce the induced module M H = U ( H) ⊗ H⊗C[t]⊕CK C which is isomorphic to the symmetric algebra S(H ⊗ t −1 C[t −1 ]) as linear spaces.
Let the action of u ⊗ t n on M H be denoted by u(n). For an orthonormal basis
can be written as a linear combination of elements of the form
for a 1 , . . . , a ν ∈ H and n 1 , . . . , n ν ∈ N. For such an element v ∈ M H , define the map
where
• signifies normal ordering (see for example [22] ).
It is known that
There is a natural identification between (M H ) 1 For α ∈ H, define the space
If n = 0 the operators a(n) ∈ End M H act on M H (α) via its action on M H . On the other hand, a(0) acts on e α by a(0)e α = (a, α)e α . The space M H (α) is an irreducible M H -module with conformal weight 1 2 (α, α), and for varying α we obtain in this way all of the irreducible M H -modules up to equivalence (see [22] for details).
The partition function
Therefore, since L(0)e α = 1 2 (α, α)e α , h j (0)e α = (h j , α)e α , and h j (0)M H = 0 for all 1 ≤ j ≤ m, we find
Tr e α ζ
We now discuss a decomposition for any irreducible V -module M (see [26] for more details). A result of Dong and Mason [6, 26] states that V 1 is a reductive Lie algebra and that M is a linearly reductive V 1 -module, i.e., its action on M is completely reducible. The action of u ∈ V 1 on M is given by u(0). Let Ω M := {w ∈ M | u(n)w = 0, for u ∈ H and n ≥ 1} , and for β ∈ H set M (β) := {w ∈ M | u(0)w = (β, u)w, where u ∈ H} .
Consider the set P := {β ∈ H | M (β) = 0} , which is a subgroup of H. Then M has a decomposition
where Ω M (β) := Ω M ∩ M (β) (cf. [8, 26] Then the isomorphism (21) (which holds for all u ∈ L 0 ) implies
where u ∈ Λ and β ∈ P . In the case β = 0, this gives Ω M (u) ∼ = Ω M (0) for all u ∈ Λ. Therefore, Ω M (u) = 0 and Λ ⊆ P . In [26] , it is shown that Λ is a positive-definite integral lattice of rank d and |P : Λ| is finite. We set δ := |P : Λ|.
The decomposition (38), which is an isomorphism of vector spaces, may now be written as a decomposition of irreducible modules for M H (0) ⊗ Ω M (0). Namely,
where {γ t } are coset representatives of P/Λ.
Proof of Theorem 1.2
Since M H is a subspace of V , H is also a subspace of V ( identifying a(−1)1 ∈ (M H ) 1 with a ∈ H). Therefore, we may take the bilinear form (·, ·) on H considered in the previous section to be one which, when extended to V , is the restriction of the bilinear form ·, · (on V ) to H. In other words, we have (·, ·) = ·, · on M H and we will fix (·, ·) to be such a bilinear form on H and use the notation ·, · for the remainder of the paper. Let {u i | 1 ≤ i ≤ d} be a basis for H. By the decomposition (40) of V , any element in V may be written as sums of elements of the form
w ∈ Ω(α), for various α ∈ Λ + γ t , 1 ≤ t ≤ δ and ℓ x,y , m x,y ∈ N (1 ≤ x ≤ d, 1 ≤ y ≤ ν d ).
Note that v(n)M H (β) ⊗ Ω M r (β) ⊆ M H (α + β) ⊗ Ω M r (α + β) for an irreducible Vmodule M r . Therefore, the only v such that J r,h (v; τ, z) = 0, are those that are a sum containing terms which lie in M H (0) ⊗ Ω(0). That is, for α = 0 and w ∈ Ω(0). It therefore suffices to consider elements of the form given in (6) . Since w ∈ Ω(0), it satisfies h j (0)w = h j , w w = 0 for all 1 ≤ j ≤ m, and h j (n)w = 0 for all n ≥ 0. Therefore, J r,h (w; τ, z) satisfies the assumptions of Theorem 1.1.
We will prove Theorem 1.2 for v as in (6) by first establishing results for specific v. The following lemma and proof follow those found in [10] . 
