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Abstrakt
Tato bakala´rˇska´ pra´ce se zaby´va´ numericky´m rˇesˇen´ım soustav diferencia´ln´ıch rovnic prvn´ıho
rˇa´du s pocˇa´tecˇn´ımi podmı´nkami vybrany´mi jednokrokovy´mi metodami. Da´le pak na´vrhem,
implementac´ı a testova´n´ım aplikace, ktera´ je schopna uzˇit´ım zmı´neˇny´ch metod rˇesˇit u´koly
zadane´ blokovy´mi sche´maty. Prvn´ı cˇa´st je veˇnova´na u´vodu do problematiky, obsahuje
prˇ´ıklad vy´pocˇtu neˇkolika krok˚u vybrany´mi metodami a srovna´va´ dosazˇene´ vy´sledky. Pod-
statna´ cˇa´st zpra´vy se zaby´va´ podobou a funkc´ı jednotlivy´ch blok˚u pouzˇity´ch v editoru
blokovy´ch sche´mat a procesu transformace vstupn´ıch dat na data pouzˇitelna´ pro vytvorˇen´ı
simulace. Prˇedposledn´ı kapitola ukazuje jake´ prˇesnosti dosahuje vy´sledna´ aplikace. Je zde
prˇedvedeno rˇesˇen´ı neˇkolika jednoduchy´ch prˇ´ıklad˚u z praxe, nechyb´ı srovna´n´ı s jiny´mi si-
mulacˇn´ımi syste´my.
Abstract
This thesis deals with the numerical solution of systems of first-order differential equations
with initial conditions, using chosen one-step methods. It describes the design, implemen-
tation and testing of the application that is able to use these methods to solve the tasks
entered in form of block schemes. The first part is devoted to an introduction of the topic,
it provides an example of calculation of several steps using chosen methods and compares
the results. A substantial part of the report deals with form and function of each block used
in the block schemes editor and the transformation process of input data to data usable
for creating simulation. The penultimate chapter demonstrates the accuracy of the final
application. It shows solutions of a few simple examples of practical usage. This chapter
also includes comparison with other simulation systems.
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Kapitola 1
U´vod
Pra´ce se zaby´va´ te´matem numericke´ho vy´pocˇtu soustav diferencia´ln´ıch rovnic (prvn´ıho rˇa´du
s pocˇa´tecˇn´ımi podmı´nkami). Diferencia´ln´ı rovnice se pouzˇ´ıvaj´ı pro popis jev˚u z rea´lne´ho
sveˇta. Soustavu rovnic popisuj´ıc´ı chova´n´ı jevu oznacˇujeme jako matematicky´ model. Z ma-
tematicke´ho modelu jsme schopni vytvorˇit simulacˇn´ı model, nad ktery´m mu˚zˇeme prova´deˇt
experimenty. Jsme schopni prove´st velke´ mnozˇstv´ı r˚uzny´ch test˚u a experiment˚u nad si-
mulacˇn´ım modelem pouze za zlomek zdroj˚u, ktere´ bychom museli jinak vynalozˇit prˇi tes-
tova´n´ı a experimentova´n´ı na fyzicke´m syste´mu.
Diferencia´ln´ı rovnice se rˇesˇ´ı dveˇma zp˚usoby. Prvn´ım z nich je analyticke´ rˇesˇen´ı, ktere´ je
velmi prˇesne´ a vy´sledky lze z´ıska´vat rychle. Bohuzˇel ne vsˇechny rovnice (a jejich soustavy)
lze rˇesˇit analyticky. Velka´ cˇa´st proble´mu˚ z praxe rˇesˇit analyticky nelze. Proto existuje
druhy´ zp˚usob a t´ım je numericke´ rˇesˇen´ı, ktere´ vyuzˇ´ıva´ aproximaci zadane´ funkce. Oproti
analyticke´mu je cˇasoveˇ na´rocˇneˇjˇs´ı, nav´ıc hodneˇ za´lezˇ´ı na dalˇs´ıch faktorech. Jedn´ım z nich
je naprˇ. vy´beˇr metody – ne vsˇechny metody jsou vhodne´ pro vsˇechny proble´my.
Pra´ce je zameˇrˇena na simulaci obvod˚u. Budeme pouzˇ´ıvat tzv. spojitou simulaci – cˇas
v simulaci se opakovaneˇ zvysˇuje po maly´ch kroc´ıch a v kazˇde´m kroku se prˇepocˇ´ıtaj´ı vsˇechny
deˇje, ktere´ v syste´mu prob´ıhaj´ı.
1.1 C´ıle
Pra´ce si klade za c´ıl vyvinout program, ktery´ v budoucnu ve vy´uce prˇedmeˇt˚u Teorie ob-
vod˚u a Vysoce na´rocˇne´ vy´pocˇty nahrad´ı TKSL/386. Prˇedevsˇ´ım proto, zˇe na modern´ıch 64-
bitovy´ch operacˇn´ıch syste´mech Windows nelze tento starsˇ´ı program spustit (ne bez neˇjake´
formy emulace, naprˇ. DOSBox). Take´ uzˇivatelske´ prostrˇed´ı (textovy´ rezˇim) je jizˇ zastarale´
a pro studenty neintuitivn´ı.
U´kolem je implementovat prˇekladacˇ a aplikaci pro vy´pocˇet soustav obycˇejny´ch dife-
rencia´ln´ıch rovnic prvn´ıho rˇa´du s pocˇa´tecˇn´ımi podmı´nkami v MS .NET. Dı´ky vyuzˇit´ı plat-
formy .NET z´ıska´me podporu dalˇs´ıch platforem, mimo jine´ i syste´mu˚ POSIX (GUI napsane´
ve WPF je bohuzˇel neprˇenositelne´, ale konzolova´ aplikace je testovana´ a plneˇ funkcˇn´ı pod
GNU/Linux). Z podporovany´ch jazyk˚u bude zvolen C#. Jedna´ se o modern´ı jazyk, ktery´
vycha´z´ı prˇedevsˇ´ım z jazyk˚u C++ a Java. Vı´ce o .NET a C# si mu˚zˇete prˇecˇ´ıst v [12].
Da´le je nutne´ navrhnout datove´ struktury, jednotlive´ vrstvy aplikace a jazyk. Jazyk
nebude slouzˇit jen pro textovy´ vstup, ale bude vyuzˇit i pro na´vrh meziko´du. Meziko´d bude
vy´stupem front-endu (naprˇ. textove´ho vstupu) a bude slouzˇit jako prˇedpis pro vytvorˇen´ı
simulacˇn´ı trˇ´ıdy (zat´ım jediny´ back-end bude numericky´ simula´tor). I blokovy´ vstup bude
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kompilova´n do stejne´ho meziko´du jako textovy´. Tento meziko´d bude pravdeˇpodobneˇ svy´m
usporˇa´da´n´ım hodneˇ bl´ızky´ pra´veˇ textove´mu vstupu (naprˇ. seznamy diferencia´ln´ıch rovnic,
seznamy promeˇnny´ch atp.).
Vy´sledny´ program mus´ı umeˇt v´ıce metod rˇesˇen´ı – za´kladn´ı testovac´ı numericke´ metody
budou explicitn´ı Eulerova a Runge-Kutta cˇtvrte´ho rˇa´du.
Vstupn´ımi daty aplikace bude blokove´ sche´ma – tzn. implementace graficke´ho rozhran´ı
(editoru blokove´ho sche´matu) je jedn´ım z hlavn´ıch u´kol˚u.
1.2 Kapitoly
V kapitole 2 nast´ın´ım teoreticke´ pozad´ı, prˇedevsˇ´ım pop´ıˇsu numericke´ rˇesˇen´ı diferencia´ln´ıch
rovnic r˚uzny´mi metodami.
V na´sleduj´ıc´ı kapitole 3 vysveˇtl´ım v kra´tkosti z cˇeho jsme vycha´zeli prˇi na´vrhu vlastnost´ı
vy´pocˇetn´ıho syste´mu a textove´ho vstupu. Pra´veˇ z podoby textove´ho vstupu jsme postupneˇ
navrhli vnitrˇn´ı reprezentaci ko´du (meziko´d), ktera´ je spolecˇna´ pro vsˇechny vstupy.
Kapitola 4 se zaby´va´ implementac´ı, bude obsahovat popis jednotlivy´ch blok˚u, neˇkolik
prˇ´ıklad˚u blokovy´ch sche´mat a popis blokove´ho editoru.
Uka´zku pouzˇit´ı aplikace, srovna´n´ı graficke´ho vstupu a vy´stupu s jiny´m vy´pocˇetn´ım
syste´mem naleznete v kapitole 5.
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Kapitola 2
Diferencia´ln´ı rovnice
Obycˇejne´ diferencia´ln´ı rovnice se velmi cˇasto uzˇ´ıvaj´ı prˇi rˇesˇen´ı proble´mu˚ z oblasti fyziky,
chemie a technicky´ch obor˚u.
Jde o takove´ matematicka´ rovnice, ve ktery´ch se vyskytuje vztah mezi funkc´ı jedne´
promeˇnne´ a jej´ımi derivacemi (nejvysˇsˇ´ı derivace urcˇuje rˇa´d diferencia´ln´ı rovnice). Jedno-
duchy´ prˇ´ıklad diferencia´ln´ı rovnice:
du(t)
dt
= u(t) (2.1)
Rˇesˇen´ım te´to rovnice je funkce:
u(t) = c · et (2.2)
ve ktere´ c je libovolna´ konstanta (tato konstanta se vypocˇ´ıta´ ze zadane´ pocˇa´tecˇn´ı podmı´nky,
veˇtsˇinou v t = 0).
Sˇirsˇ´ı u´vod do problematiky si mu˚zˇete prˇecˇ´ıst naprˇ. v [2].
2.1 Analyticke´ rˇesˇen´ı
Analyticky rˇesˇit umı´me jen urcˇite´ typy diferencia´ln´ıch rovnic. V prakticky´ch u´loha´ch se
veˇtsˇinou vyskytuj´ı rovnice, ktere´ analyticky lze rˇesˇit velmi obt´ızˇneˇ (pracneˇ), nebo je vyrˇesˇit
analyticky nelze v˚ubec. Detailneˇjˇs´ı informace mu˚zˇete nale´zt v [1].
2.2 Numericke´ rˇesˇen´ı
Veˇtsˇinu diferencia´ln´ıch rovnic nelze rˇesˇit analyticky (nebo je lze rˇesˇit, ale je to prˇ´ıliˇs
na´rocˇne´), proto se pouzˇ´ıvaj´ı numericke´ metody pro rˇesˇen´ı diferencia´ln´ıch rovnic (a jejich
soustav). Tato rˇesˇen´ı jsou pouze prˇiblizˇna´, ale prˇi vhodneˇ zvoleny´ch parametrech dosta-
neme dostatecˇneˇ prˇesne´ (tud´ızˇ pouzˇitelne´) vy´sledky. Vy´stupem teˇchto metod nen´ı funkce,
jako tomu bylo u analyticke´ho rˇesˇen´ı, ale prˇiblizˇne´ hodnoty rˇesˇen´ı v konecˇne´m pocˇtu bod˚u.
V te´to kapitole prˇedstav´ım neˇkolik nejzna´meˇjˇs´ıch metod.
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2.2.1 Vlastnosti numericky´ch metod
Explicitn´ı metody
Explicitn´ı metoda je takova´ metoda, ktera´ v prˇedpisu k vy´pocˇtu dalˇs´ıho kroku nema´
nezna´mou nove´ho kroku (yi+1) i na prave´ straneˇ.
Prˇ´ıklad explicitn´ı metody (Adams-Bashforth cˇtvrte´ho rˇa´du)[5]:
yi+1 = yi +
h
24
(55fi − 59fi−1 + 37fi−2 − 9fi−3) (2.3)
Implicitn´ı metody
Jsou na vy´pocˇet slozˇiteˇjˇs´ı nezˇ explicitn´ı, nestacˇ´ı pouze dosadit a vypocˇ´ıtat. Jedna´ se o ta-
kove´ metody, ktere´ ve svy´ch rovnic´ıch pro vy´pocˇet yi+1 obsahuj´ı f s parametrem yi+1.
Maj´ı obecneˇ lepsˇ´ı oblast stability, ale by´vaj´ı na´rocˇneˇjˇs´ı na rˇesˇen´ı (mus´ıme rˇesˇit soustavy
nelinea´rn´ıch rovnic vhodnou iteracˇn´ı metodou).
Implicitn´ı numericke´ metody se pouzˇ´ıvaj´ı naprˇ. prˇi rˇesˇen´ı tuhy´ch (stiff) syste´mu˚ dife-
rencia´ln´ıch rovnic, ktere´ vyzˇaduj´ı od metody velkou oblast stability.
Prˇ´ıklad implicitn´ı metody (Adams-Moulton cˇtvrte´ho rˇa´du)[5]:
yi+1 = yi +
h
24
(9fi+1 + 19fi − 5fi−1 + fi−2) (2.4)
Chyby
Kdyzˇ je xˆ prˇesna´ hodnota a x je jej´ı aproximace, pak jejich rozd´ıl je absolutn´ı chyba
aproximace (neˇkdy take´ celkova´ diskretizacˇn´ı chyba).
E = xˆ− x (2.5)
Cˇasto je uzˇitecˇneˇjˇs´ı pouzˇ´ıvat relativn´ı chybu aproximace
RE(x) =
xˆ− x
x
=
E(x)
x
(2.6)
ktera´ se obvykle vyjadrˇuje v procentech.
Loka´ln´ı diskretizacˇn´ı chybou rozumı´me takovou chybu, ktere´ jsme se dopustili prˇi jed-
nom kroku dane´ metody (kdyzˇ prˇedpokla´da´me, zˇe vsˇechny hodnoty potrˇebne´ k vy´pocˇtu
tohoto kroku jsou prˇesne´). Celkova´ (globa´ln´ı) diskretizacˇn´ı chyba je nakupen´ım loka´ln´ıch
diskretizacˇn´ıch chyb, neˇkdy se znacˇ´ı take´ jako ei. Je proto d˚ulezˇite´, aby prˇi uzˇit´ı dane´ me-
tody nedocha´zelo ke katastrofa´ln´ı akumulaci loka´ln´ıch diskretizacˇn´ıch chyb. Pokud se tak
nedeˇje, tak o takove´ metodeˇ rˇekneme, zˇe je stabiln´ı.
Celkova´ diskretizacˇn´ı chyba klesa´, kdyzˇ se vol´ı mensˇ´ı krok (u vhodneˇ zvoleny´ch metod
pro danou u´lohu). Prˇi prˇ´ıliˇs male´m kroku (nebo u urcˇity´ch typ˚u u´loh) ale vzr˚usta´ celkova´
zaokrouhlovac´ı chyba (d˚uvodem vzniku te´to chyby je omezeny´ prostor pro ukla´da´n´ı cˇ´ısel
v pameˇti pocˇ´ıtacˇe).
Vı´ce o chyba´ch se mu˚zˇete docˇ´ıst v [3].
Rˇa´d
Jak je uvedeno v [6] – rˇa´d metody je nejveˇtsˇ´ı prˇirozene´ cˇ´ıslo p takove´, pro ktere´ plat´ı odhad
loka´ln´ı diskretizacˇn´ı chyby na´sledovneˇ:
di = O(h
p+1
i ) (2.7)
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2.2.2 Metoda Taylorova rozvoje
Meˇjme funkci y, ktere´ je rˇesˇen´ım rovnice y′ = f(t, y). Prˇedpokla´da´me, zˇe funkce f je
nekonecˇneˇ diferencovatelna´ a funkce y ma´ derivace vsˇech vysˇsˇ´ıch rˇa´d˚u
y′′(t) =
d
dt
f(t, y) = ft(t, y) + fy(t, y)y
′ = ft(t, y) + fy(t, y)f(t, y) (2.8)
y′′′(t) =
d2
dt2
f(t, y) = ftt(t, y) + 2fty(t, y)f(t, y) + ft(t, y)fy(t, y) +
+ [fy(t, y)]
2f(t, y) + fyy(t, y)[f(t, y)]
2 (2.9)
kde ft(t, y) znacˇ´ı parcia´ln´ı derivaci f(t, y) podle t (zavedeno kv˚uli zjednodusˇen´ı za´pisu). Ze
stejne´ho d˚uvodu budeme zapisovat u´plne´ derivace pomoc´ı horn´ıch index˚u na´sledovneˇ
y(p+1)(t) = f (p)(t, y), p = 1, 2, ... (2.10)
Uzˇit´ım Taylorova vzorce a vy´sˇe zmı´neˇne´ho znacˇen´ı dostaneme prˇ´ır˚ustek rˇesˇen´ı y na
intervalu < t, t+ h > takto
y(t+ h) = y(t) + hf(t, y) +
1
2
h2f ′(t, y) + . . .
· · ·+ 1
p!
hpf (p−1)(x, y) +O(hp+1) (2.11)
Nyn´ı jsme dostali jednokrokovou metodu rˇa´du p. K vy´pocˇtu hodnoty se mus´ı vyja´drˇit
vysˇsˇ´ı derivace v (2.11) uzˇit´ım parcia´ln´ıch derivac´ı (uka´zkou jsou rovnice (2.8) a (2.9)).
Tato metoda nen´ı pro obecne´ typy rovnic (a jejich soustav) prˇ´ıliˇs vhodna´, protozˇe ana-
lyticke´ derivova´n´ı mu˚zˇe by´t hodneˇ pracne´ pro p > 3. Nav´ıc funkce y(t) mus´ı mı´t derivace
alesponˇ do rˇa´du p.
Podrobneˇjˇs´ı informace o te´to metodeˇ i s prˇ´ıkladem lze nale´zt naprˇ. v [9].
2.2.3 Explicitn´ı Eulerova metoda
Dosazen´ım p = 1 do rovnice (2.11) dostaneme explicitn´ı Eulerovu metodu. Tato metoda je
jednoducha´ metoda prvn´ıho rˇa´du. Bohuzˇel je take´ velmi neprˇesna´, mus´ı se volit maly´ krok,
abychom dostali relevantn´ı vy´sledky.
Tvar:
yi+1 = yi + h · f(ti, yi) (2.12)
Kde yi je hodnota y v prˇedchoz´ım kroku, h je velikost kroku, f(ti, yi) je derivace yi v ti a
yi+1 je nova´ hodnota y v tomto kroku.
Prˇ´ıklad
Meˇjme zada´n´ı:
y′ = y
y(0) = 1
y(0.02) = ? (2.13)
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Krok zvol´ıme h = 0.01. Hodnoty t0 a y0 z´ıska´me pouhy´m dosazen´ım.
t0 = 0
y0 = y(0) = 1
Da´le vypocˇteme na´sleduj´ıc´ı t
t1 = t0 + h = 0 + 0.01 = 0.01
a dosad´ıme do prˇedpisu Eulerovy explicitn´ı metody (2.12).
y1 = y0 + h · f(t0, y0) = 1 + 0.01 · 1 = 1.01
Dalˇs´ı krok se vyrˇesˇ´ı obdobneˇ.
t2 = t1 + h = 0.01 + 0.01 = 0.02
y2 = y1 + h · f(t1, y1) = 1.01 + 0.01 · 1.01 = 1.0201
cˇ´ıslo kroku t y
0 0 1
1 0.01 1.01
2 0.02 1.0201
Tabulka 2.1: Shrnut´ı vy´sledk˚u
2.2.4 Runge-Kuttovy metody
Jde snad o nejzna´meˇjˇs´ı skupinu jednokrokovy´ch metod. Obecny´ tvar vypada´ na´sledovneˇ:
yi+1 = yi + h(w1k1 + ...+ wsks) (2.14)
kde
k1 = f(ti, yi)
kn = f(ti + αnh, yi + h
n−1∑
j=1
βnjkj) , n = 2, . . . , s (2.15)
a wn, αn a βnj jsou konstanty vybrane´ tak, aby vy´sledna´ metoda meˇla co nejvysˇsˇ´ı rˇa´d.
Vı´ce o Runge-Kuttovy´ch metoda´ch najdete naprˇ. v [15].
2.2.5 Butcherova tabulka
Pro prˇehledny´ za´pis Runge-Kuttovy´ch metod se pouzˇ´ıva´ Butcherova tabulka.
0
α2 β21
α3 β31 β31
...
...
. . .
αn βn1 βn2 . . . βn,n−1
w1 w2 . . . wn−1 wn
Tabulka 2.2: Obecna´ podoba
α, β a w jsou konstanty z rovnic (2.14) a (2.15).
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Prˇ´ıklad
Explicitn´ı Eulerova metoda ma´ na´sleduj´ıc´ı tabulku (srovnejte s rovnic´ı (2.12))
0
1
Tabulka 2.3: Butcherova tabulka Eulerovy metody
2.2.6 Heunova metoda
Heunova metoda je modifikac´ı Eulerovy metody. Na rozd´ıl od n´ı ale pocˇ´ıta´ yi+1(hodnotu
v dalˇs´ım kroku) pomoc´ı dvou bod˚u, ne jen jednoho.
k1 = f(ti, yi)
k2 = f(ti + h, yi + hk1) (2.16)
yi+1 = yi +
1
2h(k1 + k2) (2.17)
Heunova metoda je explicitn´ı metoda druhe´ho rˇa´du. Rovnice (2.16) a (2.17) jsou prˇedpisem
te´to metody, za´pis ve zkra´cene´ podobeˇ pomoc´ı Butcherovy tabulky vid´ıme v tabulce 2.4.
Cˇerpal jsem z [4].
0
1 1
1/2 1/2
Tabulka 2.4: Butcherova tabulka Heunovy metody
Prˇ´ıklad
Pouzˇijeme stejny´ prˇ´ıklad (2.13) a krok jako u Eulerovy metody – h = 0.01.
Hodnoty v pocˇa´tku z´ıska´me dosazen´ım:
t0 = 0
y0 = y(0) = 1
Da´le vypocˇteme na´sleduj´ıc´ı t
t1 = t0 + h = 0 + 0.01 = 0.01
a dosad´ıme do prˇedpisu (2.16) a na´sledneˇ do (2.17):
k1 = f(t0, y0) = 1
k2 = f(t0 + h, y0 + hk1) = 1 + 0.01 · 1 = 1.01
y1 = y0 +
h
2
(1 + 1.01) = 1 +
0.01 · 2.01
2
= 1 +
0.0201
2
= 1.01005
Nyn´ı vsˇe zopakujeme pro dalˇs´ı krok:
k1 = f(t1, y1) = 1.01005
k2 = f(t1 + h, y1 + hk1) = 1.01005 + 0.01 · 1.01005 = 1.0201505
y2 = y1 +
h
2
(1.01005 + 1.0201505) = 1.01005 +
h
2
(1.01005 + 1.0201505) =
= 1.01005 +
0.01 · 2.0302005
2
= 1.01005 + 1.01510025 = 1.0202010025
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cˇ´ıslo kroku t y
0 0 1
1 0.01 1.01005
2 0.02 1.0202010025
Tabulka 2.5: Shrnut´ı vy´sledk˚u
2.2.7 Runge-Kutta 3
Metoda trˇet´ıho rˇa´du z rodiny Runge-Kuttovy´ch metod. Na rozd´ıl od doposud uvedeny´ch
metod se tato jizˇ beˇzˇneˇ pouzˇ´ıva´ v praxi prˇi rˇesˇen´ı proble´mu˚. Ma´ na´sleduj´ıc´ı prˇedpis
k1 = f(ti, yi)
k2 = f(ti +
1
3h, yi +
1
3hk1)
k3 = f(ti +
2
3h, yi +
2
3hk2) (2.18)
yi+1 = yi +
1
4h(k1 + 3k3) (2.19)
Informace jsem z´ıskal z [14].
0
1/3 1/3
2/3 0 2/3
1/4 0 3/4
Tabulka 2.6: Butcherova tabulka metody
Prˇ´ıklad
Rˇesˇme stejny´ prˇ´ıklad jako u Eulerovy metody - (2.13). Hodnoty t0 a y0 z´ıska´me dosazen´ım
t0 = 0
y0 = y(0) = 1
vypocˇteme na´sleduj´ıc´ı t
t1 = t0 + h = 0 + 0.01 = 0.01
a dosad´ıme do prˇedpisu (2.18) a na´sledneˇ do (2.19):
k1 = f(t0, y0) = 1
k2 = f(t0 +
1
3h, y0 +
1
3hk1) = 1 +
0.01 · 1
3
.
= 1.0033333333
k3 = f(t0 +
2
3h, y0 +
2
3hk2) = 1 +
2 · 0.01 · 1.0033333333
3
.
= 1.0066888889
y1 = y0 +
1
4h(k1 + 3k3) = 1 +
0.01(1 + 3 · 1.0066888889)
4
.
= 1.0100501667
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Obdobneˇ vypocˇ´ıta´me dalˇs´ı krok
k1 = f(t1, y1) = 1.0100501667
k2 = f(t1 +
1
3h, y1 +
1
3hk1) = 1.0100501667 +
0.01 · 1.0100501667
3
.
= 1.0134170006
k3 = f(t1 +
2
3h, y1 +
2
3hk2) = 1.0100501667 +
2 · 0.01 · 1.0134170006
3
.
= 1.0168062800
y2 = y1 +
1
4h(k1 + 3k3) = 1.0100501667 +
+
0.01 · (1.0100501667 + 3 · 1.0168062800)
4
.
= 1.0202013392
cˇ´ıslo kroku t y
0 0 1
1 0.01 1.0100501667
2 0.02 1.0202013392
Tabulka 2.7: Shrnut´ı vy´sledk˚u
2.2.8 Runge-Kutta 4
Nejv´ıce pouzˇ´ıvana´ z te´to skupiny je (explicitn´ı) Runge-Kutta 4. rˇa´du. Kdyzˇ se mluv´ı o Run-
goveˇ-Kuttoveˇ metodeˇ, veˇtsˇinou ma´ rˇecˇn´ık na mysli pra´veˇ tuto.
k1 = f(ti, yi)
k2 = f(ti +
1
2h, yi +
1
2hk1)
k3 = f(ti +
1
2h, yi +
1
2hk2)
k4 = f(ti + h, yi + hk3) (2.20)
yi+1 = yi +
1
6h(k1 + 2k2 + 2k3 + k4) (2.21)
0
1/2 1/2
1/2 0 1/2
1 0 0 1
1/6 1/3 1/3 1/6
Tabulka 2.8: Butcherova tabulka metody
Prˇ´ıklad
Meˇjme stejne´ zada´n´ı jako v prˇ´ıpadeˇ Eulerovy metody - (2.13). Dosad´ıme pocˇa´tecˇn´ı podmı´nky,
z´ıska´me
t0 = 0
y0 = 1
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Vypocˇteme si pomocne´ promeˇnne´ k1 azˇ k4 (uzˇijeme rovnice (2.20))
k1 = f(t0, y0) = 1
k2 = f(t0 +
1
2h, y0 +
1
2hk1) = 1 +
0.01 · 1
2
= 1.005
k3 = f(t0 +
1
2h, y0 +
1
2hk2) = 1 +
0.01 · 1.005
2
= 1.005025
k4 = f(t0 + h, y0 + hk3) = 1 + 0.01 · 1.005025 = 1.01005025
a dosad´ıme do vzorce (2.21)
y1 = y0 +
h
6
(k1 + 2k2 + 2k3 + k4) =
= 1 +
0.01 · (1 + 2 · 1.005 + 2 · 1.005025 + 1.01005025)
6
.
= 1.0100501670
a stejny´m zp˚usobem vypocˇteme na´sleduj´ıc´ı krok
k1 = f(t1, y1) = 1.0100501670
k2 = f(t1 +
1
2h, y1 +
1
2hk1) = 1.0100501670 +
0.01 · 1.0100501670
2
.
= 1.0151004178
k3 = f(t1 +
1
2h, y1 +
1
2hk2) = 1.0100501670 +
0.01 · 1.0151004178
2
.
= 1.0151256691
k4 = f(t1 + h, y1 + hk3) = 1.0100501670 + 0.01 · 1.0151256691 .= 1.0202014237
y2 = y1 +
h
6
(k1 + 2k2 + 2k3 + k4) = 1.0100501670 +
+
0.01 · (1.0100501670 + 2 · 1.0151004178 + 2 · 1.0151256691 + 1.0202014237)
6
.
=
.
= 1.0202013400
cˇ´ıslo kroku t y
0 0 1
1 0.01 1.0100501670
2 0.02 1.0202013400
Tabulka 2.9: Shrnut´ı vy´sledk˚u
2.2.9 Implicitn´ı Eulerova metoda
Explicitn´ı Eulerovu metodu jsme si jizˇ prˇedstavili, jde o velmi jednoduchou, ale take´
neprˇesnou metodu s dost omezenou stabilitou.
yi+1 = yi + h · f(ti+1, yi+1) (2.22)
Rovnice (2.22) je prˇedpisem implicitn´ı Eulerovy metody. Od explicitn´ı se liˇs´ı prˇedevsˇ´ım
parametrem funkce f(t, y), kde yi+1 je za´rovenˇ parametrem funkce i hledanou nezna´mou.
Obecneˇ budeme muset rˇesˇit nelinea´rn´ı rovnici (vhodneˇ zvolenou iteracˇn´ı metodou), cozˇ je
mnohem pracneˇjˇs´ı nezˇ pouhe´ dosazen´ı do funkce a vycˇ´ıslen´ı.
Explicitn´ı i implicitn´ı varianta maj´ı stejnou prˇesnost, je v neˇcˇem tedy implicitn´ı Eulerova
metoda vy´hodneˇjˇs´ı nezˇ explicitn´ı? Hlavn´ım rozd´ılem je mnohem lepsˇ´ı stabilita metody, viz
2.2.1.
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2.2.10 Srovna´n´ı numericky´ch metod
Absolutn´ı chyba (popsa´na v sekci 2.2.1) mu˚zˇe by´t v nasˇem prˇ´ıpadeˇ zapsa´na rovnic´ı (2.23).
ε = | y(ti)− yi | (2.23)
V tabulce 2.10 vid´ıme srovna´n´ı velikost´ı (prˇedevsˇ´ım rˇa´d˚u) absolutn´ıch chyb u jednot-
livy´ch metod.
Eulerova metoda Heunova metoda Runge-Kutta Runge-Kutta
3. rˇa´du 4. rˇa´du 1
t(0.01) 5.01671 · 10−5 1.67084 · 10−7 3.84168 · 10−10 8.41681 · 10−11
t(0.02) 1.01340 · 10−4 3.37527 · 10−7 8.26756 · 10−10 2.67558 · 10−11
Tabulka 2.10: Porovna´n´ı chyb numericky´ch integracˇn´ıch metod
Z vy´sledk˚u je dobrˇe patrne´, jak jsou jednotlive´ metody prˇesne´.
1Vy´sledky RK4 jsou ovlivneˇny zaokrouhlovac´ımi chybami (prˇ´ıklady ke vsˇem metoda´m jsem pocˇ´ıtal na
deset desetinny´ch mı´st). Prˇi rˇesˇen´ı na dvacet desetinny´ch mı´st je absolutn´ı chyba nizˇsˇ´ı v prvn´ım kroku o dva
rˇa´dy a v druhe´m kroku o jeden rˇa´d.
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Kapitola 3
Na´vrh rˇesˇen´ı
Tato kapitola se zaby´va´ na´vrhem vlastnost´ı aplikace (na´vrhem jazyka jen okrajoveˇ, v´ıce
se o neˇm mu˚zˇete docˇ´ıst v [8]). Da´le prozkouma´me pa´r graficky´ch rozhran´ı simulacˇn´ıch
prostrˇed´ı a shrnu poznatky z jejich pouzˇ´ıva´n´ı. V posledn´ı rˇadeˇ vylozˇ´ım na´vrh vzhledu a
ovla´da´n´ı editoru blokovy´ch sche´mat.
3.1 Na´vrh gramatiky a vlastnost´ı aplikace
Prˇi na´vrhu gramatiky (a obecneˇ mozˇnost´ı programu) jsme vycha´zeli prima´rneˇ ze syntaxe
jazyka C – deklarace promeˇnny´ch, konstant, definice blok˚u, if (resp. terna´rn´ı podmı´neˇny´
opera´tor). Neˇktere´ rysy jsme prˇevzali i ze syntaxe jazyka C# (naprˇ´ıklad out modifika´tor
u argument˚u bloku, pla´novana´ syntaxe foreach cyklu, pol´ı, sbeˇrnicovy´ch argument˚u bloku).
Za´pis diferencia´ln´ıch rovnic a neˇkolik dalˇs´ıch konstrukc´ı cˇerpa´ z TKSL/386. Podrobny´ popis
gramatiky naleznete v prˇ´ıloze (cˇa´st A).
Prˇi na´vrhu jsme byli asi prˇ´ıliˇs optimisticˇt´ı a prˇecenili jsme sve´ s´ıly. Cˇa´st rys˚u jazyka
(hlavneˇ co se ty´cˇe pol´ı – sbeˇrnic) nen´ı implementova´na, neˇktere´ dalˇs´ı pouze v jednodusˇsˇ´ı
formeˇ (naprˇ. mı´sto switch/mux je pouze podmı´neˇny´ vy´raz).
3.2 Postup kompilace
Z gramatiky jazyka jsme postupneˇ vytva´rˇeli na´vrh meziko´du a dalˇs´ıch trˇ´ıd, pomoc´ı ktery´ch
budou komunikovat velke´ celky – FrontEnd (naprˇ. blokovy´ vstup) a BackEnd (zat´ım je-
diny´ bude numericky´ integra´tor). Graficke´ zna´zorneˇn´ı vid´ıte na obr. 3.1. V konkre´tn´ım
Obra´zek 3.1: Postup kompilace souboru
prˇ´ıpadeˇ blokove´ho vstupu bude postup kompilace vypadat na´sledovneˇ – obr. 3.2. Vy´stupem
BackEnd.CIL bude prˇelozˇena´ assembly (knihovna – pod Windows bude mı´t prˇ´ıponu dll)
obsahuj´ıc´ı trˇ´ıdu se simulac´ı.
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Obra´zek 3.2: Postup kompilace souboru
3.3 Simulova´n´ı
Trˇ´ıda vygenerovana´ pomoc´ı BackEnd.CIL se instancuje. Nastav´ıme j´ı, kam ma´ pos´ılat
vy´sledky z kazˇde´ho kroku, poprˇ. dalˇs´ı parametry (krok, metoda) a je prˇipravena k zaha´jen´ı
vy´pocˇt˚u. Zcela jisteˇ bude simulacˇn´ı trˇ´ıda pousˇteˇna v samostatne´m vla´knu, jinak by dosˇlo
k neprˇ´ıjemne´mu ”zatuhnut´ı”uzˇivatelske´ho rozhran´ı v pr˚ubeˇhu simulace.
3.4 Vzhled blok˚u, port˚u a uzˇivatelske´ho prostrˇed´ı
Nejdrˇ´ıve prˇedvedu jina´ simulacˇn´ı prostrˇed´ı, pak prˇejdu k na´vrhu podoby nasˇ´ı aplikace.
3.4.1 OpenModelica
Obr. 3.3 ukazuje rozhran´ı open source simulacˇn´ıho prostrˇed´ı OpenModelica. Na leve´ straneˇ
Obra´zek 3.3: Uzˇivatelske´ prostrˇed´ı aplikace OpenModelica
je seznam vsˇech blok˚u v podobeˇ stromu, odtud se jednotlive´ bloky prˇetahuj´ı na pracovn´ı
plochu. Nejveˇtsˇ´ı cˇa´st okna zab´ıra´ pracovn´ı plocha.
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Kdyzˇ jsem zkousˇel pracovat s prostrˇed´ım, tak mi prˇiˇslo, zˇe ikonky blok˚u v seznamu jsou
prˇ´ıliˇs male´ (je to asi da´no t´ım, zˇe Modelica podporuje velke´ mnozˇstv´ı r˚uzny´ch komponent).
Naopak bloky na pracovn´ı plosˇe na mne p˚usobily jako prˇ´ıliˇs velke´.
3.4.2 Simulink
Druhy´m simulacˇn´ım prostrˇed´ım je Simulink, jeho graficke´ rozhran´ı vid´ıme na obra´zku 3.4.
Zde jedno okno slouzˇ´ı k vy´beˇru bloku, je rozdeˇlene´ na strom kategori´ı a seznam blok˚u.
Obra´zek 3.4: Uzˇivatelske´ prostrˇed´ı aplikace Simulink
Mu˚zˇeme videˇt pomeˇrneˇ velke´ ikonky blok˚u v seznamu. Druhe´ okno je vyhrazeno pro pra-
covn´ı plochu, bloky se na neˇj umist’uj´ı take´ prˇetazˇen´ım.
Na pracovn´ı plosˇe jsou bloky pomeˇrneˇ male´, l´ıb´ı se mi ale jejich jednoduchost a vy´stizˇnost.
3.4.3 Na´vrh vzhledu port˚u
Postupneˇ jsem zvazˇoval r˚uzne´ podoby port˚u, neˇktere´ z nich jsou k videˇn´ı na obra´zku 3.5(a).
Cˇa´st z nich je inspirova´na Simulinkem nebo OpenModelicou.
Pu˚vodneˇ jsem pla´noval pouzˇ´ıt na´vrh 1. Ten byl ale v pr˚ubeˇhu rozhodova´n´ı vyrˇazen
u´plneˇ, protozˇe mı´t kolecˇko jako port je matouc´ı. Celkem cˇasto se takto oznacˇuje negovany´
vstup cˇi vy´stup.
Nakonec zv´ıteˇzila kombinace cˇ´ısla 10 jako vstupu a cˇ´ısla 9 jako vy´stupu – vy´sledek je
videˇt na obra´zku 3.5(b).
3.4.4 Na´vrh vzhledu blok˚u
Neˇktere´ bloky vycha´zej´ı ze znacˇen´ı pouzˇ´ıvane´ho u analogovy´ch pocˇ´ıtacˇ˚u (naprˇ. integra´tor).
Snazˇil jsem se je odliˇsit i velikost´ı (bloky s v´ıce vstupy, bloky slozˇiteˇjˇs´ı cˇi d˚ulezˇiteˇjˇs´ı by´vaj´ı
veˇtsˇ´ı). U podmı´neˇne´ho bloku jsem zvolil specia´ln´ı rozmı´steˇn´ı port˚u, abych zd˚uraznil funkci
spodn´ıho vstupu – jde o rˇ´ıd´ıc´ı signa´l (logicky´ vy´raz podle ktere´ho se rozhodne, ktery´ ze
vstup˚u se objev´ı na vy´stupu).
Na obr. 3.6 je jeden z na´vrh˚u, ktery´ je velmi bl´ızky´ vy´sledne´ podobeˇ.
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(a) Ru˚zne´ mozˇnosti vstupn´ıch a vy´stupn´ıch port˚u (b) Fina´ln´ı verze
Obra´zek 3.5: Vzhled port˚u
3.4.5 Ovla´da´n´ı a vzhled blokove´ho editoru
Prˇi na´vrhu rozlozˇen´ı ovla´dac´ıch prvk˚u v hlavn´ım okneˇ aplikace jsme se inspirovali aplikacemi
jako je Visual Studio, Firefox, PSPad. Koncept hlavn´ıho okna je na obra´zku 3.7.
Menu a na´strojova´ liˇsta jsou, jak je zvykem, umı´steˇny v horn´ı cˇa´sti. Vlevo je panel
s bloky, ktery´ bude obsahovat ikonky blok˚u. Mozˇna´ bude podporovat seskupova´n´ı blok˚u
podle kategorie. Seznam otevrˇeny´ch soubor˚u bude seznam za´lozˇek (”ousˇek”) se jme´ny sou-
bor˚u. Po nakliknut´ı se pracovn´ı plocha prˇepne na zvoleny´ soubor. Na pracovn´ı plosˇe bude
bud’to editor vstupu1, nebo vy´sledky (pravdeˇpodobneˇ reprezentovane´ grafem).
Editor blok˚u se bude ovla´dat velmi podobneˇ, jako vy´sˇe prˇedstavena´ velka´ simulacˇn´ı
prostrˇed´ı. Bloky se budou vytva´rˇet prˇetazˇen´ım z panelu s bloky (vlevo). Propojen´ı mezi
bloky budou rˇesˇena opeˇt ta´hnut´ım mysˇi, tentokra´t ale z vy´stupn´ıho portu do vstupn´ıho
portu. Blokovy´ editor bude pravdeˇpodobneˇ take´ prova´deˇt kontrolu spra´vnosti propojen´ı
(naprˇ. nelze spojit vy´stup s vy´stupem nebo vytvorˇit neˇkolik spoj˚u do vstupn´ıho portu).
1Editor vstupu mu˚zˇe by´t textovy´ editor, nebo blokovy´ editor.
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Obra´zek 3.6: Na´vrh vzhledu blok˚u
Obra´zek 3.7: Na´vrh GUI
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Kapitola 4
Implementace
Program podporuje dva typy vstupn´ıch dat – textova´ data a tzv. blokove´ sche´ma. Textovy´m
vstupem se rozumı´ zdrojovy´ ko´d popisuj´ıc´ı rovnice podobneˇ jako v programu TKSL/386.
Rozd´ıl oproti TKSL/386 je ten, zˇe syntaxe jazyka vycha´z´ı z rodiny jazyk˚u C a nav´ıc
vy´pocˇetn´ı syste´m podporuje rozklad proble´mu na podproble´my – bloky. Vy´pocˇetn´ı syste´m
(takzˇe i jazyk textove´ho vstupu) je case-sensitive.
4.1 Bloky
Bloky prˇedstavuj´ı funkcˇn´ı celky obdobneˇ jako v jazyce C. Stejneˇ jako v jazyce C i zde
je potrˇeba uzavrˇ´ıt teˇlo hlavn´ıho vy´pocˇtu do specia´ln´ıho bloku. Tento blok nese oznacˇen´ı
system.
V projektu mus´ı existovat globa´ln´ı konstanty urcˇuj´ıc´ı parametry simulace.
tmax cˇas konce simulace
record interval za´znamu vy´sledk˚u
step krok integracˇn´ı metody
eps prˇesnost
Tabulka 4.1: Seznam specia´ln´ıch globa´ln´ıch konstant
step a eps se nesmı´ vyskytnout za´rovenˇ. Vzˇdy mus´ı by´t v projektu definova´ny pra´veˇ
trˇi specia´ln´ı globa´ln´ı konstanty urcˇuj´ıc´ı parametry simulace.
Detailneˇjˇs´ı popis uzˇivatelsky´ch blok˚u se nacha´z´ı v cˇa´sti 4.5.4.
Obra´zek 4.1: Uka´zka bloku (na´sobicˇky) se dveˇma zapojeny´mi vstupy a jedn´ım zapojeny´m
vy´stupem
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4.2 Opera´tory
Drtiva´ veˇtsˇina opera´tor˚u je stejna´ (vy´znamem i znacˇen´ım) jako v jazyce C. Jiny´ vy´znam
ma´ pouze opera´tor ^, na´sˇ vy´pocˇetn´ı syste´m ho interpretuje jako umocneˇn´ı (a ne jako bitovy´
XOR).
4.2.1 Aritmeticke´
scˇ´ıta´n´ı +
odcˇ´ıta´n´ı -
na´soben´ı *
deˇlen´ı /
umocneˇn´ı ^
Tabulka 4.2: Podoba aritmeticky´ch opera´tor˚u
Oproti TKSL/386 je noveˇ podporova´n i opera´tor umocneˇn´ı (^), ostatn´ı za´kladn´ı aritmeticke´
opera´tory funguj´ı stejneˇ jako naprˇ. v jazyce C.
4.2.2 Relacˇn´ı
Relacˇn´ı opera´tory vrac´ı hodnotu 1 prˇi u´speˇchu a hodnotu -1 prˇi neu´speˇchu.
rovnost == nerovnost !=
veˇtsˇ´ı, nebo rovno >= mensˇ´ı, nebo rovno <=
mensˇ´ı < veˇtsˇ´ı >
Tabulka 4.3: Podoba relacˇn´ıch opera´tor˚u
Prˇestozˇe ma´me opera´tory rovnosti, nen´ı doporucˇeno je pouzˇ´ıvat.
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4.2.3 Logicke´
Stejneˇ jako relacˇn´ı i logicke´ opera´tory vrac´ı 1 pro pravdu a -1 pro nepravdu. Jedinou
vy´jimkou je negace - ta invertuje zname´nko (chova´ se stejneˇ, jako una´rn´ı mı´nus).
negace !
nebo or, ||
a za´rovenˇ and, &&
Tabulka 4.4: Podoba logicky´ch opera´tor˚u
4.2.4 Podmı´neˇne´
Jde o klasicky´ podmı´neˇny´ opera´tor zna´my´ z jazyka PHP nebo C, je ale d˚ulezˇite´ s n´ım
zacha´zet opatrneˇ. Simulace je totizˇ implementova´na velmi jednodusˇe, neumı´ naprˇ´ıklad de-
tekovat zmeˇnu podmı´nky a podle toho uzp˚usobit krok. Jak bylo zmı´neˇno vy´sˇe, ostra´ rovnost
nemus´ı nikdy nastat (a to ani v prˇ´ıpadeˇ cˇasove´ promeˇnne´). Vyuzˇit´ı podmı´neˇne´ho vy´razu
je ke generova´n´ı signa´lu, ktery´ ma´ podmı´nku jako vy´raz s cˇasovou promeˇnnou a ostatn´ı
vstupy jsou konstantn´ı (vycˇ´ıslitelne´ prˇi prˇekladu).
podmı´neˇny´ opera´tor ? :
Tabulka 4.5: Podoba podmı´neˇne´ho opera´toru
Podmı´neˇny´ opera´tor byl prˇida´n do jazyka proto, aby bylo mozˇne´ vytvorˇit naprˇ. jednot-
kovy´ skok.
Na obra´zku 4.2 vid´ıme uzˇit´ı podmı´neˇne´ho opera´toru. Vy´stup bude odpov´ıdat funkci
(4.1).
f(t) =
{
1 pro t ∈ (1, 3)
0 pro t /∈ (1, 3) (4.1)
4.3 Datove´ typy
V te´to cˇa´sti strucˇneˇ pop´ıˇsu dva za´kladn´ı datove´ typy, ktere´ se v syste´mu vyskytuj´ı.
4.3.1 Promeˇnna´ (signa´l)
Tento datovy´ typ prˇedstavuje v podstateˇ vodicˇ, jeho hodnota odpov´ıda´ napeˇt´ı na vodicˇi. De-
finova´ny jsou nad n´ım operace zmı´neˇne´ v kapitole 4.2. Kromeˇ prˇiˇrazen´ı (v podkapitole 4.5.1)
lze uzˇ´ıt za´pis s derivac´ı promeˇnne´ – viz podkapitola 4.5.2.
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Obra´zek 4.2: Sche´ma prˇ´ıkladu uzˇit´ı podmı´neˇne´ho vy´razu
4.3.2 Cˇ´ıselna´ konstanta
Jde o typ pro anonymn´ı i pojmenovanou konstantu. Vycˇ´ısluje se jizˇ v dobeˇ prˇekladu.
Rozliˇsujeme globa´ln´ı a loka´ln´ı pojmenovane´ konstanty (d˚usledek zaveden´ı blok˚u).
Blokovy´ editor podporuje pouze specia´ln´ı globa´ln´ı konstanty – parametry simulace, viz
obr. 4.3.
Obra´zek 4.3: Nastaven´ı parametr˚u simulace v blokove´m editoru
4.4 Vestaveˇne´ funkce
Vsˇechny vestaveˇne´ funkce maj´ı jeden vstup a jeden vy´stup. Pouzˇ´ıvaj´ı se stejneˇ, jako jine´
bloky (prˇeta´hnou se ze seznamu blok˚u na pracovn´ı plochu). Seznam vsˇech implemento-
vany´ch funkc´ı je v tabulce 4.6, uka´zku vestaveˇne´ funkce vid´ıte na obra´zku 4.4
4.5 Popis jazykovy´ch konstrukc´ı
Tato sekce pojedna´va´ o takovy´ch trˇ´ıda´ch deˇd´ıc´ıch od ExpressionBase, ktere´ maj´ı povahu
prˇ´ıkazu (tj. v textove´m za´pisu nevracej´ı hodnotu).
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Jme´no bloku Popis
sin sinus
cos kosinus
ln prˇirozeny´ logaritmus
exp exponencia´ln´ı funkce o za´kladu e
abs absolutn´ı hodnota cˇ´ısla
Tabulka 4.6: Seznam vestaveˇny´ch funkc´ı
Obra´zek 4.4: Sche´ma s funkc´ı sinus
4.5.1 Prˇiˇrazen´ı
Jde o jednoduche´ prˇiˇrazen´ı – na leve´ straneˇ je promeˇnna´ (rea´lne´ cˇ´ıslo) a na prave´ straneˇ je
vy´raz. Do kazˇde´ promeˇnne´ mu˚zˇe by´t prˇiˇrazeno pouze jednou.
V blokove´m editoru nelze prˇiˇrazovat konkre´tn´ım promeˇnny´m (protozˇe neexistuj´ı pojme-
novane´ vodicˇe), ale watch a vy´stupn´ımu bloku prˇiˇradit hodnotu lze (jde jen o propojen´ı
lomenou cˇa´rou – vodicˇem).
Obra´zek 4.5: Uka´zka prˇiˇrazen´ı konstanty 4 do watch W v podobeˇ blokove´ho sche´matu
4.5.2 Za´pis diferencia´ln´ı rovnice
Jeden z nejd˚ulezˇiteˇjˇs´ıch prˇ´ıkaz˚u vy´pocˇetn´ıho syste´mu, syntaxe vycha´z´ı z jazyka TKSL/386.
Na´sleduj´ıc´ı rovnice
x′ = x (4.2)
x(0) = 1 (4.3)
budou v editoru vypadat takto:
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Obra´zek 4.6: Uka´zka za´pisu rovnic (4.2) a (4.3) v podobeˇ blokove´ho sche´matu
Horn´ım vstupem je pocˇa´tecˇn´ı podmı´nka (v cˇase t = 0), ktera´ je vycˇ´ıslitelna´ v dobeˇ
prˇekladu.
4.5.3 Watch
Slouzˇ´ı k za´znamu hodnoty vy´razu v pr˚ubeˇhu simulace. Kazˇda´ watch mus´ı mı´t prˇiˇrazen
vy´raz.
Na rozd´ıl od jmen konstant, promeˇnny´ch a uzˇivatelsky´ch blok˚u identifika´tory vy´razu
watch mus´ı by´t unika´tn´ı jen v˚ucˇi ostatn´ım jme´n˚um watch.
Obra´zek 4.7: Uka´zka odpov´ıdaj´ıc´ı funkci w(t) = t+ 2 v blokove´m za´pisu
4.5.4 Ostatn´ı prˇ´ıkazy
Cˇa´st prˇ´ıkaz˚u (IExpression) blokovy´ editor neumı´ vytva´rˇet, ale se´manticka´ kontrola, op-
timalizace a preprocesory jsou na neˇ plneˇ prˇipraveny, proto je zde alesponˇ ve strucˇnosti
zmı´n´ım. Vı´ce se o nich docˇtete v [8].
Cyklus for
Pomoc´ı te´to konstrukce lze zapisovat urcˇite´ soustavy rovnic velmi jednodusˇe. Jako ostatn´ı
slozˇiteˇjˇs´ı prvky i tento je implementova´n formou preprocesoru (tj. postupneˇ se ze stromu˚
s for cykly stanou mnohem sˇirsˇ´ı stromy bez for cykl˚u).
Sekvence
Sekvence jsou bloky ko´du, nyn´ı je lze pouzˇ´ıt pouze za for cyklem.
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Komenta´rˇe
Textovy´ vstup podporuje jednorˇa´dkove´ i v´ıcerˇa´dkove´ komenta´rˇe ve stylu jazyka C.
Definice bloku
Blok se skla´da´ ze jme´na, parametr˚u a teˇla. Vzhledem k funkci jazyka mus´ı mı´t kazˇdy´ blok
alesponˇ jeden parametr1. Blok pouze se vstupn´ım parametrem je voltmetr – v nasˇem jazyce
nazvany´ jako watch, jen s vy´stupn´ım je genera´tor signa´lu.
Parametry bloku jsou dvoj´ıho typu - vstupn´ı a vy´stupn´ı. Vzhledem k tomu, zˇe jazyk
pro samotny´ vy´pocˇet nedefinuje v´ıce datovy´ch typ˚u, plneˇ postacˇuje u argumentu uve´st, zda
je vstupn´ı cˇi vy´stupn´ı.
Vola´n´ı bloku
Uzˇivatelsky´ blok se bude prˇida´vat do sche´matu stejneˇ jako bloky vestaveˇne´ (naprˇ. scˇ´ıtacˇka).
4.5.5 Pla´novana´ rozsˇ´ıˇren´ı
Jedna´ se prima´rneˇ o prˇ´ıkazy spojene´ s uzˇit´ım sbeˇrnic.
Komenta´rˇe
V blokove´m vstupu by meˇly mı´t podobu obde´ln´ık˚u s textem (mozˇna´ doplneˇne´ho sˇipkou).
Sbeˇrnice
Prˇemy´sˇleli jsme nad typem counter, ktery´ by slouzˇil k indexova´n´ı sbeˇrnic, byl by rˇ´ıd´ıc´ı
promeˇnnou for cyklu. Nyn´ı je sice for cyklus implementova´n, ale ve velmi zjednodusˇene´
formeˇ – pracuje na principu prˇeznacˇova´n´ı promeˇnny´ch podle aktua´ln´ı iterace.
x′ = 1 + x
x(0) = 1 (4.4)
S teˇlem cyklu prˇedepsany´m rovnicemi (4.4) a parametry cyklu, kde urcˇ´ıme x jako vnitrˇn´ı
promeˇnnou a zada´me 2 iterace, dostaneme soustavu (4.5).
x1′ = 1 + x1
x1(0) = 1
x2′ = 1 + x2
x2(0) = 1 (4.5)
T´ımto zp˚usobem lze zapsat jen velmi omezene´ mnozˇstv´ı rea´lny´ch proble´mu˚. Proto se
uvazˇovalo nad for cyklem, ktery´ je za´pisem podobny´ jazyku C. Samozrˇejmeˇ potom by bylo
1Nav´ıc u uzˇivatelem definovany´ch blok˚u maj´ı smysl jen ty, ktere´ jsou vy´stupn´ı - maj´ı alesponˇ jeden
vy´stupn´ı parametr (uvnitrˇ bloku nelze uzˇ´ıt watch, takzˇe cokoliv by se spocˇ´ıtalo uvnitrˇ, ven z vola´n´ı bloku
by neprobublalo.)
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potrˇeba prˇidat i neˇjakou formu if prˇ´ıkazu, ktery´ by stejneˇ jako for byl vyhodnocova´n
v dobeˇ prˇekladu a umozˇnil by tak zada´vat velke´ soustavy mnohem pohodlneˇji.
S t´ımto samozrˇejmeˇ souvis´ı podpora prˇeda´va´n´ı promeˇnny´ch typu sbeˇrnice blok˚um.
S prˇida´n´ım sbeˇrnic by bylo mozˇne´ zave´st v´ıcevstupe´ za´kladn´ı bloky (naprˇ. scˇ´ıtacˇku, logicke´
nebo atd.), cozˇ by znacˇneˇ zjednodusˇilo a zprˇehlednilo pra´ci v editoru blokovy´ch sche´mat.
Uzˇivatelske´ bloky
Datova´ vrstva i blokovy´ parser ma´ plneˇ funkcˇn´ı implementaci uzˇivatelem definovany´ch
blok˚u, bohuzˇel blokovy´ editor (GUI) podporuje zat´ım pouze syste´movy´ blok.
Switch
V soucˇasne´m stavu ma´me implementova´n podmı´neˇny´ vy´raz (podkapitola 4.2.4), ktery´ ale
nen´ı tak mocny´, jako pla´novany´ switch. Opeˇt vycha´z´ı z jazyka C. V nasˇem poda´n´ı by meˇl
ale umeˇt i intervaly (vcˇetneˇ teˇch, ktere´ maj´ı jednu mez nekonecˇno).
Vı´ce opera´tor˚u a vestaveˇny´ch funkc´ı
V hodneˇ rany´ch verz´ıch aplikace byl k dispozici opera´tor modulo, v jiny´ch jazyc´ıch cˇasto
znacˇeny´ jako %. Se zaveden´ım sbeˇrnic by bylo nutne´ ho implementovat (pro indexova´n´ı
pol´ı). Mysl´ım si ale, zˇe i kdyby nedosˇlo na zaveden´ı pol´ı, mohl by i tak by´t zaj´ımavy´ pro
(snadneˇjˇs´ı2) generovan´ı periodicky´ch signa´l˚u.
Z vestaveˇny´ch funkc´ı, ktere´ by sta´ly za zva´zˇen´ı, zda je neprˇidat, bych zmı´nil naprˇ. tan-
gens a kotangens3. Mozˇna´ i funkce signum by nasˇla uplatneˇn´ı (nyn´ı kombinac´ı podmı´neˇny´ch
blok˚u p˚ujde sestavit, ale nativn´ı rˇesˇen´ı by bylo vhodneˇjˇs´ı).
4.6 Vnitrˇn´ı reprezentace dat
V te´to cˇa´sti bych ra´d vyjmenoval a strucˇneˇ popsal nejpodstatneˇjˇs´ı trˇ´ıdy, ktere´ jsou neza´visle´
na back-endu a front-endu.
4.6.1 Expression
Za´kladn´ı stavebn´ı blok stromu vy´raz˚u a prˇ´ıkaz˚u. Kazˇda´ trˇ´ıda deˇd´ıc´ı od ExpressionBase (a
t´ım pa´dem i od IExpression) umı´ vra´tit pocˇet svy´ch podvy´raz˚u, svoje podvy´razy (zase jde
o IExpression), sv˚uj typ (naprˇ. Constant), hodnotu (uzˇ´ıva´ se trˇeba u konstant, odkaz˚u
na promeˇnne´), pozici v p˚uvodn´ım zdroji (u textu rˇa´dky a sloupce, u blokove´ho graficke´ho
vstupu jde o cˇ´ısla blok˚u/dra´t˚u v BlocksManager) a je schopna vytvorˇit svoji kopii.
4.6.2 CompilationUnit
Vy´stupem parseru (at’ uzˇ textove´ho nebo blokove´ho) je CompilationUnit. Vnitrˇn´ı struk-
tura objektu je velmi podobna´ textove´mu vstupu. Jsou zde seznamy globa´ln´ıch konstant,
blok˚u a system bloku. Kazˇdy´ blok (i ten hlavn´ı - system blok) ma´ svoje promeˇnne´, kon-
stanty, watch a prˇ´ıkazy (v jednoduchy´ch prˇ´ıpadech jsou to pouze rovnice).
2Program umı´ sinus a podmı´nku, takzˇe neˇjake´ periodicke´ signa´ly urcˇiteˇ p˚ujdou poskla´dat.
3Nyn´ı sice jdou vypocˇ´ıtat, ale pouze za uzˇit´ı funkc´ı sinus a kosinus – tg(x) = sin(x)
cos(x)
a cotg(x) = cos(x)
sin(x)
.
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4.6.3 Results
Aktua´lneˇ implementovany´ trˇ´ıdou ListOfArraysResults, data zde jsou v listu (seznamu)
pol´ı. Pole jsou zde uzˇity za´meˇrneˇ kv˚uli vy´konu (pouzˇit´ı kolekce by bylo podstatneˇ na´rocˇneˇjˇs´ı).
Do vy´sledk˚u se ukla´daj´ı stavy vsˇech promeˇnny´ch v diferencia´ln´ıch rovnic´ıch, stavy vsˇech
pomocny´ch promeˇnny´ch (vyuzˇ´ıvaj´ı se u vestaveˇny´ch funkc´ı jako je naprˇ. sinus.) a hodnoty
vsˇech watch.
4.6.4 Project
Drzˇ´ı u´daje o vsˇech souborech projektu a jejich typech. Vı´ce se o te´to trˇ´ıdeˇ docˇtete v [8].
4.7 Textovy´ vstup
Zde prˇedstav´ım trˇ´ıdy zodpoveˇdne´ za zpracova´n´ı vstupu, ktery´ je v textove´ formeˇ.
4.7.1 Scanner
Trˇ´ıda BasicScanner je beˇzˇny´ konecˇny´ automat (s pa´r pomocny´mi metodami). Na vstupu
(prˇi inicializaci) ocˇeka´va´ TextReader. Vy´stupem je token, ktery´ parser z´ıska´va´ vola´n´ım
metody NextToken. Da´le scanner obsahuje cˇ´ıtacˇ rˇa´dk˚u, cˇ´ıtacˇ sloupc˚u a prˇ´ıznak cˇten´ı ko-
menta´rˇ˚u (metadat).
Detailneˇjˇs´ı popis naleznete v [8].
4.7.2 Parser
Vyzˇaduje na vstupu IParserContext, ktery´ mu˚zˇe ne´st projektovou CompilationUnit a
jme´no zpracova´vane´ho souboru (pouzˇ´ıva´ se pro chybova´ hla´sˇen´ı), mus´ı obsahovat iniciali-
zovany´ IScanner.
Vı´ce o teˇchto trˇ´ıda´ch (vcˇetneˇ prˇ´ıklad˚u) lze naj´ıt v [8]. Pokud se chcete dozveˇdeˇt po-
drobneˇjˇs´ı informace o r˚uzny´ch mozˇnostech implementace parseru (a o teoreticke´m pozad´ı),
tak zkuste naprˇ. [11].
Hlavn´ı parser
Je implementova´n metodou syntakticke´ analy´zy shora dol˚u (pouzˇit rekurzivn´ı sestup). Gra-
matika je typu LL(1) – bere vstup zleva a vytva´rˇ´ı nejleveˇjˇs´ı derivaci. Hlavn´ı parser se stara´
v podstateˇ o vsˇe kromeˇ vy´raz˚u (v uzˇsˇ´ım slova smyslu, nejde o IExpression).
Expression parser
Kdyzˇ hlavn´ı parser ocˇeka´va´ na vstupu vy´raz, zavola´ expression parser. Tento parser uzˇ´ıva´
metodu analy´zy zdola nahoru – od koncovy´ch uzl˚u (termina´l˚u) postupny´m aplikova´n´ım
redukc´ı dojdeme k pocˇa´tecˇn´ımu symbolu gramatiky. K rozhodova´n´ı, kdy ma´ doj´ıt k redukci
je pouzˇita precedencˇn´ı tabulka.
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4.8 Blokovy´ vstup
Nyn´ı se budu veˇnovat blokove´mu vstupu, ktery´ uzˇivatel zada´va´ pomoc´ı blokove´ho editoru4.
4.8.1 BlockStore
Jde o trˇ´ıdu nesouc´ı vsˇechna data o bloc´ıch, vodicˇ´ıch, konstanta´ch. BlockStore uchova´va´
vnitrˇn´ı strukturu pra´veˇ jednoho bloku (system bloku, nebo uzˇivatelem vytvorˇene´ho bloku).
Trˇ´ıda sama o sobeˇ nic neumı´, slouzˇ´ı pouze jako kontejner pro kolekce dat.
4.8.2 BlocksManager
O vsˇechny operace nad datovou vrstvou blok˚u se stara´ BlocksManager.
Vyuzˇit´ı
 vytvorˇen´ı bloku – prˇi zada´n´ı pouze jme´na, automaticky prohleda´ vsˇechny bloky (i
uzˇivatelske´) a vytvorˇ´ı blok s odpov´ıdaj´ıc´ım jme´nem a prˇ´ıslusˇny´m pocˇtem port˚u
 propojen´ı dvou port˚u blok˚u – zde se kontroluje naprˇ. zda uzˇ vstup nen´ı obsazen
 zrusˇen´ı propojen´ı – odpojen´ı jednoho vodicˇe, nebo vsˇech od zadane´ho bloku
 ulozˇen´ı do souboru, nacˇten´ı ze souboru
 nastaven´ı parametr˚u bloku – naprˇ. jme´no watch, hodnota anonymn´ı konstanty atd.
 detekce zmeˇny prˇedpisu uzˇivatelem definovany´ch blok˚u
 kontroly – volane´ BlockParserem prˇed zacˇa´tkem kompilace do meziko´du (naprˇ. jestli
jsou obsazeny vsˇechny porty, zda nejsou duplicitn´ı jme´na watch, jestli jsou vyplneˇny
vsˇechny potrˇebne´ parametry u blok˚u)
4.8.3 BlockParser
Jeho u´kolem je prˇeve´st blokovou reprezentaci na rovnicovou (ktera´ je skoro totozˇna´ s tex-
tovy´m vstupem).
Nejdrˇ´ıve se vykona´ neˇkolik kontrol (ta nejpodstatneˇjˇs´ı je kontrola rychly´ch smycˇek), pak
se vsˇem vy´stup˚um blok˚u vygeneruj´ı oznacˇen´ı (pozdeˇji se z nich stanou pomocne´ promeˇnne´).
Nyn´ı se vygeneruj´ı vola´n´ı blok˚u (naprˇ. pro scˇ´ıtacˇku se vygeneruje vola´n´ı trivia´ln´ıho bloku
jme´nem ”sum”s parametry odpov´ıdaj´ıc´ımi drˇ´ıve vygenerovany´m pomocny´m jme´n˚um pro-
meˇnny´ch) tak, zˇe kazˇde´ vola´n´ı mus´ı mı´t zna´me´ vsˇechny vstupn´ı parametry (kromeˇ in-
tegra´tor˚u, maj´ı vnitrˇn´ı pameˇt’ a proto ”oddeˇluj´ı”vstupn´ı a vy´stupn´ı porty). Na konci probeˇhne
jesˇteˇ neˇkolik jednodusˇsˇ´ıch u´kon˚u – doplneˇn´ı informac´ı o vstupech a vy´stupech pokud jde
o uzˇivatelsky´ blok, vytvorˇen´ı informac´ı o globa´ln´ıch i loka´ln´ıch konstanta´ch, v prˇ´ıpadeˇ sys-
tem bloku se vytvorˇ´ı seznam watch a pro oba typy blok˚u se prˇidaj´ı informace o pomocny´ch
promeˇnny´ch.
T´ımto BlockParser dokoncˇil generova´n´ı CompilationUnit, ktera´ je nyn´ı prˇipravena
pro kontroly, transformace, optimalizace a pro na´sledne´ prˇeda´n´ı back-endu (viz. 4.14.2).
4Lze i rucˇneˇ tvorˇit soubory obsahuj´ıc´ı sche´mata (forma´t XML), ktere´ na´sledneˇ mu˚zˇe program otevrˇ´ıt.
Nen´ı to ale doporucˇovany´ postup, proces tvorˇen´ı je velmi zdlouhavy´ a neprˇehledny´.
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4.9 Se´manticka´ kontrola
Trˇ´ıda SemanticChecker postupneˇ vola´ jednotlive´ kontroly.
4.9.1 FlagsSetter
Zde prob´ıha´ kontrola za´kladn´ıch informac´ı v CompilationUnit (da´le jen CU). Nejdrˇ´ıve se
zahod´ı vsˇechny informace o pouzˇit´ı konstant a promeˇnny´ch (naprˇ. zda maj´ı hodnotu, jestli
byly cˇteny, atp.). Pak se procha´z´ı vsˇechny seznamy stromu˚ prˇ´ıkaz˚u (IExpression) – tj.
vsˇechny uzˇivatelske´ bloky, system blok a vsˇechny watch v system bloku. Vsˇechny vy´razy a
podvy´razy se procha´zej´ı a znacˇ´ı, zda byly cˇteny, zda maj´ı definovanou hodnotu, kontroluje
se existence identifika´tor˚u (globa´ln´ıch i loka´ln´ıch) konstant, promeˇnny´ch a blok˚u. Da´le se
prova´d´ı kontrola parametr˚u vola´n´ı blok˚u (pocˇet a typy mus´ı odpov´ıdat prˇedpisu), znacˇ´ı se
built-in bloky.
4.9.2 FlagBasedChecker
Slouzˇ´ı hlavneˇ ke generova´n´ı varova´n´ı o nepouzˇity´ch promeˇnny´ch, konstanta´ch a uzˇivatelem
definovany´ch blok˚u.
4.9.3 WalkerChecker
Prˇedstavuje druhy´ pr˚uchod stromy prˇ´ıkaz˚u. Nyn´ı uzˇ ma´me dostatek informac´ı o tom, ktere´
promeˇnne´ budou mı´t definovanou hodnotu (v prvn´ım pr˚uchodu by byl proble´m naprˇ.
se soustavami diferencia´ln´ıch rovnic – vy´stup druhe´ho integra´toru by nemohl by´t pouzˇit
jako vstup prvn´ıho, protozˇe druha´ promeˇnna´ jesˇteˇ nen´ı oznacˇena prˇ´ıznakem existence hod-
noty/prˇiˇrazen´ı).
Prˇ´ıklad
x′ = y (4.6)
x(0) = 0 (4.7)
y′ = −x (4.8)
y(0) = 1 (4.9)
Prˇi prvn´ım pr˚uchodu (parserem) nelze u prave´ strany rovnice (4.6) rˇ´ıci, jestli promeˇnna´
y je zapsana´ v derivovane´ formeˇ, nebo uzˇivatel zapomneˇl na naplneˇn´ı hodnotou. Pokud je
oznacˇena jako derivovana´, pak je vsˇe v porˇa´dku (to ale lze zjistit azˇ prˇi druhe´m pr˚uchodu).
Pokud ale jde o norma´ln´ı promeˇnnou, tak program (prˇedevsˇ´ım kv˚uli prˇehlednosti) vyzˇaduje,
aby promeˇnna´ byla nejdrˇ´ıve definova´na a azˇ potom pouzˇita.
Tyto testy se ty´kaj´ı prˇedevsˇ´ım textove´ho vstupu, u blokove´ho vstupu toto zajiˇst’uje
samotny´ parser.
4.9.4 WatchesChecker
Prima´rneˇ kontroluje, jestli ”nonsimple”watch5 nema´ stejne´ jme´no jako promeˇnna´ (generuje
se jen varova´n´ı).
5”Non-simple”watch je takova´ watch, ktera´ nen´ı definova´na pouze jediny´m Expression typu cˇten´ı hod-
noty promeˇnne´ (identifika´tor watch a promeˇnne´ jsou stejne´).
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4.10 Simulace
Tato cˇa´st se zaby´va´ prˇ´ıpravou, vznikem a fungova´n´ım simulacˇn´ı trˇ´ıdy.
4.10.1 Transformace vstupn´ıch dat
Vstupem je zkompilovany´ ko´d z parseru v podobeˇ instance trˇ´ıdy CompilationUnit, ktera´
je popsa´na v podkapitole 4.6.2.
Postup transformace
1. kontrola integrity – podrobneˇji v cˇa´sti 4.11.3
2. nastaven´ı prˇ´ıznak˚u (kromeˇ for cykl˚u) – viz 4.9.1
3. zpracova´n´ı vola´n´ı trivial blok˚u – viz cˇa´st 4.11.6
4. rozgenerova´n´ı for cykl˚u – podrobneˇji v cˇa´sti 4.11.4
5. odstraneˇn´ı sekvenc´ı vznikly´ch rozgenerova´n´ım for cykl˚u – viz 4.11.5
6. prvn´ı se´manticka´ kontrola – viz 4.9
7. vy´pocˇet globa´ln´ıch a na´sledneˇ i loka´ln´ıch konstant – ma´ na starosti trˇ´ıda RES, viz.
podkapitola 4.11.1
8. rozgenerova´n´ı blok˚u – implementova´no trˇ´ıdou BlockPreprocessor 4.11.2
9. pro system blok probeˇhnou za´veˇrecˇne´ u´pravy (o vsˇechny tyto modifikace se stara´ RES
– podrobneˇjˇs´ı informace v cˇa´sti 4.11.1)
10. za´veˇrecˇna´ se´manticka´ kontrola
4.10.2 Vznik simulacˇn´ı trˇ´ıdy
Prˇi u´speˇsˇne´m prˇeveden´ı CompilationUnit do optimalizovane´ podoby se vytvorˇ´ı ko´d trˇ´ıdy
deˇd´ıc´ı od SimulationBase, ktery´ se na´sledneˇ prˇelozˇ´ı. Dı´ky tomu jsou vy´pocˇty prova´deˇne´
prˇi rˇesˇen´ı velmi rychle´ (jde o ko´d, ktery´ je velmi bl´ızky´ nativn´ımu).
4.10.3 Samotna´ simulace
Po nastaven´ı simulace (nad trˇ´ıdou deˇd´ıc´ı od SimulationBase) se zavola´ metoda Run. Po-
moc´ı uda´lost´ı se vy´sledky deleguj´ı vysˇsˇ´ı vrstveˇ (odkud jsou prˇeda´va´ny trˇ´ıdeˇ implementuj´ıc´ı
IResults). Podrobneˇji popsane´ vrstvy nad simulac´ı mu˚zˇete nale´zt v [8].
Simulacˇn´ı trˇ´ıda je implementova´na velmi jednodusˇe. Podporuje pouze prodlouzˇen´ı po-
sledn´ıho kroku, pokud je prˇ´ıliˇs maly´ (aby se prˇedesˇlo zaokrouhlovac´ım chyba´m).
Nyn´ı program umı´ na´sleduj´ıc´ı numericke´ metody: Eulerovu, Heunovu, Runge-Kutta 3. a 4. rˇa´du.
Jako vsˇe ostatn´ı i simulacˇn´ı trˇ´ıda je modula´rn´ı, snadno lze prˇidat dalˇs´ı (jednokrokove´) in-
tegracˇn´ı metody.
Vy´sledky (watch) se vypocˇ´ıta´vaj´ı po dokoncˇen´ı simulace (veˇtsˇina trˇ´ıd je uzˇ prˇipravena
na soubeˇzˇny´ vy´pocˇet se simulac´ı).
Prˇi implementaci trˇ´ıdy SimulationBase a numericky´ch metod jsem cˇerpal prima´rneˇ
z [13].
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4.11 Pomocne´ trˇ´ıdy
Neˇkolik dost podstatny´ch trˇ´ıd jsem jesˇteˇ neuvedl. Jde prˇedevsˇ´ım o trˇ´ıdy prova´deˇj´ıc´ı trans-
formace CompilationUnit na tvar vyzˇadovany´ pro u´speˇsˇne´ vytvorˇen´ı simulacˇn´ı trˇ´ıdy.
4.11.1 RecursiveExpressionsSimplifier
Hlavn´ı funkc´ı te´to trˇ´ıdy je transformace CU do takove´ podoby, ze ktere´ mu˚zˇe BackEnd (viz.
podkapitola 4.14.2) snadno vygenerovat pozˇadovany´ vy´stup.
Popis chova´n´ı metody OptimizeCompilationUnit6:
1. dosazen´ı konstant do stromu˚ vy´raz˚u
2. zjednodusˇen´ı (cˇa´stecˇne´ vycˇ´ıslen´ı)
3. dosazen´ı nederivovany´ch promeˇnny´ch do diferencia´ln´ıch rovnic
4. odstraneˇn´ı nederivovany´ch promeˇnny´ch
5. zjednodusˇen´ı vy´raz˚u (prˇedpocˇ´ıta´n´ı konstantn´ıch vy´raz˚u)
6. prˇedpocˇ´ıta´n´ı vy´raz˚u ve watch
Da´le rˇesˇ´ı jesˇteˇ jednu u´lohu (podstatneˇ jednodusˇsˇ´ı) – vycˇ´ıslen´ı konstant (a na´sledne´
dosazen´ı vypocˇtene´ hodnoty do vsˇech vy´skyt˚u cˇten´ı te´to konstanty).
4.11.2 BlockPreprocessor
Slouzˇ´ı k rozgenerova´n´ı uzˇivatelsky´ch blok˚u. Postupneˇ se provedou tyto u´kony:
1. serˇazen´ı blok˚u za sebe tak, aby se zˇa´dny´ prˇedcha´zej´ıc´ı neodkazoval na na´sleduj´ıc´ı
(rekurze se nesmı´ vyskytnout)
2. postupneˇ pro kazˇdy´ blok se vykonaj´ı na´sleduj´ıc´ı u´kony
(a) vsˇechna vola´n´ı blok˚u se rozgeneruj´ı (tj. zkop´ıruje se teˇlo bloku)
(b) nahrad´ı se vsˇechny identifika´tory, ktere´ se vyskytuj´ı v rozgenerova´vane´m bloku
(novy´mi unika´tn´ımi identifika´tory)
(c) nahrad´ı se vsˇechny parametry bloku teˇmi vy´razy (nebo promeˇnny´mi), ktere´ byly
uzˇity prˇi vola´n´ı bloku
4.11.3 IntegrityChecker
Jeho funkc´ı je kontrola vy´stupu FrontEndu (obecne´ho, ne jen text a block) – tzn. kontrola
CompilationUnit.
Prova´d´ı oveˇrˇen´ı d˚ulezˇity´ch konstant – spra´vnost parametr˚u simulace, spra´vnost jmen
parametr˚u simulace 7 . Da´le se nad vsˇemi uzˇivatelsky´mi bloky a system blokem zkontroluje
existence vnorˇeny´ch trˇ´ıd, pak na´sleduje kontrola vsˇech vy´raz˚u ve vsˇech stromech bloku.
6V te´to fa´zi transformace CU uzˇ neexistuj´ı zˇa´dne´ uzˇivatelske´ bloky, vsˇechny byly ”rozgenerova´ny”prˇ´ımo
do system bloku.
7 Prvn´ı FrontEnd uzˇity´ na CompilationUnit nastav´ı jme´na parametr˚u simulace – nyn´ı jsou to eps,
tmax, step, record.
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Prima´rneˇ se kontroluje shoda typu instance a vlastnosti typ v instanci vy´razu, u´plnost
stromu (nelze mı´t naprˇ. scˇ´ıtacˇku jen s jedn´ım vstupem) a vlastnost hodnota vy´razu (naprˇ.
u prˇiˇrazen´ı nese jme´no promeˇnne´) – v neˇktery´ch typech vy´raz˚u je vyzˇadova´n nepra´zdny´
rˇeteˇzec, jinde nesmı´ tato vlastnost vracet nic jine´ho nezˇ null.
4.11.4 ForPreprocessor
Na vstupu dostane CompilationUnit (stejneˇ jako ostatn´ı preprocesory). Projde seznamy
prˇ´ıkaz˚u ve vsˇech bloc´ıch a kazˇdy´ for prˇ´ıkaz nahrad´ı prˇ´ıkazem sequence, ktery´ v sobeˇ
obsahuje seznamy prˇ´ıkaz˚u odpov´ıdaj´ıc´ı jednotlivy´m iterac´ım cyklu.
4.11.5 SequencePreprocessor
Jeho u´kolem je odstranit prˇ´ıkazy sequence tak, zˇe vlozˇ´ı teˇla sekvenc´ı prˇ´ımo do seznamu
prˇ´ıkaz˚u.
Prˇ´ıklad
Meˇjme seznam prˇ´ıkaz˚u { prˇı´kaz #1, sekvence #2, prˇı´kaz #3 }, kde sekvence obsahuje
{ prˇı´kaz #4, prˇı´kaz #5 }. Po odstraneˇn´ı sekvenc´ı bude seznam prˇ´ıkaz˚u vypadat takto:
{ prˇı´kaz #1, prˇı´kaz #4, prˇı´kaz #5, prˇı´kaz #3 }.
4.11.6 TrivialBlockPreprocessor
V podstateˇ jde o prˇeveden´ı za´pisu za´kladn´ıch operac´ı z formy vola´n´ı bloku do formy prˇ´ıkazu.
Prˇ´ıklad
Na obr. 4.8 vid´ıme prˇ´ıklad funkce TBP prˇi zpracova´va´n´ı vola´n´ı bloku negace.
Obra´zek 4.8: Prˇ´ıklad funkce TrivialBlockPreprocessoru
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4.12 Vy´sledky simulace
Podle uzˇivatelem zvolene´ho typu vy´stupu se vygeneruje pozˇadovany´ soubor s vy´sledky, nebo
v prˇ´ıpadeˇ graficke´ho rozhran´ı se zobraz´ı v prˇ´ıslusˇne´ za´lozˇce.
Seznam typ˚u vy´stupu
1. Textove´
CSV
2. Graficke´
PNG, BMP, JPEG, TIFF, GIF, SVG
Prˇ´ıklady vy´stupu
Prˇ´ıklad neu´plne´ho textove´ho CSV vy´stupu:
t,0.0E00,1.0E-01,2.0E-01,...
x,0.0E00,9.98334332718592E-02,1.98669363795956E-01,...
Na obr. 4.9 vid´ıme prˇ´ıklad graficke´ho vy´stupu.
Obra´zek 4.9: Uka´zka vyexportovane´ho grafu z aplikace
4.13 Graficke´ uzˇivatelske´ rozhran´ı blokove´ho vstupu
Na obra´zku 4.10 si mu˚zˇeme prohle´dnout graficke´ uzˇivatelske´ rozhran´ı, konkre´tneˇ editor
blokovy´ch sche´mat.
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Obra´zek 4.10: Graficke´ uzˇivatelske´ rozhran´ı (GUI)
Popis jednotlivy´ch cˇa´st´ı rozhran´ı:
1. plocha – na plochu se prˇetahuj´ı komponenty z panelu s bloky, lze vytva´rˇet propojen´ı
a u urcˇity´ch blok˚u nastavovat jejich vlastnosti
2. nastaven´ı simulace – koncovy´ cˇas, krok metody a krok za´znamu vy´sledk˚u
3. panel s bloky – zde jsou vsˇechny dostupne´ bloky, na plochu se prˇida´vaj´ı prˇetazˇen´ım
4. chybova´ hla´sˇen´ı – zobrazuj´ı se tu naprˇ. chyby a varova´n´ı prˇi prˇekladu
5. operace se soubory – tlacˇ´ıtka pro novy´ soubor, otevrˇ´ıt a ulozˇit
6. schra´nka – vyjmut´ı, kop´ırova´n´ı a vlozˇen´ı
7. kompilovat
8. spustit simulaci
9. volba integracˇn´ı metody
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10. seznam otevrˇeny´ch soubor˚u – jde o klasicke´ ”taby”, lze prˇep´ınat mezi jednotlivy´mi
soubory, kliknut´ım na krˇ´ızˇek se soubor zavrˇe
11. stavova´ liˇsta – skla´da´ se z progress baru (zobrazuje naprˇ. stav simulace) a informacˇn´ıho
textu
Obra´zek 4.11: Dialog vytvorˇen´ı nove´ho souboru
Obra´zek 4.11 ukazuje vytvorˇen´ı nove´ho souboru, na obra´zku 4.12 vid´ıme graf s vy´sledky
simulace.
Obra´zek 4.12: Za´lozˇka s vy´sledky
4.14 Zastrˇesˇuj´ıc´ı trˇ´ıdy
O vsˇech vrstva´ch a jejich komunikaci se v´ıce dozv´ıte v [8].
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4.14.1 Front-end
Jde o zdroj dat, vy´stupem je CompilationUnit. Nyn´ı ma´me dva frontendy, jeden pro
textovy´ vstup (FrontEnd.Text) a druhy´ pro blokovy´ vstup (FrontEnd.Block).
4.14.2 Back-end
U´kolem back-endu je prˇelozˇit optimalizovanou CompilationUnit do vy´sledne´ho ko´du. Aktua´lneˇ
je implementova´n pouze jeden backend a t´ım je BackEnd.CIL. Jeho druha´ cˇa´st (BackEnd.CIL.Runtime)
se stara´ o samotnou simulaci – jsou zde naprˇ. trˇ´ıdy SimulationBase a EulerIntegrationMethod.
4.14.3 Compiler
Na vstupu ocˇeka´va´ front-end, back-end a nastaven´ı. Z´ıska´ CompilationUnit z front-endu,
provede nutne´ transformace a optimalizace (viz 4.10.1). Nakonec vsˇe prˇeda´ back-endu a
vy´sledek vra´t´ı.
4.14.4 Simulator
Vstupem te´to trˇ´ıdy je nastaven´ı simulace a simulace samotna´ (trˇ´ıda deˇd´ıc´ı od SimulationBase).
Zastrˇesˇuje pra´ci s vy´sledky – v pr˚ubeˇhu simulace je pln´ı, po skoncˇen´ı simulace zavola´ vy´pocˇet
watch. Tato trˇ´ıda se take´ stara´ o pos´ılan´ı zpra´v o simulaci vysˇsˇ´ım vrstva´m, naprˇ. stav si-
mulace (v procentech) nebo u´speˇsˇne´ dokoncˇen´ı simulace.
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Kapitola 5
Zhodnocen´ı dosazˇeny´ch vy´sledk˚u
V te´to kapitole nejdrˇ´ıve provedu srovna´n´ı prˇesnosti implementovany´ch metod ve vy´sledne´
aplikaci, pak prˇedvedu funkcˇnost na neˇkolika jednoduchy´ch prˇ´ıkladech (cˇerpa´no z [16]).
5.1 Srovna´n´ı prˇesnosti s vestaveˇnou metodou v .NET
Pro simulaci byl zvolen krok h = 0.01. Pro srovna´n´ı bude slouzˇit funkce tangens, jej´ı prˇedpis
diferencia´ln´ı rovnic´ı vid´ıme na (5.1) a ve formeˇ blokove´ho sche´matu je na obra´zku 5.1.
y′ = 1 + y2
y(0) = 0 (5.1)
Obra´zek 5.1: Blokove´ sche´ma odpov´ıdaj´ıc´ı soustaveˇ (5.1)
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Na´sleduje graf 5.2 zobrazuj´ıc´ı rozd´ıl mezi nasˇ´ım rˇesˇen´ım a rˇesˇen´ım pomoc´ı zabudovane´
metody ve frameworku (pro chybu je pouzˇito logaritmicke´ meˇrˇ´ıtko).
Obra´zek 5.2: Graf absolutn´ı hodnoty chyby implementovany´ch metod
5.2 Vybrane´ prˇ´ıklady
Nyn´ı prˇedvedu neˇkolik jednoduchy´ch prˇ´ıklad˚u a prˇedstav´ım srovna´n´ı s jiny´mi simulacˇn´ımi
syste´my.
5.2.1 RC obvod – nab´ıjen´ı
Obra´zek 5.3: Obvod RC
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Meˇjme zada´n´ı
u′C =
U − uc
R · C
uC(0) = 0
kde U = 10V , R = 200kΩ a C = 10µF . Parametry simulace zvol´ıme na´sledovneˇ – krok
h = 0.01, celkovy´ cˇas tmax = 20 a metodu rˇesˇen´ı Runge-Kutta 4. rˇa´du.
Sche´ma elektricke´ho zapojen´ı vid´ıme na 5.3, odpov´ıdaj´ıc´ı blokove´ sche´ma je mozˇno
nale´zt na 5.4. Vy´sledky (obra´zek prˇ´ımo z aplikace) je oznacˇen cˇ´ıslem 5.5.
Obra´zek 5.4: Blokove´ sche´ma vytvorˇene´ podle zada´n´ı
Obra´zek 5.5: Graficky´ vy´stup
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Srovna´n´ı se Simulinkem
Prˇi stejne´m zada´n´ı prˇ´ıkladu sestav´ıme blokove´ sche´ma
Obra´zek 5.6: Sche´ma prˇ´ıkladu
nastav´ıme stejne´ parametry simulace – krok h = 0.01, celkovy´ cˇas tmax = 20 a solver
ODE4 (odpov´ıda´ RK4). Dosta´va´me na´sleduj´ıc´ı vy´sledek1 – obr. 5.7.
Obra´zek 5.7: Vy´stup z aplikace Simulink
Kdyzˇ vizua´lneˇ srovna´me grafy 5.5 a 5.7 tak mu˚zˇeme rˇ´ıct, zˇe prˇestozˇe nasˇe aplikace je
velmi jednoducha´ ve srovna´n´ı se Simulinkem, tak na za´kladn´ı u´lohy postacˇuje.
1Obra´zek byl invertova´n, neˇktere´ barvy byly vypusˇteˇny a prˇidal jsem popisky os, je to ale porˇa´d vy´stup
ze ”Scope”.
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Srovna´n´ı s OpenModelicou
Pouzˇijeme stejne´ zada´n´ı prˇ´ıkladu, dostaneme na´sleduj´ıc´ı blokove´ sche´ma:
Obra´zek 5.8: Sche´ma prˇ´ıkladu
Nastavil jsem parametry simulace2 a spustil ji, vy´stup vid´ıte na obr. 5.93.
Obra´zek 5.9: Vy´stup z aplikace OpenModelica
Opeˇt mu˚zˇeme srovnat s nasˇ´ım rˇesˇen´ım (obr. 5.5).
2Jako solver jsem zvolil ”rungekutta”.
3Barvy opeˇt upraveny, aby graf sedl k okoln´ımu textu.
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5.2.2 RLC obvod – vyb´ıjen´ı
Obra´zek 5.10: Obvod RLC (vyb´ıjen´ı)
Rˇesˇme na´sleduj´ıc´ı prˇ´ıklad
u′C =
1
C
· iL, uC(0) = 1
i′L =
1
L
· uL, iL(0) = 1
uL = −R · iL − uC
kde R = 10Ω, L = 2.5H a C = 0.1F .
V programu jsme vytvorˇili na´sleduj´ıc´ı sche´ma – obr. 5.11.
Obra´zek 5.11: Blokova´ podoba u´lohy
Vhodneˇ jsme zvolili parametry simulace – h = 0.001, tmax = 5. Po prˇelozˇen´ı a spusˇteˇn´ı
simulace dostaneme vy´stup stejny´ jako na obra´zku 5.12.
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Obra´zek 5.12: Rˇesˇen´ı u´lohy RLC vyb´ıjen´ı
Srovna´n´ı s aplikac´ı Maple
Po zada´n´ı soustavy dosta´va´me rˇesˇen´ı zobrazene´ na obra´zku 5.13. Porovna´me s grafem z nasˇ´ı
Obra´zek 5.13: Rˇesˇen´ı u´lohy RLC vyb´ıjen´ı syste´mem Maple
aplikace (obra´zek 5.12) a mu˚zˇeme konstatovat, zˇe nasˇe rˇesˇen´ı je spra´vne´.
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Kapitola 6
Za´veˇr
Jedn´ım z c´ıl˚u bakala´rˇske´ pra´ce bylo vytvorˇit aplikaci, ktera´ bude schopna rˇesˇit soustavy
diferencia´ln´ıch rovnic prvn´ıho rˇa´du r˚uzny´mi metodami. Tuto cˇa´st odra´zˇ´ı hlavn´ı knihovna,
ktera´ rˇesˇ´ı: prˇeklad vstupu, u´pravu z´ıskany´ch dat do standardizovane´ podoby, vygenerova´n´ı
simulacˇn´ı trˇ´ıdy, spusˇteˇn´ı simulace, sbeˇr vy´sledk˚u a jejich vy´stup. Aplikace umı´ rˇesˇit soustavy
neˇkolika jednokrokovy´mi metodami s uzˇit´ım pevne´ho kroku.
Meziko´d a na´sledneˇ vsˇechny trˇ´ıdy od se´manticke´ kontroly azˇ po samotnou simulaci
podporuj´ı vsˇechny za´kladn´ı aritmeticke´ operace vcˇetneˇ umocneˇn´ı. Oproti TKSL/386 lze
vytva´rˇet signa´l za´visly´ na simulacˇn´ım cˇase uzˇit´ım logicky´ch a relacˇn´ıch opera´tor˚u a podmı´-
neˇne´ho vy´razu (jsou zde urcˇita´ omezen´ı, popsana´ v podkapitole 4.2.4). Take´ jsou podpo-
rova´ny vestaveˇne´ funkce, naprˇ. sin, abs, exp.
Dalˇs´ım c´ılem bylo implementovat graficke´ rozhran´ı pro blokovy´ vstup. Po zva´zˇen´ı r˚uzny´ch
kombinac´ı vzhled˚u vstup˚u a vy´stup˚u bloku, podob r˚uzny´ch operac´ı, jsem nakonec dospeˇl
k fina´ln´ımu vzhledu, ktery´ jste si mohli prohle´dnou naprˇ. v podkapitole 4.2. Celkovy´ vzhled
blokove´ho editoru (a cele´ aplikace) byl popsa´n a prˇedveden v podkapitole 4.13.
Aplikace a jej´ı blokovy´ vstup byly u´speˇsˇneˇ testova´ny na za´kladn´ıch u´loha´ch, rˇesˇen´ı
r˚uzny´mi numericky´mi metodami dosahuje prˇedpokla´dane´ prˇesnosti vy´sledk˚u.
6.1 Budouc´ı rozsˇ´ıˇren´ı
Neˇkolik pla´novany´ch rozsˇ´ıˇren´ı jsem jizˇ zmı´nil v podkapitole 4.5.5.
Blokovy´ vstup je oproti textove´mu velmi neu´sporny´ prˇi vyuzˇit´ı mı´sta na monitoru, proto
jako jedno z prvn´ıch rozsˇ´ıˇren´ı blokove´ho editoru pla´nuji dokoncˇen´ı podpory pro uzˇivatelem
definovane´ bloky. Z dalˇs´ıch pla´novany´ch rozsˇ´ıˇren´ı editoru vyjmenuji alesponˇ neˇkolik: v´ıce
mozˇnost´ı pro toolbox (naprˇ. zapnut´ı zobrazen´ı jmen blok˚u, nyn´ı se zobrazuje pouze jako
tooltip), zdokonalit mozˇnosti propojova´n´ı blok˚u (naprˇ. vytva´rˇen´ı ”krˇizˇovatek”, mozˇnost
ve´st spojen´ı po uzˇivatelem specifikovany´ch bodech), prˇidat mozˇnost ota´cˇen´ı a zrcadlen´ı
bloku, podpora pro pojmenovane´ konstanty (v editoru prˇibude panel s tabulkou globa´ln´ıch
a loka´ln´ıch konstant, mus´ı se upravit datova´ vrstva a blokovy´ parser).
Dalˇs´ı pla´novana´ rozsˇ´ıˇren´ı se ty´kaj´ı obecny´ch vlastnost´ı aplikace, ku prˇ´ıkladu se va´zˇneˇ
prˇemy´sˇl´ı o implementaci pol´ı (sbeˇrnic), pokrocˇilejˇs´ıch numericky´ch metod (v´ıcekrokovy´ch,
poprˇ. i metody TKSL) nebo vy´pocˇtu watch pomoc´ı dynamicky vytva´rˇene´ trˇ´ıdy (v podstateˇ
jde o stejny´ princip, ktery´m je nyn´ı rˇesˇena simulace).
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Prˇ´ıloha A
Gramatika jazyka
/* Struktura programu */
<program> → <program-parts> <sysblock> <program-parts>
<sysblock> → system { <block-body> }
<sysblock> → ε
<program-parts> → ε
<program-parts> → <program-part> <program-parts>
<program-part> → <const-stat>;
<program-part> → <block-definition>
/* Definice uzˇivatelske´ho bloku */
<block-definition> → block <block-name>(<block-params>) { <block-body> }
<block-name> → <id>
<block-params> → <block-params-list>
<block-params-list> → <block-params-type> <id> <block-params-list-cont>
<block-params-list-cont> → ε
<block-params-list-cont> → , <block-params-list>
<block-params-type> → in
<block-params-type> → out
<block-body> → <statments-sequention>
/* Prˇı´kazy */
<statments-sequention> → <statment-with-semicolon><statments-sequention>
<statments-sequention> → ε
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<statment-with-semicolon> → <statment>;
<statment-with-semicolon> → <block>
<statment-with-semicolon> → <for>
<statment> → <equation-or-block-call-or-unop>
<statment> → <var-stat>
<statment> → <const-stat>
<statement> → <watch-stat>
<for> → for ( <for-variables> ; <const> ; <for-variables> ) <statment-with-semicolon>
<for-variables> → ε
<for-variables> → <for-variables-one>
<for-variables-one> → <id> <for-variables-list>
<for-variables-list> → , <for-variables-one> <for-variables-list>
<for-variables-list> → ε
<foreach> → foreach ( var <id> in <id(type=array)> ) <statment-with-semicolon>
<block> → { <statments-sequention> }
/* Definice promenny´ch */
<var-stat> → var <var-stat-one-var> <var-stat-list>
<var-stat-one-var> → <id> <var-stat-set-val-opt>
<var-stat-set-val-opt> → ε
<var-stat-set-val-opt> → = <expression>
<var-stat-list> → ε
<var-stat-list> → , <var-stat-one-var> <var-stat-list>
/* Definice konstant */
<const-stat> → const <const-stat-one-const> <const-stat-list>
<const-stat-one-const> → <id> = <expression(type=const)>
<const-stat-list> → ε
<const-stat-list> → , <const-stat-one-const> <const-stat-list>
/* Definice watches */
<watch-stat> → watch <watch-stat-one-watch> <watch-stat-list>
<watch-stat-one-watch> → <id> <watch-stat-set-val-opt>
<watch-stat-set-val-opt> → ε
<watch-stat-set-val-opt> → = <expression>
<watch-stat-list> → ε
<watch-stat-list> → , <watch-stat-one-watch> <watch-stat-list>
/* Zacˇa´tek prˇirˇazenı´/integrace, nebo vola´nı´ bloku */
<equation-or-block-call-or-unop> → <id> <equation-or-block-call-or-unop-sec-part>
<equation-or-block-call-or-unop-sec-part> → <block-call>
<equation-or-block-call-or-unop-sec-part> → <equation>
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/* Vola´nı´ bloku */
<block-call> → (<block-call-params>)
<block-call-params> → <block-call-params-list>
<block-call-params-list> → <block-call-params-list-one-arg> <block-call-params-list-cont>
<block-call-params-list-one-arg> → <expression>
<block-call-params-list-one-arg> → out <id>
<block-call-params-list-cont> → ε
<block-call-params-list-cont> → , <block-call-params-list>
/* Prˇirˇazenı´/integrace */
<equation> → = <expression>
<equation> → ’ = <expression> & <expression(type=const)>
/* Vy´razy */
/* <expression>! LL */
<expression> → <id>
<expression> → <const>
<expression> → ( <expression> )
<expression> → <operator-un-pre> <expression>
<expression> → <expresion> <operator-bin> <expression>
<expression> → <expression(type=bool)> ? <expression> : <expression>
<expression> → <built-in-function>
<expression> → <block-call>
<expression> → <operator-un-var>
<expression> → <expression> in <expression>..<expression>
<operator-bin> → <operator-bin-ar> | <operator-bin-log>
<operator-bin-ar> → + | - | * | / | ^
<operator-bin-log> → && | || | and | or
<operator-bin-log> →<|>|<= |>= | == | !=
<operator-un-pre> → <operator-un-pre-ar> | <operator-un-pre-log>
<operator-un-pre-ar> → -
<operator-un-pre-log> → ! | not
/* Cˇı´selna´ konstanta */
<const> → <const-dec-number><const-e-opt>
<const-dec-number> → <const-minus-opt><num-rep><const-dec-part-opt>
<const-dec-part-opt> → ε
<const-dec-part-opt> → .<num-rep>
<const-minus-opt> → ε
<const-minus-opt> → -
<const-e-opt> → ε
<const-e-opt> → (e|E)<const-minus-opt><num-rep>
49
<num-rep> → <num><num-rep-cont>
<num-rep-cont> → ε
<num-rep-cont> → <num><num-rep-cont>
/* Identifika´tor */
<id> → <char-or-under> <id-cont-opt>
<id-cont-opt> → ε
<id-cont-opt> → <num-or-char-or-under> <id-cont-opt>
<num-or-char-or-under> → <num-or-char> |
<num-or-char> → <num> | <char>
<char-or-under> → <char> |
<num> → 0..9
<char> → a..z | A..Z
/* Gramatika pro precedencni analyzu */
/* Vyrazy */
/* bez priority */
<E> → i
<E> → c
<E> → ( <E> )
<E> → s
<L> → <P> , <L>
<L> → <P>
<P> → out i
<P> → <E>
/* odsud prioritni skupiny. cim vys, tim vyssi priorita */
<E> → i( <L> )
<E> → - <E>
<E> → ! <E>
<E> → <E> ^ <E>
<E> → <E> * <E>
<E> → <E> / <E>
<E> → <E> + <E>
<E> → <E> - <E>
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<E> → <E><<E>
<E> → <E>><E>
<E> → <E><= <E>
<E> → <E>>= <E>
<E> → <E> == <E>
<E> → <E> != <E>
<E> → <E> and <E>
<E> → <E> or <E>
<E> → <E> ? <E> : <E>
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Prˇ´ıloha B
Pouzˇite´ knihovny
 OxyPlot – komponenta vykresluj´ıc´ı graf
 Ninject – knihovna staraj´ıc´ı se o depedency injection
 AvalonDock – panely v GUI
 WPF Diagram Designer – pouzˇit jako podklad pro editor sche´mat, veˇtsˇina cˇa´st´ı byla
prˇepsa´na
 AvalonEdit – textovy´ editor
 moq – uzˇ´ıva´ se prˇi testova´n´ı pro ”mockova´n´ı”
 xUnit.net – pouzˇit pro unit testy (skoro vsˇechny trˇ´ıdy v Core maj´ı svoje sady test˚u)
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Prˇ´ıloha C
Obsah prˇilozˇene´ho me´dia
 src – zdrojove´ soubory aplikace
 bin – prˇelozˇena´ aplikace (ke spusˇteˇn´ı je nutne´ mı´t nainstalova´n .NET 4.0)
 tex – tato pra´ce, ostatn´ı dokumenty
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