This work focuses on the ability to control -via latent space factors -semantic image attributes in generative models, and the faculty to discover mappings from factors to attributes in an unsupervised fashion. The discovery of controllable semantic attributes is of special importance, as it would facilitate higher level tasks such as unsupervised representation learning to improve anomaly detection, or the controlled generation of novel data for domain shift and imbalanced datasets. The ability to control semantic attributes is related to the disentanglement of latent factors, which dictates that latent factors be 'uncorrelated' in their effects. Unfortunately, despite past progress, the connection between control and disentanglement remains, at best, confused and entangled, requiring clarifications we hope to provide in this work. To this end, we study the design of algorithms for image generation that allow unsupervised discovery and control of semantic attributes. We make several contributions: a) We bring order to the concepts of control and disentanglement, by providing an analytical derivation that connects mutual information maximization -which promotes attribute control -to total correlation minimization -which relates to disentanglement. b) We propose hybrid generative model architectures that use mutual information maximization with multi-scale style transfer. c) We introduce a novel metric to characterize the performance of semantic attributes control. We report experiments that appear to demonstrate, quantitatively and qualitatively, the ability of the proposed model to perform satisfactory control while still preserving competitive visual quality. We compare to other state of the art methods (e.g., Frechét inception distance (FID) = 9.90 on CelebA and 4.52 on EyePACS).
Introduction
The transformative contribution of deep learning (DL) to AI, principally in discriminative models for supervised learning, has mostly hinged on the availability of large training datasets. Open problems still remain in DL, especially in unsupervised learning, inference on out-of-training-distribution test samples, domain shift, open set learning, and also in discriminative tasks where data is not easily obtained or when manual labeling is impractical or prohibitively onerous. Generative models -with their ability to generate new data and efficient representations of data -may assist in addressing some of these challenges.
Considering these challenges, the ability to generate images at will that allow the discovery and control of individual semantic images attributes, via latent space factors, is of paramount importance. Generative methods -broadly speaking -learn to sample from the underlying training data distribution so as to generate new samples that are distinct from, but visually or statistically indistinguishable Our proposed multi-scale generator and discriminator architecture: the latent vector Z is split into a semantic vector C and noise vector Z . A sample (z , c) is then fed into a mapping network to produce an intermediate latent vector W which in turn is fed into the generator. Mutual information maximizing loss is used between the latent and output generated images, combined with a conditional loss and a traditional GAN adversarial loss. from, the underlying training data. A simple taxonomy of generative models includes: generative adversarial networks (GANs) in [5] and [17] , autoencoders/variational autoencoders (VAEs) in [10] , and, used to a lesser extent, compared to the aforementioned ones, generative autoregressive models in [15] , invertible flow based latent vector models in [11] , or hybrids of the above models as in [6] .
Prior and recent research in generative models inspiring, and limitations motivating, our work includes the following areas of research.
Best of Breed GAN Approaches
Only recently have GANs been able to generate images at relatively high resolutions (greater than 256 × 256 pixels). Examples of methods that achieve such results include ProGAN [7] , BigGAN [1] , and COCO-GAN [12] . For example, BigGAN relied on SAGAN [18] as a baseline (self attention GANs). The study noted the strong effect of large batch sizes on performance (multiplying batch size by a factor of 8 leads to over 40% increase in inception score over other state of the art algorithms). The study noted also that larger networks had a comparable positive effect, and so did the usage of the truncation trick (i.e., for the generator, sampling from a standard normal distribution in training while sampling instead from a truncated normal distribution in inference, where samples that are above a certain threshold are re-sampled). Truncating with a lower threshold allowed control of the trade-off between higher fidelity and lower diversity.
Unfortunately, while many best of breed generative approaches make progress in terms of visual quality and high resolutions, these methods cannot directly be used for semantic attribute control, which motivated our work.
Style Transfer
Karras et al. recently developed StyleGAN which used a multi-scale design [8] . StyleGAN has been very successful at addressing the generation of high dimensional images (1024 × 1024), and are an extension of ProGAN that was based on progressively growing the encoder and decoder/discriminator in GAN networks. Some of the specific novel features in [8] consisted of injecting noise at every scale resolution of the decoder, and using a fully connected (FC) network that mapped a latent vector Z into a 512-length intermediate latent vector W that controls the generation of images (a so called 'style' vector). This style vector W is used to control some attributes of the image (at the low scale coarse attributes like skin tone and at the higher scale fine attributes like hair).
An updated version of StyleGAN [9] , StyleGAN2, introduced architectural improvements, along with an improved projection method for mapping images to latent spaces.
While both methods allow for attribute style mixing, there is no way to specifically control image attributes without an existing image that exhibit desired attributes. This existing image could also have undesirable attributes that are also transferred. In contrast, the approach we take strives for the isolation of desirable from undesirable attribute.
Other notable recent studies in DL that borrowed from Information Theoretic concepts and inspired our study include:
Information Theoretic Approaches
In [3] , InfoGAN made use for the first time of the principle of maximizing the mutual information I(C;X) between semantic vector C and the generated imageX, where C is a semantic component of the latent vector representation Z = (Z , C) with Z being a noise vector. This process was set up to achieve disentanglement in latent factors. Experiments exemplified various degrees of connection between such factors and semantic attributes. However, as our study should demonstrate, while the mutual information principle promotes the control of attributes in images, true disentanglement is not achieved via this maximization of mutual information. Indeed, the results in [3] suggested various degree of success and consistency between the ability of the network to actually control and disentangle.
Instead, we believe the concept of disentanglement was appropriately defined in [2] , as the process of finding latent factors that satisfy minimum total correlation. Total correlation is defined as the divergence between the joint distribution and the product of the marginals. In this study, we adopt this definition and demonstrate how it relates to the concept of control and maximization of mutual information. Despite this contribution, the concepts of control and disentanglement remained confused with each other.
Contribution
In sum, looking at past contributions, despite great progress made in the areas of disentanglement and control, work remains to bring order in those concepts, which we pursue in this paper. Therefore, the contributions of this work are as follows: a) We bring order to the concepts of control and disentanglement, by providing an analytical derivation that connects mutual information maximization -which promotes attribute control -to total correlation minimization -which relates to disentanglement. b) We study hybrid generative model architectures that use mutual information maximization with multiscale style transfer, called InfoStyleGAN. c) We introduce a novel metric and provide experiments that appear to demonstrate quantitatively and qualitatively the ability of the proposed models with regard to performing satisfactory semantic attribute control, while preserving competitive FIDs, when compared to other state of the art methods -some which may not even allow for attribute control -when using models of similar size (e.g., FID = 9.90 on CelebA and 4.52 on EyePACS).
Methods
We describe the approach in the next sections including details on the architecture, loss functions and training methods.
Architecture
The model's components used here are depicted in Figure 2 . The architecture utilizes multiscale GAN subcomponents similar to [8] (generator and adversarial discriminator), as follows: a) a generator X = G(Z) including a mapping from a latent space vector to a style vector via a FC network, and a multiscale generator (decoder) that starts with a 4 × 4 image and builds up to a 1024 × 1024 image, and takes both noise input, and input from the style vector (after adaptive instance normalization), at every scale, and generates an output imageX. The model's architecture then includes additional components described next to achieve attribute control.
Since we seek image attribute control and latent space factor disentanglement, we split the latent vector Z = (Z , C) into a standard Gaussian noise vector Z and a latent vector component C (henceforth called the vector of latent factors) with distribution p(C), where C and Z are independent of each other. For disentanglement, the concept of total decorrelation between the different latent factors of C is used. Furthermore for discovery and control of semantic image attributes, the concept of maximization of mutual information with the latent factors is invoked. The latter concept is explicitly used in our approach. We will later demonstrate analytically that the former concept of decorrelation results -under certain conditions -from the later mutual information maximization principle.
Control via maximization of the mutual information (MI): the idea here is to maximize the mutual information I(C; G(Z , C)) between the semantic vector C and the observationX = G(Z , C) as a means of coupling the vector C to the different variations of the images X in the dataset. Since computing mutual information (MI) is complicated by the fact it entails knowing the posterior p(C|X), one can instead, as in [3] , employ an auxiliary distribution Q(C|X) that approximates this posterior and that can be selected to maximize the mutual information.
Disentanglement via minimization of total correlation: Although InfoGAN [3] introduced an auxiliary loss to maximize the mutual information between C = (C 1 , C 2 , . . . , C L ), where each C i can be governed by a different distribution, andX = G(Z , C), where Z is an additional noise vector, there is no explicit objective for controlling a diverse set of image attributes. For example, even with the independence implementation on the prior p(C) = i p(C i ), all semantically relevant variables could only seemingly affect the skin in faces, with different variables focusing on skin tone, skin texture, glare on the skin, etc. In effect, despite being sampled as independent, the effect between individual variables on the image are highly correlated. Consequently, a desirable end goal for disentanglement is that knowledge of one latent factor from the image does not affect the knowledge of other latent factors; i.e., having p(C|X =x) = i p(C i |X =x) or conditional independence of the true posterior of the latent factors given a realizationX =x of the generated image. This is equivalent to having TC(C|X =x) = 0, where TC(·|X =x) is the total correlation [2] given X =x, defined as the Kullback-Leibler (KL) divergence, denoted by D KL (· ·), between the conditional joint distribution givenX =x and the product of the conditional marginal distributions givenX =x, i.e.,
We will argue that the previous two concepts are connected to each other as shown later in Lemma 3.1.
Indeed, under certain assumptions, maximization of mutual information constrains down the total correlation. Therefore only the mutual information constraint will be considered henceforth.
Loss Function
The loss function is comprised of two parts: the adversarial loss V (D, G) for the generator G and discriminator D as well as the lower bound L info (G, Q) on the mutual information;
with E(·) denoting the expectation operator and 0 ≤ D(·) ≤ 1. Note that we abused the notation in X ∼ G(Z , C) to denote the conditional distribution p(X|C) given C (this conditional distribution is intrinsically determined by the distribution of Z ). The optimization problem consists then of determining the triplet (D, G, Q) that achieves: min
where coefficient β ≥ 0 is a hyper-parameter and Q is the auxiliary network which computes the parameters of the distribution of C givenX used to evaluate Q(C|X).
Monte Carlo estimates of V (D, G) and L info (G, Q),Ṽ (D, Q) andL info (G, Q) respectively, are used for tractable optimization of the above. Using a batch size B, {z (l), c (l)} B l=1 is sampled from Z, as Z is explicitly defined, and then fed into the generator to produce the fake imagex(l) = G(z (l), c (l)) B times, as well as the real images x(l) being sampled B times. The estimates for the losses are thus:
(log(Q(c (l)|x(l))) − log p(c (l))).
We henceforth refer to the family of algorithms the above model subsumes as MSI -for Multi-Scale Information theoretic. For notation, MSI(S, β, d) is used, where S is a binary variable indicating whether styles such as from [8] are used, β denotes the coefficient used in Equation (4), and d is a binary variable to indicate if only discrete variables were used in C (if d = 0, then both continuous and discrete variables were used). In particular, MSI(S = 0, β = 1, d = 0) results in InfoGAN, MSI(S = 1, β = 0, d = 0) in StyleGAN, and MSI(S = 1, β = 1, d = 0) in InfoStyleGAN.
Analysing Mutual Information Maximization and Decorrelation
We present a lemma that the choice of the mean field encoder, i.e., using Q(C|X) = i Q(C i |X), for optimizing the mutual information (as used in [3] ) contributes to forcing the total correlation to zero. Lemma 3.1. Assume that each C i is discrete for i = 1, . . . , L (hence I(C;X) is bounded from above) and that Q(C|X) = i Q(C i |X). When L info → I(C;X), then TC(C|X) → 0 almost everywhere.
Proof. First, recall the derivation of the InfoGAN objective from [3] :
= E C∼p(C),X∼G(Z ,C) (log Q(C|X)) + H(C) = L info where H(·) and H(·|·) denote entropy and conditional entropy, respectively. Note that H(C) = i H(C i ) as we assume the prior to the generative model factorizes independently. Starting from (5), we can decompose the logarithmic term for each individual C i to get:
= E C∼p(C),X∼G(Z ,C) (TC(C|X)) + i I(C i ;X).
Now, purely maximizing the mutual information with respect to all variables could also increase the total correlation of the posterior p(C|X) of a fake imageX, implying that the factors given the image are more entangled, which is undesirable. Thus, we desire a low total correlation TC and high mutual information I betweenX, the generated image, and each variable C i individually, which we argue that the original InfoGAN objective implicitly satisfies for discrete (finite-valued) variables.
Indeed, we can lower bound each individual I(C i ;X) term in (8) via the same method as in (6): we have
≥ I(C;X) − E C∼p(C),X∼G(Z ,C) (TC(C|X)) (10)
where (11) holds by (8), (12) follows from (6) applied to each I(C i ;X) term. The equality before last is due to our assumption of a mean field encoder and the fact that p(C) = i p(C i ).
Thus, when L info → I(C;X), the two inequalities in (10) and (12) become tight, in turn implying that Q(C|X) → p(C|X) and that TC(C|X) → 0 almost everywhere inX.
As explained earlier this lemma only applies to discrete random vectors. Nevertheless it provides useful insight regarding the connection between MI maximization and total correlation minimization.
Experiments, Additional Implementation Considerations and Performance Characterization
Many of the settings from the implementation of [8] are used here: mixing is turned off, as it was found that mixing the styles reduces disentanglement. Also having different semantic factors comprising the image may harm optimizing the lower information bound. For computational efficiency, we append Q to D as shown in Figure 2 above similar to [3] . We use a 512 dimension latent vector for (Z , C). More implementation details follow.
We apply the method to two datasets: CelebA, to see the quantitative and qualitative improvement over state of the art systems for high resolution images, and EyePACS, to see how this method fares on a higher resolution medical image public dataset that includes wider variations in semantic features not present in faces such as retinal vasculature. We evaluate results qualitatively via visual inspection as well as quantitatively using FID.
CelebA
We use the aligned version of CelebA [13] , with a 128 × 128 resolution and 202,599 images. Consistent with our method, we do not use the image labels with CelebA during training, as they comprise of individual binary image attributes that should be learned explicitly.
For the semantically relevant factors, we chose C to have: 1 categorical variable of dimension 3, 7 Bernoulli variables, and 10 uniform variables. The auxiliary network uses the same distributions for prediction, except that the uniform variables are treated as Gaussian (normal) with fixed unit variance.
For the implementation, mixing is turned off, and progressive growing starts at 8 × 8 resolution. The learning rate is 0.001 for resolutions below 128 × 128, and becomes 0.003 at 128 × 128. Gradient penalty on the real image loss for the discriminator is set at 10. The batch size is 1024 for resolution of 8 × 8, 512 for resolutions of 16 × 16 and 32 × 32, 256 for 64 × 64, and 128 for resolution of 128 × 128. The network is trained for 55 million images, or roughly 275 epochs. For CelebA, we also train M SI(S = 1, β = 0, d = 0) as a baseline for visual quality, and M SI(S = 0, β = 1, d = 0) as a baseline for controlling semantic features.
EyePACS
To see the effects of including the mutual information on higher resolution images on a medical domain with challenges other and more extensive than faces, we turn to the EyePACS dataset in [4] , a diabetic retinopathy (DR) dataset of 53,576 retinal images with very high resolution that are downsampled to resolution 512 × 512 pixels. There are image labels associated with this describing the level of diabetic retinopathy (5 levels going from 0 = No DR, 1 = Mild, 2 = Moderate, 3 = Severe, 4 = Proliferative DR), which we use in the loss function with labels in Equation (2).
Most of the training details carry over from CelebA, except for the higher used resolution. Again, we turn mixing off, and train for 20 million images, or roughly 350 epochs. The batch sizes for 256 × 256 and 512 × 512 resolutions are 64 and 32 respectively.
Quantitative Assessment of Generative Quality and Diversity, and Faculty for Attribute Control
Although several metrics have emerged to characterize quality and diversity in generative models, we use FID as our primary measure of distance, which is computed as:
where · 2 and Tr(·) denote the L 2 norm and the trace, respectively, and the assumption is made that X r ∼ N (µ r , Σ r ), i.e., a normal distribution (with mean-vector µ r and covariance matrix Σ r ) for the activations from the Inception v3 pool layer for real examples, and likewise X g ∼ N (µ g , Σ g ) for generated examples.
FID is reported for each of the architectural variants of the MSI family of algorithms, and both datasets, as shown in Table 1 . Additionally comparisons are shown in the last rows and taken from [14] , where the training scheme is different; that study used a smaller architecture and a 64 × 64 resolution version of CelebA. All three models are on par with each other in terms of pure visual quality.
In order to characterize the ability of the algorithms to control individual image attributes of generated images, we also utilize two additional metrics, the mutual information gap (MIG) [2] as well as a metric we call the Attribute Control Metric (ACM). Both are detailed next.
Mutual Information Gap: As we have ground truth attribute labels for CelebA describing various semantic attributes {V k } K k=1 , where K is the number of ground truth attributes, we can use those directly in a supervised fashion to estimate the mutual information between each V k and each C i , i = 1, . . . , L, as described by the auxiliary network Q. Consequently, we estimate the mutual information between V k and C i as
over k and i, where X v k is the set of images that correspond to having the label v k . As the overall conditional probability p(x|v k ) is unknown, we assume a uniform distribution over allx that have v k as a label. The MIG is then
where
is the index over the latent factors C i that selects the C i with the maximum mutual information with respect to the given ground truth attribute. Consequently, the MIG is the normalized difference between the maximum and second largest mutual information. For CelebA, the set of attributes {V k } consists of 40 attributes, including binary variables for smiling, attractiveness, etc.
There are two consequences of using this measure: (1) a larger value indicates that the information about a ground truth attribute is concentrated in a single latent factor which aligns with the goals of disentanglement and (2) a small value does not necessarily indicate that our model does not successfully disentangle but that the semantic attributes it discovers may not align with any of the ground truth semantic attributes. Consequently, we also include the maximum mutual information to indicate if this is occurring.
From Table 2 , we see that InfoStyleGAN for CelebA does improve upon disentanglement compared to InfoGAN.
Attribute Control Metric: As we do not have labels describing individual attributes for EyePACS, we manually choose out of C a variable c i that appears to best control a discernible semantic image attribute. We sample N examples from Z, and evaluate each image as we vary c i (here N=100). For our chosen c i , we then estimate the percentage of examples where it did actually control the attribute consistently, as shown in Table 3 . [14] , denoted by *. † indicates that no results are known, to the best of our knowledge, for those entries. The combination of visual inspection, which demonstrate disentanglement for our proposed full fledged algorithm, combined with the comparatively competitive FID (when compared to our ablated baselines and other SOTA algorithms), suggest the benefit of our proposed method.
Models
MIG max k,i I(V k ; C i ) MSI(S = 0, β = 1, d = 0) 2.4e-2 4.9e-2 MSI(S = 1, β = 1, d = 0) 3.4e-2 5.9e-2 MSI(S = 1, β = 1, d = 1) 1.2e-4 3.0e-4 Table 2 : Faculty for attribute control: For CelebA, we use Mutual Information Gap (MIG, Equation (13)) on the ground truth binary labels of CelebA using the auxiliary network. Unlike the various autoencoder architectures, we do not necessarily expect that the semantic attributes learnt will be all-inclusive; so we include the maximum mutual information (third column) over each ground truth attribute and C i pair to see if any are actually significant. We do see an improvement in disentanglement using architectures with mutual information loss, whereas the discrete-only MSI(S = 1, β = 1, d = 1) discovers semantic attributes that are not aligned with the ground truth attributes. Consequently, for the discrete-only architecture, the MIG measure is inconclusive.
Qualitative Evaluation
Figures 3 and 4 display example attribute control for the proposed architecture for CelebA. Similar to InfoGAN, we see variables corresponding to emotion and head position; however these correspond to a continuous variable here rather than a categorical variable and exhibit in our case a greater magnitude of control. Surprisingly, the image fourth from the right in Figure 3 appears to also control the glare of the glasses as the head is tilted up. Although some entanglement is still seen, such as the example on the left side of Figure 3 , where the faces become more masculine as the orientation Models ACM (95% error margin) Attribute MSI(S = 0, β = 1, d = 0) 97.0% (3.4%) Melanin MSI(S = 1, β = 1, d = 0) 96.0% (3.8%) Melanin MSI(S = 1, β = 1, d = 1) 71.0% (8.9%) Glare Table 3 : Faculty for attribute control: for EyePacs, since attribute labels are not available, we show the results of our Attribute Control Metric (ACM). We see that the discrete-only MSI(S = 1, β = 1, d = 1) performs worse, which, combined with the worse FID scores above, likely indicates that the network was focusing on non-semantically relevant factors to control. increases, or the fourth from the right on Figure 4 which has glasses appear through increasing the smile. However, across all source images, the effect the attribute control is always very consistent in nature.
In contrast, for the tuned ablated baseline of the algorithm, we see comparatively more entanglement across the various source images. For example, the far left image of Figure 5 has its hair color, gender, and smile all affected, whereas the third from the left has its hair color, head orientation, and smile affected, without affecting the gender. Moreover, as Figures 5 and 6 both use the same latent factors for ablation, we see that the image on the far left in both figures exhibits a similar transformation, despite the control being done on two different variables of c. Consequently, these controls on the tuned baseline do not show a consistent effect like those on the ablated version of the algorithm with style and β = 0. The continuous variables in both cases exhibited the most interesting factors, whereas the Bernoulli or categorical variables primarily affected the pose.
Moving to EyePACS, most of the Bernoulli variables capture most of the most obvious differences in appearance in these images. For example, Figure 7 controls the color of the retinal image consistently, albeit other factors such as glare are also somewhat affected, and Figure 8 controls the overall brightness of the image. In contrast, continuous variables did not appear to show significant consistent differences beyond having some effect on the blood vessels. The most obvious effect any continuous variable is shown in Figure 9 , where some source images, notably the far right and the sixth from the right, have the shape of the retina modified. 
Discussion
Visual inspection of our results demonstrates control of semantic variables as well as a good degree of disentanglement for our proposed full fledged model.
This qualitative evidence is also reflected in the competitive quantitative results, more specifically:
CelebA: We found on par FID, i.e., 9.90 for InfoStyleGAN when compared to the ablated baselines (i.e., 9.91 for InfoGAN), while InfoGAN did not perform as well with regard to disentanglement (i.e., MIG=3.4e-2 for InfoStyleGAN, compared to MIG=2.4e-2 for InfoStyleGAN). FID was worse for other SOTA algorithms that did not attempt to disentangle, except for COCO-GAN, which uses a much bigger model, so the comparison is not really apple-to-apple.
EyePACS: Results suggest that InfoStyleGAN attribute control (i.e., ACM=96%) is on par with InfoGAN (i.e., ACM=97%) with the difference being within the 95% confidence interval; furthermore, FID for InfoStyleGAN (FID=4.52) is better than for InfoGAN (FID=5.15).
In sum, quantitative and qualitative results suggest the overall benefit of our proposed method.
From Figure 10 , we see the information term for the tuned baseline (InfoGAN) actually converges faster, with it being immediately optimized, rather than the gradual increase seen in the InfoStyleGAN architecture. This is likely due to the fact that the latent factors (C) in InfoGAN are fed directly into the generator network once at the beginning, whereas the latent factors in InfoStyleGAN affect the image via linear weightings via the fully connected network. We believe this is a beneficial effect for both control of the semantic attributes and visual quality of the generated images.
Comparing InfoGAN (MSI(S = 0, β = 1, d = 0)) to our method (MSI(S = 1, β = 1, d = 0)), we see that InfoGAN does not have the same level of control as InfoStyleGAN likely due to these architectural differences despite comparable visual quality. From the purported benefits of StyleGAN, this disentanglement on the semantic variables is consistent with increased disentanglement of the overall latent space.
Of note, during our experiments we observed that both CelebA and EyePACS did not have L inf o fully maximized, which explains why some entanglement is still observable in some of the images. This affected EyePACS more, as the continuous variables did not carry as much variation. Consequently an avenue of future work is to address this issue by trying to explicitly minimize total correlation in the loss function along with attempting different methods for the maximization of mutual information such as those found in [16] .
We also note that CelebA is a more favorable dataset due to greater canonical structure compared to retinal imagery: while eyes have significant levels of variation such as the arrangement of blood vessels, these variations are more subtle compared to faces or imply sharper perceptual transitions. Success of continuous variable versus discrete also points to this. There is also the factor of model mis-specification in the current training in that all variables should approximated to some degree, rather than some variables being exactly reconstructed and others being ignored.
Conclusion
This paper studies focuses on the control of semantic attributes via latent factors. We show that the concepts of control (via mutual information maximization) and disentanglement (via total correlation minimization) are connected as explained in Lemma 3.1. We present an architecture (InfoStyleGAN) exploiting multiscale generative models which maximize mutual information and achieve high resolution image generation along with semantic attribute discovery. Results indicate that the ability of those models to control semantic image attributes entails no significant sacrifice in performance regarding FID, when compared to non-controlling, non-disentangling, state of the art generative methods, with models of similar size (e.g., FID = 9.90 on CelebA and 4.52 on EyePACS.). Figure 10 : Moving average of L info throughout training. Entropy(C) for discrete C is the upper bound when the mutual information is maximized.
