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Abstract 
An accurate and efficient treatment ofperiodic and quasi-periodic flows based on the temporal Fourier decomposition 
of the Navier-Stokes equations i  suggested. A numerical implementation for a laminar afterbody wake in a two- 
dimensional channel is presented. This implementation is formulated in primitive variables and uses an ordinary 
2nd-order accurate finite volume space discretization combined with a standard pressure correction procedure. A multi- 
step time marching scheme for numerical and physical transients is developed. For flows with a variable dominant 
period, a period correction algorithm is used. The transients characterizing the instability development are simulated. 
The numerical results obtained for the afterbody wake confirm the expectations concerning the efficiency and high time 
accuracy of the method. Moreover, the method provides direct access to quantities difficult o obtain by other methods 
such as the envelope and the angular velocity variation of the unstable mode. 
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1. Introduction 
Recent experiments and numerical investigations ([4] and references therein) have proved that 
the onset of the primary instability not only in wakes but in most cases of unstable configurations 
such as parallel flows [9], boundary layers [1] and jets [81 corresponds toa Hopf bifurcation [7"1 
accompanied by a transition from a steady to an unsteady periodic flow. The Hopf bifurcation is 
characterized by flow oscillations with a slowly varying dominant frequency and by a transient 
modulation of the oscillation amplitudes. The most relevant features of the bifurcation are related 
to the transients, i.e., to the envelope of the oscillations and to the shift of the Strouhal frequency. 
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Because time accurate and long temporal simulations are necessary to obtain a good agreement 
with experimental data, it is easy to see that the high computing costs of simulations of the 
mentioned flows are related to the time marching resolution of the Navier-Stokes equations and to 
the necessity to recompute anew every new period even if the overall variation of the flow field from 
one period to the other is small. 
Recently, a significant number of papers with numerical topics have focused on simulation of 
unsteady laminar flows and on the improvement of the efficiency and accuracy of the spatial 
discretization [5]; but the time discretization uses however, always time marching techniques of 
varying order [2] presenting for periodic and quasi-periodic flows, the inconveniences xposed 
above. 
In the present contribution, we propose a numerical method promising to provide a basis for 
solving the problems mentioned. Our considerations and test cases will concern mainly the 
simulation of slow time-scales in laminar wakes. In Section 2 we provide the theoretical basis of the 
method. In Section 3, we present the numerical implementation. The numerical results and 
comparisons with the standard time marching approach will be provided in Section. 4. 
2. Theoretical background 
2.1. Governing equations 
We consider the Navier-Stokes equations for incompressible and viscous flows in the velo- 
city-pressure formulation: 
t3v 
O--t + v Vv - v V2v + Vp = 0, (1) 
V. v = 0, (2) 
where v denotes the velocity vector and p the pressure. These equations have to be completed by 
boundary and initial conditions. In order to simplify the presentation, let us introduce the non- 
linear operator: 
F(v) - -vV2v  + B(v, v) (3) 
where B is a bilinear operator that accounts for the non-linear contribution of the advective terms 
and of the pressure. We thus arrive at the following formulation of Eqs (1) and (2): 
t~v 
Ot + F (v) = 0, (4) 
v(0,.)  = g( . ) ,  (5) 
where Eq. (5) represents he initial condition (to be discussed later). In what follows, we replace all 
the spatial variables by a point. 
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2.2. Separation of periodic oscillations 
Let us assume the nonstationarity of the flow to be dominated by a known periodicity T. Instead 
of Eq. (4) we can consider the following equation: 
~u ~u 
~-~ + -~ + F(u) = 0, (6) 
where the solution u is assumed to be periodic as a function of t: 
u(s, t + T, .) = u(s, t, .). (7) 
The variable s accounts for the deviation of the time dependence of the solution u expressed by the 
variable t from that of the solution v: 
v(t,  .) = u(t ,  t, .). (8) 
It is clear that if we add the initial condition: 
u(O, t, .) = h(t ,  .) (9) 
where h(t, .) is periodic with period T and such that 
h(0, .) =g( . )  
the problem given by (6), (7) and (9) reduces via Eq. (8) to (4) and (5) and, moreover, we have the 
possibility to include an initial guess concerning the temporal behaviour of the solution into the 
initial condition (9). 
Our investigation of the spectral decomposition of the cylinder wake 1-4] has indicated that 
a spectral Fourier representation f the time behaviour is much more accurate and efficient han 
a finite difference one as only a very small number of Fourier components appear to be relevant. 
2.3. Fourier decomposition of the periodic behaviour 
The periodicity (7) of u (s, t,.) in the variable t makes it possible to write u as a Fourier series: 
+or  
U(s , t , . ) :  ~ Cn(S,.)e in~' (10) 
N ~--OO 
where o~ = 2rt/T. The developed solution being real, the coefficients (which are functions of s and 
the spatial variables) of the development satisfy the relation c,(s, . )= ~-n(s, .). The Fourier 
decomposition (10) inserted into Eqs. (6) and (3) yields the following system of coupled equations: 
~C n + oo 
¢3-~ + (ino9 - •V2)Cn 'l- ~_~ B(Ck, Cn-k) = O. (11) 
k =-~ 
In more details, if we introduce d. as the nth coefficient of the Fourier decomposition of the 
pressure, we obtain 
~Cn + ~ 
0--S + (ino~ -- vV2)c,  + ~ (Ck'~7)'Cn_k 71- Vd, = 0 (12) 
k =-oo 
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which can be truncated at a rather moderate number of harmonics and where c, satisfies the 
continuity equation: 
I 7 .c. = O. (13) 
The zeroth harmonic represents the mean value of the flow. At the onset of the instability, it 
corresponds to the steady basic flow. The linear theory yields infinitesimal harmonic oscillations 
with a given frequency ~oi and a given amplification rate 7. The spatial dependence is defined by the 
unstable igenfunction ~b I-4]. As a result, a physical initial condition consists in setting all but the 
first harmonic 1 = c_ 1 to zero, the first harmonic having the initial behaviour: 
cl(s,.) ,,~ aerSrk. (14) 
s--*0 
The formulation presented in this section is strictly equivalent to the initial Navier-Stokes 
formulation of (1) and (2). In particular, even unperiodic flows, or flows having a period signifi- 
cantly different from that chosen in Eq. (7), satisfy Eqs (10) and (11) the variable saccounting for the 
deviation from the assumed periodicity. 
3. Numerical implementation 
3.1. Modification of the time marching method 
The numerical implementation f the proposed method was based on a modification of a finite 
volume time marching resolution of the Navier-Stokes equations econd-order accurate in both 
space and time developed by Braza et al. I-31. The second-order time discretization steps in the 
initial formulation can be summed up as follows: 
V*-V  t ~ 1 
At +(Vl.V) (V*+VI ) -vV  2 (V*+Vt )+VpI=o,  (15) 
V2~ = V.V*, (16) 
V 1+1 = V* - V~b, (17) 
q~ (18) pt+l = pl + A-t' 
where (V t, U)  stands for the discrete version, at the time t = I x At, of (v, p) solution of the 
continuous problem. The time advancement in t is now replaced by a time advancement in s. 
Applying the time discretization (15)-(18) for Eqs. (12) and (13) we obtain for a first-order 
formulation: 
C m + 1 - -  C m k = + 
+ inwCm+l + y, (C~+1 .V ) f - ,m+l  __ V172cm+l m+l "~,-k + VDn = 0 (19) 
AS k=-oo  
where C. m and D." stand for the discrete version ofc, and d. at the time s = mAs. To solve Eq. (19) 
together with the continuity equation, we introduce the following intermediate iterations 
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U=U (y) 
U=v=O 
u=u(y) 
y 
[ U=V= 0 ~/l]lllllll]llll]lllllllllllVl~lllllll[[/{ll. 
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Uffiv=O 
Fig. 1. Domain of calculation and boundary conditions. 
procedure: 
c:-c  c:-c  
Cn_  k - -  yV2C:  -~- Ah -~ As + ino~C* + • (Cik.V) * VD~ = O, (20) 
k =-c~ 
[72¢,, = V • C.*, (21) 
C~ +' = C* - V g,,,, (22) 
D~ +* = D~ + A--ss" (23) 
Eq. (20) is solved by an ADI method. Ah is chosen to optimize the ADI algorithm. For each j-step 
one ADI sweep in both space directions is carried out in Eq. (20) and Eq. (21) is solved by several 
iterations of an ADI Laplace solver to obtain a divergenceless next approximation by Eq. (22). The 
(j + 1)th pressure correction isgiven by Eq. (23). At convergence, we thus obtain the solution of Eq. 
(19): 
lim C~ = C~ + *. (24) 
j~oo 
3.2. Spatial discretization 
The spatial discretization is based on a finite volume method applied to the Navier-Stokes 
equations written in their conservative form and integrated over an elementary volume [3]. 
Primitive variables (u, v, p) are discretized on staggered meshes. A centered iscretization of the 
diffusion term yields a second-order space accuracy. The configuration and the boundary condi- 
tions are presented in Fig. 1. The (102 x 32) points grid used for the simulations i shown in Fig. 2. 
3.3. Period correction 
We apply our method to an afterbody wake. The oscillations of the wake being self-generated 
and as their period varies in time, it is necessary to implement a period correction algorithm to 
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Fig. 2. (102 x 32) points grid used for the simulation. 
adjust the instantaneous period value. This correction is based on the minimizing of the angular 
velocity A09 = 09 - 090 of the fundamental harmonic of the v-velocity V1, where 090 is the exact 
value of the angular velocity and 09 the approximate one. The phase variation of V1 is a measure of 
A09 calculated as follows: 
A09 - 0T+ 1 _ 0T 
As (25) 
where 0T is the argument of V'~. The value of A09 calculated in Eq. (25) is used to update 09, so that 
the value co + A09 instead of 09 is used in Eq. (19) at the next s-step. 
This procedure contributes to minimize the s-derivative. By this mean, the error due to the time 
marching part of the scheme is minimized and the global time accuracy of the scheme gets closer to 
the spectral accuracy of the Fourier series. At the saturation, i.e., for a periodic flow, we obtained 
a pure spectral accuracy. 
4. Numerical results 
We have tested the presented method on the simulation of the development of the B6nard-von 
Kfirm/m instability in the afterbody wake described in Section 3.2 near the instability threshold. 
The Reynolds number is based on the bulk velocity (Ub = 1) and the width of the afterbody 
(Db = 1/3). The critical Reynolds number has been found ~ 85 in this case and the value Re = 90 
has been retained for the flow simulation. The length and velocity scales are nondimensionalized 
with respect o the domain width L = 1 and the bulk velocity Ub = 1, respectively. 
First, we have applied the spectral scheme to the complete simulation of the growth of the 
instability up to the saturation by using an approximation with only three leading harmonics. We 
have verified that the results are in good agreement with the theory. Finally, we have simulated the 
transients with a standard time marching scheme for a comparison with the results obtained with 
the new spectral scheme. 
4.1. Simulation of the transients of the instability 
The simulation of the saturation of the instability due to the non-linear effects is described in this 
section. The initial condition is chosen such that its oscillations amplitude corresponds to 10 -4 % 
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Fig. 3. Time evolution of the angular velocity e~ for the calculation with a standard time marching scheme (left) and with 
the new spectral scheme (right). 
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Fig. 4. Time evolution of lUll at the point (1.06, -0.017) (left) and of IV~J at the point (1.04, 0.0) (right). 
of the expected saturation value. As shown in the following figures, all the characteristic aspects of 
transients are obtained and correspond to a Hopf bifurcation [4]. 
• The angular velocity increases by a few percent o reach a constant value at the saturation (Fig. 
3 (right)). 
• I U1 I, observed at the point (1.07, -0.017), has first an exponential growth and increases by four 
orders of magnitude before reaching the saturation shown in Fig. 4. The slope of thelinear part of 
the logarithmic plot gives the amplification rate ~ = 0.0698. 
• IV1 I, observed at the point (1.04, 0.0) (Fig. 4), increases by four orders of magnitude to reach 
finally its saturation value ,~ 0.14. The amplification rate 7 is the same than I U~ I. 
• The second harmonic U2 has qualitatively the same behaviour as U~ except hat it increases by 
eight orders of magnitude in the same time interval (Fig. 5). This is in agreement with the fact that 
its amplification rate should be 27 [4]. 
• According to the theory [4], the non-linear correction of the mean value should have the same 
amplification rate 27 as the second harmonic. To see this, we subtract the unperturbed flow (the 
mean flow Uo ~ 0.1742 before the development of the instability). Indeed, Fig. 5 is in agreement 
with this theoretical result. 
The relative numerical error on the angular velocity ~o is obtained by comparing Ao9 defined in 
Eq. (25) to (to,at -coi) ~ 0.0677 where ~i and o~,t are, respectively, the initial angular velocity of the 
252 G. Carte et al./Journal of Computational nd Applied Mathematics 63 (1995) 245-254 
lO 0 
10 .2 
,,10 4 
0 
10-8 
10 a 
10 -lo 
50 100 150 200 250 
s 
10 ~ 
10 ~ ,.~ 
~.10 41 
~10 4: 
10 4. 
10 "1' 
50 100 150 200 250 
s 
Fig. 5. Time evolution of the perturbation Uop of the mean flow (left) and of the second harmonic I U21 (fight) at the point 
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Fig. 6. Time evolution of the transverse velocity v(left) and of its envelope (right) for the calculation with a standard time 
marching scheme. 
infinitesimal perturbation and the angular velocity at the saturation. This relative error does not 
exceed 0.4%. This accuracy is far higher compared to what has been obtained with standard 
methods of analysis used in I-4]. 
The residual el of the conservation equation for U1 remains maller than 2 x 10-7. The error on 
IOUx/Osl is then less than 0.01%. 
4.1.1. Comparisons with the results of the standard time marching scheme 
In this section, we present he simulation of the transients with a standard second-order accurate 
finite difference time marching scheme (STM scheme) combined with finite volume space discretiz- 
ation. The time step is At -- 10-3 ( ~ 1000 time steps per period). 
Fig. 6 shows the time evolution of the transverse velocity v and of its envelope at the point (1.04, 
0.0) on the symmetry axis of the domain. The logarithmic oordinates show the exponential growth 
of v. The time evolution of the angular velocity co is given in Fig. 3 (left). These results have to be 
compared to those obtained with the spectral version of the code. 
We first notice that the amplification rate ), ~ 0.77 is 10.3 % higher than the amplification rate of 
Vl obtained with the spectral calculation. The saturation value is Vmaz ~ 0.3. According to the 
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relation (10), the corresponding Fourier coefficient is0.15. This value is 7 % higher than the value of 
I Vll ,~ 0.14 obtained from the spectral calculation. 
An additional spectral calculation at the saturation using six leading harmonics has shown that 
the saturation value for V1 is unchanged and the saturation values for Va and V5 are respectively 
2 x 10- 3 and 3 × 10- 5. We can thus conclude that the difference between the saturation values of 
V for the STM scheme and V1 for the spectral scheme is not related to the number of harmonics 
taken into account in the spectral calculation. 
Because the mesh and spatial discretization are the same for both calculations, the differences 
between the results have to be attributed to the differences in the time discretization. It appears that 
in spite of the small time step At = 10- 3, the time accuracy of the STM scheme is lower than the 
time accuracy of the spectral scheme. The residual of the u-equation for the STM scheme is equal to 
4 × 10- 3 whereas the equivalent residual for the spectral scheme is less than 2 × 10- 7, i.e., 2 x 104 
times smaller than the STM residual. 
The CPU-time required for the STM calculation on a Silicon Graphics IRIS 4D/320 GTX 
computer was found to be 127 h for a140 time units duration whereas it was only 53 h for the 
spectral calculation. For the presented case, the required memory is 4.5 Mb for the STM scheme 
and 6.7 Mb for the spectral one. 
5. Conclusions 
We have not tried to present a complete well balanced simulation method with the same 
discretization accuracy relative to the time and space; neither have we taken into account 
a sufficient number of harmonics. The point was to focus on the time discretization method. The 
results show that it can be made extremely accurate and efficient. For the presented case of the 
unstable wake, it appeared that, in addition, the method provides direct access to a number of 
characteristics of the instability transients difficult o obtain by ordinary time marching techniques. 
In combination with a more accurate spatial discretization, the method may become a useful 
numerical and theoretical tool for the treatment of instabilities. 
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