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Abstract-The two large classes of sequential control are those in which certain com- 
binations of states are prohibited or those in which certain transitions are prohibited. 
This paper defines formally these classes of sequential control and presents a unified 
model for both classes of sequential control, viz. the method of transition rules. Outlines 
of a graph theoretic solution based on a concept called the Partha graph are discussed. 
Examples are given to illustrate the concepts developed in the paper. 
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1. INTRODUCTION 
A sequential control process may be defined as an ensemble of elements, each of which 
may be in one of the two Boolean states: ON/OFF, OPEN/CLOSED, HIGH/LOW, etc. 
We shall define the term “status” (statuses) to denote the set of states of these elements 
at any given instant of time. Sequential control can be defined as the problem of conducting 
a sequential control process from a given status to a desired status respecting a certain 
number of constraints. Sequential control constraints could be grouped under two large 
classes: 
-Constraints on the status 
Certain statuses may be forbidden: e.g. in an elevator control problem it is forbidden 
to leave the doors open (door = OPEN) when the elevator is moving (motor = 
ON). 
-Constraints on transitions 
The transition of an element from one state to another when the process is in a given 
status may be forbidden: e.g. it is forbidden to open the door of the nth floor 
(transition door CLOSE + OPEN) when the elevator is on the mth floor (n # m, 
obviously). 
Although it is more common to encounter constraints on the status, certain important 
processes are predominantly transition constrained[l]. It can be shown that the above 
classes are mathematical duals of one another. It is also possible that in some processes 
a combination of the two constraints may be operational. The method of transition rules 
developed in this paper provides an elegant solution to both classes of problems. For 
reasons of brevity however, only the transition constrained sequential control problem 
(TCSC) is described in detail. 
The rest of the paper will define the sequential control problem formally and explain 
in detail the methodology for reducing it to a well-known graph theoretic problem. Since 
algorithms for finding an elementary chain between two nodes of an oriented graph are 
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very well reported in the literature, we shall restrict ourselves to describing the pecul- 
iarities of the proposed approach. 
Unless explicitly stated in the paragraphs that follow, the operations (.>, (+) and (-) 
shall denote the Boolean “and,” “or” and “not,” respectively (both on scalar and vector 
operands). 
2. TRANSITION CONSTRAINED SEQUENTIAL CONTROL 
Let us study a sequential control process consisting of n elements. 
Let B be the set of two Boolean states (0, 1). 
B”=BxBxBxB n times. 
Let Z,, be the set of the first IZ positive integers. 
z, = 1, 2, 3, 4, . . . ) n. 
(1) 
(2) 
Let H be the Hamming distance function. 
H: B” x B”+ I,,. (3) 
Let sij E B V i E I,, represent the state of the ith element at the jth instant. 
Let Sj E B” represent the status of the process at the jth instant, such that 
sj = {Sljt S2j9 S3j9 * . * 9 Snj). 
Let 
(4) 
S’ = initial status of the process; 
Sd = desired status of the process. 
The transition constrained sequential control (TCSC) problem may be defined as 
follows: 
Find an ordered set E of statuses, such that 
E = {Sl, SZ, S3, . . a 9 SN} V Si E B”, i E ZN, 
where 
s1 = s’, 
SN = Sd 
subject to the following conditions. 
Condition 1 
where 
O<mCn, 
m = H(S’, Sd), 
(5) 
(6) 
(7) 
(8) 
(9) 
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i.e. m elements out of n must have changed states at the end of sequencing. m = 0 is 
trivial. 
Condition 2 
Sk#SjVk,jEIN, k #j, (10) 
i.e. it is futile to return to the same status inside a sequence to avoid cycles and the 
consequent waste of effort. 
Condition 3 
H(Sj, S,+l) = 1 vj E IN-l. (11) 
This is only a mathematical convenience and is often supported by practical difficulties 
involved in guaranteeing the simultaneous change of state of two independent elements. 
In the terminology of finite state machines, the TCSC problem may be modeled as a 
Moore automaton. The automaton states correspond to the status Sj Vj E IN. The ev- 
olution of the automaton is provoked by the input Tk E B” (see Fig. 1). If Pk(Sj) E B 
represents the manoeuvrabilityof the kth element at the jth instant, Tkj is expressed by 
the “transition rule” : 
Tkj c pkj, kEIn, Tkj E B. (12) 
(By common practice, x c y iff x + y = y V x, y E B.) 
The relation < in eqn (12) implies that transition rules give a necessary but not sufficient 
condition for change of state of an element. Tkj = 1 signifies that the kth element effectively 
changes state at the jth instant as shown in Fig. 1. The next state of an element will 
therefore be defined by 
sk.j i 1 = Tkj’Zkj f Tkj.skj (13) 
The manoeuvrability function P is an explicit Boolean function defined on the status 
of the process. This function is invariant vis-&vis the process status. These functions can 
be constructed progressively taking one constraint at a time in a top-down approach. In 
view of the fact that P is a Boolean function its evaluation is very rapid on digital computers 
and thus makes this approach amenable for real-time applications. 
We shall terminate this section with a simple example. In electrical substation practice 
it is forbidden to use an isolator to interrrupt or connect a current carrying line (see Fig. 
2). We shall evaluate the transition rule of the isolator “a” of Fig. 2 for this constraint. 
Tk= I 
L 
Tk=l 23 ( 5k, j+r # ‘k,j ) 
Fig. 1. Moore automaton model. 
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ISOLATOR 
9 b d 9 CIRCUIT BREAKER 
LINE 
Fig. 2. A Four-element TCSC process. 
Conditions for opening “a” 
- “a” is closed: a 
-Its upper terminal is not energised: C+2 
-Its lower terminal is not energised: 5 
Conditions for closing “a” 
-“a” is open: a 
-Its upper terminal is not energised: C+2 
--Its lower terminal is not energised: 8 
P, = a.(b + (C + 2)) + Z.(Z + (C + 2)) 
T, s P, 
s (5 + c + ;5>. 
(14) 
We notice that P, is only a combinatory function and not a sequential function. Notice 
also that in this problem there is no restriction on the state of any of the elements. The 
isolator “a” could be in a closed or open state irrespective of the state of any other 
element; only its transition from a closed to an open state (or vice versa) is subject to 
constraints. It must also be added that the above is a highly simplified example, in actual 
practice electrical substations could have over 50 switching elements. 
3. TRANSITION RULES AND THE SCSC PROBLEM 
For any status constrained sequential control (SCSC), the method of transition rules 
may be applied. We derive a method in this paragraph for obtaining the transition rules 
for a sequential control process where certain statuses are prohibited. 
For any status Si we define Sjx as the x adjacent status of Sj, such that 
(s, E sj, = (s, E S,x) Vm=l,2 ,..., x--1,x+1 ,..., n, (15) 
(s, E Sj) f (s, E Sf) iff m = x. (16) 
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DZ 
Fig. 3. A Three-element SCSC process. 
The algorithm below identifies, for every one of the prohibited statuses, the neigh- 
bouring statuses from which these statuses may be reached and prohibits the correspond- 
ing transitions (statement numbers have been given for convenience). 
1 fori = 1,. . . ,ndo 
2 Pi : = true 
3 wliile S = forbidden status do 
4 s’ temp : = i adjacent status of Sforbidden 
5 X : = canonic product (minterm) of Sfemp 
6 Pi Z= X*Pi 
7 end do 
8 end do 
We shall illustrate the above algorithm using a simple example. 
Figure 3 shows a section of a hydraulic process. The operational exigencies may be 
defined as follows: 
- Flow on Y should not be stopped as long as there is a flow on 2. 
- Process pressure downstream of Ybeing greater than pressure at 2, it is not allowed 
to close B when M is closed (to avoid reverse flow through N). 
The above condition of process operation forbid the following statuses: 
-- 
-_M.N.B_ (M open, N and B closed); 
-M.N.B (N open, it4 and B closed). 
We shall derive the transition rule for M, to illustrate the above algorithm. 
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--- 
M adjacent status of M N B = M N B 
M adjacent status of %i N 3 = M N 3 
___ 
P,cr = (MN B).(M) 
= B + N.@ + M.N 
(17) 
(18) 
(19) 
(20) 
The transition rules for N and B may be derived similarly. 
TM s B + N.IGi + M.N (21) 
TN =Z B + N.?iti + M.15 (22) 
-- 
Ts s 3 + N.M + M.N (23) 
Note once again that PM, Phi and Ps are purely combinatory functions. 
Having obtained the transition rules for each one of the elements in the sequential 
process, a common approach may be adopted for resolving the sequencing problem de- 
fined in paragraph 2. 
4. SOLUTION CONSIDERATIONS 
On further analysis, the TCSC problem (and its dual, the SCSC problem) may be 
transformed into a well-known graph theoretic problem as follows. 
The n elements of the sequential control process may take up any of the 2” statuses. 
Each of these 2” statuses may be considered as the vertex of an n-dimensional cube Q. 
Thus S’ and Sd may be considered as two distinct vertices of Q [eqn (S)]. We are attempting 
to move from a vertex corresponding to S’ to another vertex corresponding to Sd passing 
through the edges of the cube [eqn (1 l)] and should not visit the same vertex twice [eqn 
(lo)]. The passage over an edge of the cube Q may be 
-authorized in one direction only; 
-authorized both ways; 
-not authorized in any direction. 
Let us assume an isomorphic mapping of Q to a tripartite digraph which we shall call 
Partha graph. The vertices and edges of Q shall have a one-to-one relationship with the 
nodes and arcs of the Partha graph. 
It will be noted that traversing an arc of the Partha graph corresponds to movement 
along one of the n cardinal directions in the Q space and hence to the change of state of 
a single element. By observing the transition rules of the n elements involved, the arcs 
of the Partha graph may be “painted” symbolically as follows: 
Authorized direction Symbol 
- Authorized from node i to node j only i-j 
- Authorized from node i to node j and from node j to 
node i i j 
- Authorized neither from node i to nodej nor from node 
j to node i i--+--j 
The sequencing problem now becomes strikingly similar to the classical painted chain 
problem of Minty[2] which consists of finding an elementary chain (no node repeated and 
successive nodes are connected by properly oriented arcs) between two specified nodes 
of an oriented graph. 
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Literature on graph theory and on mathematical programming is flooded with methods 
and algorithms for solving the painted chain problem (see [3], for example). However, 
these methods would not be suitable in our context, since in graph theoretic algorithms 
the nodes, arcs, their interconnections and orientations must be memorised using inci- 
dence matrices or other techniques. For a sequential process with n elements, the Partha 
graph will have 2” nodes. Even for moderately sized processes (where n could go up to 
100 or more), 2” could be formidably large and could cause addressibility overflow prob- 
lems. Theoretically one could connect the 2” nodes by 2”-‘(2” - 1) unoriented arcs. It 
must be recalled that the orientation of the arcs of the Partha graph could be in any one 
of the three possibilities (one way, both ways or no way). Thus taking recourse to incidence 
matrices or any equivalent representation would be a futile exercise. 
The method of transition rules elegantly circumvents these problems since the Partha 
graph need never be constructed in its entireness. The nodes, arcs and orientations for 
the Partha graph are dynamically computed, along with the search procedure, by ex- 
ploiting the fact that the manoeuvrability of an element can be expressed as an explicit 
combinatory function defined on the originating status. The next status attained for a 
given transition can also be dynamically computed using eqn (13). By imposing the con- 
dition expressed by eqn (11) the number of arcs in the Partha graph is drastically reduced 
to n.2”-’ as against 2”-‘.(2” - 1) otherwise. In addition to the above considerations, 
certain heuristics may be exploited for efficient solution of the sequencing problem: 
-In most processes H(S’, Sd) + n. The length of the elementary chain from S’ to Sd is 
not known a priori but must lie as close as possible to H(S’, Sd). 
-The shorter the Hamiltonian distance between any candidate node and the destination 
node Sd, the shorter is the length of the corresponding elementary chain in the Partha 
graph. 
Fig. 4. Partha graph of the three-element SCSC process. 
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-The search procedure should avoid “cul de sac” nodes. A cul de sac node is easily 
identified by the fact all transition rules (except the ones leading into it) will have the 
value “FALSE.” 
-Certain cul de sac situations may be circumvented by taking an unsolicited direction 
temporarily. This is tantamount to the temporary operation of an element which is 
brought back to its original state after reaching a more convenient status. The following 
example will illustrate this aspect. 
5. AN EXAMPLE 
We shall take the process given in Fig. 3 to illustrate the relation between the method 
of transition rules and the Partha graph. 
We shall retain the same set of operational constraints for this process as given in 
paragraph 3. Figure 4 presents the Partha graph of the said process. The constraints were 
translated into transition rules in eqns (21)-(23). Although the Partha graph is drawn 
completely in Fig. 4, for illustrating the methodology, it is not necessary to have done so 
for solving the sequencing problem. 
It will be noticed that the functions P M, PN and Ps automatically block all passages -- 
to the prohibited nodes 4 and 2 (M.N.B and %.N.B) by rendering the values of PM, PN 
and PB false as given in the following table (1 = true, 0 = false): 
Node Status PM PIV PS 
--- 
0 MNB 0 0 1 -- 
1 MNB 1 1 1 
2 ?i?NB 1 1 1 
3 MNB 1 1 0 -- 
4 MNB 1 1 1 
5 M?i’B 1 1 0 
6 MN3 0 0 1 
7 MNB 1 1 1 
If for the sake of illustration, we wish to bring the process from an all closed status _1_ 
(M.N.B) to the status where only M and N are open (M.N.B), the following path is 
possible: 
0+1-+3+7+6. 
We notice that B is opened temporarily (node 0 to node 1) and subsequently closed 
(node 7 to node 6) to attain the desired status. This operation, which is automatically 
introduced by the Partha graph, is one of the biggest advantages of the method proposed, 
and has several practical implications. 
In this particular example, there are two alternate elementary paths between node 0 
and node 6: 
O-+1+3+7+6, 
O-1+5+7+6. 
Since both are of equal length, any one of the two may be adopted. By using mathematical 
programming techniques, it may be possible to give each transition a weight (to denote 
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the operational cost for each element), and the search procedure may be made to achieve 
an optimum sequence in the sense of a predefined cost function. 
6. DISCUSSION 
The transition rules approach presented above has several practical implications for 
real-time process control. Sequential control is encountered in various processes, e.g. 
computer aided manufacturing, chemical processes, conveyor systems, electricity switch- 
ing, etc. It has been shown how the method of transition rules and the Partha graph provide 
a common solution to both classes of sequential control: status constrained and transition 
constrained. The method proposed overcomes elegantly dimensionality problems and is 
thus easily implemented on any computer including microprocessors. Computations being 
predominantly Boolean, execution is also expected to be fairly fast. This can be further 
accelerated by using well-known techniques of Boolean algebra for compressing the tran- 
sition rules expressions. Further, by making use of facilities offered by modern real-time 
languages and systems, these expressions may be programmed for extremely rapid eval- 
uation. For instance, Ada offers the constructs “and then” and “or else” for short cir- 
cuiting the computation of logical expressionsE41. 
The method proposed allows automatic sequencing to be achieved, unlike relay ladders 
or PLCs where it is necessary to specify every intermediate status. The operator can thus 
request the change of states of several elements in his process without any concern for 
the relative ordering, which is automatically computed from the Partha graph. This facility 
is important during emergency situations when the process is to be brought to a safe status 
(again without violating any constraints). In such emergencies the take-off status may be 
any status, and the operator need not necessarily be aware of all possible contingencies 
and the steps to be taken. It is now possible to detect inconsistent constraint specifications. 
A simple observation of the transition rules to see if any of them are stuck at FALSE or 
TRUE (e.g. T, s a.$ will reveal errors in the specification of the constraints. The Partha 
graph can also be used to identify cul de sac situations and endless cycles. Another 
practical aspect of this approach involves contingencies when a particular element has 
developed a stuck at fault or must be disabled for a known duration for maintenance 
purposes. It is possible to “lock” an element by externally forcing the transition rule of 
the element to FALSE value. All subsequent operations will automatically avoid manip- 
ulating the “locked” element. This form of locking may also be useful when the process 
is to be operated in shifts by different personnel. The mechanism of resetting the external 
lock can be combined with authorization screening (e.g. passwords) to obtain totally 
secure operations. A timer may be added externally to set delays between operations. 
The case of a successful application of this method to electric utilities is reported in [l]. 
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