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MAD Families of Projections on l2 and
Real-Valued Functions on ω
Tristan Bice
Abstract Two sets are said to be almost disjoint if their intersection is finite. Almost disjoint
subsets of [ω]ω and ωω have been studied for quite some time. In particular, the cardinal invariants
a and ae, defined to be the minimum cardinality of a maximal infinite almost disjoint family of
[ω]ω and ωω respectively, are known to be consistently less than c. Here we examine analogs for
functions in Rω and projections on l2, showing that they too can be consistently less than c.
1 Introduction
1.1 Projections
A cardinal invariant is, broadly speaking, any cardinal with some combinatorial definition whose
value can not be determined in ZFC. For example, as mentioned above, there is the cardinal
invariant a whose value must lie within ℵ1 and c but (if CH fails) can consistently take almost any
value in between. Indeed, we can define a general Rκ-disjointness number as follows.
Definition 1.1. Let κ be a cardinal, S a set and R a (symmetric) binary relation on S. We define
aκ((S,R)) = inf{|A| : |A| ≥ κ ∧ A ⊆ S ∧ ∀a, b ∈ A(aRb) ∧ ∀s ∈ S∃a ∈ A¬(sRa)}.
So a = aℵ0(([ω]
ω, 6 |∗)), where A 6 |∗ B ⇔ |A ∩ B| < ∞. Note here that, as there are trivial
examples of finite maximal almost disjoint families of subsets of ω, we need to eliminate these from
consideration to define the non-trivial cardinal invariant a. However, with the relations R we will
be concerned with, there will be no such finite maximal R-disjoint families, in which case we may
omit the restriction that |A| ≥ ℵ0 and accordingly omit the subscript, i.e. a((S,R)) = a0((S,R)).
Also, as is common practice with such definitions, we shall often abbreviate aκ((S,R)) by aκ(S)
or aκ(R) when the context makes it clear so, for example, a = aℵ0(6 |
∗).
These kinds of cardinal invariants are the focus of this paper. However, they are certainly not
the only kinds of cardinal invariants that can be defined – see [3] for a comprehensive introduction
to cardinal invariants defined from subsets of [ω]ω, for example. In the past few years, analogous
cardinal invariants have been defined from subsets of P∞(H), the collection of infinite rank pro-
jections (idempotent self-adjoint operators P ∈ B(H), i.e. satisfying P 2 = P and P ∗ = P ) on a
separable infinite dimensional Hilbert space H (which, in fact, is unique up to an isometric iso-
morphism, l2 being the typical example of such a Hilbert space). For example in [6] the cardinal
invariant a∗ is defined to be the minimum cardinality of a maximal infinite almost orthogonal
subset of P∞(H), according to the following definition.
Definition 1.2. P,Q ∈ P(H) are almost orthogonal, written P⊥∗Q, if PQ is a compact operator.
So, in our notation, a∗ = aℵ0(⊥
∗) = aℵ0((P∞(H),⊥
∗)).
Here we study a slightly different analog of a from subsets of P∞(H), namely a(⊤
∗). Indeed,
it is a general fact that cardinal invariants defined using infinite subsets of ω have (at least) two
different natural analogs for infinite rank projections, depending on whether we reinterpret 6 |∗ as
⊥∗ or ⊤∗. To define ⊤∗, recall that the compact operators K(H) on H form a closed ideal and
so we can form the factor C∗-algebra, known as the Calkin algebra of H , denoted by C(H), with
canonical homomorphism π : B(H) 7→ C(H).
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Definition 1.3. P,Q ∈ P(H) are almost disjoint, written P⊤∗Q, if ||π(PQ)|| < 1.
Note that P,Q ∈ P(H) are almost orthogonal if and only if ||π(PQ)|| = 0, so P⊥∗Q implies
P⊤∗Q. In fact, almost orthogonality is equivalent to almost disjointness together with commu-
tivity (modulo compact operators).
Proposition 1.4. For P,Q ∈ P∞(H),
P⊥∗Q ⇔ π(PQ) = π(QP ) ∧ P⊤∗Q.
Proof: If P⊥∗Q then π(QP ) = π((PQ)∗) = π(PQ)∗ = 0∗ = 0 = π(PQ) and, as mentioned
above, P⊤∗Q. For the other direction note that π(PQ) = π(QP ) implies that π(PQ) is a projec-
tion and hence π(PQ) = 0, because ||p|| = 1 for all non-zero projections p ∈ C(H). 
Indeed, most research on cardinal invariants defined from projections up till now has focused on
(modulo compact) commutative subsets of P∞(H). This is probably because even basic questions
about non-commutative projections had not been answered, such as the question of when two
non-commutative P,Q ∈ P(H) have a greatest ≤∗-lower bound, where
P ≤∗ Q ⇔ π(PQ) = π(P ) ⇔ PQ− P is compact.
However, recent progress in this direction has been made in [1], where it is also shown that
||π(PQ)|| < 1 is equivalent to saying P and Q have no non-trivial (i.e. infinite rank) lower bound
with respect to ≤∗. So a(⊤∗) is the minimum cardinality of a maximal antichain of infinite rank
projections with respect to ≤∗. As a is the minimum cardinality of a maximal infinite antichain
of infinite subsets of ω with respect to ⊆∗ (inclusion modulo finite subsets), a(⊤∗) is perhaps
the more natural purely order-theoretic analog of a and thus more deserving of the notation a∗.
However, to avoid confusion, we shall avoid this notation entirely and refer only to a(⊥∗) and
a(⊤∗).
1.2 Functions on ω
There are also structures that lie somewhere in between ([ω]ω , 6 |∗) and (P∞(H),⊤
∗). To see this,
consider H =
⊕
ω F
2 (here F denotes the scalar field of H , either the reals R or the complex
numbers C). Given (θn) ⊆ [0, π/2] set vn(m) = δm,n(cos θn, sin θn) ∈ H and let P(θn) ∈ P(H) be
such that R(P(θn)) = V(θn) = span(vn). Then, for (θn), (φn) ⊆ [0, π/2],
||π(P(θn)P(φn))|| = lim inf
n
cos(θn − φn),
so P(θn)⊤
∗P(φn) ⇔ lim inf |θn − φn| > 0. This inspires the following definition.
f 6≈ g ⇔ lim inf |f(n)− g(n)| > 0. (1)
Of course, a([0, π/2]ω, 6≈) will only equal the minimum cardinality of a maximal antichain of a
certain subcollection of projections, but still provides a good intuitive basis for studying antichains
of arbitrary projections. In fact, more generally, we define the following.
Definition 1.5. f, g ∈ P(R)ω are lim-inf disjoint, written f 6≈ g, if there exists m ∈ ω and ǫ > 0
such that ∀k > m∀s ∈ f(k)∀t ∈ g(k)(|s− t| > ǫ).
For a function f on ω define f ′ on ω by f ′(n) = {f(n)}, for all n ∈ ω. So, for f, g ∈ Rω, we have
f 6≈ g according to (1) if and only f ′ 6≈ g′ according to Definition 1.5. Context should make it clear
which definition is being used. If F is a collection of functions on ω, let F∞ be the subset of all
f ∈ F such that {n : f(n) 6= 0} is infinite. We are primarily interested in a(Rω), a(([R]<ω\{0})ω),
a(([R]≤1)ω∞), and a(([R]
<ω)ω∞), all with respect to the relation 6≈ (strictly speaking, the first w.r.t.
(1) and the latter three w.r.t. Definition 1.5), both for their intrinsic interest and their relation to
a(⊤∗).
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The first thing to note is that it makes no difference if we replace R in each of these invariants
with Q because every real can be approximated arbitrarily closely by rationals. From a forcing
point of view, it is nicer to deal with Q as rationals are countable and absolute w.r.t. transitive
models of ZFC, in contrast to reals.
The next thing to note is that all these invariants are at least as large as b, the minimum
cardinality of a ≤∗-unbounded subset of ωω (where f ≤∗ g ⇔ ∀∞n ∈ ω(f(n) ≤∗ g(n))). We also
immediately obtain the inequalities a(([R]<ω\{0})ω) ≤ a(Rω) and a(([R]<ω)ω∞) ≤ a(([R]
≤1)ω∞).
We show later that these inequalities can consistently be strict, specifically we show in Corollary 2.6
that they differ in the random model.
It is not difficult to see that a = a(([ω]<ω)ω∞). It seems possible that also a = a(([R]
<ω)ω∞),
although this is not investigated in this paper.
1.3 Main Results and Open Questions
Our main result is that the cardinal invariants just defined can be consistently less than c, specif-
ically that this holds in the Sacks model. This is done for functions in Corollary 2.9 and for pro-
jections in Corollary 2.15. However, it remains open whether we can actually prove a(⊤∗) = ℵ1
in ZFC. Indeed, while we have a(Rω) ≥ b, for example, and hence consistently a(Rω)(≥ b) > ℵ1,
it is not clear that the same is true for bounded functions, i.e. whether we consistently have
a([0, 1]ω) > ℵ1. There is even evidence to the contrary. Specifically, we can show that a weaker
(i.e. smaller) version of a([0, 1]ω) is indeed equal to ℵ1 in ZFC.
Definition 1.6. Let κ be a cardinal, S a set and R a (symmetric) binary relation on S. We define
pκ((S,R)) = inf{|A| : A ⊆ S ∧ ∀s ∈ S∃a ∈ A¬(sRa) ∧ ∀B ∈ [A]
<κ∃s ∈ S∀b ∈ B(sRb)}.
Note that we always have pκ((S,R)) ≤ aκ((S,R)). Also p = pℵ0(([ω]
ω , 6 |∗)), where p is the
standard pseudointersection number.
Theorem 1.7. In ZFC we have p([0, 1]ω) = ℵ1.
Proof: First we claim that we have a net (Xx)x∈[ℵ1]<ω ⊆ [ω]
ω satisfying the following properties
Xx ⊆ Xx\{max(x)}, for all x ∈ [ℵ1]
<ω, (2)
and Xx ∩Xy = 0, for all x, y ∈ [ℵ1]
<ω with max(x) = max(y) and x 6= y. (3)
To see this, recursively define (Xx)x∈[ℵ1]<ω as follows. Set X0 = ω and, once (Xx)x∈[ξ]<ω has been
defined for some ξ < ℵ1, note that [ξ]
<ω is countable and hence we have a sequence (xn) ⊆ [ξ]
<ω
such that, for each x ∈ [ξ]<ω , there exists infinitely many n ∈ ω such that x = xn. For each n ∈ ω,
recursively pick mn ∈ Xxn\{mk : k < n}. Once this is done set Xx∪{ξ} = {mn : x = xn}, for each
x ∈ [ξ]<ω.
Define (fξ)ξ<ℵ1 ⊆ R
ω×ω as follows. For each x ∈ [ℵ1]
<ω, n ∈ Xx and m ∈ ω let us set
fmax(x)(n,m) = |x|/(m + 1), noting that (3) ensures that each fξ is a well defined function on a
subset of ω (we may define fξ arbitrarily for the other values).
Now take f ∈ [0, 1]ω×ω and assume that f 6≈ fξ for all ξ ∈ ℵ1. By the pigeonhole principle, we
must therefore have k ∈ ω, F ∈ [ω × ω]<ω and X ∈ [ℵ1]
ℵ1 such that |f(n,m) − fξ(n,m)| > 1/k,
for all ξ ∈ X and (n,m) ∈ ω × ω\F . But then, letting x be any k-element subset of X and
letting n ∈ Xx be large enough that (n, k) /∈ F , we see that fξj (n, k) = (j + 1)/(k + 1), for all
j ∈ k, where (ξj)j∈k is the increasing enumeration of x. As f(n, k) ∈ [0, 1], we must therefore have
|f(n, k)− fξ(n, k)| ≤ 1/(k + 1) for some ξ ∈ x ⊆ X , a contradiction. 
If we go in between bounded and unbounded functions, i.e. if we look at
∏
In for intervals
(In) ⊆ R which increase in size sufficiently fast, then we see that consistently p(
∏
In) > ℵ1 by the
same argument used to show a(Rω) = c in Corollary 2.6. On the other hand, it is open whether a
slight variant of p([0, 1]ω), namely p(([0, 1]≤1)ω∞), is still ℵ1 in ZFC. It is not clear which versions
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of p-like and a-like invariants for functions are closest to those for projections, but an answer to
this last question for p(([0, 1]≤1)ω∞) will most likely shed light on whether p(⊤
∗) = ℵ1 in ZFC. If
p(⊤∗) is consisently > ℵ1 then the same is true for a(⊤
∗), while a proof that p(⊤∗) = ℵ1 in ZFC
may well provide a way of also proving the stronger statement that a(⊤∗) = ℵ1 in ZFC.
2 Consistency Results
2.1 Functions on ω
Definition 2.1 ([2] Definition 6.3.1). A forcing notion P is ωω-bounding if, for all p ∈ P and
names f˙ for elements of ωω, there exists q ≤ p and g ∈ ωω such that q  ∀n ∈ ω(f˙(n) ≤ g(n)).
A Cohen indestructible infinite MAD family of [ω]ω is constructed in [5] VIII Theorem 2.3.
Our approach, using instead the ωω-bounding property (which does not apply to Cohen forcing),
is more similar to [4] Lemma III.1.
Theorem 2.2. If CH holds in the ground model V and P is an ωω-bounding proper forcing notion
with (|P| = ℵ1)
V , we have lim-inf disjoint F ⊆ ([Q]<ω\{0})ω in V such that 1 P F is maximal.
Proof: Thanks to CH and properness, there are only ℵ1 many nice names for elements of
([Q]≤1)ω∞. Let (pξ, τξ)ξ∈ω1 enumerate all pairs of elements of P and such nice names. We construct
(fξ)ξ∈ω1 ⊆ ([Q]
<ω\{0})ω by recursion as follows. Say we have constructed (fξ)ξ∈γ . If
pγ 6 ∀ξ ∈ γ(fξ 6≈ τγ)
then set fγ to be, say, f0 (or simply leave fγ undefined). Otherwise, let (ξn)n∈ω be an enumeration
of all ξ ∈ γ. Thanks to the ωω-bounding property, there exists (Nn), (mn) ⊆ ω in the ground
model and p′γ ≤ pγ such that
p′γ  ∀n ∈ ω∀k ≥ mn∀s ∈ fξn(k)∀t ∈ τγ(k)(|s− t| > 1/Nn). (4)
Again, by the ωω-bounding property, we may find p′′γ ≤ p
′
γ and f ∈ ([Q]
<ω)ω such that we have
p′′γ  ∀n ∈ ω(τγ(n) ⊆ f(n)). For all n ∈ ω let
fγ(n) = {r ∈ Q : ∃p ≤ p
′′
γ(p  r ∈ τγ(n))} ⊆ f(n).
Note that (4) implies that fξ 6≈ fγ , for all ξ < γ. As γ is a countable ordinal, we may also
recursively make fγ(n) 6= 0, for all n ∈ ω, while still having fξ 6≈ fγ , for all ξ < γ. This completes
the recursion.
Let F = {fξ : ξ ∈ ω1}. If we had 1 6P F is maximal, then there would exist p ∈ P and a
nice name τ for an element of ([Q]≤1)ω∞ such that p  ∀ξ ∈ ω1(fξ 6≈ τ). Taking γ ∈ ω1 such that
p = pγ and τ = τγ we have
pγ  ∀ξ ∈ γ(fξ 6≈ τ) and hence
p′′γ  ∀n ∈ ω(τγ(n) ⊆ fγ(n)),
by our recursive construction. But we also have pγ  (fγ 6≈ τγ) and thus p
′′
γ ≤ pγ forces contra-
dictory statements, a contradiction. 
Definition 2.3 ([2] Definition 7.4.8). Two reals f, g ∈ ωω are eventually different if {n ∈ ω :
f(n) = g(n)} is finite.
Proposition 2.4. If V is a transitive model of ZFC and f ∈ ωω is eventually different from every
element of ωω ∩ V then f is lim-inf disjoint from every element of Rω ∩ V .
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Proof: Simply note that, for any g ∈ Rω∩V , there exists h ∈ ωω∩V such that |g(n)−h(n)| ≤ 1/2,
for all n ∈ ω, and hence {n ∈ ω : |f(n)− g(n)| < 1/2} ⊆ {n ∈ ω : |f(n)− h(n)| < 1} is finite. 
Definition 2.5. For any index set I, let µ be the standard product measure on 2I and let BI ∈ V
be the collection of (equivalence classes of) Baire subsets of 2I ordered by inclusion modulo null
subsets.
Corollary 2.6. If V is a c.t.m. of ZFC+CH and (κ = κω)V then in V BI we have
ℵ1 = a(([R]
<ω\{0})ω) = a(([R]<ω)ω∞) and (5)
c = a(Rω) = a(([R]≤1)ω∞) = κ. (6)
Proof: Any new real in V BI will be in V BJ for some countable J ⊆ I. But V and BJ satisfy the
hypotheses of Theorem 2.2 so (5) follows from this. On the other hand, any collection of < κ reals
will be in a proper submodel of V BI , over which V BI will contain an eventually different real, so
(6) follows from Proposition 2.4. 
Definition 2.7 ([2] Definition 6.3.38). A forcing notion P has the Sacks property if, for all p ∈ P
and names f˙ for elements of ωω, there exists q ≤ p and F ∈ P(ω)ω such that |F (n)| = 2n, for all
n ∈ ω, and q  ∀n ∈ ω(f˙(n) ∈ F (n)).
Theorem 2.8. If CH holds in the ground model V and P is a proper forcing notion with the Sacks
property and (|P| = ℵ1)
V then we have lim-inf disjoint F ⊆ Qω in V such that 1 P F is maximal.
Proof: It is immediate that any forcing notion with the Sacks property is ωω-bounding so we
may proceed as in the proof of Theorem 2.2 up to and including (4). Yet again, by ωω-bounding,
we may decrease p′γ and increase (mn) if necessary so that
p′γ  ∀n ∈ ω(|{k ∈ mn+1\mn : τγ(k) 6= 0}| ≥ 2
n).
Then, by the Sacks property, there exists p′′γ ≤ p
′
γ and a function F on ω such that, for each n ∈ ω,
F (n) is a non-empty collection of functions from mn+1\mn to [Q]
≤1 of size at most 2n satisfying
p′′γ  ∀n(τγ ↾ mn+1\mn ∈ F (n)) and (7)
∀n∀f ∈ F (n)∃p ≤ p′′γ(p  τγ ↾ mn+1\mn = f). (8)
Let fγ ∈ ([Q]
≤1)ω satisfy
∀n∀f ∈ F (n)∃k ∈ mn+1\mn(fγ(k) = f(k) 6= 0) and (9)
∀n∀k ∈ mn+1\mn∃f ∈ F (n)(fγ(k) = f(k)). (10)
(4), (8) and (10) imply that fξ 6≈ fγ , for all ξ < γ. As γ is a countable ordinal, we may again
recursively make |fγ(n)| = 1, for all n ∈ ω, while still having fξ 6≈ fγ , for all ξ < γ. On the other
hand, (7) and (9) imply that
p′′γ  ∀n∃k ∈ mn+1\mn(τγ(k) = fγ(k) 6= 0)
 ∃∞n(τγ(n) = fγ(n) 6= 0),
leading to essentially the same contradiction as in the proof of Theorem 2.2. 
Let S be Sacks forcing and, for any ordinal ξ, let Sξ its ξ-step countable support iteration.
Corollary 2.9. If CH holds in the ground model V then in V Sω2 we have
a(Rω) = a(([R]≤1)ω∞) = ℵ1(< ℵ2 = c).
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Proof: As shown in [4] Theorem III.2, it suffices to find F ∈ V ∩ Qω such that 1 Sω1 F is
maximal. As S is proper and has the Sacks property, the same applies to its iterations and hence,
as Sω1 has a dense subset of size ℵ1, this follows from Theorem 2.8. 
2.2 Projections
As before, let H be l2, a separable infinite dimensional Hilbert space with (Hilbert) basis (en).
Lemma 2.10. Say we have orthogonal unit vectors v0, . . . , vn−1 in H and a projection P on H
such that vi ⊥ Pvj, for all distinct i, j ∈ n. Then ||PPspani∈n(vi)|| = maxi∈n ||Pvi||.
Proof: For all distinct i, j ∈ n, we have vi ⊥ Pvj and hence 〈Pvi, Pvj〉 = 〈vi, Pvj〉 = 0, i.e.
Pvi ⊥ Pvj . Thus, for all α0, . . . , αn−1 ∈ F such that |α0|
2 + . . .+ |αn−1|
2 = 1,
||P (α0v0 + . . .+ αn−1vn−1)||
2 = ||α0Pv0 + . . .+ αn−1Pvn−1||
2
= |α0|
2||Pv0||
2 + . . .+ |αn−1|
2||Pvn−1||
2
≤ max
i∈n
||Pvi||
2.
i.e. ||PPspani∈n(vi)|| ≤ maxi∈n ||Pvi||. The reverse inequality is immediate. 
Definition 2.11. Let (In) be a sequence of finite intervals of ω, i.e. of sets of the form m\n for
some n ∈ m ∈ ω. We say (In) is an interval subpartition (of ω) if max(In) < min(In+1), for all
n ∈ ω. (In) is an interval partition if min(I0) = 0 and max(In) + 1 = min(In+1), for all n ∈ ω.
Definition 2.12. V ⊆ H is a block subspace (w.r.t. (en)) if there exists an interval (sub)partition
(In) and (unit) vectors (vn) ⊆ H such that vn ∈ spani∈In(ei), for all n ∈ ω, and V = span(vn).
V ⊆ H is a generalized block subspace (w.r.t. (en)) if there exists an interval (sub)partition (In)
and finite subspaces (Fn) ⊆ H such that Fn ⊆ spani∈In(ei), for all n ∈ ω, and V =
⊕
Fn(=
∑
Fn,
i.e. the closure of the subspace of finite linear combinations of elements of
⋃
Fn).
Let G be an absolute (w.r.t. countable transitive models of set theory) countable dense subfield
of the scalar field F that is closed under taking square roots (eg. the algebraic numbers). Then
we define G-block subspaces analogously, with the extra requirement that each vn is a G-vector,
i.e. in the G-span of the basis vectors (ei).
Note that the projections onto infinite dimensional G-block subspaces are ≤∗-dense among all
infinite rank projections. For any P,Q,R ∈ P(H) we have
R ≤∗ Q⇒ ||π(PR)|| = ||π(PQR)|| ≤ ||π(PQ)||
and hence, to verify that some almost disjoint family P of infinite rank projections is maximal
we need only verify that, for all projections R onto infinite dimensional G-block subspaces of H ,
there exists P ∈ P such that ||π(PR)|| = 1.
Theorem 2.13. If CH holds in the ground model V and P is a proper forcing notion with the
Sacks property such that (|P| = ℵ1)
V then there exists an almost disjoint family P ⊆ P∞(H) in V
such that 1 P P is maximal.
Proof: Thanks to CH and properness, there are only ℵ1 many nice names for projections onto
infinite dimensional G-block subspaces of H . In fact, all bounded linear operators can be con-
sidered as reals by looking at their matrix representations. Indeed, if we are being truly formal,
we have to deal with these matrices as coding the projections we are talking about, seeing as
l2, the domain of the projections, becomes larger in any extension adding reals. That aside, let
(pξ, τξ)ξ∈ω1 enumerate all pairs of elements of P and such nice names. We construct (Pξ)ξ∈ω1 ⊆ P
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and interval subpartitions ((Kξn))ξ∈ω1 (each (K
ξ
n) corresponding to the generalized blocks of Pξ)
by recursion as follows. Say we have constructed (Pξ)ξ∈γ . If
pγ 6 ∀ξ ∈ γ||π(τγPξ)|| < 1
then set Pγ to be, say, P0 (or simply leave Pγ undefined). Otherwise, let (ξn)n∈ω be an enumeration
of all ξ ∈ γ and let (I˙n) and (v˙n) be names for the interval partition and corresponding unit vectors
that define the block subspace R(τγ). Thanks to the Sacks property which in turn implies the
ωω-bounding property, there exists (Nn) ⊆ ω in the ground model and p
′
γ ≤ pγ such that
p′γ  ∀n||π(τγPξn)|| < Nn/(Nn + 1).
Then, again thanks to the ωω-bounding property, there exists increasing (mn) ⊆ ω, with m0 = 0,
in the ground model V and p′′γ ≤ p
′
γ such that
p′′γ  ∀l < n||PξlPspan{v˙k:k≥mn}|| < Nl/(Nl + 1). (11)
Yet again thanks to the ωω-bounding property, there exists increasing an interval partition (Jn)
of ω in the ground model V and p′′′γ ≤ p
′′
γ such that
p′′′γ  ∀n∃m(I˙m ⊆ Jn).
Let (Kγn) be an interval subpartition such that, for all n ∈ ω,
max{k : Kγn ∩K
ξl
k 6= 0} < min{k : K
γ
n+1 ∩K
ξl
k 6= 0},
for all l < n, Kγn contains only intervals Jk such that k ≥ mn and contains more than (n+1)(2
n−1)
such intervals, and hence
p′′′γ  ∀n((I˙k ⊆ K
γ
n ⇒ k ≥ mn) ∧ |{k : I˙k ⊆ K
γ
n}| > (n+ 1)(2
n − 1)).
By the Sacks property, there exists p′′′′γ ≤ p
′′′
γ and function F on ω such that, for each n ∈ ω,
|F (n)| ≤ 2n and each element of F (n) is a collection of G-vectors such that
p′′′′γ  ∀n({v˙k : I˙k ⊆ K
γ
n} ∈ F (n)) (12)
and ∀n∀V ∈ F (n)∃p ≤ p′′γ(p  {v˙k : I˙k ⊆ K
γ
n} = V). (13)
For each n, let V0, . . . ,V|F (n)|−1 enumerate the elements of F (n) and define vectors u
0
n, . . . , u
|F (n)|−1
n
recursively as follows. Let u0n be any element of V0. Once u
j
n has been defined, for j < i, let u
i
n
be any unit (G-)vector in span(Vi) that is perpendicular to u0, . . . , ui−1 and Pkuj, for all k ∈ n
and j ∈ i. As dim span(V) = |V| > (n + 1)(2n − 1), for all V ∈ F (n), and |F (n)| ≤ 2n we may
continue this recursion until we have defined u
|F (n)|−1
n . Let Un = span(u
i
n)i∈|F (n)| and let Pγ be
the projection onto
⊕
Un. Lemma 2.10, (11) and (13) imply that
∀l ∈ ω(||PξlP
⊕
n>l
Un || < Nl/(Nl + 1))
and hence that ∀n(||π(PξnPγ)|| < Nn/(Nn + 1)), as π(P
⊕
n>l
Un) = π(Pγ), which, in particular,
means that Pγ is almost disjoint from (Pξ)ξ∈γ . On the other hand, (12) implies that
p′′′′γ  ∀n(R(τγ) ∩R(Pγ) ∩ spani∈Kn(ei) 6= 0)
which, in particular, means that p′′′′γ  R(τγ) ∩R(Pγ) is infinite dimensional, so
p′′′′γ  ||π(τγPγ)|| = 1. (14)
This completes the recursive construction.
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If we had 1 6P P is maximal, then there would exist p ∈ P and a nice name τ for a projection
onto an infinite dimensional G-block subspace of H such that
p  ∀ξ ∈ ω1(||π(τξPξ)|| < 1).
Taking γ ∈ ω1 such that p = pγ and τ = τγ we have
pγ  ∀ξ ∈ γ(||π(τγPξ)|| < 1) and hence
p′′′′γ  (||π(τγPγ)|| = 1),
by our recursive construction. But we also have
pγ  ||π(τγPγ)|| < 1
and thus p′′′′γ ≤ pγ forces contradictory statements, a contradiction. 
Corollary 2.14. If CH holds in the ground model V then there exists almost disjoint P ⊆ P∞(H)
in V such that 1 Sω2 P is maximal.
Proof: As shown in [4] Theorem III.2, it suffices to find P such that 1 Sω1 P is maximal. As
S is proper and has the Sacks property, the same applies to its iterations and hence, as Sω1 has a
dense subset of size ℵ1, this follows from Theorem 2.13. 
Corollary 2.15. If CH holds in the ground model V then V Sω2 satsifies a(⊤∗) = ℵ1(< ℵ2 = c).
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