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Abstract
In this paper, we investigate a divide and conquer approach to Kernel Ridge Regression
(KRR). Given n samples, the division step involves separating the points based on some un-
derlying disjoint partition of the input space (possibly via clustering), and then computing a
KRR estimate for each partition. The conquering step is simple: for each partition, we only
consider its own local estimate for prediction. We establish conditions under which we can give
generalization bounds for this estimator, as well as achieve optimal minimax rates. We also show
that the approximation error component of the generalization error is lesser than when a single
KRR estimate is fit on the data: thus providing both statistical and computational advantages
over a single KRR estimate over the entire data (or an averaging over random partitions as in
other recent work, [30]). Lastly, we provide experimental validation for our proposed estimator
and our assumptions.
1 Introduction
Kernel methods find wide and varied applicability in machine learning. Kernelization of super-
vised/unsupervised learning algorithms allows an easy extension to operate them on implicitly
infinite/high-dimensional feature representations. The use of kernel feature maps can also convert
non-linearly separable data to be separable in the new feature space, thus resulting in good pre-
dictive performance. One such application of kernels is the problem of Kernel Ridge Regression
(shortened as KRR). Given covariate-response pairs (x, y), the goal is to compute a kernel-based
function f such that f(x) approximates y well on average. In this regard, several learning methods
with different kernel classes have been shown to achieve good predictive performance. Despite their
good generalization, kernel methods suffer from a computational drawback if the number of samples
n is large — which is more so the case in modern settings. They require at least a computational
cost of O(n2), which is the time required to compute the kernel matrix, and O(n3) time when the
kernel matrix also has to be inverted, which is the case for KRR.
Several approaches have been proposed to mitigate this, including Nystro¨m approximations [2, 1,
21], approximations via random features [16, 17, 7, 27], and others [19, 26]. While these approaches
help computationally, they typically incur an error over-and-above the error incurred by a KRR
estimate on the entire data. Another class of approaches that may not incur such an error are based
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on what we loosely characterize as divide-and-conquer approaches, wherein the data points are di-
vided into smaller sets, and estimators trained on the divisions. These approaches may further be
categorized into three main classes: division by uniform splitting [30], division by clustering [10, 12]
or division by partitioning [8]. The latter may also include local learning approaches, which are
based on estimates using training points near a test point [3, 28, 22, 11]. Given this considerable
line of work, there is now an understanding that these divide-and-conquer approaches provide com-
putational benefits, and yet have statistical performance that is either asymptotically equivalent, or
at most slightly worse than that of the whole KRR estimator. Please see [30, 12, 8] and references
therein for results reflecting this understanding for uniform splitting, clustering and partitioning
respectively. However, these results have restrictive assumptions, applicability or other limitations,
such as requiring the covariates/responses to be bounded [8], or only being applicable to specific
kernels e.g. Gaussian [8] or linear [10], or only being targeted to classification [10, 12], or providing
error rates only on the training error [12]. Moreover, approaches based on uniform splitting, such
as [30], can suffer from worse approximation error, as alluded to shortly.
In this paper, we consider a partitioning based divide-and-conquer approach to kernel ridge regres-
sion. We provide a refined analysis, applicable to general kernels, which leads us to this surprising
conclusion: the partitioning based approach not only has computational benefits outlined in previ-
ous papers, but also has strong statistical benefits when compared to the whole KRR estimator. In
other words, based on both a statistical and computational viewpoint, we are able to recommend
the use of the partitioning based approach over the whole KRR approach.
The partitioning based approach is: Given n sample points, we divide them into m groups based
on a fixed disjoint partitioning of input space X that the samples are drawn from. One way to
obtain this partition is via clustering, however, in principle, any partition that satisfies certain
assumptions (detailed in Section 4.1) would be acceptable. A primary intuition for considering
partitioning is that the distribution within each partition may be localized with thin tails. Equiva-
lently, the eigenspectrum of the covariance conditioned on the partition may decay sharply enough
such that simply focusing on the local samples suffices to obtain a good approximation. This in-
tuition is captured in our assumptions. So, once the samples have been divided, we learn a kernel
ridge regression estimate for each partition using only its own samples. The conquering step i.e.
computing the overall estimator, fˆC , is then simple: Each individual estimator is applied to its
respective partition. Thus, to perform prediction for a new point, we simply identify its partition,
and use the estimator for that partition. Now, partitioning has a clear computational advantage
since each estimate is trained over only a fraction of the points. Moreover, partitioning may provide
statistical advantages as well if there is an inherent approximation error in the problem i.e., the
true regressor function, f∗, lies outside the space of kernel-based functions. In this case, the KRR
estimator on the whole data, say fˆwhole, or the KRR estimator based on uniform splitting, say
fˆavg, both may be viewed as estimating the best single kernel-based function that approximates
f∗. However, if we partition, then we are estimating the best m-piece-wise kernel-based function
to approximate f∗. Indeed, we can show that the approximation error for fˆC is lesser than fˆavg,
and corroborate this experimentally. The residual error terms on the other hand are typically of
the same order, so that the overall generalization error for our method is lower. In addition, there
is yet another potential computational advantage of partitioning: prediction is faster since for a
new point, the kernel values must be computed w.r.t. only a fraction of the points (as opposed to
all the points for fˆwhole or fˆavg).
2
1.1 Related Work
We briefly review some of the earlier mentioned work that provide theoretical analyses of divide
and conquer approaches, based on clustering, uniform splitting, and partitioning. [10] have applied
clustering to linear SVMs (instead of KRR, as in this work) with an additional global penalty to
prevent over fitting, and derived simple generalization rates based on rademacher complexity esti-
mates. [12] consider clustering for Kernel SVMs with a modified conquering step – solutions of the
local SVM problems are combined to produce an initialization for a solver of the global SVM prob-
lem. Under this scheme, they analyze the so-called fixed design setting i.e. they bound the error
on the training data as a function of the block diagonal approximation of the kernel. In contrast, in
this work we consider the random design setting i.e. we bound the generalization/prediction error,
and also for the slightly different (but related) problem of Kernel Ridge Regression. Perhaps, the
approaches most closely related to our work are [30, 8]. [30] analyze the uniform splitting approach
where the samples are split uniformly at random, followed by an averaging of the KRR estimate of
each split. The authors have derived generalization rates for this estimator, and matched optimal
rates as long as the number of splits is not large, and the true function f∗ lies in the specified
space of kernel-based functions. However, as mentioned previously, such an estimator can have
worse approximation error than our estimator, fˆC , when the true function, f
∗, lies outside the
space of kernel-based functions. [8] analyze a partition based approach as in our paper: their
estimator works by partitioning the input space, and predicting using KRR/SVM estimates over
each partition individually. For this estimator, [8] derive generalization rates when using Gaussian
kernels, and under additional restrictions: they require bounded covariates, ‖x‖ ≤ B, bounded
response, |y| ≤ M , and that each partition be bounded by a ball of suitable radius, R.1 Given
these restrictions, they show suitable choices for R and the Gaussian kernel scale γ which yield
optimal rates when the true function f∗ lies in a smooth Sobolev/Besov space. In contrast, we
provide a more general analysis that does not enforce a bound on the covariates, response, or the
size of the partition. Moreover, we are able to apply it to kernels other than the Gaussian kernel,
and achieve minimax optimal rates when the true function, f∗, lies in the space of kernel-based
functions. When it doesn’t, we provide an oracle inequality similar to [8], which could then be
specialized to obtain similar rates for their specific setting. More importantly, our analysis is also
able to show that in general, the approximation component of this inequality is lesser than the
approximation component of the whole KRR estimator, while the residual components can be of
the same order.
Another line of work in the same spirit as this work is that of local learning approaches, for e.g. the
early work of [3]. The main idea here is to select training samples near a given test sample, and only
use those to train an SVM for the particular test sample’s prediction. Several variants under this
general scheme have been proposed [28, 22, 11]. However, since each test sample requires finding
nearby training points and solving its own SVM, these approaches can be inefficient for prediction.
From a theoretical standpoint, the generalization error for KRR has been studied extensively —
an incomplete list includes [6, 29, 23, 4, 25, 15, 13, 9]. While we shall not delve into the differences
among the results derived in these articles, we refer the interested reader to [13, Section 2.5], [9,
Section 3], and the references therein, for a more detailed comparison. Of particular relevance to
our analysis is the approach in [13], wherein the generalization error is broken down into contri-
butions of regularization, bias due to random design and variance due to noise, and consequently
each of these is controlled separately w.h.p.. Moreover, the analysis of the related approach in [30]
may be viewed as a moment version of the same strategy. We adopt a similar strategy to control
1One way of obtaining such partitions, as suggested by the authors, is through the Voronoi partitioning of the
input space.
3
the expected error of our estimator, fˆC .
The rest of this paper is organized as follows. Section 2 describes the KRR problem, and sets
up some notation and mathematical prerequisites. Section 3 details the DC-estimator fˆC , our
partitioning based estimator. Section 4 presents the bounds on the generalization error of fˆC , and
the assumptions required to achieve them. Section 5 instantiates these bounds for three specific
and commonly studied kernel classes. Finally, Section 6 provides empirical performance results.
All proofs are provided in the appendix.
2 Preliminaries and Problem Setup
Reproducing Kernel Hilbert Spaces. Consider any set X . In machine learning applications,
X is typically the space of the input data. A function K : X × X → R, is called a kernel function
if it is continuous, symmetric, and positive definite. With any kernel function K, one can associate
a unique Hilbert space called the Reproducing Kernel Hilbert Space of K (abbreviated as RKHS
henceforth). For x ∈ X , let φx : X → R be the function φx(·) := K(x, ·). Then, the unique RKHS
corresponding to kernel K, denoted as H, is a Hilbert space of functions from X to R defined as:
H := span{φx} (1)
Thus, any f ∈ H has the representation f = ∑j αjφxj = ∑j αjK(xj , ·) with αj ∈ R, ∀ j. The inner
product on H is given as:
〈∑
j αjφxj ,
∑
k βkφxk
〉
H
=
∑
j
∑
k αjβkK(xj , xk). The inner product
also induces a norm on H, given as: ‖f‖H =
√〈f, f〉H, for any f ∈ H.
Kernel Ridge Regression. We are given a training set of n samples, D = {(x1, y1), . . . , (xn, yn)},
of the tuple (x, y) drawn i.i.d. from an unknown distribution P on X ×Y. x (and xi) is a random
variable in the input space X , also called the covariate. y (and yi) is a random variable in the
output space Y, also called the response. We consider Y ⊆ R and assume an additive noise model
for relating the response to the covariate:
y = f∗(x) + η, (2)
where η is the random noise variable and f∗ : X → R is an unknown mapping of covariates in X
to responses in R. The goal of regression is to compute the function (or an approximation to) f∗.
We also assume that the noise has zero mean and bounded variance, E [η|x] = 0 and E [η2|x] ≤ σ2,
and that f∗ is square integreable with respect to the measure on X . Equivalently, this means that
f∗ ∈ L2(X ,P) := {f : X → R | ‖f‖2L2 = EP
[
f(x)2
]
< ∞}, where P is the marginal of P on the
input space X .
A Kernel Ridge Regression (KRR) estimator approximates f∗ by a function in the RKHS space
H (corresponding to kernel K). We require that the RKHS space H ⊂ L2(X ,P) — which means
∀x, Ey∼P [K(x, y)2] < ∞ — which is always true for several kernel classes, including Gaussian,
Laplacian, or any trace class kernel w.r.t. P. The KRR estimate fˆλ ∈ H is obtained by solving the
following optimization problem:
fˆλ = arg min
f∈H
1
n
n∑
i=1
(yi − f(xi))2 + λ ‖f‖2H (3)
4
where λ > 0 is the regularization penalty. This is tractable since, by the representer theorem, we
have the relation fˆλ =
∑n
i=1 αiφxi , with α ∈ Rn being the solution of the following problem:
min
α∈Rn
1
n
n∑
i=1
(yi − (Gα)i)2 + λ(αTGα) (4)
where G ∈ Rn×n is the kernel matrix, with Gij = K(xi, xj) (i, j ∈ [n]). Eq. (4) has a closed form
solution, given as: α = (G+ nλI)−1y.
Generalization/Prediction Error. For any estimator fˆ : X → R, the generalization error
provides a metric of closeness to f∗, by measuring the average squared error in prediction using fˆ .
It is defined as:
Err(fˆ) := E
[
(fˆ(x)− f∗(x))2
]
=
∥∥∥fˆ − f∗∥∥∥2
L2
(5)
By quantifying Err(fˆ) to be small, we know that fˆ is a good approximation to f∗. When the
estimator is random, for example the KRR estimate fˆλ in Eq. (3) depends on random samples, we
may quantify the average error over the randomness i.e. bound ED[Err(fˆλ)], where the expectation
is taken over the samples D.
In this paper, we provide bounds on the quantity ED[Err(fˆC)], where fˆC is the Divide-and-Conquer
estimator (DC-estimator) described in Section 3.
Partition-specific notation. Since our estimator, fˆC , is based on partitioning, we setup some
notation here for partition-specific quantities that play a role throughout the analysis. We say that
the input space X has a disjoint partition {C1, . . . , Cm} if:
X = ∪mi=1Ci, and Ci ∩ Cj = {φ} ∀ i, j ∈ [m], i 6= j (6)
Given data D = {(x1, y1), . . . , (xn, yn)}, we define a partition-based empirical covariance operator
as:
Σˆi =
1
n
n∑
j=1
(φxj ⊗ φxj )1 (xj ∈ Ci) (7)
where 1 (·) denotes the indicator function and φx ⊗ φx denotes the operator φx 〈φx, ·〉H. We define
its population counterpart as:
Σi = E [(φx ⊗ φx)1 (x ∈ Ci)] (8)
Note the relation: Σ =
∑m
i=1 Σi, where Σ = E [φx ⊗ φx] is the overall covariance operator.
We let {λij , vij}∞j=1 denote the collection of eigenvalue-eigenfunction pairs for Σi. For any λ > 0, we
define a spectral sum for Σi:
Si(λ) =
∑
j
λij
λij + λ
(9)
Similarly, letting {λj , vj}∞j=1 be the eigenvalue-eigenfunction pairs for the overall covariance Σ, the
corresponding sum for Σ is defined as:
S(λ) =
∑
j
λj
λj + λ
(10)
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The quantity S(λ) has appeared in previous work on KRR [29, 13, 30], and is called the effective
dimensionality of the kernel K (at scale λ). Typically, it plays the same role as dimension does
in finite dimensional ridge regression. We shall refer to the quantity Si(λ) as the effective dimen-
sionality of partition Ci. Finally, we let pi = P(x ∈ Ci) denote the probability mass of partition
Ci.
3 The DC-estimator: fˆC
When the number of samples n is large, solving Eq. (3) (through Eq. (4)) may be computationally
prohibitive, requiring O(n3) time in the worst case. A simple strategy to tackle this is by dividing
the samples D into disjoint partitions, and computing an estimate separately for each partition.
In this work, we consider partitions of D which adhere to an underlying disjoint partition of the
input space X . Suppose that the input space X has a disjoint partition {C1, . . . , Cm}. Note that
m denotes the number of partitions. Also, suppose that given any point x ∈ X , we can find the
partition it belongs to from the set {C1, . . . , Cm}. Note that m denotes the number of partitions.
Also, suppose that given any point x ∈ X , we can find the partition it belongs to from the set
{C1, . . . , Cm}.
Now, we divide the data set D in agreement with this partitioning of X i.e. we split D =
{D1, . . . , Dm} with Di = {(xj , yj) |xj ∈ Ci, j = 1, . . . , n}. Let |Di| = ni. Then, for any parti-
tion i ∈ [m], we compute a local estimator using only the points in its partition:
fˆi,λ = arg min
f∈H
1
ni
∑
j: (xj ,yj)∈Di
(yj − f(xj))2 + λ ‖f‖2H (11)
where λ > 0 is the regularization penalty. Finally, the overall estimator, fˆC , comprises of the local
estimators applied to their corresponding partitions:
fˆC(x) = fˆi,λ(x) if x ∈ Ci (12)
In practice, one can use a clustering algorithm to cluster the points in D, as well as determine
membership for new points x.
4 Generalization Error of fˆC
In this section we quantify the error ED
[
Err(fˆC)
]
, where fˆC is the DC-estimator from Eq. 12.
The analysis follows an integral-operator approach which has been frequently employed in deriving
such bounds in learning theory, for e.g. in [23, 13].
First, we observe that Err(fˆC) can be decomposed as a sum of errors of the local estimators, fˆi,λ,
on their corresponding partitions Ci, i ∈ [m]. We have:
Err(fˆC) = E
[
(f∗(x)− fˆC(x))2
]
=
m∑
i=1
E
[
(f∗(x)− fˆC(x))21 (x ∈ Ci)
]
=
m∑
i=1
E
[
(f∗(x)− fˆi,λ(x))21 (x ∈ Ci)
]
=
m∑
i=1
Erri(fˆi,λ) (13)
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where 1 (·) denotes the indicator function, and we have defined the partition-wise error:
Erri(fˆi,λ) := E
[
(f∗(x)− fˆi,λ(x))21 (x ∈ Ci)
]
(14)
By linearity of expectation, ED
[
Err(fˆ)
]
=
∑m
i=1 ED
[
Erri(fˆi,λ)
]
. Therefore, to obtain a bound on
ED
[
Err(fˆ)
]
we need to bound ED
[
Erri(fˆi,λ)
]
, for every i ∈ [m].
Now, our strategy to control ED
[
Erri(fˆi,λ)
]
is to bound it as a sum of intermediate error terms2,
and in turn provide bounds for these intermediate error terms. For this purpose, we define the
following estimates (for each i ∈ [m]):
For any λ ≥ 0, fi,λ = arg min
f∈H
E
[
(y − f(x))2 |x ∈ Ci
]
+ λ ‖f‖2H (15)
fi,λ = arg min
f∈H
E
[
(y − f(x))2 |x ∈ Ci
]
+ λ ‖f‖2H (16)
f¯i,λ = ED[fˆi,λ] (17)
fi,λ and fi,λ are the optimal population KRR estimates for partition Ci, with regularization penalties
λ and λ respectively. f¯i,λ is the expected value of the empirical KRR estimate from Eq. (11), with
the expectation taken over the samples D. Note that there is no source of randomness in all of the
above quantities, whereas fˆi,λ is a random quantity due to its dependence on the random samples
D. Now, based on the above estimates, we define the following error terms:
Definition 1. For any λ > 0 and λ ∈ [0, λ], we define
Approximation Error : Approxi(λ) = E
[
(f∗(x)− fi,λ(x))21 (x ∈ Ci)
]
(18)
Regularization Error : Regi(λ, λ) = E
[
(fi,λ(x)− fi,λ(x))21 (x ∈ Ci)
]
(19)
Bias : Biasi(λ, n) = E
[
(fi,λ(x)− f¯i,λ(x))21 (x ∈ Ci)
]
(20)
Variance : Vari(λ,D) = E
[
(f¯i,λ(x)− fˆi,λ(x))21 (x ∈ Ci)
]
(21)
The intent of fi,λ, in the above definition, is to correspond to the best kernel function that approx-
imates f∗ in the partition Ci. The choice of λ, that determines fi,λ, can be viewed as a small regu-
larization penalty that trades-off the approximation error, Approxi(λ), to
∥∥∥fi,λ∥∥∥H (which influences
the remaining terms in Definition 1). Ideally, if the unknown regression function f∗ lies in the RKHS
space H, then a choice of λ = 0 would suffice. In that case, we would have fi,λ = fi,0 = f∗ — which
would imply zero approximation error i.e. Approxi(λ) = Approxi(0) = 0, while
∥∥∥fi,λ∥∥∥H (= ‖f∗‖H)
would be bounded.
Now, the following lemma describes the decomposition of ED
[
Erri(fˆi,λ)
]
in terms of the quantities
in Definition 1.
2Similar to the usual bias-variance decomposition; or the decomposition in [13, 30]. In contrast, loosely
speaking, [8] analyze the error of fˆC by viewing it as a Standard KRR with a new kernel K1(x, x
′) =∑m
i=1K(x, x
′)1 (x ∈ Ci)1 (x′ ∈ Ci)
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Lemma 1 (Error Decomposition). For each partition i ∈ [m], the error ED [Erri(fi,λ)] decomposes
as (for any λ ∈ [0, λ]):
ED
[
Erri(fˆi,λ)
]
≤ 2 [Approxi(λ) + 2Regi(λ, λ) + 2Biasi(λ, n) + 2ED [Vari(λ,D)]] (22)
Thus, the overall error ED
[
Err(fˆC)
]
can be decomposed as (for any λ ∈ [0, λ]):
ED
[
Err(fˆC)
]
≤ 2
[
m∑
i=1
Approxi(λ) + 2
m∑
i=1
Regi(λ, λ) + 2
m∑
i=1
Biasi(λ, n) + 2
m∑
i=1
ED [Vari(λ,D)]
]
(23)
We note that while in the above decomposition we have considered the same choice of regularization
penalty, λ (and λ), for all partitions i ∈ [m], a similar decomposition would hold even if we were
to choose a different λ (and λ) for each partition.
To summarize, in Lemma 1, we have decomposed the overall error of our estimator, ED
[
Err(fˆC)
]
,
as a sum of individual errors for each partition. Furthermore, the individual errors for each partition
have been decomposed into four components: Approximation, Regularization, Bias and Variance.
The rest of this section is devoted to bounding these terms for any partition. First, however, we
require certain assumptions on the partitions. These are detailed in Section 4.1. Additionally, we
need a supporting bound that controls the operator norm of the sample covariance error of each
partition, under a suitable whitening. This is provided in Section 4.2. Finally, Section 4.3 presents
the bounds on the component terms for each partition.
4.1 Assumptions
In this section, we describe three assumptions needed to bound the terms in Lemma 1. It may be
useful at this point to recall partition-specific definitions from Section 2. We also remark that two
of these assumptions are fairly standard (Assumption 1 and Assumption 2), and analogous versions
have appeared in earlier work [13, 30, 8]. The last assumption, Assumption 3, is novel. However,
we have validated it extensively on both real and synthetic data sets (see Section 6).
Now, our first assumption concerns the existence of higher-order moments of the eigenfunctions,
vij .
Assumption 1 (Eigenfunction moments). Let {λij , vij}∞j=1 denote the eigenvalue-eigenfunction
pairs for the covariance operator Σi. Then, ∀i ∈ [m], ∀j s.t. λij 6= 0, and for some constant
k ≥ 2,
E
(vij(x)21 (x ∈ Ci)
λij
)2k ≤ ak1 (24)
where a1 is a constant.
Note that we always have: E
[
vij(x)
2
1(x∈Ci)
λij
]
= E
[〈vij ,φx〉2H1(x∈Ci)
λij
]
=
〈vij ,Σivij〉
λij
= 1. Thus, the first
moment of (vij(x)
2
1 (x ∈ Ci) /λij) always exists. Assumption 1 requires sufficiently many higher mo-
ments to exist. This assumption can also be interpreted as requiring partition-wise sub-Gaussian
behaviour (up to 2k moments) in the RKHS space, given its primary application to the bounds (see
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Section 8.2, in the Appendix, for more details). Finally, we note that this assumption is similar to
[30, Assumption A], but applied to each partition.
Our next assumption concerns the approximation variable (f∗(x) − fi,λ(x)), requiring its fourth
moment to be bounded.
Assumption 2 (Finite Approximation). ∀i ∈ [m], and any λ ≥ 0, there exists a constant Ai(λ) ≥ 0
such that
E
[
(f∗(x)− fi,λ(x))4 |x ∈ Ci
]
≤ Ai(λ)4 (25)
where fi,λ is the solution of the optimization problem in Eq. 15.
We remark that while in the above we have specified Ai(λ) to be a constant, a slow growing function
of λ would also work in our bounds. Also, while this assumption is stated for any λ, we really only
care about the actual λ used in Eq. 22. Thus, for example, if f∗ ∈ H, then as noted earlier, a
choice of λ = 0 suffices — consequently Assumption 2 trivially holds with Ai(λ) = 0 at λ = 0, since
fi,λ = f
∗ for λ = 0.
Our final assumption enforces that the sum of effective dimensionality over all the partitions be
bounded in terms of the overall effective dimensionality. For this purpose, we define the goodness
measure of a partition {C1, . . . , Cm} as:
g(λ) :=
∑m
i=1 Si(λpi)
S(λ)
(26)
Now, we have the following assumption.
Assumption 3 (Goodness of Partition). Let λ > 0 be the regularization penalty in Eq. (11) for
any i ∈ [m]. Then, we require: g(λ) = O(1).
In Section 5, we show that if we have g(λ) = O(1) for a λ decaying suitably in terms of n, the
DC-estimator can achieve optimal minimax rates. In other words, if the partitioning preserves the
overall effective dimensionality, then there is no loss in the generalization error. We validate the
above assumption (at suitable λ) by estimating g(λ) on real and synthetic data sets (see Section
6). From a practitioner’s perspective, g(λ) may be viewed as a surrogate for the suitability of a
partition for the DC-estimator, and can help guide the choice of partition.
4.2 Covariance Control
A key component to establish bounds on the terms in Lemma 1 involves controlling the moments
of the operator norm of the sample covariance error, under a suitable whitening. Specifically, we
need a bound on the quantity (for any i ∈ [m] and some k ≥ 2):
E
[∥∥∥Σ−1/2i,λpi (Σˆi − Σi)Σ−1/2i,λpi ∥∥∥k]1/k := CovErri(λpi, n, k) (27)
where we use the shorthand: Σi,λpi = (Σi + λpiI). Σˆi and Σi are partition-wise empirical and
population covariance operators respectively, as defined in Eqs. (7) and (8). The above term (in
Eq. (27)) appears throughout in the bounds for Biasi(λ, n) and Vari(λ,D), and a general bound
on this quantity can be found in Lemma 5 in the Appendix. While the expression in Lemma 5 is
complicated, it can be specialized for specific kernels to obtain meaningful expressions. We state
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these expressions for three cases below. Their derivation can be found in Section 8.3.1 in the Ap-
pendix.
Finite Rank Kernels. Suppose kernel K has finite rank r — examples include the linear and
polynomial kernels. Then, for any i ∈ [m] and k > 2, we get:
CovErri(λpi, n, k) = O
(√
log r Si(λpi)√
n
)
= O
(
r
√
log r√
n
)
(28)
Kernels with polynomial decay in eigenvalues. Suppose kernel K has polynomially decaying
eigenvalues, λj ≤ cj−v (∀j, and constants c > 0, v > 2) — examples here include sobolev kernels
with different orders. Then, for any i ∈ [m], k > 2, and λpi ≥ 1nα for some constant α < v2 − 1, we
get:
CovErri(λpi, n, k) = O
( √
log n
n
1
2
−α+1
v
)
(29)
Kernels with exponential decay in eigenvalues. Suppose kernel K has exponentially decaying
eigenvalues, λj ≤ c1 exp(−c2j2) (∀j, and constants c1, c2 > 0) — an example here is the Gaussian
kernel. Then, for any i ∈ [m], k > 2 and λpi ≥ poly(1/n), we get:
CovErri(λpi, n, k) = O
(√
log n (log log n)√
n
)
(30)
Overall, it would be useful to think of CovErri(λpi, n, k) to be scaling as O˜
(
n−1/2
)
. Consequently,
in the bounds to follow, there are terms of the form CovErri(λpi, n, k)
k — which scale as O˜(n−k/2),
and become negligible for a sufficiently large k.
4.3 Bounds on Regi, Biasi and Vari
We are now ready to provide bounds on the terms involved in Lemma 1. The following lemmas
provide bounds on the Regularization error, Bias and Variance, for any partition i ∈ [m], as given
in Definition 1. We only state the lemmas here using the O(·) notation. Precise statements can be
found in the appendix. Recall that pi = P(x ∈ Ci) and fi,λ be the solution of Eq. 15. Additionally,
we use the shorthand CEi to denote CovErri(λpi, n, k).
Lemma 2 (Regularization Loss). Consider any partition i ∈ [m]. Then,
Regi(λ, λ) = O
(
pi
(λ− λ)2
λ
∥∥∥fi,λ∥∥∥2H
)
(31)
Lemma 3 (Bias Loss). Let k ≥ 2 such that Assumption 1 holds for this k (with constant a1), and
Assumption 2 holds (with Ai(λ) ≥ 0). Also, suppose pi satisfies (for any i ∈ [m]): pi = Ω (log n/n).
Then, for any i ∈ [m],
Biasi(λ, n) ≤ O
(
(CEi)
2
(
T1 + T2 + (CEi)
k T3 + (CEi)
k/2 T4
))
(32)
where we let
T1 =
√
piSi(λpi)Ai(λ)
2
n
, T2 =
(λ− λ)2
λ
piSi(λpi)
2
∥∥∥fi,λ∥∥∥2H
n
+
λpi
∥∥∥fi,λ∥∥∥2H
n
T3 =
∥∥∥fi,λ∥∥∥2H + σ2λ , T4 = Ai(λ)2λ√pi (33)
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Lemma 4 (Variance Loss). Let k ≥ 2 such that Assumption 1 holds for this k (with constant
a1), and Assumption 2 holds (with Ai(λ) ≥ 0). Also, suppose pi satisfies (for any i ∈ [m]):
pi = Ω (log n/n). Then, for any i ∈ [m],
ED [Vari(λ,D)] ≤ O
(
W1 +W2 + (CEi)
kW3 + (CEi)
k/2W4
)
(34)
where we let
W1 =
(σ2 +
√
piAi(λ)
2)Si(λpi)
n
, W2 =
(λ− λ)2pi
λ
∥∥∥fi,λ∥∥∥2H
W3 =
∥∥∥fi,λ∥∥∥2H + σ2λ , W4 = Ai(λ)2λ√pi (35)
Note that Lemma 3 and Lemma 4 have a minimum requirement on pi, namely: pi = Ω (log n/n).
However, this is minor since this essentially corresponds to each partition having Ω(log n) samples.
We also remark that this requirement can be avoided under certain restrictions for e.g. if the
unknown regression function f∗ is uniformly bounded i.e. |f∗(x)| ≤ M ∀x. Now, to interpret
the above bounds, recall from Section 4.2 that CEi = CovErri(d, λpi, n) can scale as O˜
(
n−1/2
)
.
Therefore, terms of the form CovErri(d, λpi, n)
k — which scale as O˜(n−k/2) — will be of lower
order for a large enough k. Also note that the overall bias term gets multiplied with an O˜(n−1)
factor. Indeed, in most cases, the bias term (Eq (32)) turns out to be of a much lower order than
the variance term (Eq (34)). Moreover, the first two terms in the variance bound (Eq (34)), and
the bound for Regi (Eq (31)), become the overall dominating terms. Consequently, using Lemma
1, we have an overall scaling of: ED
[
Erri(fˆi,λ)
]
≈ O
(
Approxi(λ) +
(λ−λ)2pi
λ
∥∥∥fi,λ∥∥∥2H + σ2Si(λpi)n
)
.
5 Bounds under Specific Cases
In this section, using the bounds on regularization error, bias and variance from Section 4.3, we
instantiate the overall error bounds for the kernel classes discussed in Section 4.2. We do this under
the assumption that f∗ ∈ H. When f∗ /∈ H, we provide an oracle inequality for the error term and
contrast this with a similar inequality derived in [30]. Throughout this section, we assume that the
conditions of Lemma 3 and Lemma 4 are satisfied.
5.1 f ∗ ∈ H — Zero approximation error
As mentioned earlier, in this case a choice of λ = 0 suffices. With λ = 0, we have fi,λ = f
∗ (from
Eq. (15)). Thus, Approxi(λ) = 0 at λ = 0. Also, Assumption 2 trivially holds with Ai(λ) = 0 at
λ = 0.
Theorem 1 (Finite Rank Kernels). Let f∗ ∈ H and suppose kernel K has a finite rank r. Let m
denote the number of partitions, and let k ≥ 2 such that Assumption 1 holds for this k. Then, the
overall error for the DC-estimator fˆC is given as:
ED
[
Err(fˆC)
]
= O
(
λ ‖f∗‖2H +
σ2
n
g(λ)S(λ) +m
(
r2 log r
n
)k/2(
‖f∗‖2H +
σ2
λ
))
(36)
Now, if m = O
(√
n(k−4)
(r2 log r)k
)
and Assumption 3 holds at λ = r/n, then the DC-estimator fˆC
achieves the optimal rate: ED
[
Err(fˆC)
]
= O
(
r
n
)
at λ = r/n.
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Note that the requirement of m = O
(√
n(k−4)
(r2 log r)k
)
in the above theorem is only meaningful for
k ≥ 4 i.e. we require at least 4 moments of the quantity in Assumption 1 to exist. If this is true,
and if Assumption 3 holds, Theorem 1 gives the rate ED
[
Err(fˆC)
]
= O
(
r
n
)
, which is known to be
minimax optimal [30, 18].
Theorem 2 (Kernels with polynomial eigenvalue decay). Let f∗ ∈ H and suppose kernel K has
polynomially decaying eigenvalues : λj ≤ cj−v (∀j, and constants c > 0, v > 2). Let m denote the
number of partitions, and let k ≥ 2 such that Assumption 1 holds for this k. Also, suppose λpi ≥ 1nα
for some constant 0 < α < v2 − 1, and ∀i ∈ [m]. Then, the overall error for the DC-estimator fˆC
is given as:
ED
[
Err(fˆC)
]
= O
(
λ ‖f∗‖2H +
σ2
n
g(λ)S(λ) +m
(
log n
n1−
2(α+1)
v
)k/2(
‖f∗‖2H +
σ2
λ
))
(37)
Now, if m = O
(√
n
k− 2k(α+1)v − 4vv+1
(logn)k
)
and Assumption 3 holds at λ = 1/n
v
v+1 and pi ≥ 1
n
α− vv+1
(∀i ∈ [m]), then the DC-estimator fˆC achieves the optimal rate: ED
[
Err(fˆC)
]
= O
(
1
n
v
v+1
)
at
λ = 1/n
v
v+1 .
Note that the requirement of pi ≥ 1
n
α− vv+1
in the latter part of the above theorem implicitly entails:
α > vv+1 . This, when coupled with the requirement α <
v
2 − 1 from the former part of the above
theorem, can only be meaningful for v > 1 +
√
2 ≈ 2.44. Therefore, the latter part of Theorem
2 is only applicable to slightly stronger polynomial decays than the former part (which holds for
v > 2). Now, assuming v > 1 +
√
2, the additional requirement of m = O
(√
n
k− 2k(α+1)v − 4vv+1
(logn)k
)
is
only meaningful for a sufficiently large k. In particular, for k ≥ 4v2(v+1)(v−2(α+1)) . When this happens,
Theorem 2 guarantees the optimal rate ED
[
Err(fˆC)
]
= O
(
1
n
v
v+1
)
.
Theorem 3 (Kernels with exponential eigenvalue decay). Let f∗ ∈ H and suppose kernel K has
eigenvalues that decay as: λj ≤ c1 exp(−c2j2). Let m denote the number of partitions, and let
k ≥ 2 such that Assumption 1 holds for this k. Then, the overall error for the DC-estimator fˆC is
given as:
ED
[
Err(fˆC)
]
= O
(
λ ‖f∗‖2H +
σ2
n
g(λ)S(λ) +m
(
log n(log log n)
n
)k/2(
‖f∗‖2H +
σ2
λ
))
(38)
Now, if m = O
(√
n(k−4)
(logn log logn)k
)
and Assumption 3 holds at λ = 1/n, then the DC-estimator fˆC
achieves the optimal rate: ED
[
Err(fˆC)
]
= O
(√
logn
n
)
at λ = 1/n.
Here, as in the earlier two cases, the requirement on m above is only meaningful for a sufficiently
large k, in particular k ≥ 4. In this case, Theorem 3 gives the minimax optimal rate ED
[
Err(fˆC)
]
=
O(
√
logn
n ).
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5.2 f ∗ /∈ H — With approximation error
For the case when f∗ /∈ H, note that we need not necessarily have Approxi(λ) = 0 for any λ > 0,
i ∈ [m]. At λ = 0 we will always have Approxi(λ) = 0, however fi,λ may not be bounded (in
other words, no element in H would achieve this approximation). One situation where we can still
have Approxi(λ) = 0 with λ = 0, while having fi,λ to be bounded, is if f
∗ is a piece-wise kernel
function over our chosen partitions i.e. f∗(x) = f∗i (x) if x ∈ Ci, with f∗i ∈ H. This would then
be analogous to the previous section. In general, however, without enforcing further assumptions
on f∗, it is hard to give meaningful bounds on Approxi(·). While we can still proceed as in the
previous section to obtain exact expressions for the regularization, bias and variance terms for
ED
[
Err(fˆC)
]
, in this situation it may be more instructive to compare our bounds with the bounds
for the averaging estimator in [30]. Let us denote this estimator as fˆavg. To compute fˆavg, the
samples n are randomly split into m groups, and a KRR estimate is computed for each group. fˆavg
is then simply the average of the estimates over all groups. In this case, we have from [30] (for any
λ ∈ [0, λ]):
ED
[
Err(fˆavg)
]
≤ 2 (Approx(λ) + E(n,m, λ, λ)) (39)
where Approx(λ) corresponds to the overall approximation term and E(R,n,m, λ) is the residual
error term. In particular, Approx(λ) = E
[
(f∗(x)− fλ(x))2
]
with fλ being the overall population
KRR estimate:
fλ = arg min
f∈H
E
[
(f∗(x)− f(x))2]+ λ ‖f‖2H (40)
Also, under certain conditions and restrictions on the number of partitions m, [30] can establish
the scaling:
E(N,m, λ, λ) = O
(
λ
∥∥fλ∥∥2H + S(λ)n
)
(41)
In comparison, for our DC-estimator, we can have a (potentially) different λi for each partition,
and get the decomposition (similar to Eq. (23)):
ED
[
Err(fˆC)
]
≤ 2
( m∑
i=1
Approxi(λi) +
m∑
i=1
Regi(λi, λ) +
m∑
i=1
Biasi(λ, n) +
m∑
i=1
ED [Vari(λ,D)]︸ ︷︷ ︸
EC
)
(42)
Before comparing the bounds in Eq. (39) with Eq. 42, we require an additional definition. For any
partition Ci, i ∈ [m], let us define
ApproxErrori(fλ) = E
[
(f∗(x)− fλ(x))21 (x ∈ Ci)
]
(43)
i.e. the error incurred by the global estimate fλ (Eq. (40)) in the i
th partition. Note that,∑m
i=1 ApproxErrori(fλ) = Approx(λ). To avoid confusion, we would like to emphasize the dis-
tinction between ApproxErrori(fλ) and Approxi(λi). While the former is the local error (in the i
th
partition) incurred by solving a global problem with regularization λ, the latter is the local error
incurred by solving a local problem with regularization λi (as defined in Eq (18)).
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(a) Piece-wise constant (b) Piece-wise Gaussian (c) Sine
Figure 1: Plots of functions obtained via Whole-KRR and DC-KRR (with 3 partitions).
Now, to simplify presentation in the sequel, let us assume that CEi = CovErri(λpi, n, k) =
O˜
(
n−1/2
)
— which was the case for the kernels discussed in Section 4.2. Also, suppose the quin-
tuplet (n,m, k, pi, λ, λ), for any i ∈ [m], satisfies:
m = O
(
max
(
λn
k−2
2 ,
n
k−2
2∥∥fλ∥∥2H
))
, pi = Ω
(
min
(
m2
λ2nk−2
,
Approx(fλ)
nk/2λ
))
(44)
The above restrictions essentially guarantee that all terms involving CEki in Lemma 3 and Lemma
4 are of a lower order. Then, we have the following theorem:
Theorem 4. Consider any λ > 0. Let fλ be the solution of Eq. (40). Then, ∃λ1, . . . , λm with
λi ∈ [0, λ], i ∈ [m], such that,
Approxi(λi) ≤ ApproxErrori(fλ) and, (45)∥∥∥fi,λi∥∥∥H = O
(∥∥fλ∥∥H +
√
ApproxErrori(fλ)
(λpi)
)
(46)
Thus,
∑m
i=1 Approxi(λi) ≤ Approx(λ)
Moreover, if Approx(λ) = O
(
λ
∥∥fλ∥∥2H), Assumption 1 holds, Assumption 2 holds (∀λi), Assump-
tion 3 holds, and the quintuplet (n,m, k, pi, λ, λ) satisfies the restriction in Eq. 44, then
EC = O
(
λ
∥∥fλ∥∥2H + σ2S(λ)n
)
(47)
The above theorem shows that the approximation error term in each partition of our estimator
in ED
[
Err(fˆC)
]
is lower than its counterpart in ED
[
Err(fˆavg)
]
. Consequently, the overall approx-
imation term is also lower. On the other hand, the residual estimation error terms can be of the
same order. Intuitively, this makes sense since by partitioning the space, we are fitting piece-wise
kernel functions, as opposed to just a single kernel function in the averaging case. We demonstrate
this through experiments in the next section.
6 Experiments
In this section, we present experimental results of our DC-estimator (denoted DC-KRR), on both
real and toy data sets. For comparison, we tested against the random splitting approach of [30]
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(a) Piece-wise constant (b) Piece-wise Gaussian (c) Sine
Figure 2: Plots of Test RMSE vs. Number of partitions on Three Toy data sets.
Table 1: Data set statistics for real data sets used in our experiments. γ was chosen using cross-
validation on the entire data set, or a sub-sample of size 10, 000 for larger data sets.
Data set # training samples # testing samples # features γ
house 404 102 13 10−4
air 1,202 301 5 10−3
cpusmall 6,553 1,639 12 10−1
Pole 12,000 3,000 26 1
CT Slice 42,800 10,700 385 10−2
Road 347,899 86,974 3 0.1
(denoted Random-KRR), and KRR estimate on the entire training set (denoted Whole-KRR). In
addition, we also present tests on g(λ) (to validate Assumption 3), and empirical comparisons with
the approach of [8] (denoted VP-KRR).
Toy Data sets: We performed experiments on 3 toy data sets, shown in Fig 1. In each case, the
covariate x was generated from a mixture of 3 Gaussians: x ∼ 13N (µ1, σ) + 13N (µ2, σ) + 13N (µ3, σ).
For the first two toy examples, (µ1 = 0.5, µ2 = 1.5, µ3 = 2.5) and σ = 0.2, and for the third one,
(µ1 = pi/2, µ2 = 3pi/2, µ3 = 3pi) and σ = 1. The response y was y = f
∗(x) + η, for different choices
of f∗, and with η ∼ N (0, 0.05). For each data set, we generated a training set of size 600, and a
test set of size 100.
We chose f∗ as: (i) a piece-wise constant function, f∗(x) = 1 (x ≤ 1) + 1.5 × 1 (1 < x < 2) + 2 ×
1 (x ≥ 2), in Fig 1(a), (ii) a piece-wise Gaussian kernel function, f∗(x) = exp(−γ(x − 0.5)2) ×
1 (x ≤ 1) + exp(−γ(x − 1.5)2) × 1 (1 < x < 2) + exp(−γ(x − 2.5)2) × 1 (x ≥ 2), with γ = 0.1, in
Fig 1(b), and (iii) a sine function, f∗(x) = sin(x), in Fig 1(c). To obtain a KRR estimate, we used
a Gaussian kernel (K(x, y) = exp(−γ(x − y)2)) with γ = 0.1 for the first two toy data sets, and
degree 2 polynomial kernel (K(x, y) = (1 + xy)2) for the third one. When running DC-KRR, we
obtained the partition of the data points using k-means. A regularization penalty of λ = 1/n was
used, where n = Total number of training points.
Fig 1 shows a comparison of the functions obtained using DC-KRR (run with 3 partitions) and
Whole-KRR. We see that DC-KRR could approximate the true underlying function better than
Whole-KRR, while still being computationally more efficient. Fig 2 shows the Test-RMSE with
varying number of partitions for DC-KRR, Whole-KRR and Random-KRR. We observe that while
Random-KRR had a similar performance to Whole-KRR, DC-KRR achieved lower error than both.
This can be attributed to lower approximation error of piece-wise estimates.
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Table 2: Test RMSE and Training Time on real data sets used in our experiments. # partitions is
only applicable to the Random-KRR and DC-KRR columns.
Data set # partitions Whole-KRR Random-KRR DC-KRR(kernel k-means) DC-KRR(k-means)
Test RMSE Time(s) Test RMSE Time(s) Test RMSE Time(s) Test RMSE Time(s)
house 4 4.4822 0.08 4.5609 0.02 3.3849 0.18 3.8244 0.06
air 8 4.3537 2.46 4.6604 0.07 4.2577 0.79 4.4782 0.23
cpusmall 8 5.8853 118.98 7.1757 4.04 5.7947 30.86 6.4616 7.86
Pole 16 14.7256 1088.9 21.5768 6.15 15.0005 277.80 15.1167 11.88
CT Slice 32 2.1165 3840.7 10.0318 43.81 3.6100 405.38 2.4302 64.06
Road 256 - - 13.6444 43.48 11.0550 1081.3 8.6358 78.16
(a) house (b) air (c) cpusmall
(d) Pole (e) CT Slice (f) Road
Figure 3: Plots of Test error vs. Training size, n on real data sets. m denotes the number of
partitions. The DC-KRR plots correspond to a k-means clustering partition.
Real Data sets: We performed experiments on 6 real data sets from the UCI repository [14].
Data sets statistics are presented in Table 1. The data was normalized to have standard deviation
1. In all cases, we utilized a Gaussian kernel with kernel parameter γ chosen using cross-validation,
as shown in Table 1. We varied the number of partitions, m, and the number of training points,
n. When running DC-KRR, the partitions were determined using clustering, and we tested with
k-means and Kernel k-means. Kernel k-means was run on a sub-sampled set of points for larger
data sets. The regularization penalty for KRR was chosen as λ = 1/n. Results of these experiments
are presented in Table 2 and Fig 3.
In all cases, DC-KRR achieved lower test error than Random-KRR, while being comparable to
Whole-KRR. Moreover, the training time for DC-KRR, when running via k-means, was similar to
Random-KRR (due to the small overhead of clustering), but much faster than Whole-KRR. Inter-
estingly, in two cases (Fig 3(a) and Fig3(b)), we found that DC-KRR also achieved lower test error
than Whole-KRR. This can also be attributed to a lower approximation error due to piece-wise
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(a) house (b) air (c) cpusmall
(d) Pole (e) CT Slice (f) Road
Figure 4: Plots of g(λ) vs. number of partitions on real data sets.
estimates.
Testing Goodness of Partitioning: We also estimated g(λ) (Eq. (26)) vs. a varying number of
partitions, on both our real and toy data sets (shown in Fig 5 and Fig 4 respectively) to verify the
validity of Assumption 3.
To estimate S(λ) and Si(λpi), i ∈ [m] (which comprise g(λ)), we used an SVD to compute the
eigenvalues of the kernel matrix on the training samples (respectively, the kernel matrix of the
training samples in partition i) and normalized this with n, the training size (respectively, ni, the
training size in partition i). In case of larger data sets, we did this on a sub-sampled version of the
data set. It is known that the eigenvalues of KD/n, with KD being the kernel matrix on randomly
sampled points D, converge to the eigenvalues of the covariance in the associated RKHS [20]. We
(a) Piece-wise constant (b) Piece-wise Gaussian (c) Sin
Figure 5: Plots of g(λ) vs. Number of partitions on synthetic data sets.
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Table 3: Test RMSE and Training Times on cpusmall for VP-KRR([8]), Random-KRR and DC-
KRR(with k-means and kernel k-means). # partitions is only applicable to the Random-KRR and
DC-KRR columns. For VP-KRR([8]), we choose the radius for obtaining voronoi partitions, r, to
be α times the maximum distance between any two points in the data set, with α chosen as 0.01,
0.04, 0.07 and 0.12. After we know the number of partitions for a specific r, we generate the same
number of partitions using k-means and kernel k-means (for DC-KRR), and random partitioning
(for Random-KRR).
# partitions 6 9 13 40
Test RMSE Time(s) Test RMSE Time(s) Test RMSE Time(s) Test RMSE Time(s)
VP-KRR 5.8914 129.9600 5.8653 119.9500 6.1331 113.0400 6.3026 49.69
Random-KRR 6.6232 4.49 7.3143 2.2400 7.9986 1.2100 10.1980 0.2500
DC-KRR(k-means) 6.4246 24.72 6.4610 8.6800 6.6415 4.1700 7.2206 0.9400
DC-KRR(kernel k-means) 5.7819 17.0900 5.8338 14.4700 5.8069 13.00 6.01 12.09
used a Gaussian kernel and set λ = 1/n, the same as in our experiments, with n = total training
size/sub-sample size.
On real data sets, we found that while g(λ) increases as the number of partitions increases, it
continues to be a constant even for a large number of partitions in several cases, thereby justifying
Assumption 3. On synthetic data sets, it seemed to grow at a somewhat faster rate. However, this
could be attributed to lesser clustering structure, since the true number of clusters was only 3 —
at which point g(λ) is still a small constant.
Comparison with [8]: We also performed additional empirical comparisons between the approach
in [8] (denoted as VP-KRR), DC-KRR (with k-means and kernel k-means) and Random-KRR, on
the cpusmall data set (see Table 1). The main algorithmic difference between DC-KRR and VP-
KRR is that the latter proposes to obtain bounded partitions using a Voronoi partitioning of the
input space, while in DC-KRR we use a clustering algorithm to obtain the partitions. The results of
our tests are shown in Table3. We see that DC-KRR(with kernel k-means) was slightly better than
VP-KRR in terms of Test RMSE, but also DC-KRR required much lesser training time than VP-
KRR. A reason for this is that Voronoi partitioning tends to produce a very unbalanced clustering.
For example, when using Voronoi partitioning to generate 9 clusters, we found that the first cluster
had 6484 data points out of total 6553 data points in the dataset, and the remaining clusters had
very few data points. Consequently, the training time for the one cluster was almost as huge as the
time it would take to train Whole-KRR.
7 Conclusion
In this paper, we have provided conditions under which we can give generalization rates (and match
minimax rates) for a partitioning based approach to Kernel Ridge Regression. Moreover, we have
demonstrated potential statistical advantages as well for such an approach, as it allows for lower
approximation error. We hope that this would encourage further investigation into partitioning
based extensions of other kernel methods, both from a computational and statistical perspective.
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8 Appendix
This section contains the proofs of all theorems, lemmas and corollaries presented in this paper, as
well as some figures and tables. First, we summarize some definitions and notations in the following
subsection.
8.1 Definitions and Notation
We are given n samples D = {(x1, y1), . . . , (xn, yn)}, of the tuple (x, y) drawn i.i.d. from a distri-
bution, P, on X ×Y. x (and xi) is a random vector in the input space X , also called the covariate.
y (and yi) is a random variable in the output space Y, also called the response. The collection of
sets {C1, . . . , Cm} is used to denote a disjoint partition of the covariate space:
X = ∪mi=1Ci and Ci ∩ Cj = {φ},∀ i, j ∈ [m] (48)
Additionally, we restrict Y ⊆ R and assume an additive noise model relating the response to the
covariate i.e. for each i ∈ [n]:
yi = f
∗(xi) + ηi. (49)
where f∗ : X → R is an unknown mapping of covariates in X to responses in R, and ηi is the
random noise corresponding to sample i. We assume that f∗ is square integreable with respect
to the marginal of P on X . Equivalently, we can say f∗ lies in the space L2(X ,P) = {f : X →
R | ‖f‖2L2 = E
[
f(x)2
]
< ∞}, where P denotes the marginal of P on the input space X . The ran-
dom noise is assumed to be zero mean with bounded variance i.e. E [ηi|xi] = 0 and E
[
η2i |xi
] ≤ σ2,
∀ i ∈ [n].
We are given a continuous, symmetric, positive definite kernel K : X × X → R. For any x ∈ X ,
we define φx := K(x, ·). Then, the Reproducing Kernel Hilbert Space (RKHS) corresponding to
kernel K is given as H = span{φx, x ∈ X}, with inner product defined as〈∑
j
αjφxj ,
∑
k
βkφxk
〉
H
=
∑
j
∑
k
αjβkK(xj , xk) (50)
We require that the RKHS space H ⊂ L2(X ,P) — which means ∀x, Ey∼P [K(x, y)2] < ∞ — a
condition which is always true for several kernel classes, including Gaussian, Laplacian, or any trace
class kernel w.r.t. P.
The partition based empirical and population covariance operators are defined as (for partition Ci):
Σˆi =
1
n
n∑
j=1
(φxj ⊗ φxj )1 (xj ∈ Ci) (51)
Σi = E [(φx ⊗ φx)1 (x ∈ Ci)] , (52)
where φx⊗φx denotes the operator φx 〈φx, ·〉H, and 1 (·) denotes the indicator function. Note that
we have the relation:
Σ =
m∑
i=1
Σi (53)
where Σ = E [φx ⊗ φx], the overall covariance operator.
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We let {λij , vij}j=1,...,∞ be the collection of eigenvalue-eigenfunction pairs for Σi. Then,
Σi =
∑
j
λij(v
i
j ⊗ vij) (54)
For any d ∈ N, d ≥ 1, we define Pd as the projection operator onto the first d eigenfunctions of Σi.
Thus,
Pd =
d∑
j=1
vij ⊗ vij (55)
We denote by Σˆdi and Σ
d
i , the projected low-rank empirical and population covariances (with rank
= d), obtained using the operator Pd. Thus,
Σˆdi =
1
n
n∑
j=1
(Pdφxj ⊗ Pdφxj )1 (xj ∈ Ci) (56)
Σdi =
d∑
j=1
λij(v
i
j ⊗ vij) (57)
For any λ > 0, we define the following spectral sums:
Si(λ) =
∞∑
j=1
λij
λij + λ
, Ui(d, λ) =
d∑
j=1
λij
λij + λ
, Li(d, λ) =
∑
j>d
λij
λij + λ
(58)
Thus, Si(λ) = Ui(d, λ) + Li(d, λ), for any d ∈ N.
Finally, we also introduce the shorthand: Σi,λ = (Σi+λI), φ
′
x = Σ
−1/2
i,λ φx and P
⊥
d =
∑
j>d(v
i
j⊗vij).
8.2 Bound on E
[∥∥(Σi + λI)−1/2φx∥∥2kH 1 (x ∈ Ci)]
In this section, we show how Assumption 1 guarantees a bound on E
[∥∥(Σi + λI)−1/2φx∥∥2kH 1 (x ∈ Ci)].
Consider any i ∈ [m]. Let us assume that Assumption 1 holds with parameters a1 and k(≥ 2).
Now, note that for any x ∈ X , we have:
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φx =
∑
j
vij(x)v
i
j
⇒ (Σi + λI)−1/2φx =
∑
j
√
λij√
λij + λ
vij(x)√
λij
vij
⇒
∥∥∥(Σi + λI)−1/2φx∥∥∥2kH =
∑
j
λij
λij + λ
vij(x)
2
λij
vij
k
=
(∑
k
λik/(λ
i
k + λ)
)k∑
j
λij/(λ
i
j + λ)∑
k λ
i
k/(λ
i
k + λ)
vij(x)
2
λij
k
= Si(λ)
k
∑
j
λij/(λ
i
j + λ)
Si(λ)
vij(x)
2
λij
k
(a)
≤ Si(λ)k
∑
j
λij/(λ
i
j + λ)
Si(λ)
(
vij(x)
2
λij
)k (59)
where we have (a) using Jensen’s inequality.
Thus, we have
E
[∥∥∥(Σi + λI)−1/2φx∥∥∥2kH 1 (x ∈ Ci)
]
≤ Si(λ)kE
∑
j
λij/(λ
i
j + λ)
Si(λ)
(
vij(x)
2
λij
)k
≤ Si(λ)kak1 (60)
where we have used Assumption 1 in the last step.
8.3 Moments of the operator norm for Covariance operators
In this section, we state a lemma providing a bound on the quantity E
[∥∥∥Σ−1/2i,λ (Σˆi − Σi)Σ−1/2i,λ ∥∥∥k]1/k,
for some constant k ≥ 2. Note that the norm here, ‖·‖, corresponds to the operator norm. This
quantity appears repeatedly in other bounds, and therefore it is useful to have a lemma recording its
bound, as stated below. The proof can be found in Section 8.10. First, we introduce the following
notion of truncated spectral sums for Σi. For any d ≥ 1, we let:
Li(d, λ) =
∞∑
j=d+1
λij
λij + λ
(61)
Ui(d, λ) =
d∑
j=1
λij
λij + λ
(62)
Note that for any d ≥ 1, we have: Li(d, λ) + Ui(d, λ) = Si(λ), where Si(λ) is defined in Eq. (58).
Now, we have the following lemma providing the required bound.
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Lemma 5. Consider any d ∈ N, d ≥ 1. Also, let k ≥ 2 such that Assumption 1 holds for this k
(with constant a1). Then, we have
E
[∥∥∥Σ−1/2i,λ (Σˆi − Σi)Σ−1/2i,λ ∥∥∥k]1/k ≤ CovErri(d, λ, n, k) (63)
where we have the following expression for CovErri(d, λ, n, k):
CovErri(d, λ, n, k) = a1Li(d, λ) + a1
√
Li(d, λ)Ui(d, λ) +
a1
√
e log d Ui(d, λ)√
n
+
4e log d
(
a1Ui(d, λ) +
λi1
λi1+λ
)
n1−1/k
+
λid+1
λid+1 + λ
(64)
Using the above lemma and applying Markov’s inequality, we get the following simple corollary.
Corollary 1. Consider any d ∈ N, d ≥ 1, and let k ≥ 2 such that Assumption 1 holds for this k
(with constant a1). Then, we have
P
(∥∥∥Σ−1/2i,λ (Σˆi − Σi)Σ−1/2i,λ ∥∥∥ ≥ 12
)
) ≤ 2k [CovErri(d, λ, n)]k (65)
8.3.1 Bounds on CovErri(d, λpi, n, k) for specific cases
While the expression in Eq. 64 may seem complicated, it is possible to obtain concrete expressions
for specific kernels through an appropriate choice of d, similar to the approach in [30]. The idea is
to choose a d which makes the Li(d, λpi) terms negligible in Eq. 64. We do this for a few cases below.
Finite Rank Kernels. Suppose kernel K has finite rank r — examples include the linear and
polynomial kernels. Then, for any i ∈ [m], the partitionwise covariance operator Σi is also finite
rank. Thus, we can pick d = r (in Eq. 64), which gives Li(d, λpi) = 0 and λ
i
d+1 = 0. Also,
Ui(d, λpi) = Si(λpi) ≤ r. Plugging these into Eq. 64, we get:
CovErri(r, λpi, n) = O
(√
log r Si(λpi)√
n
)
= O
(
r
√
log r√
n
)
(66)
Kernels with polynomial decay in eigenvalues. Suppose kernel K has polynomially decaying
eigenvalues, λj ≤ cj−v (∀j, and constants c > 0, v > 2) — examples here include sobolev kernels
with different orders. Now, since we have Σ =
∑m
i=1 Σi being a sum of psd operators, the minimax
characterization of eigenvalues yields: λij ≤ λj ∀j and any i ∈ [m]. As a consequence, we have:
Li(d, λ) ≤
∑
j>d
λj
λj+λ
and Si(λ) ≤ S(λ). Then, following the same approach as [30] i.e. choosing
d = nC/(v−1) for some constant C > 0, we get:
Li(d, λpi) ≤
∫ ∞
d
cj−v
cj−v + λpi
dj ≤ c
λpi
∫ ∞
d
j−vdj ≤ c(v − 1)
λpi
d−(v−1) ≤ c(v − 1)
λpinC
(67)
and, Ui(d, λpi) ≤ d = nC/(v−1). Consequently, for v > 2 and λpi ≥ 1
n
C vv−1−1
, we get:
CovErri(n
C/(v−1), λpi, n) = O
( √
log n
n
1
2
− C
v−1
)
(68)
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Kernels with exponential decay in eigenvalues. Suppose kernel K has exponentially decaying
eigenvalues, λj ≤ c1 exp(−c2j2) (∀j, and constants c1, c2 > 0) — an example here is the Gaussian
kernel. Again, since Σ =
∑m
i=1 Σi, the minimax characterization of eigenvalues yields: λ
i
j ≤ λj ∀j
and any i ∈ [m]. Thus: Li(d, λ) ≤
∑
j>d
λj
λj+λ
and Si(λ) ≤ S(λ). Choosing d = C
√
log n/
√
c2 for
some constant C, we get:
Li(d, λpi) ≤
∫ ∞
d
c1 exp(−c2j2)
c1 exp(−c2j2) + λpidj ≤
c1
λpi
∫ ∞
d
exp(−c2j2)dj ≤ c1
λpi
exp(−c2d2) ≤ c1
λpinC
(69)
and, Ui(d, λpi) ≤ d = C
√
log n/
√
c2. Consequently, as long as λpi ≥ poly(1/n), we can choose a
sufficiently large C to make the terms involving λid+1 and Li(d, λpi) negligible. Thus, we get:
CovErri(C
√
log n, λpi, n) = O
(√
log n (log log n)√
n
)
(70)
8.4 Proof of Lemma 1
The proof is as follows:
Erri(fˆi,λ) = E
[
(f∗(x)− fˆi,λ(x))2
]
= E
[(
f∗(x)− fi,λ(x) + fi,λ(x)− fi,λ(x) + fi,λ(x)− fˆi,λ(x)
)2]
(a)
≤ 2
(
Approxi(λ) + 2Regi(λ, λ) + 2E
[(
fi,λ(x)− fˆi,λ(x)
)2])
(71)
where we have (a) since (a+ b+ c)2 ≤ 2(a2 + 2b2 + 2c2).
Now, following a standard bias-variance decomposition, we have:
ED
[
E
[(
fi,λ(x)− fˆi,λ(x)
)2]]
= E
[(
fi,λ(x)− f¯i,λ(x)
)2]
+ ED
[
E
[(
fi,λ(x)− fˆi,λ(x)
)2]]
= Biasi(λ, n) + ED [Vari(λ,D)] (72)
Combining the above expressions, we get:
ED
[
Erri(fˆi,λ)
]
≤ 2 [Approxi(λ) + 2Regi(λ, λ) + 2Biasi(λ, n) + 2ED [Vari(λ,D)]] (73)
8.5 Proof of Theorems 1 and 3
The theorems are a simple consequence of combining Lemmas 2, 3, and 4 via Lemma 1, plugging
Ai(λ) = 0 with λ = 0, ignoring the bias terms which are of a lower order, and using the expressions
for CEi = CovErri(λpi, n, k) discussed in Section 4.2.
8.6 Proof of Theorem 4
Consider any λ > 0, and let fλ be the solution of Eq. (40). Now, for any partition i ∈ [m], consider
the following optimization problem:
fˆi = arg min
f∈H,‖f‖H≤‖fλ‖H
E
[
(f∗(x)− f(x))21 (x ∈ Ci)
]
(74)
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By duality, ∃ λ′i ≥ 0 s.t. fˆi = fi,λ′i , with fi,λ′i being the solution of Eq. (15). Now, by the optimality
of f
i,λ
′
i
, we have:
Approxi(λ
′
i) = E
[
(f∗(x)− f
i,λ
′
i
(x))21 (x ∈ Ci)
]
≤ E [(f∗(x)− fλ(x))21 (x ∈ Ci)] = ApproxErrori(fλ)
(75)
and
∥∥∥fi,λ′i∥∥∥H ≤ ∥∥fλ∥∥H.
Now, if λ
′
i ≤ λ, we are done. Suppose λ′i > λ. Then, we know that Approxi(λ) ≤ ApproxError(fλ),
since decreasing the regularization penalty from λ
′
i to λ would only decrease the approximation
error. Moreover, using the fact that the following function
T (λ) := min
f∈H
E
[
(f∗(x)− f(x))21 (x ∈ Ci)
]
+ λpi ‖f‖2H (76)
is a monotonically increasing function of λ[24], we have:
Approxi(λ) + λpi
∥∥∥fi,λ∥∥∥2H ≤ Approxi(λ′i) + λpi ∥∥∥fi,λ′i∥∥∥2H (77)
≤ ApproxErrori(fλ) + λpi
∥∥fλ∥∥2H (78)
Thus,
∥∥∥fi,λ∥∥∥H = O
(∥∥fλ∥∥H +√ApproxErrori(fλ)λpi
)
. Therefore, the result holds with λi = min(λ, λ
′
i).
The bound on the estimation error EC is a simple consequence of the fact that, under the conditions
assumed, all terms in Lemma 3 and Lemma 4 involving (CE)ki are of a lower order, and that the
condition Approx(λ) = O(λ
∥∥fλ∥∥2H) guarantees that:∑
i
pi
∥∥∥fi,λi∥∥∥2H = O(∥∥fλ∥∥2H) (79)
Then, combining Lemma 2, Lemma 3 and Lemma 4 via Lemma 1 gives us the required scaling.
8.7 Regularization Bound
In this section we provide a proof of Lemma 2. The lemma is restated below for convenience.
Lemma. For any λ > 0, λ > 0 and partition i ∈ [m],
Regi(λ, λ) = E
[
(fi,λ(x)− fi,λ(x))21 (x ∈ Ci)
]
≤ pi (λ− λ)
2
λ
∥∥∥fi,λ∥∥∥2H (80)
8.7.1 Proof of Lemma 2
Proof. We want to bound
E
[
(fi,λ(x)− fi,λ(x))21 (x ∈ Ci)
]
=
∥∥∥fi,λ − fi,λ∥∥∥2
Σi
=
∥∥∥Σ1/2i (fi,λ − fi,λ)∥∥∥2H (81)
Using first order conditions for the optimality of fi,λ and fi,λ, we have
(Σi + λpiI)fi,λ = E [yφx1 (x ∈ Ci)]
(Σi + λpiI)fi,λ = E [yφx1 (x ∈ Ci)] (82)
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Thus, fi,λ = (Σi + λpiI)
−1(Σi + λpiI)fi,λ.
Letting fi,λ =
∑
j αjv
i
j , we get
Σ
1/2
i (fi,λ − fi,λ) = pi(λ− λ)
∑
j
√
λij
λij + λpi
αjv
i
j
⇒
∥∥∥Σ1/2i (fi,λ − fi,λ)∥∥∥2H = p2i (λ− λ)2∑
j
λij
(λij + λpi)
2
α2j
≤ pi (λ− λ)
2
λ
∑
j
α2j = pi
(λ− λ)2
λ
∥∥∥fi,λ∥∥∥2H (83)
8.8 Bias Bound
In this section we provide a proof of Lemma 3. The lemma is restated below.
Lemma. Consider any d ∈ N, d ≥ 1, and k ≥ 2. Suppose Assumption 1 holds for this k (with
constant a1), and Assumption 2 holds. Also, suppose ∀i ∈ [m], pi satisfies: pi ≥ 16 log(npi)n−1 . Then
we have
Biasi(λ, n) ≤ (CovErri(d, λpi, n))2
(
T1 + T2 + 2
k+1 [CovErri(d, λpi, n)]
k T3 + 2
k/2+3 [CovErri(d, λpi, n)]
k/2 T4
)
(84)
where we let
T1 =
16a1
√
piSi(λpi)Ai(λ)
2
n
T2 =
16a21(λ− λ)2
λ
piSi(λpi)
2
∥∥∥fi,λ∥∥∥2H
n
+
8λpi
∥∥∥fi,λ∥∥∥2H
n

T3 =
(
2
∥∥∥fi,λ∥∥∥2H + σ2λ
)
(λi1 + λpi)
T4 =
(λi1 + λpi)Ai(λ)
2
λ
√
pi
(85)
8.8.1 Proof of Lemma 3
Proof. We want to bound Biasi(λ, n), where
Biasi(λ, n) = E
[
(fi,λ(x)− f¯i,λ(x))21 (x ∈ Ci)
]
= E
[(〈
fi,λ − f¯i,λ, φx
〉
H
)2
1 (x ∈ Ci)
]
=
∥∥fi,λ − f¯i,λ∥∥2Σi (86)
Let ∆b = fi,λ − fˆi,λ. Then, equivalently, we want to bound ‖E [∆b]‖2Σi
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Now, from first order conditions of optimality for Eqs. (3) and (16), we have
(Σˆi + λpiI)fˆi,λ = Ê [yφx1 (x ∈ Ci)]
(Σi + λpiI)fi,λ = E [yφx1 (x ∈ Ci)] (87)
Combining the above, we get
E
[
(Σˆi + λpiI)∆b
]
= E
[
(Σˆi + λpiI)fi,λ
]
− E
[
(Σˆi + λpiI)fˆi,λ
]
= (Σi + λpiI)fi,λ − E [yφx1 (x ∈ Ci)]
= 0 (88)
Rearranging and multiplying Σ
−1/2
i,λpi
, we get
Σ
1/2
i,λpi
E [∆b] = −E
[
Σ
−1/2
i,λpi
(Σˆi − Σi)Σ−1/2i,λpi Σ
1/2
i,λpi
∆b
]
= −E
[
Σ
−1/2
i,λpi
(Σˆi − Σi)Σ−1/2i,λpi Σ
1/2
i,λpi
E [∆b |X]
]
(89)
where we let X denote the set {x1, . . . , xn} i.e. the covariates in the data D.
So, ∥∥∥Σ1/2i,λpiE [∆b]∥∥∥2H = ∥∥∥E [Σ−1/2i,λpi (Σˆi − Σi)Σ−1/2i,λpi Σ1/2i,λpiE [∆b |X]]∥∥∥2H
⇒
∥∥∥Σ1/2i E [∆b]∥∥∥2H (a)≤ ∥∥∥Σ1/2i,λpiE [∆b]∥∥∥2H = ∥∥∥E [Σ−1/2i,λpi (Σˆi − Σi)Σ−1/2i,λpi Σ1/2i,λpiE [∆b |X]]∥∥∥2H
(b)
≤
(
E
[∥∥∥Σ−1/2i,λpi (Σˆi − Σi)Σ−1/2i,λpi Σ1/2i,λpiE [∆b |X]∥∥∥H])2
(c)
≤
(
E
[∥∥∥Σ−1/2i,λpi (Σˆi − Σi)Σ−1/2i,λpi ∥∥∥H ∥∥∥Σ1/2i,λpiE [∆b |X]∥∥∥H])2
(d)
≤ E
[∥∥∥Σ−1/2i,λpi (Σˆi − Σi)Σ−1/2i,λpi ∥∥∥2H
]
E
[∥∥∥Σ1/2i,λpiE [∆b |X]∥∥∥2H
]
(90)
where we have (a) using the fact that 〈u,Σiu〉H < 〈u, (Σi + λpiI)u〉H ∀u ∈ H, (b) by Jensen’s
inequality, (c) by the definition of the operator norm, (d) by the Cauchy-Schwarz inequality.
Thus,
‖E [∆b]‖2Σi ≤ E
[∥∥∥Σ−1/2i,λpi (Σˆi − Σi)Σ−1/2i,λpi ∥∥∥2H
]
E
[∥∥∥Σ1/2i,λpiE [∆b |X]∥∥∥2H
]
(91)
Now, Lemma 5 provides a bound for E
[∥∥∥Σ−1/2i,λpi (Σˆi − Σi)Σ−1/2i,λpi ∥∥∥2H
]
. For the remainder of the
proof, we provide the bound for E
[∥∥∥Σ1/2i,λpiE [∆b |X]∥∥∥2H
]
. Combining these bounds will yield the
main statement of the lemma.
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From first order conditions again (Eq. (87)), we have
(Σˆi + λpiI)E [∆b |X] = Ê [f∗(x)φx1 (x ∈ Ci)]− (Σˆi + λpi)fi,λ (92)
Multiplying by Σ
−1/2
i,λpi
on both sides and rewriting differently, we get(
Σ
−1/2
i,λpi
(Σˆi − Σi)Σ−1/2i,λpi + I
)
Σ
1/2
i,λpi
E [∆b |X] = Σ−1/2i,λpi
(
Ê [f∗(x)φx1 (x ∈ Ci)]− (Σˆi + λpi)fi,λ
)
=
(
Ê
[
(f∗(x)− fi,λ(x))Σ−1/2i,λpi φx1 (x ∈ Ci)
]
− λpiΣ−1/2i,λpi fi,λ
)
⇒
∥∥∥(Σ−1/2i,λpi (Σˆi − Σi)Σ−1/2i,λpi + I)Σ1/2i,λpiE [∆b |X]∥∥∥2H = ∥∥∥Ê [(f∗(x)− fi,λ(x))Σ−1/2i,λpi φx1 (x ∈ Ci)]− λpiΣ−1/2i,λpi fi,λ∥∥∥2H
=
∥∥∥∥∥∥ 1n
n∑
j=1
wj
∥∥∥∥∥∥
2
H
(93)
where we define wj := (f
∗(xj)− fi,λ(xj))Σ−1/2i,λpi φxj1 (xj ∈ Ci)−λpiΣ
−1/2
i,λpi
fi,λ. Note that E [wj ] = 0.
Let us define the event Ecov =
{∥∥∥Σ−1/2i,λpi (Σˆi − Σi)Σ−1/2i,λpi ∥∥∥ ≤ 1/2}. Note that from Corollary 1, we
have P (Eccov) ≤ 2k [CovErri(d, λpi, n)]k. Now, under the event Ecov,
E
[∥∥∥Σ1/2i,λpiE [∆b |X]∥∥∥2H
]
≤ 4E
∥∥∥∥∥∥ 1n
n∑
j=1
wj
∥∥∥∥∥∥
2
H

=
4
n2
n∑
j=1
E
[
‖wj‖2H
]
(94)
To control E
[∥∥∥Σ1/2i,λpiE [∆b |X]∥∥∥2H
]
overall, we have
E
[∥∥∥Σ1/2i,λpiE [∆b |X]∥∥∥2H
]
= E
[∥∥∥Σ1/2i,λpiE [∆b |X]∥∥∥2H 1 (Ecov)
]
+ E
[∥∥∥Σ1/2i,λpiE [∆b |X]∥∥∥2H 1 (Eccov)
]
≤ 4
n2
n∑
j=1
E
[
‖wj‖2H
]
+ (λi1 + λpi)E
[
E
[
‖∆b‖2H |X
]
1 (Eccov)
]
(95)
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Bound on E
[
‖wj‖2H
]
. We have
E
[
‖wj‖2H
] (a)
≤ 2E
[
(f∗(xj)− fi,λ(xj))2
∥∥∥Σ−1/2i,λpi φxj∥∥∥2H 1 (xj ∈ Ci))
]
+ 2(λpi)
2
∥∥∥Σ−1/2i,λpi fi,λ∥∥∥2H
(b)
≤ 4E
[
(f∗(xj)− fi,λ(xj))2
∥∥∥Σ−1/2i,λpi φxj∥∥∥2H 1 (xj ∈ Ci))
]
+ 4E
[
(fi,λ(xj)− fi,λ(xj))2
∥∥∥Σ−1/2i,λpi φxj∥∥∥2H 1 (xj ∈ Ci))
]
+ 2(λpi)
2
∥∥∥Σ−1/2i,λpi fi,λ∥∥∥2H
(c)
≤ 4
√
E
[
(f∗(xj)− fi,λ(xj))41 (xj ∈ Ci)
]√
E
[∥∥∥Σ−1/2i,λpi φxj∥∥∥4H 1 (xj ∈ Ci))
]
+ 4
∥∥∥fi,λ − fi,λ∥∥∥2
Σi,λpi
E
[∥∥∥Σ−1/2i,λpi φxj∥∥∥4H 1 (xj ∈ Ci))
]
+ 2(λpi)
2
∥∥∥Σ−1/2i,λpi fi,λ∥∥∥2H
(d)
≤ 4a1√piAi(λ)2Si(λpi) + 4a21Si(λpi)2
∥∥∥fi,λ − fi,λ∥∥∥2
Σi,λpi
+ 2(λpi)
2
∥∥∥Σ−1/2i,λpi fi,λ∥∥∥2H
(e)
≤ 4a1√piAi(λ)2Si(λpi) + 4a21pi
(λ− λ)2
λ
Si(λpi)
2
∥∥∥fi,λ∥∥∥2H + 2λpi ∥∥∥fi,λ∥∥∥2H
=
[
4a1
√
piAi(λ)
2
]
Si(λpi) +
[
4a21pi
(λ− λ)2
λ
Si(λpi)
2 + 2λpi
] ∥∥∥fi,λ∥∥∥2H (96)
where we have (a) using ‖x+ y‖2H ≤ 2 ‖x‖2H + 2 ‖y‖2H, (b) since (f∗(xj) − fi,λ(xj))2 ≤ 2(f∗(xj) −
fi,λ(xj))
2+2(fi,λ(xj)−fi,λ(xj))2, (c) using Cauchy-Schwarz inequality in two different ways, namely,
E [XY ] ≤√E [X2]√E [Y 2] and (fi,λ(xj)−fi,λ(xj))2 = (〈fi,λ − fi,λ, φxj〉H)2 ≤ ∥∥∥fi,λ − fi,λ∥∥∥2Σi,λpi
∥∥∥Σ−1/2i,λpi φxj∥∥∥2H,
(d) using Assumption 2, and via Jensen’s inequality and Assumption 1
E
[∥∥∥Σ−1/2i,λpi φxj∥∥∥4H 1 (xj ∈ Ci))
]
= E
∑
j
λij
λij + λpi
vij(x)
2
λij
1 (xj ∈ Ci)
2
≤ Si(λpi)2
∑
j
λij/(λ
i
j + λpi)∑
k λ
i
k/(λ
i
k + λpi)
E
[
vij(x)
4
λij
2 1 (xj ∈ Ci)
]
= a21Si(λpi)
2, (97)
(e) using the relation fi,λ = Σ
−1
i,λpi
Σi,λpifi,λ.
Bound on E
[
‖∆b‖2H | {x1, . . . xn}
]
. We have
E
[
‖∆b‖2H | {x1, . . . xn}
] (a)
≤ 2 ‖fi,λ‖2H + 2E
[∥∥∥fˆi,λ∥∥∥2H | {x1 . . . xn}
]
(b)
≤ 4
∥∥∥fi,λ∥∥∥2H + 2λ 1ni
n∑
j=1
(f∗(xj)− fi,λ(xj))21 (xj ∈ Ci) +
2σ2
λ
(98)
where we have (a) using ‖x+ y‖2H ≤ 2 ‖x‖2H + 2 ‖y‖2H, (b) using optimality of fˆi,λ for the loss
function in Eq. (11).
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Overall Bound. Combining the above bounds with the terms in Eq. (95), we have
4
n2
n∑
j=1
E
[
‖wj‖2H
]
≤ 4Si(λpi)
n
[
4a1
√
piAi(λ)
2
]
+
4
∥∥∥fi,λ∥∥∥2H
n
[
4a21pi
(λ− λ)2
λ
Si(λpi)
2 + 2λpi
]
(99)
and
E
[
E
[
‖∆b‖2H |x1, . . . xn
]
1 (Eccov)
]
≤
(
4
∥∥∥fi,λ∥∥∥2H + 2σ2λ
)
P(Eccov)
+
2
λ
E
 1
ni
n∑
j=1
(f∗(xj)− fi,λ(xj))21 (xj ∈ Ci)1 (Eccov)
 (100)
Now,
E
[
1
ni
(f∗(xj)− fi,λ(xj))21 (xj ∈ Ci)1 (Eccov)
]
(a)
≤
√
E
[
1
n2i
(f∗(xj)− fi,λ(xj))41 (xj ∈ Ci)
]√
P(Eccov)
(b)
=
√
P(Eccov)
√
pi
√
E
[
(f∗(xj)− fi,λ(xj))4 |xj ∈ Ci
]
E
[
1
(1 + Y )2
]
(c)
≤
√
P(Eccov)
√
piAi(λ)
2
√(
exp(−(n− 1)pi/8) + 4
((n− 1)pi)2
)
(d)
≤ 4
n
√
pi
√
P(Eccov)Ai(λ)2 (101)
where we have (a) using Cauchy-Schwarz, (b) using ni =
∑n
j=1 1 (xj ∈ Ci), independence of
x1, . . . , xn, and letting Y ∼ Bin(n−1, pi), (c) using Assumption 2 and E
[
1
(1+Y )2
]
≤ exp(−np/8) +
4
(np)2
for Y ∼ Bin(n, p) with p ≤ 1/2, (d) using pi ≥ 16 log(npi/2)n−1 .
Consequently, we have
E
[
E
[
‖∆b‖2H |x1, . . . xn
]
1 (Eccov)
]
≤
(
4
∥∥∥fi,λ∥∥∥2H + 2σ2λ
)
P(Eccov) + 8
√
P(Eccov)
Ai(λ)
2
λ
√
pi
(102)
Finally, plugging Eqs. (99) and (102) into Eq. (95) followed by Eq. (91), we have the bias bound
‖E [∆b]‖2Σi ≤
(CovErri(d, λpi, n))
2
(
T1 + T2 + 2
k+1 [CovErri(d, λpi, n)]
k T3 + 2
k/2+3 [CovErri(d, λpi, n)]
k/2 T4
)
(103)
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where we let
T1 =
16a1
√
piSi(λpi)Ai(λ)
2
n
T2 =
16a21(λ− λ)2
λ
piSi(λpi)
2
∥∥∥fi,λ∥∥∥2H
n
+
8λpi
∥∥∥fi,λ∥∥∥2H
n

T3 =
(
2
∥∥∥fi,λ∥∥∥2H + σ2λ
)
(λi1 + λpi)
T4 =
(λi1 + λpi)Ai(λ)
2
λ
√
pi
(104)
8.9 Variance Bound
In this section we provide a proof of Lemma 4. First, we restate the lemma below.
Lemma. Consider any d ∈ N, d ≥ 1, and k ≥ 2. Suppose Assumption 1 holds for this k (with
constant a1), and Assumption 2 holds. Also, suppose ∀i ∈ [m], pi satisfies: pi = Ω (log n/n). Then
we have
E [Vari(λ,D)] ≤
4(σ2 + a1
√
piAi(λ)
2)Si(λpi)
n
+ 4
(λ− λ)2pi
λ
∥∥∥fi,λ∥∥∥2H
+ 2k+2 [CovErri(d, λpi, n)]
kW1 + 2
k
2
+4 [CovErri(d, λpi, n)]
k/2W2 (105)
where we let
W1 = λ
i
1
(∥∥∥fi,λ∥∥∥2H + σ22λ
)
W2 = λ
i
1
Ai(λ)
2
λ
√
pi
(106)
8.9.1 Proof of Lemma 4
Proof. We want to bound the quantity E [Vari(λ,D)], where
Vari(λ,D) = E
[
(f¯i,λ(x)− fˆi,λ(x))21 (x ∈ Ci)
]
(107)
=
∥∥∥f¯i,λ − fˆi,λ∥∥∥2
Σi
(108)
Since f¯i,λ = E
[
fˆi,λ
]
minimizes E
[∥∥∥fˆi,λ − f∥∥∥2
Σi
]
for f ∈ H, we can get:
E [V ari(λ,D)] = E
[∥∥∥f¯i,λ − fˆi,λ∥∥∥2
Σi
]
≤ E
[∥∥∥fi,λ − fˆi,λ∥∥∥2
Σi
]
(109)
where fi,λ is the solution of (15). Let ∆v = fˆi,λ − fi,λ.
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Now, from first order optimality conditions for Eq (3), we have
(Σˆi + λpiI)fˆi,λ = Ê [yφx1 (x ∈ Ci)] (110)
= Ê [f∗(x)φx1 (x ∈ Ci)] + Ê [ηφx1 (x ∈ Ci)] (111)
Subtracting (Σˆ + λpiI)fi,λ from the above, we get,
(Σˆi + λpiI)∆v = Ê
[
(f∗(x)− fi,λ(x))φx1 (x ∈ Ci)− λpifi,λ
]
+ Ê [ηφx1 (x ∈ Ci)] (112)
= Ê
[
(f∗(x)− fi,λ(x))φx1 (x ∈ Ci)− λpifi,λ
]
+ Ê [ηφx1 (x ∈ Ci)] + (λ− λ)pifi,λ
(113)
Thus,(
Σ
−1/2
i,λpi
(Σˆi − Σi)Σ−1/2i,λpi + I
)
Σ
1/2
i,λpi
∆v = Ê
[
(f∗(x)− fi,λ(x))Σ−1/2i,λpi φx1 (x ∈ Ci)− λpiΣ
−1/2
i,λpi
fi,λ
]
+ Ê
[
ηΣ
−1/2
i,λpi
φx1 (x ∈ Ci)
]
+ (λ− λ)piΣ−1/2i,λpi fi,λ (114)
Let us define the event Ecov =
{∥∥∥Σ−1/2i,λpi (Σˆi − Σi)Σ−1/2i,λpi ∥∥∥ ≤ 1/2}. Note that from Corollary 1, we
have P (Eccov) ≤ 2k [CovErri(d, λpi, n)]k. Now, under the event Ecov,
E
[∥∥∥Σ1/2i,λpi∆v∥∥∥2H
]
≤ 4E
[∥∥∥Ê [(f∗(x)− fi,λ(x))Σ−1/2i,λpi φx1 (x ∈ Ci)− λpiΣ−1/2i,λpi fi,λ]∥∥∥2H
]
+ 4E
[∥∥∥Ê [ηΣ−1/2i,λpi φx1 (x ∈ Ci)]∥∥∥2H
]
+ 4(λ− λ)2p2i
∥∥∥Σ−1/2i,λpi fi,λ∥∥∥2H
(115)
Now, we can control each of the component terms in the above inequality as follows:
4E
[∥∥∥Ê [(f∗(x)− fi,λ(x))Σ−1/2i,λpi φx1 (x ∈ Ci)− λpiΣ−1/2i,λpi fi,λ]∥∥∥2H
]
(a)
=
4
n
E
[
(f∗(x)− fi,λ(x))2
∥∥∥Σ−1/2i,λpi φx∥∥∥2H 1 (x ∈ Ci)
]
− 4
n
λ
2
p2i
∥∥∥Σ−1/2i,λpi fi,λ∥∥∥2H
(b)
≤ 4
n
√
E
[
(f∗(x)− fi,λ(x))41 (x ∈ Ci)
]√
E
[∥∥∥Σ−1/2i,λpi φx∥∥∥4H 1 (x ∈ Ci)
]
(c)
≤ 4
n
a1
√
piAi(λ)
2Si(λpi) (116)
where we have (a) using independence of {x1, . . . , xn} and E
[
(f∗(x)− fi,λ(x))φx1 (x ∈ Ci)− λpifi,λ
]
=
0 (via first order optimality conditions for fi,λ) , (b)using Cauchy-Schwarz and ignoring the negative
quantity, (c) using Assumption 2 and E
[∥∥∥Σ−1/2i,λpi φx∥∥∥4H 1 (x ∈ Ci)
]
≤ a21Si(λpi)2 (via Assumption 1),
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And,
4E
[∥∥∥Ê [ηΣ−1/2i,λpi φx1 (x ∈ Ci)]∥∥∥2H
]
= 4E
 1
n2
n∑
j=1
n∑
k=1
ηjηk
〈
Σ
−1/2
i,λpi
φxj1 (xj ∈ Ci) ,Σ−1/2i,λpi φxk1 (xk ∈ Ci)
〉
H

(a)
= 4E
 1
n2
n∑
j=1
η2j
〈
Σ
−1/2
i,λpi
φxj ,Σ
−1/2
i,λpi
φxj
〉
H
1 (xj ∈ Ci)

(b)
≤ 4σ
2Si(λpi)
n
(117)
where we have (a) since E [ηjηk] = 0 for j 6= k, (b) using E
[
η2j
]
≤ σ2, E
[∥∥∥Σ−1/2i,λpi φxj∥∥∥2H
]
= Si(λpi)
and the independence of ηj and xj ,
And,
4(λ− λ)2p2i
∥∥∥Σ−1/2i,λpi fi,λ∥∥∥2H ≤ 4(λ− λ)2p2i
∥∥∥fi,λ∥∥∥2H
λi1 + λpi
≤ 4(λ− λ)
2pi
λ
∥∥∥fi,λ∥∥∥2H (118)
Thus, overall, we have
E
[∥∥∥Σ1/2i ∆v∥∥∥2H
]
= E
[∥∥∥Σ1/2i ∆v∥∥∥2H 1 (Ecov)
]
+ E
[∥∥∥Σ1/2i ∆v∥∥∥2H 1 (Eccov)
]
≤ E
[∥∥∥Σ1/2i,λpi∆v∥∥∥2H 1 (Ecov)
]
+ E
[∥∥∥Σ1/2i ∆v∥∥∥2H 1 (Eccov)
]
≤ 4(σ
2 + a1
√
piAi(λ)
2)Si(λpi)
n
+ 4
(λ− λ)2pi
λ
∥∥∥fi,λ∥∥∥2H + E
[∥∥∥Σ1/2i ∆v∥∥∥2H 1 (Eccov)
]
≤ 4(σ
2 + a1
√
piAi(λ)
2)Si(λpi)
n
+ 4
(λ− λ)2pi
λ
∥∥∥fi,λ∥∥∥2H + λi1E [E [‖∆v‖2H |x1 . . . xn]1 (Eccov)]
(119)
where in the last step, we use the fact that Ecov only depends on {x1, . . . xn}.
Now, we have the following bound on E
[
‖∆v‖2H |x1 . . . xn
]
.
E
[
‖∆v‖2H |x1 . . . xn
]
= E
[∥∥∥fˆi,λ − fi,λ∥∥∥2H |x1 . . . xn
]
≤ 2E
[∥∥∥fˆi,λ∥∥∥2H |x1 . . . xn
]
+ 2
∥∥∥fi,λ∥∥∥2H
(a)
≤ 4
∥∥∥fi,λ∥∥∥2H + 2σ2λ + 2λ 1ni
n∑
j=1
(f∗(xj)− fi,λ(xj))21 (xj ∈ Ci) (120)
where we have (a) using the optimality of fˆi,λ in Eq. (11)
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Plugging the above back into Eq. (119), we get
E [Vari(λ,D)] ≤
4(σ2 + a1
√
piAi(λ)
2)Si(λpi)
n
+ 4
(λ− λ)2pi
λ
∥∥∥fi,λ∥∥∥2H + 4λi1P(Eccov)
(∥∥∥fi,λ∥∥∥2H + σ22λ
)
+ 4
λi1
λ
E
 1
ni
n∑
j=1
(f∗(xj)− fi,λ(xj))21 (xj ∈ Ci)1 (Eccov)

(a)
≤ 4(σ
2 + a1
√
piAi(λ)
2)Si(λpi)
n
+ 4
(λ− λ)2pi
λ
∥∥∥fi,λ∥∥∥2H + 4λi1P(Eccov)
(∥∥∥fi,λ∥∥∥2H + σ22λ
)
+ 16
λi1
λ
√
pi
√
P(Eccov)Ai(λ)2
≤ 4(σ
2 + a1
√
piAi(λ)
2)Si(λpi)
n
+ 4
(λ− λ)2pi
λ
∥∥∥fi,λ∥∥∥2H
+ 2k+2λi1 [CovErri(d, λpi, n)]
k
(∥∥∥fi,λ∥∥∥2H + σ22λ
)
+ 2
k
2
+4λi1 [CovErri(d, λpi, n)]
k/2 Ai(λ)
2
λ
√
pi
(121)
where we have (a) using the same sequence of inequalities employed in Eq. (101).
8.10 Proof of Lemma 5
Proof. Using the triangle inequality, we obtain the decomposition
E
[∥∥∥Σ−1/2i,λ (Σˆi − Σi)Σ−1/2i,λ ∥∥∥k]1/k ≤ E [∥∥∥Σ−1/2i,λ (Σˆi − Σˆdi )Σ−1/2i,λ ∥∥∥k]1/k︸ ︷︷ ︸
T1
(122)
+ E
[∥∥∥Σ−1/2i,λ (Σˆdi − Σdi )Σ−1/2i,λ ∥∥∥k]1/k︸ ︷︷ ︸
T2
+
∥∥∥Σ−1/2i,λ (Σdi − Σi)Σ−1/2i,λ ∥∥∥︸ ︷︷ ︸
T3
Bound on T1. Consider the term
∥∥∥Σ−1/2i,λ (Σˆi − Σˆdi )Σ−1/2i,λ ∥∥∥. Using the definition of Σˆi and Σˆdi from
Eqs. (51) and (56), and then applying the triangle inequality, we have∥∥∥Σ−1/2i,λ (Σˆi − Σˆdi )Σ−1/2i,λ ∥∥∥ ≤ 1n
n∑
j=1
∥∥∥Σ−1/2i,λ ((φxj ⊗ φxj )− (Pdφxj ⊗ Pdφxj ))Σ−1/2i,λ ∥∥∥ 1 (xj ∈ Ci) (123)
Now, recall that for any x ∈ X , we let Σ−1/2i,λ φx = φ′x and P⊥d =
∑
j>d(v
i
j ⊗ vij). Also, φ′x =
Pdφ
′
x + P
⊥
d φ
′
x. Then,∥∥∥Σ−1/2i,λ ((φx ⊗ φx)− (Pdφx ⊗ Pdφx))Σ−1/2i,λ ∥∥∥ = ∥∥(φ′x ⊗ φ′x)− (Pdφ′x ⊗ Pdφ′x)∥∥
=
∥∥∥(P⊥d φ′x ⊗ P⊥d φ′x) + (P⊥d φ′x ⊗ Pdφ′x) + (Pdφ′x ⊗ P⊥d φ′x)∥∥∥
=
1
2
∥∥∥P⊥d φ′x ⊗ (P⊥d φ′x + 2Pdφ′x) + (P⊥d φ′x + 2Pdφ′x)⊗ P⊥d φ′x∥∥∥
(a)
=
1
2
(∥∥∥P⊥d φ′x∥∥∥2H + ∥∥∥P⊥d φ′x∥∥∥H ∥∥∥P⊥d φ′x + 2Pdφ′x∥∥∥H
)
(b)
≤
∥∥∥P⊥d φ′x∥∥∥2H + ∥∥∥P⊥d φ′x∥∥∥H ∥∥Pdφ′x∥∥H (124)
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where we have (a) using ‖u⊗ v + v ⊗ u‖ = (〈v, u〉H + ‖u‖H ‖v‖H), and (b) using the triangle in-
equality.
Plugging this back into Eq. (123), we get∥∥∥Σ−1/2i,λ (Σˆi − Σˆdi )Σ−1/2i,λ ∥∥∥ ≤ 1n
n∑
j=1
(∥∥∥P⊥d φ′xj∥∥∥2H + ∥∥∥P⊥d φ′xj∥∥∥H ∥∥∥Pdφ′xj∥∥∥H
)
1 (xj ∈ Ci) (125)
Taking expectation of the kth power on both sides, and using the triangle inequality again, we get
E
[∥∥∥Σ−1/2i,λ (Σˆi − Σˆdi )Σ−1/2i,λ ∥∥∥k]1/k ≤ 1n
n∑
j=1
E
[∥∥∥P⊥d φ′xj∥∥∥2kH 1 (xj ∈ Ci)
]1/k
+
1
n
n∑
j=1
E
[∥∥∥P⊥d φ′xj∥∥∥kH ∥∥∥Pdφ′xj∥∥∥kH 1 (xj ∈ Ci)
]1/k
(a)
≤ 1
n
n∑
j=1
E
[∥∥∥P⊥d φ′xj∥∥∥2kH 1 (xj ∈ Ci)
]1/k
+
1
n
n∑
j=1
E
[∥∥∥P⊥d φ′xj∥∥∥2kH 1 (xj ∈ Ci)
]1/2k
E
[∥∥∥Pdφ′xj∥∥∥2kH 1 (xj ∈ Ci)
]1/2k
(126)
where we have (a) using the Cauchy-Schwarz inequality.
Now, as a consequence of the reproducing property of kernels, we note that φx, for any x ∈ X , has
the representation:
φx =
∑
j
vij(x)v
i
j (127)
Thus,
φ′x = Σ
−1/2
i,λ φx =
∑
j
vij(x)√
λij + λ
vij
⇒ P⊥d φ′x =
∑
j>d
vij(x)√
λij + λ
vij
⇒
∥∥∥P⊥d φ′x∥∥∥2H = ∑
j>d
(vij(x))
2
λij + λ
⇒
∥∥∥P⊥d φ′x∥∥∥2kH =
∑
j>d
(vij(x))
2
λij + λ
k
=
(∑
j>d
λij/(λ
i
j + λ))
∑
j>d
λij/(λ
i
j + λ)
(
∑
j>d λ
i
j/(λ
i
j + λ))
(vij(x))
2/λij
k
(a)
≤
∑
j>d
λij
λij + λ
k∑
j>d
λij/(λ
i
j + λ)
(
∑
j>d λ
i
j/(λ
i
j + λ))
(
(vij(x))
2
λij
)k (128)
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where we have (a) using Jensen’s inequality.
Therefore, using Assumption 1, we get
E
[∥∥∥P⊥d φ′x∥∥∥2kH 1 (x ∈ Ci)
]1/k
≤ a1
∑
j>d
λij
λij + λ
 (129)
Similarly, we can obtain
E
[∥∥Pdφ′x∥∥2kH 1 (x ∈ Ci)]1/k ≤ a1
 d∑
j=1
λij
λij + λ
 (130)
Combining these bounds gives
E
[∥∥∥Σ−1/2i,λ (Σˆi − Σˆdi )Σ−1/2i,λ ∥∥∥k]1/k ≤ a1
∑
j>d
λij
λij + λ
+
√√√√∑
j>d
λij
λij + λ
√√√√ d∑
j=1
λij
λij + λ
 (131)
= a1
(
Li(d, λ) +
√
Li(d, λ)Ui(d, λ)
)
where Li(d, λ) =
∑
j>d
λij
λij+λ
and Ui(d, λ) =
∑d
j=1
λij
λij+λ
.
Bound on T2. We want to bound the quantity E
[∥∥∥Σ−1/2i,λ (Σˆdi − Σdi )Σ−1/2i,λ ∥∥∥k]1/k. Using the defi-
nition of Σˆdi from Eq. (56), we have
Σ
−1/2
i,λ (Σˆ
d
i − Σdi )Σ−1/2i,λ =
1
n
n∑
j=1
(
Σ
−1/2
i,λ (Pdφxj ⊗ Pdφxj1 (xj ∈ Ci))Σ−1/2i,λ − Σ−1/2i,λ ΣdiΣ−1/2i,λ
)
=
1
n
n∑
j=1
(
(Pdφ
′
xj ⊗ Pdφ′xj )1 (xj ∈ Ci)− Σ
−1/2
i,λ Σ
d
iΣ
−1/2
i,λ
)
(132)
where φ′x = Σ
−1/2
i,λ φx, for any x ∈ X . Now, as seen in Eq. 128, we have the representation:
Pdφ
′
xj =
d∑
m=1
vim(xj)√
λim + λ
vim (133)
⇒ Pdφ′xj ⊗ Pdφ′xj =
d∑
m=1
d∑
n=1
vim(xj)v
i
n(xj)√
λim + λ
√
λin + λ
(vim ⊗ vin) (134)
Also, using the definition of Σdi from Eq. 57, we have the relation:
Σ
−1/2
i,λ Σ
d
iΣ
−1/2
i,λ =
d∑
m=1
λim
λim + λ
(vim ⊗ vim) (135)
Now, let Aj ∈ Rd×d be a matrix such that
For m 6= n, Aj(m,n) = vim(xj)vin(xj)1 (xj ∈ Ci) /
√
(λim + λ)(λ
i
n + λ) (136)
Aj(m,m) =
(
vim(xj)
2
1 (xj ∈ Ci)− λim
)
/(λim + λ) (137)
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Also, let B =
∑n
j=1Aj/n. Then,
Σ
−1/2
i,λ (Σˆ
d
i − Σdi )Σ−1/2i,λ =
1
n
n∑
j=1
(
d∑
m=1
d∑
n=1
Aj(m,n)(v
i
m ⊗ vin)
)
(138)
=
d∑
m=1
d∑
n=1
B(m,n)(vim ⊗ vin) (139)
So, we get
∥∥∥Σ−1/2i,λ (Σˆdi − Σdi )Σ−1/2i,λ ∥∥∥ =
∥∥∥∥∥
d∑
m=1
d∑
n=1
B(m,n)(vim ⊗ vin)
∥∥∥∥∥ = ‖B‖2 =
∥∥∥∥∥∥ 1n
n∑
j=1
Aj
∥∥∥∥∥∥
2
(140)
where ‖·‖2 corresponds to the usual spectral norm for finite dimensional matrices.
Thus to bound E
[∥∥∥Σ−1/2i,λ (Σˆdi − Σdi )Σ−1/2i,λ ∥∥∥k]1/k, we need to bound E [∥∥∥ 1n∑nj=1Aj∥∥∥k2
]1/k
. To do
this, we can use the following result from [5] (similar to its use in [30]) which provides a bound on
the moment of the spectral norm of a sum of finite dimensional random matrices.
Lemma 6. Theorem A.1 [5] Let q ≥ 2, and fix r ≥ max{q, log d}. Consider a finite sequence {Yi}
of independent, symmetric, random, self-adjoint matrices with dimension d× d. Then,
E
[∥∥∥∥∥∑
i
Yi
∥∥∥∥∥
q
2
]1/q
≤ √er
∥∥∥∥∥∑
i
E
[
Y 2i
]∥∥∥∥∥
1/2
2
+ 2erE
[
max
i
‖Yi‖q2
]1/q
(141)
We apply Lemma 6 in our case with the sequence of matrices
{
Aj
n
}
to get
E

∥∥∥∥∥∥ 1n
n∑
j=1
Aj
∥∥∥∥∥∥
k
2

1/k
≤
√
e log d
n
∥∥∥∥∥∥
n∑
j=1
E
[
A2j
]∥∥∥∥∥∥
1/2
2
+
2e log d
n
E
[
max
j
‖Aj‖k2
]1/k
(142)
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Now, we can bound
∥∥∥∑nj=1 E [A2j]∥∥∥
2
as:∥∥∥∥∥∥
n∑
j=1
E
[
A2j
]∥∥∥∥∥∥
2
(a)
≤
n∑
j=1
∥∥E [A2j]∥∥2 (b)≤ n∑
j=1
E
[
‖Aj‖22
]
(c)
≤
n∑
j=1
E
[
Tr (Aj)
2
]
=
n∑
j=1
E
( d∑
m=1
vim(xj)
2
1 (xj ∈ Ci)
λim + λ
)2+ n∑
j=1
(
d∑
m=1
λim
λim + λ
)2
−
n∑
j=1
2
(
d∑
m=1
λim
λim + λ
)
E
[(
d∑
m=1
vim(xj)
2
1 (xj ∈ Ci)
λim + λ
)]
(d)
=
n∑
j=1
E
( d∑
m=1
vim(xj)
2
1 (xj ∈ Ci)
λim + λ
)2− n∑
j=1
(
d∑
m=1
λim
λim + λ
)2
≤
n∑
j=1
E
( d∑
m=1
vim(xj)
2
1 (xj ∈ Ci)
λim + λ
)2
=
n∑
j=1
(
d∑
m=1
λim/(λ
i
m + λ)
)2
E
( d∑
m=1
λim/(λ
i
m + λ)∑d
m=1 λ
i
m/(λ
i
m + λ)
vim(xj)
2
1 (xj ∈ Ci)
λim
)2
(e)
≤
n∑
j=1
Ui(d, λ)
2 E
[
d∑
m=1
λim/(λ
i
m + λ)∑d
m=1 λ
i
m/(λ
i
m + λ)
(
vim(xj)
2
1 (xj ∈ Ci)
λim
)2]
(f)
≤
n∑
j=1
Ui(d, λ)
2a21
= nUi(d, λ)
2a21 (143)
where we have (a) using the triangle inequality, (b) using Jensen’s inequality, (c) since the spectral
norm is upper bounded by the trace, (d) using the fact that E
[
vim(xj)
2
1 (xj ∈ Ci)
]
= λim for any
m, (e) using Jensen’s inequality again, and (f) using Assumption 1.
We can also bound E
[
maxj ‖Aj‖k2
]
as:
E
[
max
j
‖Aj‖k2
]
≤
n∑
j=1
E
[
‖Aj‖k2
]
(a)
≤
n∑
j=1
E
( d∑
m=1
vim(xj)
2
1 (xj ∈ Ci)
λim + λ
+
λi1
λi1 + λ
)k
(b)
≤
n∑
j=1
E
2k( d∑
m=1
vim(xj)
2
1 (xj ∈ Ci)
λim + λ
)k
+ 2k
(
λi1
λi1 + λ
)k
(c)
≤ n 2k
(
Ui(d, λ)
kak1 +
(
λi1
λi1 + λ
)k)
(144)
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where we have (a) using the triangle inequality for the spectral norm and the fact that Aj = vv
T−D
with v =
{
vim(xj)1 (xj ∈ Ci) /
√
λim + λ
}d
m=1
and D = diag
({λim/(λim + λ)}dm=1), (b) using the
inequality (a+ b)k ≤ 2k(ak + bk), and (c) using Jensen’s inequality and Assumption 1.
Thus,
E
[
max
j
‖Aj‖k2
]1/k
≤ 2n1/k
(
Ui(d, λ)a1 +
(
λi1
λi1 + λ
))
(145)
Plugging these bounds into Eq. (140), we finally have
E
[∥∥∥Σ−1/2i,λ (Σˆdi − Σdi )Σ−1/2i,λ ∥∥∥k]1/k = E

∥∥∥∥∥∥ 1n
n∑
j=1
Aj
∥∥∥∥∥∥
k
2

1/k
≤ a1
√
e log d
n
Ui(d, λ) +
4e log d
n1−1/k
(
a1Ui(d, λ) +
λi1
λi1 + λ
)
(146)
Bound on T3. We wish to bound
∥∥∥Σ−1/2i,λ (Σdi − Σi)Σ−1/2i,λ ∥∥∥. Using the definition of Σdi from Eq.
(57), we can get
Σ
−1/2
i,λ (Σ
d
i − Σi)Σ−1/2i,λ = −
∑
j>d
λij
λij + λ
(vij ⊗ vij) (147)
Thus, ∥∥∥Σ−1/2i,λ (Σdi − Σi)Σ−1/2i,λ ∥∥∥ = λid+1λid+1 + λ (148)
Overall Bound. Combining the bounds on the terms T1, T2 and T3, we get the final bound in the
lemma.
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