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Zusammenfassung
Dosisberechnungsalgorithmen fu¨r die Strahlentherapie
mit MRT-integrierten Bestrahlungsgera¨ten
Bildgefu¨hrte adaptive Strahlentherapie (IGART) hat zum Ziel, durch genauere Kenntis der anatomischen
und physiologischen Situation wa¨hrend der Behandlung den Therapieerfolg zu verbessern. Mit der Magne-
tresonanzbildgebung (MRT) wird ein Verfahren integriert, mit Hilfe dessen das zu bestrahlende Zielvolumen
besser vom umliegenden, gesunden Gewebe abgegrenzt werden kann und sich Vera¨nderungen zwischen oder
auch wa¨hrend Therapiefraktionen beru¨cksichtigen lassen. Dadurch wird eine Voraussetzung geschaffen,
um auch die gewebescha¨digende Strahlendosis besser auf das Zielvolumen beschra¨nken zu ko¨nnen, um
sowohl Heilungschancen zu erho¨hen als auch Nebenwirkungen zu reduzieren. Dies erfordert eine pra¨zise
Berechnung der Strahlendosis im Magnetfeld, dem der Patient in diesen Bestrahlungsgera¨ten ausgesetzt ist.
Echtzeitanpassung des Bestrahlungsplans wird angestrebt, was eine schnelle Dosisberechung voraussetzt.
Hierfu¨r bieten sich kernbasierte Methoden an, die aber bisher nur fu¨r die Strahlentherapie ohne Magnetfeld
existieren. Im Rahmen dieser Arbeit werden zwei Ansa¨tze fu¨r kernbasierte Dosiberechnungsalgorithmen
vorgeschlagen und untersucht, von denen einer bis zur Anwendung in der Bestrahlungsplanoptimierung in
vier klinischen Fa¨llen gebracht wird.
Abstract
Dose Calculation Algorithms
for Radiation Therapy with an MRI-Integrated Radiation Device
Image-guided adaptive radiation therapy (IGART) aims at improving therapy outcome on the basis of
more precise knowledge of the anatomical and physiological situation during treatment. By integration
of magnetic resonance imaging (MRI), better differentiation is possible between the target volume to be
irradiated and healthy surrounding tissues. In addition, changes that occur either between or during
treatment fractions can be taken into account. On the basis of this information, a better conformation of
radiation dose to the target volume may be achieved, which may in turn improve prognosis and reduce
radiation side effects. This requires a precise calculation of radiation dose in a magnetic field that is present
in these integrated irradiation devices. Real-time adaptation of the treatment plan is aimed at for which
fast dose calculation is needed. Kernel-based methods are good candidates to achieve short calculation
times; however, they presently only exist for radiation therapy in the absence of magnetic fields. This work
suggests and investigates two approaches towards kernel-based dose calculation algorithms. One of them is
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In this work, methods of photon dose calculation in a magnetic field are sought that can serve as alterna-
tives to computationally expensive Monte Carlo (MC) simulations. Magnetic fields are present in radiation
therapy devices that integrate magnetic resonance (MR) imaging for online image guidance. Prototypes of
these integrated devices exist but none is clinically used yet. MR-integrated radiation therapy devices are
discussed in more detail in section 4.2.
MC engines currently present the most precise method for dose calculation in radiation therapy, and, in
a magnetic field, the only one. They are described in section 3.1. For radiation therapy without magnetic
fields, other, kernel-based methods are also employed in treatment planning which are described in section
3.2, and which are generally faster than MC techniques. The need for having a fast method at hand comes
from the fact that in inverse planning, which is the state-of-the-art planning technique and which is reported
on in section 1.3, dose calculation has to be performed multiple times, in order to solve an optimisation
problem aimed at finding the best compromise between delivery of a high dose to the target and sparing of
healthy tissues.
For conventional treatment planning which is based on one planning computed tomograph (CT) ac-
quired generally a few days before treatment starts, the main time constraint is given by how much time
a treatment planner can afford to spend on a single treatment plan, and this is again determined by the
number of patients to be treated, the number of treatment planners employed for this task, and the number
of computer work stations that the clinic is equipped with. Thus for conventional treatment planning,
time frames of minutes for the dose optimisation procedure can generally be acceptable; however, con-
sidering the online adaptation of plans, i.e. adaptation during the treatment procedure, to anatomical or
physiological changes that are monitored by online imaging, time requirements will be higher. Especially
with respect to organ motion that occurs while the patient is being treated, a real-time adaptation is desired.
MC simulations are also increasing in speed with increasing computational power and the usage of par-
allel processing [1]. However, MC simulations are based on modelling the interactions of single particles
in the medium and achieve their high precision only by a high number of statistical events. Therefore
investigation of kernel-based alternative methods which summarise multiple events already and have the
potential of being faster than a MC simulation is considered valuable.
Two approaches towards kernel-based methods are studied in this work and compared with MC simu-
lations in terms of quality of dose calculation. The analytical approach described in part II uses a parame-
terisation of the tracks of Compton electrons for the generation of photon point-interaction kernels, while
the dose warping approach described in part III maps a conventional dose distribution that is generated in
the absence of any magnetic field, to a dose distribution that would be generated inside a magnetic field.
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1.2 Image-Guided Adaptive Radiation Therapy
Research in medical physics for radiation therapy aims at developing more and more precise techniques to
increase radiation damage to the limited region of tumour cell presence and at the same time, sustain the
integrity and function of surrounding healthy tissues. The aim of image-guided adaptive radiation therapy
is to modify the treatment on the basis of images acquired during the treatment process, and it is hoped
that in this manner, cure rates and quality of life of the patients can be improved.
The information contained in the images may be of purely anatomical kind, and monitor changes that
occur from one treatment fraction to the other, where usually, around 30 fractions of treatment are applied
on an almost daily basis, with each fraction taking around 10-20 minutes. Beside errors in set up when
re-positioning the patient each day, the patient may lose or, more seldomly, gain weight over the treatment
period. What is more, some organs have a variable filling like the stomach, bladder and intestine, or change
their exact location like the prostate, seminal vesicles and intestinal loops. Also may the tumour mass
shrink or grow over the treatment course. These changes that occur from one treatment fraction to the
other are termed interfractional changes. The second group of anatomical changes is that of intrafractional
motion, which occurs during one single treatment fraction. This term encompasses changes due to breath-
ing, swallowing or heartbeat motion, but also the drifting of abdominal organs due to passage of intestinal
air which is observed in treatment of the prostate [2][3].
On the other hand, radiosensitivity of cells and tissues changes with the oxygenation level, the cell-cycle
position they are in, and is influences by signalling, repair processes are triggered by irradiation, and cellular
proliferation is again dependent on hormonal levels and the availability of resources in the vicinity of the
cells. Many of these processes are not fully understood yet; however, efforts exist to include more and more
of this functional information into treatment planning [4].
Traditionally, oﬄine techniques are used for imaging as the basis for diagnosis or for treatment planning:
Prior to treatment, images are acquired by means of CT (computed tomography) and, in order to obtain
functional information, they may be combined with other modalities like PET (positron emission tomog-
raphy), SPECT (single photon emission computed tomography), two-dimensional gamma camera images,
or MRI (magnetic resonance imaging). On these images, regions are segmented into belonging to or being
infiltrated by the tumour, and into healthy tissues that need to be spared from irradiation. In the past
years, relying on a single set of images which was acquired prior to treatment, is not considered appropriate
anymore in view of the changes described above. When imaging only prior to treatment, interfractional
and intrafractional changes have to be taken into consideration by the introduction of appropriate margins
[5][6] around the target volume, by which healthy tissues will be irradiated and may be harmed. Further,
already the possible time gap between image acquisition and treatment may alter the tumour size signifi-
cantly. Using imaging procedures more excessively throughout the whole course of treatment, it is hoped
that margins can be reduced and radiation more precisely restricted to the tumour tissue to be damaged.
Different approaches exist with respect to the actual frequency at which imaging is applied or the way
the imaging information is used. While in order to assess the tumour size, a weekly image may suffice, the
correction of positioning errors rather makes sense if applied online, i.e. when the patient is in treatment
position. Other anatomical information that is acquired online may be used oﬄine to verify whether the
dose delivered in the actual anatomical situation is in agreement with the planned dose, and adapt the
treatment plan for the next fraction accordingly. Functional imaging may also be applied prior to or after
each fraction and the treatment plan adapted such as to compensate for the changes. And finally, online
image information may be used directly online to adapt the treatment plan, and maybe even in real-time.
For online adaption of treatment plans, fast image acquisition and processing is required, fast automated
structure recognition and tools to actually change the treatment plan, including dose calculation and opti-
misation.
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Strategies currently employed or investigated for the incorporation of motion into the treatment process
range from the use of time-resolved images for the definition of margins as mentioned above, to gating
and tracking approaches, where the former decides to restrict irradiation to times in which the anatomy
is in agreement with the anatomy used for planning, and the latter attempts to follow the tumour motion
throughout the treatment. Tools employed are external surface detection, either by projection of laser
specles or by the use of markers, and breath detection by means of spirometers or pressure belts. Both
these external surrogates need to be correlated with internal tumour motion in order to be applicable, and
still, the determination of the correlation is another issue as well as the validity of the set of images that
the correlation is based on. The implantation of radioopaque markers into the tumour to be detected on
fluoroscopic x-ray images, or the implantation of tiny coils that can be detected by means of electromagnetic
signals, is a more precise option for online detection of the tumour position. In order to obtain volumetric
information of the whole region irradiated, cone-beam CT’s may also be integrated with radiation devices,
or a modified therapy beam be used for CT acquisition prior to radiation delivery. Tracking approaches
further require means to adapt the therapy beam to the actual target position and projection and need to
rely on prediction models to compensate for system lag times [3].
Any application of additional imaging needs to be motivated, however, by an expected benefit for the
patient from the imaging procedure. Especially should the benefit prevail over the risk from the procedure.
One major constraint in increasing the frequency of imaging for radiation treatment is therefore the harm
that the imaging techniques may do to the patient. For imaging techniques which involve ionising radiation,
the overall radiation dose may be of concern as well as the dose to certain tissues [7]. X-ray based techniques
like fluoroscopy or CT are therefore generally restricted in terms of frequency and, during acquisition,
to the overall imaging time. This is one reason why the integration of MRI with radiation devices is
considered beneficial. Other arguments are the improved soft-tissue contrast when compared with x-ray
based techniques, and the capability of acquiring functional information. These expected benefits are
discussed further in chapter 4 where also the approaches by different groups working on MR integration
with radiation devices are presented.
1.3 IMRT and Inverse Planning
Radiation therapy generally chooses several directions from which the patient will be irradiated such that a
high dose of radiation is delivered to the target volume while surrounding organs at risk are spared. Tech-
niques exist where the photon fluence of the beam is constant across the beam, while in intensity-modulated
radiation therapy (IMRT) a modulation of the fluence is used in order to obtain a better confinement of
the dose to the target.
Figure 1.1 shows a screenshot from a treatment planning software, where the 3D visualisation of a target
volume and organs at risk is seen along with eight of nine equiangular beams that irradiate the target volume
(one beam is hidden). The patient contour and other organs are not visualised, nor are the medical linear
accelerator to produce the beams or its gantry to transport the beams to the nine treatment angles. The
beams are shaped by means of multi-leaf collimators (MLC’s) in which two opposing banks of attenuating
leaves can be positioned independently. In the figure, the MLC’s are collimated to the outer contour of the
radiation beams.
For creation of the modulated fluence patterns, different shapes are formed by these leaves with variable
opening times while the beam is on. The smallest subunits that the fluence patterns are composed of is
termed a bixel or beamlet and is basically given by the MLC leaf width. Examples of such fluence patterns
are also displayed in the figure.
With the number of subfields ranging up to several hundreds and each of them having their own weight-
ing factor or beamlet weight, the number of degrees of freedom in the treatment planning process motivated
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Figure 1.1 IMRT treatment by nine equiangular coplanar beams (one hidden by target/organs at risk). Screenshot
from the RayStation treatment planning software v3.0.0.253 [8], with labels added.
the inverse planning approach. In inverse planning as performed in the DKFZ inverse planning module
KonRadXP [9][10], a set of beamlet weights is determined that minimises a quadratic objective function in
which constraints for the target volume and for the organs at risk are coded [11]. The objective function is
evaluated in an iterative algorithm which varies treatment parameters such as to find the set of parameters
that minimise the value of it. In each iteration, the dose for the new set of parameters has to be calculated,
and the procedure continues until a termination condition is reached [11].
The dose di in any voxel i is given by a linear superposition of the contributions from all beamlets j to





where Nj is the number of beamlets. Knowing the matrix element Dij , the optimisation is performed on




The photon energies in radiation therapy with x-rays are generally in the 1 to 20 MeV range. By convention,
in the radiation therapy community photon spectra of linear accelerators are given in units of ”MV” instead
of ”MeV”, where a 6 MV spectrum is dosimetrically equivalent to a spectrum that was historically generated
by the production of bremsstrahlung x-rays from electrons accelerated to a potential of 6 megavolts, i.e.
having gained 6 MeV when interacting with the target for bremsstrahlung production. A 6 MeV beam, in
contrast, refers to a monoenergetic beam of 6 MeV. These conventions are adopted in the text.












~∇ · ~Ψ(~r), (2.1)
where d is the mean energy imparted by ionising radiation in a volume element dV , dm = ρdV is the
mass of the material with density ρ in this volume element, and ~∇ · ~Ψ(~r) is the divergence of the vectorial
energy fluence (Reich [13]). Absorbed dose is measured in units of gray (Gy), where 1 Gy=1 J/kg, and in
a voxelised geometry, it will generally be given as the energy absorbed in the finite voxel, divided by the
mass of the material in this voxel.
2.1 Relevant Photon Interactions
Photon attenuation of a narrow monoenergetic beam of initial energy fluence Ψ(hν, 0) penetrating a layer
of material of thickness z is given by
Ψ(hν, z) = Ψ(hν, 0)e−µz (2.2)
where µ is the attenuation coefficient. The mass attenuation coefficient of a material with density ρ is given
as µρ [13]. The total mass attenuation coefficient is related with the total cross section per atom σtot as
µ/ρ = σtot/uA, where u is the atomic mass unit and A is the relative atomic mass of the element [14].
The total cross section is given as the sum of the cross sections of the underlying principal interactions
in the MeV range as
σtot = σpe + σcoh + σincoh + σpair, (2.3)
where σpe, σcoh, σincoh and σpair are the cross sections of the photoelectric absorption, coherent and inco-
herent (Compton) scatter as well as of pair production, respectively [14]. The most dominant cross section
in the energy range given is the Compton cross section and it may be referred to [14] for values.
Compton effect (incoherent scatter) is the only interaction explicitly used in this work. Therefore,
formulae are only given for this effect in the following. In incoherent scatter, an incident photon interacts
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with a shell electron. Its energy is decreased by the binding energy of the electron and by kinetic energy
that is transferred to the electron. The photon scatter angle θγ and the electron scatter angle θel after the









where this equation is equation (5.21) of [15], re-arranged, and m0c
2 is the rest energy of the electron. The
photon angle varies between ]0◦,180◦] with respect to the incident photon direction, while the electron angle
lies between [0◦,90◦[, where the electron scatter is forward (0◦) when the photon is scattered back (180◦).
This dependency is depicted in figure A.1 of the appendix for a 6 MeV incident photon.
The energy of the scattered electron Eel is given in terms of the photon scatter angle θγ according to
equation (6-9a) of [16] as
Eel = hν
α(1− cos(θγ))
1 + α(1− cos(θγ)) (2.5)
with α = hν
m0c2
, or in terms of the electron scatter angle θel using 2.4 and cos θ = cos




1 + 2α+ α2 sin2 θel
. (2.6)













[1 + α(1− cosθγ)](1 + cos2θγ)
}
∗ 2pisinθγ , (2.7)
according to [16], equation (6-11) and with dΩ = 2pisinθdθ, where r0 = 2.81794× 10−13 cm is the classical
electron radius and α = hν
m0c2
.
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with the classical electron radius r0 = 2.81794× 10−13 cm, and α = hνm0c2 , according to equations (6-6) and
(6-13) of [16].
2.2 Relevant Electron Interactions
The secondary electrons produced in Compton interaction undergo further collisions or produce bremsstrahlung
x-rays. For these interactions, the total mass stopping power is described in section 2.2.1 of the ICRU report
35 [18] to include ”the total energy loss, dE, by collision and radiation for a pathlength, dl, in matter of


































“includes all energy losses in particle collision which directly pro-







all energy losses of the primary electron which lead to bremsstrahlung production” [18].
The same report defines the ”csda range” or ”mean path length for an electron of initial energy E0” as










in section 2.2.5 [18], where csda stands for the continuous-slowing-down approximation. In this approxima-
tion, energy loss fluctuation are neglected and instead, it is assumed that the energy loss is always equal to
the mean rate of energy loss. The report remarks further that “the csda range represents the path length
and not the depth of penetration in a given direction” [18].
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Chapter 3
Dose Calculation Methods for Radiation
Therapy
3.1 Monte Carlo Dose Calculation Methods
The most precise method currently available for calculation of three-dimensional dose distributions are
Monte-Carlo based methods which will be described in the following. Other, kernel-based techniques are
sketched in section 3.2.
The report of the Task Group 105 of the American Association of Physicists in Medicine (AAPM)
”Issues associated with clinical implementation of Monte Carlo-based photon and electron external beam
treatment planning” describes the Monte Carlo (MC) method to accurately calculate dose distributions for
clinical radiotherapy, ”particularly in heterogeneous patient tissues where the effects of electron transport
cannot be accurately handled with conventional, deterministic dose algorithms”. They further report that
while previously, the long calculation times prevented the use of MC methods in clinical routine, recently
more and more also commercial treatment planning systems include MC algorithms, since ”the development
of faster codes optimized for radiotherapy calculations and improvements in computer processor technology
have substantially reduced calculation times to, in some instances, within minutes on a single processor” [19].
Various aspects of Monte-Carlo dose calculations are covered in the above-mentioned report, and it may
be referred to this document for further details. For explanation of the general idea, the report itself quotes
a publication by Rogers and Bielajew who describe the basic idea of modelling particle transport as ”The
Monte Carlo technique for the simulation of the transport of electrons and photons through bulk media
consists of using knowledge of the probability distributions governing the individual interactions of electrons
and photons in materials to simulate the random trajectories of individual particles. One keeps track of
physical quantities of interest for a large number of histories to provide the required information about the
average quantities.” [20] For the use in medical physics, the energy deposition is the most relevant quantity
to be stored, and through it, the dose.
In this work, it was decided to use the Geant4 simulation toolkit [21][22], based on a publication of
Raaymakers et al., who were the first to publish on their design of a MRI-integrated medical linear ac-
celerator (cf. section 4). They compare several Monte Carlo codes used in medical physics, i.e. MCNP
(Briesmeister 1997 [23]), EGS4 (Nelson et al. 1985 [24]) and EGSnrc (Kawrakow 2000 [25]), and report that
the ”mutual differences for heterogeneous media were smaller than 5% and the difference with measure-
ments was smaller than 4%. The literature on experimental validation with the incorporation of a magnetic
field has only been reported for EGS4 and did not show fair correspondence between calculation and ex-
periment (Litzenberg et al 2001 [26])” [27]. Raaymaker et al. further state that a validation of the inclusion
of magnetic fields in Monte Carlo calculations is not the goal of their paper but they include experimen-
tal data for their specific set up and find their measurements to be in agreement with the Geant4 results [27].
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The Geant4 code is the slowest Monte Carlo dose calculation algorithm in a comparison of the AAPM
task group report summarising results from other studies, with 193 minutes, compared with 0.9 minutes
for the fastest code VMC++ which, however, does not incorporate transport in a magnetic field. Since the
simulations in this work serve as reference and time was not focussed on for the reference simulations, this
was accepted.
For dose calculations to be used with a MRI-integrated linear accelerator (cf. chapter 4), Bol et al. have
recently published their work on MC-based treatment planning using parallelisation on GPU architecture.
They use their Monte-Carlo implementation to calculate the dose distribution due to each beamlet to be
subsequently employed in the IMRT optimisation, and report the total calculation time to stay below 2.5
minutes for the rather large clinical case of a cervix, seven beam plan, if the same number of GPU is used as
there are beam angles. This value is for a 1.5 T magnetic field, for which they report the simulation to take
twice as long as for 0 T. The actual IMRT optimisation they apply after the precalculation of the beamlets
is described to stay well within 7 s. The dose is calculated on the basis of CT data to be registered with
the MR image which, in the case of rigid registration, can also be performed with seconds [1].
3.2 Kernel-Based Dose Calculation Methods
Aside from Monte-Carlo based methods, other techniques exist for dose calculation that are based on two-
dimensional or three-dimensional convolutions. Two-dimensional convolution methods use a convolution
kernel that is derived from the dose deposition due to an infinitely narrow photon beam and which is
termed a differential pencil beam [28]. Three-dimensional convolution techniques are also referred to as
superposition methods and use the dose deposition due to a photon point interaction as a convolution
kernel [29][30]. In the following, one implementation of a pencil beam algorithm will be sketched which is
used in the inverse planning module of the DKFZ employed in chapter 11, along with the superposition
approach that the analytical approach presented in part II was intended to be used in.
Pencil Beam Algorithm
Using the dose distribution from an infinitely narrow beam of radiation, the basic idea of a pencil beam
algorithm is that the three-dimensional dose distribution of a radiation field can be determined by a two-
dimensional, lateral convolution of this narrow pencil beam kernel at different depths, with the primary
fluence. The method implemented for calculation of the dose contributions from the beamlets for IMRT
optimisation (cf. section 1.3) in the DKFZ treatment planning software which is used in chapter 11, is based
on a work by Bortfeld et al. [31], where also a more detailed description is found. Relevant for understand-
ing the use of an infinite source-to-axis distance (SAD) in section 11.1 is the fan-line coordinate system
employed, and it is reproduced in figure 3.1a in analogy to an illustration in the publication by Bortfeld et
al. In the fan-line coordinate system, all rays are in parallel, in contrast to the actual gantry system where
a divergent beam is produced at the radiation source.
In the fan-line coordinate system, the convolution integral to calculate the dose D′irreg(xp, yp, d) at a
point (xp, yp, d) is given as





Ψ′(x, y)F (x, y)K(x− xp, y − yp, d) dxdy, (3.1)
where Ψ′(x, y) is the energy fluence in air in the absence of any beam modifying devices, F (x, y) is the
transmission factor describing the effect of beam modification, e.g. by means of an MLC (cf. section 1.3),
K(x, y, d) is the pencil beam kernel, i.e. the dose due to an infinitely narrow beam in a semi-infinite slab,
and the primes (′) indicate an implicit dependence on the source-to-surface distance (SSD). The authors
refer to numerous other publications with similar formulations [31].
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(a) Gantry system and fan-line system according to and as illus-
trated in Bortfeld et al. [31].
(b) Geometric set up for dose calculation algorithm.
Courtesy of S. Nill, originally found in [12].
Figure 3.1 Geometries for dose calculation.
The actual pencil beam algorithm developed in the very publication and implemented in the treatment
planning system employed in this work, decomposes the pencil beam kernel into terms that depend only
on the depth and others that depend only on the lateral position. In that manner, the number of two-
dimensional convolutions can be reduced to three for the calculation of the whole three-dimensional dose
distribution for all depth. The dose in then given by








Ψ′(x, y)F (x, y)wi(x− xp, y − yp) dxdy, (3.2)
which accelerates the calculation significantly [31].
By means of the pencil beam convolution described, the dose distribution for a beamlet to be used in
optimisation is generated, still in the fan-line system, i.e. for an infinite SSD which would imply parallel
rays. It was found that the finite pencil beam created in this manner, i.e. in the fan-line system, is sufficient
to calculate dose also for other values of SSD. In order to calculate the contribution from one beamlet j to
the dose in voxel i, so the element of the Dij matrix (cf. optimisation section 1.3), in the actual divergent
system with finite SSD’s to the patient skin, a look-up in the stored finite fan-line pencil beam is performed
with subsequent inverse square correction. The exact algorithm is described by Nill [12], which is used as
a reference in the following. Figure 3.1b from the same work illustrates the geometry of dose calculation,
depicting voxel i and finite pencil beam j, both in an actual divergent system of coordinates. For the










and the water equivalent pathlength, or radiological depth, ηi along the ray from the surface of the patient





with ρr being the relative electron density for voxel r on the path of the ray through matter, and ∆xr
being the distance traversed in voxel r. For lookup in the precalculated finite pencil beam Dpb, bi-linear
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interpolation is performed, and with the inverse square correction, the Dij matrix element (cf. equation 1.1)
is then given by










where fc,j is a correction factor that may account for the primary fluence distribution [12].
By the pencil beam method, heterogeneities on the beam path are taken into account by the radiological
depth scaling; however, lateral heterogeneities cannot be handled. The accuracy of the algorithm is docu-
mented in Scholz et al.: ”Since the respective dose kernels are derived from measured dose distributions in
water, this algorithm leads to exact dose distributions well before and behind tissue inhomogeneities, but
inside or close to media different from water deviations to measurements of up to 20% on the central axis
of small fields were observed. Aside from these regions, inside homogeneous, water-equivalent material this
algorithm calculates very quickly three-dimensional distributions of absolute dose for arbitrary field shapes
within 2% deviations from measurements” [32].
In terms of computational speed, a recent study by Siggel et al. investigates the performance of a re-
engineered multithreaded implementation of the pencil beam algorithm and finds times for raytracing and
dose calculation to range from less than 0.4 seconds for 18 threads employed in a 7 beam prostate case to
around 11 seconds for a single thread employed in a 9 beam head-and-neck case [33].
Superposition Algorithm
In the superposition method, instead of using the dose due to an infinitely narrow photon beam in a
two-dimensional convolution, the dose deposition due to a photon point interaction is employed in a three-
dimensional convolution. According to Ahnejo¨ et al. [34], the point spread function or point kernel h(~r,~s)
describes the energy transferred to point ~r due to a point interaction at source point ~s. And the Total
Energy Released per unit MAss (TERMA) at the interaction point is given by the product of the mass
attenuation coefficient µρ (E,~s) of the primary photons of energy E at this point ~s, the energy and primary





For a monoenergetic photon beam and in a homogeneous medium, the dose DE(~r) is computed by a




TE(~s)hE(~r − ~s)d3s, where
∫
V
hE(~r − ~s)d3~s = 1 [34]. (3.7)
The point kernel is generally determined in water, but in order to account for heterogeneous tissues
with varying densities, a scaling is applied according to a proposition by Mohan et al. [35] that is based on
O’Connor’s theorem [36]: The water dose deposition kernel hE,H2O is scaled by the relative electron density
to water ρrel(~s) = ρ(~s)/ρH2O at the point of interaction ~s, and by the average electron density ρrel(~s, ~r)
between the point of interaction ~s and the point the energy is transferred to ~r, such that
hE,inhom(~s, ~r) = ρrel(~s) ρ
2
rel(~s, ~r) hE,H2O (ρrel(~s, ~r) · (~r − ~s)),





which assumes a linear energy propagation between ~s and ~r. The density scaling leads to a deformation of
the point kernel, such that in directions of lower electron density, it is extended whereas in directions of
higher electron density, it is contracted.
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The extension from monoenergetic photon beams to the spectrum of a medical linear accelerator is









where the αi are the weights for the contributions from the respective bins with energies Ei. This sketch of
the basic principles of the superposition method followed a description by Scholz [37].
The accuracy of the superposition algorithm is reported to be within 2 % also in heterogeneous tissues
for the set up investigated by Scholz et al. [32]. Recent figures reported for the calculation speed by a




Five groups worldwide have worked or are working on concepts for integrated devices that combine medical
linear accelerators or cobalt-60 irradiation units with onboard magnetic resonance imaging. In this chapter,
their visions on the potential of these devices are presented in section 4.1 along with the existing plans and
prototypes in section 4.2 and finally the effects on the dose deposition that have been observed by these
groups (section 4.3).
The first group to publish their concept is located at the University Medical Centre Utrecht in the
Netherlands (Lagendijk et al. 2002 [39], Raaymakers et al. [27]) who have built a prototype combining
a cylindrical MR-scanner with a medical linear accelerator. A different set up has been built by the
ViewRay
TM
company having its origins in the Universities of Florida and Washington, USA, where three
cobalt-60 sources are mounted on a ring gantry around the MR-Scanner (Dempsey et al. [40], [41]), very
similar to the design proposed in a publication from the Peter MacCallum Cancer Centre in Melbourne,
Australia, where with two rotating cobalt-60 sources, a helical tomotherapy system is proposed (Kron et
al. [42]). At the Cross Cancer Institute in Edmonton, Canada, a bi-planar MRI is combined with a medical
linear accelerator (Fallone et al. [43], Kirkby et al. [44]) which is also the design chosen by a collaboration of
several Australian universities and Stanford University, USA (Constantin et al. [45], Australian MRI-Linac
Program [46]).
4.1 The Potential of MRI-Integrated Radiation Devices
The most frequent reason given in publications of the groups working on MRI-integrated radiation devices
is the onboard availability of anatomical information. Lagendijk et al. see a possible ”breakthrough in ac-
curate position verification in radiotherapy” with the capability of such a system to ”make fast 2D images
of soft tissues with orientation along and perpendicular to the field axis, allowing continuous imaging at
critical locations” [39], and the same group envisions ”online optimization of the treatment plan” [27]. In a
recent work, they emphasise the superiority of MRI over other modalities as offering ”unequalled soft-tissue
contrast for direct visualization of the target volume and the surrounding organs at risk” (Stam et al. [47]).
The same reasoning is followed by Constantin et al. where they focus again on the direct availability
in the treatment situation and characterise the ”ideal image guidance strategy in radiation therapy” as
”to have real-time volumetric and position information of the tumor and surrounding healthy tissue during
the treatment itself”. They describe MRI as a ”compelling approach” since it is capable of the latter with
”exquisite soft tissue contrast to differentiate cancerous from healthy tissue” and due to its non-invasiveness
[45].
Fallone et al. comment further on the use of this information for ”real-time tracking of the tumor and
healthy tissues during irradiation by the treatment beam” [43] and the group has evaluated an autocon-
touring algorithm for lung tumour tracking in a phantom study (Yun et al. [48]). Also the Utrecht group
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has published on gating and tracking approaches using what they term pencil-beam navigators that can
follow tissue boundaries and may be used in combination with 2D images (Crijns et al. [49], Stam et al. [47]).
Kron et al. stress the use of ”information from multiple imaging modalities for target definition dur-
ing treatment planning” and delivery to account for variations of the target position. They mention MRI
and positron emission tomography (PET) explicitly as modalities providing ”essential information, which
improves target outlining in many clinical scenarios”. In PET imaging they see the difficulty though ”to
perform daily PET scans with radioactive tracers” and recommend MRI for image guidance due to its
”excellent soft tissue contrast” which makes MRI especially useful for brain and pelvic lesions, and due to
MRI’s capability to provide images on ”flow or metabolic activity” [42].
Especially could daily time-resolved information on hypoxic regions be of interest for radiation therapy
since these are known to be more radio-resistant than well-oxygenated cells and the regions are known to
change both shape and position (Nehmeh et al. [50]). MR spectroscopy is another method that can help in
tumour diagnostics [51] and its frequent use may help understand tumour response to radiation better. In
general, onboard MR imaging could be used in research activities aimed at monitoring and understanding
radiobiological processes over the course of treatment by providing a couple of additional functional scans
to be evaluated oﬄine in every fraction. One can envision perspectives in terms of personalised medicine
like creating individual fractionation schemes based on images visualising reoxygenation patterns, radiosen-
sitivity markers, information on accelerated repopulation that may become apparent 3 to 4 weeks after
treatment start or, in case of hypofractionated treatments, repair processes that occur 4-24 hours after
irradiation (cf. ”Time-dose-fractionation” [52]).
Ultimately, it is clear that MR-integration with radiation therapy devices will provide information on
anatomical and functional changes online, i.e. during the time of treatment. Its potential, however, only
arises from the intelligent use of this information for adaptation of the treatment. The online information
may influence two aspects of treatment plan adaptation: On the one hand, the actual delineation and
classification of structures may change in terms of where radiation damage is desired, where it is tolerated
and where it is to be avoided, but also in terms of prescription, i.e. how much dose should be applied to a
certain structures, given sufficient knowledge for auch a decision is available. This adaptation to the daily
functional circumstances will probably need to be done once at the beginning of or prior to the treatment.
On the other hand, anatomical changes may also occur intrafractional, throughout the radiation treatment.
For these, gating or tracking, as mentioned above, may be the methods of choice, but also real-time dose
calculation and optimisation may be thought of, aiming at treating each individual patient with the best
achievable dose distribution in order to maximise his or her personal therapeutic success.
4.2 Plans and Prototypes
Kirkby et al. from the Edmonton group distinguish between two basic geometries of MRI-integrated radi-
ation therapy devices and their categorisation is adopted here. The first geometry that they term ”fixed
cylindrical (FC)” [44] is displayed in figure 4.1 (a) and (b). It consists of a cylindrical body coil which creates
a B0 field parallel to the patient’s cranio-caudal axis, and a radiation source that can rotate around that
axis on the outside of the MR coil. Its rotation direction is depicted in (a), while (b) shows the direction of
treatment couch translation.
The FC geometry is implemented in the prototype of the UMC Utrecht, where a modified 1.5 T MR-
scanner is combined with a modified 6 MV medical linear accelerator that is mounted on a ring gantry around
the scanner (Raaymakers et al. [53]). Also the two designs involving cobalt-60 sources are FC devices, but
they use split solenoids and place the cobalt-60 sources in the gap between them. The design by Kron et
al. involves two cobalt-60 sources on opposing sides of the gap [42], while in the design of the ViewRay
TM
company three cobalt-60 source are arranged at 120◦ angle from each other, all focussing towards the centre
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Figure 4.1 Designs of MRI-integrated irradiation devices. FC design in a tranverse (a) and lateral cross-sectional
view (b), in-line (c) and perpendicular (e) configuration of the RBP design; other potentional degrees of freedom in
a perpendicular RBP set up when the gap between the poles is vertical (f, lateral view) or horizontal (g). Image
inspired by [44] and [45].
of the coils [41]. The magnetic field suggested by Kron et al. is 0.25 T, whereas the viewray system uses 0.3 T.
In the second geometry, the irradiation device is attached to the open end of a biplanar magnet, and the
complete assembly rotates around the patient cranio-caudal axis. Consequently, it is termed the ”rotating
biplanar (RBP) geometry” [44]. The RBP geometry is shown in (e) of figure 4.1, where the grey arrows
indicate the direction of rotation of the complete assembly. Due to the shape of the magnet poles, the type
of MR-scanner used in this design is also often referred to as a ”double-donut” MR-scanner. Aubin et al.
from the same group propose to use a second configuration, where irradiation is through a hole in the centre
of one magnet pole, such that the beam and the magnetic field are in parallel as illustrated in figure 4.1 (c).
Accordingly, they differentiate between the ”transverse design” for the former and the ”parallel design” for
the latter set up [54], while Constantin et al. refer to the ”perpendicular configuration” and the ”in-line
configuration” [45].
The RBP design in both configurations each is described by the Edmonton group and the Australian
MRI-Linac Program, where Fallone et al. have decided on a magnetic field of 0.2 T [44][55], and the Aus-
tralian group use fields between 0.2 T and 3 T for their simulations of a perpendicular configuration (Oborn
et al. [56]) and fields between 0.2 T and 1 T for the in-line configuration (Constantin et al. [45], Oborn et al.
[57]). Generally, biplanar scanner have lower magnetic fields than what is possible with cylindrical scanners.
While the treatment couch of the Edmonton design is seen only to have translational degrees of freedom
[54], the Australian collaboration announces on their website that a rotating couch system is planned to
be developed [46] which would add the degree of freedom depicted in (g) of figure 4.1. Another degree of
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freedom that can be imagined for the RBP design is sketched in (f) of the same figure, where the irradi-
ation device rotates in the midsagittal plane of the patient. This design would be required to deliver the
non-coplanar beam in the brain case presented chapter 11.
The different designs imply different orientations of the magnetic field and the photon beam and therefore
also of the direction of the Lorentz-force acting on secondary electrons produced in the patient. In the FC
design the magnetic field is fixed with respect to the patient and always parallel to his or her cranio-caudal
axis as shwon in figure 4.1 (a). When the irradiation device changes its position around this axis, so does
the beam direction. The Lorentz force on the secondary electrons with a velocity component in direction
parallel to the beam therefore also changes direction such as to stay perpendicular to both the field and the
direction of motion. In contrast, in the original RBP design without couch rotations, the beam direction
is fixed with respect to the magnetic field and they both rotate around the patient together, such that the
Lorentz force always stays parallel to the patient cranio-caudal axis. Once couch rotation or rotation in the
midsagittal plane is introduced, the direction of the Lorentz force necessarily changes as well. In the in-line
configuration, both beam and field are in parallel, such that the Lorentz force merely affects electrons with
velocity components perpendicular to the beam.
4.3 Effects on the Dose Deposition
Since in the following chapters, the effects of the magnetic field on the dose deposition can be observed in
several illustrations of reference Monte Carlo simulations, only a short overview is given here. As described
above, two orientations are suggested where the beam is either in parallel with or perpendicular to the
magnetic field. A comparison of the effects due to both orientations is given by Kirkby et al. [58] and it
it seen that effects are much smaller in a parallel field compared with a perpendicular field. Parallel fields
will not be described in more detail here, since throughout the work, perpendicular fields have been used
which is the orientation of the existing prototypes.
Effects on the dose distribution for MRI-integrated irradiation devices with a perpendicular orientation
of beam and field were first reported on by Raaijmakers et al. and they find that due to the deflection of
the secondary electrons by the Lorentz force, lateral beam profiles in water are deformed sidewards such
that the penumbras on both beam edges differ, and the dose maximum is at shallower depths than if no
magnetic field is present [27]. On the exit surface from tissue to air, they observe a 40 % dose increase due
to what they term the electron return effect (ERE) (Raaijmakers et al. [59]) and they investigaste it further
with respect to the surface orientation in (Raaijmakers et al. [60]).
The ERE can be observed in figure 4.2, where a Monte Carlo simulation of a 1.25 MeV photon beam
is seen, in which only secondary electron interactions and tracks are displayed. The beam is incident from
below in the figure, into PMMA material in which another cylinder of polyethylene with a small isooctane
layer is embedded (liquid ionisation chamber). The white horizontal line marks the boundary to air where
the ERE is observed for 0.8 T (right). While at 0 T, the eletrons produced close to this boundary continue
their motion on a straight track, at 0.8 T they get bent back onto the surface. By penetrating back into
the solid material, further interactions cause a dose increase as described in [59].
The path of an electron in a magnetic field depends both on the energy of the electron and the strength









where γ = 1√
1−( vc )
2
is the Lorentz factor, m0 is the particle rest mass, q the charge, B the magnetic field,
c the speed of light, and β = vc is the relative velocity [61].
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Figure 4.2 Monte Carlo simulation of secondary electron interactions due to a 1.25 MeV photon beam incident
from below. At the exit surface to air, electron are bent back for 0.8 T. In the middle of the beam a solid polyethylene
cylinder with a small isooctane layer is seen. Simulation and visualisation by means of the Geant4 toolkit [21][22].
The position where the electrons return to the material, and also how far they still penetrate into the
tissue to deposit dose determines what the dose increase due to the ERE looks like. While the energy
chosen in 4.2 corresponds approximately to photons from cobalt-60, Raaijmakers et al. use a 6 MV photon
spectrum of a medical linear accelerator in their investigation of the influence of magnetic fields of different
magnitude on the dose distribution, with a different spectrum of secondary electrons produced, accordingly.
Raaijmakers et al. find that dose effects due to the ERE are strongest at 0.75 T for the exit surface of a
beam and at 3 T for a lateral tissue-air interface [62]. Their findings are in agreement with Kirkby et al.







For dose calculation in a magnetic field, a fast and reliable method is desired (cf. chapter 1.1). In this part,
it is investigated whether an analytical description of the point kernel in a magnetic field can be used in
order to calculate dose in analogy to the superposition technique (cf. section 3.2).
5.1 Kernel Approximation by Tracking of Compton Electrons
In the superposition technique, O’Connor’s theorem is employed to inversely scale the dimensions of the
photon point kernel with the density of the material the secondary electrons are travelling in (cf. section
3.2). Under the influence of a magnetic field, the electrons will be systematically deflected, such that a mere
scaling of the dimensions does not seem appropriate.
The energy range of the majority of primary photons in radiation therapy lies between around 100 keV
and 10 MeV. In this range, the photon mass attenuation coefficient is dominated by the Compton effect (cf.
section 2), and most of the dose deposited is due to the secondary electrons produced in this interaction. A
set of equations, taken from Jette [63], are used to describe the tracks of these Compton electrons in matter
in a magnetic field. It was hoped that by depositing dose along these tracks, point kernels in a magnetic
field could be approximated, and that consequently, a density scaling along the tracks would be possible.
For this purpose, the electron tracks were described in two ways, first, following Jette in using a constant
electron stopping power of 2 MeV/cm for water [64], and second, using variable stopping power values taken
from the ESTAR database of NIST [65]. Both descriptions are found in section 5.1.1, while the sampling
of the point kernel is sketched in section 5.1.2.
5.1.1 Electron tracks
Constant stopping power
In first approximation, Jette [63] neglects scatter and describes electron motion as a superposition of the
continuous-slowing-down approximation and the influence of the Lorentz force, namely
d~p
dt





~v × ~B, (5.1)
where d~pdt is the change of momentum in time, ST is the total (linear) stopping power, ~v and v are the
electron’s velocity and speed, respectively, e is its charge, c is the speed of light and ~B is the magnetic field
it travels in.
Using a constant magnetic field in y-direction, Jette arrives at equations for the coordinates of the
electron tracks, in terms of the distance travelled s. The tracks depend on the initial position (x0, y0, z0),
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the initial zenith and azimuthal angles θ0 and φ0 with the z-axis parallel to which the primary photon










which themselves depend on the initial electron energy and
the magnetic field the particles are exposed to. r0 is the continuous-slowing-down range (cf. equation 2.10).













y(s) = y0 + sin θ0 sinφ0s,
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λ(λ+ 2) + λ+ 1√
λ(1− τ ′)[λ(1− τ ′) + 2] + λ(1− τ ′) + 1
)]
dτ ′ (5.3)
where −e = q, τ = sr0 , λ = E0mc2 and r0 = E0ST , with ST = 2 MeV being the constant electron stopping power.
Variable stopping power
Without the approximation of a constant electron stopping power Jette is using, it was also possible to
obtain equations for the tracks that can be numerically evaluated. Jette first uses a non-standard spherical
coordinate system in which the unit vector in the direction of electron motion v̂ is given by
v̂ = cos ξ sin ηx̂+ sin ξŷ + cos ξ cos ηẑ. (5.4)
Using ~B = B~y, he shows that ξ is constant at its initial value ξ = ξ0, and η can be given by






η0 being the initial value of η.
The angle η enters the coordinate equations as








y(s) = y0 + sin ξ0s








This is the point at which Jette introduces the constant stopping power in his publication and obtains
an analytical expression for η(s). In contrast, here the stopping power is allowed to vary with energy. The
values of η(s) are therefore numerically evaluated, simulating the energy loss due to the continuous-slowing-







from the ESTAR database [65](Jette uses ST for S).
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as well as the trigonometric identities
sin(η0 + η1(s)) = sin η0 cos η1(s) + cos η0 sin η1(s)
cos(η0 + η1(s)) = cos η0 cos η1(s)− sin η0 sin η1(s), (5.8)
the coordinates can be expressed as












y(s) = y0 + sin ξ0 s













The integrals are thus independent of the initial angles ξ0 and η0 and can be substituted by S(s) and
C(s) such that
x(s) = x0 + cos ξ0 [sin η0C(s) + cos η0S(s)]
y(s) = y0 + sin ξ0 s
z(s) = z0 + cos ξ0 [cos η0C(s)− sin η0S(s)] . (5.10)
Comparing now the unit velocity vector representation in this coordinate system as given in equation
5.4 for (ξ = ξ0, η = η0) with the representation of the initial unit velocity vector in a spherical coordinate
system (θ, φ) where the initial photon travels parallel to the z-axis,
vˆ = sin θ0 cosφ0xˆ+ sin θ0 sinφ0yˆ + cos θ0zˆ, (5.11)
the following equalities are obtained for all initial angles
cos ξ0 sin η0 = sin θ0 cosφ0
sin ξ0 = sin θ0 sinφ0
cos ξ0 cos η0 = cos θ0. (5.12)
Substituting these in equation 5.10, the tracks can be expressed as
x(s) = x0 + sin θ0 cosφ0C(s) + cos θ0S(s)
y(s) = y0 + sin θ0 sinφ0 s
z(s) = z0 + cos θ0C(s)− sin θ0 cosφ0S(s). (5.13)
The superposition of csda and magnetic field action yields spiral tracks in the medium, both for the
constant and variable stopping power used.
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5.1.2 Sampling of the point kernels
Practically, the point kernels were sampled in Cartesian voxels of dimension (1 mm)3 in the following
manner, assuming a point interaction of a photon and considering only the Compton electrons:
• Space was discretized into intervals of electron scatter angles (θ0, φ0) for which the tracks are given
by equations 5.2 or 5.13, respectively.
• For every interval of electron scatter angle ∆θ, the energy of the electron is given by equation 2.5,
using the conversion of electron to corresponding photon angle of equation 2.4.
• The likelihood for the electron to be scattered into this interval is obtained from the differential cross
section (cf. equation 2.7).
• All azimuthal angles φ0 have the same probability of ∆φ/2pi.
• The tracks were numerically evaluated and for every integration step ∆s, energy was locally deposited
in the voxel the step was located in.
MATLAB [66] was employed as a tool, and for both methods, the step size ∆s for numerical integration
was chosen to be 0.0001 cm, which was found to influence the final position value by less than 1%. The
angular intervals ∆θ and ∆φ were 0.1 degree each. After verification of the energy transfer by comparison
with the respective results from equation 2.8, the kernels were scaled such that the full photon energy was
deposited in the volume, in accordance with the working assumption that all energy is locally transferred
by the Compton electrons.
Photon kernels were generated for different combinations of magnetic field strengths (0 T, 1.5 T, 3 T)
and photon energies (1 MeV, 3 MeV, 6 MeV). The values for magnetic field strength are those of clinical
state-of-the-art scanners, while the photon energies represent approximate values in a cobalt-60 irradiation
(1 MeV), and for the mean and the maximum of the 6 MV spectrum of the clinical linear accelerator (3 MeV
and 6 MeV).
5.2 Reference Simulations using Monte Carlo
The Monte Carlo simulation toolkit Geant4 [21][22] was employed to generate the point kernels for compar-
ison, using the G4LowEnergy package and version 9.3.p02. Photon point interactions were simulated in the
centre of a voxelised water phantom with and without a magnetic field (G4UniformMagField), where the
water phantom was represented as a parameterised volume (G4PVParameterised). The point interaction
was forced by means of a wrapper process (G4WrapperProcess), which modifies the actual physical process.
The wrapper process is constructed such that for the first interaction the photon undertakes, the interaction
length of the underlying physical process is decreased by a factor of 109. In Geant4, the process with the
shortest interaction length is the one to be invoked. In this manner, all photons are forced to interact right
after their production, and a point-kernel is generated.
All photons are defined to have the same initial momentum at their generation, and the magnetic field
is constructed perpendicular to this momentum. Dose was scored on a voxel-basis, where the dimensions of
the voxels were (1 mm)3 as for the analytical point kernels.
5.3 Generation of Pencil Beams
For verification of whether it is possible to use the point kernels in dose calculation, pencil beam dose
distributions (cf. section 3.2) were computed from the point kernels generated by the methods described
above (5.1.1, 5.1.2, 5.2). For this purpose, point kernels were convolved with the TERMA from a given
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photon pencil beam in depth according to section 3.2, equation 3.7, where the TERMA is an exponential
function and the photon mass attenuation coefficients for water were taken from the NIST database [14].
In addition, complete pencil beams were simulated using Geant4 [21][22] by having an infinitely narrow
beam of photons impinge on the surface of a voxelised water phantom and recording the dose caused by
it. Except for forcing the point interaction, the same Geant4 setup is used as for generation of the point




6.1 Point Kernels in Water
6.1.1 Sampling according to the analytical approach
Some properties of the point kernels for B = 0 T are shown in the appendix A. There, instead of employing
the tracks from the analytical approaches, the continuous slowing down approximation (csda) was carried
out along the angular segments, and details resulting from the equations given in section 2 and underlying
the kernel generation, are illustrated.
Figure 6.1 shows tracks of the Compton electrons in the plane of incidence of the photon (incident from
above), sampled at a 5◦ spacing, where the constant stopping power approach (black) and the variable
stopping power approach (red) were used. Mind that their display scales differ in order to reveal enough
details. All track structures are scaled to their maximum extension. Due to the increasing energy of the
incident photon from top to bottom, the dimensions actually increase in this direction, while with increasing
magnetic field from left to right, the dimensions decrease. Later, in figure 6.2, the kernels are displayed to
scale.
From the track structures, it can be observed that for low energy electrons, the constant stopping power
approach yields longer tracks than the variable stopping power approach. This is in agreement with the
actual stopping power values. Below 600 keV, the total mass stopping power of electrons increases rapidly
until the electrons have completely slowed down which is seen in the appendix from figure A.3.
Considering the Compton electrons produced from the 1 MeV incident photon beam and scattered into
an angle of 5◦ from the forward direction, i.e. having an energy of around 0.8 MeV (cf. equation 2.6), the
constant stopping power approach will slow them down at a rate of 0.2 MeV/mm, such that they stop at
a distance of 4 mm from the point of photon interaction. In contrast, the csda range (cf. equation 2.10)
given in the ESTAR database ([65]) is only 3.3 mm which is consistent with the tracks calculated using the
variable stopping power approach.
Performing the energy deposition according to the csda, point kernels as seen in figure 6.2 are sam-
pled. Here, the energy deposition in the x-z plane containing the point of photon interaction is displayed.
The photon is incident from above and has energies of (from top to bottom) 1 MeV, 3 MeV and 6 MeV,
while the simulated magnetic fields are (from left to right) 0 T, 1.5 T and 3 T. The kernels are normalised
such that the full energy of one photon is deposited in the entire water volume, i.e. all voxels in the 1 MeV
cube add up to 1 MeV etc. The kernels displayed were generated using the variable stopping power approach.
In figure 6.2, it can be observed that the main energy deposition per voxel is along the tracks resulting
from forward scatter of the electron. Application of the magnetic field bends the energy deposition to spirals
which also leads to the decrease in size of the kernel.
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Figure 6.1 Tracks of the electrons in the plane of incidence, sampled at ∆θel = 5
◦ using the constant stopping
power approach (black) and the variable stopping power approach (red). Mind that the scales differ.
Note that in section 6.1.2 below, logarithmic plots of the kernels will further be shown for comparison
purposes.
On visual inspection, both the kernels generated using the constant and the variable stopping power
are alike, so to avoid redundance, the constant stopping power kernels are not shown here. Difference plots
subtracting the kernel with the constant from the kernel with the variable stopping power are displayed in
figure 6.3.
For the 3 MeV and 6 MeV kernels, it is observed that the constant stopping power approach yields a
slightly higher energy deposition closer to the point of interaction, i.e. where the electrons still have a higher
energy, while at the end of the range, usage of the variable stopping power leads to a higher deposition.
This is again in agreement with the actual stopping power values (cf. figure A.3).
Between around 600 keV and 6 MeV, the total electron stopping power in water is slightly below
2 MeV/cm which is the value taken for the constant stopping power approach (cf. section 5.1.1). In con-
trast, outside that range the actual values are higher. So only after the electrons have slowed down below
600 keV, yields the variable stopping power approach higher energy deposition values. For the case of
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Figure 6.2 Energy deposition due to photon point interaction in water in MeV, sampled using the variable stopping
power approach. The scaling is such that 1 MeV (top), 3 MeV (middle) and 6 MeV (bottom) are deposited in the
entire cube, respectively. The voxelsize is (1 mm)3.
1 MeV, all electrons produced have slowed down below 600 keV after maximum 1 mm as described above,
and many electrons with lower initial energy values also contribute to the energy deposition, such that here,
the variable stopping power approach yields higher values.
Table 6.1 lists the sum of absolute values of energy differences observed in the comparison ((
∑
i |∆Ei|))
in MeV as well as the number of voxels (n) in which the energy differs, for each combination of photon
energy and magnetic field. The number of voxels corresponds approximately to the size of the kernel, in
agreement with the differences observed in figure 6.3. The total misplaced energy is highest for the 1.5 T
cases, where around 1/6 of the energy is not deposited consistently using the two approaches.
Table 6.1 Total misplaced energy in MeV and number of voxels n that differ in energy, comparing constant and
variable stopping power approach
0 T 1.5 T 3 T
1 MeV 0.20 (n=45) 0.17 (n=28) 0.24 (n=18)
3 MeV 0.29 (n=499) 0.55 (n=286) 0.44 (n=134)
6 MeV 0.57 (n=2330) 1.01 (n=1231) 0.64 (n=533)
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Figure 6.3 Differences in energy deposition between the two analytical approaches. The kernel generated using the
constant stopping power is subtracted from the one with the variable stopping power, such that the values are given
in MeV again and can be related to the values in figure 6.2.
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6.1.2 Analytical approach versus Monte Carlo
For all combinations of photon energy and magnetic field strength, the point kernels computed using the
analytical approach show a more pronounced internal structure than their Monte-Carlo generated counter-
parts. This is shown in figures 6.4 to 6.6 below, using logarithmic plotting such as to display more details.
While the full range of values in the analytically sampled kernels is shown to improve visibility of their
inner structure, the Monte-Carlo generated kernels have been cut off below 10−5 to suppress the display of
scatter in the more distant voxels.
The Monte-Carlo generated point kernels at 3 MeV, i.e. at the approximate mean energy of a 6 MV linac
spectrum compare well with the kernels given in [62] for a 6 MV spectrum, both with respect to dimensions
and energy fall-off.
Since scatter is neglected in the analytical approximation, the total dimensions of the kernels generated
in this way are significantly smaller. Considering only the region of main energy deposition down to around
10−3, the dimensions of the magnetically deformed kernels (B=1.5 T, B=3 T) roughly agree, while for
B=0 T, the analytically sampled kernels are much longer and narrower.
Figure 6.4 Energy deposition kernels due to a photon point interaction, sampled analytically (top) and simulated
using Monte Carlo (bottom) for different magnetic field strengths. The energy of the incident photon was 1 MeV.
It can also be remarked that the Monte Carlo simulated kernels extend into the direction backward with
respect to the incident photon which is, besides interactions of Compton photons, also due to backscatter of
the electrons produced in the Compton effect. The maximum angle of initial electron motion after a pure
Compton effect is slightly below 90◦, (cf. section 2 and appendix A). This is why no backward halo is seen
in the kernels from analytical sampling. In the Monte-Carlo generated kernels of 6 MeV, 1.5 T and 6 MeV,
3 T in figure 6.6, this backward halo can be seen to be bent to the side opposite to the deflection of the
forward electrons.
Observing the significant differences between the analytically generated kernels and those simulated
using Geant4 [21][22], and remarking differences in the pencil beams later (cf. section 6.2), kernels were also
simulated with a higher resolution of (0.1 mm)3 for the voxels. For 3 MeV, they are displayed in figure
6.7. It can be seen that the basic structure of a clearly dominant track with respect to energy deposition is
preserved and still the differences to the Monte Carlo simulations are significant.
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Figure 6.5 Energy deposition kernels due to a photon point interaction, sampled analytically (top) and simulated
using Monte Carlo (bottom) for different magnetic field strengths. The energy of the incident photon was 3 MeV.
Figure 6.6 Energy deposition kernels due to a photon point interaction, sampled analytically (top) and simulated
using Monte Carlo (bottom) for different magnetic field strengths. The energy of the incident photon was 6 MeV.
Figure 6.7 Energy deposition kernels due to a 3 MeV photon point interaction for different magnetic field strengths,
sampled analytically on a (0.1 mm)3 voxel grid.
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6.2 Pencil Beams in Water
Convolving the Monte-Carlo generated point kernels in depth with the TERMA led to the exact same depth
dose behaviour (within numerical uncertainties) as the direct simulation of a narrow incident beam in Monte
Carlo. This observation serves as a verification of the convolution method, and in the following, it will not
be differentiated between Monte-Carlo simulation of the narrow beam and the result from convolution of
the point kernel.
Qualitatively, both the analytical approach using the constant and the approach using the variable
stopping power showed the same behaviour, while small quantitative differences were observed. To avoid
redundancy, only the results of the variable stopping power approach are shown in the following, since all
conclusions apply to both approaches in the same manner.
If no magnetic field is present, the convolution of the analytically sampled point kernels in depth with
the TERMA yields rather good agreement with the Monte Carlo simulations. This is shown for 3 MeV
and 6 MeV in figures 6.8 and 6.9, which are normalised to the maximum dose value occurring in the data
set. In the top rows, the dose distribution in the plane of incidence is displayed for the analytically (defo)
and Monte-Carlo simulated (geant) kernels as well as the difference between both (diff). The direction of
photon incidence is from the top of the figure. Here already, and in the depth-dose curve in the lower right
corner, it can be observed that while in the build-up region, deviations are non-negligible, the rest of the
curve agrees well.
A small offset is observed which practically can be overcome by a re-normalisation to a value at a certain
depth. The deviations in the build-up region are due to the lack of backscatter present in the analytically
sampled kernels. The lower left and middle plots reveal the cross-sectional profiles at 2 cm and 3 cm depth,
where both curves coincide rather well.
Figure 6.8 3 MeV, 0 T. Top: Dose deposition in the plane of incidence from convolving the TERMA with the point
kernels generated by the analytical approach (defo), by Monte-Carlo simulation (geant) and the difference between
both (diff). Bottom: Cross profiles at two depths and depth-dose curves.
Introducing the magnetic fields, it can be observed in figures 6.10 and 6.11 that while the Monte-Carlo
simulated depth dose distribution falls off smoothly on the side the electrons get deflected to, the pencil
beam composed from the analytically sampled kernel exhibits an edge. In the cross profiles the edge ap-
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Figure 6.9 6 MeV, 0 T. Top: Dose deposition in the plane of incidence from convolving the TERMA with the point
kernels generated by the analytical approach (defo), by Monte-Carlo simulation (geant) and the difference between
both (diff). Bottom: Cross profiles at two depths and depth-dose curves.
pears as one extra peak (1.5 T) or several extra peaks (3 T, cf. figures 6.12 and 6.13) beside the central
axis deposition.
Increasing the resolution does not solve the problem as can be seen in figure 6.14. In the upper row,
cross profiles generated on a (0.1 mm)3 voxel grid are seen for 3 MeV and 0 T, 1.5 T and 3 T (from left to
right), where the kernels of figure 6.7 were employed. Even though on first sight, the artifact to the side of
the central axis seems to be smaller than in figures 6.10 and 6.12, this is only due to the smaller voxelsizes.
Most energy is deposited right on the central axis such that using smaller voxels, the same amount of energy
gets deposited in a smaller volume and therefore in less mass, which leads to an increase in dose. So using
again maximum normalisation, the other dose values look relatively smaller.
In order to use the kernels on a realistic CT grid resolution of not better than 1mm2 in the imaging
planes, it would be necessary to re-bin the high resolution pencil beam dose to a 1mm2 resolution, and
the lower row of figure 6.14 shows that doing so, the artifacts from the coarser calculation are back. Cross
profiles of 0 T, 1.5 T and 3 T are shown (from left to right), and it need be mentioned that the summation
for generation of the plot was only over the cross profile and not three-dimensional as would be required to
obtain exact values for comparison.
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Figure 6.10 3 MeV, 1.5 T. Top: Dose deposition in the plane of incidence from convolving the TERMA with
the point kernels generated by the analytical approach (defo), by Monte-Carlo simulation (geant) and the difference
between both (diff). Bottom: Cross profiles at two depths and depth-dose curves.
Figure 6.11 6 MeV, 1.5 T. Top: Dose deposition in the plane of incidence from convolving the TERMA with
the point kernels generated by the analytical approach (defo), by Monte-Carlo simulation (geant) and the difference
between both (diff). Bottom: Cross profiles at two depths and depth-dose curves.
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Figure 6.12 3 MeV, 3 T. Top: Dose deposition in the plane of incidence from convolving the TERMA with the point
kernels generated by the analytical approach (defo), by Monte-Carlo simulation (geant) and the difference between
both (diff). Bottom: Cross profiles at two depths and depth-dose curves.
Figure 6.13 6 MeV, 3 T. Top: Dose deposition in the plane of incidence from convolving the TERMA with the point
kernels generated by the analytical approach (defo), by Monte-Carlo simulation (geant) and the difference between
both (diff). Bottom: Cross profiles at two depths and depth-dose curves.
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Figure 6.14 Cross profiles from using 3 MeV variable stopping power kernels generated at a (0.1 mm)3 resolution.




Discussion of the Analytical Approach
The approach presented aims at modelling the dose deposition in a magnetic field based on a parame-
terisation of photon point interaction kernels in terms of the tracks of Compton electrons. On successful
modelling, the track information was intended to be used in a method similar to the superposition technique
known in photon dose calculation as described in section 3.2.
Point kernels were generated using an analytical approximation with a constant and a variable electron
stopping power. Both approximations were compared with each other and with Monte Carlo simulations.
The sampling following the analytical approach deposits energy according to the continuous-slowing-down
approximation along the tracks of Compton electrons and assumes electron scatter does not play a dominant
role with respect to the main dose deposition. Smaller differences were found between the two approxima-
tion methods, but a major discrepancy is observed comparing the analytical methods with the Monte Carlo
simulations in terms of the fine structure of the kernels. In the analytically sampled kernels, a clear track
structure is apparent that is washed out by scatter in the latter ones.
It is not directly evident that this inner structure will have a strong influence on the final dose deposition
calculated from it, since in the dose calculation, several kernels will superimpose in close vicinity of each
other and can be imagined to potentially add up to a reasonable distribution after all. Therefore, in spite of
the findings, the kernels were employed for the creation of pencil beams and the results were again evaluated
my means of Monte Carlo simulations.
In the absence of a magnetic field, the pencil beams generated are in good agreement with the Monte
Carlo simulations. However, if a magnetic field is applied, the cross profiles of the pencil beams show extra
peaks which cannot be ignored. An explanation for the difference in behaviour can be found looking again
closely at figure 6.1.
While doing so, it has to be born in mind that the electron tracks of the approximation are only a virtual
construct which represent hypothetical csda tracks that the electrons will not follow in reality. Any electron
produced under the Compton interaction will actually take a path dominated by multiple scatter processes.
Without a magnetic field, these scatter processes are known to produce a rotational symmetric widening of
an initially parallel electron beam. This widening can be described by an almost linear increase of the mean
square scattering angle until, after 1/3 to 1/2 of the csda range, a state of full diffusion is reached, as the
ICRU report 35 [18] describes in section 2.5. The dose deposition due to this scatter behaviour is shown
with the help of a Monte-Carlo simulation in the left of figure 7.1, where 3 MeV electrons with identical
initial momentum are produced in one point of a water cube.
Now in the case of the 0 T kernel of figure 6.1, the scatter will transform the csda tracks into symmet-
ric clouds of electrons. The subsequent superposition of the kernels is in forward direction, such that the
amount of energy virtually lost to the side of one track due to scatter can be thought to be compensated
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Figure 7.1 Dose deposition due to 3 MeV electrons in 0 T, 1.5 T and 3 T (from left to right), generated at
x=z=51 mm and having their initial momentum in +z direction.
by the scatter to the opposite side from a neighbouring track.
If a magnetic field is present, symmetry of the scatter is lost, as the middle (1.5 T) and right-hand (3 T)
plot of figure 7.1 show. While in the figure, only one direction of incidence is shown, the deformation of
the scatter halo will again change with varying angle of the direction of electron motion with respect to
the magnetic field. Therefore, in the forward superposition of energy deposition kernels in a magnetic field,
no compensation of scatter is expected and the irregular inner structure of the point kernels persists when
they are convolved into a pencil beam.
Attempts to include the scatter in the analytical approach were not successful, since the change of
geometry with relative orientation to the magnetic field poses a difficulty. The approach using the analytical
modelling of the Compton electron tracks was therefore rejected as a viable means for dose calculation and







Concept of Point-Kernel Based Warping
In the following, a method is investigated that aims at transforming (warping) the dose distribution as it
would be without any magnetic field applied, to the distribution that the same photon fluence would cause
in the presence of a magnetic field. If this is possible in a fast step, any existing photon dose calculation
algorithm can be used and combined with the subsequent warping, in order to obtain the dose distribution
in a magnetic field.
Without a magnetic field and in homogeneous media, the dose distribution D0(~r) can be described as
the convolution of the photon fluence F (~r) with a kernel K0(~r) as
D0(~r) = F (~r) ∗K0(~r) (8.1)
which is explained in 3.2. In a magnetic field, the dose deposition due to a photon point interaction will
change but still it is assumed that it can be described in an analogous manner. The pencil beam generation
from a Monte-Carlo simulated point kernel as described in section 5.3 and 6.2 serves as a verification of this
assumption.
The dose distribution in a magnetic field DB(~r) is then given by
DB(~r) = F (~r) ∗KB(~r) (8.2)
with KB(~r) being the convolution kernel in the presence of a magnetic field.
The second assumption is that a transformation from D0(~r) to DB(~r) exists and that it can also be
described by a convolution, where the transformation kernel will be denoted as KB0 (~r), such that
DB(~r) = D0(~r) ∗KB0 (~r). (8.3)
After Fourier transformation in order to reduce the convolutions to mere multiplications, equations 8.1
and 8.2 are inserted into equation 8.3 to have









where F denotes the Fourier transform in all three dimensions.
The transformation kernel may therefore be obtained as




if both kernels K0(~r) and KB(~r) are known, and where F
−1 is the inverse Fourier transform in three di-
mensions.
46
Using this kernel in equation 8.3, the dose in a magnetic field can then be computed from the dose in









which is the same as equation 8.3 but, with the use of fast fourier transforms, reduces computational com-
plexity for numerical evaluation.
Now what remains is the determination of the kernels K0 and KB. In fact, the ratio of the Fourier
transforms of any two dose distributions originating from the same fluence pattern and in homogeneous
media could be used for determination of KB0 (~r) since the fluence cancels out in equation 8.4. It is necessary
though, that the media be homogeneous throughout the entire region of significant dose deposition.
Therefore, Monte-Carlo simulated point interaction kernels are chosen, i.e. the dose deposition due to
photons interacting all at the same point in the medium such that the dimensions of the media can be chosen
large enough to ensure homogeneity. The ideal of the corresponding fluence function is a delta function
where the point interaction dose would directly give the point interaction kernel as
Dpoint(~r) = (δ ∗K) (~r) = K(~r). (8.7)
Practically, a Monte-Carlo simulated point deposition kernel will be of finite height, and normalisation
has to be ensured by using the same number of primary photons for simulation of Dpoint,0 and Dpoint,B.
The technical details of the point kernels generated are described in section 9.1.1.
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Chapter 9
Application to Homogeneous Media
9.1 Material and Methods
9.1.1 Input Point Kernels
Photon point interaction kernels were again simulated with the Monte Carlo toolkit Geant4, using the
same settings as described in section 5.2, but for different media of the human body. Both point kernels
from monoenergetic photons as well as those from the inner part of a 6 MV spectrum, adapted from an
implementation by Tacke et al. [67], were generated. The dimensions of the phantom in which the point
interaction takes place were chosen such that the dose contribution from the boundaries was expected to be
negligible, based on an investigation by Scholz [68] which finds 240 mm to be sufficient in forward direction
of the photon, 84 mm sufficient in backward direction, and a radius of around 100 mm to be sufficient at a
90 degree angle with respect to the direction of photon incidence.
The kernels are generated in a 201 mm× 201 mm× 400 mm phantom with (1 mm)3 resolution, where
the point of interaction is at 100 mm depth, resulting in 300 mm medium in forward and 100 mm medium
in backward direction. In Geant4, the medium was constructed as a solid block in the detector construction
class on which a G4VScoringMesh was overlaid for recording of the deposited dose.
Point kernels were generated for water which serves as a soft-tissue equivalent in the MeV photon range
(cf. section 3.2), for inhale lung and for dense bone. The material composition of water was taken from the
NIST database incorporated in the Geant4 toolkit (G4 WATER), while the lung and bone composition were
adopted from the Geant4 DICOM example ([21][22], example/extended/medical/DICOM) which refers to
ICRU report 46 [69] for material definition. The inhale lung material was constructed with a density of
0.217 g/cm3 and consisted of 9 chemical elements of the mass fraction given in table 9.1 (top). Dense bone
was constructed having a density of 1.575 g/cm3 and with the fractional mass values of 11 elements given
in table 9.1 (bottom).
Table 9.1 Mass fraction of chemical elements in inhale lung (top) and dense bone material (bottom)
H C N O Na P S Cl K
0.103 0.105 0.031 0.749 0.002 0.002 0.003 0.002 0.003
H C N O Na Mg P S Cl K Ca
0.056 0.235 0.050 0.434 0.001 0.001 0.072 0.003 0.001 0.001 0.146
In each material, point interactions were simulated for magnetic fields of 0 T, 0.2 T, 1.5 T and 3.0 T
and with 108 photons each, serving as the input kernels KB(~r) and K0(~r) for equation 8.5. Since only the
ratio of the two kernels is needed and the Fourier transform is linear, no further normalisation is required
in that the kernels are generated using the same number of particles, and any scaling factor will cancel out.
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The multidimensional Fast Fourier Transform function fftn and its inverse ifftn of MATLAB ([66]) were
employed for computation of the required transforms.
9.1.2 Verification in homogeneous media
The warping assumption was first tested on the dose deposition from square irradiation fields of 2 cm×2 cm
width. For simplicity, the initial momenta of the photons were in parallel, and the fluence was constant
over the beam.
109 photons were generated at a distance of 100 cm from the centre of a solid block of water, inhale lung
or dense bone (cf. section 9.1.1), respectively, which was surrounded by air. A source-isocentre distance of
100 cm is a typical value in radiation therapy.
The solid block had dimensions of 101 mm×101 mm×100 mm on which again a G4VScoringMesh of
(1 mm)3 resolution was overlaid for dose recording. Observing artifacts at the mesh boundaries, the mesh
had to be chosen larger than the material solid such that the simulation results were valid over the full
dimensions of the solid block.
The dose deposition from a photon beam incident on this set-up at 0 T, i.e. without any magnetic
field applied, was used as original dose deposition D0(~r) in equation 8.6, and again, the MATLAB ([66])
functions fftn and its inverse ifftn were utilised for Fourier transformation.
The resulting dose deposition DB(~r) in equation 8.6 was subsequently compared with the Monte-Carlo
simulation of a photon beam with magnetic field applied.
In water, both a monoenergetic photon beam of 3 MeV was used as well as photons from a 6 MV spec-
trum. After observing that the warping assumption principally holds both for the monoenergetic beam and
the spectrum in water, the subsequent investigations in bone and lung were only carried out for the 6 MV
spectrum. For consistency with the point kernel in verification, the 6 MV energy spectrum was also not
varied across the beam as would be the case for a realistic linear accelerator, but the central axis spectrum
was used for all photons.
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9.2 Results
In the following, the Monte-Carlo simulated point kernels used for the warping kernels according to equa-
tion 8.5 are shown (generation cf. section 9.1.1) as well as the warping kernels. Further, the simple dose
distributions used for testing the warping assumption as given in equation 8.3, and as described in section
9.1.2 are presented. The dose distributions are all simulated with the same number of primary photons
(109) such that quantitative comparison is possible.
Two dimensional dose maps of the D0(~r) and the transformed dose distribution from DB(~r) of equation
8.6 are displayed, as well as those of the Monte-Carlo simulated DMCB (~r) that DB(~r) is compared with, and
the difference between both. Additionally, the respective cross profiles and depth-dose curves are reported.
For a better understanding of the point kernels’ dimensions in the different media investigated, electron
csda ranges (cf. equation 2.10) and gyroradii in magnetic fields (cf. equation 4.1) are reported in each sub-
section as a rough illustration.
9.2.1 Water and Soft Tissue
The point kernels for one monoenergetic case (3 MeV) and for the 6 MV spectrum are shown in figures 9.1
and 9.2. The dose distribution is normalised to the maximum dose in the kernel, and the colourcoding is
logarithmic where values below 10−5.5 are set to zero for better visualisation. Other monoenergetic kernels
were shown in figures 6.4, 6.5 and 6.6.
One cut each through the plane of photon incidence is displayed at x=101 mm, y=101 mm and z=100 mm
(left to right) for magnetic fields of 0 T, 0.2 T, 1.5 T and 3 T (top to bottom), respectively. The photon’s
momentum is in positive z-direction, while the magnetic field has a single non-zero component in y-direction.
It can be observed that the point kernel from the 6 MV spectrum at 0 T appears to be narrower and
longer than its 3 MeV counterpart which is due to higher energy components in the photon spectrum, where
the distribution of momenta of the Compton electrons is more forward-peaked (cf. figure A.2) and higher
energy electrons are produced with longer ranges.
The csda range of 3 MeV electrons in water is given as rcsda = 1.514 g/cm
2 in the ESTAR database [65],
while 6 MeV electrons are listed to have rcsda = 3.052 g/cm
2. Dividing by the water density of ρ = 1 g/cm3,
these correspond to the respective ranges in centimeters.
The gyroradii of the same electrons in vacuum calculated according to equation 4.1 and determining the
relativistic correction from γ = E/(m0c
2)=3 MeV/0.511 MeV and γ = E/(m0c
2)=6 MeV/0.511 MeV, are
around rg =4.9 cm at 0.2 T for a 3 MeV electron and rg =10.0 cm for a 6 MeV electron.
So it is consistent with these values that in the 0.2 T simulations, effects are minor, since the elec-
trons’ trajectories are bent onto a radius of several centimeters, which is more than three times as long
as their range, i.e. the curvature observed in the x-z plane is relatively small. It should be mentioned
her again that a smooth, curved electron track in water is of course only a theoretical construct, and ac-
tually, any electron beam will broaden due to scatter. This was discussed in a little more detail in chapter 7.
At 1.5 T, the gyroradius in vacuum is rg =0.7 cm for a 3 MeV electron and rg =1.3 cm for a 6 MeV
electron. Therefore if it were not for further scatter and slowing down, the electrons would be able to com-
plete around the third of a circle on the circumference, such that the curvature can be considered significant
in terms of its influence on the dose deposition. This is what is observed in the plots of the x-z planes at
y=101 mm where the deflection of the central portion of the dose deposition kernel roughly corresponds to
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these curvature values.
Also in the y-z and x-y planes of 1.5T, the influence of the magnetic field can be noticed, where electrons
and therefore dose are pushed out of the y-z plane at x=101 mm and into the direction of higher x values,
and on the other hand, electrons and therefore dose get pushed into the x-y plane at z=100 mm from planes
of higher z values.
Gyroradii at 3 T are 0.3 cm for 3 MeV electrons and 0.7 cm for 6 MeV electrons in vacuum. Without
further scatter nor slowing down, these electrons would complete the corresponding circular tracks to 70 to
80 % of the circumference, such that it is expected that the electrons are confined much more strongly than
in the cases of lower magnetic fields. And indeed, most of the dose is deposited in a small circular structure
in the x-z plane, not exceeding 2 × rg =0.6 cm. As for 1.5 T, electrons and dose get pushed out of the
y-z plane at x=101 mm towards higher x-values, and into the x-y plane at z=100 mm from higher values of z.
Since the gyroradii in vacuum merely give a hint towards the plausibility of the point kernels, it may
also be worthwhile to compare the shape of the kernels for 1.5 T and 3 T with the hypothetical electron
tracks generated and described in part II and displayed in figure 6.1. Even though these tracks also lack the
effects of scatter, they are considered closer to the average electron motion than a circular track in vacuum,
and may help illustrate the shape of the point kernels.
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Figure 9.1 Point kernels for 3 MeV in water.
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Figure 9.2 Point kernels for 6 MV in water.
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The warping kernels KB0 (~r) for 3 MeV and 6 MV, determined from the point interaction kernels de-
scribed above in section 9.1.1, are shown in figures 9.3 and 9.4. The values displayed represent the inverse
Fourier transform of the ratio of the Fourier transforms of the two point interaction kernels according to
equation 8.5 where no normalisation of the input point kernels was performed (cf. section 9.1.1). As in the
point interaction kernels in figures 9.1 and 9.2, values below 10−5.5 are set to zero.
Figure 9.3 Warping kernels for 3 MeV in water.
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It can be noticed that the warping kernels for the 3 MeV photons exhibit rather extended oscillations
mainly in z direction which are almost absent for 6 MV. Since the dose fall-off is sharper at 3 MeV due to the
kernels being monoenergetic, the oscillations can be attributed to the Fourier transform used in kernel gen-
eration. It is consistent that they are less in x and y direction where the point kernel falls off more smoothly.
Otherwise, the warping kernels match the deformations observed in that they are small where little
deflection is observed and larger where the effect is stronger.
Figure 9.4 Warping kernels for 6 MV in water.
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Results from application of the monoenergetic 3 MeV warping kernels are first presented in the following,
while the findings from using a spectral kernel of 6 MV are given further below.
In figure 9.5, 2D dose maps are seen of D0(~r) (left top), of the transformation result from application of
equation 8.6, i.e. of DB(~r) for 1.5 T (right top), as well as of the Monte Carlo simulation for 1.5 T D
MC
B (~r)




. The central plane at y=51 is displayed, where the
beam travels in positive z-direction while the magnetic field is in positive y-direction.
Since the water phantom is surrounded by air, an electron return effect (ERE, cf. section 4.3) is observed
at the exit surface of the beam in the Monte Carlo simulation which is also the prominent feature in the
difference map.
Figure 9.5 3 MeV water kernel in water; left the two Monte Carlo simulations (top 0 T, bottom 1.5 T), right
warping result (top) and difference to Monte Carlo (bottom)
Also in the depth-dose profile through x=y=51 as seen in figure 9.6 (left), the ERE can clearly be
noticed in the dose from the Monte Carlo simulation at 1.5 T, shown as a dashed red line. The warping
result is represented by a black solid line, and it can be observed that except for the ERE, it coincides well
with the Monte Carlo simulation. In blue, the D0(~r) profile is shown as a reference.
It can also be seen that the dose maximum of both the simulation in the magnetic field and the warping
result is at shallower depth than at 0 T, which is consistent with the findings reported by Raaymakers et
al. in 2004 [27]. In this depth-dose maximum, a small deviation between DB(~r) and D
MC
B (~r) is observed.
The same figure displays the cross profiles at depths 50 mm and 70 mm, which also agree very well
except for some statistical noise in the Monte-Carlo simulations. Compared with the dose profile at 0 T,
the profiles also change shape and get more rectangular.
The 2D dose maps for the warping to 3 T are omitted here since they would not reveal any qualitative
difference to the 1.5 T cases. There as well, the ERE constitutes the most significant difference. However,
from the depth-dose curve and the cross profiles displayed in figure 9.7 it can be seen that at any given
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Figure 9.6 Water, 3 MeV. Depth-dose profile (left) and cross profiles at two different depths of the Monte Carlo
simulation (’Geant4’, red-dashed) at 1.5 T and the warping result (black). The profile at 0 T (blue) is given for
comparison.
depth beyond the depth-dose maxima, the dose deposited in a 3 T magnetic field is lower than for 0 T by
around 4%.
Figure 9.7 Water, 3 MeV. Depth-dose profile (left) and cross profiles at two different depths of the Monte Carlo
simulation (’Geant4’, red-dashed) at 3 T and the warping result (black). The profile at 0 T (blue) is given as a
reference.
This is consistent with the depth-dose maxima being at a shallower depth when a magnetic field is
present. More energy is actually deposited further ’upstream’ in the photon beam since the secondary
electrons released by the Compton interaction are bent sideways and even back to some extent. Therefore
the electrons do not transport their energy primarily downstream as for 0 T, but to the side. This behaviour
is also evident from the point kernels (figures 9.1 and 9.2 above).
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Looking at the corresponding plots for the 6 MV spectrum in figures 9.8 and 9.9, observations are very
similar to the monoenergetic 3 MeV results.
However, the difference between DB(~r) (’warped’) and D
MC
B (~r) (’Geant4 1.5 T’, ’Geant4 3.0 T’) at the
dose maximum is more pronounced for the 6 MV spectrum with respect to the 3 MeV monoenergetic beam,
while dose from the ERE is lower. What is more, the cross profiles are less rectangular: on the beam edge
the electrons get deflected away from (x=60 mm), there is a smooth fall off.
Figure 9.8 6 MV water kernel in water; left the two Monte Carlo simulations (top 0 T, bottom 1.5 T), right warping
result (top) and difference to Monte Carlo (bottom)
This effect is due to the different ranges of secondary electrons resulting from the different incident
photon energies in the spectrum. While electrons with higher energies get transported further into the
centre of the beam, electrons with lower energies reach the end of their range earlier and the energy gets
deposited more locally.
Close to x=60 mm, there is only contribution from low energy electrons that were generated rather
close-by, whereas towards the centre of the beam, contributions from locally generated electrons and from
higher energy electrons created further away superimpose. So very similar to the build-up effect of a con-
ventional photon depth-dose curve which is also broader in case of irradiation with a spectrum, a smooth
increase of dose is observed, but in this case perpendicular to the direction of incidence of the beam.
The increasing extension of the point kernels with increasing energy of the incident photons was pre-
sented in figures 6.4, 6.5 and 6.6 above.
9.2.2 Bone
The point interaction kernels in bone from a 6 MV photon beam are displayed in figure 9.10 for planes
through x=101 mm, y=101 mm and z=100 mm (left to right) and magnetic fields of 0 T, 0.2 T, 1.5 T
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Figure 9.9 Water, 6 MV. Depth-dose profiles (left) and cross profiles at two different depths of the Monte Carlo
simulation (’Geant4’, red-dashed) at 1.5 T (top) and 3 T (bottom) and the respective warping results (black). The
profiles at 0 T (blue) are given as a reference.
and 3 T (top to bottom). The colourcoding is again logarithmic, where the values are normalised to the
maximum dose and values below 10−5.5 are set to zero.
The dose deposition is very similar to the situation in water: Hardly any effect is observed at 0.2 T,
while deformations are significant for 1.5 T and 3 T. In general, the kernels are slightly smaller than their
water equivalents that were shown in figure 9.2 above. This may be explained by the smaller range of the
secondary electrons in bone compared with water.
For 3 MeV, the csda range (cf. equation 2.10) in cortical bone is given in the ESTAR database
[65] as rcsda = 1.671 g/cm
2 which corresponds to an actual range of rbone = 1.061 cm when dividing by
ρ = 1.575 g/cm3. At 6 MeV, the corresponding values are rcsda = 3.335 g/cm
2 and rbone = 2.117 cm.
Therefore the actual range in bone is roughly 2/3 of the range in water which explains the smaller point
interaction kernels.
What is more, the higher effective Z in bone leads to a faster increase of the mean square scatter angle
of the electrons (cf. chapter 2 of [18]), such that the effect of scatter is stronger and the dose is less confined
to the centre of the kernel.
The shorter electron range and the more prominent scatter lead to less electrons and therefore dose
being pushed out of the y-z plane at x=101 mm to higher values of x, and being pushed into the x-y plane
at z=100 mm from higher values of z, compared with the situation in water.
Consequently, the warping kernels in bone displayed in figure 9.11 are also smaller in size than the
warping kernels in water which were shown in figure 9.4 above.
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Figure 9.10 Bone point kernels for 6 MV.
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Figure 9.11 Bone warping kernels for 6 MV.
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Overall, however, differences between the water and the bone kernels are not very pronounced, and
hence, the 2D dose maps of the bone simulations and of warping using the bone kernels are very similar
to the water results reported above. In order to avoid redundancy, only the depth-dose profiles and cross
sectional plots are shown here in figure 9.12. It can be seen that the overall effect of the magnetic field
is smaller, and that especially for 0.2 T, the deviation is in the same order of magnitude as the statistical
noise on the simulations.
Figure 9.12 Bone, 6 MV. Depth-dose profiles (left) and cross profiles at two different depths of the Monte Carlo
simulation (’Geant4’, red-dashed) at 0.2 T, 1.5 T and 3 T (top to bottom) and the respective warping results (black).
The profiles at 0 T (blue) are given as a reference.
9.2.3 Lung
The point kernels in lung are displayed in figure 9.13, where the magnetic field again varies from top to
bottom. Effects of the magnetic field are much stronger than in water and bone, and especially for the
higher magnetic fields, severe deformations are observed in all dimensions of the kernels.
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Figure 9.13 Lung point kernels for 6 MV.
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Looking first at the centre column of plots, i.e. the x-z plane in which the electron deflection takes place
since the magnetic field is in y direction, a large difference in kernel size is remarked depending on the field
strength. While the kernels are very extended at 0 T and 0.2 T, they become rather small at 1.5 T and
3 T.
The csda range (cf. equation 2.10) for ’Lung ICRP’ is given as rcsda = 1.532 g/cm
2 for 3 MeV in the
ESTAR database [65], and dividing it by the density of ρ = 0.217 g/cm3 used in the lung simulations, the
range of 3 MeV electrons is expected to be around 7 cm, while for 6 MeV with rcsda = 3.088 g/cm
2, the
range is more than 14 cm. This explains the forward extension of several centimeters at 0 T.
The gyroradii (cf. equation 4.1) for 3 MeV if there were no matter present, would be around 5 cm for
0.2 T, 7 mm for 1.5 T and 3 mm for 3 T (cf. section 9.2.1). For 6 MeV, the corresponding gyroradii would
be 10 cm, 13 mm and 7 mm, respectively.
These values serve as a good indication of why a curvature of several centimeters radius is observed in
the point dose deposition in a magnetic field of 0.2 T while at the higher magnetic fields, much smaller
circular patterns are seen. At 0.2 T, the point deposition kernel is merely deformed since the radii of the
deflection that the secondary electrons are subject to, are in the same order of magnitude as the electron
ranges in lung tissue.
However, at 1.5 T and 3 T, electron motion in the x-z plane is confined to radii of several millimeters, such
that beyond the small circular patterns, no dose is deposited by secondary electrons, except for some scatter.
The full picture becomes clear from the plots of the y-z and x-y plane. While the electron motion is
restricted in the directions perpendicular to the magnetic field, they do not experience any force in y direc-
tion. When they are produced in Compton interaction, they therefore basically retain their momentum in y
direction, so that it is likely that instead of contributing to the dose ahead of the point of interaction, they
get bent onto a corkscrew-like trajectory, spiralling out from their point of creation towards both positive
and negative y-direction until they reach the end of their range. This leads to the elongate patterns observed
at 1.5 T and 3 T in the two outer columns of the figure.
In the centre column, i.e. in the x-z plane, another effect can be noticed at 1.5 T and 3 T, namely a
smaller circular structure towards lower values of x, so in the direction opposite to the main dose deposition.
The same observation was already made in the monoenergetic point kernels of 6 MeV photons in water
displayed in figure 6.6, and this structure is caused by electrons with a momentum having a component in
negative z-direction, so which are backscattered. So for these electrons, the action of the Lorentz force is
in opposite direction to those with momentum in positive z-direction, and another small tubular structure
emerges.
Magnetic field effects on the kernels are much stronger in the lung kernels compared with the water
kernels, due to the approximately 5-fold longer electron ranges resulting mainly from the lower density.
The lung warping kernels determined from these point kernels are displayed in figure 9.14, and it can be
remarked that even though the differences in size of the point kernels at different magnetic field strengths
are significant, they do not result in differences of the same extent in the warping kernels.
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Figure 9.14 Lung warping kernels for 6 MV.
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The properties of the kernels translate directly into the dose deposition from the 2 cm×2 cm beam as
can be seen from the Monte Carlo simulations displayed in figures 9.15, 9.16 and 9.17. While for 0 T and
0.2 T, build-up at the entrance surface of the beam is slow, it is fast and edgy for 1.5 T and 3 T.
The most significant difference between the warping result and the Monte Carlo generation is again the
dose due to the ERE, whereas elsewhere, the agreement is rather good. Again, for the 0.2 T case, the elec-
tron returning to the exit surface of the beam deposit their dose in a curved long pattern, while at 1.5 T and
3 T, the dose deposition in confined to a narrow band close to the surface, correspoding to smaller gyroradii.
Figure 9.15 Dose deposition in lung; left the two Monte Carlo simulations (0 T, 0.2 T), right warping result using
the lung kernel (top), and difference to Monte Carlo (bottom)
Figure 9.16 Dose deposition in lung, 1.5 T; the Monte Carlo simulation (left), warping result using the lung kernel
(center) and difference to Monte Carlo (right)
Looking at the depth-dose curves in figure 9.18, the differences in the build-up regions of 0 T and 0.2 T
compared with 1.5 t and 3 T, are even more evident. It can be remarked, however, that the warping
produces an overshoot for 1.5 T and 3 T.
In the cross profiles, it is seen that the general shape of the beam in the magnetic fields is modelled
rather well by the warping. However, significant differences exist with respect to exact height for 1.5 T
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Figure 9.17 Dose deposition in lung, 3 T; the Monte Carlo simulation (left), warping result using the lung kernel
(center) and difference to Monte Carlo (right)
and 3 T. Comparing with the 0 T distribution, the magnetic field strongly affects the dose deposition, and
locally a dose increase of around 10 % is observed.
Figure 9.18 Lung, 6 MV. Depth-dose profiles (left) and cross profiles at two different depths of the Monte Carlo
simulation (’Geant4’, red-dashed) at 0.2 T, 1.5 T and 3 T (top to bottom) and the respective warping results (black).
The profiles at 0 T (blue) are given as a reference.
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9.3 Summary and Conclusion
In this chapter, application of the warping method to homogeneous media was described. For this purpose,
photon point interaction kernels were generated in three types of media present in the human body which
are water, bone and lung tissue, and at different magnetic fields that are found in clinical MR scanners. It
was seen that the dimensions and shapes of the point kernels were in good agreement with expectations
from the known ranges of secondary electrons in the respective media, and from the known gyroradii of
electrons in the according magnetic fields. Especially in lung tissue, the effects of the magnetic field were
significant due to the long electron ranges.
From the point interaction kernels, warping kernels were determined to be applied to simulated dose dis-
tributions in homogeneous phantoms. For bone and water, basically a sideward deformation of the whole
cross profiles was noticed as well as an upstream shift of the depth-dose profile, causing the depth-dose
maximum to be located at shallower depths if a magnetic field is present. Consequently, the rest of the
depth-dose profile was seen to be somewhat lower than without a magnetic field. In lung, the shape of the
lateral (cross) profile was seen to be strongly influenced by the magnetic field. In spite of the depth-dose
maximum being also located at shallower depths at 1.5 T and 3 T than at 0 T, in lung tissue the shape of
the cross profile leads to locally higher dose values in the magnetic field, also beyond the dose maximum.
Generally, the warping results were in good agreement with reference Monte-Carlo simulations in the
homogeneous part of the media investigated, such that it can be said that here, the warping method per-
forms well. Especially in water and bone, deviations of the warping results from Monte Carlo simulations
were seen to be minor and generally in the order of magnitude of statistical noise for all magnetic fields
considered. In lung, only at 0.2 T was the agreement comparable with that in bone and water. At 1.5 T and
3 T, however, the warping is able to model the general shape of the dose deposition pattern but differences
exist to the reference Monte Carlo simulations with respect to the exact magnitude, with deviations within
around 5 %.
In heterogeneous regions, deviations between the warping and the reference simulations were observed
to be severe. Not only can the electron return effect at interfaces to air not be adequately modelled by
the method, but also in the build-up region, the warping results shown larger deviations from the reference
simulations.
In terms of practical application in clinical settings, it need be asked at this point whether the deviations
observed will be a serious obstacle for actual use of the method. At this point, it is concluded that this is
not the case: On first sight, the electron return effect seems to be of major concern at the exit surface of the
beam from the patient. Its absence in the dose distribution determined by means of the warping method
will cause any fluence optimiser (cf. section 1.3) that makes use of the warping method for dose calculation,
to underestimate the dose near the surface, and therefore create fluence patterns that in reality lead to a
severe overdosage in this region. However, a mere addition of some bolus material at the exit surface of
the beam from the patient will solve the issue. Some body cast or other immobilisation device can be used
which may be considered a standard component of any better-equipped radiation therapy department, as
long as the device’s material is more-or-less water equivalent in terms of electron absorption. Irrespective
of the dose calculation method applied, the use of additional material on the exit surface appears to be the
procedure of choice for treatment in a magnetic field, since in this manner the high doses due to the ERE
are avoided and cannot impair the quality of the dose distribution.
The second region where significant deviations of the warping results with respect to the Monte-Carlo
simulations are observed, is in the build-up region. Generally, the warping method overestimates the dose in
the dose maximum, i.e. close to the entrance surface. In the case that irradiation is from several directions,
and some bolus material is used anyways for ERE compensation, the effect due to this overestimation will
also be small. If no bolus material is used in the entrance channel of the beam, the optimiser may try
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to reduce the dose unnecessarily which might result in a slightly suboptimal plan, but since the dose will
always be lower in reality than what was determined by the warping-based dose calculation, no harm is
expected in the tissues of the entrance channel.
However, in regard to inhomogeneities inside the human body, the answer towards applicability of the
warping method is not straightforward, and the discussion will be resumed at the end of chapter 10, on the
basis of the outcome of the phantoms studies presented there, and finally in chapter 12.
It was found later during the work on this thesis that for the water point interaction kernel at 3 T, as
well as for the lung point interaction kernels at 1.5 T and 3 T, an energy conservation issue exists. In spite
of the fact that for all point kernel simulations, the same number of photons with the same initial momenta
were used, the energy deposited in the Monte-Carlo simulations differed depending on the magnetic field.
For bone, the effect was generally below 1 % and the same is true for the water kernels at 0.2 T and 1.5 T.
However, the energy deposited in the 3 T water kernel was lower by almost 2 % with respect to the 0 T
kernel at 6 MV and by nearly 3 % at 3 MeV. In lung, the energy was lower by almost 3 % at 1.5 T and by
almost 6 % at 3 T than at 0 T.
Regrettably, in the course of the work on the results presented in this chapter, only the 1.5 T water
kernel had been used for verification of whether energy conservation is properly observed in the Monte-Carlo
simulations, and the deviation below 1 % had been considered insignificant and not further been analysed.
Due to the ERE, it was not expected that in the open field simulations the same amount of energy would
be deposited in all settings, why here, it was not tested for energy conservation. Finally, since rather good
agreement was found between the warping method and further Monte-Carlo simulation, and since these
Monte-Carlo simulations are qualitatively consistent with the observations of other authors ([62], [44]), there
had been no indication to doubt the results. Effects of the lack of energy in the 3 T warping kernel will be




Finding that the warping method was rather successful in homogeneous media and that the relevance of
the deviations at tissue-air-interfaces is limited to certain cases, application is extended in this chapter to
phantom studies of near-clinical cases. One brain and one lung tumour phantom were virtually constructed,
and the dose effects of application of the warping method to them is described in the following.
Referring to section 9.3, a brain tumour case may benefit from MR-guidance in terms of better differen-
tiation between tumour and brain tissues or visualisation of oedema and the like. The second reason why
this geometry was chosen is that it represents a combination of bone and soft tissue which is considered
a good candidate for application of the warping method, and which is, in variable geometries, present in
many parts of the human body.
The advantage of MR-guidance over guidance by means of x-ray based methods in lung may be debated,
since Hounsfield units between tumours and lung tissue differ enough to result in a reasonable x-ray contrast
(except for the case of atelectasis, where MR-guidance may be of benefit). However, it is worthwhile
considering that MRI will be one more useful means for image guidance of lung tumours. The lung tumour
geometry was chosen to assess the effects of the magnetic fields on the dose in more detail, which are
expected to be large Second, it was intended to investigate the performance of the warping method in such
a heterogeneous geometry, after it was found in chapter 9 that the method showed large deviations from
the reference simulations at tissue-air interfaces.
10.1 Material and Methods
For each phantom geometry, two beam settings are used, which is an open field encompassing the tumour,
and a single beamlet for IMRT, respectively. Irradiation is simulated for a 6 MV beam of flat fluence, again
using the spectrum of the central axis only.
As in chapter 9, a Monte-Carlo simulated dose distribution without magnetic field is warped using the
kernels for 0.2 T, 1.5 T and 3.0 T and compared with the respective Monte Carlo simulation involving
the magnetic field. The effect of the magnetic field on the dose distribution, i.e. the respective differences
between the Monte-Carlo simulated 0 T dose distribution and those simulated with application of a magnetic
field, are also analysed.
10.1.1 Irradiation of Brain Phantom using an Open Field
The skull and brain for the simulation were constructed as two concentric elliptical tube sections con-
sisting of cortical bone (CB) and white matter (WM) which mimicks the situation above the skull base.
The brain tumour was not explicitly constructed since in general, brain tumours do not differ a lot from
the surrounding brain tissues in terms of mass and electron density and therefore photon interactions (cf. 2).
A sketch of the set up is shown in figure 10.1. The skull ellipse (black in the figure) has an outer
major-semi axis of 10 cm and an outer minor-semi axis of 8.5 cm, in which the brain ellipse is embedded
such as to have 0.5 cm skull bone uniformly around the brain. The semi axes of the brain ellipse are thus
70
9.5 cm and 8 cm (blue in the figure). Both the skull and the brain elliptical tube section have a height of
10 cm, and the whole structure is surrounded by air. A possible tumour outline is also given in the figure.
Figure 10.1 Brain phantom cross section. Direction of beam incidence for simulations is indicated by the black
arrow.
Table 10.1 Mass fraction of chemical elements for brain phantom
density H C N O P Na S Mg Ca Cl K
CB 1.575 g/cm3 0.034 0.155 0.042 0.435 0.103 0.001 0.003 0.002 0.225 - -
WM 1.04 g/cm3 0.106 0.194 0.025 0.661 0.004 0.002 0.002 - - 0.003 0.003
The material composition for these simulations are taken from [70], and are given in table 10.1.
The simulated irradiation was by a (4.6 cm)2 field, assuming a tumour volume of roughly 50 ml and
warping was performed using the water kernel since the phantom is widely water equivalent from its radi-
ological properties.
10.1.2 Irradiation of Brain Phantom using a Beamlet
The geometry is as described in the preceding section 10.1.1; however, the irradiation was by a beamlet
(bixel) of (0.5 cm)2 width which represents the smallest subunit, that an IMRT field can be composed of
(cf. chapter 1.2 of the introduction).
10.1.3 Irradiation of Lung Phantom using an Open Field
A thorax was set up in Geant4, again using an elliptical tube section, and as shown in figure 10.2. The major
and minor-semi axes were 14 cm and 8.5 cm, respectively, corresponding to the lateral and ventrodorsal
directions. Into one side of the thorax, a lung was inserted as another elliptical tube in which a tumour was
embedded.
The lung elliptical tube had its major-semi axis of 6.5 cm in ventrodorsal direction and its minor-semi
axis of 4.5 cm in left-right lateral direction and is placed at 7 cm from the mid-sagittal axis of the thorax.
Both elliptical tubes again cover 10 cm in the cranio-caudal direction. The lung tumour is constructed as
a solid sphere of 1.25 cm radius and placed in the centre of the lung.
Soft tissue and lung are again defined according to [70] and their composition is given in table 10.2. The
lung tumour is constructed to have the same elemental composition as lung tissue but a higher density is
assigned using 0.88 g/cm3 taken from [71].
A ventro-dorsal irradiation field of (2.5 cm)2 is used such that it is exactly the size of the outer dimensions
of the tumour. It has to be remarked that in clinical reality, a 1 cm margin would be chosen around the
tumour.
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Figure 10.2 Cross section of the lung phantom. The beam direction for simulation is indicated by the black arrow.
Table 10.2 Mass fraction of chemical elements for lung phantom
density H C N O P Na S Cl K
soft tissue 1.05 g/cm3 0.102 0.143 0.034 0.710 0.002 0.001 0.003 0.001 0.004
lung 0.26 g/cm3 0.103 0.101 0.029 0.755 0.002 0.002 0.003 0.003 0.002
Warping was performed both with the water kernels and the lung kernels, where the lung kernels were
used as calculated for the homogeneous test cases, in spite of the slightly different density used there
(0.217 g/cm3).
10.1.4 Irradiation of Lung Phantom using a Beamlet
Using the same set up as described in section 10.1.3 above, dose deposition from a beamlet (bixel) of
(0.5 cm)2 width was simulated also for the lung phantom to see the behaviour of the dose from an elemental




10.2.1 Irradiation of Brain Phantom using an Open Field
Brain - Open Field - 0.2 T
Two dimensional dose distributions of the Monte Carlo simulations and warping results for 0.2 T are
displayed in figure 10.3 as well as difference plots which have been normalised by the dose at the virtual
tumour position, i.e. the centre voxel at a depth of 91 mm. In the figure title, DG denotes the dose from the
Geant4 simulation Dw the warped dose and DT the dose in the tumour. While the colour coding of the left
difference plot stretches over the full range of values, in the right plot, values above ±10 % have been cut
off such that the details within the brain are visible, and comparison with the difference plots from warping
to magnetic fields of other magnitude is facilitated. The beam is incident from the left and in all cases,
the increase of dose in the skull is seen on both sides. Between the warping and the Monte Carlo dose at
0.2 T, the ERE is seen to be the most significant difference, and some smaller deviations are observed in
the entrance region of the beam where also the skull is located.
Figure 10.3 Top: Monte Carlo simulations of brain phantom irradiation with an open field at 0 T (left) and 0.2 T
(centre), and warping result (right). Dose values in Gy. Bottom: Difference plots between warping and simulation
for 0.2 T, full range of values (left) and range restricted to values within ±10 % (right).
Depth-dose curves and cross profiles for the 0.2 T case are displayed in figure 10.4 both for the Monte
Carlo simulations and the warping result, as well as for the difference between them which is again normalised
by the tumour dose in the magnetic field. Despite the statistical noise on the Monte Carlo simulations,
it can be seen that no major systematic deviations exist between the warping and the simulation, except
for the ERE. Fluctuations within the high dose region are generally within 3-4 %. As already discussed
in chapter 9.2 above, dose in a magnetic field is shifted upstream, and this is even more prominent in the
bone layer of this case, where the backward-bent secondary electrons loose their energy over a shorter track
length. Difference plots between Monte-Carlo simulated dose distributions at 0.2 T and 0 T are shown in
figure 10.5, where DB and D0 in the figure title denote the dose with and without a magnetic field applied,
respectively, and DTB is the tumour dose in the magnetic field. Here, a systematic difference of up to around
±8 % is observed at the beam edges while in the beam centre, fluctuations are also within around 2-4 %.
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Figure 10.4 Open field in brain phantom. Top: Depth-dose profile (left) and cross profiles at two different depths of
the Monte Carlo simulation (’Geant4’, red-dashed) at 0.2 T and the warping result (black). The profile at 0 T (blue)
is given as a reference as well as the position of the skull in the depth-dose profile. Bottom: difference normalised by
tumour dose.
It can thus be stated that even though a magnetic field of 0.2 T does not have a large influence on the dose
distribution in this brain tumour case, the result of the warping method is significantly closer to the actual
dose distribution produced at a magnetic field of this magnitude than if the effect of the magnetic field is
not taken into account at all.
Figure 10.5 Comparison of the Monte Carlo simulations at 0.2 T and 0 T: difference normalised by the tumour
dose in the magnetic field. Top: 2D maps with full and restricted range of values; bottom: profiles along the beam
direction (left) and across the beam at two different depths.
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Brain - Open Field - 1.5 T
The corresponding results for 1.5 T are displayed in figures 10.6, 10.7 and 10.8. It is evident that the
ERE still constitutes the major difference and also in the entrance region warping and Monte Carlo simu-
lation do not perfectly agree. However, also in the homogeneous region, systematic deviations between the
warped and Monte-Carlo simulated dose distribution exist at the beam edges. They are seen to decrease
with increasing depth in the rightmost plot of figure 10.6, with magnitudes of nearly 10 % at a depth value
of 5 cm and 6 % at the virtual tumour depth value of 9 cm as the cross-sectional profiles in figure 10.7 reveal.
Figure 10.6 From left to right: Monte Carlo simulation of brain phantom irradiation with an open field at 1.5 T
and warping result (dose values in Gy) as well as difference plots between warping and simulation for 1.5 T, using the
full range of values and a restricted range.
Figure 10.7 Open field in brain phantom. Top: Depth-dose profile (left) and cross profiles at two different depths of
the Monte Carlo simulation (’Geant4’, red-dashed) at 1.5 T and the warping result (black). The profile at 0 T (blue)
is given as a reference as well as the position of the skull in the depth-dose profile. Bottom: difference normalised by
tumour dose.
Differences to 0 T are given for comparison in figure 10.8. Here, dose at the beam edges differs by almost
±30 % with smaller depth dependence of this value than in the warping case.
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Figure 10.8 Comparison of the Monte Carlo simulations at 1.5 T and 0 T: difference normalised by the tumour
dose in the magnetic field. Top: 2D maps with full and restricted range of values; bottom: profiles along the beam
direction (left) and across the beam at two different depths.
Brain - Open Field - 3 T
For 3 T, observations are very similar as seen in figures 10.9, 10.10 and 10.11. Entrance and exit region are
not well modelled by the warping but also in the homogeneous part, dose at the beam edges differs by up
to around ±6 % where this value decreases with depth.
Figure 10.9 From left to right: Monte Carlo simulation of brain phantom irradiation with an open field at 3 T,
warping result (dose values in Gy) as well as difference plots between warping and simulation for 3 T, using the full
range of values and a restricted range.
Deviations to the dose distribution without magnetic field are again much larger and range up to more
than ±30 % as figure 10.11 shows.
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Figure 10.10 Open field in brain phantom. Top: Depth-dose profile (left) and cross profiles at two different depths
of the Monte Carlo simulation (’Geant4’, red-dashed) at 3 T and the warping result (black). The profile at 0 T (blue)
is given as a reference as well as the position of the skull in the depth-dose profile. Bottom: difference normalised by
tumour dose.
Figure 10.11 Comparison of the Monte Carlo simulations at 3 T and 0 T: difference normalised by the tumour
dose in the magnetic field. Top: 2D maps with full and restricted range of values; bottom: profiles along the beam
direction (left) and across the beam at two different depths.
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10.2.2 Irradiation of Brain Phantom using a Beamlet
Brain - Beamlet - 0.2 T
While hardly any difference can be seen between the two dimensional dose maps of the Monte Carlo sim-
ulations at 0 T and 0.2 T as well as the warping result in figure 10.12, the two difference plots reveal that
also for the beamlet case, the prominent deviations are found close to the entrance and exit surfaces. The
colour coding in the second difference plot is maintained to be between ±10 % for comparison purpose,
although the actual maximum values are smaller.
Figure 10.12 Top: Monte Carlo simulations of brain phantom irradiation with a beamlet at 0 T (left) and 0.2 T
(centre), and warping result (right). Dose values in Gy. Bottom: Difference plots between warping and simulation
for 0.2 T, full range of values (left) and colour coding such as to display values within ±10 % (right).
In the depth-dose profile shown in figure 10.13, all curves almost coincide, where the magnetically de-
formed curves are slightly lower than the 0 T curve. In the difference depth-dose profiles, it is observed
that in the homogeneous region and along the central axis of the beam at y=106 mm, the dose values of
the Geant4 simulation are always higher than in the warping result by 1-2 %. In the entrance region, the
warping overestimates the dose, and at the exit surface where the ERE is, it underestimates it.
The cross-sectional profiles show deviations at the beamlet edges of up to around 1.5 % between the
warping result and the reference simulation. The comparision with the 0 T distribution is found in figure
10.14, where the sideward deformation of the beamlet is clearly seen. It leads to differences at the beamlet
edges of around 6 % at the depths displayed in the figure. The fluctuations on the depth-dose curve of the
difference to 0 T are centred at a negative value, showing that the magnetically deformed dose is generally
lower than the 0 T dose in the central voxels at y=106 mm.
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Figure 10.13 Beamlet in brain phantom. Top: Depth-dose profile (left) and cross profiles at two different depths of
the Monte Carlo simulation (’Geant4’, red-dashed) at 0.2 T and the warping result (black). The profile at 0 T (blue)
is given as a reference as well as the position of the skull in the depth-dose profile. Bottom: difference normalised by
tumour dose.
Figure 10.14 Comparison of the Monte Carlo simulations at 0.2 T and 0 T: difference normalised by the tumour
dose in the magnetic field. Top: 2D maps with full and restricted range of values; bottom: profiles along the beam
direction (left) and across the beam at two different depths.
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Brain - Beamlet - 1.5 T
At 1.5 T, it is also in the difference plots of figure 10.15 that deviations become evident between the warping
result and the reference simulation. Beside the discrepancies in the entrance and exit region of the beam,
significant differences also exist again at the beamlet edges but decrease with increasing depth.
Figure 10.15 From left to right: Monte Carlo simulation of brain phantom irradiation with a beamlet at 1.5 T,
warping result (dose values in Gy) as well as difference plots between warping and simulation for 1.5 T, using the full
range of values and a restricted range.
The cross profiles of the local difference normalised by the tumour dose in figure 10.16 reveal that they
range up to 8 % at x=50 mm and 6 % at x=91 mm. In the depth-dose curves it is further observed that
along the central axis of the beam, the warping widely underestimates the dose.
Figure 10.16 Beamlet in brain phantom. Top: Depth-dose profile (left) and cross profiles at two different depths of
the Monte Carlo simulation (’Geant4’, red-dashed) at 1.5 T and the warping result (black). The profile at 0 T (blue)
is given as a reference as well as the position of the skull in the depth-dose profile. Bottom: difference normalised by
tumour dose.
Large discrepancies are again remarked when comparing the magnetically deformed dose with the dose
at 0 T as seen in figure 10.17.
The difference map with colour coding between ±10 % shows that in hardly any point along the beam,
deviations are below that threshold. From the cross profiles, it is observed that the actual difference values
are of around 30 %.
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Figure 10.17 Comparison of the Monte Carlo simulations at 1.5 T and 0 T: difference normalised by the tumour
dose in the magnetic field. Top: 2D maps with full and restricted range of values; bottom: profiles along the beam
direction (left) and across the beam at two different depths.
Brain - Beamlet - 3 T
The results of warping at 3 T widely resemble the 1.5 T findings. Again, significant differences are observed
in the heterogeneous regions as well as partially at the beamlet edges. This can be seen in the difference
plot of figure 10.18, and from the profiles in figure 10.19. Difference values at the beamlet edges are up to
around 7 % at x=50 mm and below 5 % at x=91 mm.
Figure 10.18 From left to right: Monte Carlo simulation of brain phantom irradiation with a beamlet at 3 T,
warping result (dose values in Gy) as well as difference plots between warping and simulation for 3 T, using the full
range of values and a restricted range.
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Figure 10.19 Beamlet in brain phantom. Top: Depth-dose profile (left) and cross profiles at two different depths of
the Monte Carlo simulation (’Geant4’, red-dashed) at 3 T and the warping result (black). The profile at 0 T (blue) is
given as a reference as well as the position of the skull in the depth-dose profile. Bottom relative difference normalised
to tumour dose.
Again, the differences to the original 0 T dose distribution are enormous as figure 10.20 reveals. Basically
the dose values at all points in the beam deviate by more than 10 % with peak values of ±40 % at x=50 mm.
Figure 10.20 Comparison of the Monte Carlo simulations at 3 T and 0 T: difference normalised by the tumour
dose in the magnetic field. Top: 2D maps with full and restricted range of values; bottom: profiles along the beam
direction (left) and across the beam at two different depths.
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10.2.3 Irradiation of Lung Phantom using an Open Field
In this section, for each magnetic field the results from warping by means of the kernel generated from point
interaction in water are presented, followed by the results from using the kernel based on point interactions
in lung. For comparison, it is also illustration how big the effect of the magnetic field actually is.
Lung - Open Field - 0.2 T - Water Kernel
Figure 10.21 shows both the Monte Carlo simulations for 0 T and 0.2 T (top), the results from warping by
means of the water kernel (middle) and the difference plots between warping and the corresponding Monte
Carlo simulation (bottom). The difference plots are again displayed using the full range of values for colour
coding (left) and restricting the range to ±10 % (right).
Figure 10.21 Lung phantom irradiation with an open field. Direction of incidence is from below. Top: Monte
Carlo simulations at 0 T and 0.2 T (dose values in Gy); middle: warping result using the water kernel (dose values in
Gy); bottom: difference plots with two colour scales.
It is observed that even though numerically, the ERE is still the prominent effect, also in the lung and
at the tumour boundaries large deviations exist. The dose profiles presented in the top row of figure 10.22
show that while the warping basically reproduces the 0 T behaviour, the actual dose in the 0.2 T reference
Monte Carlo simulation is shifted more sideways. This behaviour is clearly seen in the cross profile in lung
(middle) and less so in the cross profile in tumour (right), but also here, the profiles of the warping result
(black line) and the 0 T simulation (blue) nearly superpose, while the red dashed line of the 0.2 T simulation
exhibits a deformation especially at the beam edges.
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Also in the depth-dose profiles displayed in the leftmost plot, the black line of the warping result is
almost fully hidden by the blue 0 T line, while the red dashed line showing the 0.2 T simulation clearly
disagrees. It should be noticed that since the beam direction is towards decreasing values of y, the ERE is
seen toward the left of the curves.
Figure 10.22 Open field in lung phantom. Top: Depth-dose profile (left) and cross profiles at two different depths
of the Monte Carlo simulation (’Geant4’, red-dashed) at 0.2 T and the result from warping by means of the water
kernel (black). The profile at 0 T (blue) is given as a reference. The position of the thoracic wall and the tumour are
indicated by grey shading. Bottom: difference normalised by tumour dose.
The difference induced by this deformation ranges up to around ±15 % in lung as seen in the cross
profile at y=50 mm. Across the tumour, the shape of the high dose region is rather preserved and at the
beam edges, the differences are between around +5 % and -7 %. In the high dose region, the warping
slightly overestimates the dose, such that in the cross profile through y=91 mm, the difference values in the
tumour volume centre around -1 %. So while the water kernel produces large deviations in lung tissue, the
results in the tumour consisting of soft tissue are rather acceptable.
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Lung - Open Field - 0.2 T - Lung Kernel
Warping by means of the lung kernel yields the exact opposite behaviour as figures 10.23 and 10.24 show:
In the lung tissue, deviations are smaller and the shape of the dose is modelled well but not in the tumour
volume. In lung, the differences stay below around ±6 % but in the tumour, they are as high as ±20 %.
Figure 10.23 Lung phantom irradiation with an open field. Direction of incidence is from below. Top: warping
result using the lung kernel (dose values in Gy); bottom: difference plots with two colour scales.
Figure 10.24 Open field in lung phantom. Top: Depth-dose profile (left) and cross profiles at two different depths
of the Monte Carlo simulation (’Geant4’, red-dashed) at 0.2 T and the result from warping by means of the lung
kernel (black). The profile at 0 T (blue) is given as a reference. The position of the thoracic wall and the tumour are
indicated by grey shading. Bottom: difference normalised by tumour dose.
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Lung - Open Field - 0.2 T - Effect of the Magnetic Field
The results of comparing the dose in the magnetic field with the dose at 0 T widely resemble the warping
results from using the water kernel as seen in figure 10.25. This is explainable with the rather minor defor-
mation of the kernels in water at 0.2 T compared with the deviations that occur in lung.
Figure 10.25 Comparison of the Monte Carlo simulations at 0.2 T and 0 T: difference normalised by the tumour
dose in the magnetic field. Top: 2D maps with full and restricted range of values; bottom: profiles along the beam
direction (left) and across the beam at two different depths.
However, differences to 0 T are larger than to the warping result, with peak values in the lung cross
profile of 20 % here vs. the 15 % reported in figure 10.22, and between +7 % and -10 % in the vicinity of
the tumour, compared with +5 % and -7 % above.
Lung - Open Field - 1.5 T - Water Kernel
At 1.5 T, the magnitude of the effects induced by the heterogeneities increases. Comparing the Monte Carlo
simulation and the transformation results in figure 10.26, it can first be remarked that the maximum dose
value in the simulation is around 50 % higher than in the warping result using the water kernel. High dose
regions due to returning electrons exist at all boundaries from soft tissue to lung or air in the simulation
result. From the difference plots in the same figure, it becomes evident that in addition to these ERE
discrepancies, deviations also exist across the beam in the lung tissue. The cross profiles of figure 10.27
show that these deviations are of up to 15 % in the lung tissue and nearly 25 % in the vicinity of the tumour.
This time even in the tumour volume, the warping method by means of the water kernel does not suffice
to describe the tumour dose accurately due to the overdosage at the tumour boundary caused by the ERE,
as the cross profile at y=91 mm reveals. In the centre of the tumour though, the warping matches the
simulation. In lung, the warping underestimates the dose in the high dose region and on the beam edge
that the electrons get deflected towards, while on the beam edge that the electrons get deflected away from,
the warping predicts a higher dose than observed in the simulation.
The depth-dose profiles are dominated by the heterogeneity effects, and it can be remarked that at the
interfaces where the beam transits from lung tissue into the tumour or the soft tissue of the thorax, a new
build-up effect exists. This is consistent with the findings of Raaynakers et al. in 2004 [27] as reported in
section 4.3.
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Figure 10.26 Lung phantom irradiation with an open field. Direction of incidence is from below. Top: Monte
Carlo simulation at 1.5 T and warping result using the water kernel (dose values in Gy); bottom: difference plots
with two colour scales.
Figure 10.27 Open field in lung phantom. Top: Depth-dose profile (left) and cross profiles at two different depths
of the Monte Carlo simulation (’Geant4’, red-dashed) at 1.5 T and the result from warping by means of the water
kernel (black). The profile at 0 T (blue) is given as a reference. The position of the thoracic wall and the tumour are
indicated by grey shading. Bottom: difference normalised by tumour dose.
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Lung - Open Field - 1.5 T - Lung Kernel
Warping by means of the lung kernel leads to differences of more than 10 % almost everywhere in the soft
tissue, as figures 10.28 and 10.29 show. In the homogeneous lung tissue, the deviations are generally smaller;
however, in the vicinity of tissue interfaces they are large.
Figure 10.28 Lung phantom irradiation with an open field. Direction of incidence is from below. Top: warping
result using the lung kernel (dose values in Gy); bottom: difference plots with two colour scales.
Figure 10.29 Open field in lung phantom. Top: Depth-dose profile (left) and cross profiles at two different depths
of the Monte Carlo simulation (’Geant4’, red-dashed) at 1.5 T and the result from warping by means of the lung
kernel (black). The profile at 0 T (blue) is given as a reference. The position of the thoracic wall and the tumour are
indicated by grey shading. Bottom: difference normalised by tumour dose.
The depth-dose curves confirm these significant differences. In the cross profiles it is seen that in the
homogeneous part of the lung, the shape of the warping result agrees rather well with the reference simu-
lation (y=50 mm). However, at the beam edges deviations are observed of ±6 %.
In the tumour (y=91 mm), the shape is obtained whereas the magnitude is overestimated by 10 to 15 %
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in most of the volume, and underestimated by the same amount at the beam edge that the electrons get
deflected towards.
Lung - Open Field - 1.5 T - Effect of the Magnetic Field
The comparison between the dose at 1.5 T and the original 0 T distribution is presented in figure 10.30.
The magnetic field entirely alters the dose distribution with peak difference values of around 70 % at the
tumour boundary.
Figure 10.30 Comparison of the Monte Carlo simulations at 1.5 T and 0 T: difference normalised by the tumour
dose in the magnetic field. Top: 2D maps with full and restricted range of values; bottom: profiles along the beam
direction (left) and across the beam at two different depths.
Looking at the depth-dose difference, it is remarked that not only the ERE at the exit surface of the
beam from the body causes a spike in the dose distribution, but also the two other spikes are of significant
magnitude: At the entrance surface of the beam into the lung from the soft tissue of the thorax, the spike
is of more than 50 % and at the exit surface from the tumour tissue into the lung, it has a magnitude of
more than 20 %. The two dips where the beam enters the tumour and the thorax from within the lung
tissue, are almost -30 % in magnitude.
In the homogeneous lung tissue at y=50 mm, the difference cross profile shows values of nearly ±40 %,
while the cross profile through the tumour at y=91 mm has its peak at almost 60 % on the side the elec-
trons get deflected to, and -30 % on the beam edge the electrons get deflected away from. As for the 0.2 T
case, these values are larger than the differences observed between the warping result and the Monte-Carlo
simulation reported above.
In the vicinity of the tumour at y=91 mm, the effect of the 1.5 T magnetic field is very comparable
with the effect of the 0.2 T magnetic field shown in figure 10.25, while in the homogeneous lung tissue the
differences double with respect to the 0.2 T case.
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Lung - Open Field - 3 T - Water Kernel
At 3 T, deviations are comparable with those at 1.5 T with respect to their magnitude. However, with
respect to their spacial pattern, figure 10.31 shows that now in lung tissue, both positiv and negative dif-
ferences occur at both beam edges.
Figure 10.31 Lung phantom irradiation with an open field. Direction of incidence is from below. Top: Monte
Carlo simulation at 3 T and warping result using the water kernel (dose values in Gy); bottom: difference plots with
two colour scales.
This pattern is observed in more details in the cross profiles at y=50 mm in the centre of figure 10.32.
While in the middle portion of the beam, the warping generally underestimated the dose by 4-5 %, the
underestimation reaches peak values of around 10 % before the two profiles cross, followed by an overesti-
mation of the warping by the same amount.
Figure 10.32 Open field in lung phantom. Top: Depth-dose profile (left) and cross profiles at two different depths
of the Monte Carlo simulation (’Geant4’, red-dashed) at 3 T and the result from warping by means of the water
kernel (black). The profile at 0 T (blue) is given as a reference. The position of the thoracic wall and the tumour are
indicated by grey shading. Bottom: difference normalised by tumour dose.
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In the tumour at y=91 mm, the cross profiles show that the ERE peak is at around 25 %, as it was for
1.5 T, and the dip on the other side is at around -10 %. It can be remarked, however, that next to the ERE
peak and to the outside of the beam, a second dip is present which is not the case for 1.5 T.
Lung - Open Field - 3 T - Lung Kernel
Warping by means of the lung kernel, it is noticed in figure 10.33 that a strong overdosage is produced in
most of the tumour as well as in the thorax tissue. Only at the surfaces where the ERE takes place is the
dose higher in the reference simulation.
Figure 10.33 Lung phantom irradiation with an open field. Direction of incidence is from below. Top: warping
result using the lung kernel (dose values in Gy); bottom: difference plots with two colour scales.
In the lung tissue, there is again a somewhat symmetric pattern to the central axis, but in contrast to
warping with the water kernel, dose is overestimated in the central part and underestimated on the beam
edges. The depth-dose profile and the cross profiles in figure 10.34 show more details of the lung warping.
The depth-dose behaviour is very similar to what is observed at 1.5 T with peaks and dips that are not
modelled well at all tissue interfaces. The maximum deviations in the cross profile through lung tissue at
y=50 mm are around +7 % and +3 % on the beam edges, i.e. underestimation of the warping method, and
around -3 % to -7 % in the middle portion of the beam, corresponding to an overestimation by the warping
method. Across the tumour at y=91 mm, the differences are higher with more than 10 % underestimation
in the beam edges, and more than 15 % overestimation in the centre of the beam.
Lung - Open Field - 3 T - Effect of the Magnetic Field
Looking at the overall impact of the magnetic field compared with the situation at 0 T in figure 10.35, it can
be noticed that the differences along the central axis are partially smaller but over the lateral extension of
the beam, there are big deviations. Peaks in the cross profile through the lung tissue are as high as ±30 %,
and through the tumour, they range up to 60 %. Interestingly, these values are very similar to the 1.5 T
results that were reported in figure 10.30, both in the homogeneous part of the lung and in the vicinity of
the tumour.
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Figure 10.34 Open field in lung phantom. Top: Depth-dose profile (left) and cross profiles at two different depths
of the Monte Carlo simulation (’Geant4’, red-dashed) at 3 T and the result from warping by means of the lung kernel
(black). The profile at 0 T (blue) is given as a reference. The position of the thoracic wall and the tumour are
indicated by grey shading. Bottom: difference normalised by tumour dose.
Figure 10.35 Comparison of the Monte Carlo simulations at 3 T and 0 T: difference normalised by the tumour
dose in the magnetic field. Top: 2D maps with full and restricted range of values; bottom: profiles along the beam
direction (left) and across the beam at two different depths.
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10.2.4 Irradiation of Lung Phantom using a Beamlet
In the following the results from warping the 0 T dose distribution of irradiation with one single beamlet in
the lung phantom are described. Again, the results of warping by means of the water kernel and the lung
kernel are presented, respectively, as well as the overall impact of the magnetic field reported.
Lung - Beamlet - 0.2 T - Water Kernel
Figure 10.36 shows two dimensional plots of the dose distributions from the Monte Carlo simulations at
0 T and 0.2 T as well as the warping result using the water kernel, and the difference to the reference
simulation. The same colour coding as before is used, displaying the full range of values in the left-hand
difference plot, and restricting the values displayed to ±10 % in the right-hand plot.
Figure 10.36 Lung phantom irradiation with a beamlet. Direction of incidence is from below. Top: Monte Carlo
simulation at 0 T and at 0.2 T (dose values in Gy); middle: warping result using the water kernel (dose values in
Gy); bottom: difference plots with two colour scales.
While visually, hardly any difference can be seen between the Monte Carlo simulations and the warping
result, the difference plots reveal that beside the deviation due to the ERE, also in the lung tissue dose
differences of up to around ±5 % exist. In the tumour volume, the warping agrees well with the reference
simulation.
Depth-dose curves and cross profiles displayed in figure 10.37 confirm the findings. It is observed that
in the tumour at y=91 mm, the deviations between the warping and the reference simulation stay below
1 %. This is much better than what was observed in the case of the open field.
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Figure 10.37 Beamlet in lung phantom. Top: Depth-dose profile (left) and cross profiles at two different depths
of the Monte Carlo simulation (’Geant4’, red-dashed) at 0.2 T and the result from warping by means of the water
kernel (black). The profile at 0 T (blue) is given as a reference. The position of the thoracic wall and the tumour are
indicated by grey shading. Bottom: difference normalised by tumour dose.
Lung - Beamlet - 0.2 T - Lung Kernel
Using the lung kernel instead for warping, the deviations are high in the tumour and smaller in the ho-
mogeneous part of the lung as figures 10.38 and 10.39 show. The same was observed when simulating the
irradiation with an open field described above.
Figure 10.38 Lung phantom irradiation with a beamlet. Direction of incidence is from below. Top: warping result
at 0.2 T using the lung kernel (dose values in Gy); bottom: difference plots with two colour scales.
It can be seen in the cross profile plots that now, deviations in lung stay within 1 % whereas in the
tumour they range up to 8 %.
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Figure 10.39 Beamlet in lung phantom. Top: Depth-dose profile (left) and cross profiles at two different depths
of the Monte Carlo simulation (’Geant4’, red-dashed) at 0.2 T and the result from warping by means of the lung
kernel (black). The profile at 0 T (blue) is given as a reference. The position of the thoracic wall and the tumour are
indicated by grey shading. Bottom: difference normalised by tumour dose.
Lung - Beamlet - 0.2 T - Effect of the Magnetic Field
In the comparison of the 0.2 T dose distribution with its 0 T counterpart as shown in figure 10.40, it is
observed that both in lung as well as in the tumour, the deviations do not exceed ±6 %.
Figure 10.40 Comparison of the Monte Carlo simulations at 0.2 T and 0 T: difference normalised by the tumour
dose in the magnetic field. Top: 2D maps with full and restricted range of values; bottom: profiles along the beam
direction (left) and across the beam at two different depths.
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Lung - Beamlet - 1.5 T - Water Kernel
At 1.5 T, deviations again get more pronounced, especially at the tissue interfaces. In the left difference
plot in figure 10.41, the higher dose in the reference simulation at locations prone to ERE appears as bright
spots. However, the right difference plot shows that differences of more than 10 % are not only observed at
tissue heterogeneities but also along the beam.
Figure 10.41 Lung phantom irradiation with a beamlet. Direction of incidence is from below. Top: Monte Carlo
simulation at 0 T and at 1.5 T (dose values in Gy). Bottom: warping result using the water kernel (dose values in
Gy) and difference plot.
In the depth-dose curves and cross profiles of figure 10.42, it is observed that actually the shape of the
dose distribution is modelled rather well by the warping, but in magnitude, deviations of up to 8 % are
observed in the lung tissue and even across the tumour, they are of around 5 %.
Figure 10.42 Beamlet in lung phantom. Top: Depth-dose profile (left) and cross profiles at two different depths
of the Monte Carlo simulation (’Geant4’, red-dashed) at 1.5 T and the result from warping by means of the water
kernel (black). The profile at 0 T (blue) is given as a reference. The position of the thoracic wall and the tumour are
indicated by grey shading. Bottom: difference normalised by tumour dose.
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Lung - Beamlet - 1.5 T - Lung Kernel
Using the warping based on the lung kernels, observations for 1.5 T are consistent with those for 0.2 T:
Maximum deviations occur in the solid tissues of tumour and thorax, while in lung, differences are smaller,
as seen in figure 10.43.
Figure 10.43 Lung phantom irradiation with a beamlet. Direction of incidence is from below. Top: warping result
at 1.5 T using the lung kernel (dose values in Gy); bottom: difference plots with two colour scales.
Depth-dose curve and cross profiles in figure 10.44 confirm this finding. While deviations in the lung
tissue stay within ±2 %, the cross profile through the tumour exhibits peaks of up to ±15 %.
Figure 10.44 Beamlet in lung phantom. Top: Depth-dose profile (left) and cross profiles at two different depths
of the Monte Carlo simulation (’Geant4’, red-dashed) at 1.5 T and the result from warping by means of the lung
kernel (black). The profile at 0 T (blue) is given as a reference. The position of the thoracic wall and the tumour are
indicated by grey shading. Bottom: difference normalised by tumour dose.
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Lung - Beamlet - 1.5 T - Effect of the Magnetic Field
Comparing the simulated dose distribution at 1.5 T with that at 0 T, it is seen that the magnetic field alters
the dose deposition by around ±3 % almost everywhere along the beamlet. This is evident from figure 10.45
both from the two dimensional difference maps and the cross profiles.
Figure 10.45 Comparison of the Monte Carlo simulations at 1.5 T and 0 T: difference normalised by the tumour
dose in the magnetic field. Top: 2D maps with full and restricted range of values; bottom: profiles along the beam
direction (left) and across the beam at two different depths.
Lung - Beamlet - 3 T - Water Kernel
At 3 T, the situation is very similar to the results at 1.5 T. In figures 10.46 and 10.47, it can be seen that
while still the differences at the tissue interfaces are most significant, also in the more homogeneous parts,
deviations of more than 10 % are observed.
Figure 10.46 Lung phantom irradiation with a beamlet. Direction of incidence is from below. Top: Monte Carlo
simulation at 3 T and warping result using the water kernel (dose values in Gy); bottom: difference plots with two
colour scales.
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Figure 10.47 Beamlet in lung phantom. Top: Depth-dose profile (left) and cross profiles at two different depths
of the Monte Carlo simulation (’Geant4’, red-dashed) at 3 T and the result from warping by means of the water
kernel (black). The profile at 0 T (blue) is given as a reference. The position of the thoracic wall and the tumour are
indicated by grey shading. Bottom: difference normalised by tumour dose.
The cross profiles through the lung show that in the central part of the beamlet, the warping strongly
underestimates the dose by around 10 %. At the beamlet edges, however, it overestimates the dose by up to
around 5 %. The cross profile through the tumour shows a smaller underestimation, namely by around 6 %,
on the side of the beamlet that the electrons get deflected away from, and a very comparable overestimation
of around 5 % at the side the electrons get deflected towards.
Lung - Beamlet - 3 T - Lung Kernel
Also for warping by means of the lung kernel, the outcome is in line with the findings at 1.5 T. Figures
10.48 and 10.49 display the corresponding plots for this situation.
Figure 10.48 Lung phantom irradiation with a beamlet. Direction of incidence is from below. Top: warping result
at 1.5 T using the lung kernel (dose values in Gy); bottom: difference plots with two colour scales.
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Figure 10.49 Beamlet in lung phantom. Top: Depth-dose profile (left) and cross profiles at two different depths of
the Monte Carlo simulation (’Geant4’, red-dashed) at 3 T and the result from warping by means of the lung kernel
(black). The profile at 0 T (blue) is given as a reference. The position of the thoracic wall and the tumour are
indicated by grey shading. Bottom relative difference normalised to tumour dose.
Deviations at the interfaces are again large, whereas in the homogenous part of the lung, they range
between +2 % and -3 %. Across the tumour, there is a strong overestimation of dose by the warping in the
central portion of the beamlet which almost 25 % in magnitude, and a severe underestimation at one of the
beamlet edges of 15 %.
Lung - Beamlet - 3 T - Effect of the Magnetic Field
These deviations almost get into the range of difference values observed when comparing the dose in the
magnetic field with that at 0 T as is done in figure 10.50. However here, basically everywhere in the high-
dose region, deviations are significant and always exceed 10 %. Difference values seen on the cross profiles
are around ±20 % in the homogeneous lung tissue, and more than ±30 % across the tumour.
Figure 10.50 Comparison of the Monte Carlo simulations at 3 T and 0 T: difference normalised by the tumour
dose in the magnetic field. Top: 2D maps with full and restricted range of values; bottom: profiles along the beam
direction (left) and across the beam at two different depths.
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10.3 Summary and Conclusion
In this chapter, the warping method was applied to two phantom geometries, and it was seen that as ex-
pected, in the skull/brain case the warping performed rather well, while especially at the interfaces between
soft tissue and lung, the ERE tremendously affects the dose distribution, and the warping definitely has
limitations.
The most important quantitative results are summarised in tables 10.3 and 10.4. The maximum differ-
ence values observed with respect to the reference Monte-Carlo simulation are listed, where the data are
condensed to one value each, which encompasses both the highest positive and negative deviations observed
in the cross profiles at the given depths, normalised by the tumour doses.
Table 10.3 Brain phantom: relative deviations from the reference simulation
brain open
central beam beam edges
brain beamlet
beam edges
warping 0 T warping 0 T warping 0 T
0.2 T ±5 % ±4 % ±4 % ±8 % 0.2 T ±2 % ±6 %
1.5 T ±4 % ±4 % ±10 % ±30 % 1.5 T ±8 % ±40 %
3 T ±6 % ±6 % ±6 % ±30 % 3 T ±7 % ±45 %





warping 0 T warping 0 T warping 0 T warping 0 T
0.2 T 0.2 T
water kernel ±15 % ±20 % ±7 % ±10 % water kernel ±5 % ±8 % ±1 % ±6 %
lung kernel ±6 % ±20 % lung kernel ±2 % ±8 %
1.5 T 1.5 T
water kernel ±15 % ±40 % ±25 % ±60 % water kernel ±8 % ±25 % ±5 % ±31 %
lung kernel ±6 % ±16 % lung kernel ±2 % ±15 %
3 T 3 T
water kernel ±11 % ±33 % ±25 % ±60 % water kernel ±12 % ±22 % ±7 % ±35 %
lung kernel ±7 % ±17 % lung kernel ±3 % ±25 %
It has to be mentioned that the statistical fluctuations of the Monte-Carlo simulations themselves range
up to ±4 % in the brain case using the open field. In the central portion of the beam, deviations between
all dose distributions are small, and therefore it is not surprising that here, all difference values are within
that statistical range. At the beam edges and in the other beam settings used, systematic deviations are
much higher than the statistical noise.
In all settings, it is observed that application of the warping significantly improves the dose estimation,
compared with the 0 T cases. The only exception is the dose across the tumour resulting from lung-kernel
based warping in the lung open setting, where the warping exhibits deviations from the reference simulation
that are twice as high as the difference to 0 T.
The good results in the lung tumour case are somewhat surprising, and it should not be forgotten that
high local doses exist due to the ERE that are not listed in the table. It may also be remarked that no
definite conclusion can be made on whether the use of the water or the lung kernel is beneficial in the cases
studied. In the open field case at 0.2 T and in all beamlet cases, the lung warping performs better in the ho-
mogeneous part of the lung and the water kernel performs better across the tumour. However, in the 1.5 T
and 3 T cases of the open field, the lung kernel is seen to generally yield better results than the water kernel.
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Summarising, it may be said that in the phantom studies considered, the warping has serious issues in
determining the exact dose but it is significantly closer to reality than if the magnetic field is not taken
into account at all. The potential of the warping method may therefore lie in its use in optimisation as a
fast means of dose calculation for multiple evaluation cycles of the objective function but may not be the
method of choice if a highly exact dose distribution is desired.
In rather homogeneous regions though, warping was demonstrated in the preceeding chapter 9 to yield




Optimisation of Treatment Plans
The warping method is finally applied to actual patient cases in a simulation study. In this manner, its
applicability in the optimisation process is demonstrated. Based upon the above findings, it is known that
the dose calculated in the framework of this demonstration will show deviations from the exact actual
dose distributions. Especially will dose at interfaces with tissues of very low density or at the boundaries
to air-filled cavities be more severely affected by the magnetic field in reality than what the warping
predicts. Therefore, the results reported in this chapter should be seen to serve as a good estimation for
the minimal impact - rather than exact determination of the effects - that inclusion of the magnetic field
in the optimisation has on dose to the patient and on fluence pattern resulting from optimisation.
11.1 Material and Methods
As described in section 1.3, inverse planning for IMRT optimises fluence patterns which are composed of
small beam elements, called bixels or beamlets. The dose distribution of such a beamlet in water was used
in this study, both for 0 T and warped to magnetic fields of 0.2 T, 1.5 T and 3 T.
Two szenarios were investigated in each patient case considered. First, inverse planning was performed
on the basis of the original 0 T beamlet and the warped beamlets, where the same optimisation constraints
were used for all calculations such as to find out whether the same plan quality was basically achievable.
Second, the fluence patterns resulting from the optimisation using the original 0 T beamlet were kept and
the dose from these patterns was subsequently calculated by means of the warped beamlets. In this manner,
it was possible to assess the effects that application of a magnetic field would impose on the dose from a
conventional optimisation which does not have the capability to include a magnetic field.
The treatment planning system used for this investigation was VIRTUOS (VIRTUal RadiOtherapySim-
ulator, Bendl et al. 1995 [72]) with the inverse planning module KonRadXP (Preiser et al. 1997 [9], Nill et
al. 2004 [10]). KonRadXP uses a quadratic objective function (Oelfke and Bortfeld 2001 [11]).
Dose calculation is performed according to the method described by Bortfeld et al. in 1993 [31] and
sketched in section 3.2. The input dose distribution used in this method is that of a beamlet of a parallel
beam, and only later, the divergence according to the actual source-to-isocentre distance in the treatment
situation is used for assignment of correct dose values to the point where dose is calculated.
It is not straight forward that this methodology can also be applied when a magnetic field is present.
At 0 T, the dose deposition of secondary electrons is rotational symmetric around the photon beam, such
that an interpolation to a divergent beam is possible, whereas in a magnetic field, the orientation of the
electrons’ initial momenta with respect to the field influences their pattern of motion. In the framework of
this study, this was not further investigated but an almost parallel beam geometry was chosen by definition
of a source-to-axis distance of 100 m.
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A 5×5 mm2 beamlet was used which had been dosimetrically validated for a state-of-the-art multileaf
collimator (Siemens 160 MLC
TM
, [73], Tacke et al. 2008 [74]) in combination with a Siemens ARTISTE
TM
linear accelerator [73]. Profiles of the original 0 T beamlet and the warped beamlets employed in optimisa-
tion and dose calculation are shown in figure 11.1 in the results section.
Due to the lack of divergence in the beamlets used and the resulting sharper gradients at the beam
edges, the quality of the plans reported in the results section may be better than realistic plans that a
patient would be treated with. In addition to that, no sequencing was performed on the fluences resulting
from optimisation, such that other small deviations from an actual clinical plan are expected. This study
aims at determining the effects of the warping method and cannot be compared with a clinical investigation.
11.1.1 Prostate
The first case investigated was a cancer of the prostate. In optimisation, 76 Gy were prescribed uniformly
to the gross tumour volume (GTV, cf. section 1.2) and 70 Gy to the clinical target volume (CTV), except
for where it included the GTV. Delineated structures are displayed in the results section (11.2.1) among
with the dose distributions.
The dose prescription of 76 Gy was to the mean dose (Dmean) in the GTV which, in case of a Gaussian
distribution in the target volume, is very close to the median dose, i.e. the dose that 50% of the volume
receive D50%. In the results section, both values will be reported for clarity.
The maximum dose values used in the objective function for the organs at risk were: rectum: 40 Gy,
bladder: 30 Gy, left/right femoral head: 40 Gy, normal tissue: 25 Gy.
The beam arrangement was chosen to consist of nine beams in the transverse plane meeting in the
isocentre and spaced by 40◦ each, which is a set-up that is commonly referred to as a nine-beam equiangular
coplanar plan. The magnetic field is directed parallel to the patient cranio-caudal axis as would be the case
in a cylindrical MR-scanner with a ring gantry.
11.1.2 Head and Neck
The second case was a nasopharyngeal cancer. 66 Gy were uniformly prescribed to a boost volume of
main tumour growth, while another target volume was defined such as to encompass the lymphatic vessels
which present a major source of tumour spread. This volume was prescribed 54 Gy homogeneously. The
prescription to the boost volume was again to Dmean.
The following maximum dose values to organs at risk were used in optimisation: brain stem: 45 Gy,
left parotid gland: 20 Gy, right parotid gland: 18 Gy, left temporomandibular joint: 45 Gy, right temporo-
mandibular joint: 45 Gy, spinal cord: 30 Gy (with high priority), normal tissue: 30 Gy (with low priority).
In addition, helping volumes were defined in the lung and around the spinal cord. In lung, dose was not
allowed to exceed 40 Gy, while in a volume that added a 5 mm margin around the spinal cord, the dose
was restricted to below 33 Gy (with very high priority). Another larger volume around the spine has a
maximum allowed dose of 30 Gy (with moderately high priority).
A nine-beam equiangular coplanar set up was also chosen in the head-and-neck case in combination
with a magnetic field parallel to the patient cranio-caudal axis.
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11.1.3 Abdomen
In the case of an abdominal cancer, only one target volume existed which was uniformly prescribed 60 Gy
to Dmean.
Maximum dose values used for the organs at risk were 35 Gy to the spinal cord, 35 Gy to each of the
kidneys, 35 Gy to the intestines and 20 Gy to the normal tissue.
For the abdominal cancer, the set up consisted of five equiangular coplanar beams, where the magnetic
field was again in cranio-caudal direction.
11.1.4 Brain
In a meningeoma case, the target volume was prescribed 52.2 Gy, also to Dmean, where the non-integer dose
value results from the original plan only having 29 fractions of 1.8 Gy each.
The organs at risk were allowed a maximum of 20 Gy to the right eye, 25 Gy to the left eye, 30 Gy to
the spinal cord, 45 Gy each to the left and right temporomandibular joint, 9 Gy to the left lens, 6 Gy to
the right lens, 37 Gy to the part of the brain stem that does not intersect the target volume, and 27 Gy to
the normal tissue.
A total of ten beams were selected for the brain tumour, where a nine-beam equiangular coplanar set
up was modified by shifting one of the beams by 5◦ and adding one extra non-coplanar beam. For the
extra beam, a table angle of 85◦ was used in combination with a gantry angle of 300◦, leading to the beam
being incident approximately through the middle of the frontal bone of the skull. It need be mentioned
that such a setting cannot be applied in a cylindrical MR-scanner with a ring gantry but rather with a
double-donut MR design. Two magnetic field directions were used in this plan for dose calculation, namely
a cranio-caudal field for the coplanar beams and a field perpendicular to the non-coplanar beam that is




The beamlets used in dose calculation and optimisation are shown in figure 11.1, where cross profiles through
the original 0 T bixel dose are displayed along with the profiles through the warped 0.2 T, 1.5 T and 3 T
bixel dose. It can be remarked that while the 1.5 T beamlet does not only get shallower but also broader in
x direction, the 3 T beamlet basically has the same width as the 0 T beamlet and only its height is decreased.
Figure 11.1 Cross profiles of the bixels used in dose calculation at a depth of 9 cm.
Integrating over the dose values in the x-y plane at the given depth, it is seen that the total energy
deposited in the plane is lower for the warped beamlets than for the original beamlets by less than 1 % at
0.2 T, around 1 % at 1.5 T and around 3 % at 3 T. The maximum dose values in the plane differ from the
0 T beamlet by 1 %, 8 % and 4 %, respectively, where both the maximum and integral dose values were
averaged over the respective values at depths of 6 cm, 9 cm and 12 cm. These values correspond to the
findings of chapter 9 above, where it was seen in figures 9.7 and 9.9 that beyond the depth-dose maximum,
the depth-dose profile in case of the 3 T simulation was lower by around 4 % with respect to the 0 T profile.
Bearing in mind that the total energy deposited in the 3 T point kernel was found to be lower by around
2 % than in the 0 T kernel (discussion in section 9.3), the actual value for the dose difference at depth is
very likely to be 1-2 % only, but it is certain that the dose at depth is lower.
For the 1.5 T beamlet, the effect on the dose delivered by an actual irregular beam shape is not so clear
considering the significant decrease in maximum dose value and the moderate decrease when looking at the
energy deposited in the whole plane, since dose contributions from several beamlets will superimpose. In
the 1.5 T cross profiles of figure 9.9 above, it was also seen that an open field of (2 cm)2 (4×4 beamlets)
causes a wider dose fall-off on one beamedge than on the other. In fact, this fall-off stretches over half of
the profile, such that only after 1 cm, the maximum dose value is reached. Therefore, it is most reasonable
to expect that at 1.5 T, regions will exist where resulting dose values at depth will be significantly smaller
than the corresponding 0 T values, whereas in other regions the effects will be less pronounced. For any
region in the fluence applied, where the fluence is high over a width of only 1 or 2 beamlets in x direction,
but lower next to that high fluence pattern, the depth-dose profile caused by that part of the fluence will
be lower than at 0 T.
The Cases
For each of the cases reported below (prostate 11.2.1, head and neck 11.2.2, abdomen 11.2.3, brain 11.2.4),
first the CT image is shown on which the delineated structures for treatment planning are seen, and which
is overlaid with the 0 T dose distribution. Subsequently, dose volume histograms are reported as well as
dose-volume measures, based on the current ICRU recommendations [75].
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For the respective target volumes these were both the mean dose Dmean that the dose was prescribed
to and the median dose, which is the dose that 50 % of the volume receive (D50%). In addition, the near-
maximum dose which only 2 % of the volume receive (D2%), and the near-minimum target dose which 98 %
of the target volume receive, are reported. The homogeneity index HI=(D2%-D98%)/D50% is also given for
the primary target structure. Images follow that visualise the effects on the dose distribution in more detail.
11.2.1 Prostate
Overview CT images overlaid with the dose distribution at 0 T are displayed in figure 11.2. More de-
tailed images of dose distributions will be shown further below. Delineated volumes are the GTV and CTV
in the prostate, along with the bladder, the rectum, both femoral heads and the outer contour of the patient.
Figure 11.2 CT images of the prostate case, overlaid with the dose distribution from optimisation using the original
0 T beamlet.
Optimisation using Warped Beamlets
Using the warped beamlets in optimisation, the target coverage achieved did not differ from the optimisa-
tion result using the original 0 T beamlets, irrespective of the magnetic field the beamlet was warped to.
This can be seen from the dose-volume histograms displayed in figure 11.3, where no distinction is possible
between the dashed and solid lines representing the results from optimisation using warped beamlets and
with the original 0 T beamlet, respectively. Tables 11.1 and 11.2 further list the dose values in the GTV
and CTV, and also here, the values agree.
Figure 11.3 Dose-volume histograms for plans optimised using the original (solid lines) and the warped (dashed
lines) beamlets. From left to right: 0.2 T, 1.5 T, 3 T. The structures included are the GTV (red), CTV (magenta),
bladder (bright green), rectum (blue), left (dark green) and right femoral head (grey green) and outer patient contour
(cyan).
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Table 11.1 Dose-volume measures in the GTV of the prostate
D98%[%] D98%[Gy] D50%[%] D50%[Gy] Dmean[%] Dmean[Gy] D2%[%] D2%[Gy] HI
0 T 96.3 73.2 100.2 76.2 100.0 76.0 101.7 77.3 0.05
0.2 T 96.2 73.1 100.2 76.1 100.0 76.0 101.7 77.3 0.05
1.5 T 96.3 73.2 100.2 76.2 100.0 76.0 101.6 77.2 0.05
3 T 96.3 73.2 100.3 76.2 100.0 76.0 101.7 77.3 0.05
Table 11.2 Dose-volume measures in the CTV of the prostate
D98%[%] D98%[Gy] D50%[%] D50%[Gy] Dmean[%] Dmean[Gy] D2%[%] D2%[Gy]
0 T 87.0 66.1 94.1 71.5 95.2 72.3 101.3 77.0
0.2 T 86.9 66.1 94.1 71.5 95.2 72.3 101.3 77.0
1.5 T 86.8 66.0 94.2 71.6 95.2 72.3 101.3 77.0
3 T 86.9 66.1 94.2 71.6 95.2 72.4 101.4 77.0
Also in the organs at risk, differences are minor. Both in the rectum, in the bladder and in the left
femoral head, the DVH curves of the optimisation using the original and the warped beamlet almost per-
fectly superpose in figure 11.3, and also the values in table 11.3 agree. The dose to the right femoral head
shows a small increase for 1.5 T and 3 T which is seen in the DVH’s. Here, the dashed lines are slightly
shifted to the right, where the effect is stronger at 3 T than at 1.5 T. The shift also manifests in the
dose-volume measures listed in table 11.3, where both the mean dose Dmean and the near-maximum dose
D2% are increased by around 5 % at 1.5 T with respect to the 0 T result, and by 10 % at 3 T.
Table 11.3 Dose-volume measures in the organs at risk for the prostate case
D98%[%] D98%[Gy] Dmean[%] Dmean[Gy] D2%[%] D2%[Gy]
rectum
0 T - - 8.0 6.1 77.0 58.5
0.2 T - - 8.0 6.1 77.3 58.7
1.5 T - - 8.0 6.1 77.2 58.6
3 T - - 7.9 6.0 77.3 58.8
bladder
0 T 5.6 4.3 33.9 25.8 94.0 71.5
0.2 T 5.6 4.3 33.9 25.7 94.0 71.4
1.5 T 5.7 4.4 34.2 26.0 94.1 71.5
3 T 5.7 4.4 33.8 25.7 94.0 71.5
l. femoral head
0 T 6.4 4.8 21.6 16.4 39.1 29.7
0.2 T 6.4 4.9 21.7 16.5 38.7 29.4
1.5 T 6.6 5.0 22.1 16.8 37.7 28.6
3 T 6.5 4.9 22.5 17.1 39.0 29.6
r. femoral head
0 T 6.3 4.8 22.2 16.9 37.5 28.5
0.2 T 6.4 4.9 22.6 17.2 38.2 29.0
1.5 T 6.4 4.9 23.4 17.8 40.2 30.6
3 T 6.2 4.7 24.0 18.2 41.3 31.4
Figure 11.4 shows differences between the plans from optimisation by means of the warped beamlet and
the plan optimised using the 0 T beamlet, where the latter is used as reference. Local differences did not
exceed 10 %, and only values between 1 and 10 % are displayed which is the standard representation of
the VIRTUOS treatment planning system used [72]. Red colour means that in the plan optimised using
the warped beamlet, the dose is higher than in the 0 T plan, while blue represents a lower dose. For each
magnetic field, the distribution in the transverse plane is given at three different depths.
The difference plots are consistent with the findings from the DVH’s and dose-volume measures de-
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scribed above in that no difference of the dose to the target volumes is seen. It can be remarked that
in order to achieve this same dose, partially other beamlets are chosen by the inverse planning program.
Differences are minor at 0.2 T and get bigger at 1.5 T and 3 T.
Figure 11.4 Difference plots of the warped beamlet plans with respect to the 0 T plan at different depths (columns)
for the prostate case. Deviations between 1 and 10 % are shown, where red represents an overdosage in the warped
beamlet plan, and blue represents an underdosage.
At 1.5 T and 3 T, it is observed that generally, the dose right below the surface of the patient is higher
in the plans optimised using the warped beamlets. This is in agreement with the findings from the homo-
geneous warping experiments described above. It was shown in figure 9.7 and 9.9, that due to the sideward
deflection of the secondary electrons in a magnetic field, the dose maxima are at a shallower depth than if
no field is present since dose is deposited closer to the entrance surface of the beam.
Beyond the dose maxima, the deflection results into a relatively lower depth-dose profile in the presence
of a magnetic field which is also seen in the cross profile of the warped beamlet in figure 11.1. Therefore it
is not surprising that patterns exist in the difference plots of figure 11.4 that show a higher dose close to
the entrance surface but then a lower dose along the beam path.
Another consequence of the relatively lower depth-dose profile at the depth of the tumour is an increase
of the total energy deposited in the patient. In order to obtain the same dose at the depth of the target, a
higher fluence is required and thereby, more dose is deposited in the entrance region of the beam where in
the presence of a magnetic field, sideward-deflected electrons deposit their energy.
Table 11.4 lists the integral dose of the optimsation results, which is given in the top row as the product
of the mean dose and the total volume in which dose calculation was performed Dmean,tot in units of gray,
and the total volume Vtot itself, in litres, such that EV=Vtot·Dmean,tot, where Vtot was about 26 litres.
(Defining integral dose by this product is in agreement with ICRU report 83 [75], and this value would
agree with the total energy deposited if the patient consisted homogeneously of water with a density of
1kg/l.) The lower row of the table shows the quotient EV,B/EV,0T of the integral dose in each plan, divided
by the integral dose in the 0 T plan.
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Table 11.4 Integral dose for the different optimisation results, Vtot=26.1 litres
0 T B = 0.2 T B = 1.5 T B = 3 T
integral dose: EV[Gy·l] 95.4 95.6 96.7 97.5
relative to 0 T: EV,B/EV,0T 1.000 1.003 1.014 1.022
Differences in Fluence Patterns for Same Dose to the Tumour
In order to assess the increase in fluence required to produce the same dose in the tumour and which leads
to the increase in integral dose described above, a summation of the beamlet weights resulting from the
different optimisation procedures was chosen as a measure. Beamlet weights scale with the fluence that
is delivered for each individual beamlet, and since all elemental beamlets are of same cross-sectional area,
namely 5×5 mm2 in the isocentre, and the same number of beamlets is used in each optimisation result,
a ratio of the beamlet weights’ sum, from optimisation using the warped and the original beamlet, respec-
tively, may be used in this evaluation.
The sum was calculated over all beamlets from all beam directions, and if N is the total number of
beamlets, and w0T,i, w0.2T,i, w1.5T,i and w3T,i represent the weights of the i’s beamlet of the 0 T, 0.2 T,












This is in agreement with the lateral integration of the beamlet cross profiles given in figure 11.1 above
and the findings of chapter 9 reported there, where it was seen that at greater depths, the 3 T dose in the
kernel is lower by 4 % which probably corresponds to actual 2 %. These values are consistent with the
increase in integral dose reported in table 11.4: a 4 % increase in fluence results only in a 2 % increase in
total energy deposited, since 2 % of the energy are lost due to the energy issue in the warping kernel.
Maps of the beamlet weights resulting from the optimisation using the different beamlets are displayed
in figure 11.5. The top row shows the 0 T (F0T) result, where the patterns from all beam angles are seen, i.e.
from 0◦ to 320◦. In the following rows, the result from one optimisation procedure with a warped beamlet
(e.g. F0.2T) and the difference between this results and the 0 T result (e.g F0.2T-F0T) are given, respectively.
The axes in the upper right corner shows the collimator x and y direction, according to which the beamlet
weights are organised in each plot.
It is observed that even though the patterns are generally very alike for each individual angle, irrespec-
tive of the magnetic field that the beamlet is warped to, deviations become apparent from the difference
plots. At 0.2 T, these deviations are insignificant, which is consistent with the fact that the dose profiles
of 0 T and 0.2 T only show minor if any differences. For 1.5 T and 3 T the differences in the dose profile
increase, and so do the differences in beamlet weight patterns.
A tendency can be remarked that beamlets in positive x direction rather have higher weights, and those
in the opposite direction rather have lower weights. This observation also matches the direction of action
of the magnetic field that deforms the beamlets into negative x direction as figure 11.1 reveals. In order to
compensate for this deformation, the weights of beamlets of higher x position need to be higher.
Differences in Dose for Same Fluence Patterns
Using the beamlet weight pattern and therefore also the fluence of the 0 T optimisation but performing the
dose calculation by means of the warped beamlets, the DVH’s shown in figure 11.6 result. Still no changes
can be observed in the 0.2 T case; however, at 1.5 T and 3 T the effects on the target volume are significant.
Also in some of the organs at risk, a slight drop in dose can be remarked.
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Figure 11.5 Beamlet weight patterns of the optimisation using the original 0 T beamlet (top row), and the patterns
from using the beamlets warped to 0.2 T (2nd row), 1.5 T (4th row) and 3 T (6th row), and the differences to the 0 T
pattern (3rd, 5th and 7th row).
The effects on the target coverage become equally evident when looking at the dose-volume measures
given in tables 11.5 and 11.6, where the 0 T values from tables 11.1 and 11.2 are repeated for the sake of
better readability.
The drop in the near-minimum dose D98% is most significant. While at 0.2 T, values agree with the 0 T
original plan to within 0.4 % of the prescribed dose, the differences are around -3 % of the prescribed dose
at 1.5 T, and up to nearly -5 % at 3 T.
The mean dose Dmean differs by -1.6 % at 1.5 T and by -3.2 % at 3 T in the GTV, and by -1.8 % and
-3.1 % of the prescribed dose in the CTV, respectively. Interestingly, the near-maximum dose D2% agrees
at 1.5 T and 0 T, but at 3 T, the D2% exhibits differences of -1.7 % in the GTV and -1.9 % in CTV with
respect to the 0 T prescribed dose.
Since all dose-volume measures are reduced, the effect on the homogeneity index HI in the GTV is of
lower significance. However, with the stronger reduction in near-minimum dose than in near-maximum
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Figure 11.6 DVH’s from using the 0 T fluence together with the 0.2 T, 1.5 T and 3 T beamlet (from left to right).
The 0 T DVH’s are given as a reference as solid lines, while the DVH’s from using the warped beamlets are displayed
as dashed lines. The structures included are the GTV (red), CTV (magenta), bladder (bright green), rectum (blue),
left (dark green) and right femoral head (grey green) and outer patient contour (cyan)
Table 11.5 Dose-volume measures in the GTV of the prostate case, using the 0 T fluence with the warped beamlets
for calculation
D98%[%] D98%[Gy] D50%[%] D50%[Gy] Dmean[%] Dmean[Gy] D2%[%] D2%[Gy] HI
0 T 96.3 73.2 100.2 76.2 100.0 76.0 101.7 77.3 0.05
0 T→0.2 T 96.1 73.0 100.1 76.1 99.9 75.9 101.8 77.3 0.06
0 T → 1.5 T 93.3 70.9 98.6 74.9 98.4 74.7 101.7 77.3 0.08
0 T → 3 T 91.8 69.8 97.0 73.7 96.8 73.5 100.0 76.0 0.08
dose, a corresponding increase of the HI can be observed.
In the organs at risk, not much change is seen in the near-minimum dose D98% and rather moderated
changes of up to 1 % of the prescribed dose are seen in the mean dose Dmean as table 11.7 shows. Here,
it is the near-maximum dose D2% of the organs adjacent to the target volumes where the most significant
effects are noticed, with a difference of -2 % of the prescribed dose in the rectum and -3 % in the bladder.
This is a very probable result considering that the near-minimum dose is most likely produced by beams
from a single direction of incidence, while in the vicinity of the target volumes, beams from several directions
superimpose such that the dose effects add.
It is interesting to see that in the left femoral head, D2% values agree at 1.5 T and 0 T and differ between
3 T and 0 T, while in the right femoral head, the D2% value of both the 1.5 T and 3 T dose distribution
deviate from the 0 T value by around 2 % of the prescribed dose.
Two-dimensional difference maps of the corresponding dose distributions in the transverse plane are
shown in figure 11.7. As in the previous results, at 0.2 T the effects are minor, while they are significant at
1.5 T and 3 T. In the middle plot of 1.5 T, yellow lines have been added to show the directions of incidence
of the treatment beams. In can be seen that except for the 0◦, i.e. ventral, direction, there is always a red
stripe of overdosage to the right of each yellow line, and a blue stripe of underdosage to the left of the line,
where left and right are used with respect to the direction of beam incidence.
Table 11.6 Dose-volume measures in the CTV of the prostate case, using the 0 T fluence with the warped beamlets
for calculation
D98%[%] D98%[Gy] D50%[%] D50%[Gy] Dmean[%] Dmean[Gy] D2%[%] D2%[Gy]
0 T 87.0 66.1 94.1 71.5 95.2 72.3 101.3 77.0
0 T→0.2 T 86.6 65.8 94.1 71.5 95.0 72.2 101.4 77.1
0 T→1.5 T 83.5 63.5 93.2 70.9 93.4 70.9 101.2 76.9
0 T→3 T 82.7 62.8 92.0 69.9 92.1 70.0 99.4 75.6
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Table 11.7 Dose-volume measures in the organs at risk of the prostate case, using the 0 T fluence with the warped
beamlets for calculation
D98%[%] D98%[Gy] Dmean[%] Dmean[Gy] D2%[%] D2%[Gy]
rectum
0 T - - 8.0 6.1 77.0 58.5
0 T→0.2 T - - 8.0 6.1 77.0 58.5
0 T→1.5 T - - 7.9 6.0 75.9 57.7
0 T→3 T - - 7.8 5.9 75.0 57.0
bladder
0 T 5.6 4.3 33.9 25.8 94.0 71.5
0 T→0.2 T 5.6 4.3 33.9 25.7 93.8 71.3
0 T→1.5 T 5.5 4.2 33.5 25.4 92.2 70.1
0 T→3 T 5.5 4.2 32.9 25.0 91.0 69.1
l. femoral head
0 T 6.4 4.8 21.6 16.4 39.1 29.7
0 T→0.2 T 6.6 5.0 22.0 16.8 39.2 29.8
0 T→1.5 T 6.6 5.0 21.3 16.2 39.1 29.7
0 T→3 T 6.4 4.9 21.0 15.9 38.4 29.1
r. femoral head
0 T 6.3 4.8 22.2 16.9 37.5 28.5
0 T→0.2 T 6.2 4.7 21.8 16.5 37.1 28.2
0 T→1.5 T 6.0 4.5 22.1 16.8 35.6 27.1
0 T→3 T 5.8 4.4 21.6 16.4 35.4 26.9
These stripes can be understood to describe the behaviour of the dose distribution on the edges of the
beams. In fact, they nicely illustrate the deformation of the beams’ dose profiles by the magnetic field:
With the magnetic field being parallel to the patient’s cranio-caudal axis, the beamlets get deformed to-
wards the right with respect to the beam’s direction of incidence. In this direction, therefore higher values
exist in the dose distributions calculated using the warped beamlets. These dose values constitute the red
margins in the difference plots, while on the left edge of the beam, blue margins of negative dose differences
are observed. It may be mentioned as a matter of completeness that the direction of deformation, is the
negative x direction of the beam collimator which was termed -xcol before.
Obviously, dose contributions from several beamlets partially cancel out the effect in the more central
portions of the beams, since here, no differences above 1 % are present, while towards the edges of the
beams, the respective over- and underdosage is more pronounced. Similar behaviour is present in the other
1.5 T and 3 T plots of figure 11.7 as well.
The absence of edge patterns for the beam at 0◦ can be understood referring back to the fluence maps
of figure 11.5, where it is seen that the optimiser widely avoids the 0◦ direction which is most likely due
to both bladder and rectum being aligned along it. The edge patterns are also less clear in the two dorsal
beams, corresponding to directions 160◦ and 200◦ in the fluence map. The beamlet weight patterns for
these two directions actually differ from the others in that not one single, “bulk” region of high weights is
observed but rather one cluster at lower, and one cluster at higher values of xcol. From this observation, a
more alternating pattern of over- and underdosage as found along these beam directions, is not surprising.
In addition to the edge patterns, it may again be remarked that below the entrance surface of the beam,
generally the dose is higher for the warped beamlet calculation which is, as described above, due to the
upstream shift of the dose profile.
It is consistent with the DVH’s and other dose-volume measures reported above, that the dose to the
target is significantly impaired in the 1.5 T and 3 T case. A close-up view of the target in one transverse,
sagittal and frontal plane each is displayed in figures 11.8 and 11.9 for 1.5 T and 3 T, respectively. The top
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Figure 11.7 Difference plots of the prostate case, from using the 0 T fluence with the warped beamlets. The
transverse plane is shown at different depths (columns) with deviations between 1 and 10 %, where red represents an
overdosage in the warped beamlet plan, and blue represents an underdosage.
row shows the calculation result using the warped beamlet, in the middle row the result of 0 T is found,
and in the bottom row the difference between both is again displayed for the sake of clarity.
The effects are most evident in the transverse planes. In the left column of figure 11.8, it can be observed
that while the 100 % isodose line nicely covers most of the GTV in the 0 T plan, it shrinks to an island
not even half the size of the GTV in the 1.5 T calculation. The 95 % isodose line still covers most of the
GTV but it is seen to extend further left (in patient coordinates, right side in the plot) into the CTV, and
a severe inward displacement of the 90 % isodose line is remarked, leaving wide parts of the CTV uncovered.
The shrinkage of the area covered by the 100 % isodose line is also clearly visible in both the sagittal
and frontal plane. The difference patterns in the bottom row are consistent in that blue regions are found
in large parts of the GTV and a red region can be noticed where the 95 % isodose line extends into the
CTV in the transverse plane.
At 3 T, effects are even more severe as seen in figure 11.9. In the top row, the 100 % isodose line has
entirely disappeared, and even the 95 % isodose line does not cover all of the GTV. Larger portions of
the CTV remain at below 90 %. Consequently, almost all parts of the targets exhibit underdosage values
between 1 and 10 % as the blue colour in the difference plots reveals.
Looking finally into the integral dose to the full volume irradiated, the values listed in table 11.8 can
be observed. It is seen that the energy deposited in the patient decreases exactly by the amount that was
seen in the warped kernels and discussed in the beginning of the results section around figure 11.1.
Table 11.8 Integral dose for 0 T fluence in combination with warped beamlets, Vtot=26.1 litres
0 T B = 0.2 T B = 1.5 T B = 3 T
integral dose: EV[Gy·l] 95.4 95.1 94.6 93.6
relative to 0 T: EV,B/EV,0T 1.000 0.997 0.992 0.981
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Figure 11.8 Close up of the target coverage of the prostate case using the 0 T fluence with the 1.5 T beamlet (top)
and the 0 T beamlet (middle), as well as the difference between both.
Figure 11.9 Close up of the target coverage of the prostate case using the 0 T fluence with the 3 T beamlet (top)
and the 0 T beamlet (middle), as well as the difference between both.
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11.2.2 Head and Neck
Figure 11.10 shows the CT of the nasopharyngeal cancer case which is overlaid with the dose distribution of
optimisation by means of the 0 T beamlet. The region of main tumour growth is seen to be covered homo-
geneously in red while the target region encompassing also the lymphatic vessels is evenly coloured in yellow.
Figure 11.10 CT image of the head-and-neck case, overlaid with the dose distribution from optimisation using the
0 T beamlet.
Optimisation using Warped Beamlets
The DVH’s of the plans optimised using the warped beamlets are displayed in figure 11.11 as dashed lines
which are partially covered by the solid lines respresenting the 0 T optimisation result which is given for
the purpose of comparison.
Figure 11.11 Dose-volume histograms of the optimisation results using the original and warped beamlets. In each
diagram, the 0 T results is given by solid lines, while the 0.2 T (left), 1.5 T (middle) and 3 T (right) results are
represented by dashed lines. The colour coding of the volumes of interest is: boost (red), target including lymphatic
vessels (red), right/left parotid gland (blue/light blue), right/left temporomandibular joint (green/light blue), larger
spine (black), spinal cord (+3 mm/+5 mm) (yellow (green/blue)), outer patient contour (turquoise), brain stem
(mint). The DVH lines of the right/left eye, right/left lens and right/left optic nerve superpose behind the line of the
optic chiasm (pink).
It is seen that as in the case of the prostate cancer described above, the target coverage is not impaired
by the use of the warped beamlets. At 0.2 T, no effect is observed on any of the DVH lines, while at 1.5 T
and 3 T, slight shifts to higher doses can be remarked for the left parotid gland. Overall, the quality of the
DVH’s is highly comparable with the 0 T result.
Consequently, also the dose-volume measures in the target structures agree, and minor changes are seen
in the organs at risk. The exact values are listed in the appendix in tables B.1, B.2, B.3 and B.4, but they
are omitted here to avoid lengthiness.
Overview plots of the differences between the dose distributions are displayed in figure 11.12. Again, the
dose difference to the 0 T plan is shown where red illustrates regions of higher dose in the warped beamlet
plans, and blue refers to regions of lower dose. Only values deviating by 1 to 10 % are given as above. Also
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for the head-and-neck case, differences for 0.2 T are marginal but get more significant at 1.5 T and 3 T. No
dose differences are observed in the target structures but only in the surrounding tissues.
Figure 11.12 Difference plots of the head-and-neck warped beamlet plans with respect to the 0 T plan at different
depths (columns). Deviations between 1 and 10 % are shown, where red represents an overdosage in the warped
beamlet plan, and blue represents an underdosage.
Looking at the integral dose values listed in table 11.9, it can be remarked that the increase is generally
smaller than in the prostate case, and within 1 % in all cases. One can speculate that this may be due to the
fact that big portions of the target volumes are located closer to the patient surface where the depth-dose
curve in the magnetic field is actually higher and not lower than its 0 T counterpart. Considering that at
3 T, optimisation only leads to a 0.6 % increase in dose in spite of the insufficient energy deposition in the
corresponding beamlet, this implies that the fluence must be higher by 2-3 %.
Table 11.9 Integral dose for the different optimisation results, Vtot=10.2 litres
0 T B = 0.2 T B = 1.5 T B = 3 T
integral dose: EV[Gy·l] 105.1 105.2 106.2 105.7
relative to 0 T: EV,B/EV,0T 1.000 1.001 1.010 1.006
Differences in Fluence Patterns for Same Dose to the Tumour
The beamlet weight patterns found by the optimisation are shown in figure 11.13. As before, patterns are
similar for all settings but single beamlet weights with high deviations occur as well as a larger number
of smaller beamlet weight deviations. A tendency seems to be present that beamlets with higher weights
rather appear towards higher values of x (downward in the figure), while beamlets with lower weights are
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rather present towards lower values of x.
Figure 11.13 Beamlet weight patterns of the optimisation using the original 0 T beamlet (top row), and the
patterns from using the beamlets warped to 0.2 T (2nd row), 1.5 T (4th row) and 3 T (6th row), and the differences
to the 0 T pattern (3rd, 5th and 7th row).
Summing again over all beamlets from all beam directions, also for the nasopharyngeal cancer case, an












where again N is the total number of beamlets, and the weights of the i’s beamlet of the 0 T, 0.2 T, 1.5 and
3 T optimisation result are denoted as w0T,i, w0.2T,i, w1.5T,i and w3T,i, respectively.
The 2.3 % increase observed in the 3 T case is in perfect agreement to what was predicted from the
values of table 11.9, and also the 0.2 T and 1.5 T values match.
Differences in Dose for Same Fluence Patterns
Using the fluence from the 0 T optimisation in combination with the warped beamlets, the effects were
again very similar to the prostate case. Figure 11.14 shows the respective DVH’s. It is seen that the dose to
the target structures is significantly impaired at 1.5 T and 3 T, whereas changes in the dose to the organs
at risk are smaller.
The dose-volume measures for the targets are given in tables 11.10 and 11.11. Also for the head-and-
neck case, the strongest effect is on the near-minimum dose, followed by the mean dose and the relatively
smallest effect on the near-maximum dose, both in the boost volume of major tumour growth and in the
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Figure 11.14 DVH’s from using the 0 T fluence together with the 0.2 T, 1.5 T and 3 T beamlet (from left to
right). The 0 T DVH’s are given as a reference as solid lines, while the DVH’s from using the warped beamlets are
displayed as dashed lines. The volumes of interest are colour-coded as: boost (red), target including lymphatic vessels
(red), right/left parotid gland (blue/light blue), right/left temporomandibular joint (green/light blue), larger spine
(black), spinal cord (+3 mm/+5 mm) (yellow (green/blue)), outer patient contour (turquoise), brain stem (mint).
The DVH lines of the right/left eye, right/left lens and right/left optic nerve superpose behind the line of the optic
chiasm (pink).
target including the lymphatic vessels. The D98% is reduced by 3 % of the prescribed dose, Dmean is reduced
by 2 %, and D2% differs by around 1 %. This is less difference than in the prostate case. The corresponding
values for the organs at risk are found in tables B.5 and B.6 in the appendix.
Table 11.12 shows the integral dose values. Again, the energy deposition in the warped beamlets is re-
flected in the numbers, with the difference in integral dose being below 1 % for 0.2 T and 1.5 T in contrast
to the 2 % in the 3 T case.
Table 11.10 Dose-volume measures for the boost volume of major tumour growth
D98%[%] D98%[Gy] D50%[%] D50%[Gy] Dmean[%] Dmean[Gy] D2%[%] D2%[Gy] HI
0 T 94.4 62.3 100.3 66.2 100.0 66.0 102.0 67.3 0.08
0 T→0.2 T 94.3 62.2 100.2 66.1 99.9 65.9 102.2 67.5 0.08
0 T→1.5 T 90.4 59.7 98.4 65.0 98.0 64.7 102.7 67.8 0.12
0 T→3 T 89.8 59.2 97.0 64.0 96.7 63.9 101.1 66.7 0.12
Table 11.11 Dose-volume measures for the target including the lymphatic vessels
D98%[%] D98%[Gy] D50%[%] D50%[Gy] Dmean[%] Dmean[Gy] D2%[%] D2%[Gy]
0 T 77.0 50.8 82.7 54.6 86.3 57.0 101.3 66.9
0 T→0.2 T 76.8 50.7 82.7 54.6 86.2 56.9 101.4 66.9
0 T→1.5 T 73.5 48.5 81.9 54.0 84.8 55.9 101.1 66.7
0 T→3 T 72.8 48.0 80.7 53.3 83.7 55.2 99.5 65.7
Overviews of the differences are displayed in figure 11.15, where again the direction of action of the
magnetic field on the secondary electrons can be remarked. Again, effects are small at 0.2 T and larger at
1.5 T and 3 T.
A severe underdosage in parts of the target volumes is seen but indeed, the images in the left column
reveal that in some parts of the target volume which are close to the surface, an increase in dose is observed
when the warped beamlets are used. This supports the earlier assumption that in the head-and-neck case,
the action of the magnetic field does not only lead to lower doses being delivered at the depth of the tumour
but the upstream shift of the dose maximum causes an increase in dose in more superficial regions of the
target.
Close-up views of the effect on target coverage are seen for 1.5 T and 3 T in figures 11.16 and 11.17,
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Table 11.12 Integral dose for 0 T fluence in combination with warped beamlets, Vtot=10.2 litres
0 T B = 0.2 T B = 1.5 T B = 3 T
integral dose: EV[Gy·l] 105.1 105.1 104.3 103.1
relative to 0 T: EV,B/EV,0T 1.000 1.000 0.992 0.981
Figure 11.15 Difference plots of the head-and-neck case, from using the 0 T fluence with the warped beamlets. The
transverse plane is shown at different depths (columns) with deviations between 1 and 10 %, where red represents an
overdosage in the warped beamlet plan, and blue represents an underdosage.
respectively. Observations resemble the prostate case in that the high-dose region surrounded by the 100 %
isodose line shrinks to smaller islands at 1.5 T. In agreement with the red overdosage regions of the differ-
ence plots, however, is the inverse noticed in certain parts of the dose distribution.
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Figure 11.16 Close up of the target coverage of the head-and-neck case using the 0 T fluence with the 1.5 T beamlet
(top) and the 0 T beamlet (middle), as well as the difference between both.
Figure 11.17 Close up of the target coverage of the head-and-neck case using the 0 T fluence with the 3 T beamlet
(top) and the 0 T beamlet (middle), as well as the difference between both.
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11.2.3 Abdomen
The CT of the abdominal case overlaid with the dose distribution at 0 T is shown in figure 11.18. It has
to be mentioned that metal implants, such that the exact patient would most likely not be a candidate for
MR-guidance. Nevertheless, the patient data are included here since the target shape wrapping around the
spine is found rather often.
Figure 11.18 CT images of the abdominal cancer case overlaid with the 0 T dose distribution: frontal, transverse
and sagittal plane (from left to right).
Optimisation using Warped Beamlets
For the abdominal cancer case, in none of the DVH’s can any difference be observed between the 0 T op-
timisation result and the results of using the warped beamlets for optimisation. In figure 11.19, all DVH’s
are seen to be identical, and the dashed lines from optimising by means of the warped beamlets are fully
covered by the solid lines representing the 0 T optimisation result. It may be remarked that in the abdomi-
nal cancer case, the DVH for the target is not very steep, i.e. the dose to the target is rather inhomogeneous.
Figure 11.19 Dose-volume histograms for the abdominal cancer case: target (magenta), intestine (brown), spinal
cord (yellow), patient contour (blue), left/right kidney (purple/yellow). DVH’s of optimisation by means of the
warped beamlets superposes with the 0 T result.
The dose-volume measures are listed in the appendix in tables B.7 and B.8, and an overview of the
dose differences in the transverse plane is displayed in figure 11.20. The figure gives an insight to why
the treatment plans are identical in quality: Hardly any beam direction exists where the target is not in
line with an organ at risk. Obviously, partially other beamlets weights are chosen for the beamlets, and
throughout the transverse planes red and blue patterns of over- or underdosage (1 to 10 %) alternate also
in the organs at risk, such that it is likely that the overall dose to these organs dose not differ much.
The increase in integral dose is at 1 % for 1.5 T and less at 3 T, as table 11.13 reveals. This is very
comparable to the head-and-neck cancer described above but lower for 3 T than in the prostate case.
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Figure 11.20 Difference plots between the dose from optimisation by means of the warped beamlets and the 0 T
result, for the abdominal cancer case.
Table 11.13 Integral dose for the different optimisation results, Vtot=4.6 litres
0 T B = 0.2 T B = 1.5 T B = 3 T
integral dose: EV[Gy·l] 43.6 43.6 44.1 43.8
relative to 0 T: EV,B/EV,0T 1.000 1.000 1.011 1.005
Differences in Fluence Patterns for Same Dose to the Tumour













with N being the total number of beamlets, and w0T,i, w0.2T,i, w1.5T,i and w3T,i denoting the weights of the
i’s beamlet of the 0 T, 0.2 T, 1.5 and 3 T optimisation result, respectively.
In magnitude, these values are again comparable with the nasopharyngeal cancer case, but lower than
for the prostate cancer. They are consistent with the integral dose values reported in table 11.13, consider-
ing the lack of energy in the 3 T kernel of around 2 %.
The patterns of beamlet weights are seen in figure 11.21 where again a tendency is seen that beamlets
at higher x values get higher weights.
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Figure 11.21 Beamlet weight patterns of the optimisation using the original 0 T beamlet (top row), and the
patterns from using the beamlets warped to 0.2 T (2nd row), 1.5 T (4th row) and 3 T (6th row), and the differences
to the 0 T pattern (3rd, 5th and 7th row).
Differences in Dose for Same Fluence Patterns
Looking at the DVH’s from using the 0 T fluence in combination with the warped beamlets in figure 11.22,
it is apparent that the findings from the prostate and head-and-neck case also repoduce in the case of the
abdominal cancer. The dose to the target is significantly affected at 1.5 T and 3 T, while no actual change
is seen at 0.2 T.
Figure 11.22 target (magenta), intestine (brown), spinal cord (yellow), patient contour (blue), left/right kidney
(purple/yellow).
Table 11.14 shows that the D98%, the median dose D50% and the Dmean drop by 3-4 % of the prescribed
dose at 3 T, while the D2% is less affected and only decreases by less than 2 %.
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Table 11.14 Dose-volume measures in the target in the abdominal cancer case
D98%[%] D98%[Gy] D50%[%] D50%[Gy] Dmean[%] Dmean[Gy] D2%[%] D2%[Gy] HI
0 T 81.5 48.9 101.0 60.6 100.0 60.0 116.0 69.6 0.34
0 T→0.2 T 81.2 48.7 100.3 60.5 99.8 59.9 116.0 69.6 0.34
0 T→1.5 T 77.3 46.7 98.0 58.8 97.6 58.5 115.3 69.2 0.38
0 T→3 T 77.2 46.3 97.2 58.3 96.5 57.9 114.3 68.6 0.38
The integral dose values listed in table 11.15 are in agreement with the above cases in that the total
energy deposited in the 0.2 T and 1.5 T case does not differ significantly from the energy in the 0 T plan
but at 3 T, the lack of energy in the 3 T kernel shows.
Table 11.15 Integral dose for 0 T fluence in combination with warped beamlets, Vtot=4.6 litres
0 T B = 0.2 T B = 1.5 T B = 3 T
integral dose: EV[Gy·l] 43.6 43.6 43.2 42.4
relative to 0 T: EV,B/EV,0T 1.000 1.000 0.991 0.972
Difference plots of the dose distribution are seen in figure 11.23. It can be remarked that in the abdom-
inal cancer case, even at 0.2 T exist differences exceeding ±1 % in the target. The differences get more
pronounced at 1.5 T and 3 T, where they even range between 10 and 20 % which is represented by the
brighter blue colour in the plots.
Figure 11.23 Difference plots of the abdominal cancer case, from using the 0 T fluence with the warped beamlets.
The transverse plane is shown at different depths (columns) with deviations between 1 and 10 %, where red represents
an overdosage in the warped beamlet plan, and blue represents an underdosage.
In addition close-up views of the dose to the target are seen for all magnetic fields in figures 11.24, 11.25
and 11.26. In the frontal views shown in the respective right columns, it is evident that the severe over-
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and underdosage is present throughout the entire cranio-caudal dimension of the target.
Figure 11.24 Close up of the target coverage of the abdominal cancer case using the 0 T fluence with the 0.2 T
beamlet (top) and the 0 T beamlet (middle), as well as the difference between both.
Figure 11.25 Close up of the target coverage of the abdominal cancer case using the 0 T fluence with the 1.5 T
beamlet (top) and the 0 T beamlet (middle), as well as the difference between both.
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Figure 11.26 Close up of the target coverage of the abdominal cancer case using the 0 T fluence with the 3 T
beamlet (top) and the 0 T beamlet (middle), as well as the difference between both.
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11.2.4 Brain
The last case discussed in this work is a meningeoma, i.e. a cancer of the brain. The dose distribution along
with the CT is seen in figure 11.27. In the sagittal view (right), the dose along the non-coplanar beam may
be noticed that cannot be delivered by a cylindrical MR design but rather requires a double-donut design.
Figure 11.27 CT images of the brain cancer case overlaid with the 0 T dose distribution: frontal, transverse and
sagittal plane (from left to right).
Optimisation using Warped Beamlets
The DVH’s from optimisation using the warped beamlets and displayed in figure 11.28 show that changes
in target coverage do not occur for any of the warped beamlets; however, dose changes in some of the organs
at risk. Especially in the optic nerves (brown/orange) a partial increase of dose is observed at 1.5 T and
3 T. However, these are very small structures where only few voxels contribute to the DVH. The dose to the
spinal cord (yellow) is partially somewhat higher, but lower for another part. At 1.5 T and 3 T, the dose
to the right temporomandibular joint (blue) is slightly increased, whereas to the left temporomandibular
joint, a decrease is seen. At 0.2 T, however, the optimisation results in a lower dose to the right temporo-
mandibular joint than at 0 T with the other organs receiving almost identical dose to the 0 T case.
Figure 11.28 target (magenta), optic chiasm (pink), right/left optic nerve (brown/orange), spinal cord (yellow),
brain stem (mint), right/left temporomandibular joint (blue/yellow), right/left eye (purple/purple), right/left lens
(blue/blue), patient contour (turquoise)
The table with the dose-volume measures of the target volume is omitted here but found in table B.10
of the appendix. Dose-volume measures of the above-mentioned organs at risk are displayed in table 11.16
while the respective values of other delineated structures are listed in table B.11 in the appendix. It can
be remarked that the increase in dose to the right and left optic nerves is mainly in terms of Dmean. In
addition to what can be noticed from the DVH’s, the near-minimum dose D98% to the optic chiasm
The integral dose values are displayed in table 11.17, and it can be seen that both for 1.5 T and 3 T, it
is slightly increased.
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Table 11.16 Dose-volume measures in the organs at risk for the brain cancer case
D98%[%] D98%[Gy] Dmean[%] Dmean[Gy] D2%[%] D2%[Gy]
r. opt. nerve
0 T 33.1 17.3 73.5 38.4 101.5 53.0
0.2 T 34.2 17.9 73.9 38.6 101.4 52.9
1.5 T 34.6 18.1 75.8 39.5 101.7 53.1
3 T 33.4 17.5 75.7 39.5 101.7 53.1
l. opt. nerve
0 T 45.7 23.9 86.8 45.3 101.8 53.1
0.2 T 45.9 23.9 87.4 45.6 102.1 53.2
1.5 T 46.3 24.2 88.6 46.2 101.5 53.0
3 T 44.8 23.4 88.3 46.1 101.6 53.0
spinal cord
0 T 5.3 2.8 25.8 13.5 48.6 25.4
0.2 T 5.5 2.9 26.5 13.8 50.2 26.2
1.5 T 5.9 3.1 25.8 13.5 51.7 27.0
3 T 5.4 2.8 24.6 12.8 50.2 26.2
l. temporomandib. j.
0 T 43.8 22.9 61.3 32.0 87.3 45.6
0.2 T 46.5 24.3 61.4 32.1 88.0 46.0
1.5 T 47.2 24.6 63.0 32.9 88.5 46.2
3 T 45.5 23.7 62.2 32.5 88.7 46.3
r. temporomandib. j.
0 T 28.7 15.0 40.3 21.0 53.0 27.7
0.2 T 28.2 14.7 38.7 20.2 51.8 27.1
1.5 T 31.6 16.5 42.9 23.0 54.2 28.3
3 T 29.4 15.4 42.9 22.4 54.2 28.3
opt. chiasm
0 T 39.3 20.5 83.0 43.3 101.8 53.1
0.2 T 39.4 20.6 83.0 43.3 101.6 53.0
1.5 T 41.5 21.6 82.4 43.0 101.7 53.1
3 T 43.3 22.6 82.9 43.3 101.8 53.1
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Table 11.17 Integral dose for the different optimisation results, Vtot=2.9 litres
0 T B = 0.2 T B = 1.5 T B = 3 T
integral dose: EV[Gy·l] 27.5 27.6 28.2 28.0
relative to 0 T: EV,B/EV,0T 1.000 1.004 1.025 1.018
Difference plot are shown in figure 11.29, and no deviations above 1 % can be observed in the target
but only in the surrounding tissues.
Figure 11.29 Difference plots of the brain warped beamlet plans with respect to the 0 T plan at different depths
(columns). Deviations between 1 and 10 % are shown, where red represents an overdosage in the warped beamlet
plan, and blue represents an underdosage.
Differences in Fluence Patterns for Same Dose to the Tumour
Also in the meningeoma case, an increase in fluence can be noticed for the plans optimised using the warped












where N is the total number of beamlets, and w0T,i, w0.2T,i, w1.5T,i and w3T,i are the weights of the i’s
beamlet of the 0 T, 0.2 T, 1.5 and 3 T optimisation result, respectively.
Among the four cases considered, these are the highest difference values, and they are very comparable
with the values for the prostate. They are again in agreement with the integral dose vlues reported in table
11.17 above, considering the lack of around 2 % of the energy in the 3 T kernel.
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The significant increase in beamlet weights is not directly apparent from the plots of figure 11.30 where
the differences rather look less pronounced than in other cases.
Figure 11.30 Beamlet weight patterns of the optimisation using the original 0 T beamlet (top row), and the
patterns from using the beamlets warped to 0.2 T (2nd row), 1.5 T (4th row) and 3 T (6th row), and the differences
to the 0 T pattern (3rd, 5th and 7th row).
Differences in Dose for Same Fluence Patterns
Using the 0 T fluence in combination with the magnetically deformed beamlets, a strong impairment of the
target dose is observed for the meningeoma case as well, as figure 11.31 reveals. Also some organs at risk
receive a lower dose than in the 0 T plan.
Dose-volume measures reporting the impact on the target dose are found in table 11.18, and it can be
seen than the near-minimum dose D98% drops by up to 6 % of the prescribed dose when calculation is
performed by means of the 3 T beamlet. Also the median and mean dose are reduced by more than 3 %
of the prescribed dose in the 3 T case, whereas the near-maximum dose D2% slightly increases at 3 T and
even more so at 1.5 T. It is likely that the increase is due to positive superposition of the dose of several
beamlets in areas to which, at 0 T, dose from fewer beamlets contributes.
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Figure 11.31 target (magenta), optic chiasm (pink), right/left optic nerve (brown/orange), spinal cord (yellow),
brain stem (mint), right/left temporomandibular joint (blue/yellow), right/left eye (purple/purple), right/left lens
(blue/blue), patient contour (turquoise)
Table 11.18 Dose-volume measures in the target of the brain cancer case
D98%[%] D98%[Gy] D50%[%] D50%[Gy] Dmean[%] Dmean[Gy] D2%[%] D2%[Gy] HI
0 T 96.2 50.2 100.2 52.3 100.0 52.2 101.7 53.1 0.05
0 T→0.2 T 95.4 50.1 100.0 52.2 99.8 52.1 101.3 53.2 0.06
0 T→1.5 T 90.3 47.4 97.4 51.1 97.8 51.0 103.6 54.1 0.13
0 T→3 T 90.2 47.1 96.6 50.4 96.5 50.4 102.3 53.4 0.12
The decrease in dose to the organs at risk is reflected in the dose-volume measures displayed in table
11.19, whereas values for organs with little or no change have been included in table B.12 in the appendix.
The integral dose values are listed in table 11.20, and they reflect the energy deposition in the warping
kernels, i.e. insignificant changes for 0.2 T and 1.5 T, and 2 % at 3 T.
The difference plots of figure 11.32 reveal that beside larger regions of underdosage to the target, islands
of overdosage exist as well in the dose distributions calculated by means of the warped beamlets. It may
be noticed throughout the transverse planes displayed, that over- and underdosage pattern alternate.
Close-up views of target coverage at 1.5 T and 3 T are displayed in figure 11.33 and 11.34.
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Table 11.19 Dose-volume measures for the organs at risk in the brain cancer case
D98%[%] D98%[Gy] Dmean[%] Dmean[Gy] D2%[%] D2%[Gy]
r. opt. nerve
0 T 33.1 17.3 73.5 38.4 101.5 53.0
0 T → 0.2 T 33.7 17.6 72.8 38.0 101.0 52.7
0 T → 1.5 T 32.8 17.1 69.5 36.3 98.9 51.7
0 T → 3 T 32.4 16.9 68.8 35.9 97.7 51.0
l. opt. nerve
0 T 45.7 23.9 86.8 45.3 101.8 53.1
0 T → 0.2 T 45.6 23.8 86.4 45.1 101.3 52.9
0 T → 1.5 T 45.1 23.5 83.9 43.8 99.3 51.9
0 T → 3 T 44.7 23.3 83.1 43.4 98.4 16.9
spinal cord
0 T 5.3 2.8 25.8 13.5 48.6 25.4
0 T → 0.2 T 5.4 2.8 25.8 13.5 49.7 25.9
0 T → 1.5 T 5.6 2.9 25.6 13.3 52.5 27.4
0 T → 3 T 5.5 2.9 24.9 13.0 50.5 26.3
r. temporomandib. j.
0 T 28.7 15.0 40.3 21.0 53.0 27.7
0 T → 0.2 T 28.0 14.6 39.7 20.7 52.8 27.5
0 T → 1.5 T 26.2 13.7 37.4 19.5 52.6 27.4
0 T → 3 T 25.7 13.4 36.9 19.3 52.0 27.2
opt. chiasm
0 T 39.3 20.5 83.0 43.3 101.8 53.1
0 T → 0.2 T 40.0 20.9 82.8 43.2 101.5 53.0
0 T → 1.5 T 45.8 23.9 81.4 42.5 100.5 52.4
0 T → 3 T 44.4 23.2 80.3 41.9 98.7 51.5
l. eye
0 T 13.2 6.9 27.5 14.3 43.5 22.7
0 T → 0.2 T 13.0 6.8 27.2 14.2 43.2 22.6
0 T → 1.5 T 14.1 7.3 26.4 13.8 40.7 21.2
0 T → 3 T 13.8 7.2 25.9 13.5 40.4 21.1
brain stem
0 T 14.6 7.6 52.5 27.4 101.0 53.1
0 T → 0.2 T 15.2 7.9 52.8 27.6 100.9 52.7
0 T → 1.5 T 15.6 8.2 53.6 28.0 99.8 52.1
0 T → 3 T 14.8 7.7 52.1 27.2 98.4 51.4
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Table 11.20 Integral dose for 0 T fluence in combination with warped beamlets, Vtot=2.9 litres
0 T B = 0.2 T B = 1.5 T B = 3 T
integral dose: EV[Gy·l] 27.5 27.5 27.3 26.9
relative to 0 T: EV,B/EV,0T 1.000 1.000 0.993 0.978
Figure 11.32 Difference plots of the brain case, from using the 0 T fluence with the warped beamlets. The transverse
plane is shown at different depths (columns) with deviations between 1 and 10 %, where red represents an overdosage
in the warped beamlet plan, and blue represents an underdosage.
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Figure 11.33 Close up of the target coverage of the brain case using the 0 T fluence with the 1.5 T beamlet (top)
and the 0 T beamlet (middle), as well as the difference between both.
Figure 11.34 Close up of the target coverage of the brain case using the 0 T fluence with the 3 T beamlet (top)
and the 0 T beamlet (middle), as well as the difference between both.
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11.3 Summary and Conclusion
Dose warping was applied to four patient cases in a treatment plan optimisation study. For each of the cases,
first the effects of using warped beamlets directly in the optimisation process were investigated in terms
of plan quality, along with the overall impact on the dose distribution in the patient and the differences
in fluence profiles determined by the optimiser. Subsequently, it was discussed for all cases how usage of
warped beamlets affects the dose distribution if a fluence is applied that does not take into account the
effects of a magnetic field.
The cancer sites studied were the prostate, head and neck, abdomen, and brain, and for each site warp-
ing kernels for magnetic fields of 0.2 T, 1.5 T and 3 T were used. The findings were very consistent among
the different sites: Application of a warped beamlet in optimisation did not impair target coverage in any
of the sites, irrespective of the magnetic field that was used.
At 0.2 T, the effects on the dose to organs at risk were negligible for basically all patient cases, while at
1.5 T and 3 T, a slight increase of dose to certain organs at risk could be noticed. This increase is thought to
be partially attributed to the relatively lower depth-dose profiles observed at magnetic fields of this magni-
tude at greater depths which originate from secondary electrons depositing their energy rather sideways from
the beam than along the depth of it. A higher photon fluence is therefore required to transport the same
dose into a given depth as without a magnetic field, and the overall energy deposited in the patient increases.
Table 11.21 summarises these findings: In the first row, the beamlet weight ratio (BWR) is reported
that results from dividing the sum of the beamlet weights from optimisation based on the warped beamlets
by the sum of the beamlet weights from the 0 T optimisation. As was discussed in the results section, this
value is slightly too high since the warped beamlets contain less energy than the 0 T beamlet. Therefore,
the second row of the table lists the ratio of integral dose values from using the warped beamlets for dose
calcuation based on the 0 T fluence and the 0 T result (IDR0TF) which reflects the energy ratio in the
warped beamlets with respect to the 0 T beamlet: In the 0.2 T kernel, the same amount of energy is
deposited as in the 0 T kernel, while the energy in the 1.5 T kernel and the 3 T kernel differs by <1 %
and around 2 %, respectively, from the 0 T kernel. In the third row, the ratio of integral dose values from
optimising by means of the warped beamlets and by means of the 0 T beamlet are displayed. This last row
represents the actual energy increase that is needed to generate a dose distribution in the target that is
comparable with the 0 T solution, and consistently, it is given approximately by the product of the values
in the upper two rows.
Table 11.21 Beam weight ratio (BWR) and integral dose ratio (IDR) between the warping plans and the 0 T plan.
IDR0TF denotes the result from using the warped beamlets with the 0 T fluence, and IDRopt denotes the result from
optimisation by means of the warped beamlets.
prostate head and neck abdomen brain
0.2 T 1.5 T 3 T 0.2 T 1.5 T 3 T 0.2 T 1.5 T 3 T 0.2 T 1.5 T 3 T
BWR 1.005 1.020 1.036 1.003 1.015 1.023 1.001 1.018 1.030 1.006 1.032 1.040
IDR0TF 0.997 0.992 0.981 1.000 0.992 0.981 1.000 0.991 0.971 1.000 0.993 0.978
IDRopt 1.003 1.014 1.022 1.001 1.010 1.006 1.000 1.011 1.005 1.004 1.025 1.018
It can be seen that the increase is higher in the prostate and brain cases than in the two other ones,
and it can be speculated that this is related to the fact that the radiological depth to be penetrated before
the target is reached, is rather high in these two cases. In the head-and-neck case, parts of the target were
close to the surface, where the upstream shift of the depth-dose profile in a magnetic field leads to increased
dose values which may be the reason why the increase in integral dose is not so pronounced.
In spite of the differences in dose deposition, fluence patterns found by optimisation using the warped
beamlets still resemble the patterns from optimisation using the original 0 T beamlet. However, deviations
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could be observed.
When combining the 0 T fluence with the warped beamlets in dose calculation, a degradation of target
coverage is seen in all patient cases for 1.5 T and 3 T, whereas at 0.2 T this is only slightly the case for
the abdominal cancer. In the prostate cancer case, the dose to the target is basically reduced, while for the
other cases, also regions of increased dose are remarked in the target structures. In all cases, however, are
the near-minimum dose D98% and the mean dose reduced as can be seen in table 11.22, where the change
of dose-volume measures with respect to the 0 T results are listed.
Table 11.22 Change of dose-volume measures in the main target when using the 0 T fluence in combination with
the warped beamlets. Values are in percent of the prescribed dose.
prostate head and neck abdomen brain
0.2 T 1.5 T 3 T 0.2 T 1.5 T 3 T 0.2 T 1.5 T 3 T 0.2 T 1.5 T 3 T
D98%[%] -0.2 -3.0 -4.5 -0.1 -4.0 -4.6 -0.3 -4.2 -4.3 -0.8 -5.9 -6.0
Dmean[%] -0.1 -1.6 -3.2 -0.1 -2.0 -3.3 -0.2 -2.4 -3.5 -0.2 -2.2 -3.5
D2%[%] -0.1 0.0 -1.7 +0.2 +0.7 -0.9 0.0 -0.7 -1.7 -0.4 +1.9 +0.6
On the other hand, the near-maximum dose D2% was less affected and in some cases even increased. It
is likely that this increase is caused by the superposition of dose contributions from different beamlets in
areas where at 0 T, less beamlets contributes.
For all results, the time required in optimisation and dose calculation was not higher than for a conven-
tional pencil-beam optimisation, except for one warping operation applied prior to the actual optimisation
process, to the beamlet dose distribution. The warping implemented in a MATLAB routine (v7.11) [66]
needed a maximum of 34 seconds for Fourier transformation of the beamlet dose distribution, multiplica-
tion by the warping kernel and backtransformation to obtain the warped beamlet, on either one of three
computer systems tested in order to obtain a (256×256×510) voxel beamlet dose distribution. These were
two Intel Xeon systems with two four-core processors each (X5450, E5345), adding up to 8 cores each, and
one AMD system consisting of 4 Quad-Core Opteron (8350) processors, adding up to a total of 16 cores,
with the default parallelisation of MATLAB. Application of fftw [76] optimisation reduced the time to 25
seconds (E5345) and 19 seconds (X5450) on the Intel Xeon systems. The generation of a warping kernel
from MC-simulated point kernels took around 20 seconds, where the point kernel generation itself was in
the range of hours using the Geant4 toolkit ([21][22], cf. section 3.1).
It can be concluded from this chapter that the applicability of the warping method in treatment plan
optimisation was demonstrated and non-negligible impacts were seen on the resulting dose distributions.




Discussion of the Warping Method
The method of dose warping presents a means to include magnetic field effects into photon dose calculation.
By convolution with an appropriate warping kernel, a conventional dose distribution from irradiation in the
absence of any magnetic field is transformed into one that incorporates magnetic deflection of secondary
electrons.
The potential of such a method arises from its computational simplicity if compared with Monte-Carlo
simulations. Monte-Carlo simulations constitute the only other means for dose calculation in a magnetic
field that is seriously considered for radiation treatment planning [62][44][57]. Having a faster means of
dose calculation at hand, real-time online replanning on the basis of the MR imaging may become possible.
What is more, warping may be combined with any available conventional dose calculation method and is
therefore flexible in terms of wide applicability.
In this work, the performance of the method was investigated in homogeneous media (cf. chapter 9) and
in phantom studies (cf. chapter 10), where Monte-Carlo simulations were used as the reference method for
evaluation. This was followed by a demonstration of the applicability of dose warping in treatment plan
optimisation (cf. chapter 11).
In homogeneous media, dose warping was capable of modelling the magnetic field effects nearly perfectly
in terms of the shape of the deformed dose distribution. In water and bone, also the height of the dose
profiles agreed, and only in lung were deviations with respect to the exact magnitude of dose observed at
1.5 T and 3 T. The electron return effect at the exit surface of the beam from the tissue was not modelled
by the warping method but it has been argued in section 9.3 already that this issue can easily be overcome
by addition of some bolus material on the skin of the patient which is generally considered advisable for
irradiation in a magnetic field.
For the phantom studies, one geometry each was chosen in which the warping method was expected
to perform well (brain) and to yield larger deviations (lung). Indeed are the results in the brain phantom
promising for the applicability of the warping method, whereas in the lung tumour phantom, returning
electrons cause patterns of dose increment that the warping does not model. However, also in the lung tu-
mour phantom did the warping significantly reduce differences to the reference simulation if compared with
not taking into account the magnetic field at all, such that even here, a potential of the warping method
could be identified. It was concluded in section 10.3 at the end of the chapter, that in cases involving larger
heterogeneities, the value of dose warping may lie in its application in optimisation rather than in presenting
the sole means of dose calculation, while in more homogeneous situations dose warping is expected to yield
acceptable results.
In fact, a closer look has to be taken on the exact geometry under consideration. One aspect with regard
to air-filled cavities is that the amount of dose due to the ERE is strongly affected by the size of the cavity
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with respect to the radius of electron deflection which itself depends on both the magnitude of the magnetic
field and the photon spectrum used. If the cavity is small compared with the electron radius, electrons will
not return to their exit surface but reach the opposite side of the cavity. So for air-filled cavities, there
may be good reasons not to employ the warping method as the sole dose calculation method, depending
on the precise anatomy. On the other hand, Raaijmakers et al. [59] report that the use of opposing fields
across an air-filled volume will basically lead to a compensation of the ERE from one beam direction by
the new build up from the opposing beam direction. Therefore, it may be a matter of beam setup to avoid
regions of strong ERE influence, and the performance of the warping method in this respect would have
to be separately analysed. Besides, some air-filled cavities like intestinal loops may change their shape and
location on a daily basis such that it is unlikely that ERE doses will add up over the course of a fractionated
treatment. In this case, the continuous imaging information from the MR-scanner will be helpful to monitor
daily changes and retrospectively analyse the actual dose deposition.
Another aspect when judging whether or not the warping method presents an appropriate means for
dose calculation, is to consider which cases are deemed to benefit from application of MR-guidance. The
real benefit over x-ray based procedures will come where the difference in Hounsfield units between neigh-
bouring structures of interest is small. The varying location of nerves, lymph nodes, seminal vesicles, the
exact boundaries between organs or the position of a lung tumour in a collapsed lung can be identified on
an MR image but not necessarily on a CT image. Also for an update on histological information, MR will
be useful to differentiate between tumour and surrounding tissues, e.g. in liver or breast tissue, to identify
inflammatory processes, or to obtain more detailed anatomical information by means of methods like dif-
fusion tensor imaging. The advantage expected from MR guidance is therefore rather in soft tissues where
the warping models the situation well. However, it will depend on the exact anatomy whether application
of the method is considered advisable. Considering the use of dose warping as a fast online re-planning
tool, a practical approach may be to assess the uncertainties posed by the method on the basis of an oﬄine
Monte-Carlo simulation during the treatment planning process and take an informed decision towards the
applicability of the method in the specific case under consideration.
In conclusion, two cases can be identified that are expected to benefit from dose warping but need
to be regarded separately in terms of the manner in which dose warping may be applied: On the one
hand, heterogeneities may be so large that dose warping cannot be considered the only dose calculation
method. If this is the case, still the fluence patterns found by optimisation based on warped beamlets will
be closer to reality than if the magnetic field influence is not taken into account. An optimisation strategy
can be used then that combines pencil-beam and Monte-Carlo dose calculation methods [77] to achieve a
high accuracy in short calculation time, where dose warping would be applied to the pencil beam kernel used.
If, on the other hand, the irradiated tissue is rather homogeneous with respect to its electron density,
dose warping has, beside its regular use for optimisation and dose calculation, the potential to be developed
into a fast online re-planning tool. The MR imaging information acquired during treatment could be used
directly to check the validity of the planned dose distribution for the given patient anatomy, and in case of
deviations a new plan could be created. Also changes due to intrafraction organ motion could be incorpo-
rated by calculating regular updates of the dose distribution and optional adaption of the plan. For this
potential to be exploited, necessarily an increase in the overall speed for dose calculation and optimisation
is required and it remains to be determined how warping can be integrated in other strategies directed at
this aim (e.g. Siggel et al. [33]).
In general, other intelligent strategies may also be considered to reduce tissue heterogeneity where dose
calculation is needed. This could for example be achieved by means of beam angle selection [78][79][80],
where beam directions penetrating low-density tissues or air could be penalised and therefore avoided.
Summarising, by the method of dose warping, a means for dose calculation in a magnetic field has been
developed in this work and its performance has been investigated. It is expected that its potential prevails
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over the limitations that have been found, although it need be mentioned that situations exist where dose
warping will not suffice as a sole means of dose calculation. For actual implementation in a clinical setting,
however, several issues still have to be addressed, e.g. with respect to determining the appropriate warping




General Discussion and Suggestions for
Further Work
141
In this work, two approaches are presented towards kernel-based dose calculation for an MRI-integrated
irradiation device for radiation therapy with photons. The potential of an MRI-integrated irradiation device
arises from the availability of images of excellent quality online, i.e. during the treatment procedure (cf.
chapter 4). In order to fully exploit the potential and react to anatomical or physiological changes that
occur throughout the treatment, a fast adaptation of the treatment plan to the actual situation is required.
Kernel-based dose calculation methods generally have the advantage of a higher speed when compared
with Monte Carlo methods, which achieve a very high accuracy at the cost of longer calculation times (cf.
chapter 3). For MRI-integrated devices involving a magnetic field in which dose is deposited, no kernel-
based method has been published yet.
The analytical approach described in part II samples secondary Compton electrons due to photon in-
teraction with tissue which are known to be the major cause of dose in the tissue, and uses a formulation
of their tracks in matter to deposit energy according to the continuous slowing down approximation and
thereby generate photon point interaction kernels. It is seen that the neglect of scatter in the approxima-
tion yields significant artefacts already in homogeneous medium, when creating pencil beams from the point
kernels. The application of the energy and track information from the kernels generated in a superposition
algorithm (cf. section 3.2) that would perform a density scaling on the basis of this information, is rejected
due to the artefacts observed.
The second method presented is that of dose warping which transforms a dose distribution as observed
without a magnetic field, into one that is observed under the influence of a magnetic field. It is seen to yield
good results in rather homogeneous tissue, but in lung, the deviations between the warping results and ref-
erence Monte Carlo simulations are as high as 25 %. This accuracy is very comparable with that of a pencil
beam algorithm showing deviations of up to 20 % in lung which is widely applied in radiation therapy dose
calculation, either alone or complemented with Monte Carlo calculations (cf. chapter 3). It was found that
the dose determined by dose warping is always closer to the reference simulation than if the magnetic field
is not taken into considerations for 1.5 T and 3 T fields, where the magnetic field effects are very pronounced.
It was further demonstrated in this work that dose warping can be included in the optimisation process,
and it was applied in a treatment planning study of four patient cases in combination with a pencil beam
algorithm. Dose distributions generated by optimisation with warped beamlets were of the same quality
as with the original 0 T beamlet; however, when calculating the dose due to the fluence from the 0 T
optimisation, by means of the warped beamlets, a significant reduction of plan quality in terms of target
coverage was observed with a decrease in D98 % of up to 6 % (cf. section 11.3). Based on the above findings,
it is expected that the plans optimised by means of the warped beamlets are closer to the actual dose
distribution than if the magnetic field is not taken into account.
The findings lead to the conclusion presented in chapter 12 that in situations involving larger hetero-
geneities, dose warping in combination with a pencil beam or superposition dose calculation algorithm may
be a valuable method to be applied in optimisation, which is faster than Monte Carlo methods, but which
should be complemented with one or more final Monte Carlo steps in order to achieve the desired accuracy.
In more homogeneous geometries, it may even be used as the sole means of dose calculation with the po-
tential to be developed into a real-time tool for on-the-flight dose calculations when computational speed
further increases.
Calculation time for Monte Carlo methods is getting into the range of online applicability with values
of 2.5 minutes reported by Bol et al. [1] to account for interfraction changes; however, kernel-based meth-
ods are likely to remain faster and thus can be imagined to open up possibilities for intrafraction motion
mitigation on the basis of real-time dose calculation on real-time imaging data, and account for the motion
of both the tumour and surrounding tissues.
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Considering further the aim of optimisation to find the best treatment plan for the patient, it is desired
to explore as many degrees of freedom as may influence the dose distribution. Traditionally, e.g. the beam
angles for an IMRT treatment are manually selected by the treatment planner, and only the fluence patterns
are optimised, whereas also the selection of the angle has an influence on the quality on the dose distribution
achieved [80]. An ideal optimisation would know the contributions of all possible beamlets from all possible
angles and be able to handle the information, such that also here, a potential for an increased speed due to
kernel-based dose calculation may exist.
Another general aspect to be discussed here is that still in a magnetic field, dosimetry is not yet well-
established [81], such that the benchmarking of any Monte Carlo algorithm is subject to further uncertainties
which is also true for the determination of any dose calculation kernel. Additional tasks involve the mod-
elling of the treatment head to determine the photon phase space the calculation is based on. Also with
respect to the magnitude of the magnetic field to be used in MRI-integrated devices, different approaches
exist (cf. chapter 4), and it may depend on this parameter as well, which type of dose calculation algorithm
is best suited for a given device.
MRI-integration with irradiation units is currently in its beginnings, and methods for use with these
promising devices are just evolving. The method of dose warping in combination with a pencil beam algo-
rithm provides a second method for dose calculation in a magnetic field beside Monte Carlo simulations,
where the latter are significantly more accurate particularly in heterogeneous tissues, but they exhibit longer
calculation times. Hybrid use of both methods may be considered as well as the selection of the appropriate
method for a given situation.
In the current state of the work, the performance of dose warping has been investigated and its appli-
cability in the treatment planning process has been demonstrated. Using Monte Carlo simulations as the
reference method, actual experimental validation has not been performed, although the dose distributions
are basically consistent with publications of other authors. As mentioned in the discussion of the warping
method (chapter 12) already, also beam divergence remains to be incorporated. Conduction of a treatment
planning study comparing the warping-based and Monte-Carlo based optimisation, and differences of the
warping-based optimisation results to Monte Carlo calculations is another task that has not been covered




Figure A.1 Photon and electron angle after Compton interaction according to equation 2.4.
Figure A.2 Differential Compton cross section according to equation 2.7 (left) and divided by corresponding angular
interval of electron scatter angle (right). The photon angle interval ∆θ corresponding to an electron angle interval of
constant size ∆φ is bigger for small values of φ (cf. figure A.1), so ∆σ relatively larger than dσdθ at low angles.
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Figure A.3 Product of the initial electron energy and the cross section of the respective angular interval (left).
Electrons stopping powers from the ESTAR database (right) [65].
Figure A.4 Energy deposition after csda is carried out for each interval of electron zenith angle, in total azimuthal
angle of 2pi, for 1 MeV, 2 MeV (top, left to right), 4 MeV, 6 MeV, 10 MeV (bottom, left to tight). For display, bigger
pixels are used than for calculation.
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Figure A.5 Polar plots of energy deposition after csda for each interval of electron zenith angle, in total azimuthal
angle of 2pi, for 1 MeV, 2 MeV (top, left to right), 4 MeV, 6 MeV, 10 MeV (bottom, left to tight). For display, bigger
pixels are used than for calculation. In the point kernels presented in section 6.1.1, the energy is distributed in the
full solid angle.
Figure A.6 Analytical tracks for a 0.2 T magnetic field that were not part of the analysis in section 6.1.1 but may




Table B.1 Head and Neck: Warped beamlet optimisation: BOOST
D98%[%] D98%[Gy] D50%[%] D50%[Gy] Dmean[%] Dmean[Gy] D2%[%] D2%[Gy] HI
0 T 94.2 62.3 100.3 66.2 100.0 66.0 102.0 67.3 0.08
0.2 T 94.4 62.3 100.3 66.2 100.0 66.0 102.0 67.3 0.08
1.5 T 94.5 62.4 100.4 66.3 100.0 66.0 102.1 67.4 0.08
3 T 94.4 62.3 100.4 66.2 100.0 66.0 102.1 67.3 0.08
Table B.2 Head and Neck: Warped beamlet optimisation: target including the lymphatic vessels
D98%[%] D98%[Gy] D50%[%] D50%[Gy] Dmean[%] Dmean[Gy] D2%[%] D2%[Gy]
0 T 77.0 50.8 82.7 54.6 86.3 57.0 101.3 66.9
0.2 T 77.0 50.8 82.7 54.6 86.3 56.9 101.3 66.9
1.5 T 76.9 50.7 101.5 54.6 86.4 57.0 101.5 67.0
3 T 77.0 50.8 82.7 54.6 86.4 57.0 101.4 67.0
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Table B.3 Head and Neck: Warped beamlet optimisation: organs at risk
D98%[%] D98%[Gy] Dmean[%] Dmean[Gy] D2%[%] D2%[Gy]
r. eye 0 T 0.0 0.0 1.3 0.9 2.9 1.9
0.2 T 0.0 0.0 1.3 0.9 2.8 1.9
1.5 T 0.0 0.0 1.4 0.9 3.1 2.0
3 T 0.0 0.0 1.3 0.9 2.9 1.9
l. eye 0 T 0.0 0.0 1.0 0.6 2.3 1.5
0.2 T 0.0 0.0 1.0 0.6 2.3 1.5
1.5 T 0.0 0.0 1.0 0.7 2.4 1.6
3 T 0.0 0.0 1.0 0.7 2.3 1.5
opt. chiasm 0 T 0.0 0.0 2.3 1.5 4.0 2.7
0.2 T 0.0 0.0 2.4 1.6 4.0 2.6
1.5 T 0.0 0.0 2.4 1.6 4.1 2.7
3 T 0.0 0.0 2.4 1.6 4.1 2.7
brain stem 0 T 0.0 0.0 11.3 7.4 38.0 25.1
0.2 T 0.0 0.0 11.4 7.5 38.6 25.5
1.5 T 0.0 0.0 11.8 7.8 42.3 27.9
3 T 0.0 0.0 11.4 7.5 39.2 25.9
l. temporomand. j. 0 T 6.7 4.4 26.5 17.5 42.4 28.0
0.2 T 6.9 4.6 27.0 17.8 43.8 28.9
1.5 T 6.7 4.4 26.1 17.2 41.0 27.0
3 T 6.8 4.5 26.3 17.4 42.0 27.7
r. temporomand. j. 0 T 7.8 5.1 28.4 18.7 42.4 30.1
0.2 T 7.5 5.0 24.5 18.8 46.9 31.0
1.5 T 7.7 5.1 29.0 19.1 45.0 29.7
3 T 7.5 4.9 28.0 18.5 44.4 29.3
l. lens 0 T 0.8 0.5 1.3 0.9 1.6 1.1
0.2 T 0.8 0.5 1.3 0.9 1.8 1.2
1.5 T 0.8 0.5 1.4 0.9 1.9 1.2
3 T 0.9 0.6 1.4 0.9 1.9 1.2
r. lens 0 T 0.8 0.5 1.5 1.0 2.1 1.4
0.2 T 0.9 0.6 1.5 1.0 2.0 1.3
1.5 T 1.1 0.7 1.5 1.0 2.0 1.3
3 T 1.2 0.5 1.5 1.0 1.9 1.2
Table B.4 Head and Neck: Warped beamlet optimisation: organs at risk
D98%[%] D98%[Gy] Dmean[%] Dmean[Gy] D2%[%] D2%[Gy]
l. opt. nerve 0 T 1.4 0.9 2.1 1.4 2.9 1.9
0.2 T 1.3 0.8 2.1 1.4 2.8 1.8
1.5 T 1.4 0.9 2.1 1.4 3.1 2.0
3 T 1.3 0.9 2.1 1.4 3.0 1.9
r. opt. nerve 0 T 1.3 0.9 2.1 1.4 2.7 1.8
0.2 T 2.8 0.9 2.1 1.4 1.9 1.8
1.5 T 1.5 1.0 2.1 1.4 2.9 1.9
3 T 1.2 0.8 2.1 1.4 2.9 1.9
l. parotid g. 0 T 16.1 10.6 37.4 24.7 83.7 55.2
0.2 T 15.7 10.4 37.6 24.8 83.1 55.1
1.5 T 15.2 10.0 38.0 25.1 83.1 54.8
3 T 15.7 10.4 38.2 25.2 83.0 54.8
r. parotid g. 0 T 13.8 9.1 33.1 21.8 90.0 56.1
0.2 T 14.4 9.5 33.1 21.9 10.4 55.9
1.5 T 14.4 9.5 33.2 21.9 83.1 55.9
3 T 14.6 9.6 33.3 22.0 84.8 56.0
spinal cord +3 mm 0 T 0.0 0.0 19.1 12.6 42.3 27.9
0.2 T 0.0 0.0 19.0 12.5 42.3 27.9
1.5 T 0.0 0.0 19.1 13.0 42.5 28.1
3 T 0.0 0.0 18.9 12.5 42.5 28.0
spinal cord +5 mm 0 T 0.0 0.0 19.7 13.0 47.8 31.6
0.2 T 0.0 0.0 19.6 13.0 47.8 31.5
1.5 T 0.0 0.0 19.7 13.0 47.6 31.4
3 T 0.0 0.0 19.6 12.9 47.7 31.5
larger spine 0 T 5.9 3.9 21.8 14.4 48.4 32.0
0.2 T 6.0 4.0 21.8 14.4 48.3 31.9
1.5 T 6.2 4.1 21.9 14.5 48.0 31.7
3 T 6.3 4.1 21.7 14.4 48.0 31.7
spinal cord 0 T 0.0 0.0 18.3 12.1 38.4 25.3
0.2 T 0.0 0.0 18.2 12.0 38.6 25.4
1.5 T 0.0 0.0 18.3 12.1 38.3 25.3
3 T 0.0 0.0 18.1 12.0 38.0 25.1
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Table B.5 Head and Neck: 0 T fluence: organs at risk
D98%[%] D98%[Gy] Dmean[%] Dmean[Gy] D2%[%] D2%[Gy]
r. eye 0 T 0.0 0.0 1.3 0.9 2.9 1.9
0 T → 0.2 T 0.0 0.0 1.3 0.9 2.9 1.9
0 T → 1.5 T 0.0 0.0 1.3 0.9 2.9 1.9
0 T → 3 T 0.0 0.0 1.3 0.9 2.9 1.9
l. eye 0 T 0.0 0.0 1.0 0.6 2.3 1.5
0 T → 0.2 T 0.0 0.0 1.0 0.6 2.3 1.5
0 T → 1.5 T 0.0 0.0 1.0 0.6 2.2 1.5
0 T → 3 T 0.0 0.0 1.0 0.6 2.2 1.4
opt. chiasm 0 T 0.0 0.0 2.3 1.5 4.0 2.7
0 T → 0.2 T 0.0 0.0 2.4 1.6 4.0 2.7
0 T → 1.5 T 0.0 0.0 2.4 1.6 4.2 2.8
0 T → 3 T 0.0 0.0 2.3 1.5 4.0 2.6
brain stem 0 T 0.0 0.0 11.3 7.4 38.0 25.1
0 T → 0.2 T 0.0 0.0 11.3 7.4 37.9 25.0
0 T → 1.5 T 0.0 0.0 11.2 7.4 37.7 24.9
0 T → 3 T 0.0 0.0 10.9 7.2 36.5 24.1
l. temporomand. j. 0 T 6.7 4.4 26.5 17.5 42.4 28.0
0 T → 0.2 T 6.6 4.3 26.2 17.3 41.8 27.6
0 T → 1.5 T 6.4 4.3 25.2 16.6 42.4 28.0
0 T → 3 T 6.5 4.3 24.8 16.4 41.7 27.5
r. temporomand. j. 0 T 7.8 5.1 28.4 18.7 42.4 30.1
0 T → 0.2 T 7.8 5.2 28.3 18.7 46.1 30.4
0 T → 1.5 T 7.6 5.0 28.3 18.7 48.4 32.0
0 T → 3 T 7.4 4.9 27.4 18.1 47.2 31.2
l. lens 0 T 0.8 0.5 1.3 0.9 1.6 1.1
0 T → 0.2 T 0.9 0.6 1.3 0.9 1.8 1.2
0 T → 1.5 T 0.9 0.6 1.3 0.9 1.8 1.2
0 T → 3 T 0.8 0.5 1.3 0.8 1.9 1.3
r. lens 0 T 0.8 0.5 1.5 1.0 2.1 1.4
0 T → 0.2 T 0.9 0.6 1.4 0.9 1.9 1.2
0 T → 1.5 T 1.0 0.6 1.4 0.9 1.9 1.3
0 T → 3 T 1.1 0.7 1.5 1.0 2.3 1.5
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Table B.6 Head and Neck: 0 T fluence: organs at risk
D98%[%] D98%[Gy] Dmean[%] Dmean[Gy] D2%[%] D2%[Gy]
l. opt. nerve 0 T 1.4 0.9 2.1 1.4 2.9 1.9
0 T → 0.2 T 1.3 0.8 2.0 1.3 2.8 1.9
0 T → 1.5 T 1.3 0.9 2.1 1.4 2.8 1.9
0 T → 3 T 1.2 0.8 2.0 1.3 2.6 1.7
r. opt. nerve 0 T 1.3 0.9 2.1 1.4 2.7 1.8
0 T → 0.2 T 1.4 0.9 2.1 1.4 2.9 1.9
0 T → 1.5 T 1.3 0.9 2.1 1.4 2.9 1.9
0 T → 3 T 1.5 1.0 2.1 1.4 2.8 1.8
l. parotid g. 0 T 16.1 10.6 37.4 24.7 83.7 55.2
0 T → 0.2 T 15.8 10.5 37.5 24.8 83.6 55.2
0 T → 1.5 T 15.6 10.3 37.8 24.9 80.7 53.3
0 T → 3 T 14.7 9.7 36.7 24.2 80.9 53.4
r. parotid g. 0 T 13.8 9.1 33.1 21.8 90.0 56.1
0 T → 0.2 T 14.3 9.4 33.1 21.9 84.7 55.9
0 T → 1.5 T 15.5 10.2 33.3 22.0 83.6 55.2
0 T → 3 T 14.4 9.5 32.3 21.3 84.2 55.6
spinal cord +3 mm 0 T 0.0 0.0 19.1 12.6 42.3 27.9
0 T → 0.2 T 0.0 0.0 19.1 12.6 42.4 28.0
0 T → 1.5 T 0.0 0.0 19.4 12.8 43.1 28.4
0 T → 3 T 0.0 0.0 18.7 12.4 41.7 27.5
spinal cord +5 mm 0 T 0.0 0.0 19.1 12.6 42.3 27.9
0 T 0.0 0.0 19.7 13.0 47.8 31.6
0 T → 0.2 T 0.0 0.0 19.8 13.0 47.9 31.6
0 T → 1.5 T 0.0 0.0 20.0 13.2 48.7 32.1
0 T → 3 T 0.0 0.0 19.4 12.8 47.1 31.1
larger spine 0 T 5.9 3.9 21.8 14.4 48.4 32.0
0 T → 0.2 T 5.9 3.9 21.9 14.4 48.5 32.0
0 T → 1.5 T 5.8 3.8 21.8 14.4 48.9 32.2
0 T → 3 T 5.7 3.8 21.3 14.1 47.7 31.5
spinal cord 0 T 0.0 0.0 18.3 12.1 38.4 25.3
0 T → 0.2 T 0.0 0.0 18.3 12.1 38.4 25.4
0 T → 1.5 T 0.0 0.0 18.6 12.3 38.0 25.1
0 T → 3 T 0.0 0.0 18.0 11.9 37.1 24.5
Table B.7 Abdomen: Warped beamlet optimisation: target
D98%[%] D98%[Gy] D50%[%] D50%[Gy] Dmean[%] Dmean[Gy] D2%[%] D2%[Gy] HI
0 T 81.6 48.9 101.0 60.6 100.0 60.0 116.0 69.6 0.34
0.2 T 81.5 48.9 100.9 60.6 99.9 59.9 116.0 69.6 0.34
1.5 T 81.3 48.8 101.0 60.6 100.0 60.0 115.8 69.5 0.34
3 T 81.6 49.0 101.0 60.6 100.1 60.0 115.7 69.4 0.34
Table B.8 Abdomen: Warped beamlet optimisation: organs at risk
D98%[%] D98%[Gy] Dmean[%] Dmean[Gy] D2%[%] D2%[Gy]
intestine 0 T 5.3 3.2 35.5 21.3 77.5 46.5
0.2 T 5.4 3.2 35.5 21.3 77.5 46.5
1.5 T 5.4 3.2 35.6 21.4 78.1 46.9
3 T 5.3 3.2 35.4 21.3 77.9 46.7
spinal cord 0 T 0.0 0.0 23.8 14.3 71.6 43.0
0.2 T 0.0 0.0 23.8 14.3 71.5 42.9
1.5 T 0.0 0.0 23.9 14.4 71.4 42.8
3 T 0.0 0.0 23.7 14.2 71.3 42.8
l. kidney 0 T 0.0 0.0 5.9 3.5 40.8 24.5
0.2 T 0.0 0.0 5.9 3.5 40.9 24.6
1.5 T 0.0 0.0 6.0 3.6 42.0 25.2
3 T 0.0 0.0 5.9 3.5 40.9 24.5
r. kidney 0 T 0.0 0.0 12.8 7.7 57.0 34.2
0.2 T 0.0 0.0 12.8 7.7 56.9 34.1
1.5 T 0.0 0.0 12.9 7.7 57.6 34.5
3 T 0.0 0.0 12.8 7.7 57.5 34.5
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Table B.9 Abdomen: 0 T fluence: organs at risk
D98%[%] D98%[Gy] Dmean[%] Dmean[Gy] D2%[%] D2%[Gy]
intestine 0 T 5.3 3.2 35.5 21.3 77.5 46.5
0 T → 0.2 T 5.4 3.2 35.5 21.3 77.3 46.4
0 T → 1.5 T 5.3 3.2 35.2 21.1 76.5 45.9
0 T → 3 T 5.1 3.1 34.4 20.7 75.7 45.4
spinal cord 0 T 0.0 0.0 23.8 14.3 71.6 43.0
0 T → 0.2 T 0.0 0.0 23.8 14.3 71.4 42.9
0 T → 1.5 T 0.0 0.0 24.3 14.6 72.1 43.3
0 T → 3 T 0.0 0.0 23.2 13.9 69.9 42.0
l. kidney 0 T 0.0 0.0 5.9 3.5 40.8 24.5
0 T → 0.2 T 0.0 0.0 5.8 3.5 41.3 24.8
0 T → 1.5 T 0.0 0.0 5.8 3.5 42.3 25.4
0 T → 3 T 0.0 0.0 5.6 3.4 41.0 24.6
r. kidney 0 T 0.0 0.0 12.8 7.7 57.0 34.2
0 T → 0.2 T 0.0 0.0 12.9 7.7 57.3 34.4
0 T → 1.5 T 0.0 0.0 12.8 7.7 57.0 34.2
0 T → 3 T 0.0 0.0 12.5 7.5 56.4 33.8
Table B.10 Brain: Warped beamlet optimisation: target
D98%[%] D98%[Gy] D50%[%] D50%[Gy] Dmean[%] Dmean[Gy] D2%[%] D2%[Gy] HI
0 T 96.2 50.2 100.2 52.3 100.0 52.2 101.7 53.1 0.05
0.2 T 96.2 50.2 100.2 52.3 100.0 52.2 101.7 53.1 0.06
1.5 T 96.3 50.3 100.3 52.3 100.0 52.2 101.7 53.1 0.05
3 T 96.3 50.3 100.2 52.3 100.0 52.2 101.8 53.1 0.05
Table B.11 Brain: Warped beamlet optimisation: OARs
D98%[%] D98%[Gy] Dmean[%] Dmean[Gy] D2%[%] D2%[Gy]
r. eye 0 T 7.1 3.7 19.1 9.9 33.1 17.3
0.2 T 7.5 3.9 19.1 10.0 32.8 17.1
1.5 T 8.6 4.5 19.8 10.3 32.8 17.1
3 T 8.9 4.6 20.2 10.5 34.5 18.0
l. eye 0 T 13.2 6.9 27.5 14.3 43.5 22.7
0.2 T 13.1 6.8 27.2 14.2 43.2 22.5
1.5 T 13.9 7.2 27.3 14.3 42.8 22.4
3 T 13.3 7.0 27.7 14.4 42.8 22.3
brain stem 0 T 14.6 7.6 52.5 27.4 101.0 53.1
0.2 T 15.4 8.0 52.9 27.6 100.9 52.7
1.5 T 15.4 8.1 53.3 27.8 101.0 52.7
3 T 15.4 8.0 53.1 27.7 101.1 52.8
l. lens 0 T 10.1 5.3 15.7 8.2 21.3 11.1
0.2 T 10.4 5.5 15.5 8.1 22.1 11.5
1.5 T 11.5 6.0 16.0 8.4 20.8 10.9
3 T 12.4 6.4 16.2 8.4 21.0 11.0
r. lens 0 T 6.9 3.6 10.5 5.5 15.5 8.1
0.2 T 7.0 3.7 10.5 5.5 15.2 8.0
1.5 T 7.8 4.1 10.7 5.6 4.1 8.5
3 T 7.9 4.1 11.1 5.8 16.1 8.4
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Table B.12 Brain: 0 T fluence: organs at risk
D98%[%] D98%[Gy] Dmean[%] Dmean[Gy] D2%[%] D2%[Gy]
r. eye 0 T 7.1 3.7 19.1 9.9 33.1 17.3
0 T → 0.2 T 7.4 3.9 19.0 9.9 32.5 17.0
0 T → 1.5 T 8.8 4.6 19.2 10.0 30.4 15.9
0 T → 3 T 8.2 4.3 18.7 9.7 30.7 16.0
l. jaw 0 T 43.8 22.9 61.3 32.0 87.3 45.6
0 T → 0.2 T 43.8 22.9 61.3 32.0 87.0 45.4
0 T → 1.5 T 43.8 22.9 61.0 31.9 85.0 44.4
0 T → 3 T 42.3 22.1 59.6 31.1 84.3 44.0
l. lens 0 T 10.1 5.3 15.7 8.2 21.3 11.1
0 T 10.1 5.3 15.7 8.2 21.3 11.1
0 T → 0.2 T 10.3 5.3 15.5 8.1 20.6 10.8
0 T → 1.5 T 11.4 6.0 15.7 8.2 19.7 10.3
0 T → 3 T 11.4 5.9 15.4 8.1 20.0 10.4
r. lens 0 T 6.9 3.6 10.5 5.5 15.5 8.1
0 T → 0.2 T 7.0 3.6 10.5 5.5 15.3 8.0
0 T → 1.5 T 8.3 4.3 11.3 5.9 15.7 8.2




• Virtuos DKFZ treatment planning software [72]
• KonRadXP DKFZ inverse planning module [9][10]
• Geant4 Monte Carlo simulation toolkit [21][22]




• Linux operating systems
• Microsoft Windows operating systems
• Microsoft Office, Paint
• Adobe Acrobat Pro
• Mozilla Firefox
• ... and other standard computer tools
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