Abstract. The Lovász θ-function is a well-known polynomial lower bound on the chromatic number. Any near optimal solution of its semidefinite programming formulation carries valuable information on how to color the graph. A self-contained presentation of the role of this formulation in obtaining heuristics for the graph coloring problem is presented.
Introduction
The chromatic number problem is one of the most studied combinatorial optimization problems. Given a graph, the challenge is to find the least number of colors for which there is a coloring of the vertices of the graph in which no two adjacent vertices bear the same color. Finding the chromatic number χ(G) of a graph is an NP hard problem (see Garey and Johnson (1979) ). Exact algorithms have been developed by several researchers (e.g., Brélaz(1979) , Brown(1972) , Kubale and Jackowski(1985) , Mehrotra and Trick(1996) , Peemöller(1983) ). All these exact methods can only be applied on small graphs. On the other hand, very large graphs often arise in a variety of applications of the graph coloring problem such as scheduling (timetabling), frequency assignment problem, register allocation problem and other (see Trick (1994) ). In applications it often suffices to find a near-optimal coloring. Thus many heuristic algorithms for finding a coloring of the graph have been developed (see survey by De Werra (1990) ). Nowadays the most powerful heuristics are the hybrid algorithms combining local search with a population based approach (Fleurent and Ferland (1996) , Galinier and Hao (1999) ). In fact heuristics often find an optimal coloring, but can not prove optimality. Recently Hermann and Hertz (2002) published an exact coloring algorithm based on checking whether the coloring produced by a heuristic is optimal. Graph coloring problem has a natural representation by semidefinite matrices which leads to Lovász θ-function. A well-known heuristic based on it was suggested by Karger, Motwani and Sudan (1998) . Their heuristic has the lowest upper bound on the number of the colors needed to properly color a graph. In sections 1, 2 and 3 we introduce this approach by elementary means. We follow a similar review by Meurdesoif (2001) , and simplify it by representing the coloring relation in its natural language, 0-1 matrices. Later sections aim to use these insights to contribute to improving heuristics on medium sized graphs. Possible synergies with other graph coloring heuristics are suggested as well.
Notation. The vector of all ones is denoted by e, and the matrix of all ones by J = ee T . We also write J t to indicate that the matrix has dimension t×t. We use standard notation from graph theory.
Colorings and coloring matrices
We consider undirected, loopless graphs G(V, E) without multiple edges and with vertex set V = {1, ..., n}. A k-coloring of such a graph G(V, E) is a mapping c : V → {1, ..., k} such that
We call two k-colorings c, c symmetric, if there is a permutation π of the numbers 1, ..., k such that c = π • c. In this case
So all symmetric colorings induce the same k-coloring relation. This relation R is in fact an equivalence relation with equivalence classes given by the sets of vertices V 1 , ..., V k having the same color. Here V i = c −1 (i). Since c (V π −1 (i) ) = i, symmetric colorings can also be viewed as permutations of these color classes. We see that the coloring problem is in fact a partitioning problem. Recently, Galinier and Hao (1999) introduced a cross-over operator that treats all k! symmetric colorings as the same coloring (permuting either or both parents does not change the child). This fact has been recognized as the key factor in the success of the resulting genetic graph coloring heuristic (see Glass and Pruegel-Bennett (2003) ).
The coloring relation R induced by the coloring c can be represented by a coloring matrix X = (x ij ) with
An extreme example is the identity matrix I representing the trivial coloring which assigns a different color to each vertex. The other extreme, the matrix of all ones J representing the coloring with only one color, is possible only on a stable set (E = {}).
A k-coloring c partitions the vertices into k disjoint sets V 1 , . . . , V k , the color classes just described. Hence there exists a permutation of the vertices such that the coloring matrix X can be written as a direct sum of all-ones blocks
of sizes n i := |V i |, i = 1, . . . , k. From this we can immediately note the following obvious properties of coloring matrices X.
x ij = 1 implies that rows i and j are equal.
x ij = 0 implies that rows i and j are orthogonal.
The triangle inequalities
hold. This inequality would only be violated if x ij = x jk = 1, stating that j has the same color as i and k, while x ik = 0, stating that i and k have different color, a contradiction.
The matrix J t of all ones of dimension t × t has eigenvalues 0 and t, so it is positive semidefinite, implying that X 0.
In fact, the eigenvalues of X are n 1 , . . . n k (each of multiplicity 1), and the multiple eigenvalue 0. Finally we observe that tX − J 0 if and only if t ≥ k.
This result is stated in this form with variable
by Meurdesoif(2001) with the proof based on Karger, Motwani and Sudan (1998) . The correctness of this statement can be seen as follows: A principal submatrix of tX − J, having two rows corresponding to two vertices of the same color block is singular because of (5). Otherwise the principal submatrix is of the form tI − J s for some s ≤ k. Now tI − J s 0 if and only if t ≥ s. Therefore we have tX − J 0 if and only if t ≥ k.
Edge matrices and the chromatic number of a graph
We now give sufficient and necessary conditions for a 0-1 matrix to represent a coloring, and use these conditions to give an exact formulation of the graph coloring problem. For a given graph G(V, E) we define its edge matrix to be any matrix X ∈ {0, 1} n,n satisfying the conditions (1), (2), (3) and (4). An edge matrix X induces a homogeneous and symmetric relation defined by iRj ⇐⇒ x ij = 1.
Lemma 1 Relation R induced by an edge matrix is transitive, if and only if all the triangle inequalities
Proof: A triangle inequality x ij + x ik − x jk ≤ 1 is violated if and only if x ij = 1, x ik = 1 and x jk = 0. This is equivalent to iRj, iRk but j Rk.
Corollary 2 An edge matrix is a coloring matrix if and only if it satisfies all the triangle inequalities.
Proof: An edge matrix satisfying all the triangle inequalities defines an equivalence relation on V . Its equivalence classes correspond to subsets of vertices bearing the same color.
Lemma 3 Let X be an edge matrix. A triangle inequality x ij + x ik − x jk ≤ 1 holds if and only if the corresponding 3 × 3 minor in X is non-negative.
Proof: In a symmetric 0-1 matrix with ones on diagonal all 2 3 = 8 possibilities for a 3 × 3 minor are Corollary 4 An edge matrix X is a coloring matrix, if and only if X 0.
Proof: If an edge matrix X 0, then all 3 × 3 minors are non-negative and by Lemma 3 and Corollary 2, X is a coloring matrix. An indefinite X 0 can not be a coloring matrix by (9).
Corollary 5 (Meurdesoif 's (2001) Integer SDP formulation of χ(G), see also Karger, Motwani and Sudan (1998)) χ(G) = min{t : tX − J 0, X is edge matrix of the graph G}
Proof: First note that tX − J 0 implies t > 0. Since tX − J 0, the edge matrix X 1 t J 0 is positive semidefinite. By Corollary 4 it is a coloring matrix. Hence the minimum is taken over coloring matrices and the result follows from (10).
The Lovász theta function
Corollary 5 shows that χ(G) can be found by solving a semidefinite program in a binary matrix variable. Goemanns (1997) noticed "It seems all roads lead to θ". And indeed relaxing the integrality condition on X leads to the well-known theta function introduced by Lovász (1979) :
Since the minimum in (13) is taken over a larger set then in (12),θ(G) ≤ χ(G). Notice that diagonal elements in this positive semidefinite matrix are 1, so any x ij ∈ [−1, 1]. By introducing the variable Z = tX − J the problem (13) can be written as a standard semidefinite problem
Therefore it can be solved in polynomial time to any fixed precision (see Todd (2001) ). Let c be a χ(G)-coloring and X χ be the induced coloring matrix. Then X χ is one of the optimal solutions of (12). Assuming that an optimal solution X θ of (13) is a good approximation to this X χ , it would be obvious how to interpret entries in this matrix in the context of looking for a heuristic solution for the graph coloring problem. A large element x θ ij ≈ 1 is interpreted as "probably x χ ij = 1", implying c(i) = c(j), while a nonpositive element x θ ij ≤ 0 is interpreted as a soft edge, i.e. as an instruction to color vertices i and j with different colors.
A variant of the Karger-Motwani-Sudan rounding heuristic
Karger, Motwani and Sudan (1998) define a semicoloring based on a near optimal solution X θ of (13) in which two vertices are likely to be colored with the same color if and only if x θ ij is large. Their analysis shows that for suitable choice of parameters at most quarter of the edges (x θ ij =0) in this semicoloring are colored improperly. Coloring the corresponding (at most n/2) vertices recursively with a new set of colors produces a proper coloring of the graph G. Thus they obtain the best known worst case analysis including the first nontrivial bound in terms of the maximum degree ∆ of any vertex in G. This heuristic colors a 3-colorable graph with min{O(n 1/4 log n), O(∆ 1/3 )} colors and a k-colorable graph with min{Õ(n 1−3/(k+1) ),Õ(∆ 1−2/k )} colors. Their result indicates the high value of information supplied by an optimal (or near optimal) solution X θ of (13). However it is not at all obvious that the entries in X θ approximate entries in an optimal solution X χ of (12) 
In fact, the solution of a semidefinite program (SDP) obtained by an interior point method (IPM) approximates the center of the optimal face. If X θ approximates a convex combination of optimal coloring matrices, this might result in conflicting instructions. However we believe that the very large elements in X θ are unlikely to be produced by chance since solving (13) by an IPM forces each current iterate to be positive semidefinite thus "pushing" absolute value of the off-diagonal elements of X θ below 1. So we consider employing only the largest off-diagonal element x θ ij , coloring the vertices i and j with the same color, and proceeding recursively. A feasible matrix for (13) is a linear combination of coloring matrices which are feasible for (12) and an infeasible part for (12). A large element x θ ij of (13) means that there is one or more matrices in this linear combination with x ij > 0. Assuming that at least one of these matrices represents an optimal χ(G)-
Geometrically it is obtained by merging all vertices from A into a single vertex a, and by dropping all loops and duplicate edges.
Coloring Heuristic:
1. If G is a clique, output trivial coloring and stop.
2. Solve (13) by an IPM to obtain a near optimal matrix X θ .
3. Find the largest off-diagonal element x θ ij . 4. Set A = {i, j}, and recursively find coloring c of G/ A .
Output coloring c defined by
Notice that the coloring c produced by this heuristic is proper even if we simplify the steps 2 and 3 into "pick a random nonedge (ij)". If there exists an optimal coloring c such that c(i) = c(j), then χ(G/ A ) = χ(G). Otherwise the heuristic has made a mistake, and (as reader may wish to verify) χ(G/A) = χ(G) + 1. Our heuristic based on Lovász θ-function rarely makes mistakes (see Table 1 ). However the price is high. We denote by m := |E| the number of edges in the graph G. The number of different entries in the dual of (14) is n + m. The computational bottle neck in solving (14) by an IPM is Cholesky decomposition of (n + m) × (n + m) system matrix. So the time complexity of one iteration of an IPM is O((n + m) 3 ). In our recursive algorithm, we need to solve (at most) n − χ(G) semidefinite programs of type (14). However notice that the size of the system matrix (n + m) × (n + m) swiftly decreases.
Relation (5) suggests replacing step 3 of the heuristic with 3 . Find the most parallel rows X θ (i, :) and X θ (j, :)
However in numerical experiments the differences between these two algorithms are small and seem to be random.
Preprocessing and combinatorial tricks
Low degree and dominated vertices. Let G(V, E) be a graph and v ∈ V be one of its vertices. The induced graph G − v has the vertex set V = V \ {v} and the edge set
Let a ≤ χ(G) be a known lower bound on the chromatic number. For example a = θ(Ḡ) or a = 3, if the graph is not bipartite. We call any vertex v with deg(v) < a a low degree vertex. Let v be a low degree vertex and c : V → {1, ..., k} be a k-coloring of G − v. Since the vertex v has less then a ≤ k neighbors, there is a k-coloring of G, an extension of c , which colors v properly with any color in {1, ..., k} \ c (N (v)) where N (v) := {u : (uv) ∈ E} is the neighborhood of the vertex v.
Let w dominate v and let c be a k-coloring of G − v. Then it can be extended to a proper coloring of G by defining c(v) := c (w). By dropping low degree and dominated vertices the size of the graph decreases. This speeds up our heuristic, but much more interesting is the reduction of the number of the colors used on some of our test graphs. (Notice that we may drop low degree and dominated vertices in any recursive call of our heuristic.)
Soft edges and soft neighborhood. Let X θ be a near optimal solution of (13). We define soft neighborhood In any recursive call of our heuristic, instead of merging the elements corresponding to the largest element in X θ , we may drop a softly dominated vertex if there is any.
Numerical results
We applied a primal-dual predictor-corrector IPM 2 to solve (14) with the dual
The stopping criterion was duality gap less then 10 −2 . It is interesting that smaller duality gaps have not improved the quality of the coloring. This suggests that a faster first-order algorithm like Burer and Monteiro (2003) or Helmberg and Rendl (2000) could produce the colorings of the same quality while speeding up the computations dramatically. Let Z be a near optimal solution of (14) and X θ the corresponding solution of (13). Then by (10) z ij = tx ij − 1 where t . =θ(G). Our experience on random graphs shows that it is safe to (one by one) merge all the pairs of vertices corresponding to large elements z ij ≥ 0.4θ(Ḡ) before recomputing θ(Ḡ). We also consider an element z ij to be large, if it is close to (i.e. 99% of) the largest off-diagonal value in Z. The numerical results in Tables 1 and 2 were obtained on PC with 3000 MHz, running Linux, on DIMACS graph coloring challenge graphs downloaded from http://mat.gsia.cmu.edu/COLOR03. The computed Lovász theta numbers are rounded downward. All three heuristics denoted by "each", "many" and "once" are SDP based. Heuristic labeled "once" introduced by Benson and Ye (1999) gives coloring based on Lovász type bound which is iteratively improved by a fast heuristic without recomputing the bound. Columns labeled "each" and "many" correspond to our heuristics which recompute θ-number in each iteration or recycle the matrix X until there are no remaining large entries in it, respectively. Numerical results clearly show that recomputing θ-number improves the quality of coloring.
Proof. The first is obvious since coloring of G/ A defines a coloring of G. Let W be the optimal solution of (15) for the graph G. Since (uv) / ∈ E, w uv = 0. In a slight abuse of notation define a symmetric (n − 1) × (n − 1) matrix W by
This roughly corresponds to summing the uth and vth rows into a new row a and the same for columns. Since W is feasible for (15) for graph
Notice that this W can be used as a warm-start solution. A similar strategy (applying averaging instead of summing, and projecting) yields a primal warm-start solution. These strategies saved up to about a quarter of time.
Dense graphs
We consider a graph to be dense if it has more nonedges (pairs (ij) / ∈ E) than edges. On the dense graphs the following function suggested in Meurdesoif (2001) can be computed efficiently (compare results on the graph labeled dsjc125.5 in Tables 1 and 2 
The minimum is taken over a bigger set than in (13) but smaller than in (12) (the binary variables of (12) satisfy the triangle inequalities by (7), soθ(G) ≤ θ + (G) ≤ χ(G). A feasible matrix X in (16) is a convex combination of χ(G)-coloring matrix or matrices, k-coloring matrices with k > χ(G) and an infeasible part consisting of edge matrices which are not positive definite (and which often make θ + (G) < χ(G)). Since the infeasible part of an optimal matrix solution of (13) can have negative entries, we believe that an optimum of (16) better approximates the χ(G)-coloring matrix than an optimum X θ of (13). So an efficient heuristic on dense (or almost dense) graphs can be based on (8). However solving (16) by an IPM requires computing Cholesky decomposition of am ×m system matrix in each iteration of the IPM wherem stands for number of the nonedges. The graphs in our heuristics become denser and denser (and a clique in the last call). So this heuristic could be applied when the graph becomes dense enough. However numerical experience has shown that the considered graphs become dense only in the last few (up to 50) calls. But then a good strategy would be to simply use an exact coloring algorithm to optimally color the graph when it becomes small enough. In numerical experiments on small dense and sparse graphs applying (16) instead of (13) generally produces better colorings. So on sparse graphs we successfully considered strengthening (13) by only a few inequalities from (16). However it is not applicable to large graphs since it requires storing (in RAM) a very large (n + m) × (n + m) system matrix K. Also, the most time consuming operation in solving (14) by IPM is applying Cholesky decomposition to find the search direction ∆x defined by equation of type K∆x = r. In order to be able to color larger graphs those vectors need to be computed by an improved conjugate gradient method like Toh and Kojima (2002) . 4 However since the system matrix becomes very ill-conditioned as one approaches an optimum, estimating Lovász theta function by a first-order method like Helmberg and Rendl (2000) or Burer and Monteiro (2003) might be preferred.
Number of colors.
A merger of two vertices resulting in a big increase of Lovász θ-number (see remark 6) might reveal that a mistake, resulting in increased number of colors, has been made. But undoing such a mistake can be quite expensive. Another approach might be to use the coloring c at each step 5 of our heuristic as an initial solution, and try to improve it by a faster graph coloring heuristic. An easy-to-obtain improvement on a small graph (resulting from late recursive calls) would then be preserved since steps 5 of the preceding calls keep the number of colors constant. Since the Lovász θ-function gives a good global insight in how to color the graph we used TABU (Hertz and De Werra (1987) ), a fast local search based on iterated greedy algorithm, to improve the coloring c computed in step 5. Preliminary tests show that combining recycling strategy with TABU outperforms our original heuristic in terms of speed and even quality. A further improvement would be to use all strategies for merging (the largest element in X θ , soft dominance, parallel rows, tight triangles, information from eigenvectors) simultaneously by validating which one is expected to behave best on current step, or by checking whether they all suggest the same merger. The on-going research in combining these ideas for increasing speed by a first order method (Dukanovic et all (2005) ) and improving quality of the coloring will be reported elsewhere.
The coloring produced by this SDP approach could be used as a "fresh-blood" parent in a genetic algorithm.
Max-k-cut.
In practical applications the number of available colors is often limited. For example there may be only k available frequencies. It suffices to find an almost proper k-coloring which minimizes the number of conflicts (improperly colored edges). The Karger-MotwaniSudan semicoloring perfectly serves this task. The performance guaranties are reported by Klerk, Pasechnik and Warners (2000) . Again the SDP formulation of Lovász θ number gives a global insight in the problem so it is not surprising that local search considerably improves this solution.
5
However observe that improving this solution can be more naturally expressed as a clustering problem, i.e. separation of vertices into k clusters such that the distances inside a cluster are minimized. Here the distance between the vertices i and j is small if x θ ij is large, large if x θ ij is small and (increasingly) large if (ij) ∈ E. Such problems can be very efficiently solved by reruns of a very fast k-median algorithm suggested by Bradley, Mangasarian and Street (1997) .
