Linear combination of unitaries (LCU for short) is one of the most important techniques in designing quantum algorithms. In this paper, we propose a new quantum algorithm in three different forms to achieve LCU. Different from previous algorithms [14, 15, 27] , the complexity now only depends on the number of the unitaries and the precision. So it will play more important role in the design of quantum algorithms when the number of unitaries is small, such as quantum iteration algorithms. Moreover, as an application of the new LCU, three new quantum algorithms to the searching problem will be proposed, which will provide us new insights into Grover's searching algorithm. We also show that the problem of LCU is closely related to the problem of if we can efficiently implement U t for 0 < t < 1 when U is an efficiently implemented unitary operator? This problem is not hard to solve. However, it becomes inefficient when it contains a strict requirement on precision, such as in Grover's algorithm. Finally, as an application of the new LCU technique, we will show that the quantum state of any real classical vector can be prepared efficiently in quantum computer. So this solves the "input problem" in quantum computer efficiently.
I. INTRODUCTION
As one of the most important quantum algorithms, Grover's algorithm [17] to the unstructured data searching problem achieves quadratic speedup than any classical algorithm. So any problem relates to searching can be improved directly by Grover's algorithm in quantum computer. More importantly, Grover's algorithm can achieve speedup (sometimes not just quadratic speedup) to many NP complete problems, such as 3-SAT [2] , existence of Hamiltonian cycle [29] , quadratic Boolean equations solving [16] , etc. Unfortunately, it has been shown that Grover's algorithm is optimal [5, 7] , so there does not exist more efficient quantum algorithms to solve the searching problem.
From the viewpoint of designing new quantum algorithms, we prefer to focus more on the new techniques, directly or indirectly, derived from Grover's algorithm. These include quantum amplitude amplification technique [9] , quantum counting [8] , swap test [10] , quantum walk [36, 38] and so on. For instance, quantum amplitude amplification almost used in all quantum algorithms to improve the success probability with a quadratic speedup. Swap test achieves an exponential speedup to estimate the inner product of two quantum states. As a generalization of the classical random walk, quantum walk currently becomes one important technique and model to study quantum algorithms. Different from other quantum algorithms (such as HHL algorithm [19] and its applications [24, [30] [31] [32] 39] ) resulting from Shor's algorithm or quantum phase estimation algorithm, the quantum algorithms (such as [3, 11, 28] ) obtained from quantum walk often contains no restrictions. * cpshao@amss.ac.cn
As shown in [26, 27 ], Grover's algorithm can be viewed as a simple application of linear combination of unitaries (LCU) in duality quantum computer. The problem of LCU can be stated as follows: given m numbers α j and m efficiently prepared quantum states |x j , then how to prepare |y proportional to y = j α j |x j ? Here |x j can be some unknown quantum states obtained from some quantum algorithms. This is a very fundamental problem about the operations among quantum states. The quantum algorithms to study this problem have been discovered many years ago, most of them are based on control operations. LCU technique was first proposed by Long [26] as a basic operation of duality quantum computer. Later works include [15] which can be viewed as an inspiration of HHL algorithm; [13] which is a special case of [26] , but contains plenty of applications in Hamiltonian simulation [4, 12] . Currently, LCU contains many applications in the design of quantum algorithms, for example, see [4, 12, 14, 19, 21, 30] . It is also believed that LCU will become more important and prevalent in the design of new quantum algorithms in the future.
In this work, we focus more on the real linear combination of real quantum states, in the hope of finding other useful techniques to design new quantum algorithms. We will give three new ideas to solve the LCU problem in the real field. Similar to Grover's algorithm, the new quantum algorithms proposed here also contain clear geometric interpolations. The requirement of real field is also because of the clear geometric interpolations. And studying real quantum states are already enough to solve many problems in numerical analysis. Different from the already discovered quantum algorithms [14, 27] , whose complexity is O( j |α j |/ y ), the complexity now is independent of α j and the norm of the y. More precisely, the complexity of our new proposed quantum algorithm to achieve LCU is O(m log(m/ ) ), where is the precision. So if m is small, then our algorithm seems much better. The new LCU also perform better than the old LCU when |α j | is very large. Note that in iteration algorithms, m often refers to the iteration step, which is small if the iteration methods are efficient. So the new LCU technique is quite important in the design of quantum iteration algorithms, for instance see [21, 30, 34] . Especially in the work of quantum Arnoldi method [34] , the new LCU method performs much better than the old LCU methods.
Another application of the new LCU technique we will consider in the work is the "input problem" in quantum computer [6] . The input problem can be stated as the transformation from classical data x = (x 0 , . . . , x n−1 ) into quantum data |x = 1 x n−1 j=0 x j |j . If forms the first step of many quantum algorithms, such as HHL algorithm [19] and its applications [24, [30] [31] [32] 39] . Although we already have quantum RAM to solve the input problem efficiently, it is not practical. The input problem can be solved efficiently in certain special cases, such as when the entries of the classical vector are almost in the same size [1, 15] or when i2 j=i1 |x j | 2 can efficiently calculated for all i 1 < i 2 [18] . In this paper, we will show that the input problem can be solved efficiently in polynomial time in the real case by the new LCU technique. The result obtained from the old LCU technique also achieves exponential speedup than the old quantum algorithms to solve the input problem in the general case.
In the special case of LCU when there are only two real quantum states |a , |b and we want to prepare |c proportional to |a + |b , the three new algorithms to this problem give three new searching algorithms with the same complexity as Grover's algorithm. Actually, this has been discovered very easier in Long's work [26] , but here we show three new ones. Note that in [29, section 6.2], Nielsen and Chuang give one explanation about Grover's algorithm from the point of Hamiltonian simulation. The three new quantum algorithms to the searching problem can also be viewed as three new explanations about Grover's algorithm from different perspectives.
We also find that the above special case of LCU is closely related to the problem of implementing U t by giving the information of the unitary operator U . When t is an integer, then U t can be implemented in time O(tC U ), where O(C U ) is the implementing complexity of U . When t is not an integer, we just need to focus on the case 0 < t < 1. Actually based on quantum phase estimation, this problem is still not hard to solve. However, it may inefficient when the problem contains a strict requirement on the precision, such as the searching problem. As an application of the optimality of Grover's algorithm, we will show that this problem can be solved optimally in time O(C U / ).
The structure of this paper is as follows: In section II, we briefly review the famous Grover's algorithm. In section III, we study the problem of achieving linear combination of two real quantum states with four different methods. In section IV, we show the application of the four methods in the searching problem. In section V, we consider the general case of preparing the quantum state of the linear combination of multiple quantum states in the real field. Finally, in section VI, we show that quantum state preparation problem can be solved efficiently by the new LCU technique.
Notations. In this paper, · always refers to the 2-norm of vectors and i refers to the imaginary unit of complex field.
II. GROVER'S SEARCHING ALGORITHM:
BRIEF REVIEW
Grover's algorithm provides a polynomial speedup over any classical algorithm for a large class of problems. In this section, we briefly review the basic idea of Grover's algorithm. Let f be a map from Z N to Z 2 . Assume that there exists a subset M (unknown) of Z N , such that f (x) = 0 if and only if x ∈ M. The elements in M are called marked items. Then the searching problem aims at finding one marked item if M is not empty. Classical algorithm solves this problem requires about O(N/M ) evaluations of f , where M = #(M). However, Grover's algorithm can find one marked item with a high probability using just O( N/M ) evaluations of f .
The basic structure of Grover's algorithm is very simple. Define the oracle O f as
|x as the superposition of all base states, which is achieved by Hadamard operation. Then Grover's algorithm is applying the rotation G = (2|φ φ| − I)O f about N/M times on |φ . Finally we will have a high probability close to 1 to find one marked item by measuring. Grover's algorithm contains a clear geometric explanation. The rotation G gradually rotates the superposition state |φ close to the quantum states of marked items, which amplifies the amplitude of marked items gradually. Later, this idea was generalized as amplitude amplification technique [9] to amplify the amplitude of the target states we want.
To some sense, the above algorithm needs to know the number of marked items, since if we apply the rotation G too many times over a line, the success probability will decrease. The number of applying G depends on the number of marked items. However, if we do not know this information in advance, there also exist some technique to do the searching by gradually increasing the precision in the quantum phase estimation algorithm [20] . The complexity will not change. On the other hand, if we know the number of marked items exactly, the searching algorithm can be modified into exact [25] .
III. FOUR METHODS TO ACHIEVE THE LINEAR COMBINATION OF TWO QUANTUM STATES
In this section, we study the LCU problem in its simplest case: Given two real quantum states |a , |b , which can be prepared in efficiently time O(T in ), then how to prepare the quantum state |c proportional to |a + |b and what is the corresponding complexity? In the following, we will propose three new methods (method 2,3,4) to this problem. Before that, we first review the already discovered method, that is method 1 below.
Method 1. The first method is based on Hadamard transformation, just like the phase estimation method considered by Kitaev (see [23] , [29, problem 5.3] ), as follows:
Perform measurements, if we get |0 , then the post measurement state is |c . The complexity is O(T in / |a + |b ). This complexity is related to the 2-norm of |a +|b , which is not good to the algorithm when it is small. In the following, we consider the simplest LCU problem from the viewpoint of geometry.
FIG. 1. Linear combination of two quantum states
Method 2. Denote the angle between |a and |c as θ (see figure 1 ), then the angle between |a and |b equals 2θ. For any angle φ, denote the clockwise rotation with angle φ in the plane spanned by |a , |b by R φ . Then
Therefore, we have |c = R θ |a = R 1/4 4θ |a . Now here comes another problem: how to implement R 1/4 4θ ? Generalize this, we actually need to solve the following problem: Let U be an unitary operator that can be efficiently implemented in time O(C U ), then how to implement U t for any 0 < t < 1 and what is the corresponding implementation complexity? Actually, this problem is not so hard to solve. In the following, we give three methods toward this problem. Two of them can only solve the special case when U = R 4θ , another one solves the general case.
From the theory of compact Lie group, we know that there is a unique Hermitian matrix A such that U = e −iA . So U t = e −iAt . If we can obtain A efficiently, then U t will be efficiently implemented due to Hamiltonian simulation, since we have assumed that U = e −iA is efficiently implemented.
Assume that the eigenvalue decomposition of U = V DV † , where D is diagonal and V is unitary. Then
† . Now we consider the case that U = R 4θ . The eigenvalues of R 4θ have the form
, and the corresponding eigenvectors are |v 0 , |v 1 , |v 2 , . . . , |v n−1 , where |v 0 = α 0 |a + β 0 |b , |v 1 = α 1 |a + β 1 |b and |v 2 , . . . , |v n−1 ∈ span{|a , |b } ⊥ . Then
So we have log D = diag{iφ, −iφ, 0, . . . , 0} and
So A is totally determined by φ and α 0 , β 0 , α 1 , β 1 . Now we focus on the calculation of these parameters. It is not difficult to show that
Note that a|b = cos 2θ, since they are real. So the matrix representation of R 4θ in the plane span{|a , |b } is
The two eigenvalues are e ±4θ , which implies φ = 4θ. And the corresponding eigenvectors are
Finally, a simple calculation on (1) with the above results shows that
Therefore, A is totally determined by θ, since |a , |b are given. Apply swap test on |a , |b , the angle θ can determined in time O(T in / ) to precision . Finally, based on the Hamiltonian simulation [29] , U t can be implemented
The third method actually focus on the general problem of implementing U t based on quantum phase estimation. Denote the eigenvalue decomposition of U = n−1 j=0 e iθj |v j v j |. Then for any quantum state
j=0 β j e iθj t |v j . By quantum phase estimation algorithm, we can get the following precess
where |θ j − θ j | ≤ . The complexity of the above procedure is O(C U / ). Moreover, a simple estimation shows that, the error between n−1 j=0 e iθj t β j |v j and n−1 j=0 e iθj t β j |v j is bounded by O( t) = O( ) due to 0 < t < 1. Finally, U t can be implemented in time O(C U / ). As for the original problem with U = R 4θ , we know that O(C U ) = O(T in ) and so |c can be prepared in time O(T in / ) to precision .
Method 4. The last method that can be used to solve the original problem is as follows. Since it is not so straightforward to implement R . Whence we get such a l, we can just choose k as the integral part of l, that is k = l . As we know, to make the complexity minimal, l equals the smallest number such that 4lθ mod 2π is θ. Note that this method is quite similar to Grover's searching algorithm, that is we perform a lot of rotations to close to a desired rotation.
Remarks.
(1). Note that method 1 applies amplitude amplification technique, which is based on Grover's algorithm. Although, method 2 and 4 need the data of angle θ, which further need swap test technique, they are independent of Grover's algorithm. Method 3 is also independent of Grover's algorithm and it works for general unitary operator.
(2). In the above, the reason of only considering the linear combination of real quantum states is that we need the geometrical interpolation of inner product, that is the inner product of |a and |b should equal cos 2θ. However, if we have conjugate operation among quantum states, then we can also study linear combination of complex quantum states in method 2, 3, 4 by considering the real and imaginary parts respectively. In the following, we only consider the real quantum states.
IV. THE SEARCHING ALGORITHM BASED ON LCU
With the above results, now we can consider the searching problem. Since we only want to explain Grover's algorithm in different perspectives and do not plan to introduce new quantum searching algorithms, we only focus on the searching problem in its simplest case with one marked item, that is M = {x 0 } in section II. We should remark that the idea of considering searching problem from LCU was initialized at Long's work [26] . Denote
They can prepared in time O(log N ).
In the first method, the norm |a + |b = 2/ √ N , so the searching problem can be solved in time O( √ N log N ). Actually, this can not be viewed as a method to solve the searching problem, since it applies amplitude amplification technique, which is based on Grover's algorithm. It is not hard to show that cos 2θ = (2 − N )/N and sin 2θ = 2 √ N − 1/N , which means θ ≈ π/2 − 1/ √ N for large N . Although method 2 and 4 rely on swap test, now θ can be estimated directly. Based on the analysis of method 2, the Hamiltonian simulation can be efficiently implemented in time O(T in / ) (see [29, section 4.7] ) where the precision is close to 1/ √ N . So the searching problem works in time O( √ N log N ). In the third method, the precision in quantum phase estimation should choose in size 1/ √ N , so the complexity obtained in the this method is also O( √ N log N ). Finally, in the fourth method, to determine l from 4l(π/2 − 1/ √ N ) mod 2π = π/2 − 1/ √ N , we have to solve (4l − 1)/ √ N = (2m − 1/2)π for some m as minimal as possible (i.e., m = 1). So l = O( √ N ), which means the complexity in this method is still O( √ N log N ). When considering about the query complexity, all the complexities above are just O( √ N ). These methods also provide us three new understandings about Grover's searching algorithm. Similar to Grover's algorithm, the above three searching algorithms also apply certain rotations on some fixed initial states. After certain times of rotation, we have a high probability to obtain the marked item. However, searching relies on LCU seems more intuitional, since we know the target states exactly. The explanation of Grover's algorithm given in [29] based on Hamiltonian simulation aims at finding a suitable Hamiltonian H and a suitable initial state |ψ , such that e −iHt |ψ is very close to the target |x 0 after t times evolution. The explanations of Grover's algorithm we are given above also share the same essence. Due to the optimality of Grover's algorithm on the searching problem, we can actually say that method 2, 3, 4 are also optimal in solving the implementation of U t for 0 < t < 1. We cannot improve the dependence on the precision anymore.
V. LINEAR COMBINATION OF MULTIPLE QUANTUM STATES
In this section, we continue the study of the problem considered in section III. Now we consider a more general case, that is to achieve the linear combination of multiple quantum states. More precisely, given m positive real numbers α j and m real quantum states |x j , which can be prepared efficiently in time O(T in ), where j = 0, 1, . . . , m − 1, then the problem is how to prepare the quantum state |y proportional to y = m−1 j=0 α j |x j ? And what is the corresponding efficiency? By requiring α j to be positive does not lose any generality, since we can absorb the negative sign into |x j . In the following, we will generalize the four methods studied in section III here. We should remark that the LCU technique of Long [27] is given in a more general form. However, we do not need this general result here. So in the following, we only focus on some simple and straightforward cases.
Method 1. The first method given in section III still works here at least in two different versions. The first one [15] can be viewed as an inspiration of HHL algorithm
where t = 1/ max j |α j |. The first step is the result of control operation to prepare |x j with respect to |j ; the second step is a control rotation to put α j into coefficient; the final step is applying Hadamard transformation on the first register. The success probability equals y 2 / max j |α j | 2 m 2 . So the complexity to get the desired state is O(m(T in + log m) max j |α j |/ y ).
Another one is given as follows [13] : Denote s = √ α j |j . Then |y can be obtained from the following procedure:
The second step is also a control operation to prepare |x j with respect to |j . The probability to get |y equals y 2 /s 2 , and so the complexity to obtain the desired quantum state is O(s(T in + C S )/ y ), where O(C S ) is the complexity to implement S in quantum computer.
The method (4) is better than method (3), since s ≤ max j |α j |m and generally we can believe that C S = O(log m). Note that other variants of the above procedure (4) still exist, however, the above one seems to be the most efficient one. The classical method to this problem also has a similar structure, that is compute y first, then normalize it. Different from the classical one, the quantum method do not need to compute the norm of y, since the normalization can be achieved by measurement. More importantly, in the problem of Hamiltonian simulation [4, 12] , y is almost a unit vector, so at this time, the complexity is just O(s(T in + C S )). One important special case that we will use in the next section is when the absolute values of the coefficients are close to each other and x j |x k = δ jk , then the complexity now is O(T + log m).
Method 2, 3, 4. As for the other three methods considered in section III, the generalization is a little complicate, but still contain a clear geometric explanation. To make things more clear, we first consider the case when m = 2. Also to make the notations more simple, we rewrite the problem in the form of preparing |c proportional to α|a + β|b . Denote the angle between |a and |c as θ, the angle between |a and |c as ϕ. Then we can compute θ and ϕ from cos ϕ = a|b ,
Now we set θ = 2tϕ for some 0 ≤ t ≤ 1/2. Note that at this time, we still have
So we should calculate R t 2ϕ = R θ . This reduces to the same problem to implement U t from U . So method 2, 3, 4 can be generalized here directly. The complexity depends on the estimation of θ and ϕ. By swap test, they can be estimated to accuracy in time O(T in / ). The remaining complexity based on method 2, 3, 4 also equals O(T in / ). Finally, |c can be obtained in time O(T in / ) to accuracy . Here we just use the same precision in the two steps of estimation.
As for the general case of preparing |y , we can decompose it into log m steps. For simplicity, we just set m = 2 k . First, we calculate |x i , which is proportional to α 2i |x 2i + α 2i+1 |x 2i+1 in time O(T in / 0 ) to accuracy 0 . Then we know that |y is proportional to a new linear summation m/2−1 i=0α j |x j for someα j , which can be calculated in time O(T in / 0 ) to accuracy 0 by swap test. Continue the above idea, then after k steps, we can get |y . Note that, in each step, the input complexity to obtain the new linear combination updates by a factor 1/ 0 . By induction, |y can be obtained in time
In the above equality analysis, we have assumed that 0 < 1/2. After k steps, the error is enlarged into m 0 . So to make the final error is small in size , we should choose m 0 = . Finally we know that the complexity to prepare |y is O(T in m log m/ ). In the following, we list all the LCU methods introduced above for comparison of their efficiency and application scopes. |αj||j .
Method Complexity
As we can see from table I, although the complexity in method 2, 3, 4 contains a factor m log(m/ ) , it is independent of α j and y . When m is large, such as in the Hamiltonian simulation problem [4, 12] or in the quantum linear system algorithm [14] that achieves exponential speedup on precision, then method 1 will be better than the other three. However, if m is small, such as in the quantum iteration algorithms considered in [21, 30, 34] , then method 2, 3, 4 can play more important roles than method 1. Method 2, 3, 4 also work better when max j |α j | is very large, such as the Arnoldi method considered in [34] and the quantum state preparation problem considered in the next section.
VI. APPLICATION OF LCU IN QUANTUM STATE PREPARATION
Let x = (x 0 , . . . , x n−1 ) be a real vector, the quantum state it corresponds to equals |x = 1 x n−1 i=0 x i |i . The transformation from classical data x into its quantum state |x is usually called the "input problem" in quantum computer [6] , which forms the initial step in many quantum algorithms, such as [14, 15, 19, 21, 22, 24, 30-32, 37, 39, 40] . In the following, we first show two simple quantum algorithms to solve this problem. Then as an inspiration of the second algorithm, we propose two new quantum algorithms based on LCU with high efficiency.
The most naive method is defining a unitary U such that U |0 = |x . The efficiency of preparing |x is totally determined by U . In the worst case, U can be implemented in time O(n 2 (log n) 2 log c (n 2 (log n) 2 / )) to precision in quantum computer, where c is some constant close to 2 (see [29, Chapter 4] ). So we can prepare |x within the same time in the worst case. Conclude this, we have Proposition 1 For any vector x, its quantum state can be prepared in time O(n 2 (log n) 2 log c (n 2 (log n) 2 / )) to precision in quantum computer.
Although the above method works for all cases, it is not efficient generally. And we still hope there exist more efficient quantum algorithms to solve the input problem even in some special cases. Under certain conditions, the input problem can actually solved efficiently in polynomial time, for instance, see [15, 18, 24, 35] . In the following, we focus on one of them, which can be viewed as an application of method (3) proposed in [15] . Note that in preparing the quantum state of x, we actually only need to focus on its nonzero entries, so in the following, we assume that all entries of x are nonzero. However, the results obtained below hold for all vectors. To prepare the quantum state of x based on (3), we just need to choose |x j = |j . It is easy to obtain the following result from the complexity of (3) Proposition 2 For any vector x = (x 0 , . . . , x n−1 ), its quantum state can be prepared in time O(κ(x) log n), where
As we can see from the above result, the quantum state preparation algorithm works efficient when x is a relatively uniform distributed vector, that is κ(x) = O(poly(log n)). One way to grasp this property is decomposing x into a linear summation of several relatively uniform distributed vectors. In the following, we give two different such decompositions.
Let x = (x 0 , . . . , x n−1 ) be a real vector. For simplicity, we assume that |x 0 | = min k,x k =0 |x k |. Find the minimal q such that κ(x) ≤ 2 q , so q ≈ log κ(x). For any 1 ≤ j ≤ q, there are several entries of x such that their absolute values lie in the interval I j = [2 j−1 |x 0 |, 2 j |x 0 |). Define y j as the n dimensional vector by filling these entries into the corresponding positions of them in x and zero into other positions. Then x = y 1 + · · · + y q . For any j, we have κ(y j ) ≤ 2, so the quantum state |y j of vector y j can be prepared efficiently in time O(log n) by proposition 2. We also have |x = λ 1 |y 1 + · · · + λ q |y q , where λ j = y j / x . From the method (4) given in the above section, the complexity to achieve such a linear combination to get |x equals
where the first identity is because of the relation between 1-norm and 2-norm of vectors, more precisely, it is a re-sult of
Therefore, we have Theorem 1 Let x = (x 0 , . . . , x n−1 ) be a given vector and κ(x) = max k |x k |/ min k,x k =0 |x k |. Then its quantum state can be prepared in time O( log κ(x)(log n)).
This result achieves exponential speedup than the algorithm given in proposition 2. If κ(x) is too large and small error is allowed in preparing |x , then we may consider giving up the entries that are close to min k,x k =0 |x k | if there are not too many of them. So κ(x) is large in a reasonable sense. Moreover, even if max |x k | = 2 1000 and min k,x k =0 |x k | = 1 for instance, then log κ(x) = 1000, which is still an reasonable small constant. From these points, the above result seems to be a pretty good algorithm to prepare quantum states.
Another decomposition is more direct and easy. In this case, the new LCU technique we proposed will play a central role. The corresponding result is much better than theorem 1. Assume that all entries of x are nonzero. Define y = M (sign(x 0 ), . . . , sign(x n−1 )), where M ≥ max k |x k | and sign(x i ) = 1 if x i > 0; sign(x i ) = −1 if x i < 0. Then the quantum state |y of y can be obtained efficiently in time O(log n). Also define z := x + y = (sign(x 0 )M + x 0 , . . . , sign(x n−1 )M + x n−1 ), which is uniformly distributed with n nonzero entries. By proposition 2, the quantum state |z of z can be obtained efficiently in time O(log n) too. So we obtain the following decomposition about |x :
What we should do next is achieving the linear combination of two efficiently prepared quantum states by LCU. By method 1 given in section III, |x can be prepared in time O( y 2 + z 2 / x 2 (log n)). This is pretty large. More precisely
To make κ(z) a small constant, we can just choose M = max k |x k |. Note that x 2 ≥ n min k |x k | 2 , so
Hence, the complexity obtained by this decomposition is O(κ(x)(log n)), which is the same as proposition 2.
The new LCU technique proposed in the section III is independent of the influence of λ and µ. So we can get |x in time O((log n)/ ), where is the precision. Conclude this, we have Theorem 2 For any vector x, its quantum state can be prepared in time O((log n)/ ) to precision .
VII. CONCLUSION
In this paper, we proposed a new quantum algorithm to achieve LCU problem. It performs better than the old LCU when the number of unitaries is small or the linear coefficients are very large. As an application, we showed that the quantum state of any real vector can be prepared efficiently in polynomial time in quantum computer. Also three new explanations about Grover's algorithm are obtained based on the new LCU technique.
However, the efficiency of the new LCU technique still needs to improve, since it is not polynomial in the number of unitaries. Moreover, it is worth to find more applications of LCU, old or new. One possible researching direction is Krylov iteration methods. Most Krylov iteration methods, such as Lanczos, CG, Arnoldi are very efficient, so the iteration step is not large generally. Also Krylov iteration methods are important modern iteration methods to solve large linear systems Ax = b and to estimate eigenvalues of large matrices. The basic idea is approximating A −1 by a polynomial of A. So HHL algorithm or SVE and LCU techniques will play important roles in generalizing classical Krylov iteration methods into quantum versions. The efficiency can achieve exponential speedup at least about the dimension of A based on HHL algorithm or SVE. If LCU is efficient, then we also make the complexity of quantum Krylov iteration methods depend on the iteration steps in polynomial form. Finally, the efficiency of the classical Krylov iteration methods will be improved greatly in their quantum versions.
