We analyze a θ-method for the numerical solution of a semi linear parabolic problem with boundary conditions containing integrals over the interior of the interval. Existence and convergence are proved for θ ≥ 1/2, numerical application is given.
Introduction
This paper is concerned with the numerical solution of the semi linear parabolic problem ⎧ ⎪ ⎨ ⎪ ⎩ u t − (a(x)u x ) x − b(x)u x = F (u, x, t), α < x < β, 0 < t ≤ T, (1.1) subject to the nonlocal boundary conditions ⎧ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎩ u(α, t) = R β α K 0 (x)u(x, t)dx + g 0 (t), u(β, t) = R β α K 1 (x)u(x, t)dx + g 1 (t), 0 ≤ t ≤ T, (1.2) and the initial condition u(x, 0) = u 0 (x), α ≤ x ≤ β. (1. 3) We assume that the function F is Lipschitz continuous on compact sets of R, the functions a and b x are supposed to be continuous and that there exist positive constants a 1 , a 2 , b 1 , b 2 such that This kind of initial-boundary-value problem arises in the quasi-static theory of thermoelasticity [2, 3] . The existence, uniqueness and some analytic properties of the solution of (1.1)-(1.3), have been studied by Day [2, 3] , Friedman [6] , Kawohl [7] , when b(x) = 0, α = 0 and β = 1 under the hypothesis that when b(x) = 0, α = 0, β = 1 using an energy argument, they proved the convergence of both methods under the condition (1.6), Fairweather, López-Marcos and A.Boutayeb [11] analyzed an orthogonal spline collocation method for a quasi linear parabolic problem, recently the present authors [1] considered several methods of extrapolations for a linear parabolic problem with non local boundary conditions. The main purpose of this paper is to show the convergence of a θ-finite element Galerkin method (θ-method) for the solution of (1.1-1.3), and for θ ∈ [ 1 2 , 1], using similar energy argument to the one in [5] . This paper is outlined as follows: Section 2 is devoted to the θ-method while the consistency, the stability, the convergence and the existence of the θ−method are treated in section 3, 4 and 5. In the last section we give some numerical results.
The θ-method
According to [5] , let be (
we consider a family of partitions (π h ) h∈H where H is a set of positif numbers with inf (H) = 0, we define the space S h in the following way
and S • h , the subspace of S h , given by
Where P I r (E) denotes the set of polynomials of degree at most r, r ≥ 2 for a closed interval E and n < r. We denote by k the time step, t m = mk, m = 0, ..., M = [T/k], t m+θ = (m + θ)k, and (., .) the usual inner product on L 2 ([α, β]).
The θ-Galerkin approximation (θ-method), (U m ) M m=0 ⊂ S h to the solution of (1.1-1.3) is defined by
With the nonlocal boundary conditions
For the analysis of this method we require to examine the consistency (sect.3) and the stability (sect.4) of the method, in order to prove the existence and convergence, according to the framework developed in [8, 10] . In the sequel C denotes a positive constant whose value is not the same on each occurrence and which is independent of h and k, we define the norms k.k and k.k ∞ , by
we note that
where
We define on S 0 h the linear form
We denote
We also define the operator
by the relations
It is easy to show that an element (U 0 , ..., U M ) ∈ (S h ) M +1 is a solution of the θ-method if and only if
we also need in the analysis the norm
It is well known that if K 0 and K 1 are zero then the θ−method is convergent for θ ≥ 
Consistency
We consider the problem
Whose solutions are the positive functions
and the functions φ 0 , φ 1 ∈ S h , defined by
Clearly φ 0 and φ 1 are the elliptic projections of the functions v 0 and v 1 , respectively, and from (2.4) we have
it is easy to show that
for arbirary constants A, B ∈ R.
Furthermore, for ν > 0 there exists h 0 > 0 such that for each h ≤ h 0 ,
and
We setũ
We have then the following theorem 
and for i = 0, 1
Proof. Integrating by parts in (1.1), we have
Furthermore, using (2.3), (3.1), and (3.7)-(3.8), it follows that
it follows from (2.4), (3.10) , that
from the hypotheses of the theorem, we obtain
On the other hand
The following theorem ensures the existence of a suitable initial condition that satisfies (2.7), which is required for the θ-method. Theorem 3.2. Let V ∈ S h , for h sufficiently small, there exists a unique element V * ∈ S h such that
Proof. It suffices to show that if W is such that
(1.6) implies that
By (3.6), and for h sufficiently small, we obtain
if ν is chosen so that (1 + ν)µ < 1 then W = 0. 2 V * can be represented in the form
corollary 3.1. Let u 0 be the initial condition given in (1.3) andũ 0 h = u h (t 0 ), for h sufficiently small, if the elementũ 0 h, * is given by
Proof. We use similar techniques as those in [ [5] , corollary 3.1]. We define in S h the following norm kV k
Under the hypotheses of theorem 3.1, ifũ h (x, t) is the function defined by (3.8) and the initial condition is chosen such that U 0 =ũ h, * , whereũ h, * ∈ S h is defined in corollary (3.1), and θ ≥ 1/2, then
Existence and convergence
We first, show a stability result of the θ-method. 
where B((ũ 0 h , ...,ũ M h ), R) is the ball of center (ũ 0 h , ...,ũ M h ) and radius R.
Proof. Noting that for V ∈ S h , V ∈ S • h is given by
taking into account (3.1) we get
It follows by replacing all these inequalities in (4.4) that
for h sufficiently small, the last three terms of (4.6) are bounded by
combining (1.6), the Cauchy-Schwartz inequality, and the fact that (a + b)
2 , for any real numbers a, b and for any δ > 0 we get
If we substitute (4.7)-(4.8) into (4.6), we obtain
If ν and δ are chosen such that (1 + ν)µ 2 (1 + δ 4 ) < 1 and using the fact that the function F is Lipschitz continuous (4.8) takes the form
On the other hand, using Sobolev's inequality we get
to conclude, we use Gronwal's inequality (discrete form), which gives, for k sufficiently small, 
The following corollary is a consequence of the above theorem. 
Numerical results
To observe the behavior of the θ− method, it was tested on the following problem [1] . Where |δ| < 1 and the exact solution, u = u(x, t), is given by u(x, t) = e Comparing the above three tables, we find that the Crank-Nicholson method is, unsurprisingly, more efficient than the others.
