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SAJ¶AT¶ERT¶EK-T¶ETELEK A LINE¶ARIS ¶ES NEMLINE¶ARIS
NEUMANN-RENDSZEREKBEN1
M¶OCZ¶AR J¶OZSEF
BK¶AE, Matematikai KÄozgazdas¶agtan ¶es Gazdas¶agelemz¶es Tansz¶ek
A tanulm¶any c¶elkit}uz¶ese a saj¶at¶ert¶ek-t¶etelek line¶aris ¶es nemline¶aris Neumann-
rendszerekre tÄort¶en}o kiterjeszt¶ese. A szigor¶u egyens¶ulyt biztos¶³t¶o Neumann
modell a Cx = ¸Bx ¶es a pC = ¸pB ¶altal¶anos¶³tott saj¶at¶ert¶ek-feladattal
de¯ni¶alhat¶o. A probl¶ema Perron-Frobenius tulajdons¶agait els}ok¶ent Man-
gasarian (1971) vizsg¶alta. A technol¶ogiailag ¶es/vagy gazdas¶agilag (ir)redu-
cibilis Neumann rendszerekre megfogalmazott Frobenius t¶etelek bizony¶³t¶a-
saihoz Mangasarian, valamint Erd¶elyi (1967) ¶es Stewart (1972) eredm¶enyeit
haszn¶alom fel.
1 Bevezet¶es
Az ut¶obbi ¶evekben renesz¶anszukat ¶elik a Perron-Frobenius t¶etelek alkalmaz¶a-
sai a kÄulÄonbÄoz}o elm¶eleti kÄozgazdas¶agi kutat¶asokban. Ezek az alkalmaz¶asok
azonban csak a line¶aris ¶es legfeljebb nemline¶aris Leontief-rendszerre kimon-
dott t¶eteleket foglalj¶ak magukban. A val¶os¶ag pontosabb le¶³r¶as¶ara illetve
elemz¶es¶ere egyre kiterjedtebben haszn¶alj¶ak fel a Neumann t¶³pus¶u modelleket,
amelyek feltev¶eseikben megengedik az ikertermel¶es szerepeltet¶es¶et is, valamint
a gazdas¶agot egy saj¶atos nem-n¶egyzetes term¶ek-tev¶ekenys¶eg keresztmetszet-
ben vizsg¶alj¶ak.
Tanulm¶anyom alapvet}o c¶elkit}uz¶ese a saj¶at¶ert¶ek-t¶etelek line¶aris ¶es nem-
line¶aris Neumann-rendszerekre tÄort¶en}o kiterjeszt¶ese. Vizsg¶al¶od¶asaim kere-
t¶eÄul olyan tÄobbszektoros gazdas¶agi modell szolg¶al, amelyben az egyes te-
v¶ekenys¶egek input-output kapcsolatait megfelel}o tulajdons¶ag¶u nemline¶aris
fÄuggv¶enyekkel, a r¶aford¶³t¶asi, illetve kibocs¶at¶asi strukt¶ur¶aj¶at pedig Jacobi
m¶atrixokkal ¶³rom le. Az id}o kezel¶ese szempontj¶ab¶ol modellÄunk a diszkr¶et,
illetve a stacion¶arius modellek csal¶adj¶aba tartozik. A modell speci¶alis esete-
k¶ent ¶ertelmezhet}o mind az irodalomb¶ol j¶ol ismert (nem)line¶aris input-output
modell, mind pedig a tanulm¶anyban ¶ujonnan megfogalmazott nemline¶aris
Neumann modell.
A saj¶at¶ert¶ek-t¶etelek megfogalmaz¶asa el}ott ¶ertelmezem a saj¶at¶ert¶ek, a
saj¶atvektor, a spektrum ¶es a spektr¶al r¶adiusz fogalm¶at, bevezetem az (ir)re-
ducibilit¶as kÄulÄonf¶ele v¶alfajait a (nem)line¶aris Neumann-rendszerekben. A
1Tanulm¶anyom a hasonl¶o c¶³mmel meg¶³rt ¶es Martos B¶ela professzor szerkeszt¶es¶eben meg-
jelent Szigma matematikai kÄozgazdas¶agi foly¶oirat ¶altal kÄozl¶esre elfogadott, de a kÄulfÄoldi
tanulm¶any¶utjaim miatt meg nem jelent cikkem leg¶ujabb eredm¶enyekkel kieg¶esz¶³tett v¶alto-
zata. Ez¶uttal szeretn¶ek, m¶eg ha kiss¶e megk¶esve is, kÄoszÄonetet mondani az akkori n¶evtelen
b¶³r¶al¶oknak a hasznos tan¶acsaik¶ert.
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szigor¶u egyens¶ulyt biztos¶³t¶o line¶aris Neumann modell a Cx = ¸Bx, illetve
pC = ¸pB ¶altal¶anos¶³tott saj¶at¶ert¶ek-feladattal de¯ni¶alhat¶o, ahol a C a fo-
gyaszt¶asi ¶es a B a kibocs¶at¶asi m¶atrixokat, az x a tev¶ekenys¶egek alkalmaz¶asi
szintvektor¶at, p a term¶ekek egys¶eg¶ar-vektor¶at valamint a ¸ az expanzi¶os
(nÄoveked¶esi-, illetve kamat-)t¶enyez}o reciprok¶at jelÄoli. A fenti probl¶em¶anak
Perron-Frobenius tulajdons¶agait |tudom¶asom szerint| ez id¶aig csak Man-
gasarian vizsg¶alta. T¶eteleit tiszt¶an matematikai szempontb¶ol, tetsz}oleges
el}ojel}u, azonos t¶³pus¶u ¶es megfelel}o felt¶eteleket kiel¶eg¶³t}o C ¶es B m¶atrixok
mellett fogalmazta meg. Tanulm¶anyomban a technol¶ogiailag ¶es/vagy gaz-
das¶agilag (ir)reducibilis line¶aris Neumann-rendszerre megfogalmazott Frobe-
nius t¶etel bizony¶³t¶as¶ahoz Mangasarian t¶eteleit haszn¶alom fel. Megmutatom,
hogy ezek a bizony¶³t¶asok kiterjeszthet}ok a nemline¶aris ¶altal¶anos¶³tott saj¶at-
¶ert¶ek-egyenletekre is.
Tanulm¶anyomban valamennyi rendszer meghat¶aroz¶as¶aban szerepet kap-
nak a r¶aford¶³t¶asi, illetve a kibocs¶at¶asi strukt¶ur¶at le¶³r¶o Jacobi m¶atrixok. A
nemline¶aris Leontief-rendszerre kimondott saj¶at¶ert¶ek-t¶etelek bizony¶³t¶asai ab-
ban t¶ernek el a szok¶asos bizony¶³t¶asokt¶ol, hogy itt a r¶aford¶³t¶asi strukt¶ur¶at
szerepeltetjÄuk az egyes ¶all¶³t¶asokban.
A nemline¶aris Neumann-rendszerre kimondott saj¶at¶ert¶ek-t¶etelek alapul
szolg¶alhatnak a marxi ¶ert¶eknagys¶ag kvantitat¶³v meghat¶aroz¶as¶aban, kÄulÄonÄos
tekintettel az ikerterm¶ekek probl¶em¶aj¶ara. (Line¶aris esetre l¶asd pl. Zalai
(1980).)
A tanulm¶anyban a kÄovetkez}o jelÄol¶esek ¶erv¶enyesek. Vessz}o jelÄoli a m¶atrix
transzpon¶altj¶at. K¶et azonos m¶eret}u vektor Äosszehasonl¶³t¶as¶ara az: x >= y je-
lenti, hogy minden i-re xi >= yi ; x ¸ y jelenti, hogy minden i-re x >= y de
x 6= y; ¶es az x > y jelenti, hogy xi > yi minden i-re. Ennek ¶ertelm¶eben, ha
x nemnegat¶³v : x >= 0 ; ha x szemipozit¶³v : x ¸ 0 ; ¶es ha x pozit¶³v: x > 0:
2 Feltev¶esek ¶es de¯n¶³ci¶ok
TekintsÄunk egy olyan gazdas¶agot, amelyben f1; 2; . . . ; mg v¶eges sz¶am¶u te-
v¶ekenys¶eg (termel¶esi elj¶ar¶as) funkcion¶al, ¶es ezek f1; 2; . . . ; ng v¶eges sz¶am¶u
term¶eket ¶all¶³tanak el}o. Minden egyes tev¶ekenys¶eg egy vagy tÄobb term¶eket
termelhet (ikertermel¶es esete), ¶es b¶armelyik term¶ek tÄobbf¶elek¶eppen (tÄobb
elj¶ar¶assal) is el}o¶all¶³that¶o. Az egyes tev¶ekenys¶egek ¶altal¶aban az anyagi termel}o
szf¶era kÄulÄonbÄoz}o szervezeteit, pl. szakigazgat¶asi szerveket, termel}o ¶agazato-
kat stb. jelÄolnek, de jelÄolhetnek fogyaszt¶ast, kÄulÄonf¶ele szolg¶altat¶asokat, s}ot
kÄulfÄoldi keresletet is. Olyan term¶eszetes termel¶esi t¶enyez}ok, mint a munka
¶es a fÄold, korl¶atlan mennyis¶egben ¶allnak rendelkez¶esre. ModellÄunk diszkr¶et
id}opontokban ¶³rja le a gazdas¶agi jelens¶egeket, ¶es abban az ¶ertelemben z¶art,
hogy a t-edik id}opontban a tev¶ekenys¶egek funkcion¶al¶as¶ahoz szÄuks¶eges r¶afor-
d¶³t¶asokat az el}oz}o (t ¡ 1)-edik peri¶odusban megtermelt outputok fedezik.
A technikai-technol¶ogiai ÄosszefÄugg¶eseket most a kÄovetkez}ok¶eppen fejezzÄuk
ki. TegyÄuk fel, hogy minden egyes tev¶ekenys¶eg per de¯nitionem egys¶egnyi
ideig funkcion¶al, s az xj(t), (j = 1; 2; . . . ;m) a j-edik tev¶ekenys¶eg alkalmaz¶asi
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szintj¶et jelÄoli a t-edik peri¶odusban. Gazdas¶agi rendszerÄunkben az egyes ter-
m¶ekekb}ol tÄort¶en}o felhaszn¶al¶asokat ¶es kibocs¶at¶asokat egy-egy nemline¶aris le-
k¶epez¶es-halmazzal de¯ni¶aljuk: az i-edik term¶ek input-fÄuggv¶eny¶et jelÄoljÄuk a
val¶os ¶ert¶ek}u hi[x
1(t); . . . ; xm(t)] fÄuggv¶ennyel, amely az x1(t); . . . ; xm(t) v¶alto-
z¶ok megfelel}o nemline¶aris fÄuggv¶enye, az output-fÄuggv¶eny¶et az ugyancsak va-
l¶os ¶ert¶ek}u ¶es az x1(t); . . . ; xm(t) v¶altoz¶okban nemline¶aris gi[x1(t); . . . ; xm(t)]
fÄuggv¶ennyel jelÄoljÄuk. Az egyszer}us¶eg kedv¶e¶ert vezessÄuk be az input-, illetve
az output-fÄuggv¶enyek jelÄol¶es¶ere a kÄovetkez}o szimb¶olumokat:266664
h1[x
1(t); . . . ; xm(t)]
h2[x
1(t); . . . ; xm(t)]
...
hn[x1(t); . . . ; xm(t)]
377775 = H[x(t)] ;
¶es hasonl¶ok¶eppen gi[x
1(t); . . . ; xm(t)] = G[x(t)], ahol i = 1; 2; . . . ; n:
A fentiek seg¶³ts¶eg¶evel most m¶ar kÄonnyen meghat¶arozhatjuk a nemline¶aris
termel¶esi rendszerÄunk technikai-technol¶ogiai fajlagosainak alakul¶as¶at le¶³r¶o
fÄuggv¶enyeket. K¶epezzÄuk e c¶elb¶ol az egyes fÄuggv¶enyek els}orend}u parci¶alis de-
riv¶altjait, illetve az ezekb}ol k¶epezhet}o megfelel}o (n£m)-es Jacobi m¶atrixokat:26666666664
@h1 [x (t)]
@x1 (t)
@h1 [x (t)]
@x2 (t)
. . .
@h1 [x (t)]
@xm (t)
@h2 [x (t)]
@x1 (t)
@h2 [x (t)]
@x2 (t)
. . .
@h1 [x (t)]
@xm (t)
...
@hn [x (t)]
@x1 (t)
@hn [x (t)]
@x2 (t)
. . .
@hn [x (t)]
@xm (t)
37777777775
:
Az output-fajlagosokat le¶³r¶o fÄuggv¶enyhalmaz hasonl¶ok¶eppen k¶epezhet}o.
Az egyszer}ubb jelÄol¶es kedv¶e¶ert vezessÄuk be a Jacobi m¶atrixok jelÄol¶es¶ere a
@H [x (t)] = @x (t), illetve a @G [x (t)] =@x (t) szimb¶olumokat megfelel}oen.
A H [x (t)] ¶es a G [x (t)] nemline¶aris fÄuggv¶enyhalmazokra a kÄovetkez}o fel-
tev¶eseket tesszÄuk:
(1:F ) Folytonoss¶ag. Mind a hi[x(t)] 2 C1, mind a gi[x(t)] 2 C1 minden
i = 1; 2; . . . ; n-re, azaz az Rm+ -ben minden v¶altoz¶ojuk szerint folytonosan
di®erenci¶alhat¶ok.
(2:F ) Homogenit¶as. H[®x(t)] = ®H[x(t)] ¶es G[®x(t ¡ 1)] = ®G[x(t ¡ 1)]
b¶armely ® >= 0-ra.
(3:F ) Nemnegativit¶as. H[x(t)] >= 0 ¶es G[x(t)]
>
= 0 minden x(t)
>
= 0-ra.
(4:F ) Monotonit¶as. H[x(t)] <= H[x(t + 1)] ¶es G[x(t)]
<
= G[x(t + 1)], ha
x(t) <= x(t + 1).
(5:F ) Speci¶alis struktur¶alis tulajdons¶ag. A nemline¶aris rendszer tech-
nol¶ogiailag ¶es/vagy gazdas¶agilag er}osen nem reducibilis.
Nemline¶aris rendszerÄunk r¶aford¶³t¶asi, illetve kibocs¶at¶asi szempontb¶ol tÄor-
t¶en}o struktur¶alis jellemz¶es¶et a H [x (t)] ; illetve a G [x (t ¡ 1)] nemline¶aris le-
98 M¶ocz¶ar J¶ozsef
k¶epez¶eshalmazb¶ol k¶epezhet}o @H [x (t)] = @x (t) ; @G [x (t ¡ 1)] =@x (t ¡ 1) Ja-
cobi m¶atrixokkal adhatjuk meg, amelyeket a tov¶abbiakban C [x (t)] ; illetve
B [x (t)] szimb¶olumokkal jelÄolÄunk. Ezek a m¶atrixok az egyes tev¶ekenys¶egek
egys¶egnyi alkalmaz¶asi szintjei mellett tÄort¶en}o term¶ekfelhaszn¶al¶asok, illetve
kibocs¶at¶asok nemline¶aris v¶altoz¶as¶at ¶³rj¶ak le. Amennyiben kikÄotjÄuk, hogy az
egyes tev¶ekenys¶egek alkalmaz¶asi szintjei az egyes peri¶odusokban ar¶anyaikban
¶alland¶oak, vagyis ¶att¶erÄunk stacion¶arius modellre, ¶ugy az id}oindex elhagyhat¶o.
Most n¶eh¶any alapvet}o fogalmat de¯ni¶alunk a fentiekben ¶ertelmezett nem-
line¶aris ¶es stacion¶arius gazdas¶agi rendszerÄunk keretei kÄozÄott, majd megmu-
tatjuk, hogy ezek a de¯n¶³ci¶ok speci¶alis esetekben val¶oban egybe esnek e fo-
galmak kev¶esb¶e ¶altal¶anos rendszerekben megadott de¯n¶³ci¶oival.
1. De¯n¶³ci¶o (saj¶at¶ert¶ek, saj¶atvektor, spektrum, spektr¶al r¶adiusz). Egy
(komplex) ¸ sz¶amot a C(x) Jacobi m¶atrixnak a B(x) Jacobi m¶atrix szerinti
saj¶at¶ert¶ek¶enek nevezzÄuk akkor ¶es csak akkor, ha van olyan nemz¶erus x vek-
tor, amelyre teljesÄul a C(x)x = ¸B(x)x egyenl}os¶eg. Az x vektort a C(x)
Jacobi m¶atrixnak a B(x) Jacobi m¶atrix szerinti saj¶atvektor¶anak nevezzÄuk. A
saj¶at¶ert¶ekek halmaz¶at a C(x) Jacobi m¶atrixnak a B(x) Jacobi m¶atrix szerinti
spektrum¶anak nevezzÄuk ¶es sp[C(x)B(x)]-vel jelÄoljÄuk; ezek kÄozÄul a legnagyobb
abszol¶ut ¶ert¶ek}u a spektr¶al r¶adiusz:
½[C(x)B(x)] =
½
sup¸2sp[C(x)B(x)] j¸j ha sp[C(x)B(x)] 6= ; ;
¡1 ha sp[C(x)B(x)] = ; :
Az 1. de¯n¶³ci¶o speci¶alis esetekben a kÄovetkez}ok¶eppen m¶odosul:
(a) Line¶aris Leontief-rendszer
Ha m = n ¶es C(x) = A valamint B(x) = E, akkor a saj¶at¶ert¶ek ¶es a
saj¶atvektor az Ax = ¸x, x 6= 0 saj¶at¶ert¶ek-feladat megold¶asak¶ent ad¶odik.
Ebben az esetben sp(AE) = sp(A) az A m¶atrix szok¶asos spektruma, amelyb}ol
a legnagyobb abszol¶ut ¶ert¶ek}u az A m¶atrix spektr¶al r¶adiusz¶at, ½(A)-t adja.
(b) Line¶aris Neumann-rendszer
Ha a j-edik tev¶ekenys¶eg xj alkalmaz¶asi szinten az i-edik term¶ekb}ol felhaszn¶alt,
illetve kibocs¶atott mennyis¶ege ezen xj line¶aris fÄuggv¶enye, vagyis hi(x) =Pm
j=1 cijxj, illetve gi(x) =
Pm
j=1 bijxj , akkor az input ¶es output koe±-
cienseket meghat¶aroz¶o Jacobi m¶atrixoknak rendre a C = [cij ] ¶es B = [bij ]
m¶atrixok felelnek meg. A rendszerhez tartoz¶o ¸ saj¶at¶ert¶ekeket most a Cx =
¸Bx, x 6= 0 ¶altal¶anos¶³tott saj¶at¶ert¶ek-feladat megold¶asak¶ent hat¶arozhatjuk
meg. Az ilyen tulajdons¶ag¶u ¸ a C m¶atrix B m¶atrixra vonatkoz¶o saj¶at¶ert¶eke.
Ezen Äosszes ¸-k halmaz¶at a C m¶atrix B m¶atrix szerinti spektrum¶anak nevez-
zÄuk ¶es sp(CB)-vel jelÄoljÄuk. A C m¶atrix B m¶atrix szerinti spektr¶al r¶adiusz¶ar¶ol
kÄonnyen bel¶athat¶o, ha
(i) n > m; akkor sp (CB) ¾ (¡1;1), kÄovetkez¶esk¶eppen ½ (CB) = 1;
(ii) n < m; akkor sp (C 0B0) ¾ (¡1;1) ; kÄovetkez¶esk¶eppen ½ (C 0B0) = 1;
(iii) n = m; akkor sp (CB) = sp (C 0B0 ) = legfeljebb n elem}u halmaz,
amely lehet Äures is.
Saj¶at¶ert¶ek-t¶etelek a line¶aris ¶es nemline¶aris Neumann-rendszerekben 99
(c) Nemline¶aris Leontief-rendszer
Ha m = n ¶es a j-edik tev¶ekenys¶eg a j-edik term¶ekb}ol xj alkalmaz¶asi szinten
xj mennyis¶eget bocs¶at ki, azaz gj(x) = xj , az i 6= j term¶ekb}ol pedig nem
¶all¶³t el}o, gi(x) = 0 (i 6= j), valamint az i-edik term¶ekb}ol tÄort¶en}o felhaszn¶al¶as
x nemline¶aris fÄuggv¶enye, azaz hi(x), akkor a nemline¶aris rendszerhez tar-
toz¶o ¸ saj¶at¶ert¶ekre az A(x)x = ¸x egyenl}os¶egnek kell teljesÄulnie nemz¶erus
x mellett, ahol A(x) a nemline¶aris Leontief-rendszer technol¶ogiai koe±cien-
seit meghat¶aroz¶o megfelel}o Jacobi m¶atrix. Az Äosszes saj¶at¶ert¶ekek halmaza,
azaz az A(x) Jacobi m¶atrixnak az egys¶egm¶atrixra vonatkoz¶o spektruma pedig
sp(A(x)E) vagy rÄoviden sp[A(x)].
2. De¯n¶³ci¶o ((i) technol¶ogiai ¶es (ii) gazdas¶agi (ir)reducibilit¶as).
(i) a [C(x); B(x)] Jacobi m¶atrix-p¶arral megadott nemline¶aris rendszer
technol¶ogiailag (ir)reducibilis akkor ¶es csak akkor, ha C(x)x 6> 0 (C(x)x > 0)
valamely (minden) szemipozit¶³v x vektorra, amely mellett ®C(x)x <= B(x)x,
® > 0;
(ii) a [C(x);B(x)] Jacobi m¶atrix-p¶arral megadott nemline¶aris rendszer
gazdas¶agilag (ir)reducibilis akkor ¶es csak akkor, ha p0B(x) 6> 00 (p0B(x) > 00)
valamely (minden) szemipozit¶³v p vektorra, amely mellett p0B(x) <= ¯p
0C(x),
¯ > 0.
De¯n¶³ci¶onk a szerz}o egy kor¶abbi tanulm¶anyaiban (M¶ocz¶ar (1980, 1995))
kifejtett (ir)reducibilit¶as de¯n¶³ci¶oj¶anak ¶altal¶anos¶³tott nemline¶aris esetre tÄor-
t¶en}o kiterjeszt¶ese. Nemline¶aris esetben is kÄonnyen megmutathat¶o, hogy a
Neumann-reducibilit¶as t¶agabb fogalom, mint a Leontief-reducibilit¶as. (R¶esz-
letesebb kifejt¶es¶et l¶asd k¶es}obb!) A fenti de¯n¶³ci¶o is implik¶alja a gyeng¶en,
illetve er}osen reducibilis rendszereket, valamint ezek tov¶abbi ¯nom¶³t¶asait, a
csak gyeng¶en ¶es a csak er}osen reducibiliseket. ¶Altal¶anos¶³tott esetben is meg-
mutathat¶o, hogy am¶³g egy nemline¶aris Neumann-reducibilit¶as gyeng¶en, addig
mint nemline¶aris Leontief-reducibilis rendszer csak er}osen reducibilis. Teh¶at
az ¶altal¶anos¶³tott Neumann-reducibilit¶as ¶ertelmezhet}o a Leontief-rendszerre
is, ¶es ha egy Leontief-rendszer Neumann-reducibilis, akkor nyilv¶an mindig
Leontief-reducibilis is. Az egyes speci¶alis esetekben de¯n¶³ci¶onk a kÄovetkez}o-
k¶eppen m¶odosul.
(a) Line¶aris Leontief-rendszer
A rendszer (ir)reducibilit¶asa, tekintettel a C (x) = A azonoss¶agra, a nem-
negat¶³v kvadratikus A m¶atrixt¶ol fÄugg. Megjegyzend}o, hogy a line¶aris Leontief-
rendszer er}osen nem reducibilis jellege felt¶etelezi a rendszer gazdas¶agilag csak
gyeng¶en reducibilis jelleg¶et. Az irreducibilis (unzerlegbar) m¶atrix de¯n¶³ci¶oj¶at
a tudom¶anytÄort¶enet Frobenius nev¶ehez f}uzi, amit a szakirodalomban in-
dekompoz¶abilis, nemreduk¶alhat¶o(unreduced) elnevez¶essel is jelÄolnek. (L¶asd
err}ol r¶eszletesen Romanovsky (1936), Debreu ¶es Herstein (1953) ¶es Wielandt
(1950) m}uveit!) ¶Erdekess¶egk¶ent, s nem utols¶osorban a hazai kutat¶asunk kri-
tik¶ajak¶ent megeml¶³tem, hogy Schneider(1977) tanulm¶any¶aban r¶eszletesen ki-
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fejti, hogy az irreducibilis m¶atrix fogalma el}oszÄor a vil¶agh¶³r}u magyar mate-
matikus, KÄonig (1916) munk¶aj¶aban szerepelt.
A teljess¶eg ig¶enye n¶elkÄul most ¶attekintjÄuk a leggyakrabban alkalmazott
de¯n¶³ci¶okat:
(a1) (Frobenius). n >= 2-re egy n £ n-es (komplex) A m¶atrix reducibilis,
ha van olyan n £ n-es P permut¶al¶o m¶atrix, hogy
PAP 0 =
·
A11 A12
0 A22
¸
;
ahol A11 egy r £ r-es r¶eszm¶atrix, ¶es A22 egy (n ¡ r)£ (n ¡ r) -es r¶eszm¶atrix,
ahol 1 <= r < n: Ha ilyen permut¶al¶o m¶atrix nem l¶etezik, akkor az A irre-
ducibilis. Amennyiben A egy 1 £ 1-es (komplex) m¶atrix: irreducibilis, ha az
egyetlen egy eleme z¶erust¶ol kÄulÄonbÄoz}o, egy¶ebk¶ent reducibilis.
(a2) (KÄonig-Varga). Egy n £ n-es (komplex) A m¶atrix irreducibilis akkor
¶es csak akkor, ha a hozz¶arendelt G (A) ir¶any¶³tott gr¶af er}osen ÄosszefÄugg}o, ha
b¶armely Pi ¶es Pj rendezett cs¶ucs-p¶arra l¶etezik egy ir¶any¶³tott
¡¡¡!
PiPl1 ;
¡¡¡!
Pl1Pl2 ; . . . ;
¡¡¡¡¡¡¡!
Plr¡1Plr=j
¶utvonal, amely Äosszekapcsolja Pi-t ¶es Pj-t.
(a3) (Geiringer). Legyen A = [aij ] egy n£n-es komplex m¶atrix, n >= 2 ¶es
legyen W = f1; 2; . . . ; ng az els}o n term¶eszetes sz¶am halmaza. A irreducibilis
akkor ¶es csak akkor, ha W -nek b¶armely k¶et diszjunkt ¶es nemÄures S ¶es T
r¶eszhalmaz¶ara, S [T = W , l¶etezik A-nak aij 6= 0 eleme, ahol i 2 S ¶es j 2 T .
(a4) (Nikaido). Az A = [aij ] ¸ 0 reducibilis akkor ¶es csak akkor, ha
van olyan ½ >= 0 val¶os sz¶am ¶es szemipozit¶³v x vektor (amelynek nem minden
eleme z¶erus), amelyek kiel¶eg¶³tik az Ax <= ½x rel¶aci¶ot.
(a5) (Morishima). Az n£n-es A m¶atrix irreducibilis akkor ¶es csak akkor,
ha egy tetsz}oleges szemipozit¶³v x vektorra (amelynek van n¶eh¶any pozit¶³v
eleme) [Ax]i > 0 legal¶abb egy i 2 I2-re, ahol I2 = fi j xi = 0g az I =
f1; 2; . . . ; ng indexhalmaznak egy val¶odi nemÄures r¶eszhalmaza.
(a6) (Arrow). A gazdas¶ag irreducibilis akkor ¶es csak akkor, ha b¶armilyen
m¶odon is osztjuk a szektorokat k¶et csoportba, az egyik csoport indul¶o k¶esz-
leteiben bekÄovetkez}o nÄoveked¶est fel lehet haszn¶alni ¶ugy, hogy lehets¶egess¶e
v¶alj¶ek a term¶ekek olyan eloszt¶asa, amely mellett senkinek sem romlik a
helyzete, s}ot a m¶asodik csoport legal¶abb egy tagja jobb helyzetbe kerÄul.
(b) Line¶aris Neumann-rendszer
A rendszer technikai-technol¶ogiai ÄosszefÄugg¶eseit kifejez}o Jacobi m¶atrixnak
most a C = [cij ] ¸ 0; illetve B = [bij] ¸ 0 (i = 1; 2; . . . ; n; j = 1; 2; . . . ; m)
m¶atrixok feleltethet}ok meg. A line¶aris Neumann-rendszer (ir)reducibilit¶as¶at
ezen (C;B) m¶atrixp¶ar Neumann ¶ertelemben vett (ir)reducibilit¶asa jelenti.
Ennek egyes krit¶eriumait kÄovetkez}ok¶eppen fogalmazhatjuk meg:
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(b1) (Gale). Az f1; 2; . . . ; ng sorindex-halmaz I val¶odi r¶eszhalmaz¶at fÄug-
getlennek nevezzÄuk, ha az f1; 2; ::; mg oszlopindex-halmaznak van olyan nem
Äures J r¶eszhalmaza, hogy cij = 0 minden i 2 I , j 2 J index-p¶arra, ¶es
bij > 0 minden i 2 I-re valamely j 2 J mellett. A line¶aris Neumann-rendszer
irreducibilis, ha nem jelÄolhet}o ki benne fÄuggetlen r¶eszhalmaz.
Ez a de¯n¶³ci¶o tov¶abb speci¯k¶alhat¶o, amint ezt a kor¶abbi tanulm¶anyaimban
(ld. p¶eld¶aul, M¶ocz¶ar(1995)) megmutattam. Eszerint a reducibilis line¶aris
Neumann-rendszer adott fÄuggetlen I r¶eszhalmaz mellett tov¶abb oszt¶alyozhat¶o:
er}osen reducibilis, ha bij = 0 minden i 2 I; j 2 J index-p¶arra; gyeng¶en re-
ducibilis, ha bij > 0 n¶eh¶any i 2 I, j 2 J index-p¶ar eset¶en.2
(b2) (Gale-Robinson). (i) A (C;B) Neumann-rendszer technol¶ogiailag
(ir)reducibilis akkor ¶es csak akkor, ha Cx 6> 0 (Cx > 0) valamely (min-
den) szemipozit¶³v x vektorra, amely mellett ®Cx <= Bx ¶es ® > 0:(A tech-
nol¶ogiailag irreducibilis strukt¶ura teh¶at azt jelenti, hogy egy ilyen rendszer
csak ¶ugy k¶epes m}ukÄodni (x 6= 0) ; ha Bx > 0; azaz minden egyes term¶ekb}ol
van kibocs¶at¶as.)
(ii) A (C;B) Neumann-rendszer gazdas¶agilag (ir)reducibilis, ha p0B 6> 0
(p0B > 0) valamely (minden) szemipozit¶³v p vektorra, amely mellett p0B <=
¯p0C ¶es ¯ > 0. (A gazdas¶agilag irreducibilis rendszerben minden egyes ter-
mel¶esi elj¶ar¶as pozit¶³v ¶ert¶eket eredm¶enyez, m¶egpedig ¶ugy, hogy valamennyi
lehets¶eges szemipozit¶³v ¶arrendszerhez tal¶alhat¶o olyan pozit¶³v kamatt¶enyez}o,
hogy egyetlen termel¶esi elj¶ar¶as sem realiz¶al a kamatt¶enyez}o ¶altal meghat¶a-
rozottn¶al nagyobb jÄovedelmet. M¶ask¶ent megfogalmazva, ez annyit jelent,
hogy egy ilyen rendszerben csak ¶ugy lehet az ¶un. non-pro¯t felt¶eteleket ki-
el¶eg¶³t}o pozit¶³v kamatt¶enyez}ot ¶es szemipozit¶³v ¶arrendszert megadni, ha min-
den tev¶ekenys¶eg pozit¶³v ¶ert¶eket hoz l¶etre, vagyis a rendszer gazdas¶agilag re-
ducibilis, ha egy lehets¶eges ¶ert¶ekel¶esi rendszerben valamely tev¶ekenys¶eg(ek)
csak szabad javakat (term¶ekeket) ¶all¶³tanak el}o.)
(b3) (Gale-Robinson-M¶ocz¶ar). (i) A (C;B) struktur¶alis m¶atrixokkal
megadott Neumann rendszer technol¶ogiailag er}osen reducibilis akkor ¶es csak
akkor, ha van olyan szemipozit¶³v x vektor ¶es pozit¶³v ® val¶os sz¶am, ame-
lyekre ®Cx <= Bx ¶es Bx 6> 0. (Egy¶ebk¶ent irreducibilis vagy csak gyeng¶en
reducibilis.)
(ii) A (C; B) struktur¶alis m¶atrixokkal megadott Neumann rendszer gaz-
das¶agilag er}osen reducibilis akkor ¶es csak akkor, ha van olyan szemipozit¶³v
p vektor ¶es ¯ val¶os sz¶am, amelyekre ¯p0C >= p
0B ¶es p0C 6> 0; (Egy¶ebk¶ent
irreducibilis vagy csak gyeng¶en reducibilis.)
(c) Nemline¶aris Leontief-rendszer
A nemline¶aris Leontief-rendszerben technol¶ogiai koe±cienseket meghat¶aroz¶o
Jacobi m¶atrix A (x), s maga a rendszer a nemline¶aris Neumann-rendszer
2Megjegyzend}o, hogy ez a speci¯k¶aci¶o a Gale-f¶ele irreducibilit¶asi de¯n¶³ci¶o kÄozgazdas¶agi
szempontb¶ol tÄort¶en}o pontos¶³t¶as¶at is jelenti. A Gale-f¶ele de¯n¶³ci¶o ¶ertelm¶eben ugyanis a
csak gyeng¶en reducibilis Neumann gazdas¶agok irreducibilisnek tekinthet}ok.
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speci¶alis eset¶enek tekinthet}o. Az (ir)reducibilit¶as de¯n¶³ci¶oja most a kÄovet-
kez}ok¶eppen m¶odosul.
(c1) (Morishima). A nemline¶aris Leontief-rendszer irreducibilis akkor ¶es
csak akkor, ha tetsz}oleges szemipozit¶³v z vektornak, amelynek van n¶eh¶any
z¶erus eleme, legal¶abb egy z¶erus elem¶et az A(x)z transzform¶aci¶o pozit¶³vv¶a
konvert¶alja.
(c2) (Nikaido). VegyÄunk k¶et olyan nemnegat¶³v n-elem}u x ¶es y vek-
tort, amelyekre x ¸ y ¸ 0, ¶es legyen N (x; y) = fj j xj > yjg az N =
f1; 2; . . . ; ng indexhalmaz r¶eszhalmaza. A Leontief-f¶ele irreducibilit¶as nem-
line¶aris kiterjeszt¶ese a kÄovetkez}ok¶eppen fogalmazhat¶o meg: a H (x) nem-
line¶aris lek¶epez¶est irreducibilisnek nevezzÄuk, ha az x; y fenti tulajdons¶ag¶u
vektor-p¶arra azt kapjuk, hogy hi (x) 6= hi (y) valamely i 2 N (x; y) ; ahol
N (x; y) az N -nek egy val¶odi nemÄures r¶eszhalmaza.
3 Nemline¶aris Neumann-modell
Ahhoz, hogy a fentiek ¯gyelembev¶etel¶evel megfogalmazhassuk a Neumann-
modell Morishima-f¶ele nemline¶aris kiterjeszt¶es¶et, k¶epeznÄunk kell az adott
tev¶ekenys¶egi szintvektor melletti input- ¶es output-m¶atrixokat, amelyek az
egys¶egnyi alkalmaz¶asi szint melletti felhaszn¶al¶asok ¶es kibocs¶at¶asok id}obeni
alakul¶as¶at mutatj¶ak. K¶epezzÄuk e c¶elb¶ol a H[x(t)], illetve a G[x(t ¡ 1)] nem-
line¶aris lek¶epez¶es-halmazokb¶ol a·
@hi [x (t)]
@xj (t)
¸
valamint a
·
@gi [x (t ¡ 1)]
@xj (t ¡ 1)
¸
(i = 1; 2; . . . ; n; j = 1; 2; . . . ; m)
(1)
n £ m-es Jacobi m¶atrixokat, amelyeket a tov¶abbiakban a C[x(t)], illetve a
B[x(t¡1)] szimb¶olumokkal jelÄolÄunk. A H[x(t)], illetve a G[x(t¡1)] fÄuggv¶eny-
halmazokra tett (2:F ) kikÄot¶es kÄovetkezt¶eben alkalmazhatjuk az ismert Euler
t¶etelt, aminek eredm¶enyek¶ent a Jacobi m¶atrixoknak a tev¶ekenys¶egi szintvek-
torral alkotott szorzata az Äosszr¶aford¶³t¶ast, illetve az Äosszkibocs¶at¶ast adja ter-
m¶ekenk¶enti bont¶asban. Ekkor a modell z¶arts¶aga kÄovetkezt¶eben:
C[x(t)]x(t) <= B[x(t ¡ 1)]x(t ¡ 1) ; (2)
azaz a t-edik peri¶odusban, nemline¶aris esetben is a termel¶eshez legfeljebb
csak annyi term¶eket haszn¶alhatunk fel, mint amennyi az el}oz}o peri¶odus ki-
bocs¶at¶asa.
El}ore meghat¶arozott ¶arak ¶es kamatl¶abak mellett el}ofordulhat, hogy egyes
tev¶ekenys¶egek nyeres¶egesebbek, mint a tÄobbiek. Egyens¶ulyi ¶allapotban azon-
ban nem szerepelhet ilyen tev¶ekenys¶eg. Ebben az esetben ugyanis egyetlen
tev¶ekenys¶eg sem realiz¶alhat tÄobb nyeres¶eget, mint amennyit a gazdas¶agra
jellemz}o ¶atlagos kamatt¶enyez}o megenged. Ellenkez}o esetben ugyanis a tÄobb-
letnyeres¶eget eredm¶enyez}o tev¶ekenys¶eg nagyobb m¶erv}u alkalmaz¶asa lenne
racion¶alis, ami viszont a termel¶esi t¶enyez}ok ¶aremelked¶es¶ehez, s ez¶altal az
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egyens¶uly megboml¶as¶ahoz vezetne. Az elmondottak alapj¶an
p0(t + 1)B[x(t)] <= ¯p
0(t)C[x(t)] ; (3)
azaz nemline¶aris esetben is minden egyes tev¶ekenys¶eg legfeljebb csak annyi
nyeres¶eget realiz¶alhat, mint amennyit a gazdas¶ag eg¶esz¶ere jellemz}o egys¶eges
kamatt¶enyez}o megenged.
Ha valamely term¶ekb}ol tÄobbet termelnek, mint amennyi a felhaszn¶al¶asi
ig¶eny, vagyis b0i[x(t¡1)]x(t¡1) > c0i[x(t)]x(t), akkor ezek a term¶ekek szabadd¶a
v¶alnak, ami abban jut kifejez¶esre, hogy z¶erus ¶aron ¶ert¶ekel}odnek, azaz pi(t) =
0: Ez viszont azt jelenti, hogy
p0(t)B[x(t ¡ 1)]x(t ¡ 1) = p0(t)C[x(t)]x(t) : (4)
Ha viszont valamely tev¶ekenys¶eg alkalmaz¶asa negat¶³v nyeres¶eget eredm¶enyez
nemline¶aris input, illetve output koe±ciensek mellett, azaz p0(t+1)bj [xj(t)] <
¯(t)p0(t)cj [xj(t)], akkor azt a tev¶ekenys¶eget ¶ertelemszer}uen nem haszn¶alj¶ak
fel, ¶³gy alkalmaz¶asi szintje nulla lesz, vagyis xj(t) = 0. Ezt a kÄovetkez}o
egyenl}os¶eggel fejezhetjÄuk ki:
p0 (t + 1)B [x (t)] x (t) = ¯ (t) p0 (t)C [x (t)] x (t) : (5)
Eddig az x (t)-vel jelÄolt tev¶ekenys¶eg-alkalmaz¶asi szintek alakul¶as¶ar¶ol nem
kÄotÄottÄunk ki semmit. Neumann viszont az egyens¶ulyt mint az egyens¶ulyba
hozott nÄoveked¶es ¶allapot¶at hat¶arozta meg, amelyben az ¶arak ¶es a kamatl¶ab
v¶altozatlans¶aga mellett a tev¶ekenys¶egek intenzit¶asa valamennyi tev¶ekenys¶egre
ugyanazon h¶anyados szerint m¶ertani haladv¶anyban n}o vagy csÄokken. A ki-
egyens¶ulyozott nÄoveked¶es nemline¶aris Neumann modellj¶et a fentieket kifejez}o
p (t) = p (t + 1) ; ¯ (t) = ¯; ®x (t) = x (t + 1) egyenletek ¯gyelembe v¶etel¶evel
a kÄovetkez}ok¶eppen fogalmazhatjuk meg:
(i) ®C (x)x <= B (x)x
(ii) p0B (x) <= ¯p
0C (x)
(iii) p0B (x)x = ¯p0C (x)x
(iv) p0B (x)x = ®p0C (x)x
(v) x ¸ 0; p ¸ 0; ®; ¯ > 0 :
(Minthogy az intenzit¶as- ¶es az ¶arvektorok ugyanazon peri¶odusra vonatkoz-
nak, ez¶ert az id}ov¶altoz¶o elhagyhat¶o.) A modell megold¶asa a kÄovetkez}ok¶eppen
¶ertelmezhet}o: hat¶arozzuk meg az L® = f® j (B (x) ¡ ®C (x))x >= 0; x ¸ 0g
¶es az L¯ = f¯ j p0 (B (x) ¡ ¯C (x)) <= 0; p ¸ 0g halmazokat; az (®0; x0;¯0;p0)
egyens¶ulyi ¶allapotokat az L® ¶es az L¯ halmazok azon pontjainak kijelÄol¶es¶evel
kaphatjuk meg, amelyekhez tartoz¶o x0 ¶es p0 vektorok kiel¶eg¶³tik a modell (iii)
¶es (iv) felt¶eteleit. A modell megold¶as¶aval kapcsolatban most is k¶et probl¶ema
vethet}o fel: az egzisztencia ¶es az unicit¶as bizony¶³t¶asa. Az egyszer}us¶eg kedv¶e¶ert
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tekintsÄuk most a nemline¶aris modellÄunket a kÄovetkez}o alakban:
(i) ¸C (x)x <= B (x)x
(ii) ¸p0C (x) >= p
0B (x)
(iii) ¸ > 0 ; x ¸ 0 ; p ¸ 0 :
KÄonnyen bel¶athat¶o, hogy eme rendszer (¸; x0; p0) megold¶asai az eredeti nem-
line¶aris Neumann modell olyan egyens¶ulyi ¶allapotait szolg¶altatj¶ak, ahol ®0 =
¯0 = ¸0: Az egzisztencia bizony¶³t¶as¶ahoz elegend}o ebben az esetben is a
Kemeny-Morgenstern-Thompson felt¶etelek megfelel}o nemline¶aris kiterjeszt¶e-
seit szerepeltetni.
Amennyiben szigor¶u egyens¶ulyt ¶³runk el}o a nemline¶aris rendszerÄunkben
mind a haszn¶alati ¶ert¶ek, mind az ¶ert¶ek oldalr¶ol, akkor az unicit¶as bizony¶³t¶as¶a-
hoz a legc¶elravezet}obb a Perron-Frobenius t¶etelek ¶altal¶anos¶³tott nemline¶aris
rendszerekben tÄort¶en}o kiterjeszt¶es¶enek felhaszn¶al¶asa.
4 Perron-Frobenius t¶etelek az ¶altal¶anos¶³tott
nemline¶aris rendszerekben
A Perron-Frobenius t¶etelek nemline¶aris kiterjeszt¶es¶eben az eddig kÄovetett
kifejt¶esi m¶odszerrel szemben az indukt¶³v utat v¶alasztjuk, vagyis el}oszÄor az
egyes speci¶alis eseteket tekintjÄuk ¶at, majd ezek ¶altal¶anos¶³t¶asak¶ent jutunk el
a t¶etel nemline¶aris Neumann-rendszerben tÄort¶en}o megfogalmaz¶as¶ahoz.
A nemnegat¶³v kvadratikus m¶atrixokra kimondott Perron-Frobenius t¶etelek
kulcsfontoss¶ag¶u szerepet j¶atszanak az input-output technik¶an alapul¶o line¶aris
modellek elemz¶es¶eben. TÄobbf¶ele megfogalmaz¶asuk ismert a szakirodalom-
ban, amelyek mindegyike l¶enyeg¶eben a kÄovetkez}o ¶all¶³t¶asokat fogalmazza meg
a nemnegat¶³v, n £ n-es irreducibilis A m¶atrixra.
(i) Az A m¶atrixnak van olyan val¶os ¶es pozit¶³v saj¶at¶ert¶eke, amely meg-
egyezik az A m¶atrix spektr¶al r¶adiusz¶aval, ½ (A)-val;
(ii) ½ (A)-hoz hozz¶arendelhet}o egy x > 0 saj¶atvektor;
(iii) ½ (A) az A m¶atrix monoton nÄovekv}o fÄuggv¶enye.
Tudom¶anytÄort¶eneti szempontb¶ol ¶erdemes megjegyezni, hogy Perron a fenti
¶all¶³t¶asokat A > 0 feltev¶essel bizony¶³totta 1907-ben. TÄobbek kÄozÄott meg-
mutatta azt is, hogy csak egyetlen ilyen ½ (A) l¶etezik. K¶es}obb, 1912-ben
Frobenius enyh¶³tett az A m¶atrixra tett kikÄot¶esen ¶es kiterjesztette Perron
eredm¶enyeit a nemnegat¶³v kvadratikus ¶es irreducibilis m¶atrixok oszt¶aly¶ara.
A t¶etel egyfajta kiterjeszt¶esek¶ent egy tetsz}oleges nemnegat¶³v kvadratikus
A m¶atrixra a kÄovetkez}o ¶all¶³t¶asokat fogalmazhatjuk meg:
(i) Az A m¶atrixnak van olyan nemnegat¶³v val¶os saj¶at¶ert¶eke, amelyik
megegyezik ½ (A)-val; tov¶abb¶a ez a saj¶at¶ert¶ek pozit¶³v hacsak A nem reduci-
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bilis ¶es az A m¶atrix norm¶al alakja3 nem szigor¶uan fels}o triangul¶aris4 m¶atrix.
(ii) ½ (A)-hoz hozz¶arendelhet}o egy x ¸ 0 saj¶atvektor;
(iii) ½ (A) az A m¶atrix nemcsÄokken}o fÄuggv¶enye.
(A t¶etel bizony¶³t¶as¶at az olvas¶ora b¶³zzuk.) Az irreducibilis esetre kimon-
dott t¶etelt Frobenius elemi ¶uton bizony¶³totta; k¶es}obb Wielandt (1950) vala-
mivel egyszer}ubben, a Brouwer-f¶ele ¯xpontt¶etel seg¶³ts¶eg¶evel mutatta meg az
¶all¶³t¶asok helyess¶eg¶et. }Oket kÄovet}oen tÄobb bizony¶³t¶as is napvil¶agot l¶atott, ezek
kÄozÄul Debreu ¶es Herstein (1953), Karlin (1959), Bellmann (1970), Nikaido
(1968), Arrow ¶es Hahn (1972), Murata (1972) ¶es Seneta (1973) bizony¶³t¶asai
¶erdemelnek eml¶³t¶est.
A line¶aris eset egy m¶asik ir¶any¶u kiterjeszt¶es¶evel Mangasarian (1971) fog-
lalkozott. Nevezetesen, a Cx = ¸Bx ¶altal¶anos¶³tott saj¶at¶ert¶ek-feladat megol-
d¶as¶at vizsg¶alta a p0B ¸ 0; p0C ¸ 0 feltev¶esek mellett, ahol B ¶es C n £ m-es
val¶os m¶atrixokat jelÄolnek, p pedig egy megfelel}o n-elem}u vektort.
A t¶etel els}o nemline¶aris kiterjeszt¶es¶et Solow ¶es Samuelson v¶egezt¶ek el,
majd ezt kÄovet}oen Morishima (1964), Nikaido (1968), Morishima ¶es Fuji-
moto (1974) foglalkoztak a t¶etel egy lehets¶eges nemline¶aris eset¶evel, vagyis
a H (x)x = ¸x saj¶at¶ert¶ek-feladat megold¶as¶aval, ahol a H (x) az adott di-
menzi¶oj¶u euklideszi t¶er k¶et pontja kÄozÄotti nemline¶aris megfeleltet¶est jelÄoli.
E rÄovid bevezet}o ut¶an n¶ezzÄuk meg az egyes speci¶alis rendszerekben ki-
mondhat¶o Perron-Frobenius t¶etelek vizsg¶alat¶at. Elemz¶esÄunk abban t¶er el a
fenti ¶uttÄor}o munk¶akban kifejtettekt}ol, hogy kÄozgazdas¶agilag ¶ertelmezhet}o,
er}osen nem reducibilis rendszerekben fogalmazzuk meg t¶eteleinket ¶es adunk
bizony¶³t¶asokat.
(a) Line¶aris Leontief-rendszer
1. T¶etel. Legyen A egy n £ n-es val¶os ¶es nemnegat¶³v m¶atrix, azaz ha y
egy tetsz}oleges nemnegat¶³v vektor, akkor Ay szint¶en nemnegat¶³v. Ekkor a
kÄovetkez}oket ¶all¶³tjuk:
(i) L¶etezik olyan szemipozit¶³v vektor, x ¸ 0; amely mellett Ax = ¸x
valamilyen ¸ >= 0-ra ¶es ¸ = ½ (A) :
(ii) L¶etezik olyan szemipozit¶³v vektor, p ¸ 0; amely mellett p0A = ¸p0
valamilyen ¸ >= 0-ra ¶es ¸ = ½ (A) :
(iii) Ha ¸ 6= ½ (A) nincs olyan p > 0 vektor, amelyre p0A = ¸p0teljesÄulne.
3Egy n£n-es reducibilis Am¶atrix norm¶al alakj¶an a kÄovetkez}o szimmetrikus part¶³cion¶alt
hiperm¶atrixot ¶ertjÄuk:
PAP¡1 =
264
D11 D12 . . . D1m
0 D22 . . . D2m
.
..
.
..
. . .
.
..
0 0 . . . Dmm
375 ;
ahol P egy n£ n-es permut¶al¶o m¶atrix, ¶es a Djj
¡
1 <= j
<
= m
¢
m¶atrixok mindegyike olyan
kvadratikus m¶atrix, amely vagy irreducibils vagy egy 1 £ 1-es nulla m¶atrix.
4Egy n £ n-es T = [tij ] m¶atrix szigor¶uan fels}o triangul¶aris m¶atrix, ha tij = 0 minden
i >= j-re.
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(iv) Legyen ¡ = f» j p0A >= »p0; p0 > 0g ¶es ¤ = f» j p0A <= »p0; p0 > 0g :
Akkor ½ (A) = ½ (A0) = sup f» j » 2 ¡g = inf f» j » 2 ¤g :
(v) Legyen D egy n£n-es val¶os ¶es nemnegat¶³v m¶atrix. Ha A >= D, akkor
½ (A) >= ½ (D) :
A t¶etel bizony¶³t¶asa kÄozismert, ez¶ert erre most itt nem t¶erÄunk ki.
(b) Line¶aris Neumann-rendszer
A t¶etel megfogalmaz¶as¶ahoz vezessÄuk be a C ¶es a B val¶os elem}u n£m t¶³pus¶u
m¶atrixokat. Amennyiben B maxim¶alis oszloprang¶u (illetve C maxim¶alis sor-
rang¶u) ¶es megadhat¶o egy olyan m£m-es X val¶os m¶atrix (illetve egy n£n-es
Z m¶atrix), amelyre C = BX (illetve ZC = B), akkor sp (X) µ sp (CB),
illetve sp (Z) µ sp (B0C0). Ezt bizony¶³tjuk a kÄovetkez}o seg¶edt¶etelben.
1. Seg¶edt¶etel. Legyen X egy olyan m£m-es val¶os m¶atrix, amelyre C = BX.
(1:1) ¸ 2 sp (CB) ¶es Cx = ¸Bx akkor ¶es csak akkor, ha az Xx = ¸x
saj¶at¶ert¶ek-egyenletnek van x 6= 0 megold¶asa valamilyen val¶os ¸ mellett.
(1:2) ¸ 2 sp (C 0B0) ¶es p0C = ¸p0B akkor ¶es csak akkor, ha a z0X = ¸z0
saj¶at¶ert¶ek-egyenletnek van z0 6= 00 megold¶asa valamilyen val¶os ¸ mellett.
Bizony¶³t¶as. (1.1) (i) El¶egs¶egess¶eg. Legyen ¸ 2 sp (X); ekkor Xx = ¸x
¶es x 6= 0. Minthogy BXx = ¸Bx, x 6= 0 ¶es v¶eve a BX = C helyettes¶³t¶est,
kapjuk: Cx = ¸Bx, x 6= 0 ¶es ¶³gy ¸ 2 sp (CB).
(ii) SzÄuks¶egess¶eg. Legyen ¸ 2 sp (CB); ekkor Cx = ¸Bx ¶es x 6= 0. C
hely¶ebe BX-et ¶³rva ¶es ¯gyelembe v¶eve Xx = ¸x, x 6= 0, amib}ol kapjuk, hogy
¸ 2 sp (X).
(1.2) (i) El¶egs¶egess¶eg. Legyen ¸ 2 sp (X); ekkor z0X = ¸z0 ¶es z0 6= 00.
Mivel z0 = p0B, ez¶ert behelyettes¶³tve: p0BX = ¸p0B, azaz p0C = ¸p0B,
amely szerint m¶ar ¸ 2 sp (CB) ¶es ¶³gy ¸ 2 sp (C 0B0) is.
(ii) SzÄuks¶egess¶eg. Legyen ¸ 2 sp (C0B0), ekkor p0C = ¸p0B, p0 6= 00.
Minthogy C = BX, ez¶ert p0BX = ¸p0B ¶es p0 6= 00. Figyelembe v¶eve a
z0 = p0B ÄosszefÄugg¶est, kapjuk a z0X = ¸z0, z0 6= 00, ¶es ¶³gy ¸ 2 sp (X).
A Cx = ¸Bx illetve a C 0p = ¸B0p ¶altal¶anos¶³tott saj¶at¶ert¶ek-feladat Perron-
Frobenius tulajdons¶agait |tudom¶asom szerint| ez id¶aig csak O. L. Man-
gasarian (1971) vizsg¶alta. A Perron-Frobenius t¶etelek Neumann-rendszerben
tÄort¶en}o kiterjeszt¶es¶ehez a C ¶es B m¶atrixok du¶alis jellemz}oinek felt¶ar¶as¶an
keresztÄul k¶³s¶erelt meg eljutni. E c¶elb¶ol a line¶aris Leontief-rendszerre ki-
mondott Perron, illetve Frobenius t¶eteleket megpr¶ob¶alta az eredetivel ek-
vivalensen ¶atfogalmazni, s ezek alapj¶an levezetni azokat a line¶aris Neumann-
rendszerre. A Perron t¶etelt a kÄovetkez}ok¶eppen alak¶³totta ¶at: Legyen A egy
n £ n-es val¶os m¶atrix; ha tetsz}oleges szemipozit¶³v p vektor mellett A0p > 0,
akkor az A spektr¶al r¶adiusza val¶os ¶es pozit¶³v, ¶es a megfelel}o saj¶atvektor
pozit¶³v.
A fentiekben transzform¶alt t¶etel kikÄot¶ese k¶et esetet foglal mag¶aban: az
egyik az eredeti felt¶etel, vagyis hogy az A pozit¶³v m¶atrix, a m¶asik pedig,
megfelel}o esetben A nemnegat¶³v ¶es irreducibilis. (Ennyiben teh¶at a Man-
gasarian t¶etel tÄobb, mint Perron¶e volt: egyÄutt tartalmazza mind Perron,
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mind Frobenius t¶etel¶et.) A line¶aris Neumann-rendszerre a fenti transzform¶alt
¶all¶³t¶as¶at |l¶enyeg¶eben az E m¶atrixot B0 m¶atrixszal helyettes¶³tve| a kÄovet-
kez}ok¶eppen vitte ¶at: Legyen C ¶es B k¶et n£m t¶³pus¶u val¶os m¶atrix, ¶es C vagy
B maxim¶alis oszloprang¶u; ha B0p ¸ 0 ¶es C 0p > 0 tetsz}oleges szemipozit¶³v
p vektorra, akkor a Cx = ¸Bx ¶altal¶anos¶³tott saj¶at¶ert¶ek probl¶em¶anak van
egy diszkr¶et ¶es v¶eges spektruma, ¶es a legnagyobb abszol¶ut ¶ert¶ek}u saj¶at¶ert¶ek
(spektr¶al r¶adiusz) val¶os ¶es pozit¶³v, valamint tartozik hozz¶a pozit¶³v saj¶atvek-
tor.
A Frobenius t¶etelt a kÄovetkez}ok¶eppen transzform¶alta: ha p >= 0-ra A
0p >= 0,
akkor az A m¶atrixhoz tartoz¶o spektr¶al r¶adiusz val¶os ¶es nemnegat¶³v, ¶es a
megfelel}o saj¶atvektor pozit¶³v. A line¶aris Neumann rendszerre ezt ¶³gy fogal-
mazta meg: Ha a fenti tulajdons¶ag¶u C ¶es B m¶atrixokra B
0
p >= 0 ¶es C
0
p >= 0,
akkor a Cx = ¸Bx ¶altal¶anos¶³tott saj¶at¶ert¶ek feladatnak van egy diszkr¶et ¶es
v¶eges spektruma, ¶es a legnagyobb abszol¶ut ¶ert¶ek}u saj¶at¶ert¶ek val¶os ¶es nem-
negat¶³v, valamint tartozik hozz¶a szemipozit¶³v saj¶atvektor. A fentiek alapj¶an
vil¶agos, hogy Mangasariannak a Frobenius t¶etelt nem sikerÄult ekvivalensen
transzform¶alnia, hiszen kikÄot¶ese csak A nemnegativit¶as¶at biztos¶³tja. Ugyan-
is, m¶³g Perron a ½ (A)-ra vonatkoz¶o tulajdons¶agokat A > 0 felt¶etelez¶essel
bizony¶³totta, addig Frob¶enius megmutatta, hogy mindezek a tulajdons¶agok
¶erv¶enyesek a nemnegat¶³v ¶es irreducibilis m¶atrixok spektr¶al r¶adiuszaira is.
J¶ollehet, hogy az irodalomban val¶oban l¶etezik a Frobenius t¶etelnek olyan
¶altal¶anos¶³t¶asa, ami a reducibilis esetet is mag¶aban foglalja, de ez a nemnegat¶³v
saj¶at¶ert¶eket ¶es a szemipozit¶³v saj¶atvektort tov¶abb speci¯k¶alja. Eszerint pl. a
saj¶at¶ert¶ek pozit¶³v, ha A irreducibilis, illetve, ha az A m¶atrix norm¶al alakja
nem szigor¶uan fels}o triangul¶aris m¶atrix. Ez ut¶obbi feltev¶esek kÄozÄul az ir-
reducibilit¶ast, ami ¶eppen a Frobenius t¶etel l¶enyege, Mangasarian ¯gyelmen
k¶³vÄul hagyta. Ez egy¶ebk¶ent csak azzal magyar¶azhat¶o, hogy a probl¶em¶at
puszt¶an matematikai szempontb¶ol vizsg¶alta. Val¶oj¶aban vizsg¶al¶od¶as¶at nem is
egy, a fentiekben bevezetett line¶aris Neumann-rendszer keretei kÄozÄott v¶egezte
el, amit tÄobbek kÄozÄott az is bizony¶³t, hogy a C, B m¶atrixok el}ojel¶ere semmi-
lyen kikÄot¶est sem tett. Tanulm¶anyomban megk¶³s¶erelem most a kÄozgazdas¶agi
oldalra helyezni a hangs¶ulyt, s egy er}osen reducibilis (mind technol¶ogiailag,
mind gazdas¶agilag) line¶aris Neumann-rendszerre kimondott Perron-Frobenius
t¶etel bizony¶³t¶as¶at megadni.
Visszat¶erve Mangasarian Perron t¶etel¶ere, a du¶alis tulajdons¶agot megha-
t¶aroz¶o felt¶etelrendszere a line¶aris Leontief-rendszer gazdas¶agilag er}osen nem
reducibilis jelleg¶et biztos¶³tja, ami ez esetben egyet jelent a technol¶ogiai irre-
ducibilit¶assal. Ez viszont m¶ar egy szÄuks¶eges ¶es el¶egs¶eges felt¶etele annak,
hogy az A m¶atrix spektr¶al r¶adiusza val¶os ¶es el¶egs¶eges felt¶etel legyen, ¶es
tartozzon hozz¶a pozit¶³v saj¶atvektor. T¶etel¶eben teh¶at val¶oj¶aban a Perron-
Frobenius t¶eteleket fogalmazza meg. Ennek egyenes kÄovetkezm¶enye, hogy a
line¶aris Neumann-rendszer gazdas¶agilag er}osen nem reducibilis jelleg¶et biz-
tos¶³tj¶ak. Ilyen felt¶etelek mellett teh¶at az ¶altal¶anos¶³tott Perron t¶etele a Perron-
Frobenius t¶etelek kiterjeszt¶es¶enek tekinthet}o.
Mangasarian nem tett kikÄot¶est az ¶altal¶anos¶³tott saj¶at¶ert¶ek-feladatban sze-
repl}o struktur¶alis m¶atrixok el}ojel¶ere az eml¶³tett tanulm¶any¶aban. (Ez egy¶eb-
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k¶ent a jelen tanulm¶anyban kifejtett tov¶abbi t¶etelekkel egyÄutt lehet}os¶eget ad a
(nem)line¶aris tev¶ekenys¶egelemz¶esi modellek eddigiekn¶el m¶elyebb struktur¶alis
tulajdons¶aginak felt¶ar¶as¶ara, az ezeken alapul¶o tov¶abbi alkalmaz¶asokra.) Te-
kintettel arra, hogy most a line¶aris Neumann-rendszer keretei kÄozÄott v¶egezzÄuk
vizsg¶alatainkat, ez¶ert a tov¶abbiakban kikÄotjÄuk a C ¶es a B m¶atrixok nemnega-
tivit¶as¶at ¶es feltesszÄuk, hogy eleget tesznek a Kemeny-Morgenstern-Thompson
felt¶eteleknek: nevezetesen Cx ¸ 0 b¶armely x ¸ 0-ra, p0B ¸ 00 b¶armely
p ¸ 0-ra. Mangasarian a struktur¶alis m¶atrixok du¶alis tulajdons¶agait olyan
nagys¶agrendi rel¶aci¶ok kikÄot¶ese mellett vizsg¶alta, amelyek |kÄozgazdas¶agi szem-
pontb¶ol tekintve| a line¶aris Neumann-gazdas¶ag keretei kÄozÄott a rendszernek
csak a gazdas¶agi (ir)reducibilit¶as¶at biztos¶³tj¶ak. A Perron-Frobenius t¶etelek
line¶aris Neumann-rendszerre tÄort¶en}o kiterjeszt¶es¶eben most ¯gyelembe vesszÄuk
a technol¶ogiai (ir)reducibilit¶as kÄulÄonbÄoz}o v¶alfajait is.
Egy¶ebk¶ent, ha a Mangasarian ¶altal megfogalmazott ¶es a C; B strukt¶ura-
m¶atrixok du¶alis tulajdons¶agait felÄolel}o t¶eteleket a line¶aris Neumann-rendszer
keretei kÄozÄott ¶ertelmezzÄuk, n¶eh¶any esetben meglep}o, m¶as ir¶any¶u vizsg¶alatok-
b¶ol m¶ar ismert kÄozgazdas¶agi interpret¶aci¶ot kapunk.
El}oszÄor vegyÄuk sorba Mangasarian azon dualit¶asi t¶eteleit, amelyek a rend-
szer kÄulÄonf¶ele gazdas¶agilag (ir)reducibilis jelleg¶et kifejez}o matematikai felt¶ete-
lek mellett fogalmazz¶ak meg ¶all¶³t¶asaikat. (¶Erdekess¶egk¶ent megeml¶³tem, hogy
ezen ¶all¶³t¶asok j¶o r¶esz¶et, fÄuggetlenÄul az itt szerepl}o matematikai krit¶eriumokt¶ol,
puszt¶an csak kÄozgazdas¶agi megfontol¶asok alapj¶an bebizony¶³tottam egy ko-
r¶abbi tanulm¶anyomban.) Itt most m¶eg olyan felt¶etelez¶essel is ¶elnÄunk kell,
hogy n >= m, ami ¶ugy biztos¶³that¶o, hogy a speci¶alis line¶aris Neumann-rend-
szerÄunkben csak olyan tev¶ekenys¶egeket szerepeltetÄunk, amelyek ¶un. alaptev¶e-
kenys¶egek, ¶es megengedjÄuk az ikertermel¶es lehet}os¶eg¶et is. Ezzel biztosan tel-
jesÄul C vagy B maxim¶alis oszloprang¶us¶aga, s az ikertermel¶es kÄovetkezt¶eben
a term¶ekek sz¶ama meghaladja az alaptev¶ekenys¶egek sz¶am¶at. E felt¶etelek
bevezet¶ese ut¶an tekintsÄuk az egyes dualit¶asi t¶eteleket a speci¶alis line¶aris
Neumann-rendszerÄunk keretei kÄozÄott els}osorban a matematikai kikÄot¶esek kÄoz-
gazdas¶agi ¶ertelmez¶ese szempontj¶ab¶ol (a bizony¶³t¶asokat ld. Mangasarian (1971)
tanulm¶any¶aban):
(i) Ha van olyan szemipozit¶³v p vektor, amelyre p0B >= 0
0 ¶es kÄovetke-
z¶esk¶eppen p0C >= 0
0, akkor ¶es csak akkor van olyan X >= 0 m¶atrix, amelyre
C = BX egyenl}os¶eg teljesÄul. Vil¶agos, hogy a hat¶areset, vagyis X = 0 csak az
eredeti Neumann feltev¶es mellett teljesÄulhet, azaz ha megengedjÄuk a C = 0
esetet is.
(ii) Ha van olyan szemipozit¶³v p vektor, amelyre p0B ¸ 00 ¶es p0C >= 00,
akkor ¶es csak akkor van olyan X >= 0; amelyre teljesÄul a C = BX egyenl}os¶eg.
Amennyiben megpr¶ob¶aljuk ¶ertelmezni kÄozgazdas¶agilag a szÄuks¶eges ¶es el¶egs¶e-
ges matematikai krit¶erium hat¶areset¶et, vagyis p0B 6> 00 esetet, azt kapjuk,
hogy lehets¶eges n¶eh¶any ikerterm¶eket kibocs¶atani an¶elkÄul, hogy ak¶arcsak e-
gyetlen egy term¶ek¶ert¶ekb}ol is felhaszn¶altunk volna. A matematikai-kÄozgaz-
das¶agi szakirodalomb¶ol j¶ol ismert, hogy ezt az esetet, az ¶un. ,,Eldor¶ad¶o
lehet}os¶eg¶et" (Koopmans) kiz¶arjuk a termel¶esi, illetve ¶ert¶ekk¶epz}o halmazb¶ol.
(iii) Ha van olyan szemipozit¶³v p vektor, amelyre p0B ¸ 00 ¶es p0C ¸
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00, akkor ¶es csak akkor van olyan X ¸ 0, amelynek n¶eh¶any oszlopvektora
pozit¶³v ¶es kiel¶eg¶³ti a C = BX m¶atrixegyenletet. A fenti kikÄot¶es megengedi
a line¶aris Neumann-rendszerre mind a gazdas¶agilag er}osen, illetve gyeng¶en
reducibilis, mind a gazdas¶agilag csak gyeng¶en reducibilis, illetve irreducibilis
strukt¶ur¶akat.
(iv) Ha van olyan szemipozit¶³v p vektor, amelyre p0B ¸ 00 ¶es p0C > 00,
akkor ¶es csak akkor van olyan X > 0, amelyre C = BX. A t¶etelben megfogal-
mazott szÄuks¶eges ¶es el¶egs¶eges felt¶etel a line¶aris Neumann-rendszer gazdas¶a-
gilag er}osen nem reducibilis jelleg¶et biztos¶³tja, ami viszont az X m¶atrix pozi-
tivit¶as¶at ¶es ezzel az ¶altal¶anos¶³tott saj¶at¶ert¶ek-egyenlet egy¶ertelm}u megold¶as¶at
adja.
Amennyiben olyan line¶aris Neumann-rendszert vizsg¶alunk, amelyben n <
m; azaz az egyes term¶ekek el}o¶all¶³t¶as¶ara tÄobb tev¶ekenys¶eg is rendelkez¶esre ¶all,
¶es C vagy B maxim¶alis sorrang¶u, akkor az 1. Seg¶edt¶etel ¶es a fenti dualit¶asi
t¶etelek a line¶aris Neumann-rendszer technol¶ogiai szempontb¶ol tÄort¶en}o struk-
tur¶alis kikÄot¶esei mellett a kÄovetkez}ok¶eppen m¶odosulnak.
2. Seg¶edt¶etel. Legyen Z egy olyan n £ n-es m¶atrix, amelyre B = ZC:
(2:1) ¸ 2 sp (B0C0) ¶es ¸p0C = p0B, akkor ¶es csak akkor, ha a p0Z = ¸p0
saj¶at¶ert¶ek-egyenletnek van p0 6= 00 megold¶asa valamilyen val¶os ¸ mellett.
(2:2) ¸ 2 sp (BC) ¶es ¸Cx = Bx akkor ¶es csak akkor, ha a Zq = ¸q
saj¶at¶ert¶ek-egyenletnek van q 6= 0 megold¶asa valamilyen val¶os ¸ mellett, ahol
q = Cx.
A 2. Seg¶edt¶etel bizony¶³t¶asa az 1. Seg¶edt¶etel bizony¶³t¶as¶ahoz hasonl¶oan
v¶egezhet}o el.
Ismeretes, hogy a gazdas¶ag line¶aris modelljei adott technol¶ogiai ÄosszefÄug-
g¶esek ¯gyelembe v¶etel¶evel egyr¶eszt a termel¶esi szintek, m¶asr¶eszt az ¶ar(¶ert¶ek)-
szintek alakul¶as¶at ¶³rj¶ak le. Ez jelenti e modellek du¶alis jelleg¶et, amely al-
kalmass¶a teszi e modelleket a dualit¶as probl¶emakÄor¶enek, azaz a haszn¶alati
¶ert¶ek ¶es az ¶ert¶ek vizsg¶alat¶ara. Ennek ¶ertelm¶eben a C; B strukt¶ura-m¶atrixok
du¶alis tulajdons¶agait meghat¶aroz¶o t¶eteleket megfogalmazhatjuk a line¶aris
Neumann-rendszer technol¶ogiai (ir)reducibilit¶as¶anak fÄuggv¶eny¶eben is. Mint-
hogy az (ii) ¶all¶³t¶asnak nem adhat¶o megfelel}o kÄozgazdas¶agi interpret¶aci¶o, ez¶ert
itt m¶ar el is tekintÄunk t}ole. A bizony¶³t¶asok a rendszer gazdas¶agi (ir)redu-
cibilit¶as¶ara tett kikÄot¶esek mellett megfogalmazott ¶all¶³t¶asok bizony¶³t¶asaihoz
hasonl¶oan v¶egezhet}ok el.
(i0) Ha van olyan szemipozit¶³v x vektor, amelyre Cx >= 0 ¶es Bx >= 0, akkor
¶es csak akkor van olyan Z >= 0 m¶atrix, amelyre a B = ZC egyenl}os¶eg teljesÄul.
A Z = 0 hat¶areset itt is csak az eredeti Neumann feltev¶es mellett teljesÄulhet,
azaz ha megengedjÄuk a B = 0 esetet is.
(iii0) Ha van olyan szemipozit¶³v x vektor, amelyre Cx ¸ 0 ¶es Bx ¸ 0;
akkor ¶es csak akkor van olyan Z ¸ 0, amelynek n¶eh¶any sorvektora pozit¶³v
¶es kiel¶eg¶³ti a B = ZC m¶atrix-egyenletet. A fenti kikÄot¶es most mind a tech-
nol¶ogiailag er}osen, illetve gyeng¶en reducibilis, mind a technol¶ogiailag csak
gyeng¶en reducibilis, illetve irreducibilis strukt¶ur¶akat megengedi.
(iv0) Ha van olyan szemipozit¶³v x vektor, amelyre Cx ¸ 0 ¶es Bx > 0 ,
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akkor ¶es csak akkor van olyan Z > 0, amelyre B = ZC. A t¶etelben meg-
fogalmazott szÄuks¶eges ¶es el¶egs¶eges felt¶etel most a line¶aris Neumann-rendszer
technol¶ogiailag er}osen nem reducibilis jelleg¶et biztos¶³tja, ami viszont a Z pozi-
tivit¶as¶at ¶es ezzel az ¶altal¶anos¶³tott saj¶at¶ert¶ek-egyenlet egy¶ertelm}u megold¶as¶at
adja.
Ezek ut¶an r¶at¶erhetÄunk a Perron-Frobenius t¶etelek line¶aris Neumann-rend-
szerben tÄort¶en}o megfogalmaz¶as¶ara, illetve bizony¶³t¶as¶ara. A f¶elre¶ert¶esek elke-
rÄul¶ese v¶egett szÄuks¶egesnek tartom kihangs¶ulyozni, hogy itt val¶oban a Frobe-
nius t¶etel ¶altal¶anos¶³t¶as¶at fogalmazzuk meg; vagyis a line¶aris Leontief-rendszer
irreducibilis jellege egyfajta ¶altal¶anos¶³t¶asak¶ent tekinthet}o technol¶ogiailag ¶es/
vagy gazdas¶agilag er}osen nem reducibilis line¶aris Neumann-rendszer struktu-
r¶alis saj¶atoss¶aga biztos¶³tja a Frobenius t¶etel felt¶eteleit.
Az 1. De¯n¶³ci¶o line¶aris Neumann-rendszerre tÄort¶en}o ¶ertelmez¶ese sor¶an
r¶amutattunk: ha n < m; akkor a Cx = ¸Bx saj¶at¶ert¶ek-feladat; ha n >
m, akkor pedig a ¸p0C = p0B saj¶at¶ert¶ek-feladat megold¶asa kap priorit¶ast.
KÄovetkez¶esk¶eppen az els}o esetben a rendszer gazdas¶agi szempontb¶ol tÄort¶en}o
struktur¶alis jelleg¶ere, a m¶asodik esetben pedig a rendszer technol¶ogiai struk-
tur¶alis jelleg¶ere tett kikÄot¶esek mellett fogalmazzuk meg a Perron-Frobenius
t¶eteleket.
2. T¶etel. Legyen C ¶es B k¶et n£m t¶³pus¶u nemnegat¶³v val¶os m¶atrix, amelyek
le¶³rj¶ak a rendszer technikai-technol¶ogiai ÄosszefÄugg¶eseit. TegyÄuk fel tov¶abb¶a,
hogy eleget tesz a Kemeny-Morgenstern-Thompson kikÄot¶eseknek. Ekkor a
kÄovetkez}oket ¶all¶³thatjuk:
(2:1) (n <= m eset):
(i) A p0B = ¸p0C saj¶at¶ert¶ek-egyenletnek van szemipozit¶³v p megold¶asa
valamilyen ¸ >= 0-ra; ha a rendszer technol¶ogiailag er}osen nem reducibilis,
akkor p > 0; s}ot m¶eg ha emellett r (C) = n is teljesÄul, akkor ¸ = ½ (B0C0) > 0.
(ii) Ha B vagy C maxim¶alis sorrang¶u, akkor fx j Bx = ¸Cx; x ¸ 0g 6=
0 valamilyen ¸ >= 0-ra. Ha a rendszer technol¶ogiailag irreducibilis, akkor a
szemipozit¶³v x megold¶asvektor ¸ > 0 mellett ad¶odik. Ha m¶eg m = n is
teljesÄul, akkor ¸ = ½ (BC) = ½ (B0C0) > 0.
(iii) Ha B vagy C maxim¶alis sorrang¶u ¶es a rendszer technol¶ogiailag er}osen
nem reducibilis, akkor teljesÄulnek az al¶abbi implik¶aci¶ok:
- ha Bx <= ºCx, akkor ½ (B
0
C0)
<
= º;
- ha ¹Cx <= Bx, akkor ¹
<
= ½ (B
0
C0);
- ha Bx = ¸Cx, akkor ¸ = ½ (B0C0).
Ha m = n (azaz C ¶es B kvadratikusak ¶es ez¶ert C vagy B nemszingul¶aris),
akkor ¹ <= ½ (B
0
C0) = ¸ = ½ (BC)
<
= º:
(iv) Legyen a rendszer technol¶ogiai ¶ertelemben irreducibilis, m = n ¶es
B vagy C nemszingul¶aris m¶atrix, tov¶abb¶a ¡ = f» j Bx >= »Cx; x ¸ 0g, ¤ =
f³ j Bx <= ³Cx; x ¸ 0g. Ekkor
½ (B0C0) = ½ (BC) = max»2¡» = min³2¤³ :
(v) Legyen m = n, D egy n£n-es nemnegat¶³v m¶atrix ¶es C nemszingul¶aris
m¶atrix. Ha fx j Dx >= 0 ¶es (B ¡ D)x >= 0; x ¸ 0g 6= ;, akkor ½ (DC) <= ½ (BC),
illetve, ha fx j Dx >= 0 ¶es (D ¡ B)x >= 0; x ¸ 0g 6= ;, akkor ½ (DC) >= ½ (BC).
Saj¶at¶ert¶ek-t¶etelek a line¶aris ¶es nemline¶aris Neumann-rendszerekben 111
Amennyiben a rendszer technol¶ogiailag er}osen nem reducibilis, ahhoz,
hogy a fenti ¶all¶³t¶asok teljesÄuljenek, D m¶atrixnak irreducibilisnek kell lennie
(azaz Dx > 0 minden x ¸ 0-ra), ¶es szemiegyenl}otlens¶egnek kell fenn¶allnia.
Ha m¶eg C szimmetrikus is, vagy ha (B ¡ D) vagy (D ¡ B) irreducibilis, akkor
a ½ (DC) ¶es ½ (BC) kÄozÄott szigor¶u egyenl}otlens¶eg ¶all fenn.
(2:2) (n >= m eset):
(i) A Cx = ¸Bx saj¶at¶ert¶ek-egyenletnek van szemipozit¶³v x megold¶asa
valamilyen ¸ >= 0-ra; ha a rendszer gazdas¶agilag er}osen nem reducibilis, akkor
x > 0, s}ot m¶eg ha B maxim¶alis oszloprang¶u, akkor ¸ = ½ (CB) > 0.
(ii) Ha r (C) vagy r (B) = m, akkor az fy j C 0y = ¸B0y; y ¸ 0g 6=
; valamilyen ¸ >= 0-ra. Ha a rendszer gazdas¶agilag irreducibilis, akkor a
szemipozit¶³v y megold¶asvektor ¸ > 0 mellett ad¶odik. Ha m¶eg m = n is
teljesÄul, akkor ¸ = ½ (C 0B0) = ½ (CB) > 0.
(iii) Ha C vagy B maxim¶alis oszloprang¶u ¶es a rendszer gazdas¶agilag
er}osen nem dekompoz¶abilis, akkor teljesÄulnek az al¶abbi implik¶aci¶ok:
{ ha C 0y <= ºB
0y, akkor ½ (CB) <= º;
{ ha ¹B0y <= C
0y, akkor ¹ <= ½ (CB);
{ ha C 0y = ¸B0y, akkor ¸ = ½ (CB).
Ha m = n (azaz C ¶es B kvadratikus m¶atrixok, kÄovetkez¶esk¶eppen C vagy
B nemszingul¶aris), akkor ¹ <= ½ (CB) = ¸ = ½ (C
0
B0)
<
= º.
(iv) Legyen a rendszer gazdas¶agi ¶ertelemben irreducibilis, m = n ¶es B
vagy C nemszingul¶aris m¶atrix, tov¶abb¶a ¡ = f» j C0y >= B0y; y ¸ 0g ¶es ¤ =
f³ j C 0y <= ³B0y; y ¸ 0g. Ekkor ½ (CB) = ½ (C 0B0) = max»2¡» = min³2¤³.
(v) Legyen m = n, D egy n£n-es nemnegat¶³v m¶atrix ¶es B nemszingul¶aris
m¶atrix. Ha fy j D0y >= 0 ¶es (C0 ¡ D0) y >= 0; y ¸ 0g 6= ;, akkor ½ (DB) =
½ (D0B0) <= ½ (C
0
B0) = ½ (CB), ill., ha fy j D0y >= 0 ¶es (D0 ¡ C 0) y >= 0; y ¸ 0g 6=
;, akkor ½ (DB) = ½ (D0B0) >= ½ (C 0B0) = ½ (CB).
Amennyiben a rendszer gazdas¶agilag er}osen nem reducibilis, ahhoz, hogy
a fenti ¶all¶³t¶asok teljesÄuljenek, a D m¶atrixnak irreducibilisnek kell lennie (azaz
D0y > 0 minden y ¸ 0-ra), szemiegyenl}otlens¶egnek kell fenn¶allnia. Ha m¶eg
B szimmetrikus is, vagy ha (C 0 ¡ D0) vagy (D0 ¡ C 0) irreducibilis, akkor
½ (DB) ¶es ½ (CB) kÄozÄott szigor¶u egyenl}otlens¶egnek kell fenn¶allnia.
Bizony¶³t¶as.
(2:1) (n <= m eset):
(i) A C; B strukt¶uram¶atrixok du¶alis tulajdons¶agait meghat¶aroz¶o (i0-iv0)
t¶etelek ¶ertelm¶eben l¶etezik olyan n£n-es Z m¶atrix, amelyre ZC = B ¶es Z >= 0.
Frobenius t¶etel ¶altal¶anos¶³t¶as¶ab¶ol kÄovetkezik, hogy l¶etezik a Z m¶atrixhoz tar-
toz¶o olyan val¶os ¶es nemnegat¶³v ¸ saj¶at¶ert¶ek, amely egyenl}o a m¶atrix spektr¶al
r¶adiusz¶aval, ½ (Z)-vel ¶es ezen ¸-hoz tartozik val¶os ¶es szemipozit¶³v saj¶atvektor,
azaz
Zq = ¸q; q ¸ 0; ¸ = ½ (Z) >= 0 (6)
¶es
p0Z = ¸p0; p0 ¸ 0 : (7)
A (2.1) seg¶edt¶etel ¶es a fenti (6) ¶es (7) ÄosszefÄugg¶esek szerint azt kapjuk a
¸ = ½ (Z)-re, hogy p0B = ¸p0C, p0 ¸ 00, ¸ >= 0, ¶es innen ¸ 2 sp (B0C0). Ha a
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rendszer technol¶ogiailag er}osen nem reducibilis, azaz fx j Cx ¸ 0; x ¸ 0g 6= ;
¶es Cx ¸ 0 mellett Bx > 0 teljesÄul, akkor a (iv0) t¶etel ¶ertelm¶eben Z > 0,
amelyhez tartozik pozit¶³v saj¶at¶ert¶ek ¶es egy¶ertelm}uen meghat¶arozott pozit¶³v
saj¶atvektor. Ha m¶eg r (C) = n is teljesÄul, akkor ¸ = ½ (B0C0) mivel a (2.1)
seg¶edt¶etel szerint sp (Z) tartalmazza sp (B0C0)-t ¶es a ¸ = ½ (Z) szint¶en benne
van sp (B0C0)-ben.
(ii) A (2:2) seg¶edt¶etel ¶es az (6) ¶es (7) ÄosszefÄugg¶esek alapj¶an azt kapjuk,
hogy ¸ = ½ (Z), Bx = ¸Cx, Cx ¸ 0, ¸ >= 0 ¶es innen ¸ 2 sp (B0C0). Ha a rend-
szer technol¶ogiailag irreducibilis, azaz Cx > 0 minden szemipozit¶³v x vek-
torra, akkor a (iv0) t¶etel ¶ertelm¶eben Z > 0, amelyhez az 1. T¶etel ¶ertelm¶eben
¸ > 0 saj¶at¶ert¶ek tartozik. Ha m¶eg m = n is teljesÄul, akkor ¸ = ½ (BC)
minthogy a (2:2) seg¶edt¶etel szerint sp (Z) tartalmazza sp (BC)-t ¶es ¸ = ½ (Z)
szint¶en benne van sp (BC)-ben. Ezek alapj¶an m¶ar kÄonnyen bel¶athat¶o, hogy
¸ = ½ (B0C0) = ½ (BC).
(iii) A struktur¶alis felt¶etelek ¶ertelm¶eben Cx ¸ 0 ¶es Bx > 0 minden
szemipozit¶³v x vektorra. A fenti (i) szerint fp j p0B = ¸p0C; p > 0; ¸ >= 0g 6=
; ¶es ¶³gy ¸ = ½ (B0C0). Ebb}ol kÄovetkez}oen ºp0Cx >= p0Bx = ¸p0Cx, ami azt
jelenti, hogy º >= ¸, mivel p
0Cx > 0. Legyen most ¹Cx <= Bx ¶es Cx ¸ 0.
Ism¶etelten kihaszn¶alva a fenti (i)-t, kapjuk ¹p0Cx <= p
0Bx = ¸p0Cx ¶es ebb}ol
¹ <= ¸, mert p
0Cx > 0. Amennyiben Bx = ¸Cx ¶es Cx ¸ 0, akkor a fenti k¶et
implik¶aci¶o egyidej}uleg teljesÄul, ami azt jelenti, hogy ½ (B0C0) <= ¸ <= ½ (B
0
C0),
amib}ol viszont a ¸ = ½ (B0C0)kÄovetkezik. Ha mind a B, mind a C kvadratikus
m¶atrix, akkor az el}oz}oek alapj¶an kÄonnyen bel¶athat¶o, hogy ¹ <= ½ (BC) = ¸ =
½ (B0C0) <= º.
(iv) Mind a diszkr¶et, mind a folytonos esetben e fenti (iii) szerint azt
kapjuk, hogy ha » 2 ¡, akkor » <= ½ (BC) = ½ (B0C0), valamint ha ³ 2 ¤,
akkor ³ >= ½ (BC) = ½ (B
0
C0). Az el}oz}oekben bebizony¶³tott (ii) ¶all¶³t¶as szerint
azonban a ¸ = ½ (BC) kiel¶eg¶³ti a Bx = ¸Cx, Cx ¸ 0 rendszert x ¸ 0 mellett
¶es ¶³gy ¸ = ½ (BC) egy pont a ¡ ¶es ¤ halmazok metszet¶eben. Ebb}ol m¶ar
kÄovetkezik ¶all¶³t¶asunk helyess¶ege.
(v) Legyen ¡0 = f» j Dx >= »Cx; Cx > 0g ¶es ¤0 = f³ j Dx <= ³Cx; Cx > 0g,
tov¶abb¶a Cx >= 0 valamilyen szemipozit¶³v x vektorra, amib}ol kÄovetkezik, hogy
Dx >= 0, (B ¡ D)x >= 0. A fenti (iv) szerint azt kapjuk, hogy ½ (BC) =
½ (B0C0) = sup»2¡» ¶es ½ (DC) = ½ (D
0
C0) = sup»2¡0». Minthogy Cx > 0
¶es Bx >= Dx, kapjuk ¡
0 ½ ¡ ¶es innen
½ (DC) = ½ (D
0
C0) = sup
»2¡0
» <= sup
»2¡
» = ½ (B0C0) = ½ (BC) :
Hasonl¶oan, legyen Cx >= 0 valamilyen szemipozit¶³v x vektorra, kÄovetkez¶es-
k¶eppen Dx >= 0 ¶es (D ¡ B)x >= 0. A fenti (iv) szerint most azt kapjuk, hogy
½ (BC) = ½ (B0C0) = inf³2¤³ , ¶es ½ (DC) = ½ (D
0
C0) = inf³2¤0³. Mivel Cx > 0
¶es Dx >= Bx, kapjuk ¤
0 ½ ¤, ¶es innen
½ (DC) = ½ (D
0
C0) = inf
³2¤0
³ >= inf
³2¤
³ = ½ (B0C0) = ½ (BC) :
A fentiek alapj¶an most m¶ar kÄonnyen bel¶athat¶o, hogy ha a rendszer gaz-
das¶agilag er}osen nem reducibilis, ahhoz, hogy az ¶all¶³t¶asok teljesÄuljenek, a D
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m¶atrixnak irreducibilisnek kell lennie (azaz Dx > 0 minden szemipozit¶³v x
vektorra). A bizony¶³t¶as sor¶an ¶ertelemszer}uen |a folytonoss¶ag kÄovetkezt¶eben|
max », illetve min ³ szerepel.
Amennyiben C szimmetrikus, tegyÄuk fel az ¶all¶³t¶asunkkal szemben, hogy
½ (DC) = ½ (BC) = ¸. Meg fogjuk mutatni, hogy ez ellentmond¶ashoz vezet.
Jelen t¶etel (i) ¶es (ii) ¶all¶³t¶asaib¶ol kapjuk, hogy ¸ > 0 ¶es p0D = ¸p0C, p0 > 00,
¶es Bx = ¸Cx, Cx > 0. Minthogy Cx > 0, kÄovetkez¶esk¶eppen Bx ¸ Dx (vagy
Bx · Dx), ez¶ert p0Bx > p0Cx (vagy p0Bx < p0Cx), ami ellentmond annak a
t¶enynek, hogy p0Bx = ¸p0Cx = ¸p0C 0x = p0Dx. Ez¶ert ½ (DC) 6= ½ (BC). Ha
C nem szimmetrikus, de Cx ¸ 0 ¶es (B ¡ D)x > 0, akkor ½ (BC) = ½ (B0C0) =
max» f» j Bx >= »Cx; Cx > 0g, amely viszont az (iv) alapj¶an nagyobb, mint
max» f» j Dx >= »Cx; Cx > 0g. Mivel a Cx > 0 ÄosszefÄugg¶esb}ol kÄovetkezik
Bx > Dx, ez¶ert max» f» j Dx ¸ »Cx; Cx > 0g = ½ (DC) = ½ (D0C0). Ebb}ol
viszont m¶ar kÄovetkezik ¶all¶³t¶asunk helyess¶ege. Hasonl¶oan mutathat¶o meg, ha
Cx ¸ 0 ¶es (D ¡ B)x > 0, akkor ½ (BC) = ½ (B0C0) < ½ (DC) = ½ (D0C0).
A (2:2) (n > m eset) bizony¶³t¶asa hasonl¶ok¶eppen v¶egezhet}o el.
(c) Nemline¶aris Leontief-rendszer
A szakirodalomban a nemline¶aris Leontief-rendszerben megfogalmazhat¶o Per-
ron-Frobenius t¶eteleket a H (x) = ¸x nemline¶aris saj¶at¶ert¶ek egyenlet x 6= 0
megold¶asak¶ent vizsg¶alj¶ak (ld. p¶eld¶aul, Nikaido (1968), Morishima ¶es Fuji-
moto (1974), ¶es Fujimoto (1979) m}uveit). Itt most ezekt}ol elt¶er}oen, meg}orizve
elemz¶esÄunk eddigi logik¶aj¶at, a nemline¶aris rendszer strukt¶ur¶aj¶at meghat¶aroz¶o
A (x) Jacobi m¶atrix felhaszn¶al¶as¶aval fogalmazzuk meg a t¶eteleket. A H (x)-re
tett line¶aris homogenit¶as kikÄot¶esb}ol kÄovetkez}oen kÄonnyen bel¶athat¶o, hogy az
egyes szektorok kibocs¶at¶as-szintjeinek ar¶anyos v¶altoz¶as¶ara invari¶ans a nem-
line¶aris rendszer r¶aford¶³t¶asi strukt¶ur¶aja, azaz A (µx) = A (x), ahol µ tetsz}ole-
ges pozit¶³v val¶os sz¶am. Az egyszer}us¶eg kedv¶e¶ert jelÄoljÄuk a rendszer spektr¶al
r¶adiusz¶at ¸¤-val, vagyis ½ [A (x)] = ¸¤:
3. T¶etel. Legyen A (x) ¸ 0 minden szemipozit¶³v x vektorra ¶es irreducibilis
Morishima ¶ertelemben. Ekkor a kÄovetkez}oket ¶all¶³tjuk:
(i) Az A (x)x = ¸x nemline¶aris saj¶at¶ert¶ek-egyenletnek l¶etezik ¸¤ > 0 ¶es
x¤ > 0 megold¶asa.
(ii) A ¸¤-hoz csak egyetlen egy pozit¶³v saj¶atvektor tartozik ¶es ¸¤ >= j¸ij,
ahol ¸i az A (x)-hez tartoz¶o tetsz}oleges saj¶at¶ert¶ek.
(iii) x¤ az egyetlen A (x)-hez tartoz¶o szemipozit¶³v saj¶atvektor.
Bizony¶³t¶as. (i) Az ¶altal¶anoss¶ag megs¶ert¶ese n¶elkÄul a bizony¶³t¶ast elegend}o
elv¶egezni a (2:F ) alapj¶an a kÄovetkez}o halmazon: S = fx ¸ 0 j Pni=1 xi = 1g.
TekintsÄuk az f : S ! Rn+ fÄuggv¶enyt az al¶abbiak szerint de¯ni¶alva:
fi (x) =
Pn
j=1 aij (x) xjPn
i=1
Pn
j=1 aij (x)xj
minden i = 1; 2; . . . ; n-re. A feltev¶esek ¶ertelm¶eben n¶eh¶any fi (x) pozit¶³v
¶ert¶eket vesz fel, ¶es
Pn
i=1 fi (x) = 1. Minthogy f egy folytonos lek¶epez¶est
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jelÄol S-b}ol S-be, a Brouwer-f¶ele ¯xpontt¶etel szerint l¶etezik olyan x¤ 2 S
pont, amelyre f (x¤) = x¤, vagyis A (x¤)x¤ = [10A (x¤)x¤] x¤. A rendszer
irreducibilit¶as¶ab¶ol kÄovetkez}oen A (x¤)x¤ ¸ 0 ¶es ¶³gy 10A (x¤)x¤ > 0, azaz
10A (x¤)x¤-t ¸¤-nak v¶eve, ¸¤ > 0 kapjuk.
¶All¶³t¶asunk m¶asodik r¶esz¶enek bizony¶³t¶as¶ahoz tegyÄuk fel, hogy x¤ 6> 0.
Part¶³cion¶aljuk az x¤ vektort megfelel}o ¶atrendez¶essel a kÄovetkez}ok¶eppen: x¤0 =
[x¤01 ; 00], ahol x¤1 > 0, ¶es ennek megfelel}oen szimmetrikus ¶atrendez¶essel part¶³-
cion¶aljuk A (x)-et is. Ekkorµ
A11 (x¤) A12 (x¤)
A21 (x¤) A22 (x¤)
¶µ
x¤1
0
¶
= ¸
µ
x¤1
0
¶
;
amely egyenl}os¶eg viszont csak ¶ugy teljesÄulhet, ha A21 (x¤)x¤1 = 0. Tekintettel
x¤1 > 0, ez¶ert A21 (x¤)x¤1 = 0, ami ellentmond a rendszer irreducibilit¶as¶anak,
vagyis x¤ > 0.
(ii) TegyÄuk fel, hogy A (bx) bx = ¸¤bx, bx 6= x¤ ¶es bx ¸ 0. Az (i) szerintbx > 0. Legyen µ = maxi(bxi=x¤i ) = bxr=x¤r > 0. Ekkor µx¤ ¸ bx. Figyelembe
v¶eve, hogy ¸¤µx¤r = ¸¤bxr = Pnj=1 arj (bx) bxj ¶es az (5:F ), (6:F ), valamint a
(3:F ) szerint kapjuk:
nX
j=1
arj (bx) bxj < µ nX
j=1
arj (µx
¤)x¤j = µ
nX
j=1
arj (x
¤)x¤j = ¸
¤µx¤r ;
azaz ¸¤µx¤r < ¸¤µx¤r . A kapott ellentmond¶asb¶ol kÄovetkezik, hogy ¸¤-hoz nem
tartozhat m¶asik szemipozit¶³v saj¶atvektor.
A ¸¤ >= j¸ij bizony¶³t¶as¶ahoz tegyÄuk fel, hogy van egy olyan ¸i = b¸ saj¶at-
¶ert¶ek, amelyre jb¸j > ¸¤ ¶es ¶³gy A (x)x = b¸x, x 6= 0 per de¯nitionem. Legyen
yi = jxij ¶es y = [yi], valamint I = fi j xi 6= 0g ¶es ° = mini2I(x¤i =jxij) =
x¤r=yr > 0. JelÄolje z = x¤ ¡ °y >= 0. Az (5:F ) alapj¶an ism¶et fel¶³rhatjuk:
A (y) y >= A (x)x = jb¸xj = jb¸jy > ¸¤y ; tov¶abb¶a A (z + °y) (z + °y) =
A (x¤)x¤ = ¸¤x¤ = ¸¤ (z + °y) < ¸¤z + °jb¸jy <= ¸¤z + °A (y) y. ¶Igy
A (z + °y) (z + °y) ¡ °A (y) y < ¸¤z :
Ha zr = 0, a monotonit¶as ¶es a nemline¶aris rendszer irreducibilit¶asa miatt
ism¶et azt kapjuk, hogy
Pn
j=1 arj (z + °y) (zj + °yj) > °
Pn
j=1 arj (y) yj. Az
utols¶o k¶et egyenl}otlens¶eg most is ellentmond¶ashoz vezet, ez¶ert ¸¤ >= j¸ij.
(iii) TegyÄuk fel, hogy van olyan ¸i = ¸ ¶es szemipozit¶³v x vektor, ame-
lyekre A (x)x = ¸x. A rendszer irreducibilit¶as¶ab¶ol kÄovetkez}oen ¸ > 0.
TegyÄuk fel tov¶abb¶a, hogy x 6> 0. Ekkor az (i) bizony¶³t¶as¶aval megegyez}oen azt
kapjuk, hogy x > 0. De¯ni¶aljuk µ-t az (ii)-belihez hasonl¶oan. Ekkor ism¶et ki-
haszn¶alva az 5:F , 6:F feltev¶eseket, kapjuk: ¸µx¤r = ¸xr =
Pn
j=1 arj (x)xj <
µ
Pn
j=1 arj (µx
¤)x¤j = µ
Pn
j=1 arj (x
¤)x¤j = ¸
¤µx¤r . Ez¶ert ¸ < ¸
¤. De¯ni¶aljuk
a ½ = maxi(x
¤
i =xi) = x
¤
k=xk > 0; ½x
>
= x
¤. Ezek alapj¶an most a ¸¤½xk <
¸½xk ÄosszefÄugg¶eshez juthatunk, ami viszont a ¸¤ < ¸ rel¶aci¶ot tartalmazza.
Az ellentmond¶asb¶ol kÄovetkezik, hogy x¤ val¶oban az egyetlen A (x)-hez tartoz¶o
szemipozit¶³v saj¶atvektor.
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A nemline¶aris Leontief-rendszerhez tartoz¶o ½ [A (x)] = ¸¤ spektr¶al r¶a-
diuszra is hasonl¶o tulajdons¶agok fogalmazhat¶ok meg, mint a line¶aris esetben.
(d) Nemline¶aris Neumann-rendszer
JelÄolje C (x), illetve B (x) a nemline¶aris rendszerhez tartoz¶o Jacobi m¶at-
rixokat, amelyek az egyes tev¶ekenys¶egek egys¶egnyi alkalmaz¶asi szintjei mel-
lett tÄort¶en}o term¶ekfelhaszn¶al¶asok, illetve kibocs¶at¶asok nemline¶aris v¶altoz¶as¶at
¶³rj¶ak le a megfelel}o x vektorra vonatkoz¶oan. Legyen K1 egy olyan konvex
k¶onusz az Rm+ -ben, amelyre a B (x) ¶es/vagy C (x) maxim¶alis sorrang¶u, ahol
x 2 K1. Hasonl¶ok¶eppen jelÄoljÄon K2 egy olyan konvex k¶onuszt az Rm+ -ben,
amelynek x pontjaiban a B (x) ¶es/vagy C (x) maxim¶alis oszloprang¶u. Ekkor
a line¶aris esetben megfogalmazott t¶etelek kiterjeszt¶esei a kÄovetkez}ok.
4. T¶etel.
(4:1) (n <= m eset):
(i) A fp j p0B (x) = ¸p0C (x) ; p ¸ 0; x 2 K1g 6= ; valamilyen ¸ >= 0-ra;
ha a rendszer technol¶ogiailag er}osen nem reducibilis, akkor p > 0; s}ot m¶eg ha
emellett r [C (x)] = n az x 2 K1-re teljesÄul, akkor ¸ = ½
h
B0 (x)C00(x)
i
> 0.
(ii) Az fx j B (x)x = ¸C (x) x; x ¸ 0; x 2 K1g 6= ; valamilyen ¸ >= 0-ra.
Ha a rendszer technol¶ogiailag irreducibilis, akkor a szemipozit¶³v x megold¶as-
vektor ¸ > 0 mellett ad¶odik. Ha m = n is teljesÄul, akkor ¸ = ½
h
B (x)C(x)
i
=
½
h
B0 (x)C0(x)
i
> 0.
(iii) Ha a rendszer technol¶ogiailag er}osen nem reducibilis, akkor teljesÄulnek
az al¶abbi implik¶aci¶ok az x 2 K1-re:
{ ha B (x)x <= ºC (x) x, akkor ½
h
B0 (x)C0(x)
i
<
= º;
{ ha ¹C (x)x <= B (x)x, akkor ¹
<
= ½
h
B0 (x)C0(x)
i
;
{ ha B (x)x = ¸C (x)x, akkor ¸ = ½
h
B (x)C(x)
i
.
Ha m = n, akkor ¹ <= ½
h
0 (x)C0(x)
i
= ¸ = ½
h
B (x)C(x)
i
<
= º.
(iv) Legyen a rendszer technol¶ogiai ¶ertelemben reducibilis, m = n, tov¶abb¶a
¡ = f» j B (x)x >= »C (x)x, x ¸ 0, x 2 K1g, ¤ = f³ j B (x)x <= ³C (x)x,
x ¸ 0, x 2 K1g. Ekkor
½
h
B0 (x)C0(x)
i
= ½
h
B (x)C(x)
i
= max
»2¡
» = min
³2¤
³ :
(4:2) (n >= m eset):
(i) Az fx j C (x)x = ¸B (x)x; x ¸ 0; x 2 K2g 6= ; valamilyen ¸ >= 0-ra;
ha a rendszer gazdas¶agilag er}osen nem reducibilis, akkor x > 0, s}ot m¶eg ha
r [B (x)] = m az x 2 K2-re is teljesÄul, akkor ¸ = ½
h
C (x)B(x)
i
> 0.
(ii) Az fy j C0 (x) y = ¸B0 (x) y; y ¸ 0; x 2 K2g 6= ; valamilyen ¸ >= 0-
ra. Ha a rendszer gazdas¶agilag er}osen reducibilis, akkor a szemipozit¶³v y
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megold¶asvektor ¸ > 0 mellett ad¶odik. Ha m¶eg n = m is teljesÄul, akkor
¸ = ½
h
C 0 (x)B0(x)
i
= ½
h
C (x)B(x)
i
> 0.
(iii) Ha a rendszer gazdas¶agilag er}osen nem reducibilis, akkor x 2 K2
mellett teljesÄulnek az al¶abbi implik¶aci¶ok:
{ ha C 0 (x) y <= ºB
0 (x) y, akkor ½
h
C (x)B(x)
i
<
= º;
{ ha ¹B0 (x) y <= C
0 (x) y, akkor ¹ <= ½
h
C (x)B(x)
i
;
{ ha C 0 (x) y = ¸B0 (x) y, akkor ¸ = ½
h
C (x)B(x)
i
.
Ha m = n, akkor ¹ <= ½
h
C (x)B(x)
i
= ¸ = ½
h
C 0 (x)B0(x)
i
<
= º.
(iv) Legyen a rendszer gazdas¶agi ¶ertelemben irreducibilis, m = n, valamint
¡ = f» j C 0 (x) y >= »B0 (x) y, y ¸ 0, x 2 K2g, ¤ = f³ j C 0 (x) y <= ³B0 (x) y,
y ¸ 0, x 2 K2g. Ekkor
½
h
C (x)B(x)
i
= ½
h
C0 (x)B0(x)
i
= max
»2¡
» = min
³2¤
³ :
Az ¶all¶³t¶asok a 2. T¶etelhez hasonl¶oan bizony¶³that¶ok be. Ebben az esetben is
a nemline¶aris Neumann-rendszerhez tartoz¶o ½
h
B (x)C(x)
i
; illetve ½
h
C (x)B(x)
i
spetr¶al r¶adiuszokra kÄulÄonbÄoz}o tulajdons¶agokat fogalmazhatunk meg.
5 Nemline¶aris Neumann modell megold¶asa
A modell megold¶as¶aval kapcsolatban k¶et probl¶ema vet}odik fel: az egzisztencia
¶es az unicit¶as bizony¶³t¶asa. Az egzisztencia bizony¶³t¶asa nyomban ad¶odik a
nemline¶aris rendszerre az el}oz}o pontban megfogalmazott Perron-Frobenius
t¶etelb}ol. Az unicit¶asra a kÄovetkez}o t¶etelt fogalmazhatjuk meg:
5. T¶etel (unicit¶as). Ha a [C (x) ;B (x)] Jacobi m¶atrixokkal megadott nem-
line¶aris Neumann gazdas¶ag technol¶ogiailag ¶es/vagy gazdas¶agilag er}osen nem
reducibilis, akkor csak egyetlen ®0 = ¯0 mellett l¶etezik megold¶asa a nem-
line¶aris Neumann modellnek.
A bizony¶³t¶as kÄonnyen elv¶egezhet}o; a line¶aris esetre adott bizony¶³t¶ast l¶asd
in M¶ocz¶ar (1995). Amennyiben a Neumann gazdas¶ag er}osen reducibilis, tÄobb
egyens¶ulyi ¶allapot l¶etezik (l¶asd in M¶ocz¶ar (1997)). Min¶el nagyobb nÄoveked¶esi
Äutemet k¶³v¶anunk el¶erni, ann¶al tÄobb term¶ekcsoport kibocs¶at¶as¶ar¶ol kell lemon-
danunk, illetve, ford¶³tva, min¶el tÄobb term¶eket k¶³v¶anunk kibocs¶atani, ann¶al
kisebb nÄoveked¶esi Äutemmel fejl}odhetÄunk.
Matematikai szempontb¶ol kÄulÄonÄosen ¶erdekes az az eset, amikor a C (x)
fajlagos inputfÄuggv¶eny-halmaz csupa konvex fÄuggv¶enyekb}ol, a B (x) fajlagos
outputfÄuggv¶eny-halmaz pedig csupa konk¶av fÄuggv¶enyekb}ol ¶all. Ilyen speci¶alis
esetben a rendszer egyens¶ulyi ¶allapotaira a konvex anal¶³zis seg¶³ts¶eg¶evel v¶egez-
hetÄunk elemz¶eseket. A fÄuggv¶enyekre tett speci¯k¶aci¶o a kÄozgazdas¶agi elm¶elet-
ben megfeleltethet}o az U-alak¶u kÄolts¶eggÄorb¶eknek, illetve a csÄokken}o hozad¶ek
elv¶enek.
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SPECTRAL THEOREMS IN LINEAR AND NONLINEAR VON NEUMANN
MODELS
In this paper we study some spectral theorems extended on linear and nonlinear
von Neumann models. The strict equilibria in von Neumann models can be de-
¯ned by the generalized eigenvalue problems Cx = ¸Bx and pC = ¸pB. The
Perron-Frobenius properties of these problems were ¯rst scrutinized by Mangasar-
ian (1971). Here, for proving the Frobenius theorems in technologically or eco-
nomically (ir)reducible von Neumann systems are used the results of Mangasarian
(1971) as well as Erd¶elyi (1967) and Stewart (1972).
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