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Abstract
The main drivers of the information economy shaping a large number of organisations
throughout the world are: globalization, electronic connectivity, outsourcing and the
appearance of innovative business models. The cloud computing concept promises business
continuity through the deployment of different internet-based private, public and hybrid
“clouds”. The technology has a layered structure based on software as a service, platform as a
service and infrastructure as a service. One of the main concerns regarding the use of cloud
computing is the provision of connectivity based on confidentiality, integrity and availability.
Its layered structure, in its current form, does not support the type of secure transmission
needed to satisfy those requirements. In this paper, a sub-layer based on Multi Protocol Label
Switching is suggested as a mechanism for the secure cloud-based transmission of
information.
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Introduction

Information technology (IT) has become an integral part of businesses in their search to gain
a competitive advantage(Porter and Millar 1985). The past three decades have seen the
transition of legacy enterprises into technology-dependant efficient enterprises able to better
compete in the marketplace. The often-called “information age” pushed organizations to
adopt IT as a strategy for communication, connectivity and support for its business processes.
It proved itself as an invisible force that changed the organizations’ narrow visions to look
beyond their national boundaries. It developed new cultures, strategies, technology and
business processes for an organization in a way to articulate a competitive edge over their
competitors, not only regional but often global. This is evident from the list of Fortune 500
having companies from different continents. One of the ways to attain the competitive
advantage was by using Enterprise Systems (ES), envisioned to align IT operations, business
processes and strategy. ESs gave benefits to some organizations while others could not adopt
those systems and many controversial implementations ended up generating very high costs,
triggering project failures and even bankruptcy procedures (Hitt and Brynjolfsson 1996;
Larsen and Myers 1999; Lee and Myers 2004; Markus 2004; Bongsug and Giovan 2006;
1

Huigang, Saraf et al. 2007). ESs are indeed complex systems(Allen, Kern et al. 2002) with
several high-profile failures easily found in the literature(Bongsug and Giovan 2006). The
deployment of ESs sometimes become a nightmare for the organization with conflicts often
found in the shape of techno-resistance, organizational culture clashes, knowledge
management issues, change management and organizational strategy problems. Such issues
impede smarter integration and rob organizations from enjoying the full benefits of their
technology investment (Hitt and Brynjolfsson 1996; Larsen and Myers 1999; Lee and Myers
2004; Markus 2004; Bongsug and Giovan 2006; Huigang, Saraf et al. 2007). Globalization
moved in parallel to enterprise systems and gave rise to ubiquitous computing and the trend
to “Connect to the System” (Tandler et al, 2002) from anywhere, and at any time. Pervasive
connectivity allowed businesses to carry out tasks rapidly and to make rapid decisions
efficiently.
Cloud computing, a new paradigm, has all these powerful features and has taken the world by
storm(Anand, Balasubrahmanya et al. 2009; Craig and Steve 2009). Several major companies
have adopted the technology and shifted their vision to use information technology as a
service in order to avoid huge investment in infrastructure and complementary services. No
wonder the concept “IT does not Matter”(Carr 2004) floated the corridors of Harvard and the
business community. However cloud computing has security issues, especially for the
business community, which need to be addressed before its adoption is more widespread. In a
cloud computing environment, the data centre can be located in a different country, subject to
different privacy laws for example, while still providing a number of essential services. There
is no guarantee that the confidentiality, integrity and availability of your data are going to be
maintained. The main focus of this paper is to define a layer that is responsible for
transmission of information using the Multi Protocol Label Switching (MPLS) protocol and
providing continuous communication on demand. The capability of the proposed layer is
intended to decrease the security risk of data loss during cloud communications.
The next section will discuss the definition of cloud computing used in this paper. That
section is followed by a critical analysis of the definition and includes the research questions
to be addressed. MPLS is dealt with in the next section followed by the proposed layer, an
explanation of how it fits within the Cloud Computing model and the conclusions.

2

What is Cloud computing?

Cloud computing is not a new scientific innovation. It was first idealized by Stanford
Professor John McCarthy who predicted in 1961 that “Computation may someday be
organized as a public utility”1. It is an amalgamation of different services based on
utility computing. Leonard Kleinrock 2 commented in 1969 :
“As of now, computer networks are still in their infancy, but as they grow up and
become sophisticated, we will probably see the spread of ‘computer utilities’ which,
like present electric and telephone utilities, will service individual homes and offices
across the country.” What Prof. Kleinrock concluded in 1969 was unseen until
Nicholas Carr’s book “Big Switch” stirred the information technology community
with:

1

http://en.wikipedia.org/wiki/John_McCarthy_(computer_scientist)
Leonard Kleinrock, “Vision for Internet” St Journal Of Research, Volume 2,Number 1, Networked
Multimedia, http://www.cs.ucla.edu/~lk/PS/STMJrnl2005.pdf
2

“A
A hundred years ago, companies
companies stopped generating their own power with steam
engines and dynamos and plugged into the newly built electric grid. The cheap power
pumped out by electric utilities didn’t just change how businesses operate. It set off a
chain reaction of economic and social
social transformations that brought the modern world
into existence. Today, a similar revolution is under way. Hooked up to the Internet’s
global computing grid, massive information-processing
information processing plants have begun pumping
data and software code into our homes and businesses. This time, it’s computing
that’s turning into a utility”3.
Major companies4 understood the business value of the concept and started
developing the software, platforms and infrastructure to rent services that way; still
they were not able to define
efine cloud computing. NIST jumped in and defined it as:as:
“Cloud computing is a pay-per
per-use
use model for enabling available, convenient, onon
demand network access to a shared pool of configurable computing resources (e.g.,
networks, servers, storage, applications,
applications, services) that can be rapidly provisioned and
released with minimal management effort or service provider interaction. This cloud
model promotes availability and is comprised of five key characteristics, three
delivery models, and four deployment models”
mode 5
Cloud computing Deployment Models
Private
Clouds
Community
cloud
Public
Clouds
Hybrid
Clouds

Service Models
SaaS
PaaS
IaaS

characteristics
On demand
self service

Broad band
access

Resource
Pooling

Rapid
Elasticity

Measured
Service

Figure 1: NIST Cloud Computing Definition
The NIST definition is comprehensive and defines cloud computing according to
categories, services and deployment models.

2.1

Service Layers of the Cloud
1. Cloud Software as a Service (SaaS). The traditional way of using software is
to buy it or license it and deploy it over the organization’s IT infrastructure.
With the passage of time, the software will require upgrades, rere-engineering
and maintenance. Software as a service (Dean 2005; David and Amy 2007;
Stefan, Torsten et al. 2008) is a new model in which the software is accessible
using the web browser. It is a multi-tenant
multi tenant application (Stefan, Torsten et al.
2008) using one instance to handle multiple clients belonging to different
organizations.
zations. The multi-tenant
multi tenant architecture employs isolated layers for each
tenant to minimise security risks (Craig and Steve 2009). The consumer uses
the cloud provider application running on the cloud infrastructure. The best
example is salesforce.com and their
heir Customer Relationship Management
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http://www.calvin.edu/~dsc8/cloud-computing.htm
http://www.calvin.edu/~dsc8/cloud
Google, Microsoft, sale force, Amazon, S3, NASA
5
http://csrc.nist.gov/groups/SNS/cloud
http://csrc.nist.gov/groups/SNS/cloud-computing/index.html
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(CRM) service. The software is web browser based and the costumer does not
have to manage the application or its upgrades. The service runs in the cloud
using a platform and an infrastructure under the control of the provider. The
customer does not have to manage the complex technology behind this
application and which includes network components, servers, operating
systems, storage, and applications programming interfaces (APIs).
2. Cloud Platform as a Service (PaaS). The consumer creates and deploys
software onto the cloud infrastructure using programming languages and tools
supported by the provider. In this mode, the customer does not have to manage
the underlying infrastructure and only gains control of its own deployed
applications. Microsoft’s Windows Azure, for example, provides a platform to
deploy applications and database services using the dot net platform.
3. Cloud Infrastructure as a Service (IaaS). The consumer rents the processing,
storage, networks, and other fundamental computing resources. The consumer
is able to deploy and run arbitrary software. The consumer does not manage or
control the underlying cloud infrastructure but has control over operating
systems, storage, deployed applications, and possibly limited control of select
networking components. Amazon’s EC2 offering is a good example of this
mode of operation.

2.2

Deployment Models
1. Private cloud: within the boundary of a region or city. The infrastructure is
operated and owned by the organization or a third party. The physical
infrastructure can be on the premises or off premise.
2. Community cloud: community based and shared by different organizations to
support their specific goals. It can be a cloud created for the government or for
research purposes. It can be managed by a third party or the organization
itself. The infrastructure can be on premise or off premise.
3. Public cloud: open and providing services to the public. The public cloud is
mostly owned by the cloud providers. It is off premise, less secure and
untrusted.
4. Hybrid cloud: combination of two or more clouds of any kind. It can be used
to provide business resiliency and as a contingency solution for any break
down of a cloud. It uses cloud bursting techniques to balance the load between
clouds.

2.3

Critical Analysis of the Definition and Research Questions

The model as defined by the NIST is based on three service layers SaaS, PaaS and IaaS. The
major work related to SaaS started 10 years ago by salesforce.com. Whereas the academic
research on multi tenancy in SaaS can be found in(Anand, Balasubrahmanya et al. 2009;
Maggiani 2009) along with the IaaS concept of virtualization and multi tenancy(Welsh and
Culler 2001; Eunsung, Kim et al. 2005; Menasce and Bennani 2006; Sehgal and Ganguli
2006; Arce 2007; Guangyan, Jiwu et al. 2007; Jacobs 2008; Perez, van Doorn et al. 2008;
Stumpf and Eckert 2008; Yanbo, Peng et al. 2008; Zhang, Li et al. 2008; Zhili, Zhihui et al.
2008; Chowdhury and Boutaba 2009; Dae Young, Mathy et al. 2009; Uhrig 2009; YoungWoo, Jin-Mee et al. 2009). But these researchers did not spell out the cloud computing

paradigm in its current form. Although virtualization has been well-covered in some of the
IaaS research reported above, there is no work, to our knowledge, that describes the
connection between the cloud user and the cloud provider in a secure fashion. Secondly there
is no literature that specifies the responsibility of the cloud user or provider in that
communication.
The work found is limited to authentication and identity management. For instance, the
authentication of the cloud user and cloud provider is the responsibility of the three layers. It
is important fact that for business continuity and resiliency, continuous and secure
communication is an important need. The information carried through the broadband as
purposed by NIST cannot prove as a secure and reliable mode of transmission6. The
deployment of application on cloud structure differs on every layer and type of cloud user.
For the purpose of this paper:The cloud implementations available in the marketplace ignore the lower three layers of the
OSI reference model. The only work describing those layers is by the Cloud Security
Alliance (CSA)7 as illustrated in Figure 2.

Figure 3: IaaS Layer in the Cloud Reference Model (Dave Cullinane, Jeff Bardin et al. 2009)
There is a vague definition for the layers which can be included as part of the IaaS
implementation. The CSA refers to IaaS which “includes the entire infrastructure resource
stack from the facilities to the hardware platforms that reside in them. Further, IaaS
incorporates the capability to abstract resources (or not) as well as deliver physical and
logical connectivity to those resources. Ultimately, IaaS provides a set of API’s which allows
for management and other forms of interaction with the infrastructure by the consumer of the
service” (Cullinane, Bardin et al., 2009).
The basic vision behind cloud computing is to provide a facility to organisations so that they
may have limited investment in information technology8, based on the principal “Pay for
usage only”. The major layers of the cloud computing hence prevent organisations from using
secure communication layers. This can be appreciated when studying the abstraction used by
the IaaS implementation model.
6

.D. Howard, “An Analysis of Security Incidents on the Internet,” Engineering and Public Policy, Carnegie
Mellon Univ., Pittsburgh, 1997.
7
Dave Cullinane et al “Security Guidance for Critical Areas of Focus in Cloud Computing” Cloud Security
Alliance, http://www.cloudsecurityalliance.org/csaguide.pdf last visited 28 September 2009
8
Rajkumar Buyya, Chee Shin Yeo, and Srikumar Venugopal, “Market-Oriented Cloud Computing:Vision,
Hype, and Reality for Delivering IT Services as Computing Utilities”
http://www.gridbus.org/papers/hpcc2008_keynote_cloudcomputing.pdf last visited 28 September, 2009
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Figure 4: Reference model by the CSA
The security abstraction for the IaaS model describes the controls necessary for the cloud
provider and cloud user to connect using the well-known ports mechanism. It lays the
security foundation at the cloud provider domain. It does not describe any sub-layer that
might be responsible for the two-way communication between the two entities. The absence
of that security specification makes the communication between the two entities using the
cloud service vulnerable to attacks. The IaaS layer is missing a connection-oriented
mechanism to support the different frame structures (based on Ethernet, Frame Relay, ATM,
SONET etc) usually found between the cloud provider and the cloud user. If you look at
Figure 3, you realise security is available but on different layers: these security controls are
located at the cloud provider’s premises protecting the data centre. Trusted computing has
thus not been defined or enforced using the industry standard Trusted Computing Network
framework9. A trusted network can only be possible if the cloud user is using trusted platform
chips (hardware) for secure transmission. This option is expensive and cannot use the cloud
characteristics of rapid elasticity and rapid provisioning. The major selling points of cloud
computing are resiliency and availability. This is true at the back end where virtualization
techniques are used to promote 24/7 connectivity but it does not cover the dedicated path to
the cloud user or cloud provider for interoperability of communications and data transfer.
This gives rise to the research questions:
1. Who should be responsible for the secure communication between two cloud entities?
2. Who should be responsible for the confidentiality and privacy within the clouds
during data transmission?
In summary, the NIST definition lacks the details which can provide a secure connectionoriented communication. The major security problems with the clouds are:
1. They use legacy TCP/IP connections vulnerable to attacks.
2. The information is open from the security perspective as the virtual machine typically
uses static IP addresses which makes the corresponding hosts more vulnerable to
DDoS and DoS attacks.
3. The lack of dedicated secure connections does not result on robust and resilient
communications on the network.
In this paper we define a sub-layer that is responsible for a connection-oriented
communication between the set of clouds or between a cloud user and a cloud provider. The
rationale for the sub-layer is to mitigate the risks of disruption and provide continuous service
to cloud users. The model is based on Multi Protocol Label Switching (MPLS) techniques
which enable the service provider to charge the user for the time the information is passed

9

http://www.trustedcomputinggroup.org/developers/trusted_network_connect/resources

through its infrastructure. The next section introduces MPLS and justifies its usage in our
proposal.

3

MPLS

The cloud can be connected using different networking protocols. Due to the internet, it is
mainly dependant on the Internet Protocol (IP) family. Static IP addressing, still popular,
makes the protocol insecure and vulnerable to attacks. Packets can be spoofed and
eavesdropped allowing the intruder to fabricate or use packets for his own advantage. The
layers of cloud computing can defend the cloud user from attacks but not from the leakage of
information during transmission. Another undesirable characteristic of IP routing is that it is
based on shortest path algorithms which sometime result on the selection of, theoretically
adequate, but often congested paths.
MPLS is a technology that provides faster transmission by using label switching based on
hardware10. In traditional IP routing the header of each packet is analyzed by the router in
order to make a forwarding decision. This operation is repeated at every hop of the way. In
MPLS once the data enters the MPLS cloud, its header is not analyzed at all to make a
forwarding decision. Instead fast switching is carried out based on specific labels attached to
the packets. The Label Edge router (LER) binds labels to particular classes of traffic (called
Forward Equivalent Classes) and after that every MPLS-capable router makes its forwarding
decision based only on the label. This is a very fast, hardware-implemented operation.
The other key advantage of using MPLS in our proposal is its ability to provide privacy.
When the packets enter the MPLS core the only control bits visible to the routers are the
labels. Both the payload and its corresponding IP control information travels unmolested and,
if necessary, encrypted.

4

The proposed Layer Architecture

The enterprise gives priority to business continuity, availability, confidentiality and
resiliency. However, the definition introduced by NIST cannot accomplish it. There are
several reasons for this: first, the NIST definition of “broadband” as a characteristic does not
suite the enterprise where the continuity and availability requirements are critical for business
(Radhakrishnan, Mark et al. 2008). Second, the risk associated with natural disasters, terrorist
acts and any other calamity, requires efficient disaster recovery which demands
connectivity(Cocchiara, Davis et al. 2008). Third, network latency increases with distance
and this effect can be quite noticeable with cloud computing (Cocchiara, Davis et al. 2008).
The definition of NIST is appropriate for standalone users but not for the organization.
Security is often considered a primary concern for organisations moving towards cloud
computing11. Various security scholars12 voiced their concerns regarding security risks and
have preferred, secure communications and encryption to mitigate the security risks. In our
view, the security risk is due to the lack of a layer that is responsible for a connectionoriented transfer of information. For example Nicholas Carr in his book, The Big Switch
10

See RFC 3031 http://www.ietf.org/rfc/rfc3031.txt
See seven security risks of cloud computing by Gartner
http://www.gartner.com/DisplayDocument?id=685308
12
See the comments by Whitfield Diffie chief security officer of Sun and Professor at Royal Holloway,
University of London. “How Secure Is Cloud Computing”
http://www.technologyreview.com/computing/23951/
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(Carr, 2008) refers to supply of electricity to customers.
customer . If there is an outage in the lines
communicating the electricity, this will result in black outs.. Similarly, cloud computing needs
a dedicated layer for communications
communication in order to host critical business applications,
applications
applications
plications that for many companies are no less critical than the loss of power.
power Figure 4
below describes the risks during the transmission of information.

figure 4: Risks Involved during the Transmission
It is important to mitigate the security risks by introducing a new layer, Communication as a
Service (CaaS). It is similar to broad band and follows pay per use model.. However, with the
introduction of the layer within the definition, it will guarantee the
the Quality of service (QoS),
security, dedicated connectivity and trusted computing. The new sub-layer
layer is added to the
IaaS mode of implementation. IaaS is based on a multitenant architecture which is heavily
dependent on virtualization techniques. The multi
multi tenancy operation mode is dynamic
because it allocates and provisions the resources according to the requirements of the tenant.
The autonomous capability of the multi-tenancy
multi tenancy mode reduces the operational cost and
13
decreases the complexity . It uses logical
logical partitions (LPAR), workload partitions (WPAR)
and virtual input output registers capable of connecting with the layer 3. There are different
protocols that can be used in this layer, but it is suggested that MPLS is more suitable due to
its availability and characteristics. The main function of the proposed sub-layer
sub
is to
transport the information securely and to raise the confidence to trust the cloud-based
cloud
data
connection.

4.1

Abstraction of the CaaS sub-layer
sub

The reason for specifying the sub-layer
sub layer within the IaaS is to maintain the flexibility, power
and multi tenant support of virtualization. Figure 4 shows the placement of the CaaS subsub
layer while Figure 5 illustrates its individual components.
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David Banks, John Erickson, Michael Rhodes Multi-tenancy in Cloud-based
based Collaboration Services HP
Laboratories http://www.hpl.hp.com/techreports/2009/HPL-2009-17.pdf
http://www.hpl.hp.com/techreports/2009

Figure 5:: CaaS sub-layer
sub
for secure communications

Figure 6: Abstraction of the CaaS sub-layer
4.1.1 Virtualization LPAR
This is the core component of cloud architecture and it contains the provisioning of Central
Processing Units (CPUs) virtualized to form different partitions. The major benefit of
virtualization is that it can enable the provisioning of CPUs on demand. Virtualization creates
logical partitions for CPUs, memory, operating systems and encryption engines. The major
functions of an encryption engine
ngine are:
•
•
•

The generation of random numbers
The generation of Advanced Encryption Standard(Joan
Standard
and Vincent
ncent 2000) (AES) 14 15
128-bit keys
Stream ciphering using AES Electronic code book (ECB). The use of a strong
cryptographic algorithm, its low energy consumption(Nachiketh,
consumption(Nachiketh, Srivaths et al. 2003)
and its faster encryption/decryption performance are the key factors for choosing AES

4.1.2 The CaaS sub-layer
MPLS offers numerous advantages as a communication technique (Lawrence 2001;
Banimelhem, Atwood et al. 2003; Misra and Banerjee 2003; Liwen and Botham 2008; Fang,
14

Federal Information Processing Standard (FIPS) for the Advanced Encryption Standard, FIPS-197. This
standard specifies Rijndael as a FIPS-approved
FIPS
symmetric encryption algorithm that may be used by U.S.
Government organizations (and others) to protect sensitive information.
http://csrc.nist.gov/publications/fips/fips197/fips
http://csrc.nist.gov/publications/fips/fips197/fips-197.pdf
15
J. Daemen and V. Rijmen, The block cipher Rijndael,
Rijndael Smart Card research
earch and Applications, LNCS 1820,
Springer-Verlag, pp. 288-296.

Lakshman et al. 2009) and it is fully compatible with the TCP/IP protocols on which Cloud
Computing is desired by organizations. In fact, MPLS is considered an extended internet
protocol that operates on the network and data link layers. Its main advantage is the fast
switching of packets based on labels and thus enabling the easy implementation of secure
Virtual Private Networks.
4.1.3 The functionality of the Architecture
The major algorithmic parts for the CaaS sub-layer are:
•

•

•

•
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Initialization: it will run two processes. First step is that, It will initialize the CPUs
based in the virtual LPAR to produce the 32-bit random number to be latter
concatenated for the formation of a 128-bit number to be used as AES session key.
The generation of the random number is the sole responsibility of the virtualized
LPAR. The second function will be the initialization of the whole network for the
start of the transmission from Customer Edge (CE) to CE
Protocol Authentication: The routers in the MPLS domain talk to each other to align
themselves for the transmission of packets. One of the major potential attacks on the
MPLS backbone is based on the injection of labels. It is important that the MPLS
network should accept only the packets that are authenticated. The routers will use the
authentication16 protocols to recognize routers and paths. This will have two
advantages: one is that it will enable the recognition between un-trusted networks and
the trusted network. Second, packets coming from un-trusted networks will be
dropped to mitigate the risks of denial of service and distributed denial of service
attacks17. The authentication measures will be from CE to CE.
Key Exchange: The cloud user will send the public key to the cloud provider using
the RSA PKI infrastructure. The public key is used only to encrypt the 128-bit AES
session key randomly generated during the initialization phase. The AES key will be
send to the cloud user to decrypt the data during the transmission. With every session
there will be a new AES key to be exchanged based on the cryptographic properties of
a one-time pad18. This will make the encryption stronger and robust. The one-time
pad is used because during virtualization the keys are often cloned and that becomes a
security hazard. This is the reason key management19 is one of the major security
issues in cloud computing.
Establishment of Connection and Transmission: The connection will be
established from CE to CE by the Label Edge Routers (LERs). The authentication will
confirm no interference from the outer traffic within the core network of MPLS.
Within the core MPLS network, the label switched path (LSP) tunnel will be
established for transmission with the added features of faster re route options20. The
connection will be dedicated and will be able to handle the occurrence of any
disruption. The LPAR will encrypt the data using AES in Electronic Code Book
(ECB) mode for faster streaming of the data bits and then the data will be transferred
to the cloud user. The output will be transmitted using the transmission layer shown in

The routers uses MD5 or SHA1 for authentication puposes.
Luyuan Fang, Cisco Systems “Security Framework for MPLS and GMPLS Networks”
,http://tools.ietf.org/html/draft-ietf-mpls-mpls-and-gmpls-security-framework-05 last visited 6 October 2009
18
The major property of the onetime pad is once the key is used, it is never used again
http://www.cypherspace.org/rsa/otp.html last visited 6 October 2009
19
Cloud computing needs better security, interoperability
http://computerworld.co.nz/news.nsf/spec/9E4BDFE5646B5DB3CC257593000F5206 last visited 6 October
2008
20
RFC 4090
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•

5

Figure 5. The encryption used in the process will be one time pad and will be able to
provide confidentiality. Even if the packets are sniffed it will be difficult to decrypt
them. One-time pad has proven a strong encryption methodology even under the
stress of cryptanalytic attacks designed over time.
Session Close: The session will be closed after the transmission has ended. The end
of the transmission will be triggered by the cloud user and the usage of the virtual
resources used during the session will determine the pricing for the service. The
closing phase will free the resources used by the MPLS network for the transmission
and relieve the virtual processors from any cached data or state information associated
with the secure connection.

Conclusions and future research plans

The paper presents a new architecture for secure communications to be used as a service.
This will be cost efficient as the user will only pay for the time he has used the resources of
the CaaS sub-layer. The services can be extended to defence industries or government
agencies where information security is the priority. It also fulfils security requirements for the
financial services industry. Another advantage of using MPLS networks is the faster
provisioning of alternative tunnels during cloud bursts. The only limitation of the architecture
is that it can only be used between hybrid clouds which use virtualization in both sides of the
connection as required for our proposal to work. An added benefit is that the network service
provider can use different traffic engineering techniques to make the communication more
robust. Cloud computing is still under development and there are many security services
issues related to it. This paper proposes a security solution which has not been used before in
a cloud computing environment to deploy the confidentiality, integrity and availability
properties that are necessary components before the technology can be embraced by security
conscious users.
Our proposal needs to be tested and validated. Our plan is to use simulation techniques to
model the changes suggested in this paper and to plan a pilot lab-based implementation of our
proposed secure sub-layer.
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