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Abstract—We show the existence of a “best approximation so-
lution” to the set of equations hf; fii = ai; i 2 I; where ffigi2I
is a frame for a Hilbert space (H; h; i) and faigi2I 2 l2(I): We
derive formulas showing how the solution changes if faigi2I or
ffigi2I is perturbed. We explain why the results are important
for irregular sampling and show how to obtain concrete estimates
in this case. We also give an application to Gabor frames. c© 1996
Academic Press, Inc.
1. INTRODUCTION
Given a square summable sequence fagi2I and a frame
ffigi2I for a Hilbert space with the inner product h; i we
consider a set of equations of the form
hf; fii = ai; 8i 2 I: (1)
Although (1) does not need to have a solution we show in
Section 2 that there always exists a “best approximation
solution” in a sense to be made precise.
Using an explicit formula for this best approximation so-
lution we are able to measure how it changes if faigi2I or
ffigi2I is perturbed. In the case where ffigi2I is perturbed
the norm of a certain “perturbation operator K” plays the
central role in our result. K also appears in a perturbation
theorem giving conditions implying that a family fgigi2I
“close” to a frame is a frame itself.
These results are important for irregular sampling, so in
Section 3 we discuss frames consisting of translated ver-
sions fsinc( − xi)g of the sinc function; here fxig is the
sampling set. In practice, fxig can be some measured data,
e.g., of the time. But due to measurement errors, fxig are
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not always exact. However, we show that if the measured
points fxig and the exact points fyig are sufficiently close,
then fsinc(−yi)g builds a frame if fsinc(−xi)g does. And
we derive an estimate of the error which appear if we solve
a moment problem using the frame fsinc( − xi)g instead of
the frame fsinc( − yi)g: In Section 4 we apply the results
from Section 2 to Gabor frames.
In the rest of Section 1 we collect some definitions and
results needed later.
Let H ≠ f0g be a separable Hilbert space, with the in-
ner product h; i linear in the first entry. I will denote a
countable index set.
A family ffigi2I of elements in H is called a Bessel se-
quence if
9B > 0 :
X
i2I
jhf; fiij2 à Bkfk2; 8f 2 H: (2)
Given a Bessel sequence ffigi2I one can define a bounded
linear operator
T : l2(I) ! H; Tfcig :=
X
i2I
cifi: (3)
Then kTk à pB: The adjoint operator is
T : H ! l2(I); Tf = fhf; fiigi2I:
The frame operator is defined by
S : H ! H; Sf := TTf =
X
i2I
hf; fiifi:
A Bessel sequence ffigi2I is called a frame if
9A > 0 : Akfk2 à
X
i2I
jhf; fiij2; 8f 2 H: (4)
Any pair of numbers A and B such that (2) and (4) are
satisfied will be called a set of frame bounds. If ffigi2I is a
frame, then S has a bounded inverse, defined on all of H;
this fact leads to the important frame decomposition
f = SS−1f =
X
i2I
hS−1f; fiifi =
X
i2I
hf; S−1fiifi; 8f 2 H:
fS−1figi2I is also a frame, usually called the dual frame; as
bounds one can use 1=B and 1=A:
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2. MOMENT PROBLEMS FOR FRAMES
Let ffigi2I be a family of elements in H and faigi2I 2
l2(I): We ask whether we can find f 2 H such that
hf; fii = ai; 8i 2 I: (1)
A problem of this type is called a moment problem. It
is clear that a moment problem does not need to have a
solution; in [9; Theorem 4:2] it is shown that if I= N then (1)
has a solution with kfk à c if and only if j Pni=1 ciaij à c 
k Pni=1 cifik for every sequence c1; c2; : : : ; cn(n = 1; 2; : : :):
It is well known that (1) has a solution if ffigi2I is a
Riesz basis. Some of the problems discussed here have
been solved in this special case by Zwaan [10]: Here we are
interested in the more general case where ffigi2I is a frame.
Since a frame is total, (1) has at most one solution in this
case.
In all that follows, let ffigi2I be a frame with bounds A; B:
As in Section 1, denote the frame operator by S = TT:
Theorem 2.1. Let faigi2I 2 l2(I). There exists a unique
element in H minimizing Pi2I jai −hf; fiij2; this element is
f =
P
i2I aiS−1fi:
Proof. Remember that the adjoint of T is given by T:
H ! l2(I); Tf = fhf; fiigi2I: Now the theorem follows
from [3; p. 59]; where it is shown that the orthogonal pro-
jection of faigi2I onto the range of T is given by
Pfaigi2I =
8<:
*X
j2I
ajS
−1fj; fi
+9=;
i2I
:
In the sequel, let us call
P
i2I aiS−1fi the b.a.s. (best
approximation solution) of the moment problem (1). The
explicit expression of the b.a.s. immediately shows what
happens if the family faigi2I is perturbed:
Corollary 2.2. Let faigi2I; fa0i gi2I 2 l2(I). Let f de-
note the b.a.s. of (1) and let f0 be the b.a.s. of hf; fii = a0i :
Then
kf − f0k2 à 1
A
X
i2I
jai − a0i j2:
Next we consider the question of perturbation of the
frame; what happens with the b.a.s. if a frame fgigi2I which
is “close” to ffigi2I is substituted for ffigi2I:
Corresponding to the frame fgigi2I we introduce the
frame bounds A0; B0 and the frame operator V = UU: We
consider U as a perturbation of T; with
K : l2(I) ! H; Kfcig :=
X
i2I
ci(gi − fi)
we have
U = T + K:
Lemma 2.3. (1) kS − Vk à (pB + pB0)kKk:
(2) kS−1 − V−1k à ((pB + pB0)=AA0)kKk:
Proof. (1) V − S = UU − TT = UU − UT +
UT − TT = UK + KT: So kV − Sk à (kUk +
kTk)kKk à (pB + pB0)kKk:
(2) kS−1 − V−1k = kS−1(S − V)V−1k à kS−1k  kS − Vk 
kV−1k à ((pB + pB0)=AA0)kKk:
Now, again let f be the b.a.s. of (1) and let f0 be the
b.a.s. of
hf; gii = ai; i 2 I:
Theorem 2.4. kf − f0k à (1=A)kKfaigi2Ik + kS−1 −
V−1k  kUfaigi2Ik:
Proof. By Theorem 2.1,
f =
X
i2I
aiS
−1fi = S−1Tfaigi2I;
f0 =
X
i2I
aiV
−1gi = V−1Ufaigi2I:
So
kf − f0k = kV−1Ufaigi2I − S−1Tfaigi2Ik
à kV−1Ufaigi2I − S−1Ufaigi2Ik
+ kS−1Ufaigi2I − S−1Tfaigi2Ik
à kV−1 − S−1k  kUfaigi2Ik
+ kS−1k  kUfaigi2I − Tfaigi2Ik
à kV−1 − S−1k  kUfaigi2Ik + 1
A
kKfaigi2Ik:
Using Lemma 2.3 we obtain an estimate involving kKk :
Corollary 2.5. kf − f0k à [((pB +pB0)=AA0)pB0 +
1=A]  kfaigi2Ik  kKk: In the next sections we show how to
estimate kKk in the case of irregular sampling and Gabor
frames. For the general case, observe that
kKk2 = kKKk = sup
kfk=1
jhKKf; fij
= sup
kfk=1
X
i2I
jhf; gi − fiij2:
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The operator K also plays an important role in other con-
texts. For later use we mention a result from [1]; for con-
venience we use the index I = N, but a similar statement is
true for any countable index set:
Theorem 2.6. Let ffig1i=1 be a frame with bounds A; B:
Let fgig1i=1  H and suppose that
9;  Æ 0 :  + p
A
< 1 and
∥∥∥∥∥ nX
i=1
ci(gi − fi)
∥∥∥∥∥ à  
∥∥∥∥∥ nX
i=1
cifi
∥∥∥∥∥ +  
"
nX
i=1
jcij2
#1=2
for all c1; : : : ; cn(n = 1; 2; : : :): Then fgig1i=1 is a frame with
bounds A(1 − ( + =pA))2 and B(1 +  + =pB)2:
In terms of the operators considered here the condition
just means that
kKfcigk à   kTfcigk +   kfcigk; 8fcig 2 l2(I):
Corollary 2.7. If kKk < pA; then fgigi2I is a frame
with bounds A(1 − kKk=pA)2; B(1 + kKk=pB)2:
Remarks. (1) Usually it is much more difficult to show
that a family fgigi2I satisfies the lower frame condition than
to show that fgigi2I is a Bessel sequence. Corollary 2.7
shows that the “difficult problem” reduces to the “easy prob-
lem” in the case of perturbations: if ffigi2I is a frame with
lower bound A; then fgigi2I is a frame if ffi − gigi2I is a
Bessel sequence with bound smaller than A:
(2) Theorem 2.6 is much stronger than [2; Proposition
2:6]: Our applications in Section 3 and 4 could not be real-
ized with the result from [2]:
3. AN APPLICATION: IRREGULAR SAMPLING
For f 2 (L1 \ L2)(R) we define the Fourier transforma-
tion by
f^() :=
Z
R
f(x)e−ix dx;  2 R:
As usual we extend the Fourier transformation to L2(R):
Given ! > 0 we consider the space of bandlimited functions
B2(−!; !) := ff 2 L2(R)jsupp f^  [−!; !]g:
B2(−!; !) is a Hilbert space with respect to the inner prod-
uct on L2(R):
We need a lemma [9; p. 181] :
Lemma 3.1. Let fxig1i=1 and fyig1i=1 be sequences of real
numbers and suppose that there exist positive numbers B
and γ such thatX
i2N
jf(xi)j2 à Bkfk2; 8f 2 B2(−!; !)
and
jxi − yij à γ; 8i 2 N:
ThenX
i2N
jf(xi)−f(yi)j2 à B(e!γ −1)2 kfk2; 8f 2 B2(−!; !):
Let us now consider the sinc! function, sinc!(x) =
sin(!x)=!x for x ≠ 0 and sinc!(0) = 1: We are interested in
frames consisting of translated versions of the sinc! func-
tion. Given y 2 R we define the translation operator
Ly : B
2(−!; !) ! B2(−!; !); (Lyf)(x) := f(x−y); x 2 R:
It is well known that
!

hf; Lysinc!i = f(y); 8f 2 B2(−!; !); 8y 2 N:
Given sampling sets fxig1i=1; fyig1i=1  R we define
ffig1i=1 := fLxi sinc!g1i=1; fgig1i=1 := fLyi sinc!g1i=1:
Corresponding to ffig1i=1 and fgig1i=1 we use the notation
from Section 2.
Theorem 3.2. Suppose that ffig1i=1 is a frame with
bounds A; B and that there exists a positive constant γ such
that jxi − yij à γ; 8i 2 N: Then
(1) The operator K is well dened and bounded,
kKk2 à B(eγ! − 1)2:
(2) fgig1i=1 is a Bessel sequence,X
i2N
jhf; giij2 à Be2γ!kfk2; 8f 2 B2(−!; !):
(3) If γ < ln(
p
A=B + 1)=!; then fgig1i=1 is a frame with
bounds A(1 − pB=A(eγ! − 1))2; Be2γ!:
Proof. (1) By assumption,X
i2N
jhf; fiij2 = 
2
!2
X
i2N
jf(xi)j2 à Bkfk2; 8f 2 B2(−!; !):
By Lemma 3.1,X
i2N
jhf; gii−hf; fiij2 à B(eγ!−1)2kfk2; 8f 2 B2(−!; !):
Using the fact that jhf; giij à jhf; gi − fiij + jhf; fiij it is
clear that fgig1i=1 is a Bessel sequence. So the operator K is
well defined and bounded on l2(N): We have
kKk2 = sup
kfk=1
X
i2N
jhf; fi − giij2 à B(eγ! − 1)2:
(2) Since U = T + K;
kUk2 à (kTk + kKk)2 à B(1 + eγ! − 1)2 = Be2γ!:
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That isX
i2N
jhf; giij2 = kUfk2 à Be2γ!kfk2; 8f 2 B2(−!; !):
(3) By Corollary 2.7 fgig1i=1 is a frame if kKk <
p
A;
this is the case if
p
B(eγ! − 1) < pA; that is, if
γ < ln(
p
A=B+1)=!: If the condition is satisfied we can use
the frame bounds A(1−kKk=pA)2 Æ A(1−pB=A(eγ!−1))2
and B(1 + kKk=pB)2 à Be2γ!:
Remark. Theorem 3.2 is strongly related to the classical
work of Duffin and Schaefer [6]. A similar statement could
have been written down using [6, Lemma 2, 3] and the
isomorphism
U: L2(−!; !) ! B2(−!; !); Uf = f^:
However our approach gives the concrete bound γ < ln(
q
A
B
+1)=!; where Duffin and Schaefer [6] only obtain such a
result for the case of regular sampling. Furthermore the
use of Corollary 2.7 gives us the explicit frame bounds in
Theorem 3.2(3).
Now let ffig1i=1 = fLxi sinc!g1i=1 be a frame with bounds
A; B and let fgig1i=1 = fLyi sinc!g1i=1 be a perturbed frame
such that
jxi − yij à γ < ln(
p
A=B + 1)
!
; 8i 2 N:
Then we have all the information needed to obtain an ex-
plicit estimate in Corollary 2.5 in terms of A; B; and γ :
Corollary 3.3.
kf − f0k à
"
B
A
1 + eγ!
(1 − pB=A(eγ! − 1))2 eγ! + 1
#

p
B(eγ! − 1)
A
 kfaigi2Nk:
Proof. The estimate of kf − f0k immediately gives an
estimate of the supremum norm kf − f0k1 since
kfk1 à
p
2!  kfk; 8f 2 B2(−!; !):
The norm kf − f0k is sometimes called the time jitter er-
ror [10]: Consider the variable x as the time. The moment
problem hf; fii = ai; 8i 2 N; is equivalent to
f(xi) = ai
!

8i 2 N;
so we are looking for a function f having the value ai(!=)
at time xi: If xi is perturbed to yi; Theorem 2.1 give us the
function f0 having the value ai(!=) at the time yi (if such a
function exists). Our result measures the distance between
the “correct function” f and the “wrong function” f0:
We suggest the reader interested in irregular sampling
look into [8]. The relation between [8] and the present paper
is that a frame consisting of linear in dependent elements
is a basis.
4. GABOR FRAMES
Let G be a group and let  be a representation of G on the
Hilbert space H: One may ask whether there exist a family
fxigi2I  G and an f 2 H such that f(xi)fgi2I is a frame
for H: A frame of this type is called a coherent frame. As
an application of the theory from Section 2 we discuss two
questions about perturbation of the mother wavelet f :
(1) Given a frame f(xi)fgi2I and g 2 L2(R) which is
“close” to f; is f(xi)ggi2I also a frame?
(2) If f(xi)fgi2I and f(xi)ggi2I are frames as in (1), how
does the b.a.s. of a moment problem changes if f(xi)fgi2I
is replaced by f(xi)ggi2I?
We concentrate our interest on Gabor frames, but it will
be clear that exactly the same technique can be applied to
wavelet frames. Both have been studied intensively in the
literature and there exist many results about conditions for
a family to be a Gabor frame or a wavelet frame [4; 5; 7]:
Let G = RR  be the Heisenberg group and let 
be the Schro¨dinger representation of G on L2(R) :
[(x; y; t)f](z) = teiy(z−x)f(z − x); f 2 L2(R); z 2 R:
Given f 2 L2(R) we define
fn;m := (na; 2mb; 1)f; n; m 2 Z:
We need a lemma, which is implicit in [7; Theorem 4:1:2] :
LEMMA 1. Let h 2 L2(R) and suppose that
(1) Supp(h)  I; where I is an interval of length 1=b:
(2)
P
n2Z jh(x − na)j2 à ; 8x 2 R:
Then fhn;mg(n;m)2Z2 is a Bessel sequence with upper bound
=b:
It is not essential that the support of h be contained in an
interval of length 1=b:
Lemma 4.2. Let h 2 L2(R) and suppose that
(1) supp(h)  I; where I is an interval of length k=b;
where k 2 N:
(2)
P
n2Z jh(x − na)j2 à ; 8x 2 R:
Then fhn;mg(n;m)2Z2 is a Bessel sequence with bound k2=b:
Proof. Write I as a disjoint union of intervals of length
1=b:
I =
k[
i=1
Ii:
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We define a family of functions and a corresponding family
of operators:
hj := h  1Ij ; j = 1; 2; : : : ; k:
Kj : l
2(Z2) ! H; Kjfcn;mg =
X
(n;m)2Z2
cn;m(hj)n;m;
j = 1; : : : k:
By Lemma 4.1 kKjk2 = supkfk=1
P
(n;m)2Z2 jhf; (hj)n;mij2 à
=b; j = 1; : : : k: Now, using that h =
Pk
j=1 hj; it follows that∥∥∥∥∥∥
X
(n;m)2Z2
cn;mhn;m
∥∥∥∥∥∥ à
kX
j=1
kKjk  kfcn;mgk à k
s

b
 kfcn;mgk:
THEOREM 1. Suppose that ffn;mg(n;m)2Z2 is a frame with
bounds A; B: Let g 2 L2(R) and suppose that
(1) supp(f − g)  I; where I is an interval of length
k=b; k 2 N:
(2)
P
n2Z j(f − g)(x − na)j2 à ; 8x 2 R:
Then
(i) With Kfcn;mg =
P
(n;m)2Z2 cn;m(fn;m − gn;m);
kKk2 = sup
khk=1
X
(n;m)2Z2
jhh; (f − g)n;mij2 à k
2
b
:
(ii) If  < Ab=k2; then fgn;mg(n;m)2Z2 is a frame with bounds
A(1 − kp=bA)2; B(1 + kp=bB)2:
The theorem follows from Lemma 4.2 and Corollary 2.7.
If ffn;mg(n;m)2Z2 is a frame and g 2 L2(R) is chosen so that
the conditions in Theorem 4.3 are satisfied we have all the
information needed to obtain an explicit estimate in Corol-
lary 2.5:
Corollary 4.4.
kf − f0k à
"
B
A
(2 + k
p
=bB)(1 + k
p
=bB)
(1 − kp=bA)2 + 1
#
 k
A
s

b
kfan;mg(n;m)2Z2k:
In a similar way our results can be applied to other results
about Gabor frames and wavelet frames, e.g., [4; 5; 7]:
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