Abstract-In this work, a fast single image super resolution reconstruction (SRR) approach via image separation has been proposed. Based on the assumption that the edges, corners, and textures in the image have different mathematical models, we apply different image SRR algorithms to process them individually. Thus, our approach is divided into three steps: 1) separating the given image into cartoon and texture subcomponent by nonlinear filter based image decomposition technique; 2) using improved local-self similarity model based algorithm to interpolate the cartoon subcomponent and the wavelet domain Hidden Markovian Tree (HMT) model based algorithm to zoom the texture subcomponent; and 3) fusing the interpolated cartoon and texture subcomponents together to derive the recovered high-resolution images. Since the decomposition and super resolution algorithms in the proposed approach are mainly based on simple convolution and linear algebra computations, its efficiency can be guaranteed. Also, the simulated and real-life images experiments can validate the performance of our proposed algorithm when compared with some other state-of-the-art super-resolution approaches.
I. INTRODUCTION
T HE term of image super-resolution means the process of recovering a high-resolution (HR) image from a single or multiple input low-resolution (LR) frames. Usually, the HR image restored from multiple LR frames with accurate subpixel motion estimation can outperform the result derived by only one input LR image. However, in practice, to get an accurate motion vectors between two frames is often very hard or even impossible, especially when dealing with frames in compressed and noisy videos. Furthermore, some small inaccurate estimated motions can cause a sharply declination of the restored HR image quality [1] , [2] . Thus, the single image super
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resolution reconstruction (SRR) problem has attracted a great deal of attentions in recent years.
The approaches for solving single image super resolution can be divided into two main classes: the reconstruction-based methods and the learning-based approaches. The reconstruction-based approaches [2] - [7] treat the SRR as an inverse problem built on the image degradation model. Because of the limited information contained in one single LR image, these approaches need to impose very strong priors or constraints to regulate that ill-posed inverse problem. Also, when the desired magnification factor is large, their performance will degrade rapidly. To overcome the limitations of the reconstruction-based algorithms, some machine learningbased techniques have been proposed [8] - [14] . This kind of approaches usually contain two steps: 1) learning the coherence from a training data set including both LR and HR image patches; and 2) predicting the details of the HR image through utilizing those learned coherence. For instance, based on the local multiscale self-similarity assumption in the spatial domain, Freedman and Fattal [13] proposed a real-time image and video upscaling method. Also, based on the Hidden Markov Tree (HMT) model, some transform domain image super resolution approaches have been proposed [10] , [11] . These methods, however, cannot deal with edges and textures well simultaneously. For the local multiscale self-similarity assumption, although it can keep sharp edges and corners in the HR image, it will also bring in unrealistical and somewhat faceted textures. On the contrary, for those transform domain HMT-based approaches, they can keep ample and fine textures. But they will always suffer from ringing artifacts and fail to recover clean and sharp edges. This is because that edges and textures in the image have different mathematical models and should be treated distinctively.
Albeit some image segmentation algorithm can divide the image into several areas with distinctive characteristics, like edges and textures, they break the property of continuity in the original images. Therefore, in this work, we consider a new image super resolution framework by incorporating image decomposition techniques. Firstly, we separate the input image into a piece-wise smooth component (corresponding to edges and corners) and a oscillatory component (corresponding to texture regions). And then, for different separated subcomponent images, we use different methods to upscale them. We improve the multiscale self-similarity based approach to interpolate the piece-wise smooth component which can keep sharp edges in the image. And we use wavelet domain HMTbased method to upscale the texture component which can preserve rich textures. After that, we add these two upscaled high-resolution subcomponents together to generate the final super resolution reconstructed image. Since the approaches applied to each subcomponent image are fit for their individual mathematical models, our SRR results can preserve both sharp edges and fine textures well.
The rest of this paper is organized as follows. In Section II, we review the fast cartoon + texture image decomposition algorithms. In Section III, we describe the approaches for interpolate the cartoon and texture components separately. Then, we present our fast single image super resolution algorithm. Some experimental comparisons using several SR algorithms on simulated and real-life images are provided in Section IV. Finally, Section V contains some concluding remarks.
II. FAST CARTOON + TEXTURE NONLINEAR FILTERS
Recently, a great deal of approaches for addressing the issue that decompose images into piece-wise smooth component and texture component have been proposed. For example, the Morphological Component Analysis (MCA) method [15] , the operator-based approaches [16] , [17] , the algorithm based on the norms and space [18] and so on. Some of these image separation algorithms have already been used successfully in such image applications as image compression [17] and image deconvolution [19] . Since we need a fast image separation algorithm, we use the method proposed in [18] here.
In [18] , Buades et al. find that the total variation of a texture region decreases much faster than a cartoon region under low-pass filtering. Thus, they proposed a fast nonlinear filter approach to separate image into cartoon and texture components by weighted averages of image and its low-pass filtered version depending on the relative reduction rate of pixel's local total variation (LTV). According to [18] , given an input image I(x, y), the cartoon and texture component of it, denoted respectively as U (x, y) and V (x, y), can be derived by
where w(x), λ σ (x, y), L σ and * denote the weight function, relative reduction of LTV at pixel (x, y), lowpass filter controlled by parameter σ and the convolution operation, respectively. The only one parameter in Eq. (1) is σ which controls the band width of the low-pass filter and also the value of relative reduction of LTV. For more detailed discussion about the form and properties of the low-pass filter L σ , the authors can refer to [18] . The weight function w(x) in Eq. (1) is an increasing function defined by
with the parameters a 1 = 0.25 and a 2 = 0.5. Since the different values of parameters a 1 and a 2 can lead to different separation results, we use the default values suggested by the authors in [18] . And the relative reduction of LTV at pixel (x, y), denoted as λ σ (x, y) in Eq. (1), is defined by
where LT V is defined as the local total variation at pixel
with Figure 1 shows the input image and its cartoon and texture subcomponents derived by the fast nonlinear filter approach proposed in [18] .
III. METHODS FOR EDGE AND TEXTURE SUPER RESOLUTION
As described before, edges and textures in an image correspond to different mathematical models. More specifically, edges and corners obey the piece-wise smooth model; while textures are more suitable for the oscillatory model. And thus, in this section, we will discuss the super resolution algorithms for the separated cartoon and texture subcomponent individually.
A. Multiscale nonlocal self-similarity model for cartoon component SR
The basic super resolution scheme for cartoon component is related to the framework proposed by Freedman et al. in [13] . Unlike other previously used learning based strategies [9] , [14] which directly upscale the image into the desired magnification size and then add the details, this framework performs multiple upscaling steps of small scaling factors to achieve the desired magnification size. And the detailed high-frequency informations are merged into the images gradually in each small upscaling steps. This strategy has been proved to be better than those previous schemes since the assumptions of scale coherence and invariance preserves better for small scaling factors. However, in [13] , in each layer of upscaled images with small upscaling factor, only the nearest image patch is selected to provide the high-frequency details to the low-resolution image patch. This will inevitably result in [18] . From left to right are input image, cartoon component and texture component, respectively. overlearning and bring in unrealistic pattern in the reconstructed images. Therefore, we extend the multiscale selfsimilarity model proposed in [13] to a multiscale nonlocal self-similarity model which uses several image patches with similar structures to produce the high-frequency details for the low-resolution image patches.
We now describe our new super resolution scheme as shown in Figure 2 . For ease of presentation, we use I l , L l and H l to denote the low-resolution scale image, its lowfrequency band and high-frequency band, respectively. Similarly, I h , L h and H h represent the high-resolution scale image, its low-frequency and high-frequency band, respectively. In addition, we use I(x), U and D to denote the image patch at location x, upsample and downsample operations, respectively. Here, we also adopt a patch-bypatch scheme to perform image super resolution. For each patch in a given low-resolution scale image patch as I l (x), we want to recover the high-resolution scale image patch I h (x). We assume that I h (x) = L h (x) + H h (x) and the low-frequency band can be derived by L h = U(I l ). To compute the high-frequency band patch H h (x), we will use the information in the high-frequency band of the low-resolution scale image as H l . It can be derived by
. Then, as shown in Figure 2 , for a image patch L h (x), we select the five low-resolution image patches L l (y k ), where k ranges from 1 to 5, in the search area that mostly closely (usually measured by the l 2 -norm distance) match the image patch L h (x). The values of the high-frequency band patch H h (x) can be estimated as follows
where
is the normalization factor; and the parameter σ controls the weighting of the similarity between two image patches. And in our experiments, the size of image patches and search area are set to be 5 × 5 pixels and 20 × 20 pixels, respectively. Since in our scheme, we perform multiple small upscaling steps to achieve the desired magnifications size, the upsampling and downsampling operators, defined as U and D, cannot be dyadic filter banks. Usually, the scaling factor is set to be (N + 1) : N , where N is integer. And thus, we use a similar strategy as in [13] to formulate our upsampling and downsampling operators. Let us take the scaling factor (N + 1) : N as an example. Under this factor, our upsampling and downsampling operators respectively consist of N filters, denoted as
Then, the upsampling of image I can be computed as
where ↑ is the direct upsampling operation defined by
and zero otherwise. Similarly, the downsampling of image I can be derived by
with k = mod(x, N ). The coefficients of upsampling and downsampling filter banks we used are in accordance to [13] which possess the biorthogonal property, that is,
B. Wavelet domain HMT-model for texture component SR
Unlike the edges and corners, the multiscale properties of the textures in the spatial domain is very weak. But in the transformation domain, the hidden Markov Tree (HMT) model can describe the direction and frequency properties of textures well. Many HMT model based approaches have been applied to the image super resolution and can recover the textures better than those spatial domain-based algorithms, like wavelet-domain HMT model [10] , contourlet-domain HMT model [11] , and so on. Here, we adopt the wavelet domain Hidden Markov Tree (HMT) model to restore our texture component image. In order to keep the coherence of this work, we will review the wavelet-domain HMT model briefly in this subsection.
Since the wavelet transform uses dyadic filter banks, the HMT model has a quad-tree structure. For natural images, the sparsity and persistency are the two primary properties of the wavelet coefficients. In the HMT model, the sparsity is approximated by an independent Gaussian mixture model and the persistency is captured by the state variables. For each node i in the quad-tree HMT, we use w i , S i and ρ i to denote the value of wavelet coefficient, its state variable, and its parent node, respectively. Then, the posterior probability of wavelet coefficients can be computed by the following joint probability distribution function as
where N and M denote the total number of wavelet coefficients and all the possible states. The parameters set Θ contains the variances of all the conditional probability distribution function p(w i |S i ), which are assumed to be Gaussian. And also, it contains the parameters for control the degree of persistence, which is quantified by the state transition probability p(S i = m|S ρi = r). Usually, the parameters set Θ is trained by some training image data set or given manually. Then, the wavelet domain HMT model based image super resolution problem equals to solving a maximum posterior (MAP) problem defined in Eq. (9) under the following constraints
where W l and W h are the wavelet coefficients of the input low-resolution image and the recovered high-resolution image, respectively. And the matrix D w is the degradation matrix in the wavelet domain which consists of blurring and downsampling. By simple derivations, this MAP problem can be transformed to the following minimization problem
However, to solve problem in Eq. (11) directly is quite complex. In [10] , the authors make some simplifications to the problem by only considering two states, that is j = 1 or 2. Then, when the probability of two state variables p(S i = j) and the variances of two Gaussian distribution (11) is simplified to the following form
This optimization problem can be solved efficiently by the standard preconditioned conjugate gradient method. More detailed and precisely algorithm steps for solving the problem in Eq. (12) can be found in [10] .
C. The proposed image separation based super resolution reconstruction
As described before, the basic idea of our algorithm is that, for image components with different mathematical model, we use different methods which suitable for them to interpolate each subcomponent individually. Then, the final super resolution reconstructed image can be derived by adding these interpolated subcomponents together. More specifically, given an input low-resolution image I l , we firstly decompose it into cartoon and texture subcomponent, as I car l and I tex l , respectively, by the fast nonlinear cartoon + texture filter banks. Then, for the cartoon component I car l , since it contains primarily edges and corners, we use the improved multiscale self-similarity based approach, as described in the subsection III-A, to interpolate it and get the estimated high-resolution cartoon component asÎ car h . The texture subcomponent primarily consists of directional oscillatory patterns which can be characterized by the wavelet transform well. So, we use the wavelet HMT model based algorithm, as described in the subsection III-B, to zoom the texture subcomponent and derive its high-resolution estimation asÎ tex h . Finally, the recovered high-resolution imageÎ h can be derived bŷ I h =Î car h +Î tex h . We also summarize our proposed super resolution reconstruction process in algorithm 1.
IV. EXPERIMENTAL RESULTS
In this section, we will discuss some parameters' setting issues and evaluate our proposed single image super resolution approach through experimenting on some simulated and real-life images. Remarks. In the first step, there are three parameters which control the bandwidth of nonlinear filter banks for image separation and the variance of Gaussian distribution of wavelet coefficients in the wavelet domain HMT model, respectively. For all the examples in our experimental section, the values of these three parameters are set to be fixed. The discussions about the values for them can be found in the experimental settings subsection.
A. Experimental settings
In all of our experiments, we evaluate the image super resolution results for 3 times magnification; and thus, the input testing low-resolution images are firstly downsampled 3 times via bicubic interpolation. We use ten pictures (as shown in Figure 3 ) to set up our simulated image test data set. Since the input testing images are color images, we first transformed the color images into YCbCr space. Then, we apply our algorithm and Bicubic interpolation to the illuminance channel (Y) and color layers (Cb, Cr) of the images, respectively. Finally, the reconstructed high-resolution images in the YCbCr space are transformed back into the RGB space for comparisons. There are three parameters need to be given before we applying our proposed super resolution reconstruction algorithm. For the parameter σ s , which is used to control the image separation, we set the value 1.8 to it for all of our following experiments. Figure 4 shows the separation results of images Beacon and Lena derived by this value. As can be seen from it, the textures and cartoon components of these two images are clearly separated. For the parameters σ h,1 and σ h,2 , which are related to the wavelet HMT model, we set them according to the reference [10] .
B. Results and discussions
In this subsection, we compare the performance of our proposed image decomposition based super resolution approach (DecSR) with some recent single image super resolution methods. In the simulated examples, the simulated low-resolution images are derived directly by downsampling from the high-resolution images via bicubic interpolation. Then, we quantitatively compare the Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity (SSIM) [20] values of our proposed DecSR algorithm with some other state-of-the-art super resolution methods, including local self-similarity based super resolution approach (LSS-SR) [13] and sparse representation based super resolution algorithm (SP-SR) [12] 1 . The PSNR and SSIM values of recovered highresolution images derived by different algorithms are shown in Table I . As can be seen from it, all the PSNR and SSIM values of our method are better than the original 1 The codes of LSS-SR and SP-SR algorithms used for comparison can be downloaded from the authors' homepage at http: //www.ifp.illinois.edu/ ∼ jyang29/resources.html and http://www.cs.huji. ac.il/ ∼ giladfreedman, respectively. And we use the default parameters of these algorithms to generate the result high-resolution images. [13] , sparse representation based SR (SP-SR) [12] , and our proposed DecSR algorithm.
local-self similarity based approach (LSS-SR) and the bicubic interpolation method. Although the LSS-SR algorithm can recover very sharp edges, it cannot restore the textures well, which can be seen in Figure 5 . And thus, the PSNR and SSIM values of images derived by LSS-SR are still lower than the standard bicubic interpolation method. But the wavelet domain HMT model can keep the textures well which improves the performance of our proposed DecSR algorithm. Furthermore, it leads to higher PSNR and SSIM values of results derived by DecSR algorithm when compared to the bicubic interpolation method. For comparison with the sparse representation based approach (SP-SR), some result images derived by our algorithm are better than the SP-SR algorithm; and for other images, the SP-SR algorithm can achieve better results than ours. But the computational time of our proposed DecSR algorithm is much less than the SP-SR approach since the latter one needs to solve a nonlinear optimization problem for each 5 × 5 pixels image patch which is very time consuming. We also compare the details of recovered images beacon and lena of those approaches as shown in Figure 5 . The textures recovered by our proposed approach are comparable to the SP-SR method while the edges derived by it are sharper than the SP-SR method, which can be found in the green and red rectangular in Figure 5 . Meanwhile, the textures in our result seem more realistic than the textures derived by the LSS-SR algorithm.
For the real-life image super resolution experiments, since we do not have the real high resolution images, we only compare the visual quality of our proposed algorithm with other recent state-of-the-art methods. In Figure 6 , we compare the results derived by our algorithm with the results derived by Takeda [13] , and the sparse representation based approach (SP-SR) [12] . The small images girl and sailboat are taken from the web page provided in [13] . For each two images, both the algorithm LSS-SR and our proposed approach can generate very sharp edges. But for the fine-detailed texture areas, the LSS-SR algorithm fails to reproduce high resolution well since the recovered high-resolution images in these regions look unrealistically and appear somewhat faceted. The basic idea behind kernel regression is similar to ours, since it is also try to find adaptive kernels for different regions to interpolate the low resolution image. However, the results derived by kernel regression are too smoothly and many detailed textures have been wiped. This may because, in some region, the textures and edges are superimposed together which leads to the difficulty of regressing a single kernel suitable for them. Since our proposed algorithm can separate the edges and textures and process them individually, it can keep sharp edges and rich textures.
V. CONCLUSION AND FUTURE WORKS
We have proposed an efficient single image super resolution method by decomposing image into cartoon and texture subcomponents and interpolating them separately. The basic idea behind our proposed super resolution approach is that for different image components, such as edges, corners and textures, they should be interpolated individually through different algorithms that suitable for them. More specifically, for edges and corners that can be characterized by the piece-wise smooth model, we use such edge-preserving technique as improved localself similarity algorithm to interpolate them. While for textures which can be characterized by the oscillatory Fig. 6 . Super resolution results comparison of real images girl and sailboat with magnification factor of 3. For each image, the methods used, from left to right and top to bottom, are: bicubic interpolation, kernel regression (KR) [3] , wavelet domain HMT super-resolution [10] , image upscaling via local similarity learning [13] , sparse representation based SR (SP-SR) [12] , and our proposed algorithm, respectively. model, we use wavelet domain HMT model based approach to process them. Experimental results on simulated and real-life single images super resolution reconstruction demonstrate that the proposed algorithm can keep sharp edges and corner; and meanwhile, the restored textures are more realistic than the other edge-preserving algorithms. Since our proposed approach is mainly based on simple convolution and linear algebra computations, applying it into the fields of real time image processing will be an important issue that warrants our further study.
