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Abstract
The production of heavy quarkonium in heavy ion collisions has been used as an im-
portant probe of the quark-gluon plasma (QGP). Due to the plasma screening effect,
the color attraction between the heavy quark antiquark pair inside a quarkonium
is significantly suppressed at high temperature and thus no bound states can exist,
i.e., they “melt”. In addition, a bound heavy quark antiquark pair can dissociate if
enough energy is transferred to it in a dynamical process inside the plasma. So one
would expect the production of quarkonium to be considerably suppressed in heavy
ion collisions. However, experimental measurements have shown that a large amount
of quarkonia survive the evolution inside the high temperature plasma. It is realized
that the in-medium recombination of unbound heavy quark pairs into quarkonium
is as crucial as the melting and dissociation. Thus, phenomenological studies have
to account for static screening, dissociation and recombination in a consistent way.
But recombination is less understood theoretically than the melting and dissociation.
Many studies using semi-classical transport equations model the recombination effect
from the consideration of detailed balance at thermal equilibrium. However, these
studies cannot explain how the system of quarkonium reaches equilibrium and esti-
mate the time scale of the thermalization. Recently, another approach based on the
open quantum system formalism started being used. In this framework, one solves
a quantum evolution for in-medium quarkonium. Dissociation and recombination
are accounted for consistently. However, the connection between the semi-classical
transport equation and the quantum evolution is not clear.
In this dissertation, I will try to address the issues raised above. As a warm-up
project, I will first study a similar problem: α-α scattering at the 8Be resonance
inside an e−e+γ plasma. By applying pionless effective field theory and thermal field
iv
theory, I will show how the plasma screening effect modifies the 8Be resonance energy
and width. I will discuss the need to use the open quantum system formalism when
studying the time evolution of a system embedded inside a plasma. Then I will
use effective field theory of QCD and the open quantum system formalism to derive
a Lindblad equation for bound and unbound heavy quark antiquark pairs inside
a weakly-coupled QGP. Under the Markovian approximation and the assumption
of weak coupling between the system and the environment, the Lindblad equation
will be shown to turn to a Boltzmann transport equation if a Wigner transform
is applied to the open system density matrix. These assumptions will be justified
by using the separation of scales, which is assumed in the construction of effective
field theory. I will show the scattering amplitudes that contribute to the collision
terms in the Boltzmann equation are gauge invariant and infrared safe. By coupling
the transport equation of quarkonium with those of open heavy flavors and solving
them using Monte Carlo simulations, I will demonstrate how the system of bound
and unbound heavy quark antiquark pairs reaches detailed balance and equilibrium
inside the QGP. Phenomenologically, my calculations can describe the experimental
data on bottomonium production. Finally I will extend the framework to study
the in-medium evolution of heavy diquarks and estimate the production rate of the
doubly charmed baryon Ξ++cc in heavy ion collisions.
v
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Chapter 1
Introduction
1.1 Heavy Ion Collisions
The central aim of heavy ion collision experiments is to search for the quark-gluon plasma
(QGP) and study its properties. The QGP is a deconfined phase of nuclear matter that
can be achieved at high temperature and high density. QGP is also believed to be the
main content of the universe up to microseconds after the Big Bang. The phase transition
and the properties of QGP are governed by the underlying microscopic theory, the Quan-
tum Chromodynamics (QCD). QCD describes the dynamics of quarks and gluons and the
formations of hadrons such as protons and neutrons. It is part of the Standard Model of
particle physics and explains most of the observed mass in everyday life.
A sketch of the QCD matter phase structure at different temperatures and baryon
chemical potentials is shown in Fig. 1.1. At zero baryon chemical potential, lattice QCD
calculations at the physical pion mass have shown that the transition between the hadronic
phase and the QGP is a smooth crossover [1]. The transition occurs around the temperature
T ' 154 MeV [2, 3] (we will use the natural unit system where c = ~ = kB = 1). At low
temperatures, as the baryon chemical potential increases, the hadronic phase is likely to
turn into a color superconducting phase with quark Cooper pairs, i.e., diquark condensates.
Many studies have indicated that this transition is likely of first order [4, 5]. Therefore,
there probably exists a critical point between the smooth crossover and the first-order
phase transition. Lattice QCD calculations at non-vanishing chemical potentials have the
notorious sign problem and thus it is extremely difficult to calculate the position of the
critical point via lattice QCD. A recent development uses a Taylor expansion in µB/T to
study the smooth crossover at non-zero baryon chemical potential [6]. So far, the first-order
1
phase transition and the critical point are conjectures based on model calculations.
Figure 1.1: Sketch of the phase diagram of QCD matter. At zero baryon chemical
potential, the transition between the hadronic phase and the QGP is a smooth cross-
over around the temperature T ' 154 MeV, indicated by the dashed red line. At
low temperatures and large baryon chemical potentials, there is likely a first-order
phase transition, marked by the white line. A critical point may exist between the
smooth cross-over and the first-order transition, denoted by the yellow point. Credit:
Brookhaven National Laboratory.
QCD has the property called “asymptotic freedom” [7,8], which means the interaction
among quarks and gluons becomes weaker at shorter distances or larger energy scales. So
naively one expects that the QGP is a weakly-coupled plasma at high temperature. How-
ever, it was not until the 21st century, when the Relativistic Heavy Ion Collider (RHIC)
at Brookhaven National Laboratory started running, that detailed and systematic exper-
imental studies of QGP became available. It was shown for the first time that the QGP
produced at the current collider energies is a strongly-coupled fluid [9–12].
At RHIC, gold nuclei (Au) are accelerated circularly to the speed of 0.99996c roughly
2
(c is the speed of light and the kinetic energy of each nucleon contained in the accelerated
nuclei is 100 GeV in the laboratory frame) and are made to collide with each other. A large
amount of particles are produced from the collision. By measuring and analyzing these
final-state particles, one can determine whether a QGP is created and study its properties.
In the transverse plane, most of the observed particles have thermal spectra, blue-shifted by
the radial expansions of the plasma. Particle distributions also exhibit an azimuthal angular
anisotropy, known as the “elliptic flow”. At more peripheral collisions with larger impact
parameters, the signal of the elliptic flow is stronger. The physical understanding is that
during the initial collision, a large amount of energies are deposited into the collision region.
Shortly after the initial collision (about 0.5− 1 fm/c), a QGP close to thermal equilibrium
is formed due to interactions within the system. Then the QGP expands collectively and
cools down. When the QGP temperature drops to about 154 MeV, hadrons consisting of
confined quarks and gluons are formed. These hadrons still interact with each other for a
period of time and eventually freeze-out (no more interactions) and move to the detectors.
The “elliptic flow” comes from the geometric eccentricity and fluctuations in the initial
collisions and is a feature of the collective expansion.
With data collected at RHIC, it was discovered that ideal hydrodynamics with no
viscosity [13] and simple initial conditions and hadronization models [14] can approximately
describe the spectra of observed particles. This fact indicates that the QGP is a plasma
with low viscosity, i.e., an almost “perfect” fluid. This contradicts the naive expectation
that the QGP is weakly-coupled at high temperature because perturbative calculations
estimated the shear viscosity as [15,16]
η ∼ T
3
g4 ln (1/g)
. (1.1)
In other words, perturbative QCD states that the viscosity is large when the plasma is
weakly-coupled.
The smallness of the shear viscosity is constrained by the uncertainty principle of quan-
tum mechanics [17]. An explicit calculation by mapping the strongly-coupled gauge the-
ory to a weakly-coupled Einsteinian gravity theory via the AdS/CFT correspondence [18]
3
showed a lower bound of the viscosity-to-entropy ratio in a strongly-coupled plasma [19]
η
s
≥ 1
4pi
. (1.2)
Recent analyses based on viscous hydrodynamics obtain values of viscosity consistent with
the lower bound [20], or slightly larger (see Ref. [21] for a quantitative estimate of uncer-
tainties). In a nutshell, the QGP is a strongly-coupled plasma with small shear viscosity.
Around 2010, the Large Hadron Collider (LHC) at the European Organization for Nu-
clear Research started its heavy ion collision experiments. The LHC heavy ion experiments
collide lead nuclei (Pb) at much higher center-of-mass energies (
√
s = 2.76, 5.02 TeV) than
the RHIC energy. The LHC experiments not only confirmed the “perfectness” of the QGP
fluid [22], but also provided more statistics and precision in the data. Using these data sets,
one can construct the multi-particle correlations and constrain parameters of the hydro-
dynamics by a theory-experiment comparison. Furthermore, these high quality data allow
more detailed analyzes of other observables that may contain signatures of the QGP such
as strange particles, jets, open and hidden heavy flavors, photons and di-leptons. The last
three observables are called “hard” probes because they are not part of the collective hy-
drodynamics, which is dominated by soft modes (whose energies are . T ). Jets and heavy
flavors have large energy scales given by the jet energy or the heavy quark mass. Photons
and di-leptions only interact electroweakly with the QGP, which is negligible compared
with the strong interaction.
1.1.1 Strange Particles
Inside a high temperature QGP, strange quarks reach chemical and kinetic equilibrium with
the gluons, up and down quarks within the QGP lifetime due to the conversion process
gg ↔ qq¯ where q = u, d, s. The strange quark can be produced thermally inside the QGP
because the strange quark mass is smaller than the QGP temperature. The strange quark
abundance at the freeze-out saturates and the production of strange hadrons is enhanced
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with respect to the same collision without the QGP formation. Therefore, the strange
enhancement is a signature of the QGP formation in heavy ion collisions [23].
1.1.2 Jets
A jet is a group of collimated particles with large transverse momentum. The leading par-
tons (quarks or gluons) of jets are produced in the initial hard scattering when the two
nuclei collide. Subsequently the leading parton radiates out other partons and a shower of
hadrons is produced. Most of the time, two jets are produced back-to-back in the trans-
verse plane. When they travel through the QGP, they lose energy and change directions
due to scattering with medium constituents and in-medium radiations. As a result, the jet
production at the same transverse momentum is suppressed in heavy ion collisions with
respect to that in proton-proton collisions, normalized properly by the number of binary
nucleon-nucleon collisions in heavy ion collisions. Furthermore, the initial angular correla-
tion disappears in the final measured jets. These phenomena are called jet quenching.
1.1.3 Open and Hidden Heavy Flavors
Heavy quarks are produced early in the initial hard scattering when the two nuclei collide
and subsequently lose energy and change momentum inside the QGP medium. The initial
spectra typically have a power-law tail. So the in-medium evolution is an approach to
thermalization. If the QGP lasts long enough, eventually heavy quarks will thermalize
and become part of the QGP. But since QGP has a finite lifetime, the thermalization is
incomplete. Observables that can probe the degree of thermalization are the suppression
of D-mesons, B-mesons and singly heavy baryons and their azimuthal angular anisotropy
accumulated during the in-medium evolution. By analyzing these observables, one can
learn how the QGP influences the evolution of heavy quarks.
Quarkonium is a bound state of heavy quark-antiquark pair. The name charmo-
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nium refers to the charm-anticharm mesons and the name bottomonium to the bottom-
antibottom mesons. Bound states of top-antitop do not exist because the top quark decays
fast via weak interactions (the lifetime of a top quark is roughly 5×10−25s while the typical
strong interaction time scale is about 10−23s). The modification of quarkonium production
in heavy ion collisions can also be used as a probe of the QGP. This will be discussed in
more detail in the next section.
1.1.4 Electromagnetic Probes
When a quark scatters inelastically in the medium and changes its momentum, it may
radiate electromagnetically and emit a photon or a pair of leptons. The produced photons
and leptons then escape the QGP with almost no further modifications on their energy
and momentum. The radiation rate depends on the temperature of the plasma. Therefore
measurements of the electromagnetic radiations can tell us the temperature profile inside the
QGP. In practice, systematic background subtractions are required to remove contributions
from the electromagnetic decays of hadrons, which occurs during the hadronic gas stage
outside of the QGP.
1.1.5 Future Experimental Developments
In the forthcoming years, RHIC will conduct the program “Phase 2 of Beam Energy Scan”
by running Au-Au collisions at several low center-of-mass energies:
√
s = 7.7, 9.1, 11.5, 14.5,
19.6, 27, 39, 62.4 GeV. The program aims at measuring particle multiplicities with higher
precision and more statistics than “Phase 1”, which occurred in 2010, 2011 and 2014. The
purpose of running these low-energy collisions is to scan the QCD phase structure and
search for the critical point [24], as shown in Fig. 1.1. Since the searching is relied on
measuring event-by-event fluctuations of conserved quantities such as the baryon number
(for an overview of the critical point search, see Ref. [25] and references therein), one needs
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a detector with high performance. For this purpose, the STAR collaboration upgraded the
STAR detector by upgrading its inner tracking projection chamber, endcap time of flight
detector and event plane detector. These upgrades will improve the detector energy and
momentum resolution and the particle identification capability so that the STAR detector
can serve better for the critical point search.
At the same time, the sPHENIX collaboration at RHIC is constructing a new detector
with high efficiency and resolution [26]. The main purpose of the sPHENIX detector is to
measure hard probe observables at the RHIC energy with higher precision and statistics.
These observables include suppression factors of bottomonium, jets and open heavy flavors.
These measurements are important for our understanding of the hard probes in heavy
ion collisions because they can provide experimental data as precise as those at the LHC
energies. So one can use these measurements at the RHIC energy to further constrain
theoretical models. The sPHENIX detector will start collecting experimental data within
the next few years.
The LHC heavy ion experiments will upgrade their detectors in the near future, for
example, the ALICE detector [27]. Designing a new detector is also under consideration [28].
The main motivation is to increase the precision and statistics in the measurements of hard
probe observables such as the azimuthal angular anisotropy of quarkonium. Measurements
of new observables such as the quarkonium polarization in heavy ion collisions and jet
substructure modifications may become possible. It is likely that future detector upgrades
at LHC will make it possible to measure the production rates of doubly heavy baryons and
doubly heavy tetraquarks in heavy ion collisions. An estimate of the production rate will
be presented in Chapter 5 of this dissertation.
Data on hard probes with more statistics and higher precision will be available in the
coming years. Theoretical descriptions also need improvements to match the data precision
so that we can learn properties of the QGP from the theory-experiment comparisons.
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1.2 Quarkonium Production in Heavy Ion Colli-
sions
1.2.1 QQ¯ Phenomenology
The first quarkonium, the charmonium state J/ψ, was discovered in 1974 [29, 30]. The
discovery confirmed the existence of a fourth quark, the charm quark, in addition to the
“light” up, down and strange quarks, and stimulated a sequence of discoveries of new
particle states, which include the bottomonium states. Most quarkonium states can be
thought of as a bound state of heavy quark-antiquark pair QQ¯ (we will give an argument
in Section 1.4). Since the charm quark and bottom quark masses are large Mc ≈ 1.3 GeV,
Mb ≈ 4.5 GeV, most quarkonium states can be approximately described by a nonrelativistic
Schro¨dinger equation with a Cornell potential between the QQ¯
V (r) = −a
r
+ br . (1.3)
The part −a/r is an attractive Coulomb potential just as in the hydrogen atom. The linear
part br includes the effect of confinement of QCD. Solving the Schro¨dinger equation one can
obtain a spectrum of states labeled by the quantum numbers n (radial excitation, starting
from n = 1) and L (orbital angular momentum). In addition, the spin-spin interactions
between the QQ¯ and the spin-orbital coupling can be included as perturbation just like
the hyperfine and fine structure splittings in the hydrogen atom spectrum. Therefore, we
need two more quantum numbers, the spin S and the total angular momentum J to label
a quarkonium state. We will use the spectroscopic notation n2S+1LJ . With the quantum
numbers given, one can also specify the parity P and charge conjugation C of the state. The
notation JPC is also used to label different states. The J/ψ mentioned above has n = 1,
S = 1, L = 0 and JPC = 1−−. A similar charmonium state with n = 2 is called ψ(2S).
The corresponding bottomonium states with S = 1, L = 0 and JPC = 1−− are named
Υ(nS). States that do not fit into the pattern of n2S+1LJ are called exotics. The spectra
of the charmonium and the bottomonium families are shown in Fig. 1.2, in which different
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(a) Charmonium family. (b) Bottomonium family.
Figure 1.2: Spectra and transitions of different quarkonium states. The plots are
taken from Ref. [31]. The states are labeled by a name and the corresponding quan-
tum numbers nL and JPC . The dashed line is the open heavy meson threshold.
Quarkonium states above the threshold can decay into a pair of open heavy mesons.
γE1 indicates the electric dipole transition while γM1 indicates the magnetic dipole
transition.
quarkonium states are labeled by the quantum numbers nL and JPC . Each combination
of the quantum numbers corresponds to a specific name such as ηc, ψ or χ.
Quarkonium states with masses larger than the open heavy meson threshold will decay
into two open heavy mesons. The threshold is given by twice the mass of D-mesons for
charmonium and twice the mass of B-mesons for bottomonium. In fact, there are more
than one threshold. For charmonium, possible thresholds can be given by the masses of
DD¯, D∗D¯∗ (D∗ is an radially excited state of D) or DsD¯s. For those quarkonium states
whose masses are close to the thresholds, whether these states are QQ¯ bound states or
molecules of an open heavy meson pair is still under investigation. A good discussion of
these states and the exotics can be found in Ref. [32].
Below the open heavy meson threshold, higher excited quarkonium states can decay
into lower excited ones via radiating out photons, pions, omegas or etas. Selection rules
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(a) Charmonium family. The plot is taken
from Ref. [33]. The calculation includes dy-
namical u, d, s quarks. The spin averaged
1S state mass
3mJ/ψ+mηc
4 is used as the ref-
erence point. Different colors represent dif-
ferent lattice spacings.
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Figure 1.3: Lattice calculations of quarkonium spectra. Black solid lines indicate
the experimental measurement results.
can be constructed based on the quantum numbers of the initial and final quarkonium
states and the types of the transitions. Some examples of the possible transitions among
different quarkonium states are also shown in Fig. 1.2.
Most lower excited states are ordinary states and their mass spectra are well-understood
within the Cornell potential description. This picture is also confirmed by lattice QCD cal-
culations. Some lattice calculation results of the quarkonium spectra are shown in Fig. 1.3.
The spectra of ground states and lower excited states can be well-described by the lattice
calculations. For excited states close to the open heavy meson threshold, it may be neces-
sary to include their mixing with DD¯ (for charmonium) or BB¯ (for bottomonium) in the
calculation to accurately describe their spectra.
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1.2.2 QQ¯ Suppression
Not long after the discovery of J/ψ, its properties inside a hot QCD medium was inves-
tigated. It was found that due to the plasma screening effect, the attractive potential
between the heavy quark pair QQ¯ is significantly suppressed at high temperature. As
a result, quarkonium bound states no longer exist or “melt” [35, 36]. It was speculated
that due to this screening effect, quarkonium production in heavy ion collisions will be
suppressed [35].
It was proposed later that the screening of the potential can be studied on a lattice by
computing the free energy of a static QQ¯ pair [37]. A recent (2+1)-flavor lattice calculation
of the free energy of a static QQ¯ color singlet is shown in Fig. 1.4. The black solid line
indicates the zero temperature Cornell potential between the QQ¯. As shown in the plot,
the confining part of the potential is screened at high temperatures. The distance where
the potential starts to be flat becomes smaller as temperature increases.
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Figure 1.4: Free energy of a static QQ¯ color singlet at different temperatures. The
black solid line indicates the zero temperature potential between the QQ¯ pair. At
high temperatures, the confining part of the potential is flattened out. The plot is
taken from Ref. [38].
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Many studies solve the nonrelativisitic Schro¨dinger equation for a QQ¯ pair with a tem-
perature dependent attractive potential to obtain the melting temperatures of different
quarkonium states [39–41]. Some use the singlet free energy F1(r, T ) calculated on the
lattice as the potential while others use the internal energy given by the thermodynamic
relation
U1(r, T ) = F1(r, T )− T ∂F1(r, T )
∂T
. (1.4)
The qualitative conclusions are the same: since different quarkonium states have different
binding energies and typical sizes, they start to melt at different temperatures. More
deeply bound states can survive at higher temperatures and thus are expected to be less
suppressed in heavy ion collisions. Therefore the quarkonium suppression is sensitive to
the temperature profile of the QGP. In this sense, quarkonium can be thought of as a
thermometer of QGP [42], as shown in Fig. 1.5.
Figure 1.5: Different quarkonium states as a thermometer of the QGP. The plot is
taken from Ref. [42].
However, the use of quarkonium as a QGP thermometer is more complicated because
screening of the attractive potential is not the only suppression mechanism. A quarkonium
state inside a QGP below its melting temperature, may break up after absorbing enough
energy from the medium. More precisely, when an amount of energy exceeding its binding
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energy is transferred to the quarkonium state, it dissociates to an unbound QQ¯ pair. The
thermal breakup may happen when quarkonium scatters with medium constituents such as
quarks and gluons in a weak coupling picture of the QGP. As a result of the interaction,
the quarkonium state acquires thermal width. The thermal width is also a type of plasma
screening effect. To distinguish it from the screening of the attractive potential, we will call
the thermal width a dynamical plasma screening effect since it is generated from dynamical
scattering processes. The screening of the attractive potential is called the static plasma
screening effect.
The plasma screening effect is temperature dependent and becomes stronger at higher
temperatures. Therefore one would expect that quarkonium production is more suppressed
at LHC than at RHIC because higher collision energies lead to a hotter QGP. However, this
simple expectation was proven wrong by the LHC data (which will be shown in the next
section). The production of J/ψ is surprisingly less suppressed. Actually, this was predicted
long before the experimental observation [43,44]. It was noted that the (re)combination of
unbound heavy quark-antiquark pairs becomes gradually more important as the collision
energy increases and more heavy quarks are produced. Here by recombination, I indicate
both the recombination of correlated QQ¯ pairs from previous quarkonium dissociations and
the combination of uncorrelated QQ¯ pairs from different initial hard scattering vertices.
In addition to the hot medium effect, other factors can also contribute to the quarko-
nium suppression in heavy ion collisions such as the “cold nuclear matter effect” affecting
the initial hard scattering. The parton distribution function (PDF) of a large nucleus is
generally different from that of a proton due to the nuclear interactions among the nucle-
ons. The nuclear PDF can be extracted from measurements in proton-nucleus collisions and
used as inputs in nucleus-nucleus collisions. This is because in proton-nucleus collisions,
the modification of quarkonium production due to the hot plasma is believed to be small.
In the hadronic phase, higher excited quarkonium states can decay to lower excited
quarkonium states. Open bottom mesons can also decay to charmonium states. Since
higher excited quarkonium states are expected to be more suppressed, fewer feed-down
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contributions can lead to the suppressions of the lower excited states. Feed-down contribu-
tions can be measured in e+e− and proton-proton collisions.
Since the cold nuclear matter effect and feed-down contributions can be measured in
other experiments, the key to understanding the quarkonium suppression in heavy ion
collisions is to understand the quarkonium evolution inside the QGP. The evolution in-
cludes both static and dynamical plasma screening effects and the recombination inside the
medium or near the phase crossover. There are mainly three approaches: the statistical
hadronization model, transport equations, and the open quantum system formalism.
Statistical Hadronization Model
The statistical hadronization models have been used to describe charmonium produc-
tion [44,45]. In these models it is assumed that the charm quark evolves as an unbound state
inside the hot medium due to the Debye screening. During the evolution, the charm quark
equilibrates kinematically but not chemically, because the annihilation of charm quarks is
negligible during the lifetime of the QGP and the total number of charm and anticharm
quarks is fixed by the initial hard scattering. Thermal production is also negligible because
of the large charm quark mass, compared with the QGP temperature. Charmonium is
assumed to be produced from coalescence of charm-anticharm pairs at the crossover hyper-
surface from the QGP phase to a hadron gas phase. At the crossover, the momentum spectra
of charm quarks are assumed to be thermal. Although the model has some phenomenolog-
ical success, it is limited to the study of charmonium with low transverse momentum. The
kinematic thermalization assumption is never justified for charmonium at large transverse
momentum and for bottomonium because we expect that the thermalization time increases
with the particle’s energy.
Transport Equations
A more popular approach is to use a transport equation [46–59]. In this approach, a rate
equation is used to describe the dissociation and recombination of quarkonium inside the
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hot medium. The dissociation and recombination rates depend on the bound state wave
function at finite temperature. Debye screening of the potential is taken into account when
one solves the bound state wave function from the Schro¨dinger equation.
In most studies, the dissociation rate is calculated from perturbative QCD. The dis-
sociation process at leading order (LO) in the coupling constant is the gluon absorp-
tion process g + H → Q + Q¯ where H indicates a quarkonium state. It was first in-
vestigated by using large-Nc expansions [60, 61]. At next-leading order (NLO), inelastic
scattering between quarkonium and medium constituents contributes to the dissociation
l(l¯, g) + H → l(l¯, g) + Q + Q¯ where l indicates a light quark. The inelastic scattering was
first studied in the quasi-free limit where the Q and Q¯ are treated as free particles and each
of them scatters independently with medium constituents [62]. Later, the interference effect
was taken into account. This leads to a dependence of the dissociation rate on the relative
distance of the heavy quark-antiquark pair [63, 64], which maps into a dependence of the
inelastic scattering on the bound state size or wave function [65], as in the case of gluon
absorption. More recently, these dissociation rates were studied in potential nonrelativis-
tic QCD (pNRQCD) [66–68] by systematic weak coupling and nonrelativistic expansions.
Anisotropic corrections to dissociation rates have also been considered [69–71].
The recombination process has been analyzed in the framework of perturbative QCD
with parametrized non-thermal heavy quark momentum distributions [72]. But in phe-
nomenology, one needs to use momentum distributions from real heavy quark in-medium
evolutions, which start with a power law tail. In most phenomenological studies, recombi-
nation is modeled from detailed balance with an extra suppression factor accounting for the
incomplete thermalization of heavy quarks. However, these studies cannot explain how the
system approaches detailed balance and thermalization. The functional form of the extra
suppression factor lacks a theoretical foundation.
In this dissertation, I will address the issues raised above. In Chapter 4, I will construct a
set of coupled Boltzmann transport equations of both open heavy quarks and quarkonia, in
which the heavy quark momentum distribution is not from an assumed parametrization but
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rather calculated from real-time dynamics, and quarkonium dissociation and recombination
are calculated in the same theoretical framework of pNRQCD [73–76]. By using the coupled
Boltzmann transport equations, detailed balance and thermalization of heavy quarks and
quarkonium can be demonstrated from the real-time dynamics of heavy quark diffusion
and energy changes and the interplay between quarkonium dissociation and recombination.
This framework will be justified theoretically in Chapter 3, by using separation of scales in
pNRQCD [77].
Open Quantum System
More recently, an approach based on the theory of open quantum systems has been studied
widely [78–87]. This approach is a quantum description in terms of the density matrix rather
than a semi-classical transport equation. In this approach, we call bound and unbound
heavy quark-antiquark pairs as the system, and the QGP as the environment. The system
and the environment together evolve unitarily as a closed system. When we integrate
out the environment degrees of freedom and focus on the dynamics of the system, we
find the system evolves non-unitarily as an open system and stochastic interactions can
appear. A schematic diagram of the open quantum system is shown in Fig. 1.6. The non-
unitary evolution of the system density matrix can be written in the form of a Lindblad
equation [88]. Quarkonium dissociation occurs as a result of the wave function decoherence
during the non-unitary evolution. At the same time, the Lindblad equation preserves
the trace of the system density matrix. Physically this means the total number of heavy
quarks is conserved during the evolution (unless one introduces annihilation of QQ¯, which
is negligible in current heavy ion collisions). The unbound heavy quark pair from the
quarkonium dissociation never disappears from the system. They stay as active degrees of
freedom and may recombine in the later evolution. The advantage of this framework is that
the recombination effect is included systematically. This feature is never easily achieved in
transport models.
The difficulty of applying the open quantum system framework to the phenomenology
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Figure 1.6: Schematic diagram of the open quantum system. The system and the
environment evolve unitarily together as a closed system. When the environment is
traced out, the system is open and evolves non-unitarily.
resides in how to couple it to hydrodynamics. The quantum evolution equation depends on
the temperature of the QGP, which can only be obtained from hydrodynamics simulations
for realistic heavy ion collisions. But the hydrodynamics is a semi-classical description. The
quantum evolution of the open quantum system may have some semi-classical correspon-
dences. This will be explored in Chapter 3 of this dissertation, where a deep connection
between the open quantum system formalism and the Boltzmann transport equation will
be illuminated.
1.3 Experimental Measurements
In collider experiments, the production cross section of a vector quarkonium state is mea-
sured by detecting di-lepton pairs (e−e+ or µ−µ+) from the leptonic decay. Usually the
di-muon channel has lower background than the di-electron channel. The invariant mass
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of the all detected di-lepton pairs is reconstructed and fitted with models of signal and
background. From the fit, the number NH→ll¯ of a specific quarkonium state H produced
and decaying into the di-lepton pairs can be deduced. Then the total number NH of this
specific quarkonium state produced can be obtained
NH =
NH→ll¯
Br(H → ll¯)× a×  , (1.5)
where a and  denote the detector acceptance and efficiency and Br(H → ll¯) is the di-
lepton branching ratio of the quarkonium H. The cross section can be calculated from the
integrated luminosity L =
∫
dtL
σH =
NH
L
. (1.6)
More differential cross sections can be obtained in a similar procedure. This is the standard
procedure in proton-proton collisions. In heavy ion collisions, instead of the cross section,
one construct the nuclear modification factor RAB after fitting the yield,
RAB(b) ≡ σAB→H+X(b)
σpp→H+X〈Ncoll〉(b) =
NAB→H+X(b)
TAB(b)σpp→H+X
, (1.7)
where b is the impact parameter of the collision and A and B indicate the two colliding
nuclei, i.e., proton, Au or Pb. The +X indicates the inclusive process: all particles other
than H are integrated over. 〈Ncoll〉(b) is the averaged number of binary nucleon-nucleon
collisions in one nucleus-nucleus collision at a given impact parameter. It is given by
〈Ncoll〉(b) = σNNTAB(b) , (1.8)
where σNN is the inelastic nucleon-nucleon scattering cross section and TAB(b) is the nuclear
overlap function. The nuclear overlap function is an effective nucleon-nucleon density in
the transverse plane
TAB(b) ≡
∫
d2rTA(r)TB(b− r) (1.9)
TA(r) ≡
∫
dzρA(r, z) , (1.10)
where TA(r) is the nuclear thickness function at the transverse position r and ρA(r, z)
is the nuclear density function at the transverse position r and longitudinal position z.
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The normalization condition is
∫
d2bTA(b) = A. The nuclear density function ρA can be
parametrized by a Woods-Saxon distribution function. Finally,
NAB→H+X(b) ≡ σAB→H+X(b)
σNN
, (1.11)
is the averaged number of quarkonium state H produced in one nucleus-nucleus collision.
In the expression of (1.11), 1/σNN can be thought of as the integrated luminosity that
is needed to have one nucleon-nucleon inelastic scattering, which is the same integrated
luminosity needed to have a A-B collision with 〈Ncoll〉 binary nucleon-nucleon collisions. If
RAB = 1, there is no suppression due to the cold and hot nuclear matter effects.
Usually experimental results of RAA are plotted as a function of centrality rather than
the impact parameter. The centrality is defined by binning all AA collision events according
to the number of charged particles Nch produced in each collision event. For example, a
0-10% centrality corresponds to the top 10% of all the AA collision events, if they are
listed from high to low, based on the number of charged particles produced in each collision
event. Alternatively, one can use some binary collision models to estimate the averaged
number of binary collisions 〈Ncoll〉 and the averaged number of participants of the collision
〈Npart〉 at a given impact parameter. (We use the averaged number because fluctuations can
happen.) One can also use 〈Npart〉 to represent the centrality since we expect the number of
charged particles produced in one AA collision, to be positively correlated with the number
of participant nucleons in the AA collision event. Therefore experimental results of RAA
are often plotted as a function of 〈Npart〉. Using a binary collision model, one can connect
the impact parameter, the averaged number of participant nucleons, the averaged number
of binary collisions and the centrality with each other. In Fig. 1.7, the relation between the
centrality and 〈Ncoll〉 and the relation between the number of charged particles per rapidity
per participant pair and 〈Npart〉 are depicted. The plots show results from Monte Carlo
simulations that are based on the Glauber model [90,91].
In Fig. 1.8, the spectra of the µ−µ+ invariant mass measured in 5.02 TeV Pb-Pb col-
lisions at LHC by the CMS collaboration and the fitted number of Υ(nS) produced are
shown [92]. In the right subplot, the measured heights of all the three peaks are signifi-
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(a) Relation between the centrality and
〈Ncoll〉.
(b) Relation between the number of charged
particles per rapidity per participant pair
and 〈Npart〉.
Figure 1.7: Relations between the centrality, 〈Ncoll〉, 〈Npart〉 and the number of
charged particles per rapidity per participant pair. The plots are taken from Ref. [89],
which is based on Glauber Monte Carlo simulations and the measurements of the
ALICE collaboration.
cantly lowered than those in an equivalent proton-proton collision (marked in red dashed
line). Thus it is clear that quarkonium production in heavy ion collisions is suppressed.
The RAA results of inclusive J/ψ as a function of centrality at both the RHIC 200
GeV and LHC 2.76 and 5.02 TeV heavy ion collisions are shown in Fig. 1.9. Though
the measurements at RHIC and LHC have different rapidity cuts, we can still compare
the results because the rapidity dependence at the LHC energy is weak. The J/ψ RAA
measured by ALICE increases slightly when the rapidity changes from 2.5 < y < 4 to
|y| < 0.8. If the ALICE data is constrained to the same rapidity range |y| < 0.35 as in
the PHENIX measurements, we would expect the J/ψ RAA to further increase slightly at
the LHC energy. Therefore, the comparison of J/ψ RAA in the mid rapidity clearly shows
that J/ψ production is less suppressed at LHC than that at RHIC. As discussed in the
last subsection, the reason is the enhanced contribution from recombination of unbound
charm-anticharm pairs. At the higher LHC energies, more charm-anticharm quarks are
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Figure 1.8: Spectra of the µ−µ+ invariant mass and fitted number of Υ(nS) pro-
duced. The red dashed line is the spectra of Υ(nS) in an equivalent proton-proton
collision without cold and hot medium effects. Clearly the bottomonium production
in heavy ion collisions is suppressed. The plots are taken from Ref. [92].
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produced in the initial hard scattering and the charm (anticharm) quark density (number
per rapidity) increases significantly. Therefore, the probability for recombination is higher
for them inside the QGP. The fact that the J/ψ RAA at the LHC energy is larger at
mid rapidity than that at forward/backward rapidity also indicates the importance of the
recombination effect. Another evidence of significant recombination at the LHC energies is
the slight increase in J/ψ RAA at 5.02 TeV above that at 2.76 TeV.
With more statistics in experimental measurements, more differential observables can
be measured such as the transverse momentum (pT ) dependent RAA and rapidity dependent
RAA. These measurements contain information of how the static screening, dissociation and
recombination depend on the relative velocity between the quarkonium and the medium.
The results at both the RHIC and LHC energies are shown in Fig. 1.10. It is clear that
low-pT J/ψ is more suppressed at the RHIC energy than that at the LHC energies. Again,
this implies the importance of recombination effect at LHC energies. The RAA of high-
pT J/ψ at the LHC 5.02 TeV is measured by the ATLAS collaboration and the result is
shown in Fig. 1.11 as functions of transverse momentum and rapidity. Both the prompt
and non-prompt J/ψ RAA are measured. Prompt J/ψ is formed from cc¯ that are produced
in the initial hard scattering of heavy ion collisions while non-prompt J/ψ is produced from
b-hadron decays. From Figs. 1.11a and 1.11b, we can see that both the prompt and non-
prompt J/ψ are more suppressed in more central collisions. The dependences of suppression
on the transverse momentum and the rapidity are weak.
The nuclear modification factor RAA of excited charmonium states can also be measured
with enough experimental statistics. This kind of measurement is interesting because we
can learn how the plasma screening effects and the recombination depend on the size of the
quarkonium state, or equivalently, the binding energy. The CMS collaboration results of
prompt ψ(2S) RAA as functions of centrality and transverse momentum at the LHC energy
are shown in Fig. 1.12. Obviously ψ(2S) has bigger size and is thus more suppressed than
J/ψ. Theoretically it would be interesting to understand how the suppression depends on
the size of quarkonium, which is the combined result of static screening, dissociation and
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Figure 1.9: RAA of inclusive J/ψ in mid and forward rapidities. The data are
measured by the PHENIX collaboration at RHIC [93] and the ALICE collaboration
at LHC [94–96]. The left plot is taken from Ref. [97] while the right plot is taken
from Ref. [98]. The J/ψ RAA measured by ALICE increases slightly when the rapidity
changes from 2.5 < y < 4 to |y| < 0.8. If the ALICE data is constrained to the same
rapidity range |y| < 0.35 as in the PHENIX measurements, we would expect the J/ψ
RAA to further increase slightly at the LHC energy. Therefore, the comparison of
J/ψ RAA in the mid rapidity clearly shows that J/ψ production is less suppressed at
LHC than that at RHIC. This implies significant recombination of QQ¯ at the LHC
energies. Another evidence is the slight increase in J/ψ RAA at 5.02 TeV above that
at 2.76 TeV.
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Figure 1.10: RAA of inclusive J/ψ as a function of transverse momentum. The data
are measured by the PHENIX collaboration at RHIC [93] and the ALICE collabora-
tion at LHC [96,99]. Low-pT J/ψ is more suppressed at the RHIC energy than that
at the LHC energies. This implies the importance of recombination effect at LHC
energies.
recombination.
For bottomonium, similar measurements can be conducted. The results of RAA of
Υ(nS) with n = 1, 2, 3 at both the RHIC and LHC energies are shown in Fig. 1.13. The
suppression factors of Υ(nS) are ordered by the sizes of these states. The smallest state
Υ(1S) is the least suppressed. The CMS measurements only obtain an upper limit of the
RAA of Υ(3S), which may imply a complete suppression of Υ(3S) at the LHC energies.
The RAA’s of Υ(1S) at the RHIC and LHC energies are approximately equal to each other.
This implies recombination from uncorrelated bb¯’s for bottomonium at the LHC energies
is weaker than that for charmonium because the number of open bottom quarks produced
is much smaller than the number of open charm quarks. More experimental results on
Υ(nS) RAA will be shown later in Chapter 4 when we compare the calculated results with
measurements.
Another important experimental observable is the azimuthal angular distribution of the
24
 [GeV]
T
p
10 15 20 25 30 35 40
AAR
0
0.2
0.4
0.6
0.8
1
1.2
1.4 ATLAS
-1
 = 5.02 TeV, 0.42 nbNNsPb+Pb, 
-1
 = 5.02 TeV, 25 pbs, pp
, |y| < 2ψPrompt J/
Cent. 0-10 %
Cent. 20-40 %
Cent. 40-80 %
Correlated systematic uncer.
(a) Prompt J/ψ.
 [GeV]
T
p
10 15 20 25 30 35 40
AAR
0
0.2
0.4
0.6
0.8
1
1.2
1.4 ATLAS
-1
 = 5.02 TeV, 0.42 nbNNsPb+Pb, 
-1
 = 5.02 TeV, 25 pbs, pp
, |y| < 2ψNon-prompt J/
Cent. 0-10 %
Cent. 20-40 %
Cent. 40-80 %
Correlated systematic uncer.
(b) Non-prompt J/ψ.
|y|
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
AAR
0.2
0.4
0.6
0.8
1
1.2
1.4 ATLAS
-1
 = 5.02 TeV, 0.42 nbNNsPb+Pb, 
-1
 = 5.02 TeV, 25 pbs, pp
ψPrompt J/
Centrality 0-80%
 < 40 GeV
T
9 < p Correlated systematic uncer.
(c) Prompt J/ψ.
|y|
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
AAR
0.2
0.4
0.6
0.8
1
1.2
1.4 ATLAS
-1
 = 5.02 TeV, 0.42 nbNNsPb+Pb, 
-1
 = 5.02 TeV, 25 pbs, pp
ψNon-Prompt J/
Centrality 0-80%
 < 40 GeV
T
9 < p Correlated systematic uncer.
(d) Non-prompt J/ψ.
Figure 1.11: RAA of high-pT prompt and non-prompt J/ψ as functions of transverse
momentum and rapidity, measured by the ATLAS collaboration [100]. Prompt J/ψ is
formed from cc¯ that are produced in the initial hard scattering of heavy ion collisions
while non-prompt J/ψ is produced from b-hadron decays. We can see from (a) and
(b) that both the prompt and non-prompt J/ψ are more suppressed in more central
collisions. The dependences of suppression on the transverse momentum and the
rapidity are weak.
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Figure 1.12: RAA of prompt J/ψ and ψ(2S) as functions of centrality and transverse
momentum, measured by the CMS collaboration [101]. The excited charmonium
state ψ(2S) is more suppressed than the ground state J/ψ because the size of ψ(2S)
is bigger and is more strongly affected by the medium.
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Figure 1.13: RAA of Υ(nS) as functions of centrality and transverse momentum
measured at the RHIC and LHC energies. The RHIC data is measured by the
STAR collaboration [102] while the LHC data is measured by the CMS collaboration
[103]. The suppression factors of Υ(nS) are ordered by the sizes of these states. The
smallest state Υ(1S) is the least suppressed. The CMS measurements only obtain
an upper limit of the RAA of Υ(3S), which may imply a complete suppression of
Υ(3S) at the LHC energies. The RAA’s of Υ(1S) at the RHIC and LHC energies are
approximately equal to each other. This implies recombination from uncorrelated bb¯’s
for bottomonium at the LHC energies is weaker than that for charmonium because
the number of open bottom quarks produced is much smaller than the number of
open charm quarks. 27
produced quarkonium state H
E
d3NH
dp3
=
1
2pi
d2NH
pT dpT dy
(
1 + 2
∑
n=1
vn(b) cos[n(φ−ΨRP)]
)
, (1.12)
where ΨRP is the angle of the reaction plane. For light particles such as pions, kaons or
protons, the parameters v1, v2 and v3 are called the directed, elliptic and triangular flows.
The flow is a signature of the collective expansion of QGP. In general, the flow vn(b) depends
on the impact parameter or centrality. For heavy quarks and quarkonium, we would rather
just call them parameters in the azimuthal angular anisotropy. This is because most light
quarks are thought of as part of the medium and participate in the collective expansion while
heavy quarks are “external” currents or hard probes of the QGP. The azimuthal angular
anisotropies of heavy quarks and quarkonium are generated when they travel through and
interact with the expanding medium. The experimental measurements of J/ψ v2 are shown
in Fig. 1.14. One explanation of the non-zero v2 is that J/ψ inherits the azimuthal angular
anisotropy from recombining charm quarks. The open charm quarks gradually accumulate
the anisotropy by interacting with the medium when travel through the medium. The v2
parameter is an important observable for our theoretical understanding of heavy quarks
and quarkonium evolution inside the hot medium.
As both RHIC and LHC upgrade their detectors in the forthcoming years, more quarko-
nium measurements with high statistics and precision will come. Therefore it is time to
improve and deepen our theoretical understanding of quarkonium in-medium dynamics.
1.4 Theoretical Tools
1.4.1 Thermal Field Theory
Imaginary-time Formalism
The central theme of thermal field theory is to use the techniques of quantum field theory to
study statistical properties of systems at thermal equilibrium and their dynamical properties
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inherited by the bound state.
out of thermal equilibrium. The construction starts from the formal analogy between the
partition function in statistical mechanics and the generating functional in field theory. In
statistical mechanics, the partition function is defined as
Z ≡ Tre−βH , (1.13)
where β = 1/T is the inverse of the temperature and H is the system Hamiltonian. In
field theory, the generating functional is defined as a path integral over all possible field
configurations
Z[j] ≡
∫
Dφ exp
{
i
∫
d4x
(L(x) + j(x)φ(x))} , (1.14)
where L(x) is the Lagrangian density of the system of φ fields and j(x) is an external
current that couples with the φ field. It can be shown that by analytically continuing the
real time t to an imaginary time τ = it, the partition function in statistical mechanics can
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be written as
Z[j] =
∫
b.c.
Dφ exp
{
−
∫ β
0
dτ
∫
d3x
(LE(τ,x)− j(τ,x)φ(τ,x))} , (1.15)
where the boundary condition is periodic φ(0,x) = φ(τ,x) if φ is bosonic and anti-periodic
φ(0,x) = −φ(τ,x) if φ is fermionic. LE is the Lagrangian density in the Euclidean space
defined by
LE(τ,x) = −L(t = −iτ,x) . (1.16)
For any operator O, its expectation value at thermal equilibrium is defined as
〈O〉T ≡ 1
Z
Tr{e−βHO} . (1.17)
The operator expectation value can also be calculated by using the field theory technique,
〈Tτφ(x1)φ(x2) · · ·φ(xn)〉 = 1
Z
δnZ
δj(x1)δj(x2) · · · δj(xn)
∣∣∣
j=0
. (1.18)
The connected Green’s functions are defined as
G(n)(x1, x2, · · · , xn) ≡ δ
n lnZ
δj(x1)δj(x2) · · · δj(xn)
∣∣∣
j=0
. (1.19)
This formalism of thermal field theory is called the imaginary-time formalism. Feynman
rules for perturbative calculations can be derived similarly as in the zero-temperature field
theory. The only difference is the discrete energy spectrum in the imaginary-time formal-
ism, which is due to the (anti-)periodicity of the field. To show this, let us consider the
propagator G(2)(x1, x2) = G
(2)(x1 − x2) ≡ G(x). We have
G(τ − β,x) = ±G(τ,x) for 0 ≤ τ ≤ β , (1.20)
where + is for bosonic fields while − is for fermionic fields. Then when we decompose the
propagator in the energy-momentum space, we have a Fourier series with a discrete energy
spectrum rather than a Fourier transform with a continuum,
G(τ) = T
∑
n
e−iωnτG(iωn) , (1.21)
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in which ωn is the Matsubara frequency. For bosons ωn = 2npiT while for fermions ωn =
(2n+ 1)piT . In loop calculations, instead of integrating over the loop energy, we will do a
summation over the Matsubara frequencies in the imaginary-time formalism. Methods to
do the summation can be found in Ref. [107].
Real-time Formalism
If we are only interested in the properties of the system at thermal equilibrium, the
imaginary-time formalism is enough. But if we want to know the dynamical properties
of the system out of thermal equilibrium, we need to extend the imaginary-time formalism
to obtain an explicit time dependence in the construction. This can be done in the real-time
formalism, in which one can define different 2-point Green’s functions (propagators)
D>(t,x) =
〈
φ(t,x)φ(0, 0)
〉
T
(1.22)
D<(t,x) =
〈
φ(0, 0)φ(t,x)
〉
T
(1.23)
DR(t,x) =
〈
θ(t)[φ(t,x), φ(0, 0)]
〉
T
(1.24)
DA(t,x) = −
〈
θ(−t)[φ(t,x), φ(0, 0)]〉
T
(1.25)
DT (t,x) =
〈T (φ(t,x)φ(0, 0))〉
T
, (1.26)
where we list the definitions for a real scalar field φ. We follow the standard convention
to use D rather than G to label the Green’s functions. Generalizations to fermionic fields
or gauge fields can be easily made. The expectation value 〈· · · 〉T is defined in Eq. (1.17).
The subscripts R, A and T stand for the retarded, advanced and time-ordered Greens’s
functions. Their Fourier transform is defined as
DX(q0, q) =
∫
d4xei(q0t−q·x)DX(t,x) , (1.27)
where X could be >, <, R, A or T . The > and < propagators satisfy the Kubo-Martin-
Schwinger relation, which can be derived from the boundary conditions
D<(q0, q) = ±eq0/TD>(q0, q) , (1.28)
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in which the + sign is for bosons while the − sign is for fermions. The spectral function is
defined by
ρ(q0, q) ≡ D>(q0, q)−D<(q0, q) = DR(q0, q)−DA(q0, q) . (1.29)
By using the definitions, we can write the time-ordered propagator as
DT (q0, q) = DR(q0, q) +D<(q0, q) = DA(q0, q) +D>(q0, q) . (1.30)
In the energy-momentum space, the real-time propagators can be obtained from the an-
alytic continuation of the imaginary-time propagators (This is standard and explained in
textbooks such as Ref. [108].)
DR(q0, q) = −iDE(q0 = q0 + i, q) (1.31)
DA(q0, q) = −iDE(q0 = q0 − i, q) , (1.32)
where the subscript E is a shorthand of Euclidean and means the Green’s function in the
imaginary-time formalism. Using the definitions and relations shown above, we can write
out explicitly the propagators of a free scalar field
D>(q) = (1 + nB(q0))ρF (q) (1.33)
D<(q) = nB(q0)ρF (q) (1.34)
ρF (q) = (2pi) sign(q0)δ(q
2
0 − q2) (1.35)
DR(q) =
i
q20 − q2 + i sign(q0)
(1.36)
DA(q) =
i
q20 − q2 − i sign(q0)
(1.37)
DT (q) =
i
q20 − q2 + i
+ nB(|q0|)(2pi)δ(q20 − q2) , (1.38)
where nB(x) ≡ 1ex/T−1 is the Bose-Einstein distribution.
For an interacting theory at finite temperature, one can use the imaginary-time for-
malism to calculate loop-corrected Euclidean propagators and then obtain the retarded
and advanced propagators via analytic continuations. We can then calculate the spectral
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function and obtain all the other propagators by using the Kubo-Martin-Schwinger relation
and Eq. (1.30).
The real-time thermal field theory can also be formulated in terms of a path integral.
To incorporate both the real time dynamics and the thermal properties, one has to double
the degrees of freedom and use the Keldysh-Schwinger contour. Since we will not use the
Keldysh-Schwinger path integral throughout this dissertation, we will not explain it here.
Hard Thermal Loops
Now we will use the imaginary-time formalism to calculate the photon polarization tensor
Πµν at one loop. We will use this as an example to explain the hard thermal loops and
their power counting. We will focus on the illumination of the power counting rather than a
complete calculation here. In the imaginary-time formalism, we can write (we only consider
the contribution from the electron and positron and neglect their masses)
Πµν(q0, q) = e
2T
∑
n
∫
d3k
(2pi)3
Tr
(
γµ /Kγν( /K − /Q))
[ω2n + k
2][(ωn + iq0)2 + (k − q)2]
, (1.39)
where Kµ = (k, ωn) and Qµ = (q,−iq0) for µ = 1, 2, 3, 4. For the gamma matrices, γ4 = iγ0
such that {γµ, γν} = −2δµν . Simplifying the trace we obtain
Tr
(
γµ /Kγν( /K − /Q)) = 8KµKν − 4δµνK2 + 4δµνK ·Q− 4KµQν − 4QµKν . (1.40)
We now take the term k2 = k2 in the trace as an example and consider the integral
I ≡ T
∑
n
∫
d3k
(2pi)3
k2
[ω2n + k
2][(ωn + iq0)2 + (k − q)2]
. (1.41)
The summation can be done [109]
I =
∫
d3k
(2pi)3
k2
2k|k − q|[(
1 + nE(k) + nE(|k − q|)
)( 1
iq0 + k + |k − q| −
1
iq0 − k − |k − q|
)
−(nE(k)− nE(|k − q|))( 1
iq0 + k − |k − q| −
1
iq0 − k + |k − q|
)]
. (1.42)
Now let us consider soft external momenta q ∼ eT (q here means the four-momentum
rather than the magnitude of |q|). The term “1” in 1 + nE(k) + nE(|k − q|) corresponds
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to the vacuum contribution. It has a quadratic power divergence. After renormalization,
we expect I ∼ q2 ∼ e2T 2. Then the polarization tensor Π ∼ e4T 2, which is e2 suppressed
compared with q2. So this loop correction is a perturbation and resummation in this case
is not crucial. Then we consider the other terms with the Fermi-Dirac distributions. Due
to the Fermi-Dirac distribution, we expect the typical value of k to be . T . For soft
loop momenta k ∼ eT , we expect I ∼ nE(eT )e2T 2 just by counting the power of k of the
integral. Since eT  T , we approximate the distribution by nE(eT ) ∼ 1 (For the Bose-
Einstein distribution of gluons in thermal QCD, we would have nB(gT ) ∼ TgT ∼ 1/g.). So
for soft loop momenta, I ∼ e2T 2, Π ∼ e4T 2 and resummation is not crucial.
Finally we analyze the case of hard loop momenta k ∼ T . We can neglect the q0 ∼
|q| ∼ eT in the denominator and approximate nE(T ) by 1. Then the integral scales as
I ∼ T 2 and Π ∼ e2T 2. In the case of hard loop momenta, the polarization tensor scales
on the same order as q2. So resummation is crucial in the case of hard loop momenta.
In general, if a loop correction has to be resummed when the external momenta are soft
∼ eT and the loop momenta are hard ∼ T , this loop is identified to have a hard thermal
loop contribution. The general power counting rule to identify hard thermal loops has
been analyzed [109]. The complete result of Π00 in the hard thermal loop approximation
(keeping only the contributions from hard thermal loops) at one loop is given by
Π00(q0, q) = −4e
2
pi2
∫ ∞
0
k dk nE(k)
[
1 +
q0
|q| ln
(q0 − |q|
q0 + |q|
)]
. (1.43)
If we set q0 = 0 and take the limit |q| → 0, we obtain the Debye mass
m2D = −Π00(q0 = 0, |q| → 0) =
1
3
e2T 2 . (1.44)
which leads to the screening of the electric interaction. The screening is due to the massive
force carrier and the interaction becomes short-range with a typical length scale ∼ 1/mD. In
both thermal QED and QCD, the hard thermal loops of the photon and gluon self energies
(polarization tensors) satisfy the Ward identity and thus are gauge invariant [110, 111].
More specifically, the Debye mass is gauge invariant and thus is a physical quantity. As a
result, the photon and gluon propagators with the hard thermal loop corrections are gauge
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covariant. The hard thermal loop approximation can be formulated as an effective field
theory with an effective Lagrangian, which is manifestly gauge invariant [112].
We can analytically continue the Euclidean Π00 to real time and obtain the retarded
and advanced polarization tensors
Π00R(A)(q0, q) = Π
00(q0 ± i, q) , (1.45)
where the +(−) sign is for the retarded (advanced) one. Due to the logarithmic term in
the expression (1.43), Π00R(A) will have an imaginary part when the external momentum is
spatial, q0 < |q|. This is the origin of the Landau damping phenomenon in thermal QED
and QCD plasmas. For the quarkonium dynamics inside the QGP, the appearance of the
imaginary part corresponds to the quarkonium dissociation caused by inelastic scattering
with medium constituents.
Thermal field theory is an important theoretical tool in the study of quarkonium inside
the QGP. It will be widely used in the following chapters.
1.4.2 Effective Field Theory
As mentioned in Section 1.4.1, the hard thermal loop approximation can be formulated
as an effective field theory (EFT). EFT is based on separation of scales, symmetries and
systematic expansions. It is a theory of effective degrees of freedom. Different terms in
the theory are organized by a certain power counting rule: lower-order terms in the power
counting have more important contributions to a certain physical process. Thus different
terms in the EFT are well-organized by their importance in the process. We have two ways
to construct an EFT in general: “bottom-up” and “top-down” approaches. In the “bottom-
up” approach, one writes down the most general form of a Lagrangian consistent with all
the symmetry properties of the system under study. The parameters of each term will be
fitted from experimental data. Chiral perturbation theory is an example of “bottom-up”
construction. In the “top-down” approach, one integrates out degrees of freedom with a
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highf energy scale and derives an effective Lagrangian for the low-energy modes. Examples
of the “top-down” construction are soft-collinear effective theory and nonrelativistic QCD
which will be introduced below.
EFT is a powerful tool when the system exhibits a well-separated hierarchy of scales.
We will use the formulation of EFT extensively throughout this dissertation.
1.4.3 Nonrelativistic QCD
Another crucial theoretical tool is the effective field theory of heavy quarks. We will explain
the construction of nonrelativistic QCD (NRQCD) and its power counting in this section. It
was first constructed in Refs. [113,114]. The construction relies on the following separation
of scales
M Mv Mv2 , (1.46)
where M is the heavy quark mass and v is the magnitude of the relative velocity between the
QQ¯ inside the bound state. M is a scale for the quarkonium annihilation and the creation
of QQ¯ pairs from gluons. Since M is large for heavy quarks, the process of creating QQ¯
pairs from the initial hard partonic scattering in proton-proton or heavy ion collisions is
thought of as a short-distance process. 1/(Mv) controls the typical size of the quarkonium.
For charmonium, v2 ∼ 0.3 and for bottomonium, v2 ∼ 0.1. Mv2 is the radial or orbital-
angular-momentum excitation energy of the same quarkonium family. Mv2 ∼ 500 MeV for
both charmonium and bottomonium. Thus Mv2 ∼ ΛQCD.
The idea of NRQCD is to separate the scale M from the scales Mv, Mv2, ΛQCD by
integrating out the degrees of freedom of momenta &M . These degrees of freedom include
relativistic heavy quarks, light quarks and gluons with momenta &M . The removal of these
degrees of freedom is compensated by a set of new local operators and their coefficients in the
Lagrangian. As will be discussed below, for NRQCD they are the four-fermion operators.
Since M is assumed to be a perturbative scale, the coefficients of the new local operators
can be calculated in perturbation theory. Non-perturbative physics in a certain physical
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process is written in terms of matrix elements of the new local operators. In this way,
one factorizes the perturbative and non-perturbative physics. The factorization allows us
to extract the information of non-perturbative physics from experimental measurements
and perturbative calculations. Usually, the set of new local operators can be organized by
their importance to a certain process, encoded in a power counting rule. In NRQCD, the
parameter of the power counting is the velocity v. So a typical NRQCD calculation is a
double expansion in αs(M) and v.
Consider the Lagrangian density of the heavy quark sector of QCD
L = Ψ¯(i /D −M)Ψ , (1.47)
where Ψ = Ψ(x) is the Dirac spinor, which contains both the quark and antiquark. The
first step in the construction is to do a Foldy-Wouthuysen-Tani transformation
Ψ(x) = e−iMtψ(x) , (1.48)
then we have
L = ψ¯(i /D −M + γ0M)ψ . (1.49)
We will use the γ matrices in the Dirac representation
γ0 =
I2×2 0
0 −I2×2
 , γi =
 0 σi
−σi 0
 , (1.50)
where σi is the Pauli matrices. Under the Dirac representation, we can decompose the
Dirac spinor into a large component ψL and a small component ψS
ψ(x) =
ψL
ψS
 . (1.51)
Then the Lagrangian can be written as
Lψ = ψ†LiD0ψL + ψ†Liσ ·DψS + ψ†Siσ ·DψL + ψ†S(iD0 + 2M)ψS . (1.52)
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The equation of motion of ψS is obtained by the Euler-Lagrangian equation and differen-
tiating with respect to ψ†S
ψS = −(iD0 + 2M)−1iσ ·DψL . (1.53)
By replacing ψS with the above expression in the Lagrangian gives
Lψ = ψ†LiD0ψL − ψ†Liσ ·D(iD0 + 2M)−1iσ ·DψL . (1.54)
Then we can expand the Lagrangian in terms of 1/M
(iD0 + 2M)
−1 =
1
2M
(
1− iD0
2M
+
(iD0)
2
4M2
+ · · ·
)
. (1.55)
We can then organize the Lagrangian by powers of 1/M and write
Lψ = L(0)ψ + L(1)ψ + L(2)ψ + · · · (1.56)
L(0)ψ = ψ†LiD0ψL (1.57)
L(1)ψ = ψ†L
(D2
2M
+
g
2M
σ ·B
)
ψL (1.58)
L(2)ψ =
g
8M2
ψ†L
(
[Di, Ei] + iijkσi(DjEk − EjDk)
)
ψL . (1.59)
For the antiquark part, we let
Ψ(x) = eiMtχ(x) (1.60)
and decompose χ(x) into a small component and a large component
χ(x) =
χS
χL
 . (1.61)
Repeating the similar procedure we obtain
Lχ = L(0)χ + L(1)χ + L(2)χ + · · · (1.62)
L(0)χ = −χ†LiD0χL (1.63)
L(1)χ = χ†L
(D2
2M
+
g
2M
σ ·B
)
χL (1.64)
L(2)χ = −
g
8M2
χ†L
(
[Di, Ei] + iijkσi(DjEk − EjDk)
)
χL . (1.65)
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From now on we will omit the subscript “L” and only write ψ and χ. They are the annihi-
lation operator of heavy quarks and the creation operator of heavy antiquarks respectively.
Now we will explain the power counting rule.
Since the typical momentum of the heavy quark and heavy antiquark is ∼ Mv, from
dimensional analysis we get ψ, χ ∼ (Mv)3/2. We also expect D ∼ Mv and then from the
equation of motion of the heavy quark we get D0 ∼ Mv2. From the equations of motion
of the gauge fields, we find gA0 ∼Mv2 and gA ∼Mv3. The power counting rule will help
us to organize operators according to their importance.
Let us first apply the power counting to understand the structure of quarkonium. The
Fock space decomposition of a quarkonium state H can generally be written as
|H〉 = |QQ¯〉+ |QQ¯g〉+ · · · , (1.66)
where g indicates a dynamical gluon and the dots indicate higher Fock states with more
gluons and light quarks. The lowest Fock state |QQ¯〉 is just a heavy quark antiquark pair
interacting with each other. In Coulomb gauge, A0 gauge field is not dynamical. So the
lowest order operator that connects |QQ¯〉 and |QQ¯g〉 is
D2
2M
=
∇2
2M
− igA · ∇
M
− g
2A2
2M
, (1.67)
where we have used the Coulomb gauge condition ∇ ·A = 0. The energy correction to the
quarkonium due to the existence of the dynamical gluon is given by
∆E = − ig
M
〈H|
∫
d3x(ψ†A · ∇ψ + χ†A · ∇χ)|H〉 . (1.68)
Using our power counting and 〈H|H〉 ∼ v0, we find ∆E ∼ Mv4. We can write ∆E in
another way: P|QQ¯g〉 × E|QQ¯g〉 where P|QQ¯g〉 is the probability of the quarkonium in this
Fock state and E|QQ¯g〉 is the energy of this state. If the dynamical gluon has an energy
∼ Mv, then E|QQ¯g〉 ∼ Mv2 + Mv ∼ Mv and P|QQ¯g〉 ∼ v3; On the other hand, if the
dynamical gluon has an energy ∼ Mv2, then E|QQ¯g〉 ∼ Mv2 and P|QQ¯g〉 ∼ v2. In either
case, the Fock state with one dynamical gluon is suppressed at least by v2. So up to higher
order corrections in v2, quarkonium can be thought of as a bound state of QQ¯. This power
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counting analysis also explains the phenomenological success of potential models to describe
the quarkonium spectra.
In addition to the terms in (1.56) and (1.62), we also need to add four-fermion operators
to describe the annihilation and creation processes for quarkonium, to compensate the
degrees of freedom integrated out. For the annihilation processes, the dimension-6 operators
are
(δL)d=6 = f1(
1S0)
M2
O1(1S0) + f1(
3S1)
M2
O1(3S1)
+
f8(
1S0)
M2
O8(1S0) + f8(
3S1)
M2
O8(3S1) (1.69)
O1(1S0) = ψ†χχ†ψ (1.70)
O1(3S1) = ψ†σiχχ†σiψ (1.71)
O8(1S0) = ψ†T aχχ†T aψ (1.72)
O8(3S1) = ψ†σiT aχχ†σiT aψ . (1.73)
The operators are specified by Oi(2S+1LJ) where i = 1 for a color singlet and i = 8 for a
color octet and S, L and J are the spin, orbital and total angular momentum quantum num-
bers. P-wave operators are of the form ψ†
↔
Diχχ
†↔Diψ (one can also insert spin σi and color T a
operators between the quark antiquark fields), which are dimension-8 operators. When cal-
culating the annihilation rates, matrix elements such as 〈H|Oi(2S+1LJ)|H〉 will appear. One
can use our power counting to organize different matrix elements based on their v2-scaling.
For quarkonium creation processes, matrix elements of the form 〈0|ψ†Σχ|H〉〈H|χ†Σψ|0〉
will show up and |0〉 is the vacuum state. For dimension-6 operators, Σ can be I, σi, T a
or σiT
a. We will omit further details on how to use the four-fermion operators in the
calculations of quarkonium annihilation and creation. The NRQCD factorization has been
applied widely in the phenomenological studies of quarkonium production in proton-proton
collisions [115–124].
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1.4.4 Potential Nonrelativistic QCD
The effective field theory potential nonrelativistic QCD (pNRQCD) in vacuum can be
systematically constructed from NRQCD by further integrating out the scale Mv [125–127].
In a hot medium, the construction may be complicated due to the existence of extra scales
such as the temperature T and the Debye mass mD. Depending on where T and mD fit
into the scale hierarchy M  Mv  Mv2, one can obtain different versions of pNRQCD.
Since in current heavy ion experiments, the highest temperature achieved is ∼ 500 MeV,
which is on the same order as Mv2 for both charmonium and bottomonium. We will
assume M  Mv  Mv2 & T & mD and integrate out the scale Mv without worrying
about the thermal scales. Thermal medium effects will start to modify the theory if we
consider physical processes at the scale Mv2. It is worthing noticing that the typical
size of quarkonium is given by r ∼ 1/Mv. Under our assumed separation of scales, the
Debye screening effect is not too strong: rmD . v. If rmD ∼ 1, Debye screening of the
attractive potential would be too strong to support bound quarkonium states. We will
assume Mv  ΛQCD and perform a perturbative construction of pNRQCD here.
The construction of pNRQCD is as follows: we start with the annihilation operators of
a heavy quark antiquark pair ψi(x1, t)χ
†
j(x2, t) where i and j are color indexes. We want to
map it onto composite fields: a color singlet S(R, r, t) and a color octet Oa(R, r, t). The
center-of-mass (c.m.) and relative positions of the QQ¯ pair are R = x1+x22 and r = x1−x2
respectively. We will assume the medium is translationally invariant so the existence of the
medium does not break the separation into the c.m. and relative motions. Under a gauge
transformation U , we expect the color singlet S to be invariant and the color octet Oa to
transform like a gluon at (R, t). Since the operator Φij(x1,x2, t) ≡ ψi(x1, t)χ†j(x2, t) is not
gauge invariant and transforms as Uii′(x1, t)ψi′(x1, t)χ
†
j′(x2, t)U
†
j′j(x2, t), we need to add
Wilson lines to make sure the two sides of the mapping have the same gauge transformation
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laws. We make the following construction
ψi(x1, t)χ
†
j(x2, t) = Wii′(x1,R, t)(Si′j′ + Oi′j′)Wj′j(R,x2, t) (1.74)
Sij ≡ δij√
Nc
S(R, r, t) (1.75)
Oij ≡ 1√
TF
T aijO
a(R, r, t) , (1.76)
where Nc = 3 and TF =
1
2 is defined by Tr(T
aT b) = TF δ
ab. The pre-factors in front of S and
Oa are our normalization conditions. We define the quadratic Casimir of the fundamental
representation CF ≡ TFNc (N2c − 1) for later use. The Wilson line is defined as
Wij(x,y, t) ≡
[
exp
{
ig
∫ x
y
dr ·A(r, t)
}]
ij
, (1.77)
where the gauge field is A(r, t) = T aAa(r, t).
Then the Lagrangian density of the composite fields can be derived from the Lagrangian
density of NRQCD shown in expressions (1.56) and (1.62)
L = Tr
{
Φ†(x1,x2, t)
(
iD0 +
D2x1
2M
+
D2x2
2M
+ · · ·
)
Φ(x1,x2, t)
}
, (1.78)
where iD0Φ(x1,x2, t) = i∂0Φ(x1,x2, t) + gA0(x1, t)Φ(x1,x2, t) − Φ(x1,x2, t)gA0(x2, t).
Finally we expand the Lagrangian in (1.78) in powers of g (weak coupling expansion) and
r (multipole expansion) and obtain the Lagrangian density of pNRQCD
LpNRQCD =
∫
d3rTr
(
S†(i∂0 −Hs)S + O†(iD0 −Ho)O + VA(O†r · gES + h.c.)
+
VB
2
O†{r · gE,O}+ · · ·
)
+ Llight quark + Lgluon , (1.79)
where E represents the chromoelectric field and D0O = ∂0O − ig[A0,O]. The gluon and
light quark parts are just QCD with momenta .Mv. The degrees of freedom are the color
singlet S(R, r, t) and color octet O(R, r, t). The color singlet and octet Hamiltonians are
expanded in powers of 1/M or equivalently, v:
Hs =
(i∇cm)2
4M
+
(i∇rel)2
M
+ V (0)s +
V
(1)
s
M
+
V
(2)
s
M2
+ · · · (1.80)
Ho =
(iDcm)
2
4M
+
(i∇rel)2
M
+ V (0)o +
V
(1)
o
M
+
V
(2)
o
M2
+ · · · . (1.81)
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We will work to the lowest order in the expansion of v. By the virial theorem, p2rel/M ∼
V
(0)
s,o ∼Mv2. Higher-order terms of the potentials including the relativistic corrections and
spin-orbital and spin-spin interactions are suppressed by extra powers of v. In the QQ¯ pair
(bound or unbound) rest frame, the initial c.m. momentum is zero. If the medium is static
with respect to the QQ¯ pair, the final c.m. momentum after a scattering is of order ∼ T .
Since in our power counting, T .Mv2, the c.m. kinetic energy is of order .Mv4 and thus
suppressed by v2.1 Therefore, at the lowest order in the nonrelativistic expansion
Hs,o =
(i∇rel)2
M
+ V (0)s,o . (1.82)
The potentials and Wilson coefficients VA,B in the chromoelectric dipole vertices can be
obtained in the construction. Up to order g2r,
V (0)s = −CF
αs
r
, V (0)o =
1
2Nc
αs
r
, VA = VB = 1 . (1.83)
The chromomagnetic vertices are suppressed by powers of v. The potential is Coulomb,
which is approximately valid inside QGP since the confining part is flattened. One can
improve the potentials by using a non-perturbative construction of pNRQCD.
Under a gauge transformation U(R, t),
S(R, r, t) → S(R, r, t) (1.84)
O(R, r, t) → U(R, t)O(R, r, t)U †(R, t) (1.85)
Dµcm → U(R, t)DµcmU †(R, t) , (1.86)
therefore the Lagrangian density is invariant under a gauge transformation associated with
the c.m. motion. It is worth noting that the relative motion is not gauged due to the
multipole expansion.
1If the medium is moving with respect to the QQ¯ pair at a velocity vmed, the c.m. kinetic energy is
still suppressed at least by one power of v if vmed .
√
1− v. We assume the medium is static with
respect to the QQ¯ pair here. Generalization to the case of moving medium with vmed .
√
1− v
will be worked out in Chapter 4.
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To make the wave function associated with the relative motion explicit, we do a change
of basis in the relative motion by defining
S(R, r, t) =
1√
Nc
S(R, r, t) ≡ 1√
Nc
〈r|S(R, t)〉 (1.87)
O(R, r, t) =
1√
TF
Oa(R, r, t)T a ≡ 1√
TF
〈r|Oa(R, t)〉T a . (1.88)
Then the Lagrangian density of the singlet and octet part can be written as [127]
LpNRQCD(R, t) = Lkin,s + Lkin,o + Lint,so + Lint,oo + · · · (1.89)
Lkin,s = 〈S(R, t)|(i∂0 −Hs)|S(R, t)〉 (1.90)
Lkin,o = 〈Oa(R, t)|(i∂0 −Ho)|Oa(R, t)〉 (1.91)
Lint,so =
√
TF
NC
(
〈Oa(R, t)|r · gEa(R, t)|S(R, t)〉+ h.c.
)
(1.92)
Lint,oo = ifabc〈Oa(R, t)|gAb0(R, t)|Oc(R, t)〉 (1.93)
+dabc〈Oa(R, t)|gr ·Eb(R, t)|Oc(R, t)〉+ · · · ,
The bra-ket notation saves us from writing the integral over the relative position explicitly.
The singlet and octet composite fields are quantized by
|S(R, t)〉 =
∫
d3pcm
(2pi)3
e−i(Et−pcm·R)
(∑
nl
|ψnl〉anl(pcm) +
∫
d3prel
(2pi)3
|ψprel〉bprel(pcm)
)
(1.94)
|Oa(R, t)〉 =
∫
d3pcm
(2pi)3
e−i(Et−pcm·R)
∫
d3prel
(2pi)3
|Ψprel〉caprel(pcm) , (1.95)
where E is the eigenenergy of the state under the Hamiltonians, Eq. (1.82). The whole
Hilbert space factorizes into two parts: one for the c.m. motion and the other for the
relative motion. The wave functions of the relative motion can be obtained by solving
Schro¨dinger equations, which are part of the equations of motion of the free composite fields.
They can be hydrogen-like wave functions |ψnl〉 for bound singlets with the eigenenergy
−|Enl|, or Coulomb scattering waves |ψprel〉 and |Ψprel〉 for unbound singlets and octets with
the eigenenergy p2rel/M . No bound state exists in the octet channel due to the repulsive
potential. We will average over the polarizations of non-S wave quarkonium states when
computing scattering amplitudes squared (this will be explained in Chapter 3). So we omit
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the quantum number m of the bound singlet state. The operators a
(†)
nl (pcm), b
(†)
prel(pcm)
and c
a(†)
prel (pcm) act on the Fock space to annihilate (create) a composite particle with a
c.m. momentum pcm and corresponding quantum numbers in the relative motion. These
annihilation and creation operators satisfy the following commutation rules:
[an1l1(pcm1), a
†
n2l2
(pcm2)] = (2pi)
3δ3(pcm1 − pcm2)δn1n2δl1l2 (1.96)
[bprel1(pcm1), b
†
prel2
(pcm2)] = (2pi)
6δ3(pcm1 − pcm2)δ3(prel1 − prel2) (1.97)
[ca1prel1(pcm1), c
a2†
prel2
(pcm2)] = (2pi)
6δ3(pcm1 − pcm2)δ3(prel1 − prel2)δa1a2 . (1.98)
All other commutators are zero. The Feynman rules can be derived and are summarized in
Fig. 1.15. We use the notation aibi ≡ ∑i aibi = aibi to denote Euclidean summation and
rµ = 0 when µ = 0. These Feynman rules are the starting point of the calculations shown
in the following chapters.
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k0,k, nl
= i|ψnl〉〈ψnl|
k0− k24M +|Enl|+i
p0,pcm,prel
a b =
i|Ψprel 〉〈Ψprel |
p0−p
2
cm
4M
−p
2
rel
M
+i
δab
k, nl pcm,prel, b
q, µ, a
= g
√
TF
Nc
δab(q0gµi − qigµ0)〈Ψprel|ri|ψnl〉
k, nl pcm,prel, c
q1, µ, a q2, ν, b
= ig2
√
TF
Nc
fabc(gµ0gνi − gµigν0)〈Ψprel|ri|ψnl〉
p1cm,p1rel, a p2cm,p2rel, c
q, µ, b
= gdabc(q0gµi − qigµ0)〈Ψp2rel |ri|Ψp1rel〉
p1cm,p1rel, a p2cm,p2rel, c
q, µ, b
= gfabcgµ0(2pi)3δ3(prel1 − prel2)
Figure 1.15: Feynman rules in pNRQCD. Single solid line represents the bound
color singlet while double solid lines represent the unbound color octet. The grey
blob indicates the dipole interaction. The vertex with no grey blob means the gauge
coupling in the c.m. motion. Unbound singlet propagator will not be used throughout
the dissertation and not shown here. The octet wave function |Ψprel〉 is a Coulomb
scattering wave and thus the effect of the octet potential has been resummed in the
octet propagator.
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Chapter 2
Low Energy Scattering of α-Particles in
an e−e+γ Plasma
This chapter seems like a digression. But it is not. In fact, the physical process discussed in
this chapter has many similarities with the QGP screeining effect on quarkonium. Yet, the
physical process studied here is much simpler both conceptually and technically. Therefore
it is a good starting point to understand the physics, develop intuition, and get familiar with
some of the theoretical tools that will be used to study quarkonium in-medium transport in
later chapters. The work presented in this chapter was done in collaboration with Thomas
Mehen and Berndt Mu¨ller and published in Refs [128,129].
2.1 Physical Motivation: Plasma Screening Effect
This research was inspired by the following intuitive idea: Suppose a nuclear scattering
process is described by short-range nuclear attraction and long-range Coulomb repulsion.
The interplay between the two competing forces results in a resonant state and determines
its energy and width. If the system is embedded inside an e−e+γ plasma and the Coulomb
repulsion is screened due to the plasma, the resonance energy will be lowered. This is
because first, part of the Hamiltonian is lowered and second, the wave function is more
centered around the origin where the potential is negative. If the screening is strong enough,
the resonance will become a bound state. This screening effect will be most prominent when
the resonance energy and the plasma temperature are on the same order. The production of
8Be from S-wave resonant α particle scattering in the primordial Big Bang nucleosynthesis
serves as a good physical example. The α particle, 4He, is a tightly bound nucleus with
charge +2e and isospin I = 0. The 8Be resonance energy between two α particles in
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vacuum is about 91.8 keV. The temperature of the e−e+γ plasma during the Big Bang
nucleosynthesis is roughly below 1 MeV.
The traditional approach of this problem is to use potential models. The short-range
nuclear interaction can be modeled by a parametrization such as the Woods-Saxon potential
and the long-range potential is just Coulombic. The e−e+γ plasma screening effect on the
Coulomb potential can be studied by solving the Thomas-Fermi model:
−∇2VC(x) = 4pi(ρ1(x) + ρ2(x) + ρe(x)) (2.1)
ρ1(x) = Z1eδ(x) (2.2)
ρ2(x) = Z2eδ(x+ r) (2.3)
ρe(x) = egs
∫
d3p
(2pi)3
(
1
1 + e((p)+eVC)/T
− 1
1 + e((p)−eVC)/T
)
, (2.4)
where VC(x) is the (screened) Coulomb interaction between the two nuclei and ρ1(x), ρ2(x)
and ρe(x) are the charge densities of the first nucleus, the second nucleus and the e
−e+ in
the plasma respectively. Here r is the relative position between the two nuclei and gs = 2
is the spin degeneracy of the lepton. After solving the screened Coulomb potential, one
can solve the Schro¨dinger equation with the nuclear plus Comlomb potential to obtain the
resonance properties.
However, the nuclear potential model is just a parametrization and there is no theoreti-
cal guiding principle that can determine the functional form of the potential. Furthermore,
when the system exhibits a well separated hierarchy of scales, the separation of scales is not
generally built in potential models. On the contrary, the EFT framework is constructed
on well-separated scales, which can greatly simplify the calculation. Parameters of the
EFT Lagrangian exhibit a simple power counting law. This feature is not easily captured
by potential models. Here we will use an effective field theory approach to describe the
interactions between α particles.
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2.2 Pionless Effective Field Theory
Since the 8Be resonance energy is much smaller than the α particle mass M ≈ 3.7 GeV,
a nonrelativistic description is valid. The typical momentum transferred at resonance is
about 18.5 MeV, much smaller than the pion mass mpi ≈ 135 MeV. Thus the internal
structure of the α particle can be neglected because the internal dynamics is governed by
pion exchanges. The finer details of the α particle structure is not probed at the resonant
scattering. The long-range interaction between two α particles is the Coulomb repulsion. To
model the short-range nuclear interaction, we use the separation of scales in the process.
The scale of the nuclear interaction between α particles is set by twice the pion mass
because one pion exchange between α particles is forbidden by isospin symmetry, which is
again much larger than the momentum at resonance. Thus, a contact nuclear interaction
description between α particles is a reasonable approximation. The effective field theory
corresponding to this case is the pionless effective field theory. It was first developed to
describe low-energy scattering between nucleons and achieved appealing phenomenological
success [130,131]. It has been extended to include Coulomb effects [132] and has been used
to study the α-α low-energy scattering [133].
In the pionless EFT, the α particle is described by a scalar field N with a mass M .
The only nuclear interactions involved in the effective Lagrangian are contact interactions
which are organized by derivative expansions. The effective Lagrangian is
L = N †
(
iD0 +
D2
2M
)
N − C0
4
N †N †NN +
C2
32
(
N †
←→∇ 2N †NN + h.c.
)
+ · · · , (2.5)
where Dµ is the covariant derivative for the gauge coupling to photons. The propagator of
the scalar field with an energy-momentum (E,p) is
i
E − p22M + i
. (2.6)
The four-point vertex for α particles with incoming momentum p in the c.m. frame is
−i
∞∑
n=0
C2np
2n . (2.7)
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(a)
(E/2,p)
(E/2,−p)
(E/2 + q0,q)
(E/2− q0,−q)
(b)
(c)
Figure 2.1: First three Feynman diagrams contributing to the α-α scattering in the
geometric series. The singlet solid line indicates the α particle and the white blob
denotes the vertex −i∑∞n=0C2np2n.
It is worth noticing that the C0 term corresponds to a delta potential in quantum mechanics.
The parameters C2n are bare parameters here. Later we will use the same notation C2n(µ)
for renormalized parameters at the scale µ. We will explain the power counting of C2n(µ)
in the next subsection.
2.2.1 Scattering Amplitude without Coulomb Interactions
We will focus on the S-wave scattering between two α particles. The tree-level Feynman
diagram is shown in Fig. 2.1a and the scattering amplitude is
iTtree = −i
∞∑
n=0
C2np
2n . (2.8)
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The one-loop Feynman diagram with the definition of kinetic variables is shown in Fig. 2.1b
and the amplitude is given by
iT1loop = iTtree
∑
n
C2nIn , (2.9)
where In is the loop integral
In = −i
∫
d4q
(2pi)4
q2n
i
E/2 + q0 − q2/2M + i
i
E/2− q0 − q2/2M + i , (2.10)
which is divergent. So we use dimensional regularization and analytically continue it to an
arbitrary dimension d,
In = µ
4−d
∫
dd−1q
(2pi)d−1
q2n
1
E − q2/M + i , (2.11)
where in the last line we have integrated over q0. The renormalization scale µ is introduced
so that the mass dimensions of the parameters C2n(µ) are the same as in the bare theory.
One can find
In = −M(ME)nµ4−d
Γ(3−d2 )
(4pi)(d−1)/2
(−ME − i)(d−3)/2 . (2.12)
The divergences in In will be renormalized (absorbed into the definitions of C2n) and in
general C2n will be µ-dependent. In the minimal subtraction scheme (MS scheme),
IMSn =
M
4pi
(ME)n
√−ME − i = −iM
4pi
p2n+1 . (2.13)
Similarly the two-loop amplitude shown in Fig. 2.1c is
iT2loop = iTtree(
∑
n
C2nIn)
2 . (2.14)
The n-loop corrections form a geometric series and one can resum all the loop corrections
to obtain the total scattering amplitude
iT = −i
∑∞
n=0C2np
2n
1−∑∞n=0C2nIn . (2.15)
Once we have the scattering amplitude, we can calculate the phase shift defined by1
T = 4pi
M
1
p cot δ0 − ip , (2.16)
1The factor 4piM is a convention when we compare the quantum field theory scattering amplitude
and that in quantum mechanics.
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where cot δ0 is the S-wave phase shift and it has an effective range expansion for low-energy
scatterings
p cot δ0 = −1
a
+
1
2
r0p
2 − 1
4
P0p
4 + · · · , (2.17)
where a is the scattering length, r0 the effective range, and P0 the shape parameter. In the
EFT framework, the effective range expansion can be generalized to be
p cot δ0 = −1
a
+
1
2
Λ2
∞∑
n=0
rn
( p2
Λ2
)n+1
, (2.18)
where 1/Λ is the length scale of the nuclear interaction and low-energy scattering means
p  Λ. In our case, the length scale is set by twice the pion mass Λ ∼ 2mpi. We expect
rn ∼ 1/Λ based on dimensional analysis.
Small Scattering Length
When the scattering length a is small, i.e., p 1/|a| ∼ Λ. One can expand the scattering
amplitude written in the EFT language (2.15) and the amplitude in the effective range
expansion (2.16) in powers of p and match the two. Expansion of (2.15) in the MS scheme
gives
T = −C0 + iC20
M
4pi
p+
[
C30
(M
4pi
)2 − C2]p2 +O(p3) . (2.19)
Expansion of (2.16) leads to
T = −4pia
M
[
1− iap+
(1
2
ar0 − a2
)
p2 +O(p3)
]
. (2.20)
Matching these two expressions we obtain
C0(µ) =
4pia
M
(2.21)
C2(µ) = C0
ar0
2
∼ 4pi
MΛ
( 1
Λ2
)
, (2.22)
where we have used |a| ∼ rn ∼ 1/Λ. The right-hand-sides are µ-independent because in
the MS scheme, there is no pole at d = 4 in In.
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Generally, the coefficients of p2n terms in the scattering amplitude are given by C2n in
the EFT and
C2n(µ) ∼ 4pi
MΛ
( 1
Λ2
)n
. (2.23)
So the EFT is indeed an expansion in powers of p/Λ.
Large Scattering Length
When the scattering length a is large, i.e., |a|  1/Λ, which is a more realistic case because
a resonance exists, the naive expansion in powers of p described above fails. In fact, pa 1
breaks down and one must reorganize the series of pn in (2.20) and absorb all the terms
with (pa)n into the leading-order term. In this case, we need to expand in powers of p/Λ
while retain pa to all orders. This new expansion of (2.16) gives
T = −4pi
M
1
1/a+ ip
(
1 +
r0/2
1/a+ ip
p2 +
r1/2Λ
2
1/a+ ip
p4 +
(r0/2)
2
(1/a+ ip)2
p4 + · · ·
)
. (2.24)
In the EFT method, each Feynman diagram has a positive power of p. So to get a negative
power of p as in the leading-order term of (2.24), an infinite number of Feynman diagrams
must be resummed. If we still use the MS subtraction scheme and conduct a similar
expansion
T = − C0
1 + ipM4pi C0
− C2p
2
(1 + ipM4pi C0)
2
− C4p
4
(1 + ipM4pi C0)
2
+
ipM
4pi C
2
2p
4
(1 + ipM4pi C0)
3
+ · · · . (2.25)
Matching these two expansions leads to
C0 =
4pi
M
a (2.26)
C2 =
4pi
M
r0
2
a2 (2.27)
C4 =
4pi
M
( r1
2Λ2
a2 +
r20
4
a3
)
. (2.28)
In general C2n ∼ an+1. This ruins the power counting because a is large and the expansion
parameter in the EFT pa can be O(1).
There are two ways to fix this. One way is to expand the phase shift rather than the
scattering amplitude. This is the method we will follow in practical calculations shown
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later. The other way is to change the renormalization scheme to the power divergence
subtraction (PDS) scheme, first introduced in Ref. [131]. PDS subtracts from the dimen-
sionally regularized loop integrals not only the d → 4 poles as in MS scheme, but also
poles in lower dimensions which correspond to power law divergences (for example, poles
at d→ 3),
IPDSn = −
M
4pi
(µ+ ip)p2n . (2.29)
Then repeating the above matching procedure one finds
C0(µ) =
4pi
M
( 1
−µ+ 1/a
)
(2.30)
C2(µ) =
4pi
M
( 1
−µ+ 1/a
)2 r0
2
(2.31)
C4(µ) =
4pi
M
( 1
−µ+ 1/a
)3[1
4
r20 +
1
2
r1
Λ2
(
− µ+ 1
a
)]
. (2.32)
For µ 1/|a|, using rn ∼ 1/Λ we see that
C0(µ) ∼ −4pi
M
1
µ
(2.33)
C2(µ) ∼ −4pi
M
1
µ2Λ
(2.34)
C4(µ) ∼ −4pi
M
1
µ3Λ2
. (2.35)
In general
C2n(µ) ∼ −4pi
M
1
µn+1Λn
, (2.36)
which makes the power counting manifest. The EFT expands in terms of p
2
µΛ .
2.2.2 Scattering Amplitude with Coulomb Interactions
We first need to check whether the Coulomb effect is perturbative. Consider the one photon
exchange correction on the incoming external lines of the C0 vertex shown in Figure 2.2.
Here we will conduct dimensional analysis. After integrating over the loop momentum
k = (k0,k), the amplitude is independent of k. The nucleon/nucleus propagator scales as
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(p0,−p)
(p0,p)
(k0,k)
Figure 2.2: One photon exchange correction on the tree-level amplitude with only
the C0 term. Here p0 = p
2/M .
M/p2, the photon propagator scales as 1/p2 and the loop integration
∫
d4k scales as p5/M
nonrelativistically. Combining all these, we find the one photon exchange correction on the
C0 vertex scales as
Z1Z2αem
(M
p2
)2 1
p2
p5
M
= Z1Z2
αemM
p
, (2.37)
where Z1 and Z2 are the atomic numbers of the two nuclei. We see that if the scattering
energy is low enough, i.e., p < Z1Z2αemM , the Coulomb correction is non-perturbative.
This scaling can also be shown by an explicit calculation [132]. The Coulomb effect is non-
perturbative in the low-energy α scattering. We need to apply non-perturbative method
to sum over all photon exchanges, in addition to resumming the geometric series in the
nuclear strong interaction. The associated Feynman diagrams are shown in Fig. 2.3 and
the summation over all photon exchanges is plotted in Fig. 2.4. Since we are doing a
nonrelativistic calculation, diagrams with crossed photon lines are suppressed.
The summation can be done by solving the Schro¨dinger equation to obtain the Green’s
function. In the free theory, we define the retarded and advanced Green’s function
Gˆ
(±)
0 (E) =
1
E −H0 ± i , (2.38)
where E = p2/M and H0 = pˆ
2/M . Inserting a complete set of momentum eigenstates |q〉.
We obtain a representation of the free Green’s function
Gˆ
(±)
0 (E) = M
∫
d3q
(2pi)3
|q〉〈q|
p2 − q2 ± i . (2.39)
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(a) (b)
(c)
Figure 2.3: First three Feynman diagrams contributing to the α-α scattering in the
geometric series with all the Coulomb exchanges resummed. The grey blob indicates
the Green’s function (propagator) with all the photon exchanges, shown in Fig. 2.4
In the case of pure Coulomb repulsion, the Green’s functions are given by
Gˆ
(±)
C (E) =
1
E −H0 − VC ± i , (2.40)
where VC =
Z1Z2e2
4pir =
Z1Z2αem
r and
Gˆ
(±)
C = Gˆ
(±)
0 + Gˆ
(±)
0 VCGˆ
(±)
C =
∞∑
n=0
Gˆ
(±)
0 (VˆCGˆ
(±)
0 )
n . (2.41)
This formula comes from the diagrammatic calculation of the Green’s function literally, as
shown in Figure 2.4.
Now we add the short-range nuclear strong interaction labeled by the potential VS ,
Gˆ
(±)
SC (E) =
1
E −H0 − VC − VS ± i . (2.42)
For operators A and B we have a general relation A−1 −B−1 = B−1(B − A)A−1. Setting
A−1 = Gˆ(±)SC and B
−1 = Gˆ(±)C leads to
Gˆ
(±)
SC = Gˆ
(±)
C + Gˆ
(±)
C VˆSGˆ
(±)
SC =
∞∑
n=0
Gˆ
(±)
C (VˆSGˆ
(±)
C )
n . (2.43)
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Figure 2.4: Green’s function of two nucleons/nuclei with all the photon exchanges
resummed.
To define the scattering amplitude, we need the asymptotic states in the far past and
far future. Let |p〉 be the free scattering wave function (plane wave) and |ψ(±)p 〉 be the
incoming (+) and outgoing (−) scattering waves, which are solutions to the Schro¨dinger
equation with the Coulomb repulsion and correct boundary conditions at t = ±∞. Then
the Lippmann-Schwinger equation gives
|ψ(±)p 〉 = (1 + Gˆ(±)C VC)|p〉 = Gˆ(±)C Gˆ−10 |p〉 . (2.44)
The normalization condition is
〈ψ(±)q |ψ(±)p 〉 = (2pi)3δ(3)(q − p). (2.45)
The solution to the Schro¨dinger equation under this normalization condition is the Coulomb
scattering wave. Their spatial representations are
ψ
(+)
p (r) = e
−piη/2Γ(1 + iη)M(−iη, 1; ipr − ip · r)eip·r (2.46)
ψ
(−)
p (r) = e
−piη/2Γ(1− iη)M(iη, 1;−ipr − ip · r)eip·r , (2.47)
where M(a, b; z) is the confluent hypergeometric function and η = Z1Z2αemM/2p.
Similarly, the incoming and outgoing scattering waves |Ψ(±)p 〉 with both the Coulomb
and nuclear strong interactions are
|Ψ(±)p 〉 =
[
1 + Gˆ
(±)
SC (VC + VS)
]|p〉 . (2.48)
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Substituting the relation (2.43) into |Ψ(±)p 〉 gives
|Ψ(±)p 〉 =
[
1 +
∞∑
n=0
Gˆ
(±)
C (VˆSGˆ
(±)
C )
n(VˆS + VˆC)
]
|p〉
=
[
1 +
∞∑
n=1
(Gˆ
(±)
C VˆS)
n
]
(1 + Gˆ
(±)
C VˆC)|p〉
=
[
1 +
∞∑
n=1
(GˆCVS)
n
]
|ψ(±)p 〉 . (2.49)
The scattering amplitude T due to both the Coulomb and nuclear strong interactions
is defined as
T (p′,p) ≡ −〈p′|VC + VS |Ψ(+)p 〉 , (2.50)
where the negative sign is just a convention. Using the Lippmann-Schwinger equations
derived above, one can easily show that the scattering amplitude T can be separated into
two parts: one comes from the pure Coulomb interaction and the other from the nuclear
strong interaction modified by the Coulomb corrections,
T (p′,p) = TC(p′,p) + TSC(p′,p) (2.51)
TC(p′,p) = −〈p′|VC |ψ(+)p 〉 (2.52)
TSC(p′,p) = −〈ψ(−)p′ |VS |Ψ(+)p 〉
= −
∞∑
n=0
〈ψ(−)p′ |VS(Gˆ(+)C VS)n|ψ(+)p 〉 . (2.53)
It should be noted that the second term TSC(p′,p) is not purely caused by the nuclear
strong interaction. Coulomb corrections appear in both the incoming/outgoing waves and
the Green’s functions. The formula (2.53) justifies the summation of the Feynman diagrams
in Fig. 2.3. The two grey blobs at the left and right ends of each diagram are represented
by the Coulomb wave functions 〈ψ(−)p′ | and |ψ(+)p 〉. The grey blobs in the middle correspond
to the (Gˆ
(+)
C VS)
n term. The process we are interested in is an elastic scattering, so we set
|p| = |p′| ≡ p from now on and write the amplitude as T (p). If we only consider the contact
interaction 〈q′|VS |q〉 = C0, the diagram in Fig. 2.3a corresponds to the contribution that
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Figure 2.5: Diagrammatic representation of ψ
(+)
p (r = 0). Its magnitude squared
gives the Sommerfeld factor C2η .
is first order in the nuclear strong interaction,
T (1)SC (p) = −
∫
d3q
(2pi)3
∫
d3q′
(2pi)3
〈ψ(−)p |q′〉〈q′|VS |q〉〈q|ψ(+)p 〉
= −C0ψ(−)∗p (r = 0)ψ(+)p (r = 0) = −C0C2ηe2iσ0 , (2.54)
where σ` = Arg Γ(1 + `+ iη) is the phase shift of the `-wave caused purely by the Coulomb
interaction and C2η is the Sommerfeld factor defined as
C2η ≡ |ψ(±)p (r = 0)|2 = e−piηΓ(1 + iη)Γ(1− iη) =
2piη
e2piη − 1 . (2.55)
It is the probability of the two α-particles being overlapped, or at the zero-separation. Its
diagrammatic interpretation is shown in Fig. 2.5.
The second order amplitude corresponds to the diagram in Fig. 2.3b,
T (2)SC (p) = −C20C2ηe2iσ0G(+)C (E; 0, 0), (2.56)
where E = p2/M and
G
(+)
C (E; 0, 0) ≡ 〈r′ = 0|Gˆ(+)C (E)|r = 0〉 , (2.57)
is the zero-separation to zero-separation propagator,
G
(+)
C (E; r
′ = 0, r = 0) =
∫
d3q
(2pi)3
∫
d3q′
(2pi)3
〈q′|Gˆ(+)C (E)|q〉
= M
∫
d3q
(2pi)3
ψ
(+)
q (0)ψ
(+)∗
q (0)
p2 − q2 + i . (2.58)
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Summing over all diagrams leads to
TSC(p) = −
C2ηC0e
2iσ0
1− C0G(+)C (E; 0, 0)
= − C
2
ηe
2iσ0
C−10 −G(+)C (E; 0, 0)
. (2.59)
Generally, the potential includes all the contact interaction terms in the effective La-
grangian2 〈q′|VS |q〉 =
∑∞
n=0C2np
2n. Therefore the scattering amplitude of the Coulomb
modified nuclear strong interaction has a generic form
TSC(p) = −
C2ηe
2iσ0
(
∑∞
n=0C2np
2n)−1 −G(+)C (E; 0, 0)
. (2.60)
Once we have the scattering amplitude, we can calculate the phase shift δ0 of the nuclear
strong interaction modified by the Coulomb repulsion via
T = 4pi
M
e2iσ0
p cot δ0 − ip . (2.61)
As we discussed earlier, the naive expansion of the scattering amplitude in powers of p
in the MS scheme does not give a manifest power counting. Instead, we will expand the
inverse of the scattering amplitude in powers of p, which corresponds to the effective range
expansion. By doing so we can also preserve exact unitarity. Expanding the effective range
has been shown to be better than expanding the scattering amplitude in powers of p at
reproducing the phase shift [133]. We expand the sum (
∑
nC2np
2n)−1 to the order p4 and
obtain
T = − C
2
ηe
2iσ0
1
C0
− C2
C20
p2 +
(C22
C30
− C4
C20
)
p4 −G(+)C (E, 0, 0)
, (2.62)
Comparing the two expressions (2.61) and (2.62) leads to a formula for the Coulomb mod-
ified nuclear phase shift in terms of the EFT parameters:
p cot δ0 − ip = − 4pi
MC2η
(
1
C0
− C2
C20
p2 +
(C22
C30
− C4
C20
)
p4 −G(+)C (E, 0, 0)
)
. (2.63)
2One may worry that inside loops the loop momentum will show up in the contact interaction and
thus powers of |q′| and |q| will appear in the integrand of (2.58) and ruin the simple interpretation
as the zero-separation to zero-separation propagator. But it has been shown by using the free
field equation of motion that only the total relative energy ME = p2 appears in the contact
interaction provided one makes a choice of the operator basis [134].
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We need to compute G
(+)
C (E; 0, 0). Using expression (2.58),
G
(+)
C (E; 0, 0) = M
∫
d3q
(2pi)3
2piη(q)
e2piη(q) − 1
1
p2 − q2 + i , (2.64)
where η(q) = Z1Z2αemM2q . The integral is ultra-violet (UV) singular and needs regularizing.
We separate into a finite part and a divergent part,
G
(+)
C (E; 0, 0) = G
fin
C +G
div
C (2.65)
GfinC = M
∫
d3q
(2pi)3
2piη(q)
e2piη(q) − 1
1
q2
p2
p2 − q2 + i (2.66)
GdivC = −M
∫
d3q
(2pi)3
2piη(q)
e2piη(q) − 1
1
q2
. (2.67)
Let x = 2piη(q) = Z1Z2αempiMq , then dq = − q
2
Z1Z2αempiM
dx and we obtain
GfinC = M
∫ ∞
0
4piq2 dq
(2pi)3
x
ex − 1
1
q2
p2
p2 − q2 + i
=
M
2pi2
∫ 0
∞
x
ex − 1
(
− q
2
Z1Z2αempiM
dx
) p2
p2 − q2 + i
= −Z1Z2αempiM
2
2pi2
∫ 0
∞
x dx
ex − 1
1
(Z1Z2αempiM)2
q2
− (Z1Z2αempiM)2
p2
+ i
=
Z1Z2αemM
2
2pi
∫ ∞
0
x dx
ex − 1
1
x2 + x20
=
Z1Z2αemM
2
4pi
[
ln
(x0
2pi
)− pi
x0
− ψ(x0
2pi
)]
, (2.68)
where x0 = 2piiη(p) and ψ is the Digamma function, i.e., logarithmic derivative of the
Gamma function. We evaluate GdivC by using the dimensional regularization. In d = 3− 
dimension,
GdivC = −Mµ
Ωd
(2pi)d
∫ ∞
0
dqqd−3
2piη(q)
e2piη(q) − 1
= −Mµ 2pi
d/2
Γ(d/2)(2pi)d
(Z1Z2αempiM)
d−2
∫ ∞
0
dx
x−1
ex − 1
= −Z1Z2αemM
2
4
√
pi
( 2µ
Z1Z2αemM
√
pi
)Γ()ζ()
Γ(3−2 )
, (2.69)
where µ is the renormalization scale. Since we are expanding the phase shift rather than
the scattering amplitude, we do not have to use the PDS scheme. The calculation using
the PDS scheme has been done in Ref. [132]. Here we will only consider poles at d → 3,
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which corresponds to  → 0. Noticing Γ() has a pole as  → 0, we obtain the regularized
integral
GdivC =
Z1Z2αemM
2
4pi
[1

+ ln
2µ
√
pi
Z1Z2αemM
+ 1− 3
2
γ
]
. (2.70)
Putting the two terms together we obtain
G
(+)
C (E, 0, 0) =
Z1Z2αemM
2
4pi
(
1

−H(η) + ln 2µ
√
pi
Z1Z2αemM
+ 1− 3
2
γ
)
(2.71)
H(η) = ψ(iη) +
1
2iη
− ln iη = <ψ(1 + iη) + iC
2
η
2η
− ln η . (2.72)
We renormalize the theory in a scheme that the -pole and all the other η-independent
terms are absorbed into the definition of C2n so they are µ-dependent. Now we can match
the renormalized expression (2.63) with the effective range expansion of the phase shift.
The effective range expansion is given by
C2ηp cot δ0 + Z1Z2αemM<H(η) = −
1
a
+
1
2
r0p
2 − 1
4
P0p
4 + · · · , (2.73)
in which the difference from expression (2.17) is due to the Coulomb correction. We find
−1
a
= −4pi
M
1
C0
≡ A (2.74)
1
2
r0 =
4pi
M
C2
C20
≡ B (2.75)
−1
4
P0 = −4pi
M
(C22
C30
− C4
C20
)
≡ C . (2.76)
Then we fit these three parameters by using the experimentally determined 8Be resonance
energy, width and the phase shift up to Ecm = 3 MeV. The resonance at Ecm ≡ E0 = 91.8
keV corresponds to a S-wave phase shift δ0 =
pi
2 , i.e., cot δ0 = 0. The width of the resonance
Γ is given by
d cot δ0(E)
dE
∣∣∣
E=E0
≡ − 2
Γ
. (2.77)
We use Eq. (2.73) and Eq. (2.77) to calculate the resonance energy, width and phase shift
and apply a least square fit of the parameters. The best fit result is shown in Table 2.1.
The best fit resonance energy and width are summarized in Table 2.2 with a comparison
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Table 2.1: Best fit parameters
Parameter a (103 fm) r0 (fm) P0 (fm
3)
Best fit value (accurate to 10−3) -2.029 1.104 -1.824
Table 2.2: Best fit resonance energy and width
Physical quantity Resonance energy E0 (keV) Width Γ (eV)
Best fit value (accurate to 10−3) 91.838 5.715
Experimental value [135] 91.84 ± 0.04 5.57 ± 0.25
to experimental measurements. The calculated phase shift is plotted in Fig. 2.6 along
with the experimental measurements from Ref. [136]. The agreement with experimental
data is excellent. Our values for the extracted scattering length, effective range, and shape
parameter are consistent with a similar fit in Ref. [133]. Our numerical values differ slightly
because we fit up to Ecm = 3 MeV, while Ref. [133] fits up to Elab = 3 MeV, which
corresponds to Ecm = 1.5 MeV. We will use these best fit parameters in the study of
plasma screening effect on the resonance in the next section.
2.3 Plasma Screening Effects on the 8Be Resonance
2.3.1 Static Plasma Screening Effect
In this subsection, we will focus on the static plasma screening effect on the 8Be resonance.
Inside an e−e+γ plasma, the Coulomb repulsion will be suppressed by
VC =
Z1Z2e
2
4pir
e−mDr , (2.78)
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Figure 2.6: The phase shift of the nuclear strong interaction modified by the
Coulomb interaction. The red solid line is our calculation result while the black
dots are experimental data from Ref. [136]. The experimental uncertainties are small
and not shown here.
where mD is the Debye mass of the plasma. In the hard thermal loop approximation with a
massless electron, we have shown in Eq. (1.44) that m2D =
1
3e
2T 2. Here we leave the Debye
mass as a variable and demonstrate the screening effect as a function of the Debye mass.
One can connect the Debye mass to the temperature and/or the chemical potential of the
plasma via thermal field theory calculations.
The expression (2.60) is still valid. We only need to modify the Coulomb Green’s
function by replacing the Coulomb potential in (2.58) with a Yukawa potential (2.78). But
the scattering wave associated with a Yukawa potential has no analytic solution. One has
to solve the Green’s function numerically. We have done the numerical construction of the
Green’s function in Ref. [128] by following the procedure proposed in Ref. [130]. We also
noticed a simple trick later that can greatly simplify the calculation [129]. Here we describe
the trick. In the physical process we are considering here, the typical relative momentum
between the two α particles at resonance is around |p| = 18.5 MeV. If we consider Debye
mass mD  |p|, we can expand the Yukawa potential in terms of mDr ∼ mD/|p|. The
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expansion can also be justified from the perspective that we only need the zero-separation
to zero-separation propagators. We find
G
(+)
C (E; 0, 0;mD) ≡
〈
r′ = 0
∣∣∣ 1
E −H0 − Z1Z2αemr e−mDr + i
∣∣∣r = 0〉
=
〈
0
∣∣∣ 1
E −H0 − Z1Z2αemr + Z1Z2αemmD +O(mDr) + i
∣∣∣0〉
≈ G(+)C (E + Z1Z2αemmD; 0, 0;mD = 0) . (2.79)
So the Coulomb Green’s function inside the plasma is approximately equal to that in
vacuum, with the energy shifted by Z1Z2αemmD. At the same time, we also need to shift
the energy argument in the Sommerfeld factor C2η(p) because it represents |ψ(±)p (r = 0)|2,
the magnitude squared of the Coulomb scattering wave at the origin. In vacuum, p2 = ME
while inside the plasma p2 = M(E+Z1Z2αemmD). So we modify Eqs. (2.63) and (2.73) as
C2η(p˜)p cot δ0 + Z1Z2αemM<H(η(p˜)) = −
1
a
+
1
2
r0p
2 − 1
4
P0p
4 , (2.80)
where the phase shift δ0 = δ0(E,mD) depends on the scattering energy and the Debye mass.
E˜ = E + Z1Z2αemmD and E is the energy in the c.m. frame. The arguments of both C
2
η
and η are changed accordingly p˜ =
√
ME˜. The effective range expansion parameters have
been fitted to the vacuum low-energy scattering data, as shown in the last section. Using
them we can compute the resonance energy Er (by setting cot δ0 = 0) and width (defined
in Eq. (2.77)) as functions of the Debye mass mD. The results are shown in Fig. 2.7. The
results agree with those from the fully numerical construction of the Green’s function with
a screened Coulomb potential. We scaled the in-medium width by the vacuum width Γ0.
As the Debye mass increases, both the resonance energy and the width decrease. This
implies that the 8Be resonance becomes more stable due to the plasma screening effect.
We also analytically continue the equation cot δ0 = 0 to the negative energy region, where
the solution gives the binding energy of the system. As we can see from the plot, the 8Be
resonance becomes a bound state when mD & 0.3 MeV. A bound 8Be does not decay via
tunneling and is thus long-lived.
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Figure 2.7: Resonance energy and width as functions of mD. The results based
on the fully numerical construction are taken from Ref. [128]. The fact that the
resonance energy turns negative implies the formation of a bound state.
2.3.2 Dynamical Plasma Screening Effect
The suppression of the Coulomb potential is not the only plasma screening effect inside
an e−e+γ plasma. Generally, when a charged particle moves inside a plasma, its momen-
tum will no longer be a constant because it will scatter constantly with medium particles
(electrons or positrons). This elastic scattering can change the relative momentum of an
α pair but not their total kinetic energy. This leads to an imaginary part in the potential,
which describes the damping rate of charged particles with given momenta. Leading order
diagrams are shown in Fig. 2.8. The photon transferred in the scattering has spatial mo-
menta. Therefore this imaginary potential arises from the imaginary part of the photon
polarization tensor (1.45) with spatial external momenta.
We can see this connection more clearly in an alternative way. According to unitarity
and the cutting rules, the square of the scattering amplitude in Fig. 2.8, with all final state
summed over, corresponds to the imaginary part of the α-α forward scattering amplitude,
shown in Fig. 2.9. The first two diagrams in Fig. 2.9 are the loop corrections of the α
propagators and the third diagram is the loop correction of the Coulomb exchange. Inside
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a plasma, the dominant thermal contributions of these loops come from the hard thermal
loops. We have shown in Chapter 1 that the hard thermal loops will generate an imaginary
part in the photon self energies when the photon momentum is spatial. This imaginary
part in the self-energy will finally result in an imaginary part in the potential between the
α pair via the diagrams in Fig. 2.9. We will extract the imaginary potential by computing
the hard thermal loops in these diagrams.
Since we are interested in the temperature range T < 1 MeV, the electron mass me ∼ 0.5
MeV is not small. We have to compute hard thermal loops with an finite electron mass.
The time-ordered thermal photon propagator in this case has been calculated [137],
D00(q0 = 0, q) =
i
q2 +m2D
+
16αemg(meβ)
|q|(q2 +m2D)2β3
. (2.81)
The Debye mass is given by
m2D =
8m2e
(2pi)2
e2(2f(meβ) + h(meβ)) , (2.82)
where the functions f , g and h are defined as
f(meβ) =
1
m2e
∫ ∞
0
dk
k2√
k2 +m2e(e
β
√
k2+m2e + 1)
= −
∞∑
n=1
(−1)nK1(nβme)
nβme
(2.83)
h(meβ) =
∫ ∞
0
dk
1√
k2 +m2e(e
β
√
k2+m2e + 1)
= −
∞∑
n=1
(−1)nK0(nβme) (2.84)
g(meβ) = β
2
∫ ∞
0
dk
k
eβ
√
k2+m2e + 1
= meβ ln (1 + e
−meβ)− Li2(−e−meβ) , (2.85)
where K0(x) and K1(x) are the modified Bessel functions and Li2(x) is the dilogarithmic
function. For low temperatures meβ  1, these functions are approximated by
m2D = 8αem
√
m3e
2piβ
e−meβ
[
1 +O
(
1
meβ
)]
, (2.86)
g(meβ) = (meβ + 1)e
−meβ +O(meβe−2meβ) . (2.87)
In the limit meβ → 0 we recover the standard hard thermal loop result with a massless
electron, m2D = 4piαemT
2/3, g(0) = pi2/12, and the second term in D00(q0 = 0, q) becomes
pim2DT
q(q2+m2D)
2 .
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Figure 2.8: Leading order Feynman diagrams contributing to the damping rate of
an α-pair. The dashed line indicates an α particle.
+ +
Figure 2.9: Loop corrected α-α forward scattering amplitude, which contains the
lowest order contribution to the imaginary potential. The solid line in loops indicates
electron or positron. These diagrams can also represent the loop corrections to the
α propagators and the Coulomb exchange interaction.
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In the infinite α particle mass approximation, we neglect the kinetic energy term in the
α particle propagator. Then each of the first two diagrams in Fig. 2.9 contributes to the α
particle (time-ordered) self-energy
iΣ1(2) = (iZ1(2)e)
2
∫
d4q
(2pi)4
i
q0 + i
D00(q0, q)
= i(iZ1(2)e)
2
∫
d4q
(2pi)4
[
P 1
q0
− ipiδ(q0)
]
D00(q0, q)
= −1
2
(Z1(2)e)
2
∫
d3q
(2pi)3
D00(q0 = 0, q)
= iZ21(2)
(
1
2
αemmD + i
8α2emg(meβ)T
3
pim2D
)
, (2.88)
where in the second line the principle value vanishes because D00(q0, q) = D00(−q0, q) and
the integrand is odd in q0. In the last line a linear divergence that exists in vacuum has
been absorbed into the renormalization of the α particle mass. Then we can write the
propagator of a single α particle as
i
E − p22M + i+ Σ1(2)
=
i
E − p22M + i+ Z21(2)
(
1
2αemmD + i
8α2emg(meβ)T
3
pim2D
) . (2.89)
The third diagram modifies the Coulomb exchange potential
VC(r) = i(iZ1e)(iZ2e)
∫
d3q
(2pi)3
eiq·rD00(q0 = 0, q)
=
Z1Z2αem
r
e−mDr − iZ1Z2e2
∫
d3q
(2pi)3
eiq·r
16αemg(meβ)T
3
q(q2 +m2D)
2
, (2.90)
where the first term is the statically screened Coulomb potential and the second term is
the dynamical screening contribution.
The Coulomb Green’s function can be constructed from the Lippmann-Schwinger equa-
tion as in the previous sections,
Gˆ
(+)
C (E) =
1
E − Hˆ0 − Z1Z2αemr e−mDr + 12(Z21 + Z22 )αemmD + iW (r) + i
, (2.91)
where
W (r) =
16α2emg(meβ)T
3
pim2D
φ(mDr, Z1, Z2) (2.92)
φ(mDr, Z1, Z2) = 2
∫ ∞
0
x dx
(1 + x2)2
(1
2
(Z21 + Z
2
2 ) + Z1Z2
sin (xmDr)
xmDr
)
. (2.93)
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If we recall the definition of the Green’s function
Gˆ
(+)
C (E)
1
E − Hˆ0 − VC + i
, (2.94)
we can see an imaginary part appears in the potential.
Before we move on to calculations, we consider the behavior of the real and imaginary
parts of the potential in the limit r → 0. In this limit, we can write
Z1Z2αem
r
e−mDr =
Z1Z2αem
r
− Z1Z2αemmD +O(r) . (2.95)
Except for the unscreened Coulomb interaction Z1Z2α/r, the real contribution from the
self energies of α particles combines with the contribution from the static screening of the
Coulomb potential to give a negative shift of the potential of (Z1 +Z2)
2αemmD/2. It is also
easy to see from Eqs. (2.92) and (2.93) that W (0) ∝ (Z1 + Z2)2 in the limit r → 0. This
shows that both the real and imaginary parts of the potential vanish at the origin when the
two particles have equal and opposite charges. Two oppositely charged particles placed at
the same point appear to the plasma like a neutral particle, in which case the plasma will
have no effect on their energy.
Henceforth we restrict ourselves to the case Z1 = Z2 = Z, then φ(mDr, Z, Z) =
Z2φ(mDr) and the function φ(mDr) is plotted in Fig. 2.10. It can be seen that φ(0) = 2
and φ(∞) = 1. When the two α particles are far separated, the total damping rate is
the sum of the individual damping rate of each α particle while when they are close, the
damping rate is doubled due to their interactions.
Finally we compare the relative importance of static versus dynamical screening effects.
As argued in the study of static screening effect, the real correction of the unscreened
Coulomb potential is about −Z2αemmD. When T  me, this scales as Z2αemmD ∼
Z2α
3/2
em (m3eT )
1/4e−me/2T . In the same limit, the coefficient of φ(mDr) in the imaginary part
of the potential scales as Z2αem
√
T 3
me
. We see that the static screening is suppressed relative
to dynamical screening by α
1/2
em (me/T )
5/4e−me/2T for T  me. In the opposite limit,
T  me, the coefficient of φ(mDr) in W (r) is Z2αemT , while static screening correction
to the potential is Z2αemmD ∼ Z2α3/2em T , so static screening is again suppressed relative to
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Figure 2.10: The r-dependence of φ(mDr), which appears in the imaginary poten-
tial. The function is defined by Z2φ(mDr) = φ(mDr, Z1, Z2) for Z1 = Z2 = Z.
dynamical screening by a factor of
√
αem. Thus, in either limit dynamical screening should
be expected to be more important. As will be seen in our calculations below, the dynamical
screening effect dominates.
With both the real and imaginary corrections to the Coulomb potential included, the
zero-separation to zero-separation propagator is written as
G(E, 0, 0;T )
=
〈
0
∣∣∣ 1
E − Hˆ0 − Z2αemr + 2Z2αemmD + iZ2 32α
2
emg(meβ)T
3
pim2D
+O(r) + i
∣∣∣0〉 , (2.96)
where we have expanded the potential to the order r0. The expansion was justified in the
previous subsection when we study the static screening effect. We now use the same trick
introduced in the previous subsection to calculate the Green’s function at finite temperature
G(E, 0, 0;T ), which contains both the real and imaginary corrections to the potential. Using
Eq. (2.96), we can write
G(E, 0, 0;T ) = G(E˜, 0, 0;T = 0) , (2.97)
where
E˜ = E + 2Z2αemmD + iZ
2 32α
2
emg(meβ)T
3
pim2D
. (2.98)
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As in the previous subsection, we obtain the screened Coulomb Green’s function in the
plasma by analytically continuing the vacuum Coulomb Green’s function from E to E˜. We
also need to analytically continue C2η in the same way since the Coulomb wave function
is the solution to an analogous analytic continuation of the Schro¨dinger equation. The
scattering amplitude in the plasma can be written as
TSC =
4pi
M
C2η˜e
2iσ0
− 1a + r02 p2 − P04 p4 − Z2αemMH(η˜)
, (2.99)
where η˜ is computed from E˜ via
η˜ =
Z1Z2αemM
2
√
ME˜
. (2.100)
Then the scattering amplitude squared can be computed at different c.m. energies and
fitted to a Breit-Wigner formula:(
4pi
M
)2∣∣∣∣ C2η˜e2iσ0− 1a + r02 ME − P04 M2E2 − Z2αemMH(η˜)
∣∣∣∣2 = 1p2 A0(E − Er)2 + Γ2/4 , (2.101)
where Er is the resonance energy and A0 is a constant. An arbitrary constant A0 shows
up in the numerator of our Breit-Wigner parametrization because the potential has an
imaginary part which violates unitarity. So the maximum of the amplitude squared no
longer corresponds to the unitary limit. The total width Γ is the sum of the thermal width,
Γthermal, caused by collisions with medium particles and the intrinsic width, Γintrinsic, due to
the spontaneous decay into two α particles. Γintrinsic is defined as the width when only the
static screening has been included, which can be calculated similarly by using the Green’s
function with only a real shift in the energy: G(E, 0, 0;T ) = G(E+Z2αemmD, 0, 0;T = 0).
In Fig. 2.11 we plot the resonance energy up to T = 10 keV since in this temperature
range the resonance is well described by a Breit-Wigner form. The resonance energy with
both the static and dynamical screening accounted is marked by the red line and the green
dotted line shows the resonance energy when only static screening is considered. The reso-
nance energy increases with the plasma temperature due to the dynamical screening effect.
When only static screening is included, the resonance energy decreases with temperature,
but only very slightly in the temperature range shown. In Fig. 2.12 the solid red line shows
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Figure 2.11: The resonance energy, Er, as a function of the temperature, T . The
solid red line is the resonance energy with both the static and dynamical screening
included and the dotted green line is the energy when only static screening is included.
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Figure 2.12: The total width (red solid line) and the thermal width (green dotted
line) as a function of plasma temperature, T .
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the total width of the resonance as a function of temperature and the green dotted line
is just the thermal width. The total width is an increasing function of the temperature.
For temperatures ∼ keV, the total width is dominated by the thermal width due to the
dynamical screening. As we argued earlier, the dynamical screening dominates over the
static screening.
That the resonance energy increases with the plasma temperature after taking into
account the dynamical screening can be understood as follows: The imaginary potential
describes the probability loss in the elastic channel as the two α particles move toward
each other, which leads to the suppression of the wave function. This suppression is similar
to that caused by a repulsive real potential. The imaginary potential and the associated
suppression effect increase with the plasma temperature. As a result, it requires a higher
kinetic energy to bring the two α particles into the nuclear interaction range. Therefore
the resonance energy increases. The resonance also becomes wider. This effect obviously
vanishes when T = 0 and increases with the plasma temperature. Its value is comparable
to the intrinsic width Γ0 = 5.57 eV when T ≈ 160 eV, and for temperatures on the order
of keV, the thermal width completely dominates the total width of the resonance.
2.3.3 Conclusion
In this section, we calculated the e−e+γ plasma screening effects on the 8Be resonance
energy and width. We demonstrate that the dynamical screening effect dominates over the
static screening effect. When only static screening is considered, we see the 8Be becomes
a bound state when the temperature is large enough. After including dynamical screening,
the resonance energy and width increase with the plasma temperature, in the opposite way
as in the case with only static screening considered. However, this does not contradict with
the existence of a bound 8Be at high temperature. The explanation is rooted in how we ask
questions. We consider a low-energy α-α scattering experiment inside an e−e+γ plasma:
We prepare α particles at a given energy when they are far away from each other and shoot
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them towards each other. In the collision region, an e−e+γ plasma exists. We measure
the final state α particles far away from the collision region. From our measurements, we
will see a Breit-Wigner peak in the cross section. We will find that both the peak location
and the width increase with the plasma temperature as in the case with both static and
dynamical screening considered. This is what we will observe if we prepare and measure
only asymptotic states.
But if we ask what happens in the middle time steps, a bound 8Be may be generated if
the plasma temperature is high enough. On its way out towards our detectors, the bound
8Be just gets destroyed by scattering with the plasma constituents. The hotter the plasma
is, the easier the bound 8Be gets destroyed. After the dissociation, the α pair emitted is
correlated and moves back-to-back in the rest frame of the 8Be. We could reconstruct the
bound 8Be if we could measure the in- and out-states of the scatterer that leads to the
dissociation and the α pair immediately after the dissociation. But in practice we cannot.
There is no way to identify that scatterer in the plasma. Furthermore, on their ways towards
our detectors, the momenta of the α pair change significantly due to scattering with the
medium constituents and the original correlation is lost. This is why we will never be able
to directly observe or easily reconstruct a bound 8Be using our detectors.
If we have a plasma whose temperature is changing with time and spatial positions, for
a reliable calculation of what we will observe in our detectors, we would need a framework
that allows us to keep track of what is happening in the middle time steps. So we need a
dynamical evolution equation or a transport equation to describe a system embedded in a
medium. As we will discuss in the next chapter, this can be achieved by using the open
quantum system framework and the Lindblad equation of the system density matrix.
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Chapter 3
Quarkonium Transport inside QGP:
Theory
3.1 Open Quantum System
As discussed in the end of last chapter, a natural framework to describe dynamics of particles
embedded in a medium is the open quantum system formalism. To elaborate this point, we
first consider a simple two-level system in quantum mechanics. We will develop important
intuitions on the quarkonium dynamics inside the QGP from this simple example.
3.1.1 Two-Level System
We consider a two-level system with a Hamiltonian in the Schro¨dinger picture given by
H = H0 + V (t) (3.1)
H0 = E0|0〉〈0|+ E1|1〉〈1| (3.2)
V (t) = Aeiωt|0〉〈1|+Ae−iωt|1〉〈0| , (3.3)
in which A is real and controls the interaction strength between the two levels. In the
interaction picture
V (int)(t) ≡ eiH0tV (t)e−iH0t = Aei(ω+E0−E1)t|0〉〈1|+Ae−i(ω+E0−E1)t|1〉〈0| . (3.4)
For simplicity, we consider the case of resonant absorption and radiation, ω = E1−E0. Let
the wave function in the interaction picture be
|ψ(t)〉(int) = c0(t)|0〉+ c1(t)|1〉 , (3.5)
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where the normalization condition is |c0|2 + |c1|2 = 1. Solving the Schro¨dinger equation in
the interaction picture
i∂t|ψ(t)〉(int) = V (int)(t)|ψ(t)〉(int) , (3.6)
we obtain
c˙0 = −iAc1 (3.7)
c˙1 = −iAc0 . (3.8)
We assume the initial condition is c0(0) = 1, c1(0) = 0. Then the solution is
c0(t) = cosAt (3.9)
c1(t) = sinAt . (3.10)
We can obtain the probability of the system being in the ground or the excited state as a
function of time, |ci(t)|2.
Alternatively, we can consider the semi-classical master equation of the system
P˙0(t) = −A2P0(t) +A2P1(t) (3.11)
P˙1(t) = A
2P0(t)−A2P1(t) . (3.12)
The physical meaning is very simple, in an infinitesimal time step dt, if a particle in the
ground state goes to the excited state, the number of ground states will decrease while that
of excited states will increase, and similarly if a particle in the excited state decays to the
ground state. The transition probability in the time step is given by A2 dt. We can also
solve the master equation under the initial condition P0(0) = 1, P1(0) = 0.
The results of |ci(t)|2 in the quantum evolution and Pi(t) in the master equation when
A = 1 (everything is assumed unitless for simplicity) are shown in Fig. 3.1a. The total
probability is conserved for both the quantum evolution |c0(t)|2 + |c1(t)|2 = 1 and the
classical master equation P0 +P1 = 1. Now we find a problem: the probability given by the
quantum evolution is oscillating between 0 and 1 while that in the classical master equation
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Figure 3.1: Probabilities in the ground and excited states.
reaches a plateau after a short time, i.e., the system described by the master equation
thermalizes in the general sense. The question we need to answer is how the quantum
evolution reduces to the classical evolution. The key to the answer is decoherence. The
quantum evolution is based on a closed system so it is unitary without any dissipation
or damping. The state |ψ(t)〉(int) is a pure state throughout the evolution and the wave
function maintains coherent (the off-diagonal element of the state density matrix is non-
zero and imprints crucial information of the state). To destroy the coherence in the state,
we have to introduce some randomness into the system. For example, in the Random
Matrix Theory (RMT), the system Hamiltonian is represented by a matrix in a fixed basis
and the elements of the matrix are random numbers taken from a certain distributions.
The eigenstates of the random matrices are random orthogonal vectors. We consider a
Hermitian operator
Oˆ =
∑
i
Oi|i〉〈i| , (3.13)
where |i〉 is the eigenstate of the operator Oˆ: Oˆ|i〉 = Oi|i〉. Its matrix elements are given
by
〈m|Oˆ|n〉 =
∑
i
Oi〈m|i〉〈i|n〉 , (3.14)
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where |m〉 and |n〉 are the eigenstates of random matrices. Since |m〉 and |n〉 are random
orthogonal vectors, we expect the averaged matrix elements satisfy
〈m|i〉〈j|n〉 = 1
D
δmnδij , (3.15)
where D is the dimension of the Hilbert space. So we have
〈m|Oˆ|n〉 =

1
D
∑
iOi, if m = n
0, if m 6= n
. (3.16)
We see that after the average, the off-diagonal elements vanish. Only diagonal elements
survive and become constant, i.e., the system behaves classically and reaches thermaliza-
tion in the general sense. This is the essential ingredient of the RMT or the Eigenstate
Thermalization Hypothesis which can explain thermalization in the general sense. A good
review of this topics is given in Ref. [138].
We now will apply this idea of RMT to our two-level system. We assume the interaction
strength A satisfies a certain distribution f(A). For each value of A, the dynamics of the
system is coherent. But what we observe classically is an ensemble average,∫
dAf(A)|ci(t, A)|2 . (3.17)
We take a simple distribution
f(A) =
1
A0
e−A/A0 , (3.18)
with A0 = 2, normalized to unity and calculate the ensemble average. The results of the
averaged probabilities are shown in Fig. 3.1b. We see that the ensemble average of the
coherent evolutions results in a classical evolution.
For the quarkonium evolution inside the QGP, the transition amplitude between the
quarkonium and the unbound continuum, depends on the energy of the medium constituents
that the quarkonium interacts with. The energy of the medium constituents is given by
some distribution such as the thermal distribution. Thus the transition between the bound
and unbound QQ¯ has some randomness. The randomness will lead to the decoherence of
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the quarkonium wave function and thus resulting in the dissociation of quarkonium. The
randomness appears because we neglect degrees of freedom in the medium and focus on
the system of heavy quark-antiquark pairs. In other words, the system is an open quantum
system. In the next subsection, we will briefly review the formalism of open quantum
system, which will be applied to study the quarkonium dynamics inside the QGP later.
3.1.2 General Theory of Open Quantum System
In this section we briefly review the standard results in open quantum systems, which are
covered in many textbooks, see, for example, Ref. [139]. We assume the Hamiltonians of
the system and the environment (thermal bath) are given by
H = HS +HB +HI , (3.19)
where HS is the system Hamiltonian, HB is the environment Hamiltonian, and HI contains
the interactions between the system and the environment. The interaction Hamiltonian is
assumed to be factorized as follows: HI =
∑
αO
(S)
α ⊗ O(B)α where α denotes all quantum
numbers. O
(S)
α are the system operators while O
(B)
α are the environment operators. We can
assume 〈O(B)α 〉 ≡ TrB(O(B)α ρB) = 0 because we can redefine O(B)α and HS by O(B)α −〈O(B)α 〉
and HS +
∑
αO
(S)
α 〈O(B)α 〉 respectively. Here ρB is the density matrix of the environment.
Each part of the Hamiltonian is assumed to be Hermitian.
The von-Neumann equation for the time evolution of the density matrix in the interac-
tion picture is given by
dρ(int)(t)
dt
= −i[H(int)I (t), ρ(int)(t)] . (3.20)
We will omit the superscript “(int)” in the following. The symbolic solution is given by
ρ(t) = U(t)ρ(0)U †(t) , (3.21)
where the evolution operator is
U(t) = T exp
{
− i
∫ t
0
HI(t
′) dt′
}
, (3.22)
80
and T is the time-ordering operator. We assume the interaction is a weak perturbation
and expand the evolution operator to the second order in HI .
ρ(t) = ρ(0)− i
∫ t
0
dt′[HI(t′), ρ(0)] +
∫ t
0
dt1
∫ t
0
dt2
(
HI(t1)ρ(0)HI(t2) (3.23)
−θ(t1 − t2)HI(t1)HI(t2)ρ(0)− θ(t2 − t1)ρ(0)HI(t1)HI(t2)
)
+O(H3I ) .
We shall assume the initial condition is given by
ρ(0) = ρS(0)⊗ ρB , (3.24)
where the environment density matrix is assumed to be time-independent. We define
Cαβ(t1, t2) ≡ TrB(O(B)α (t1)O(B)β (t2)ρB) . (3.25)
Then by taking the partial trace over the environment we can obtain the evolution equation
of the system ρS(t) ≡ TrB(ρ(t))
ρS(t) = ρS(0)− i
∫ t
0
dt′
∑
α
[O(S)α (t
′), ρS(0)]TrB(O(B)α (t
′)ρB)
+
∑
α,β
∫ t
0
dt1
∫ t
0
dt2Cαβ(t1, t2)
(
O
(S)
β (t2)ρS(0)O
(S)
α (t1)
−θ(t1 − t2)O(S)α (t1)O(S)β (t2)ρS(0)
−θ(t2 − t1)ρS(0)O(S)α (t1)O(S)β (t2)
)
+O(H3I ) . (3.26)
Using 〈O(B)α 〉 = 0 and inserting four complete sets of the system |a〉〈a| where |a〉 is an
eigenstate of HS , we obtain
ρS(t) = ρS(0) +
∑
α,β
∫ t
0
dt1
∫ t
0
dt2Cαβ(t1, t2)
∑
a,b,c,d
〈a|O(S)β (t2)|b〉〈c|O(S)α (t1)|d〉∗(
|a〉〈b|ρS(0)(|c〉〈d|)† − θ(t1 − t2)(|c〉〈d|)†|a〉〈b|ρS(0)
−θ(t2 − t1)ρS(0)(|c〉〈d|)†|a〉〈b|
)
+O(H3I ) . (3.27)
Finally defining the Lindblad operator Lab ≡ |a〉〈b| and
γab,cd(t) ≡
∑
α,β
∫ t
0
dt1
∫ t
0
dt2Cαβ(t1, t2)〈a|O(S)β (t2)|b〉〈c|O(S)α (t1)|d〉∗ (3.28)
σab(t) ≡ −i
2
∑
α,β
∫ t
0
dt1
∫ t
0
dt2Cαβ(t1, t2) sign(t1 − t2)〈a|O(S)α (t1)O(S)β (t2)|b〉 , (3.29)
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we obtain the Lindblad equation up to second order in perturbation theory
ρS(t) = ρS(0)− i
∑
a,b
σab(t)[Lab, ρS(0)]
+
∑
a,b,c,d
γab,cd(t)
(
LabρS(0)L
†
cd −
1
2
{L†cdLab, ρS(0)}
)
+O(H3I ) . (3.30)
The relation θ(t) = (1+sign(t))/2 has been used when we derive Eq. (3.30) from Eq. (3.27).
It will be shown in the next section that for quarkonium, the commutator term is a loop
correction of the real part of the Hamiltonian (more specifically, the real part of the poten-
tial). The anticommutator term describes the dissociation of quarkonium, which can also
be thought of as an imaginary part of the potential. The second term on the right hand
side of Eq. (3.30) represents the recombination contribution. Using the cyclic property of
trace, we can see from Eq. (3.30) that the probability is conserved during the evolution:
TrρS(t) = TrρS(0). This implies that the unbound heavy quark-antiquark pair from the
quarkonium dissociation stays as active degrees of freedom of the system and may recombine
later in the evolution.
The form of the Lindblad equation is valid up to all orders in the perturbative expansion
[140]. So the higher-order terms neglected here can also be written in the form of the
Lindblad equation. The Lindblad equation cannot be written in the form of a von-Neumann
equation because the evolution is non-unitary. Another property of the Lindblad equation
is its time-irreversibility. This can be shown from the monotonicity of the relative entropy
[140]. The relative entropy between two states ρ and σ of the whole system (including the
system and the environment) is defined as
S(ρ||σ) ≡ Tr(ρ ln ρ)− Tr(ρ lnσ) . (3.31)
We assume both states can be written as
ρ = ρS ⊗ ρB (3.32)
σ = σS ⊗ σB . (3.33)
The relative entropy has the property of monotonically decreasing under partial trace
S(ρS ||σS) ≤ S(ρ||σ) . (3.34)
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Now we assume the bath is in thermal equilibrium and define a steady system state ρsteadyS
by
ρsteadyS = TrB
{
U(t)(ρsteadyS ⊗ ρeqB )U †(t)
}
. (3.35)
If we consider an arbitrary system state ρS(t), we find
S(ρS(t)||ρsteadyS ) = S(TrB{U(t)(ρS(0)⊗ ρeqB )U †(t)}||TrB{U(t)(ρsteadyS ⊗ ρeqB )U †(t)})
≤ S(U(t)(ρS(0)⊗ ρeqB )U †(t)||U(t)(ρsteadyS ⊗ ρeqB )U †(t))
= S(ρS(0)⊗ ρeqB ||ρsteadyS ⊗ ρeqB )
= S(ρS(0)||ρsteadyS ) . (3.36)
So in general the evolution of ρS(t) is time-irreversible even when the Hamiltonian of the
underlying theory H is time-reversible: [H,T ] = 0 where T is the anti-unitary time reversal
operator. The equal sign is achieved when ρS(t) = ρS(0), which means the system is a
steady state. The partial trace over the environment can be thought of as an average over
different environment configurations. Though the dynamics involving each configuration is
governed by a time-reversible theory and a unitary evolution, after averaging, the dynamics
becomes time-irreversible and non-unitary. A general discussion of the transition from time-
reversible microdynamics to time-irreversible transport has been given in Ref. [141] using
the projection method.
3.2 Derivation of Boltzmann Transport Equation
In this section, we will apply the Lindblad equation to the theory of pNRQCD and derive
the in-medium transport equation of quarkonium. The interaction part of the Hamiltonian
of the theory is given in Eq. (1.89) but only the singlet-octet transition is relevant for the
dissociation and recombination of quarkonium at lowest order in the coupling constant.
The octet-octet interaction governs the dynamical evolution of unbound heavy quarks and
antiquarks and thus will only be relevant to the transport of open heavy quarks at lowest
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order in the coupling constant. We will neglect the octet-octet interaction when deriving
the quarkonium transport equation. The minus sign in the Hamiltonian is of no importance
at the order O(H2I ). The weak coupling expansion in HI is valid because the quarkonium
size is small rT ∼ TMv . v in our power counting. This is true in both perturbative and
non-perturbative constructions of pNRQCD under the assumed hierarchy of scales.
To use the Lindblad equation derived in the last section, we write HI as
∑
αO
(S)
α ⊗O(B)α
where
O(S)α → 〈S(R, t)|ri|Oa(R, t)〉+ 〈Oa(R, t)|ri|S(R, t)〉
O(B)α →
√
TF
NC
gEai (R, t) . (3.37)
The sum over α in Eq. (3.27) means
∑
α
→
∫
d3R
∑
i
∑
a
. (3.38)
The complete set |a〉 used to construct the Lindblad operators |a〉〈b| are
|k, nl, 1〉 = a†nl(k)|0〉
|pcm,prel, 1〉 = b†prel(pcm)|0〉
|pcm,prel, a〉 = ca†prel(pcm)|0〉 , (3.39)
where 1 denotes a color singlet and a is the color index of an octet. These states are a
bound color singlet (quarkonium) with momentum k and quantum number nl, an unbound
color singlet with c.m. momentum pcm and relative momentum prel and an unbound color
octet with c.m. momentum pcm, relative momentum prel and color a respectively. The
unbound singlet state will not be used in our current calculation because at the order we
are working, an unbound singlet cannot form a bound singlet by radiating out one gluon,
only unbound octet can do so.
We are interested in the bound state evolution. Therefore our basic strategy is to
study the time evolution of 〈k1, n1l1, 1|ρS(t)|k2, n2l2, 1〉 by sandwiching Eq. (3.30) between
〈k1, n1l1, 1| and |k2, n2l2, 1〉. To obtain the evolution equation of the semi-classical phase
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space distribution function, we will take the Wigner transform of the density matrix
fnl(x,k, t) ≡
∫
d3k′
(2pi)3
eik
′·x〈k + k
′
2
, nl, 1|ρS(t)|k − k
′
2
, nl, 1〉 . (3.40)
We will extract the linear dependence on t of γab,cd(t) and σab(t) terms in Eq. (3.30) and
then take time derivative at t = 0 on both sides of Eq. (3.30). The double time integrals
are simplified by assuming the Markovian approximation, i.e., the upper limit of the time
integrals is large and can be taken to be infinity, t→∞. The Markovian approximation is
valid when the environment correlation time is much smaller than the relaxation time of the
system. The former is roughly given by 1/T while the latter can be estimated by the inverse
of the dissociation rate. The dissociation rate is ∼ (grT )2T . αsv2T in our power counting
and αs is at the scale Mv. So our assumed hierarchy of scales M Mv Mv2 & T & mD,
translates into a separation of time scales of the environment and the system, and thus
justifies the Markovian approximation. The Markovian approximation leads to a coarse
grained evolution, in which dynamics with finer time scales than the system relaxation
time is not resolved. Therefore the t → 0 limit in the time derivative we will do later and
the t → ∞ limit in the integral are not contradictory. The Markovian approximation also
means that there is no memory effect [140]. The absence of memory effects is reflected
in the Boltzmann transport equation in the assumption of molecular chaos, namely that
the correlation between particles generated from their previous collisions are completely
forgotten in the next collision. We will use our assumed hierarchy of scales to justify the
assumption of molecular chaos later. Under the Markovian assumption, t→∞, the double
time integrals give two delta functions in energy. When the two delta functions correspond
to the same energy conservation, one can write them as one delta function multiplied by
the time length t. This is how we extract the linear dependence on t. This trick is also
used in the derivation of Fermi’s golden rule.
We will consider the three terms on the right hand side of Eq. (3.30), when they are
sandwiched by 〈k1, n1l1, 1| and |k2, n2l2, 1〉. We will show detailed derivations in the fol-
lowing three subsections.
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3.2.1 −iσab[Lab, ρS] Term
To compute
∑
a,b σabLab, we first note that(∑
a,b
−i
2
∫ t
0
dt1
∫ t
0
dt2
∑
α,β
Cαβ(t1, t2)θ(t1 − t2)〈a|O(S)α (t1)O(S)β (t2)|b〉Lab
)†
=
∑
a,b
i
2
∫ t
0
dt1
∫ t
0
dt2
∑
α,β
Cβα(t2, t1)θ(t1 − t2)〈b|O(S)β (t2)O(S)α (t1)|a〉Lba
=
∑
a,b
−i
2
∫ t
0
dt1
∫ t
0
dt2
∑
α,β
Cαβ(t1, t2)
(− θ(t2 − t1))〈a|O(S)α (t1)O(S)β (t2)|b〉Lab , (3.41)
where in the last line we flipped α↔ β, t1 ↔ t2 and |a〉 ↔ |b〉. We can split sign(t1 − t2)
into θ(t1− t2) and −θ(t2− t1) in
∑
a,b σabLab and just need to compute the θ(t1− t2) term.
The −θ(t2 − t1) term is given by the Hermitian conjugate of the θ(t1 − t2) term, as shown
in Eq. (3.41). Therefore
∑
a,b σabLab is Hermitian and this term can be thought of as a
correction to the system Hamiltonian. To carry out the calculation explicitly, we use the
definitions of different Green’s functions in the real-time formalism of thermal field theory,
introduced in Chapter 1, and write
D>abµν (R1, t1;R2, t2)θ(t1 − t2)
=
(
DRabµν (R1, t1;R2, t2) +D
<ab
µν (R1, t1;R2, t2)
)
θ(t1 − t2) . (3.42)
Then we can replace Cαβ(t1, t2) in the first line of Eq. (3.41), due to the θ(t1 − t2), with
Cαβ(t1, t2) = CR1i1a1,R2i2a2(t1, t2) =
TF
NC
g2〈Ea1i1 (R1, t1)Ea2i2 (R2, t2)〉T
→ TF
NC
g2δa1a2
∫
d4q
(2pi)4
e−iq0(t1−t2)+iq·(R1−R2)
(q20δi1i2 − qi1qi2)
[
i
q20 − q2 + i sign(q0)
+ nB(q0)(2pi) sign(q0)δ(q
2
0 − q2)
]
=
TF
NC
g2δa1a2
∫
d4q
(2pi)4
e−iq0(t1−t2)+iq·(R1−R2)
(q20δi1i2 − qi1qi2)
[
i
q20 − q2 + i
+ nB(|q0|)(2pi)δ(q20 − q2)
]
. (3.43)
The term inside the square brackets in the last line is the time-ordered thermal propagator
in momentum space.
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We consider |a〉 = |k1, n1l1, 1〉 and |b〉 = |k2, n2l2, 1〉. We omit other cases here because
we are interested in the correction in the Hamiltonian relevant to the bound singlet. Then
we can compute
θ(t1 − t2)〈a|O(S)α (t1)O(S)β (t2)|b〉
= θ(t1 − t2)〈k1, n1l1, 1|〈S(R1, t1)|ri1 |Oa1(R1, t1)〉〈Oa2(R2, t2)|ri2 |S(R2, t2)〉|k2, n2l2, 1〉
= δa1a2
∫
d3pcm
(2pi)3
∫
d3prel
(2pi)3
〈ψn1l1 |ri1 |Ψprel〉〈Ψprel |ri2 |ψn2l2〉
θ(t1 − t2)eiEp(t2−t1)−ipcm·(R2−R1)e−iEk2 t2+ik2·R2eiEk1 t1−ik1·R1 , (3.44)
where Ep =
p2rel
M . This can be written as
θ(t1 − t2)〈a|O(S)α (t1)O(S)β (t2)|b〉
= 〈ψn1l1 |ri1
∫
d4pcm
(2pi)4
∫
d3prel
(2pi)3
i|Ψprel〉〈Ψprel |
p0cm − Ep + i
ri2 |ψn2l2〉
δa1a2eip
0
cm(t2−t1)−ipcm·(R2−R1)e−iEk2 t2+ik2·R2eiEk1 t1−ik1·R1 . (3.45)
It should be noted that p0cm here does not represent the c.m. energy of the octet. In fact,
it is the total energy of the composite octet particle, p0cm =
p2cm
4M +
p2rel
M =
p2rel
M +O(Mv4).
To simplify the expression, we make the Markovian approximation t → ∞. Then
integrating t1 and t2 will give two δ-functions in energy. Plugging Eqs. (3.43) and (3.45)
into
∑
a,b σabLab and integrating over t1, t2, R1 and R2 we find∑
a,b
σabLab =
1
2
{
− i
∑
n1,l1
∑
n2,l2
∑
i1,i2
∫
d3k1
(2pi)3
∫
d3k2
(2pi)3
∫
d4q
(2pi)4
∫
d4pcm
(2pi)4
∫
d3prel
(2pi)3
TF
NC
(N2C − 1)g2(q20δi1i2 − qi1qi2)
( i
q20 − q2 + i
+ nB(|q0|)(2pi)δ(q20 − q2)
)
(2pi)3δ3(k1 − pcm − q)(2pi)3δ3(k2 − pcm − q)
(2pi)δ(Ek1 − p0cm − q0)(2pi)δ(Ek2 − p0cm − q0)
〈ψn1l1 |ri1
i|Ψprel〉〈Ψprel |
p0cm − Ep + i
ri2 |ψn2l2〉L|k1,n1l1,1〉〈k2,n2l2,1| + h.c.
}
+ · · · , (3.46)
where contributions from the case where |a〉 and |b〉 are the unbound singlets or octets
are omitted here. The two time integrals give a product of two delta functions in energy
δ(ω1)δ(ω2), where ωi = Eki − p0cm − q0 = −|Enili | − p0cm − q0 for i = 1, 2. The δ-functions
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in energy and momentum lead to k1 = k2 = k, n1 = n2 = n and l1 = l2 = l (we assume no
degeneracy in the bound state eigenenergy beyond that implied by rotational invariance).
So we have ω1 = ω2 = ω (because the contributions from terms with n1 6= n2 or l1 6= l2
vanish). We interpret one factor of 2piδ(ω) to be the time interval, so the double time
integral is interpreted as follows∫ t
0
dt1
∫ t
0
dt2e
iωt1e−iωt2 =
4 sin2(ωt/2)
ω2
t→∞−−−→ t2piδ(ω) . (3.47)
This argument also applies in the next two subsections. So for the part relevant to the
bound singlet, we have∑
a,b
σabLab → t
∑
n,l
∫
d3k
(2pi)3
<
{
− ig2CF
∑
i1,i2
∫
d4q
(2pi)4
∫
d4pcm
(2pi)4
∫
d3prel
(2pi)3
(q20δi1i2 − qi1qi2)
( i
q20 − q2 + i
+ nB(|q0|)(2pi)δ(q20 − q2)
)
〈ψnl|ri1
i|Ψprel〉〈Ψprel |
p0cm − Ep + i
ri2 |ψnl〉
(2pi)3δ3(k − pcm − q)(2pi)δ(Ek − p0cm − q0)
}
L|k,nl,1〉〈k,nl,1| . (3.48)
The part inside the curly bracket gives the one-loop self-energy of the bound color singlet
(loop correction of the propagator), which can be calculated as usual by the standard
quantum field theory perturbative technique. The one-loop Feynman diagram of the self-
energy of the bound color singlet is shown in Fig. 3.2. Only the real part of the correction
shows up in the
∑
a,b σabLab term.
We see that the expression (3.48) is an operator L|k,nl,1〉〈k,nl,1| = |k, nl, 1〉〈k, nl, 1|,
which is diagonal in the bound state space. In addition to the term,
∑
a,b σabLab con-
tains another two terms, which are operators of the form |pcm,prel, 1〉〈pcm,prel, 1| and
|pcm,prel, a〉〈pcm,prel, a|. These two terms are not shown here because we focus on the
medium modification on the bound color singlet (quarkonium) here. Since
∑
a,b σabLab is
an operator diagonal in the eigenstate of HS , we have
HS |k, nl, 1〉 = (−|Enl|+O(v3))|k, nl, 1〉 (3.49)∑
a,b
σabLab|k, nl, 1〉 = t∆E|k, nl, 1〉 , (3.50)
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(q0,q)
(Ep,pcm,prel)
(Ek,k, nl)
Figure 3.2: Loop correction (self-energy) of the singlet field. Single solid line indi-
cates the bound singlet state while the double solid lines represent the unbound octet
state.
where ∆E is real and is a function of k and nl. Thus 1t
∑
a,b σabLab is a loop correction of
the real part of the system Hamiltonian, or the QQ¯ potential. We can write
∑
a,b σabLab ≡
tH1−loop. If we go back to the Schro¨dinger picture, the Lindblad equation turns to be
ρS(t) = ρS(0)− it[HS , ρS(0)]− i[
∑
a,b
σabLab, ρS(0)] + · · · (3.51)
where other terms in the Lindblad Eq. (3.30) have been omitted temporarily. Now we
define an effective Hamiltonian Heff = HS +H1−loop. For the pNRQCD under our assumed
hierarchy of scales, we can start with a potential in HS , calculate wave functions of relative
motions and the one-loop correction of the real part of the potential to obtain Heff . At
lowest order perturbation, Heff leads to a correction in the bound state eigenenergy but
not in its wave function. Since the one-loop correction contains two dipole vertices and a
thermal gluon propagator, we expect the real thermal correction scales as
∆E(k, nl) ∼ g2 T
4
(Mv)2Mv2
. αsMv4 , (3.52)
which is suppressed by αsv
2. So the thermal loop correction of the real part of the potential
is perturbative. In some cases, it may be necessary to resum all-order loop corrections of
the real part of the potential into Heff and then use Heff to calculate the wave function
of the relative motion. Explicit calculations in this case are difficult. One may model
the real part of the potential in Heff by using recent high statistics lattice studies of the
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color singlet free energy at finite temperature [38]. In this dissertation, we will just use a
Coulomb potential for simplicity and neglect the loop correction because it is perturbative
in our power counting.
Now if we do a Wigner transform of the form Eq. (3.40) on
ρS(t) = ρS(0)− it(HeffρS(0)− ρS(0)Heff) + · · · , (3.53)
we obtain
fnl(x,k, t) = fnl(x,k, 0)− it
∫
d3k′
(2pi)3
eik
′·x
〈k + k
′
2
, nl, 1|(HeffρS − ρSHeff)|k − k
′
2
, nl, 1〉+ · · ·
= fnl(x,k, 0)− it
∫
d3k′
(2pi)3
eik
′·x
(E
k+k
′
2
− E
k−k′
2
)〈k + k
′
2
, nl, 1|ρS(0)|k − k
′
2
, nl, 1〉+ · · · . (3.54)
Here if we restore the c.m. kinetic energy temporarily,
E
k±k′
2
= −|Enl|+
(k ± k′2 )2
4M
, (3.55)
we can write
fnl(x,k, t) = fnl(x,k, 0)− it
∫
d3k′
(2pi)3
k
2Mi
· ∇xeik′·x
〈k + k
′
2
, nl, 1|ρS(0)|k − k
′
2
, nl, 1〉+ · · ·
= fnl(x,k, 0)− tv · ∇xfnl(x,k, 0) + · · · , (3.56)
where the c.m. velocity of the quarkonium is defined as v = k2M . Under a time derivative,
we can see that Eq. (3.56) leads to the free streaming of a Boltzmann equation. In the
next two subsections, we will show how the collision terms in the Boltzmann equation are
derived from the remaining terms in the Lindblad equation. The imaginary part of the
diagram in Fig. 3.2 corresponds to the process of quarkonium dissociation, by the cutting
rule. This will appear in the −12γab,cd{L†cdLab, ρS(0)} term. We now discuss the calculation
of this term in pNRQCD.
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3.2.2 −12γab,cd{L†cdLab, ρS(0)} Term
We will show this term gives the dissociation term in the Boltzmann equation. We first
compute the term −12γab,cdL†cdLabρS(0) . As explained previously, we are interested in
the bound state part of the density matrix and take 〈k1, n1l1, 1|ρS(t)|k2, n2l2, 1〉, so we
set |d〉 = |k1, n1l1, 1〉. Since at lowest order of the expansion, the transition between a
bound state and an unbound QQ¯ pair only occurs via the singlet-octet dipole transition,
we have |a〉 = |c〉 = |pcm,prel, a1〉 and double summations over |a〉 and |c〉 become just one
summation. Similarly we have |b〉 = |k3, n3l3, 1〉. We need to compute
γab,cd =
∫
d3R1
∫
d3R2
∑
i1,i2,b1,b2
∫ t
0
dt1
∫ t
0
dt2CR1i1b1,R2i2b2(t1, t2)
〈k1, n1l1, 1|〈S(R1, t1)|ri1 |Ob1(R1, t1)〉|pcm,prel, a1〉
〈pcm,prel, a1|〈Ob2(R2, t2)|ri2 |S(R2, t2)〉|k3, n3l3, 1〉 . (3.57)
We can start with
〈k1, n1l1, 1|〈S(R1, t1)|ri1 |Ob1(R1, t1)〉|pcm,prel, a1〉
= 〈ψn1l1 |ri1 |Ψprel〉δa1b1e−i(Ept1−pcm·R1)ei(Ek1 t1−k1·R1) (3.58)
〈pcm,prel, a1|〈Ob2(R2, t2)|ri2 |S(R2, t2)〉|k3, n3l3, 1〉
= 〈Ψprel |ri2 |ψn3l3〉δa1b2e−i(Ek3 t2−k3·R2)ei(Ept2−pcm·R2) , (3.59)
where Ep =
p2rel
M and Eki = −|Enili | up to v2-corrections. The correlation needed is
CR1i1b1,R2i2b2(t1, t2) =
TF
NC
g2〈Eb1i1 (R1, t1)Eb2i2 (R2, t2)〉T
=
TF
NC
g2δb1b2
∫
d4q
(2pi)4
eiq0(t1−t2)−iq·(R1−R2)
(q20δi1i2 − qi1qi2)nB(q0)(2pi) sign(q0)δ(q20 − q2) +O(g3) , (3.60)
where we have used the real-time propagator D<abµν (q0, q) of a free gauge field, which is a
generalization (by adding the polarization and the color) of the real-time propagator (1.34)
introduced in Chapter 1 . It should be pointed out that one can also use the propagator
D>abµν (q0, q) and will obtain the same result due to the relation 1 + nB(q0) + nB(−q0) = 0.
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Now we can write the term 〈k1, n1l1, 1|γab,cdL†cdLabρS(0)|k2, n2l2, 1〉 out explicitly as∫
d3pcm
(2pi)3
d3prel
(2pi)3
d3k3
(2pi)3
d4q
(2pi)4
∫
d3R1
∫
d3R2
∫ t
0
dt1
∫ t
0
dt2
∑
n3,l3,a1,b1,b2,i1,i2
TF
NC
g2(q20δi1i2 − qi1qi2)nB(q0)δb1b2(2pi) sign(q0)δ(q20 − q2)eiq0(t1−t2)−iq·(R1−R2)
〈ψn1l1 |ri1 |Ψprel〉δa1b1e−i(Ept1−pcm·R1)ei(Ek1 t1−k1·R1)
〈Ψprel |ri2 |ψn3l3〉δa1b2e−i(Ek3 t2−k3·R2)ei(Ept2−pcm·R2)
〈k3, n3l3, 1|ρS(0)|k2, n2l2, 1〉 . (3.61)
Integrating over R1 and R2 gives two delta functions in momenta, δ
3(k1−pcm +q)δ3(k3−
pcm + q). Under the Markovian approximation, t→∞, integrating over t1 and t2 will give
another two delta functions δ(Ek1 − Ep + q0)δ(Ek3 − Ep + q0). Since Eki = −|Enili | < 0
and Ep =
p2rel
M > 0, some energy has to be transferred to the bound state to break it up to
an unbound state, and thus q0 has to be positive. (If we use D
>ab
µν (q0, q), here we would
have δ(Ek1 −Ep− q0)δ(Ek3 −Ep− q0) and q0 is negative.) After integrating R1, R2, t1, t2
and k3 we obtain∑
n3,l3,a1,i1
∫
d3pcm
(2pi)3
d3prel
(2pi)3
d3q
(2pi)32q
nB(q)
(2pi)5δ(Ek1 − Ep + q)δ(Ek3 − Ep + q)δ3(k1 − pcm + q)
2TF
3NC
q2g2〈ψn1l1 |ri1 |Ψprel〉〈Ψprel |ri1 |ψn3l3〉〈k1, n3l3, 1|ρS(0)|k2, n2l2, 1〉 , (3.62)
where we have used for any smooth function f(q)∫
d3q
(2pi)3
(q2δi1i2 − qi1qi2)f(q) =
2
3
δi1i2
∫
d3q
(2pi)3
q2f(q) . (3.63)
Due to the energy δ-functions, the sum over n3 and l3 gives n3 = n1, l3 = l1 (we assume no
degeneracy in the bound state eigenenergy beyond that implied by rotational invariance).
Then one of the energy δ-functions multiplied by 2pi can be interpreted as the time interval
t, as explained in the last subsection in detail. So we have
t
∫
d3pcm
(2pi)3
d3prel
(2pi)3
d3q
(2pi)32q
nB(q)(2pi)
4δ3(k1 − pcm + q)δ(Ek1 − Ep + q)
2TF
3NC
(N2C − 1)q2g2|〈ψn1l1 |r|Ψprel〉|2〈k1, n1l1, 1|ρS(0)|k2, n2l2, 1〉 . (3.64)
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Under a Wigner transform of the form Eq. (3.40) (where we set k1 = k +
k′
2 , k2 = k − k
′
2 ,
n1 = n2 = n and l1 = l2 = l and then do a shift in c.m. momentum pcm → pcm + k
′
2 ),
Eq. (3.64) finally leads to
t
∫
d3pcm
(2pi)3
d3prel
(2pi)3
d3q
(2pi)32q
nB(q)(2pi)
4δ3(k − pcm + q)δ(Ek − Ep + q)
2
3
CF q
2g2|〈ψnl|r|Ψprel〉|2fnl(x,k, t = 0) ≡ tC−nl(x,k, t = 0) . (3.65)
The other term in the anti-commutator gives the same result. So applying the Wigner trans-
form to the −12γab,cd〈k1, n1l1, 1|{L†cdLab, ρS(0)}|k2, n2l2, 1〉 term in the Lindblad equation,
yields the negative of Eq. (3.65). In Eq. (3.65), we define a collision term C−nl(x,k, t = 0)
for quarkonium dissociation. We will show later that it corresponds to a collision term
in a Boltzmann equation. The structure of C−nl is clear and consists of three parts: the
phase space integral, the delta functions for the energy-momentum conservation and the
square of the amplitude of the dissociation process shown in Fig. 3.3a. We will calculate
the amplitude directly in the next section using the Feynman rules of pNRQCD.
3.2.3 γab,cdLabρS(0)L
†
cd Term
Finally we consider the γab,cdLabρS(0)L
†
cd term. Since we just want to compute
〈k1, n1l1, 1|ρS(t)|k2, n2l2, 1〉 , (3.66)
at lowest order, we set |a〉 = |k1, n1l1, 1〉, |c〉 = |k2, n2l2, 1〉, |b〉 = |p1cm,p1rel, a1〉 and
|d〉 = |p2cm,p2rel, a2〉 where a1 and a2 are color indexes. At lowest order in perturbation,
the transition between a bound state and an unbound QQ¯ pair only occurs via the singlet-
octet dipole transition. We need to evaluate
γab,cd =
∫
d3R1
∫
d3R2
∑
i1,i2,b1,b2
∫ t
0
dt1
∫ t
0
dt2CR2i2b2,R1i1b1(t2, t1)
〈k1, n1l1, 1|〈S(R1, t1)|ri1 |Ob1(R1, t1)〉|p1cm,p1rel, a1〉
〈p2cm,p2rel, a2|〈Ob2(R2, t2)|ri2 |S(R2, t2)〉|k2, n2l2, 1〉 . (3.67)
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We first compute the singlet-octet transition term,
〈k1, n1l1, 1|〈S(R1, t1)|ri1 |Ob1(R1, t1)〉|p1cm,p1rel, a1〉
= 〈ψn1l1 |ri1 |Ψp1rel〉δa1b1e−i(Ep1 t1−p1cm·R1)ei(Ek1 t1−k1·R1) (3.68)
〈p2cm,p2rel, a2|〈Ob2(R2, t2)|ri2 |S(R2, t2)〉|k2, n2l2, 1〉
= 〈Ψp2rel |ri2 |ψn2l2〉δa2b2e−i(Ek2 t2−k2·R2)ei(Ep2 t2−p2cm·R2) (3.69)
The correlation of the thermal chromo-electric fields in real-time thermal field theory is
CR2i2b2,R1i1b1(t2, t1) =
TF
NC
g2〈Eb2i2 (R2, t2)Eb1i1 (R1, t1)〉T
=
TF
NC
g2δb1b2
∫
d4q
(2pi)4
eiq0(t1−t2)−iq·(R1−R2)
(q20δi1i2 − qi1qi2)(1 + nB(q0))(2pi) sign(q0)δ(q20 − q2) +O(g3) , (3.70)
where we have used the real-time propagator D>abµν (q0, q) of free gluon fields, which is a
simple generalization of the real-time propagator (1.33) introduced in Chapter 1.
Now we can combine everything and write 〈k1, n1l1, 1|γab,cdLabρS(0)L†cd|k2, n2l2, 1〉 out
explicitly∫
d4q
(2pi)4
d3p1cm
(2pi)3
d3p1rel
(2pi)3
d3p2cm
(2pi)3
d3p2rel
(2pi)3
∫
d3R1
∫
d3R2
∫ t
0
dt1
∫ t
0
dt2
∑
a1,a2,b1,b2,i1,i2
TF
NC
g2δb1b2(q20δi1i2 − qi1qi2)(1 + nB(q0))(2pi) sign(q0)δ(q20 − q2)eiq0(t1−t2)−iq·(R1−R2)
〈ψn1l1 |ri1 |Ψp1rel〉δa1b1e−i(Ep1 t1−p1cm·R1)ei(Ek1 t1−k1·R1)
〈Ψp2rel |ri2 |ψn2l2〉δa2b2e−i(Ek2 t2−k2·R2)ei(Ep2 t2−p2cm·R2)
〈p1cm,p1rel, a1|ρS(0)|p2cm,p2rel, a2〉 . (3.71)
Integrating over R1 and R2 gives two delta functions in momenta δ
3(k1−p1cm +q)δ3(k2−
p2cm + q). Under the Markovian approximation, t → ∞, integrating over t1 and t2 gives
another two delta functions δ(Ek1 −Ep1 + q0)δ(Ek2 −Ep2 + q0). Then q0 has to be positive
because Eki = −|Enili | < 0 and Epi =
p2i,rel
M > 0. (Using the propagator D
<ab
µν (q0, q) will
give q0 < 0 but lead to the same result due to 1 + nB(q0) + nB(−q0) = 0). Again we can
set q20δi1i2 − qi1qi2 → 23q2δi1i2 since the gluon is on shell q0 = |q| = q and we will integrate
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over the angles of q. Now we have∫
d3p1cm
(2pi)3
d3p1rel
(2pi)3
d3p2cm
(2pi)3
d3p2rel
(2pi)3
d3q
(2pi)32q
(1 + nB(q))
∑
a,i
(2pi)8
δ3(k1 − p1cm + q)δ3(k2 − p2cm + q)δ(Ek1 − Ep1 + q)δ(Ek2 − Ep2 + q)
2TF
3NC
q2g2〈ψn1l1 |ri|Ψp1rel〉〈Ψp2rel |ri|ψn2l2〉〈p1cm,p1rel, a|ρS(0)|p2cm,p2rel, a〉 . (3.72)
Before integrating the δ-functions, we first apply the Wigner transform on Eq. (3.72) (by
setting k1 = k +
k′
2 , k2 = k − k
′
2 , n1 = n2 = n and l1 = l2 = l):∫
d3k′
(2pi)3
eik
′·xd3p1cm
(2pi)3
d3p1rel
(2pi)3
d3p2cm
(2pi)3
d3p2rel
(2pi)3
d3q
(2pi)32q
(1 + nB(q))
∑
a,i
(2pi)8
δ3(k +
k′
2
− p1cm + q)δ3(k −
k′
2
− p2cm + q)δ(Ek1 − Ep1 + q)δ(Ek2 − Ep2 + q)
2TF
3NC
q2g2〈ψnl|ri|Ψp1rel〉〈Ψp2rel |ri|ψnl〉〈p1cm,p1rel, a|ρS(0)|p2cm,p2rel, a〉 . (3.73)
At order Mv2, the c.m. momentum does not enter the energy: Eki = −|Enl| and Epi =
p2i,rel
M .
If we shift the momentum
p1cm = p
′
1cm +
k′
2
p2cm = p
′
2cm −
k′
2
, (3.74)
then the two momentum δ-functions become δ3(k− p′1cm + q)δ3(k− p′2cm + q). So we can
integrate over p′2cm and set p′2cm = p′1cm = pcm. Due to the two energy δ-functions, we
have p1rel = p2rel. To further simplify the expression, we assume the octet scattering wave
function can be factorized,
〈r|Ψprel〉 = eiprel·rf(r, prel) , (3.75)
which is true for the plane wave solution. If we further let
p1rel = prel
p2rel = prel + p
′
rel , (3.76)
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(remember that we have shown p1rel = p2rel,) we obtain
t
∫
d3pcm
(2pi)3
d3prel
(2pi)3
d3q
(2pi)32q
(1 + nB(q))
∑
a,i
(2pi)4δ3(k − pcm + q)δ(−|Enl|+ q −
p2rel
M
)
2TF
3NC
q2g2〈ψnl|ri|Ψprel〉
∫
d3r ψnl(r)riΨ
∗
prel
(r)∫
d3p′rel
(2pi)3
e−ip
′
rel·r
∫
d3k′
(2pi)3
eik
′·x〈pcm +
k′
2
,prel, a|ρS(0)|pcm −
k′
2
,prel + p
′
rel, a〉 . (3.77)
The last line is just the phase space distribution function of a heavy quark-antiquark pair
whose c.m. position is located at x and relative position is r:
fQQ¯(x,pcm, r,prel, a, t = 0) (3.78)
=
∫
d3k′
(2pi)3
eik
′·x
∫
d3p′rel
(2pi)3
e−ip
′
rel·r〈pcm +
k′
2
,prel, a|ρS(0)|pcm −
k′
2
,prel − p′rel, a〉 .
So the 〈k+ k′2 , nl, 1|γab,cdLabρS(0)L†cd|k− k
′
2 , nl, 1〉 term in the Lindblad equation under the
Wigner transform leads to
t
∫
d3pcm
(2pi)3
d3prel
(2pi)3
d3q
(2pi)32q
(1 + nB(q))
∑
a,i
(2pi)4δ3(k − pcm + q)δ(−|Enl|+ q −
p2rel
M
)
2TF
3NC
q2g2〈ψnl|ri|Ψprel〉
∫
d3r ψnl(r)riΨ
∗
prel
(r)fQQ¯(x,pcm, r,prel, a, t = 0)
≡ tC+nl(x,k, t = 0) , (3.79)
where we define a collision term C+nl(x,k, t = 0) for quarkonium recombination. As we will
show below, it will appear as a collision term in a Boltzmann equation. The structure of
C+nl is slightly more complicated than C−nl. But it still consists of three parts: the phase
space integral, the delta functions for the energy-momentum conservation and the produce
of an amplitude with the complex conjugate of a different amplitude. We will discuss later
under what conditions the third part reduces to a simple square of amplitude magnitude,
as in the case of C−nl.
Now we can put Eqs. (3.56), (3.65) and (3.79) together and finally infer the Boltzmann
transport equations
∂
∂t
fnl(x,k, t) + v · ∇xfnl(x,k, t) = C+nl(x,k, t)− C−nl(x,k, t) , (3.80)
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where the dissociation term C−nl(x,k, t) and the recombination term C+nl(x,k, t) terms are
defined in Eqs. (3.65) and (3.79).
The integral over d3r in C(+)nl is non-trivial: not only the wave function but also the
distribution function are involved. We now consider under what conditions the integral
can be further simplified. We note that the support (the region with non-zero function
value) of the integrand is on the order of the Bohr radius aB of the bound state. So if
the distribution function is almost uniform in r for r . aB, one can take the distribution
function out of the integral. This is true when the diffusion length scale
√
Dt is much
larger than r ∼ aB ∼ 1Mv where D is the diffusion constant of open heavy flavors. The
distribution function in r caused solely by diffusion is a Gaussian with a variance ∼ Dt. In
other words, the distribution function varies significantly at a length scale
√
Dt and when
one focuses on a region with a much smaller length scale, one can treat the distribution
function as uniform. A perturbative estimate gives D ∼ 1
α2sT
[142]. The time period for the
QQ¯ to be close within the bound state formation range is roughly t ∼ aBvrel ∼
1/Mv
prel/M
∼ 1prelv .
So
√
Dt 1Mv gives
1
α2sprelT
 1
M2v
. (3.81)
Taking T . Mv2 as previously assumed we find we must have prel  Mv/(v2α2s) which
is clearly satisfied for prel ∼ Mv. For prel large enough that this condition is not satisfied,
the contribution to the integral involving 〈ψnl|r|Ψprel〉 is negligible for such large prel. This
agrees with the intuition: a heavy quark-antiquark pair with a large relative momentum
cannot form a bound state. So we can take fQQ¯(x,pcm, r,prel, a, t) out of the wave function
integral with the awareness that the contribution from r  aB should vanish.
Furthermore, we make the molecular chaos assumption and write
fQQ¯(x,pcm, r,prel, a, t) =
1
9
fQ(x1,p1, t)fQ¯(x2,p2, t) , (3.82)
where x, r,pcm,prel are the c.m. and relative positions and momenta of the heavy quark-
antiquark pair with positions x1,x2 and momenta p1, p2. The factor
1
9 accounts the
probability of the color state of QQ¯ being in a specific octet state a. The molecular chaos
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assumption is valid when the rate of decorrelation between the heavy quark and antiquark
is much larger than the relaxation rate of the system. The former is given by D−1 ∼ α2sT
with αs at the scale T or mD while the later has been estimated above and is ∼ αsv2T
with αs at the scale Mv. In NRQCD, v ∼ αs(Mv), so the molecular chaos assumption is
valid.
Combining these two assumptions gives
C+nl(x,k, t) =
1
9
∫
d3pcm
(2pi)3
d3prel
(2pi)3
d3q
(2pi)32q
(1 + nB(q))fQ(x1,p1, t)fQ¯(x2,p2, t)
(2pi)4δ3(k − pcm + q)δ(−|Enl|+ q −
p2rel
M
)
2
3
CF q
2g2|〈ψnl|r|Ψprel〉|2 ,
(3.83)
where the sum over color index a has been carried out. This is the recombination term
used in the Boltzmann equation in Ref. [73].
So far our pNRQCD calculations of the dissociation and recombination terms are in-
dependent of the quarkonium spin. The dissociation rate is the same for two quarkonium
states with all quantum numbers the same except the spin: one has S = 0 and the other
has S = 1. For recombination, there is a spin statistics factor. The unbound QQ¯ that
recombines has four possible spin configurations. Three of them correspond to the S = 1
state while one corresponds to S = 0. In order to take the spin multiplicity into account,
one must further insert a factor gs into C
+
nl where gs =
3
4 for S = 1 quarkonium and gs =
1
4
for S = 0 quarkonium. After including the spin degrees of freedom, the Boltzmann equation
(3.80) becomes
∂
∂t
fnls(x,p, t) + v · ∇xfnls(x,p, t) = C+nls(x,p, t)− C−nls(x,p, t) , (3.84)
where
C+nls(x,p, t) = gsC+nl(x,p, t) (3.85)
C−nls(x,p, t) = C−nl(x,p, t) . (3.86)
The derivation of the quarkonium transport equation inside the QGP is one of the main
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results of the dissertation. During the derivation, the connections among our assumed hi-
erarchy of scales, the Markovian approximation and the molecular chaos will be illustrated.
3.3 Dissociation and Recombination
In this section, we will use pNRQCD and compute directly the Feynman diagrams that
contribute to the dissociation and recombination terms in the Boltzmann equation. By
doing so, we will have a more clear understanding of the dependence of dissociation and
recombination on the choice of gauge. At the order gr, we will reproduce the results shown
in the last section. Contributions at the order g2r will also be studied, which correspond
to inelastic scattering with light quarks and gluons in the QGP. All contributing Feynman
diagrams are shown in Fig. 3.3.
3.3.1 Contributions at the Order gr
At the order gr, only the diagram in Fig. 3.3a contributes. It is a gluon absorption process
for dissociation and a gluon emission process for recombination. The scattering amplitude
is given by
iM(a) = g
√
TF
Nc
(q0∗i − qi∗0)〈Ψprel |ri|ψnl〉δab (3.87)
≡ i∗µ(M(a))µ . (3.88)
The gluon is on-shell so q0 = |q| ≡ q. The Ward identity can be easily verified:
qµ(M(a))µ = 0 . (3.89)
So we can compute the amplitude in any gauge we want. In Coulomb gauge, we define the
square of the amplitude magnitude, summed over the gluon and octet colors a, b and the
gluon polarizations ∑
|M(a)|2 ≡
∑
a,b,
|M(a)|2 = g2CF q2(δij − qˆiqˆj)〈ψnl|ri|Ψprel〉〈Ψprel |rj |ψnl〉 , (3.90)
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Figure 3.3: Feynman diagrams contributing to the dissociation and recombination
terms in the Boltzmann equation. Single solid line represents the bound color singlet
while double solid lines represent the unbound color octet. Short dashed line indicates
a light quark (up or down quark) while the long dashed line is the ghost. The grey
blob indicates the dipole interaction.
where we have used the polarization sum in Coulomb gauge
∑

µ∗ν ≡
∑
λ=+,−
µ(λ)∗ν(λ) =

δij − qˆiqˆj if µ = i, ν = j
0 otherwise .
(3.91)
As mentioned in Chapter 1.4.3, we average over the third component of angular momentum
of quarkonium for l > 0 so we omit the quantum number ml. Here we will show explicitly
how the average simplifies the calculation. To this end, we temporarily restore the quantum
number ml in the bound state wave function. When integrating over the relative momentum
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of the heavy quark-antiquark pair from the dissociation, the average leads to
1
2l + 1
l∑
ml=−l
∫
d3prel〈ψnlml |ri|Ψprel〉〈Ψprel |rj |ψnlml〉
=
1
3
δij
1
2l + 1
l∑
ml=−l
∫
d3prel|〈Ψprel |r|ψnlml〉|2
≡ 1
3
δij
∫
d3prel|〈Ψprel |r|ψnl〉|2 . (3.92)
This allows us to write ∑
|M(a)|2 ≡
2
3
g2CF q
2|〈Ψprel |r|ψnl〉|2 . (3.93)
To simplify the notation of the dissociation and recombination terms for a quarkonium
state nls in the Boltzmann equation, we define 1
F+nls(a) ≡ g+
∫
d3k
(2pi)3
d3pQ
(2pi)3
d3pQ¯
(2pi)3
d3q
2q(2pi)3
(1 + nB(q))fQ(xQ,pQ, t)fQ¯(xQ¯,pQ¯, t)
(2pi)4δ3(k + q − pcm)δ(−|Enl|+ q −
p2rel
M
)
∑
|M(a)|2 (3.94)
F−nls(a) ≡
∫
d3k
(2pi)3
d3pcm
(2pi)3
d3prel
(2pi)3
d3q
2q(2pi)3
nB(q)fnls(x,k, t)
(2pi)4δ3(k + q − pcm)δ(−|Enl|+ q −
p2rel
M
)
∑
|M(a)|2 , (3.95)
where nB is the Bose-Einstein distribution function, g+ =
1
N2c
gs and gs is the multiplicity
factor of spin: gs =
3
4 for a quarkonium with spin S = 1 and
1
4 for spin S = 0. In the
definition of F+nls(a), pcm = pQ + pQ¯, and prel =
pQ−pQ¯
2 are the c.m. and relative momenta
of a pair of heavy quark and antiquark with momenta pQ and pQ¯.
We further define a “δ−derivative” symbol, first introduced in Ref. [143]
δ
δpi
∫ n∏
j=1
d3pj
(2pi)3
h(p1,p2, · · · ,pn)
∣∣∣
pi=p
≡ δ
δw(p)
∫ n∏
j=1
d3pj
(2pi)3
h(p1,p2, · · · ,pn)w(pi)
=
∫ n∏
j=1,j 6=i
d3pj
(2pi)3
h(p1,p2, · · · ,pi−1,p,pi+1, · · · ,pn) , (3.96)
1 In F+nls(a), the positions in the heavy quark and antiquark distributions can be different, as shown
in the last section.
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where the second δ denotes the standard functional variation and h(p1,p2, · · · ,pn) and
w(pi) are arbitrary independent smooth functions. Then the C±nls terms in the Boltzmann
equation (3.84) can be written as
C±nls(a)(x,p, t) =
δF±nls(a)
δk
∣∣∣
k=p
. (3.97)
The results C±nls(a) calculated in this way agree with Eqs. (3.85) and (3.86). For C+nls(a), we
further require 12(xQ + xQ¯) = x, i.e., the position of a recombined quarkonium is given
by the c.m. position of the heavy quark-antiquark pair. Recombinations from the heavy
quark-antiquark pairs with a distance much larger than the Bohr radius |xQ − xQ¯|  aB
has been shown to be negligible in the last section.
The dissociation rate of the quarkonium state nls from the diagram in Fig. 3.3a is given
by
Γdissonls(a)(x,p, t) ≡
C−nls(a)(x,p, t)
fnls(x,p, t)
=
M
2pi
∫
d3q
2q(2pi)3
nB(q)
√
M(q − |Enl|)
∑
|M(a)|2 (3.98)
The recombination rate of a heavy quark into the quarkonium state nls surrounded by
heavy antiquarks with the distribution fQ¯(xQ¯,pQ¯, t) is given by
Γrecomnls(a)(x,p, t) ≡
1
fQ(xQ,pQ, t)
δF+nls(a)
δpQ
∣∣∣
xQ=x, pQ=p
. (3.99)
3.3.2 Contributions at the Order g2r
Contributions from Diagram 3.3b
Fig. 3.3b depicts the inelastic scattering with light quarks (up and down) in the medium.
The light quarks are assumed massless. First we check the amplitude is independent of
the gauge choice. The gauge invariance reflects in the invariance of the amplitude when
the µ in the gluon propagator is replaced with µ + qµ. It has been shown in the last
section 3.3.1 that the dipole interaction between the singlet and octet is invariant under
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such a replacement, by virtue of the Ward identity Eq. (3.89). What remains to show is
the invariance of the vertex of the light quark. This is guaranteed by the Dirac equation:
u¯s2(p2)γ
µT aus1(p1)qµ = u¯s2(p2)(/p1 − /p2)T aus1(p1) = 0 . (3.100)
In Coulomb gauge,
iM(b) = g2VA
√
TF
Nc
〈Ψprel |rk|ψnl〉[−q0(δkl − qˆkqˆl)
(q0)2 − q2 + i u¯s2(p2)γ
lT aus1(p1) +
qk
q2
u¯s2(p2)γ
0T aus1(p1)
]
. (3.101)
We define |M(b)|2 summed over the octet color a, the spins s1, s2, colors i, j and flavors of
the incoming and outgoing light quarks and include also the contribution from antiquarks
as ∑
|M(b)|2 ≡
∑
a,i,j
∑
s1,s2
∑
u,u¯,d,d¯
|M(b)|2 (3.102)
=
16
3
g4V 2ATFCF |〈Ψprel |r|ψnl〉|2
[p1p2 + p1 · p2
q2
+
2(q0)2(p1p2 − p1 · qˆ · p2 · qˆ)
((q0)2 − q2 + i)2
]
.
Next we check the infrared sensitivity of the term inside the square bracket. The energy-
momentum conservation gives q0 = p1 − p2 = |p1| − |p2| = |Enl| + p2rel/M , q = p1 − p2 =
pcm − k. Assuming the angle between p1 and p2 is θ, we have
p1p2 + p1 · p2
q2
=
p1p2 + p1p2 cos θ
p21 + p
2
2 − 2p1p2 cos θ
(3.103)
2(q0)2(p1p2 − p1 · qˆ · p2 · qˆ)
((q0)2 − q2 + i)2 =
p21 + p
2
2 − 2p1p2
2p1p2(1− cos θ) ×
p21 + p
2
2 + p1p2(1− cos θ)
p21 + p
2
2 − 2p1p2 cos θ
. (3.104)
In both terms, there is no soft divergence because the binding energy |Enl| serves as a
soft regulator: p21 + p
2
2 − 2p1p2 cos θ ≥ (p1 − p2)2 ≥ |Enl|2. The first term has no collinear
divergence either. The collinear divergence happens in the second term when cos θ → 1.
Physically this occurs when the momenta of both the incoming and outgoing light quarks
are in the same direction. The transferred gluon is on-shell. In this case, the inelastic
scattering cannot be distinguished from the real gluon process shown in Fig. 3.3a. As we
show below in Section 3.3.2, the interference between the diagram in Fig. 3.3a and its
thermal loop correction Fig. 3.3l cancels this collinear divergence.
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Contributions from Diagrams 3.3c, 3.3d, 3.3e and 3.3f
The processes of inelastic scattering with gluons in the medium are depicted in Fig. 3.3c,
3.3d, 3.3e and 3.3f. All the four diagrams are needed for the gauge invariance. First we
consider the gauge transformation of the internal gluon line in Fig. 3.3c. If we cut the
diagram into two halves by cutting the internal gluon line, we need to show both the upper
and lower parts vanish when contracted with qρ. For the dipole interaction in the lower
part, this has been shown by the Ward identity Eq. (3.89). For the three-gluon vertex in
the upper part, it can be shown that
−gfabc(∗1)µ(2)ν
[
gνρ(q2 − q)µ + gρµ(q + q1)ν + gµν(−q1 − q2)ρ
]
qρ = 0 , (3.105)
by using q1 · 1 = q2 · 2 = 0.
Next we consider the gauge transformation of the external gluon line. We fix the internal
gluon line to be in the Lorentz gauge.
iM(c) ≡ iMµν(c)(∗1)µ(2)ν
= −g2VA
√
TF
Nc
fabc
[
gνρ(q2 − q)µ + gρµ(q + q1)ν + gµν(−q1 − q2)ρ
]
−igρσ
(q0)2 − q2 + i(q
0δσi − qiδσ0)〈Ψprel |ri|ψnl〉(∗1)µ(2)ν (3.106)
iM(d) ≡ iMµν(d)(∗1)µ(2)ν
= ig2VA
√
TF
Nc
fabc
[
(∗1)
0(2)
i − (∗1)i(2)0
]
〈Ψprel |ri|ψnl〉 (3.107)
iM(e) ≡ iMµν(e)(∗1)µ(2)ν
= g2VA
√
TF
Nc
fabc(2)
0
[
(q1)
0(∗1)
i − (q1)i(∗1)0
]
〈Ψprel |ri|ψnl〉
i
Ep − q2 − p
2
rel
M − (pcm−q2)
2
4M + i
(3.108)
iM(f) ≡ iMµν(f)(∗1)µ(2)ν
= g2VA
√
TF
Nc
fabc(∗1)
0
[
(q2)
0(2)
i − (q2)i(2)0
]
〈Ψprel |ri|ψnl〉
i
Ep − q1 − p
2
rel
M − (pcm−q1)
2
4M + i
. (3.109)
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We show the Ward identity by replacing (1)µ with (q1)µ:
i(q1)µMµν(c)(2)ν = ig2VA
√
TF
Nc
fabc
[
− q0(2)i + qi(2)0
]
〈Ψprel |ri|ψnl〉 (3.110)
i(q1)µMµν(d)(2)ν = ig2VA
√
TF
Nc
fabc
[
(q1)
0(2)
i − (q1)i(2)0
]
〈Ψprel |ri|ψnl〉 (3.111)
i(q1)µMµν(e)(2)ν = 0 (3.112)
i(q1)µMµν(f)(2)ν = ig2VA
√
TF
Nc
fabc
[
(q2)
0(2)
i − (q2)i(2)0
] (q1)0〈Ψprel |ri|ψnl〉
Ep − q1 − p
2
rel
M − (pcm−q1)
2
4M
= −ig2VA
√
TF
Nc
fabc
[
(q2)
0(2)
i − (q2)i(2)0
]
〈Ψprel |ri|ψnl〉+O(v2) ,
(3.113)
where in the last line we have used Ep =
p2rel
M +
p2cm
4M and kept only the relative kinetic
energy of the octet by neglecting the c.m. kinetic energy. This is consistent with our power
counting. Since qµ = qµ1 − qµ2 , the Ward identity is satisfied up to v2-corrections
i(q1)µ
[
Mµν(c) +Mµν(d) +Mµν(e) +Mµν(f)
]
(2)ν = 0 . (3.114)
Therefore we can compute these diagrams in any gauge we want. In Coulomb gauge, the
zero component of the gauge field is not dynamical. So we only need to compute the
diagram in Fig. 3.3c,
iM(c) = −g2VA
√
TF
Nc
(∗1)µ(2)νf
abc
[
gνρ(q2 − q)µ + gρµ(q + q1)ν + gµν(−q1 − q2)ρ
]
[
δρjq0
i(δji − qˆj qˆi)
(q0)2 − q2 + i − δρ0qi
i
q2
]
〈Ψprel |ri|ψnl〉 . (3.115)
We define the square of the amplitude magnitude, summed over all color indexes and
polarizations: ∑
|M(c)|2 ≡
∑
a,b,c
∑
1,2
|M(c)|2
=
1
3
g4V 2ACF |〈Ψprel |r|ψnl〉|2
[1 + (qˆ1 · qˆ2)2
q2
(q1 + q2)
2
+
1
((q0)2 − q2 + i)2P
T
i1i2(q1)P
T
j1j2(q2)P
T
k1k2(q)(
gj1k1(q2 − q)i1 + gk1i1(q + q1)j1 + gi1j1(−q1 − q2)k1
)
(
gj2k2(q2 − q)i2 + gk2i2(q + q1)j2 + gi2j2(−q1 − q2)k2
)]
, (3.116)
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where the transverse polarization tensor is defined as P Tij (q) = δij − qˆiqˆj and P T00 = P T0i =
P Ti0 = 0. As in the process of inelastic scattering with light quarks, the first term in the
square bracket is infrared safe because of the finite binding energy. The second term is
collinear divergent when the momenta of the incoming and outgoing gluons are in the same
direction. In that case, the transferred gluon is on-shell. As will be shown in Section 3.3.2,
the interference between the diagrams in Figs. 3.3a and 3.3m will cancel this divergence.
Contributions from Diagrams 3.3g, 3.3h, 3.3i, 3.3j and 3.3k
The diagrams in Figs. 3.3g, 3.3h, 3.3i, 3.3j and 3.3k describe the processes of l+ l¯+H ↔ Q+
Q¯ (here l denotes a light quark and H denotes a quarkonium state) and g+g+H ↔ Q+Q¯.
They can be computed similarly as in Sections 3.3.2 and 3.3.2. However, their contributions
to the dissociation and recombination in the Boltzmann equation are much smaller than
those from Figs. 3.3b, 3.3c, 3.3d, 3.3e and 3.3f because of the limited phase space of the
incoming particles. In Coulomb gauge, we only need to consider Figs. 3.3g and 3.3h. The
energy transferred via the internal gluon is fixed by q0 = |Enl| + p2rel/M and prel ∼ Mv
otherwise the dipole transition between wave functions |〈Ψprel |ri|ψnl〉|2 vanishes. The phase
spaces constrained by p1 + p2 = q
0 in Fig. 3.3g and q1 + q2 = q
0 in Fig. 3.3h are much
smaller than those of p1−p2 = q0 in Fig. 3.3b and q1−q2 = q0 in Fig. 3.3c. The suppression
of processes with two incoming light quarks or gluons has been noted before [72].
Contributions from Diagrams 3.3l, 3.3m, 3.3n and 3.3o
These diagrams are the one-loop corrections of the gluon propagator. If resummed, they
will give a thermal mass to the in-medium gluon. The loop correction is at the order g2 so
the whole diagram is at the order g3r. Their interference with the diagram in Fig. 3.3a will
give contributions equivalent to amplitudes at the order g2r. We will show the interference
cancels the collinear divergence in Eqs. (3.102) and (3.116). Thus there is no need to resum
these diagrams here.
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In Coulomb gauge,
iM(a) = gVA
√
TF
Nc
q0
∗
i 〈Ψprel |ri|ψnl〉δab (3.117)
iM(l) = gVA
√
TF
Nc
∗i 〈Ψprel |rk|ψnl〉δab
[
iΠ
(l)
ij
iq0(δjk − qˆj qˆk)
q20 − q2 + i
− iΠ(l)i0
iqk
q2
]
, (3.118)
where we set q0 = |q| ≡ q for the on-shell massless particle and Π(l)µν is the time-ordered
gluon polarization tensor contributed from the fermion loop. The time-ordered gluon prop-
agator and polarization at finite temperature cannot be directly obtained by analytically
continuing the imaginary time propagator and polarization. The time-ordered propagators
and polarizations can only be obtained from the retarded and advanced ones via the relation
DT (q0, q) =
1
2
(
DR(q0, q) +DA(q0, q)
)
+
(1
2
+ nB(q0)
)(
DR(q0, q)−DA(q0, q)
)
(3.119)
ΠT (q0, q) =
1
2
(
ΠR(q0, q) + ΠA(q0, q)
)
+
(1
2
+ nB(q0)
)(
ΠR(q0, q)−ΠA(q0, q)
)
.
(3.120)
We will focus on the first term DR(q0,q)+DA(q0,q)2 because this term contributes to the dis-
sociation rate when the gluon is on-shell. The second term contributes to the dissociation
rate when the gluon has space-like momentum, which corresponds to the inelastic scattering
and has been accounted for above. For a more detailed discussion on this, see Ref. [68].
The fermion loop gives:
iΠ(l)µν(q0, q) = −g2TF
∑
flavor
∫
d4l
(2pi)4
Tr(γµ(/l + /q)γν/l)
(l20 − l2)2((l0 + q0)2 − (l+ q)2)2
. (3.121)
In the imaginary formalism of thermal field theory, the integral over l0 is a summation in
Matsubara frequency. After the summation
Π
(l)
ij (q0 = q, q) = g
2TF
∑
flavor
∫
d3l
(2pi)3
Tr(γi(/l + /q)γj/l)
4E1E2[
(1− nF (E1)− nF (E2))
( 1
q − E1 − E2 −
1
q + E1 + E2
)
−(nF (E1)− nF (E2))
( 1
q + E1 − E2 −
1
q − E1 + E2
)]
, (3.122)
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where E1 = |l + q|, E2 = |l|. Here we only need ΠR(q0,q)+ΠA(q0,q)2 = <ΠR(q0, q) and
we do not need to analytically continue. We can just plug it into (3.118). To see the
cancellation of collinear divergence, we define the interference term summed over colors
and gluon polarizations
∑
(M∗(a)M(l) +M(a)M∗(l)) ≡
∑

∑
a,b
(M∗(a)M(l) +M(a)M∗(l))
= −2
3
g2V 2ACF q
2
0|〈Ψprel |r|ψnl〉|2
δij − qˆiqˆj
q20 − q2
Π
(l)
ij , (3.123)
and consider the following integral that is used in the dissociation in the case of two flavors
(up and down quarks)
I1 ≡
∫
d3q
2q(2pi)3
nB(q)
∑
(M∗(a)M(l) +M(a)M∗(l)) . (3.124)
We focus on the term with (nF (E1)−nF (E2)) in the square bracket in Eq. (3.122). Under
a change of variables p1 = l+ q, p2 = l
I1 ≡
∫
d3p1
2p1(2pi)3
∫
d3p2
2p2(2pi)3
nB(|p1 − p2|)(nF (p1)− nF (p2))
16
3
g4V 2ATFCF
2(p1 − p2)|p1 − p2|
((p1 − p2)2 − (p1 − p2)2)2
(p1p2 − p1 · qˆp2 · qˆ) + · · · , (3.125)
where · · · means the first term in the square bracket in Eq. (3.122). In the collinear limit, p1
and p2 are in the same direction, so p1−p2 = |p1−p2|. With nB(p1−p2)(nF (p1)−nF (p2)) =
−nF (p1)(1− nF (p2)), one immediately sees I1 cancels the collinear divergence in∫
d3p1
2p1(2pi)3
d3p2
2p2(2pi)3
nF (p1)(1− nF (p2))
∑
|M(b)|2 , (3.126)
where |M(b)|2 is given in Eq. (3.102). This is for the dissociation contribution from |M(b)|2.
The cancellation of the collinear divergence in the recombination can be shown similarly.
We next consider the interference between the diagrams in Figs. 3.3a and 3.3m. The
amplitude iM(m) is exactly the same as iM(l) under the replacement of Π(l) with Π(m).
Π
(m)
µν is the gluon polarization tensor in Fig. 3.3m. After summing over the Matsubara
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frequencies
Π
(m)
ij (q0 = q, q) =
1
2
g2TA
∫
d3l
(2pi)3
1
4E1E2
P Ti1i2(l+ q)P
T
j1j2(l)[
(1 + nB(E1) + nB(E2))
( 1
q + E1 + E2
− 1
q − E1 − E2
)
−(nB(E1)− nB(E2))
( 1
q + E1 − E2 −
1
q − E1 + E2
)]
[
gj1i(l − q)i1 + gii1(2q + l)j1 + gi1j1(−q − 2l)i
]
[
gj2j(l − q)i2 + gji2(2q + l)j2 + gi2j2(−q − 2l)j
]
, (3.127)
where TA = Nc, E1 = |l+q| and E2 = |l|. We will focus on the term with (nB(E1)−nB(E2))
and neglect the other term. Under a change of variables q1 = l + q, q2 = l, we can show
that the collinear divergence of the integral
I2 ≡
∫
d3q
2q(2pi)3
nB(q)
∑
(M∗(a)M(m) +M(a)M∗(m)) , (3.128)
cancels the collinear divergence in∫
d3q1
2q1(2pi)3
d3q2
2q2(2pi)3
nB(q1)(1 + nB(q2))
∑
|M(c)|2 , (3.129)
by the virtual of nB(q1− q2)(nB(q1)−nB(q2)) = −nB(q1)(1 +nB(q2)). Cancellation of the
divergence in the recombination process can be similarly shown.
Contributions from Diagrams 3.3p, 3.3q, 3.3r and 3.3s
These diagrams are the one-loop corrections to the dipole interaction between the singlet
and the octet. The correction is at the order g3r but its interference with the diagram in
Fig. 3.3a gives contributions equivalent to amplitudes at the order g2r. We will use the
Lorentz gauge for convenience in the calculation (we have shown that the amplitudes satisfy
the Ward identity) and dimensional regularization. We will show the detail of computing
the diagram 3.3p here and list the results of other diagrams. Using the Feynman rules
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explained in Chapter 1, we can write the diagram 3.3p as
iM(p) = g3VA
√
TF
Nc
∗µf
abcf bcd〈Ψprel |ri|ψnl〉
∫
d4`
(2pi)4
[
(q0 − `0)δ iν − (qi − `i)δ 0ν
]
[
gµν(2q − `)0 + gν0(−q + 2`)µ + g0µ(−`− q)ν]
−i
`2 + i
−i
(q − l)2 + i
i
Ep − `0 − p
2
rel
M − (pcm−`)
2
4M + i
. (3.130)
Using fabcf bcd = TAδ
ad where TA = Nc, Ep =
p2rel
M +
p2cm
4M and the Feynman trick, we find
iM(p) = −ig3VATA
√
TF
Nc
δad〈Ψprel |ri|ψnl〉I (3.131)
I ≡
∫
d4`
(2pi)4
∫ 1
0
dx
1
(`2 − 2x` · q + xq2 + i)2
1
−`0 − `2−2`·pcm4M + i
(3.132){
− ∗0(q0 − `0)(qi + `i) + ∗j
[
gji(q0 − `0)(2q0 − `0)− (qi − `i)(2`j − qj)]} .
Replacing the loop momentum ` with `→ `+ xq and using the on-shell condition q2 = 0,
we can get
I =
∫
d4`
(2pi)4
∫ 1
0
dx
1
(`2 + i)2
1
−`0 − xq0 − (`+xq)2−2(`+xq)·pcm4M + i{
∗0(−q0 + `0 + xq0)(qi + `i + xqi) + ∗j
[
gji(q0 − `0 − xq0)(2q0 − `0 − xq0)
−(qi − `i − xqi)(2`j + 2xqj − qj)]} . (3.133)
We will do the integration over `0 by closing the contour in the lower half plane. We
will have a double pole at `0 = |`| − i = ` − i. For notational simplicity, we define
D ≡ xq0 + (`+xq)2−2(`+xq)·pcm4M . The residue theorem gives
I = −i
∫ 1
0
dx
∫
d3`
(2pi)3
{[ 1
4`3
1
`+D
+
1
4`2
1
(`+D)2
][
∗0(−q0 + `0 + xq0)(qi + `i + xqi)
+∗j
[
gji(q0 − `0 − xq0)(2q0 − `0 − xq0)− (qi − `i − xqi)(2`j + 2xqj − qj)]]
− 1
4`2
1
`+D
[
∗0(q
i + xqi + `i) + ∗jg
ji(−3q0 + 2xq0 + 2`)]} . (3.134)
Now we use the dimensional regularization and regularize the integral I in d = 3 − 
(the  in the dimensional regularization should be distinguished from the incoming gluon
polarization ∗µ). We will focus on the divergent parts in the integral. So we write the first
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two terms with 1
4`3
1
`+D +
1
4`2
1
(`+D)2
as
I1,2 ≡
∫
dd`
(2pi)d
[ 1
4`3
1
`+D
+
1
4`2
1
(`+D)2
][
∗0
[− q0`i(1− x) + `qi(1 + x) + ``i]
+ ∗j
[− gji`q0(3− 2x) + `iqj(2x− 1)− 2`jqi(1− x) + gji`2 + 2`i`j]] . (3.135)
Using ∫
dd` `if(`) = 0 (3.136)∫
dd` `i`jf(`) =
δij
3
∫
dd` `2f(`) , (3.137)
we can show
I1,2 =
1
8pi2
[
0∗qi(2 + 2x) + i∗q0(−6 + 3x)] . (3.138)
The last term with − 1
4`2
1
`+D , up to finite corrections, can be written as
I3 ≡ −
∫
dd`
(2pi)d
1
4`2
1
`+D
[
∗0(q
i + xqi + `i) + ∗jg
ji(−3q0 + 2xq0 + 2`)]
= − 1
8pi2
[
0∗qi(1 + x)− 3i∗q0] . (3.139)
Therefore the divergent part of I is
I =
1
8pi2
[
0∗qi(1 + x) + i∗q0(−3 + 3x)] . (3.140)
After the trivial integration over x, we obtain
iM(p) = −
3g3
16pi2
VATA
√
TF
Nc
δad〈Ψprel |ri|ψnl〉(∗0qi − ∗iq0) + · · · , (3.141)
where finite corrections are omitted.
Similarly we can compute the divergent part of the other three diagrams to obtain
iM(q) =
3g3
16pi2
VATA
√
TF
Nc
δad〈Ψprel |ri|ψnl〉(∗0qi − ∗iq0) + · · · (3.142)
iM(r) = 0 + · · · (3.143)
iM(s) = 0 + · · · , (3.144)
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where the off-shell scheme has been used to extract the logarithmic divergence. Only the
terms with the  poles are shown. Finite terms and corrections at higher orders in v2 are
omitted. Therefore
iM(p) + iM(q) + iM(r) + iM(s) =
0

+ · · · , (3.145)
which means the dipole interaction term between the singlet and octet is independent of
scale at the one-loop level
d
dµ
VA(µ) = 0 . (3.146)
This has already been shown in Ref. [144]. From the matching condition, Eq. (1.83), we
may set VA = 1 in the following, no matter the scale involved.
Contributions from Diagram 3.3t
The diagram in Fig. 3.3t describes the one-loop correction to the octet propagator at the
order g2. The whole diagram is at the order g3r but its interference with the diagram
3.3a is equivalent to an amplitude at the order g2r. The one-loop correction to the octet
propagator is given by
Lo ≡ g2fabcf cbd
∫
d4l
(2pi)4
−i
l20 − l2 + i
i
Ep − l0 − p
2
rel
M − (pcm−l)
2
4M + i
, (3.147)
where Ep =
p2rel
M +
p2cm
4M is the energy of the external octet field. We first integrate over l0
by closing the contour in the lower half plane
Lo = ig
2Ncδ
ad
∫
d3l
(2pi)3
1
2l
1
l + (l2 − 2l · P cm)/(4M)
=
ig2Ncδ
adM
4pi2Pcm
∫
dl ln
l + 4M + 2Pcm
l + 4M − 2Pcm . (3.148)
If we expand the integrand in powers of 1/M (in our power counting, v2 ∼ PcmM ) and use
dimensional regularization2, we find
Lo = 0 +O(v2) . (3.149)
2Similar argument has been used in Ref. [114]. See the appendix therein.
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The power divergence is proportional to v2 and neglected here, consistent with the power
counting.
Summary
To write the dissociation and recombination terms in the Boltzmann equations explicitly,
we define F±nls(b) and F±nls(c) as
F+nls(b) ≡ g+
∫
d3k
(2pi)3
d3pQ
(2pi)3
d3pQ¯
(2pi)3
d3p1
2p1(2pi)3
d3p2
2p2(2pi)3
nF (p2)(1− nF (p1))fQ(xQ,pQ, t)fQ¯(xQ¯,pQ¯, t)(2pi)4
δ3(k + p1 − pcm − p2)δ(−|Enl|+ p1 −
p2rel
M
− p2)
∑
|M(b)|2 (3.150)
F−nls(b) ≡
∫
d3k
(2pi)3
d3pcm
(2pi)3
d3prel
(2pi)3
d3p1
2p1(2pi)3
d3p2
2p2(2pi)3
nF (p1)(1− nF (p2))fnls(x,k, t)(2pi)4
δ3(k + p1 − pcm − p2)δ(−|Enl|+ p1 −
p2rel
M
− p2)
∑
|M(b)|2 (3.151)
F+nls(c) ≡ g+
∫
d3k
(2pi)3
d3pQ
(2pi)3
d3pQ¯
(2pi)3
d3q1
2q1(2pi)3
d3q2
2q2(2pi)3
nB(q2)(1 + nB(q1))fQ(xQ,pQ, t)fQ¯(xQ¯,pQ¯, t)(2pi)
4
δ3(k + q1 − pcm − q2)δ(−|Enl|+ q1 −
p2rel
M
− q2)
∑
|M(c)|2 (3.152)
F−nls(c) ≡
∫
d3k
(2pi)3
d3pcm
(2pi)3
d3prel
(2pi)3
d3q1
2q1(2pi)3
d3q2
2q2(2pi)3
nB(q1)(1 + nB(q2))fnls(x,k, t)(2pi)
4
δ3(k + q1 − pcm − q2)δ(−|Enl|+ q1 −
p2rel
M
− q2)
∑
|M(c)|2 , (3.153)
The g+ factor and the relation between pcm, prel and pQ, pQ¯ are defined in Section 3.3.1.
The collinear divergent parts in the square of amplitudes have been shown to be cancelled
by the interference between the tree-level process of gluon absorption/emission and its one-
loop corrections. After regularization, we can drop the terms that are originally collinear
divergent if they are small, so we can write (by setting VA = 1)∑
|M(b)|2 =
16
3
g4TFCF |〈Ψprel |r|ψnl〉|2
p1p2 + p1 · p2
q2
(3.154)∑
|M(c)|2 =
1
3
g4CF |〈Ψprel |r|ψnl〉|2
1 + (qˆ1 · qˆ2)2
q2
(q1 + q2)
2 . (3.155)
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The dissociation and recombination terms in the Boltzmann equation from the inelastic
scattering with light quarks and gluons are given by
C±nls,inel(x,p, t) =
δF±nls(b)
δk
∣∣∣
k=p
+
δF±nls(c)
δk
∣∣∣
k=p
. (3.156)
The dissociation rate of the quarkonium state nls from the inelastic scattering is given by
Γdissonls,inel(x,p, t) ≡
C−nls,inel(x,p, t)
fnls(x,p, t)
. (3.157)
The recombination rate of a heavy quark into the quarkonium state nls surrounded by
heavy antiquarks with the distribution fQ¯(xQ¯,pQ¯, t) is given by
Γrecomnls,inel(x,p, t) ≡
1
fQ(xQ,pQ, t)
δ(F+nls(b) + F+nls(c))
δpQ
∣∣∣
xQ=x, pQ=p
. (3.158)
3.3.3 Dipole Matrix Elements
For practical calculations, one needs to calculate the dipole matrix elements given by
|〈Ψprel |r|ψnl〉|2 . (3.159)
We will first consider the case where the final QQ¯ wave function is a plane wave |Ψprel〉 =
|prel〉. We will demonstrate the use of the spherical tensor operators and then apply this
method to the case where the final QQ¯ wave function is a Coulomb scattering wave.
Plane Wave
For a Coulomb potential Vs = −CFαsr , the 1S bound state wave function is
ψ1S(r) = R10(r)Y
0
0 (θ, φ) = 2a
−3/2
B e
−r/aB
√
1
4pi
, (3.160)
where the Bohr radius is aB =
2
CFαsM
and the spherical harmonics Y m` is defined in terms
of the associated Legendre polynomial P m`
Y m` (θ, φ) = (−1)m
√
(2`+ 1)
4pi
(`−m)!
(`+m)!
P m` (cos θ)e
imφ (3.161)
P m` (x) =
(−1)m
2``!
(1− x2)m/2 d
`+m
dx`+m
(x2 − 1)` . (3.162)
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We can compute the dipole matrix element directly without using the method of spherical
tensor operators
〈prel|r|ψ1S〉 =
∫
d3re−iprelr cos θ(r sin θ cosφ, r sin θ sinφ, r cos θ)
e−r/aB
√
pia
3/2
B
. (3.163)
Only the z-component will survive after the integration over φ.
〈prel|z|ψ1S〉 =
2
√
pi
a
3/2
B
∫
r2 dr e−r/aB
−iprelr(e−iprelr + eiprelr)− (e−iprelr − eiprelr)
(−iprelr)2
=
32i
√
pia
7/2
B prel
(1 + a2Bp
2
rel)
3
. (3.164)
So we have
|〈prel|r|ψ1S〉|2 = |〈prel|x|ψ1S〉|2 + |〈prel|y|ψ1S〉|2 + |〈prel|z|ψ1S〉|2
= |〈prel|z|ψ1S〉|2
=
210pia7Bp
2
rel
(1 + a2Bp
2
rel)
6
. (3.165)
Similarly for the 2S bound state and unbound plane wave, we have
|〈prel|r|ψ2S〉|2 =
221pia7Bp
2
rel(1− 2a2Bp2rel)2
(1 + 4a2Bp
2
rel)
8
. (3.166)
Now we will use the method of spherical tensor operators and repeat the above cal-
culations. This method will be useful later when we deal with the Coulomb scattering
wave as the unbound QQ¯ wave function. First we introduce the spherical tensor operators
representing r
r+ ≡
√
4pi
3
rY 11 (3.167)
r− ≡
√
4pi
3
rY −11 (3.168)
r0 ≡
√
4pi
3
rY 01 , (3.169)
such that r2 = |r+|2 + |r−|2 + |r0|2. The Wigner-Eckart theorem states
〈j jz|Tqqz |j′ j′z〉 = 〈j jz; q qz|j′ j′z〉〈j||Tq||j′〉 , (3.170)
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where Tqqz is a spherical tensor operator with the angular momentum q and third component
qz. 〈j jz; q qz|j′ j′z〉 is the Clebsch-Gordan coefficient of adding two angular momenta j jz
and q qz to obtain another angular momentum j
′ j′z. 〈j||Tq||j′〉 is a reduced matrix element
of just radial wave functions. Using spherical harmonics, the plane wave can be written as
〈r|prel〉 = 4pi
∑
`,m
i`j`(prelr)Y
m∗
` (pˆrel)Y
m
` (rˆ) , (3.171)
in which j`(x) is the spherical Bessel function that is regular at x = 0. Using the Wigner-
Eckart theorem, we obtain
〈ψ1S|r+|prel〉 = 4pi
∑
`,m
i`〈R10||r||j`(prel)〉〈`m; 1 1|0 0〉Y m∗` (pˆrel)
= 4pii〈R10||r||j1(prel)〉Y 1∗1 (pˆrel) , (3.172)
where 〈r|j`(prel)〉 = j`(prelr). Similarly,
〈ψ1S|r−|prel〉 = 4pii〈R10||r||j1(prel)〉Y −1∗1 (pˆrel) (3.173)
〈ψ1S|r0|prel〉 = 4pii〈R10||r||j1(prel)〉Y 0∗1 (pˆrel) . (3.174)
The reduced matrix element can be calculated
〈R10||r||j1(prel)〉 = 1√
3
∫
r2 dr R10(r)rj1(prelr)
=
1√
3
∫
r2 dr
2
a
3/2
B
e−r/aBr
[sin(prelr)
(prelr)2
− cos(prelr)
prelr
]
=
2
a
3/2
B
23a5Bprel√
3(1 + a2Bp
2
rel)
3
. (3.175)
So we have
|〈ψ1S|r|prel〉|2 = |〈ψ1S|r+|prel〉|2 + |〈ψ1S|r−|prel〉|2 + |〈ψ1S|r0|prel〉|2
=
210pia7Bp
2
rel
(1 + a2Bp
2
rel)
6
, (3.176)
which agrees with the result (3.165) of the previous method.
Coulomb Scattering Wave
Now we apply the method of spherical tensor operators to the case where the unbound
QQ¯ wave function is a Coulomb scattering wave, which is the solution to the Schro¨dinger
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equation with a repulsive Coulomb potential V0 =
αs
2Ncr
. The Coulomb wave function is
given by
〈r|Ψprel〉 = 4pi
∑
`,m
i`eiσ`
F`(η, ρ)
ρ
Y m∗` (pˆrel)Y
m
` (rˆ) , (3.177)
where σ` = Arg Γ(`+ 1 + iη) is introduced in Chapter 2. Here ρ = prelr and η =
αsM
4Nc
prel.
The function F`(η, ρ) is defined
F`(η, ρ) ≡ C`(η)ρ`+1eiρ 1F1(`+ 1 + iη; 2`+ 2;−2iρ) (3.178)
C`(η) ≡ 2
`e−piη/2|Γ(`+ 1 + iη)|
Γ(2`+ 2)
, (3.179)
where 1F1(a; b; z) is the confluent hypergeometric function of the first kind and Γ(z) is the
gamma function. Using the Wigner-Eckart theorem, we obtain
〈ψ1S|r+|Ψprel〉 = 4piieiσ1〈R10||r||Ψprel〉Y 1∗1 (pˆrel) (3.180)
〈ψ1S|r−|Ψprel〉 = 4piieiσ1〈R10||r||Ψprel〉Y −1∗1 (pˆrel) (3.181)
〈ψ1S|r0|Ψprel〉 = 4piieiσ1〈R10||r||Ψprel〉Y 0∗1 (pˆrel) , (3.182)
where the reduced matrix element is given by
〈R10||r||Ψprel〉 =
1√
3
∫
r2 dr R10(r)r
F1(η, ρ)
ρ
(3.183)
=
2√
3a
3/2
B
C1(η)prel
∫
r4 dr e−r/aB+iprelr 1F1(2 + iη; 4;−2iρ)
=
2√
3a
3/2
B
C1(η)prelΓ(5)
( 1
aB
− iprel
)5
2F1
(
2 + iη; 5; 4;
−2iprelaB
1− iprelaB
)
,
where
2F1(a; 5; 4; z) =
1
4
(1− z)−1−a(4− 4z + az) . (3.184)
So we have
2F1
(
2 + iη; 5; 4;
−2iprelaB
1− iprelaB
)
=
4 + 2ηprelaB
4(1− iprelaB)
(
1 +
2iprelaB
1− iprelaB
)−3−iη
. (3.185)
To estimate this, we write
1 +
2iprelaB
1− iprelaB =
1− p2rela2B
1 + p2rela
2
B
+
2iprelaB
1 + p2rela
2
B
= reiθ , (3.186)
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where r = 1 and
θ = arctan
2prelaB
1− p2rela2B
. (3.187)
Using
(a+ bi)c+di = (a2 + b2)c/2 exp
{ i
2
d ln(a2 + b2) + ic arctan
b
a
− d arctan b
a
}
, (3.188)
we find ∣∣∣ 2F1(2 + iη; 5; 4; −2iprelaB
1− iprelaB
)∣∣∣2 = (2 + ηprelaB)2
4(1 + p2rela
2
B)
2
e2ηθ , (3.189)
where θ is given by Eq. (3.187). Using Γ(2 + iη) = (1 + iη)Γ(1 + iη), we can calculate C1(η)
to get
|C1(η)|2 =
(e−piη/2
3
|Γ(2 + iη)|
)2
=
1 + η2
9
2piη
e2piη − 1 . (3.190)
Putting everything together, we find
|〈ψ1S|r|Ψprel〉|2 = |〈ψ1S|r+|Ψprel〉|2 + |〈ψ1S|r−|Ψprel〉|2 + |〈ψ1S|r0|Ψprel〉|2
=
29pi2ηp2rela
7
B(2 + ηprelaB)
2(1 + η2)
(1 + p2rela
2
B)
6(e2piη − 1) e
4η arctan(prelaB) , (3.191)
where we have used tan θ2 = prelaB.
Similarly we can find
|〈ψ2S|r|Ψprel〉|2 =
218pi2ηp2rela
7
B(1 + η
2)
(1 + 4p2rela
2
B)
8(e2piη − 1)e
4η arctan(2prelaB)
1
E22S
[
q(2 + ρc)− 2|E2S|(2ρ2c + 5ρc + 3)
]2
, (3.192)
where
E2S = −1
4
C2Fα
2
sM
4
(3.193)
q = |E2S|(1 + 4p2rela2B) (3.194)
ρc =
1
N2c − 1
. (3.195)
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3.4 Diffusion and In-Medium Energy Loss
In addition to dissociation and recombination, quarkonium can diffuse inside the QGP.
In other words, a quarkonium state can scatter elastically with medium constituents and
change its momentum, but not its energy. The elastic scattering can happen because
quarkonium still carries color, although the net color vanishes. Quarkonium is of finite
size and has an internal color distribution. In the multipole expansion, the leading non-
vanishing order is the dipole term. This is similar to a hydrogen atom, which is neutral
in charge. But the hydrogen atom has an internal structure and can still respond to an
external electromagnetic field. Since the response of quarkonium to an external chromo
field is via a dipole, we expect the elastic scattering rate of quarkonium inside QGP to
be smaller than the elastic scattering rate of open heavy quarks, which carry a net color.
This is true when the medium constituents have a wave length much larger than the size
of quarkonium, i.e., T Mv, which is indeed the case in our assumed hierarchy of scales.
The quarkonium diffusion cannot happen at the order r in amplitude, because at this
order the color singlet field S only couples to an octet Oa, which means quarkonium has
to turn to an unbound octet pair. The diffusion process starts to happen at the order r2
because the color singlet can turn to an octet and then become a singlet again. At the
order g2r2, contributing diagrams are shown in Fig. 3.4a and 3.4b. They are from the
dipole vertex at the second order in perturbation theory. At the order g2r2, we may need
to include quadrupole terms that show up in the Lagrangian in the multipole expansion.
A quadrupole term of the form g2S†rirjS contracted with Ei or Ai can contribute to
this physical process. However, such a term has a vanishing matching coefficient [145].
The amplitudes satisfy the Ward identity by virtue of Eq. (3.89). In Coulomb gauge, the
amplitudes of diagrams 3.4a and 3.4b are
iM = −g2TF
Nc
δab(∗1)i(2)jq1q2
∫
d3prel
(2pi)3[〈ψnl|rj |Ψprel〉〈Ψprel |ri|ψnl〉
q1 − |Enl| − p
2
rel
M + i
+
〈ψnl|rj |Ψprel〉〈Ψprel |ri|ψnl〉
−q1 − |Enl| − p
2
rel
M + i
]
. (3.196)
When q1 ≥ |Enl|, the first term in the big bracket has a pole. At the pole, the term becomes
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imaginary. Physically, this happens when the intermediate octet state becomes on-shell so
the process becomes the quarkonium dissociation. Therefore we should take the principal
value of the integral P ∫ d3prel. We need to show the principal value is well-defined, i.e.,
the divergent contributions from both sides of the pole cancel out. We abstract the integral
of the first term inside the square bracket of (3.196) as
P
∫ ∞
0
dx f(x)
x2 −A , (3.197)
where x = prel, A = M(q1−|Enl|) and pole starts to appear when A ≥ 0. First we consider
the case A > 0. The pole is at
√
A and is a single pole. We study an integral in an
infinitesimal region centered at
√
A: [
√
A− δ,√A+ δ],
I(δ) ≡
∫ √A
√
A−δ
dx f(x)
(x−√A)(x+√A) +
∫ √A−δ
√
A
dx f(x)
(x−√A)(x+√A) . (3.198)
Changing the variable y = x−√A and defining g(y) = f(x)
x+
√
A
, we obtain
I(δ) =
∫ 0
−δ
dy g(y)
y
+
∫ δ
0
dy g(y)
y
=
∫ 0
−δ
dy g(0) + yg′(0) + · · ·
y
+
∫ δ
0
dy g(0) + yg′(0) + · · ·
y
= 2δg′(0) +O(δ2) . (3.199)
So an infinitesimal region around the pole position
√
A almost does not contribute to the
integral. So the principal value can be well-defined. Next we consider the case A = 0. We
have a double pole at x = 0. We consider the integral
lim
δ→0
∫ ∞
δ
dx f(x)
x2
. (3.200)
This integral is well-defined because we know that f(x) ∼ O(x2) where a quadratic term
comes from d3prel. Therefore, the principal value of (3.196) is well-defined.
During the lifetime of the virtual octet, its momentum may change due to a number of
collisions that transfer a small momentum, as depicted in Fig. 3.4c. These processes are at
the order r0, so not suppressed by the multipole expansion. The virtual octet diffuses as if
it were an open heavy quark. Since the contributions cancel out near the pole of the octet
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∗
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k2, nl
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q1, ǫ
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1, a q2, ǫ2, b
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A0 A0
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Figure 3.4: Feynman diagrams contributing to the quarkonium elastic scattering in
the QGP. First two diagrams are the processes at the order g2r2. The last diagram is
schematic and shows the virtual octet propagator can in principle obtain an infinite
series of momentum “kicks” from the medium.
propagator, the octet behaves like a state with lifetime ∆τ ∼ 1
Mv2
. The rate of transferring
the square of momentum is about α2sT
3 [142]. So the square of momentum transferred
during its lifetime is about α
2
sT
3
Mv2
. α2sT 2 since we assume T . Mv2. The momentum
transferred is about αsT . The c.m. momentum of the octet is at least q1 ∼ T  αsT . So
the effect from the virtual octet diffusion is small and there is no need to resum gA0 into
the virtual octet.
We define the square of the total amplitude, summed over colors and polarizations of
gluons,
∑
|M|2 ≡
∑
a,b
∑
1,2
|M|2 (3.201)
=
4
9
g4
TF
Nc
CF |~ ∗1 · ~2|2q21q22
[
P
∫
d3prel
(2pi)3
|〈Ψprel |r|ψnl〉|2(|Enl|+
p2rel
M )
(|Enl|+ p
2
rel
M )
2 − q21
]2
.
Then we can define the diffusion coefficient of quarkonium, which is the square of momentum
transferred per unit time
3κ ≡
∫
d3k2
(2pi)3
∫
d3q1
2q1(2pi)3
∫
d3q2
2q2(2pi)3
nB(q1)(1 + nB(q2))
(q1 − q2)2(2pi)4δ3(k1 + q1 − k2 − q2)δ(q1 − q2)
∑
|M|2 . (3.202)
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Figure 3.5: Υ(1S) diffusion coefficient κ as a function of temperature, the solid line
is the exact result from Eq. (3.204) while the dashed line is the approximate result
from Eq. (3.205).
After some simplications
κ =
32
729pi5
α2s
∫
dq q8nB(q)(1 + nB(q))
[
P
∫
dprel
p2rel|〈Ψprel |r|ψnl〉|2(|Enl|+
p2rel
M )
(|Enl|+ p
2
rel
M )
2 − q2
]2
.
(3.203)
For 1S state, we obtain
κ(1S) =
32
729pi5
α2s
∫
dq q8nB(q)(1 + nB(q))[
P
∫
dprel
p2rel|〈Ψprel |r|ψ1S〉|2(|E1S|+
p2rel
M )
(|E1S|+ p
2
rel
M )
2 − q2
]2
. (3.204)
If the q2 in the denominator inside the integral over prel is neglected and the octet
relative wave function is a plane wave, we can show
κ′(1S) =
32
729pi5
α2s
∫
dq q8nB(q)(1 + nB(q))
[ ∫
dprel
p2rel|〈Ψprel |r|ψ1S〉|2
|E1S|+ p
2
rel
M
]2
=
T 3(piTaB)
6
N2c
50176pi
1215
2
C2F
, (3.205)
where we have used the result of Eq. (3.165)
|〈Ψprel |r|ψ1S〉|2 =
210pia5B(prelaB)
2
(1 + (prelaB)2)6
. (3.206)
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Figure 3.6: Response function G(q).
If one takes the large-Nc approximation (so we can neglect the repulsive Coulomb potential
for the octet), CF = Nc/2 = 3/2, and multiplies the expression (3.205) by a factor of 9/8
(because when we sum over colors, there is a factor of 8, in large-Nc, the factor is 9), then
Eq. (3.205) agrees with a previous estimate using perturbative calculations in an effective
field theory where the octet is integrated out [146]. The approximate result (3.205) scales
as κ′ ∝ T 9. Both the exact result, Eq. (3.204), and the approximate result, Eq. (3.205),
are shown in Fig. 3.5 for Υ(1S) with M = 4.65 GeV and αs = 0.3. The two results differ
by two to three orders of magnitude. To understand the difference, we define a response
function of quarkonium to an incoming gluon with an energy q
G(q) ≡
∫
d3prel
(2pi)3
[ |〈Ψprel |r|ψ1S〉|2
q − |Enl| − p
2
rel
M + i
+
|〈Ψprel |r|ψ1S〉|2
−q − |Enl| − p
2
rel
M + i
]
. (3.207)
The real part of G(q) corresponds to the elastic scattering of quarkonium while the imagi-
nary part corresponds to the dissociation of quarkonium. The function G(q) is a response
function of how the dipole responds to the gradient of gauge fields Ea. It is plotted in
Fig. 3.6. We can see that the imaginary part starts to be nonzero when q > |E1S| = C
2
Fα
2
sM
4 .
Both the real and imaginary parts vanish as q → ∞. The approximate result (3.205) cor-
responds to using G(q) = G(0) for all values of q. This is the reason why our result (3.204)
is almost three orders of magnitude smaller than (3.205): in (3.204), G(q) quickly goes to
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zero as q increases. To support this argument, let us check the typical value of q in the
integrand of both (3.204) and (3.205). Due to the term q8nB(q), we expect q . 8T . So q
can be a few GeV, at which G(q) almost vanishes. This is why (3.205) overestimates the
diffusion constant. The approximate result Eq. (3.205) is only valid when q Mv2 so one
can neglect the q2 in the denominator. However, for real QGP, T & 160 MeV, it is not a
good approximation even for the bottom quark with Mv2 ∼ 500 MeV. In fact, even if we
take the limit T  Mv2, the full result (3.204) does not reduce to be (3.205). In other
words, (3.205) is not the correct limit of (3.204) when T  Mv2. This can be seen from
the expansion of
1
(|E1S|+ p
2
rel
M )
2 − q2
. (3.208)
We write |E1S|+ p
2
rel
M as Mv
2 for simplicity and expand assuming q Mv2
1
M2v4 − q2 =
1
M2v4
∞∑
n=0
( q2
M2v4
)n
. (3.209)
But we need to integrate over q with q8nB(q). So the actual scaling law of q in the n-th term
is given by q8+2nnB(q) and thus is q ∼ (8 + 2n)T . When n becomes large, the expansion
condition q  Mv2 breaks down even if we have T  Mv2. In a nutshell, (3.205) is just
the first term of an asymptotic series of (3.204).
At high temperatures Mv  T  Mv2 (this is beyond the separation of scales we
consider in this dissertation but the first inequality assures our power counting for the
dipole interaction), the q2 in the denominator dominates over Mv2 and we expect κ ∝ T 5.
Furthermore, if we assume the octet relative wave function is a plane wave (which is true
at large-Nc) and use Eq. (3.165), we expect κ(1S) ∝ (Ma2B)2 ∝M−2 at high temperatures.
The mass dependence of κ is also plotted for three difference heavy quark masses. At high
temperature the mass scaling is approximately valid.
Finally, we can include a new collision term Cnls(x,p, t) in the Boltzmann equation
(3.84) to represent the elastic scattering of quarkonium
∂
∂t
fnls(x,p, t) + v · ∇xfnls(x,p, t) = Cnls(x,p, t) + C+nls(x,p, t)− C−nls(x,p, t) . (3.210)
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Figure 3.7: Heavy quark mass dependence of the diffusion coefficient κ(1S). The
lower, middle and upper lines correspond to κ(M1)/κ(Mi) with i = 1, 2, 3 respectively.
To write the new collision term Cnls(x,p, t) out explicitly, we define
Fnls ≡
∫
d3k1
(2pi)3
∫
d3k2
(2pi)3
∫
d3q1
2q1(2pi)3
∫
d3q2
2q2(2pi)3
nB(q1)(1 + nB(q2))fnls(x,k1, t)
(2pi)4δ3(k1 + q1 − k2 − q2)δ(q1 − q2)
∑
|M|2 . (3.211)
The diffusion term in the Boltzmann equation (3.210) can be written as
Cnls(x,p, t) = −δFnls
δk1
∣∣∣
k1=p
+
δFnls
δk2
∣∣∣
k2=p
. (3.212)
In principle, a quarkonium has two ways to lose energy inside the QGP (we assume
quarkonium has been formed completely before entering the QGP). One way is the elastic
scattering or diffusion. The other way is to dissociate first, lose energy as an unbound heavy
quark antiquark pair and then recombine later. The former mechanism only works when
the quarkonium is a well-defined bound state inside QGP. So it only makes sense when the
QGP temperature is below the quarkonium melting temperature. As shown in Fig. 3.5,
the rate of momentum transfer due to the diffusion is very slow for Υ(1S), compared with
that of open heavy quarks (κ/T 3 of heavy quarks is on the order of 1 or 10 [147]). This
is also true for J/ψ, because we expect its diffusion coefficient is 10 times larger than
that of Υ(1S) from the mass scaling. But J/ψ has a lower melting temperature, so the
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diffusion coefficient would probably only make sense below 300 MeV. Therefore the latter
mechanism (dissociation followed by energy loss and recombination) probably dominates
the quarkonium energy loss inside the QGP, even though not every quarkonium finally
observed has to go through this sequence of processes. Some of the primordially produced
quarkonia may survive the in-medium evolution and lose almost no energy.
3.5 Quarkonium Annihilation inside QGP
In this section, we consider the process of quarkonium annihilation inside the QGP. As
discussed in Chapter 1, the NRQCD Lagrangian has 4-fermion interactions, which can
describe the annihilation of quarkonium (decay into other hadrons or leptons) and are not
included in the pNRQCD Lagrangian Eq. (1.79). We can add −ΓS†SρS into the Lindblad
equation (3.30) to describe the annihilation. But this would break the conservation of
probability Tr( ddtρS) = 0. So one needs also to include terms of the form ρSS
†S and
SρSS
†. A pedagogical discussion of how to construct an open effective field theory in order
to conserve probability can be found in Ref. [148]. The annihilation is too slow to be of much
interest for phenomenology but we study it as an interesting example of how Lindblad-type
operators enter the time evolution equation for the density matrix. In our case, we first
restore the standard pNRQCD notation of singlet field, S(R, r, t) ≡ 〈r|S(R, t)〉, i.e., we
project the wave function of the relative motion onto the relative position space. Then we
can add two new terms in the density matrix evolution equation
ρS(t) = · · ·+
∫ t
0
dt1
∫
d3R
∫
d3r
(
− Γ(r)
2
{S†(R, r, t1)S(R, r, t1), ρS(0)}+
Γ(r)S(R, r, t1)ρS(0)S
†(R, r, t1)
)
, (3.213)
where the evolution term is explicitly trace-preserving.
As in Section 3.3, we are interested in the bound state and will sandwich the density
matrix between two bound quarkonium states and then do a Wigner transform.
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3.5.1 {S†(R, r, t)S(R, r, t), ρS(0)} Term
We first compute the S†(R, r, t)S(R, r, t)ρS(0) term sandwiched between 〈k1, nl, 1| and
|k2, nl, 1〉 and insert a complete set of states |k3, n3l3, 1〉.∫ t
0
dt1
∫
d3R
∫
d3r
−Γ(r)
2
∫
d3k3
(2pi)3
∑
n3,l3
〈k1, nl, 1|S†(R, r, t1)S(R, r, t1)|k3, n3l3, 1〉〈k3, n3l3, 1|ρS(0)|k2, nl, 1〉
=
∫ t
0
dt1
∫
d3R
∫
d3r
−Γ(r)
2
∫
d3k3
(2pi)3
∑
n3,l3
ψn3l3(r)ψ
∗
nl(r)e
i|Enl|t1−ik1·Re−i|En3l3 |t1+ik3·R〈k3, n3l3, 1|ρS(0)|k2, nl, 1〉
=
−1
2
t
∫
d3r ψ∗nl(r)Γ(r)ψnl(r)〈k1, nl, 1|ρS(0)|k2, nl, 1〉 . (3.214)
where we have used the Markovian approximation and written the delta function in energy
as t. In the summation over n3 and l3, only n3 = n, l3 = l contributes due to the delta
function in energy (we assume no degeneracy in the bound state eigenenergy beyond that
implied by rotational invariance).
We can define the annihilation rate of a quarkonium state nl,
Γnl ≡
∫
d3r ψ∗nl(r)Γ(r)ψnl(r) , (3.215)
which is non-zero even in vaccum and should be distinguished from the dissociation rate
inside QGP. For S-wave, one may set Γ(r) = Γδ3(r) and then ΓS = Γ|ψS(0)|2, i.e., the
annihilation rate depends on the wave function of the relative motion at the origin.
The other term in the anticommutator will give the same result. Under a Wigner
transform, these two terms lead to in the Boltzmann equations
−Γnlfnl(x,k, t) . (3.216)
Typically Γnl ∼ 10 keV, so for a QGP with a lifetime ∼ 10 fm ∼ 0.05 MeV−1 , the effect
from quarkonium annihilations is negligible on the in-medium evolution. It is justified to
assume that the total number of heavy quarks is conserved during the in-medium evolution.
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3.5.2 S(R, r, t)ρS(0)S
†(R, r, t) Term
Then we compute the contribution from the S(R, r, t)ρS(0)S
†(R, r, t) term sandwiched
between 〈k1, nl, 1| and |k2, nl, 1〉.∫ t
0
dt1
∫
d3R
∫
d3rΓ(r)〈k1, nl, 1|S(R, r, t1)ρS(0)S†(R, r, t1)|k2, nl, 1〉
=
∫
d3rΓ(r)
∫
d3k3
(2pi)3
∑
n3,l3
∫
d3k4
(2pi)3
∑
n4,l4
ψn3l3(r)ψ
∗
n4l4(r)
(2pi)4δ3(k3 − k4)δ(Ek3 − Ek4)〈k1, nl, 1; k3, n3l3, 1|ρS(0)|k2, nl, 1; k4, n4l4, 1〉
= t
∫
d3k3
(2pi)3
∑
n3,l3
Γn3l3
∫
d3k′3
(2pi)3
∫
d3x′eik
′
3·x′
〈k1, nl, 1; k3 + k
′
3
2
, n3l3, 1|ρS(0)|k2, nl, 1; k3 − k
′
3
2
, n3l3, 1〉 , (3.217)
where we have inserted an identity
∫
d3k′3δ3(k
′
3) = 1 and written δ
3(k′3) as a spatial integral
over x′. It should be noted that the integral over k′3 is already a Wigner transform on the
density matrix of the second particle with momentum k3 and position x
′. If we further
apply a Wigner transform on the density matrix of the first particle and properly reshuffle
labels, we obtain the contribution of this term in the Boltzmann equation
∑
n′,l′
Γn′l′
∫
d3k′
(2pi)3
∫
d3x′f(x,k, nl; x′,k′, n′l′; t) . (3.218)
It involves the two-particle distribution function f(x,k, nl; x′,k′, n′l′; t) of two quarkonium
states nl and n′l′ with positions x, x′ and momenta k, k′ respectively. When the second
quarkonium with the quantum number n′l′ annihilates, it leads to an increase in the one-
particle distribution function of quarkonium with quantum number nl. Therefore, this term
together with the term in Eq. (3.216) guarantees the conservation of probability in the one-
particle distribution of quarkonium. However, as mentioned earlier, the annihilation effect
is negligible in current heavy ion collision experiments.
129
Chapter 4
Quarkonium Transport inside QGP:
Phenomenology
4.1 Coupled Transport Equations of Open Heavy
Quarks and Quarkonium
As we derived the Boltzmann transport equation of quarkonium in the last chapter, we
have seen the necessity to keep the heavy quark-antiquark octet as an active degree of
freedom. With the octet kept track of, one can include the recombination effect based on
first-principle calculations in a consistent way as in dissociation. Inside the QGP, the octet
can be generated from quarkonium dissociation, or come from a statistical combination of
open heavy quarks and antiquarks. In the latter case, the distance between the unbound
heavy quark pair is not necessarily small. Thus, a dipole description of the interaction
between the octet and the medium breaks down. We have to resum all the octet-medium
interactions in the multipole expansion. If the octet potential is weak, we can approximately
treat each open heavy quark and antiquark as independent and assume they individually
interact with the medium. To this end, we couple the transport equation of quarkonium
with the transport equations of open heavy quarks and antiquarks
(
∂
∂t
+ x˙ · ∇x)fQ(x,p, t) = CQ − C+Q + C−Q (4.1)
(
∂
∂t
+ x˙ · ∇x)fQ¯(x,p, t) = CQ¯ − C+Q¯ + C−Q¯ (4.2)
(
∂
∂t
+ x˙ · ∇x)fnls(x,p, t) = Cnls + C+nls − C−nls . (4.3)
Here fi(x,p, t) is the phase space distribution function of the particle species i at time
t, with position x and momentum p, and i can be Q for open heavy quark, Q¯ for open
heavy antiquark and nls for quarkonium with the quantum number n (radial excitation of
the wave function), l (orbital angular momentum) and s (spin). The left hand sides of the
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equations describe the free streaming of distribution functions in phase space while the right
hand sides contain interactions between the heavy particles and the medium constituents. If
these interactions are weak, the medium constituents can be thought of as light quarks and
gluons (abbreviated as q and g from now on). For heavy quarks Q (and similarly for Q¯), the
collision term CQ includes three types of scattering processes: the elastic 2→ 2 scattering
qQ→ qQ and gQ→ gQ, the inelastic 2→ 3 scattering qQ→ qQg and gQ→ gQg and the
inelastic 3→ 2 scattering qQg → qQ and gQg → gQ. These processes in the Boltzmann
transport equation have been studied both theoretically and numerically [149–153]. In this
dissertation work, we will use the calculation and numerical implementation of CQ(Q¯) in
Ref. [153].
For each quarkonium species nls, its distribution function changes due to dissociation
and recombination induced by real or virtual gluon absorptions and emissions. Virtual
gluon absorption and emission correspond to inelastic scattering between quarkonium and
medium constituents. The expressions for C±nls were given in the Chapter 3. The equation
for a quarkonium species nls only exists when the local QGP temperature is below its
melting temperature. Otherwise the color attraction is too strongly screened to support
that specific bound state with the quantum number nls. When the QGP temperature
is above its melting temperature, the quarkonium is not a well-defined bound state and
thus should only be considered as correlated unbound QQ¯. The sign of the interaction
between the unbound QQ¯ depends on its color configuration (attraction for a color singlet
and repulsion for a color octet). The color configuration may change every time one of the
heavy flavors interacts with the medium. Here we will not explicitly keep track of the color
degrees of freedom, so we treat the unbound QQ¯ approximately as independent objects
traveling through the medium.
The dissociation and recombination of quarkonium also changes the distributions of
heavy quarks and antiquarks. The quarkonium dissociation produces a pair of unbound
heavy quark and antiquark, thus the corresponding heavy quark (antiquark) distributions
increase. Similarly the quarkonium recombination leads to a decrease in the distributions of
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Q and Q¯. This effect has been accounted in the set of coupled Boltzmann equations (4.1).
It should be emphasized that the signs of C±nls differ in the equations of open heavy flavor
and quarkonium. One also needs to sum over all quarkonium species nls whose melting
temperatures are above the local QGP temperature in the equations for Q and Q¯.
The collision term Cnls for quarkonium has some similarity with the CQ(Q¯). It describes
the quarkonium diffusion inside the QGP. It has a contribution from the elastic scattering
studied in the last chapter. But there is no contribution from any process where only a
single gluon line is attached to the quarkonium, because it changes the color of the bound
QQ¯ and thus corresponds to a process of dissociation/recombination.
4.2 Monte Carlo Method
In this section, we describe a numerical method to solve the coupled Boltzmann transport
equations.
We will use the Monte Carlo method to simulate the evolution event. For each particle
species, we sample a certain number of particles according to the distribution function at
initial time t0, fi(x,p, t = t0). Mathematically,
f˜i(x,p, t = t0) =
Ni∑
k=1
δ3(x− xk)δ3(p− pk) , (4.4)
where the total number Ni is fixed by the initial condition in one collision event:
Ni =
∫
d3x d3pf˜i(x,p, t = t0) . (4.5)
In practice, the total number may be less than one, Ni < 1. This means that not every
collision event produces such kind of a particle i. In this case, we will do a certain number
of simulations without any particle i, and some other number of simulations with just one
particle i such that on average Ni particle i is produced initially. Collision events with
more than one particle i produced initially will be extremely rare and not considered here.
Each i-particle has definite position xk and momentum pk. Then we evolve each sampled
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particle according to the transport equation at discretized time step ∆t,
f˜i(t+ ∆t) = f˜i(t)− x˙ · ∇f˜i∆t+ Ci∆t , (4.6)
where we omit the dependence on x and p and simply write the different collision terms as
Ci for the particle species i = Q, Q¯ or nls. We will discuss each collision term separately
later. At each time step, we will consider the following processes: free streaming, diffusion
and energy loss of open heavy flavors, dissociation of quaurkonium and recombination
of unbound QQ¯ into a specific quarkonium state nls. Our basic numerical procedure is
to calculate the rate Γ of each collision process. Then the probability of some process
happening is given by Γ∆t (we will choose ∆t such that Γ∆t  1). We will determine
whether that specific process happens by sampling a random number between 0 and 1 and
compare with Γ∆t. If the random number is smaller, then the process occurs and vice
versa. If some process happens in a time step, we will change the particle species when it
is necessary and update the momentum of the particle according to the energy-momentum
conservation in the process. We will iterate over a number of time steps. If we sample
enough number of collision events, we expect to reproduce the transport evolution of the
phase space distribution from the distribution of the sampled particles,
f˜i(x,p, t)
Nevent→∞−−−−−−−→ fi(x,p, t) . (4.7)
Now we explain how to implement this for each process.
4.2.1 Free Streaming
At each time step, we will first consider the free streaming. For a particle with position x
and momentum p in the laboratory frame, we will update the position according to
x′ = x+
p√
M2 + p2
∆t , (4.8)
where M is the particle’s mass.
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4.2.2 Open Heavy Flavor Diffusion and Energy Loss
The numerical implementation of the open heavy flavor transport is the main topic of the
dissertation work of my colleagues Weiyao Ke and Yingru Xu (supervisor: Steffen Bass).
In practical numerical simulations, we will use their code for the linearized Boltzmann
equation, described in Ref. [153]. The code will determine whether an open heavy quark
with a given momentum scatters in a time step and if so, determine whether it is an elastic
2→ 2 scattering, inelastic 2→ 3 scattering or inelastic 3→ 2 scattering. Then the code
will give the final momentum of the open heavy quark after the scattering. So we can
update the momentum of the open heavy quarks.
4.2.3 Dissociation of Quarkonium
At each time step, for each quarkonium with the quantum number nls, position x and
momentum plab, we will obtain the medium information at the position x from the hy-
drodynamics simulation. For our current implementation, we will obtain the hydro-cell
temperature T (defined in the hydro-cell rest frame) and velocity v with respect to the
laboratory frame. We will first boost the quarkonium into the rest frame of the hydro-cell
according to
pcell = Λ(v)plab (4.9)
pcell =

Ecell
pxcell
pycell
pzcell

(4.10)
plab =

Elab =
√
M2nls + p
2
lab
pxlab
pylab
pzlab

, (4.11)
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where the most general form of the Lorentz transformation is given by
Λ(v) =

γ −γvx −γvy −γvz
−γvx 1 + (γ − 1) v
2
x
v2
(γ − 1)vxvy
v2
(γ − 1)vxvz
v2
−γvy (γ − 1)vyvxv2 1 + (γ − 1)
v2y
v2
(γ − 1)vyvz
v2
−γvz (γ − 1)vzvxv2 (γ − 1)
vzvy
v2
1 + (γ − 1) v2z
v2

, (4.12)
in which γ = 1/
√
1− v2. In the hydro-cell rest frame, the quarkonium velocity is given by
vcell =
pcell
Ecell
. (4.13)
Our formula for dissociation rates in the last chapter is derived in the rest frame of the
quarkonium, in which the nonrelativistic expansion holds, and by assuming the quarkonium
is at rest with respect to the medium. In practice, quarkonium is moving with respect to
the medium hydro-cell in general. So we need to modify the rate formula by replacing
nB(q0) −→ nB(Λ0µ(−vcell)qµ) (4.14)
nE(q0) −→ nE(Λ0µ(−vcell)qµ) . (4.15)
Then we obtain the rates in the rest frame of the quarkonium. To get the rates in the rest
frame of the hydro-cell, we divide by another γ-factor
γcell =
1√
1− v2cell
. (4.16)
We will explain these procedures for each process that results in quarkonium dissociation.
Real Gluon Absorption
For the dissociation induced by real gluon absorption, we modify the expression (3.98) and
obtain the rate in the hydro-cell rest frame
Γgcell =
1
γcell
M
2pi
∫
d3q
2q(2pi)3
nB(Λ(−vcell)q)prel 2
3
g2CF q
2|〈Ψprel |r|ψnl〉|2 , (4.17)
where prel = |prel| =
√
M(q − |Enl|). The only angular dependence in the integrand is via
the Bose-Einstein distribution. To simplify the expression, we assume vcell is along the
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z-axis, ∫
d3q
2q(2pi)3
nB(Λ(−vcell)q) =
∫
q2 dq d cos θ dφ
2q(2pi)3
1
eγcell(1+vcell cos θ)q/T − 1 (4.18)
We will focus on the angular integral and omit the subscript “cell” for a moment,
Iθ(v) ≡
∫ 1
−1
d cos θ
1
eγ(1+v cos θ)q/T − 1
=
T
γvq
∫ γ(1+v)q/T
γ(1−v)q/T
dx
1
ex − 1
=
T
γvq
(
ln (1− e−γ(1+v)q/T )− ln (1− e−γ(1−v)q/T )
)
.
One can also check the v → 0 limit.
lim
v→0
Iθ(v) =
T
q
d
dv
{1
γ
[
ln (1− e−γ(1+v)q/T )− ln (1− e−γ(1−v)q/T )]}
v=0
=
2
eq/T − 1 . (4.19)
Then we can write Eq. (4.17) as
Γgcell =
2αsMT
9pi2γ2cellvcell
∫
q2 dq
√
M(q − |Enl|) ln 1− e
−γcell(1+vcell)q/T
1− e−γcell(1−vcell)q/T |〈Ψprel |r|ψnl〉|
2 , (4.20)
in which |prel| =
√
M(q − |Enl|) and the dissociation process cannot happen unless enough
energy is absorbed q > |Enl| to excite the bound state to the continuum.
Inelastic Scattering with Light Quarks
The dissociation rate caused by inelastic scattering with light quarks when the quarkonium
is at rest with respect to the medium is written in Eq. (3.157). When the quarkonium is
moving at the velocity vcell with respect to the medium, we repeat the above procedure
and obtain the rate in the hydro-cell rest frame
Γinel,qcell =
1
γcell
∫
d3p1
2p1(2pi)3
d3p2
2p2(2pi)3
nF (Λ(−vcell)p1)
(
1− nF (Λ(−vcell)p2)
)
Mprel
2pi
16
3
g4TFCF |〈Ψprel |r|ψnl〉|2
p1p2 + p1 · p2
q2
, (4.21)
in which prel = |prel| =
√
M(p1 − |Enl| − p2). Again we will assume vcell as the z-axis.
Then the momentum of the incoming light quark is specified by the magnitude p1 = |p1|
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and the polar angle θ1. The momentum of the outgoing light quark is specified by the
magnitude p2 = |p2|, the polar angle θ2 and the azimuthal angle φ2. Then we can simplify
Γinel,qcell ,
Γinel,qcell =
2α2sM
9pi4γcell
∫
p1 dp1 dc1nF
(p1(1 + vcellc1)√
1− v2cell
)
∫
p2 dp2 dc2 dφ2
[
1− nF
(p2(1 + vcellc2)√
1− v2cell
)]√
M(p1 + |Enl| − p2)
p1p2(1 + s1s2 cosφ2 + c1c2)
p21 + p
2
2 − 2p1p2(s1s2 cosφ2 + c1c2)
|〈Ψprel |r|ψnl〉|2 , (4.22)
where we define si ≡ sin θi and ci ≡ cos θi.
Inelastic Scattering with Gluons
When the quarkonium is at rest in the hydro-cell, the dissociation rate induced by the
inelastic scattering with medium gluons is written in Eq. (3.157). We generalize it to the
case in which the quarkonium is moving at the velocity vcell with respect to the medium
Γinel,gcell =
1
γcell
∫
d3q1
2q1(2pi)3
d3q2
2q2(2pi)3
nB(Λ(−vcell)q1)
(
1 + nB(Λ(−vcell)q2)
)
Mprel
2pi
1
3
g4CF |〈Ψprel |r|ψnl〉|2
1 + (qˆ1 · qˆ2)2
q2
(q1 + q2)
2 , (4.23)
in which prel = |prel| =
√
M(q1 − |Enl| − q2). Again we will assume vcell as the z-axis.
Then the momentum of the incoming gluon is specified by the magnitude q1 = |q1| and
the polar angle θ1. The momentum of the outgoing gluon is specified by the magnitude
q2 = |q2|, the polar angle θ2 and the azimuthal angle φ2. Then we can simplify Γinel,qcell ,
Γinel,gcell =
α2sM
12pi4γcell
∫
q1 dq1 dc1nB
(q1(1 + vcellc1)√
1− v2cell
)
∫
q2 dq2 dc2 dφ2
[
1 + nB
(q2(1 + vcellc2)√
1− v2cell
)]√
M(q1 + |Enl| − q2)
|〈Ψprel |r|ψnl〉|2
(q1 + q2)
2(1 + s1s2 cosφ2 + c1c2)
q21 + q
2
2 − 2q1q2(s1s2 cosφ2 + c1c2)
, (4.24)
where we define si ≡ sin θi and ci ≡ cos θi.
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The total dissociation rate of the quarkonium state nls in the hydro-cell frame is given
by
Γcell = Γ
g
cell + Γ
inel,q
cell + Γ
inel,g
cell . (4.25)
For a time step ∆t in the laboratory frame, the dissociation probability in the laboratory
frame is given by
Plab = Γcell
Ecell
Elab
∆t = P glab + P
inel,q
lab + P
inel,g
lab . (4.26)
After calculating the dissociation probability in the laboratory frame, we sample a random
number r from a uniform distribution between 0 and 1 and decide which process occurs
based on
1. if r ≤ P glab, the quarkonium nls dissociates in the real gluon absorption channel;
2. if P glab < r ≤ P glab +P inel,qlab , the quarkonium nls dissociates in the channel of inelastic
scattering with a light quark;
3. if P glab +P
inel,q
lab < r ≤ Plab, the quarkonium nls dissociates in the channel of inelastic
scattering with a gluon;
4. if Plab < r, the quarkonium nls does not dissociate in this time step.
If the quarkonium nls dissociates in a certain process in this time step, we will remove
this particle from the list of all quarkonium states with nls and add a heavy quark (an-
tiquark) to the list of open heavy quark (antiquark). To this end, we need to know the
position and momentum of the open heavy quark (antiquark) from the dissociation. The
positions of the Q and Q¯ are both given by x, the position of the quarkonium just before
the dissociation. The position assignment can be improved by sampling a relative position
r from the bound state wave function |ψnl(r)|2 and assign x ± r2 to the Q and Q¯ in the
quarkonium rest frame and then boost the positions back into the laboratory frame. The
assignment of momenta is more involved and we will explain this in the following for each
dissociation process.
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Momentum Sampling in Real Gluon Absorption
In the rest frame of the quarkonium, the momentum magnitude of the absorbed gluon can
be sampled from the integrand of Eq. (4.20)
Ig(q) = q
2
√
M(q − |Enl|) ln 1− e
−γcell(1+vcell)q/T
1− e−γcell(1−vcell)q/T |〈Ψprel |r|ψnl〉|
2 . (4.27)
We will use the acceptance-rejection method to sample the momentum magnitude. We
will first sample a random number qtry from a uniform distribution between |Enl| (enough
energy has to be transferred to the bound state to break it up) and, for example, 55|Enl|
(above which the integrand is almost vanishing). Then we will sample another random
number r from a uniform distribution between 0 and 1. If
r ≤ Ig(qtry)
max Ig(q)
, (4.28)
we will accept this qtry as the momentum magnitude of the incoming gluon. If the inequality
fails, we will repeat the whole procedure by sampling a new set of qtry and r and compare.
We will stop repeating when some qtry is accepted.
Once we have the momentum magnitude of the incoming gluon, we can sample its
direction with respect to vcell, the quarkonium velocity in the hydro-cell. We have taken
vcell to be the z-axis in Eq. (4.20). The part in Eq. (4.17) that is relevant to the θ sampling
is (we omit the subscript “cell” for simplicity)
1
eγ(1+v cos θ)q/T − 1 . (4.29)
We will use the inverse function method to sample θ. We first define
F (x) ≡
∫ x
−1
d cos θ
1
eγ(1+v cos θ)q/T − 1
=
T
γvq
[
ln (1− e−γ(1+vx)q/T )− ln (1− e−γ(1−v)q/T )
]
. (4.30)
Then we generate a random number r from a uniform distribution between 0 and 1, and
solve x from the equation
r =
F (x)
F (1)
=
ln (1− e−γ(1+vx)q/T )− ln (1− e−γ(1−v)q/T )
ln (1− e−γ(1+v)q/T )− ln (1− e−γ(1−v)q/T ) . (4.31)
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The solution is
x =
1
v
[
− 1− 1
B
ln (1− C)
]
(4.32)
B =
γq
T
(4.33)
C = r ln (1− e−B(1+v)) + (1− r) ln (1− e−B(1−v)) . (4.34)
The solution gives the polar angle of the incoming gluon momentum θ with respect to the
z-axis. We can write the incoming gluon four-momentum in the quarkonium rest frame as
pg =

q
q sin θ
0
q cos θ

. (4.35)
After absorbing this gluon, the quarkonium splits into an unbound QQ¯ pair. The relative
kinetic energy between the QQ¯ is given by
p2rel
M
= q − |Enl| . (4.36)
But the direction of prel is not fixed. Since there is no preferred direction in the matrix
element squared |〈Ψprel |r|ψnl〉|2 (we have averaged over the third component of the angular
momentum), we can sample a cos θrel and a φrel uniformly between −1 and 1 and between
0 and 2pi respectively. Then the relative momentum between the QQ¯ is
prel =

prel sin θrel cosφrel
prel sin θrel sinφrel
prel cos θrel
 . (4.37)
So the outgoing open Q and Q¯ has the following momentum in the rest frame of the
quarkonium,
pQ = prel +
qg
2
(4.38)
pQ¯ = −prel +
qg
2
. (4.39)
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The energy of the open heavy flavor can be calculated as EQ(Q¯) =
√
M2 + p2
Q(Q¯)
. We
need to boost it back to the hydro-cell frame and then boost it back to the laboratory
frame. But before we do the Lorentz transformations, we notice that vcell is generally not
aligned with the z-axis in the hydro-cell frame. So we need to rotate pQ(Q¯) by a sequence
of rotations. We first rotate them around the y-axis counterclockwise by θ and then rotate
around the z-axis counterclockwise by φ, where θ and φ are the polar and azimuthal angles
of vcell in the hydro-cell frame. In the matrix representation, we do a sequence of matrix
multiplications
protQ(Q¯) =

cosφ − sinφ
sinφ cosφ
1


cos θ sin θ
1
− sin θ cos θ
pQ(Q¯) . (4.40)
Then we will boost it back to the hydro-cell frame and then boost it back to the laboratory
frame by two Lorentz transformations
plabQ(Q¯) = Λ(−v)Λ(−vcell)protQ(Q¯) , (4.41)
in which prot
Q(Q¯)
= (EQ(Q¯),p
rot
Q(Q¯)
). Eq. (4.41) gives the momenta of the open heavy quark
and antiquark from the dissociation.
Momentum Sampling in Inelastic Scattering with Light Quarks
The sampling of the momenta of the incoming and outgoing light quarks is more involved in
this case because the integrand of Eq. (4.22) has complicated dependence on the momenta.
A naive rejection sampling that starts with uniform distributions of p1 and p2 is compu-
tationally inefficient. To speed up the sampling procedure, we need to use the importance
sampling method: for a function f(x) that is changing rapidly with x, we first factorize out
a factor g(x) and write ∫
dxf(x) =
∫
dxg(x)
f(x)
g(x)
. (4.42)
We hope we can find such a function g(x) that we know how to sample x from the dis-
tribution g(x) efficiently and the remaining part f(x)g(x) is as flat as possible. Then we can
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sample a x from the the distribution g(x) in a fast way and then do a rejection sampling
on the remaining piece. We will apply the importance sampling method to the integrand
of Eq. (4.22). We will first change the variable from p2 to prel (it turns out that sampling
prel is much faster than sampling p2),
p2 = p1 − |Enl| − p
2
rel
M
. (4.43)
Then we write Eq. (4.22) as, up to a multiplication of some constant∫
dp1 dprel dc1 dc2 dφ2 g1(p1, c1)g2(prel)h(p1, prel, c1, c2, φ2) , (4.44)
in which the functions gi are the factors we factorize out and h is the remaining part. They
are defined as (again, we omit the subscript “cell” for simplicity)
g1(p1, c1) = p1
1
eγ(1+vc1)p1/T + 1
1
p2
p1
+ p1p2 − 2
(4.45)
g2(prel) = p
2
rel|〈Ψprel |r|ψnl〉|2 (4.46)
h(p1, prel, c1, c2, φ2) =
p2
p1
[
1− nF (γ(1 + vc2)p2)
]1 + s1s2 cosφ2 + c1c2
2
p2
p1
+ p1p2 − 2
p1
p2
+ p2p1 − 2(s1s2 cosφ2 + c1c2)
. (4.47)
The sampling of p1 and c1 according to the distribution function g1(p1, c1) is very similar
to the sampling procedure described for the real gluon absorption process. We will sample
p1 using the rejection method on the function∫ 1
−1
dc1g1(p1, c1) =
T
γv
ln
1 + e−γ(1−v)p1/T
1 + e−γ(1+v)p1/T
1
p2
p1
+ p1p2 − 2
. (4.48)
The range of the trial uniform distribution is taken as [|Enl|, 15T/
√
1− vcell], where vcell is
the velocity magnitude of the quarkonium in the rest frame of the hydro-cell. We sample
c1 using the inverse function method once we have sampled a p1. The function we need to
invert is defined as
G(x) ≡
∫ x
−1
dc1
1
eγ(1+vc1)p1/T + 1
= − T
γvp1
[
ln (1 + e−γ(1+vx)p1/T )− ln (1 + e−γ(1−v)p1/T )
]
. (4.49)
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The x = cos θ can be solved from the equation r = G(x) where r is a random number
generated from a uniform distribution between 0 and 1.
The magnitude of the relative momentum prel between the unbound Q and Q¯ is sampled
using the rejection method on the function g2(prel). The lower and upper limits of prel used
in the rejection method are taken as 0 and 3.5/aB for 1S state and 0 and 1.5/aB for 2S
state.
Then we will do a rejection sampling on the remaining part h(p1, prel, c1, c2, φ2). We will
further generate a random number c2 uniformly between−1 and 1 and φ2 uniformly between
0 and 2pi. Together with the sampled p1, prel and c1 as described above, we can calculate the
function value h(p1, prel, c1, c2, φ2). We can further generate a random number r uniformly
between 0 and 1 and decide to accept this sampling if r(maxh) ≤ h(p1, prel, c1, c2, φ2). The
maximum of h is not easy to obtain. In practice, we notice that h ≤ 1. So we simply
set maxh = 1 in the acceptance criterial. We may lose some efficiency in this step of
the sampling procedure but the overall efficiency in the sampling is good enough for our
purpose.
To test this sampling procedure, we compare the sampling algorithm described above
with the marginal distributions. We assume αs = 0.3 and M = 4.65 GeV. The marginal
distribution in a variable X is obtained by integrating the integrand in Eq. (4.22) over all
the variables except the X. Here X can be p1, c1, p2, c2 and φ2. The comparisons are
shown in Figs. 4.1 and 4.2 for two cases: vcell = 0.1, T = 0.35 GeV and vcell = 0.9, T = 0.25
GeV. We sampled 30000 dissociation events for each case and plot the histograms in blue.
Once we have sampled p1 and prel, we can compute p2. It can be seen that the sampled
distributions agree well with the marginal distributions drawn in red.
After we have determined the momenta of the incoming and outgoing light quarks, we
can calculate the four-momentum of the transferred gluon (Here p1 and p2 indicate the
four-momentum of the light quarks. Previously we use them to denote the magnitude of
the three-momentum. The meaning should be clear from the context.)
pg = p1 − p2 , (4.50)
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Figure 4.1: Histograms of sampled momenta of the incoming and outgoing light
quarks (blue) compared with the marginal distributions (red) when vrel = 0.1 and
T = 0.35 GeV. Normalization is unity.
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Figure 4.2: Histograms of sampled momenta of the incoming and outgoing light
quarks (blue) compared with the marginal distributions (red) when vrel = 0.9 and
T = 0.25 GeV. Normalization is unity.
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where
p1 =

p1
p1 sin θ1
0
p1 cos θ1

p2 =

p2
p2 sin θ2 cosφ2
p2 sin θ2 sinφ2
p2 cos θ2

. (4.51)
The energy transferred to the quarkonium in its rest frame is p1 − p2. We can use this to
calculate the relative kinetic energy of the final QQ¯ and sample their relative momentum
as in Eq. (4.37), by replacing prel with
√
M(p1 − p2 − |Enl|). Then the momenta of the
unbound QQ¯ in the quarkonium rest frame can be written as, similar to Eq. (4.38),
pQ(Q¯) = ±prel +
p1 − p2
2
. (4.52)
The next step would be to rotate them as in Eq. (4.40) and boost them back to the
laboratory frame as in Eq. (4.41).
Momentum Sampling in Inelastic Scattering with Gluons
We will use the importance sampling method to sample the momenta of the incoming and
outgoing gluons according to the integrand of Eq. (4.24). We first do a change of variable
from q2 to prel,
p2rel
M
= q1 − q2 − |Enl| . (4.53)
Then we can write Eq. (4.24) as, up to a multiplication of some constant∫
dq1 dprel dc1 dc2 dφ2 g1(q1, c1)g2(prel)h(q1, prel, c1, c2, φ2) , (4.54)
in which the functions gi are the factors we factorize out in the importance sampling and h is
the remaining part. They are defined as (again, we omit the subscript “cell” for simplicity)
g1(q1, c1) = q1
1
eγ(1+vc1)q1/T − 1
q2
q1
+ q1q2 + 2
q2
q1
+ q1q2 − 2
(4.55)
g2(prel) = p
2
rel|〈Ψprel |r|ψnl〉|2 (4.56)
h(q1, prel, c1, c2, φ2) =
q2
q1
[
1 + nB(γ(1 + vc2)q2)
]1 + s1s2 cosφ2 + c1c2
2
q1
q2
+ q2q1 − 2
q1
q2
+ q2q1 − 2(s1s2 cosφ2 + c1c2)
. (4.57)
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The sampling of q1 and c1 according to the distribution function g1(q1, c1) is very similar
to the sampling procedure described for the inelastic scattering with light quarks. We will
sample q1 using the rejection method on the function∫ 1
−1
dc1g1(q1, c1) =
T
γv
ln
1− e−γ(1+v)q1/T
1− e−γ(1−v)q1/T
q2
q1
+ q1q2 + 2
q2
q1
+ q1q2 − 2
. (4.58)
The range of the trial uniform distribution is taken as [|Enl|, 15T/
√
1− vcell], where vcell is
the velocity magnitude of the quarkonium in the rest frame of the hydro-cell. We sample
c1 using the inverse function method once we have sampled a q1. The function we need to
invert is defined as
G(x) ≡
∫ x
−1
dc1
1
eγ(1+vc1)q1/T − 1
=
T
γvq1
[
ln (1− e−γ(1+vx)q1/T )− ln (1− e−γ(1−v)q1/T )
]
. (4.59)
The x = cos θ can be solved from the equation r = G(x) where r is a random number
generated from a uniform distribution between 0 and 1.
The magnitude of the relative momentum prel between the open Q and Q¯ is sampled
using the rejection method on the function g2(prel). The lower and upper limits of prel used
in the rejection method are taken as 0 and 3.5/aB for 1S state and 0 and 1.5/aB for 2S
state.
Then we will do rejection sampling on the remaining part h(q1, prel, c1, c2, φ2). We
will further generate a random number c2 uniformly between −1 and 1 and φ2 uniformly
between 0 and 2pi. Together with the sampled q1, prel and c1 as described above, we
can calculation the function value h(q1, prel, c1, c2, φ2). We can further generate a random
number r uniformly between 0 and 1 and decide to accept this sampling if r(maxh) ≤
h(q1, prel, c1, c2, φ2). The maximum of h is not easy to obtain. In practice, we can show
that
h ≤ q2
q1
1
γ(1 + vc2)q2/T
≤ T|Enl|
1
γ(1− v) . (4.60)
So we simply set maxh to be T|Enl|
1
γ(1−v) in the acceptance criterion. We may lose some
efficiency in this step of the sampling procedure but the overall efficiency in the sampling
is good enough for our purpose.
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We test the sampling of the momenta with the marginal distributions. We assume
αs = 0.3 and M = 4.65 GeV. The marginal distribution in a variable X is obtained by
integrating the integrand in Eq. (4.24) over all the variables except the X. Here X can
be q1, c1, q2, c2 and φ2. The comparisons are shown in Figs. 4.3 and 4.4 for two cases:
vcell = 0.1, T = 0.35 GeV and vcell = 0.9, T = 0.25 GeV. We sampled 30000 dissociation
events for each case and plot the histograms in blue. Once we have sampled q1 and prel, we
can compute q2. It can be seen that the sampled distributions agree well with the marginal
distributions drawn in red.
4.2.4 Recombination of Open Heavy Flavors
The recombination rate of a heavy quark into the quarkonium state nls surrounded by heavy
antiquarks with the distribution fQ¯(xQ¯,pQ¯, t) is defined in Eq. (3.99) for gluon radiation
and Eq. (3.158) for inelastic scattering. To compute the recombination rate, we first need
to evaluate the expressions of F+ defined in Eqs. (3.94), (3.150) and (3.151). In our Monte
Carlo sampling method, we need to do the following replacement,
fQ(xQ,pQ, t)fQ¯(xQ¯,pQ¯, t) (4.61)
−→ (2pi)6
∑
i,j
δ3(xQ − xi(t))δ3(xQ¯ − x˜j(t))δ3(pQ − pi(t))δ3(pQ¯ − p˜j(t)) ,
where xi and pi are the positions and momenta of open heavy quarks in the system while
x˜j and p˜j are the positions and momenta of open heavy antiquarks. However, with this
simple replacement, a QQ¯ far away from each other has the same probability to recombine
as a QQ¯ close to each other does (assuming they have the same c.m. and relative momenta).
This fact disagrees with the original expression (3.79) derived in Chapter 3 and it is also
counterintuitive. As will be discussed in detail later, we will modify the replacement by
using a Gaussian function for the relative positions
fQ(xQ,pQ, t)fQ¯(xQ¯,pQ¯, t) (4.62)
−→ (2pi)6
∑
i,j
δ3
(xQ + xQ¯
2
− xi + x˜j
2
)e−(xi−x˜j)2/(2σ2)
(2piσ2)3/2
δ3(pQ − pi)δ3(pQ¯ − p˜j) ,
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Figure 4.3: Histograms of sampled momenta of the incoming and outgoing gluons
(blue) compared with the marginal distributions (red) when vrel = 0.1 and T = 0.35
GeV. Normalization is unity.
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where the c.m. position is still a δ-function. We have omitted the time dependence of xi,
x˜j , pi and p˜j . The width of the Gaussian function can be chosen as the Bohr radius of the
quarkonium bound state σ = aB. We now are ready to write down the recombination rate
of a heavy quark into the quarkonium state nls surrounded by heavy antiquarks with the
distribution fQ¯(xQ¯,pQ¯, t).
Real Gluon Radiation
An unboundQQ¯ pair in the color octet can form a bound state by radiating out a gluon. The
induced recombination rate of a heavy quark with position xi and momentum pi into the
quarkonium state nls surrounded by heavy antiquarks with the distribution fQ¯(xQ¯,pQ¯, t),
is given by
Γg = g+
∫
d3pQ¯
(2pi)3
fQ¯(xQ¯,pQ¯, t)
∫
d3q
2q(2pi)3
(1 + nB(q))
(2pi)δ(−|Enl|+ q − p
2
rel
M
)
2
3
CF g
2q2|〈Ψprel |r|ψnl〉|2 . (4.63)
Our recombination formula is derived in the rest frame of each QQ¯ pair and we also assume
the QQ¯ pair is at rest with respect to the medium. In practical calculations, each QQ¯ pair
moves at a different c.m. velocity relative to the medium. So we need to deal with the
integral
∫
d3pQ¯fQ¯(xQ¯,pQ¯, t) carefully. We first look at the remaining term∫
d3q
2q(2pi)3
(1 + nB(q))(2pi)δ(−|Enl|+ q − p
2
rel
M
)
2
3
CF g
2q2|〈Ψprel |r|ψnl〉|2 . (4.64)
For a pair of QQ¯ with positions xi, x˜j and four-momenta pi = (Ei,pi), p˜j = (E˜j , p˜j) in
the laboratory frame, their c.m. momentum and total energy is given by
plabcm = pi + p˜j (4.65)
Elabcm =
√
(2M)2 + (plabcm)
2 . (4.66)
The four-momenta in the hydro-cell frame (which is moving at v in the laboratory frame)
are given by
pcelli = Λ(v)pi (4.67)
p˜cellj = Λ(v)p˜j . (4.68)
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Then the c.m. momentum and velocity in the hydro-cell frame are given by
pcellcm = p
cell
i + p˜
cell
j (4.69)
vcellcm =
pcellcm√
(2M)2 + (pcellcm )
2
. (4.70)
Then we boost the four-momenta to the rest frame of the QQ¯ pair,
presti = Λ(v
cell
cm )p
cell
i (4.71)
p˜restj = Λ(v
cell
cm )p˜
cell
j . (4.72)
In this frame we can define the relative momentum that will be used in the calculation of
expression (4.64)
prel =
1
2
(presti − p˜restj ) . (4.73)
We want to mention that the frame in the calculation of recombination (in the rest frame
of the unbound QQ¯ pair) is different from that in the calculation of dissociation (in the rest
frame of the quarkonium). But the difference in this frame choice is suppressed by powers
of T/M and neglected throughout the dissertation work.
Then we can compute the expression (4.64) in the QQ¯ rest frame (we have discussed in
the dissociation part how to boost the gluon distribution)∫
d3q
2q(2pi)3
[
1 + nB
(
Λ0µ(−vcellcm )qµ
)]
(2pi)δ(−|Enl|+ q − (prel)
2
M
)
2
3
CF g
2q2|〈Ψprel |r|ψnl〉|2 , (4.74)
where the relative momentum prel is defined in (4.73). We will first assume v
cell
cm as the
z-axis, so we can simplify the above integral (γcellcm = 1/
√
1− (vcellcm )2)∫
q d cos θ
4pi
1
1− e−γcellcm (1+vcellcm cos θ)q/T
2
3
CF g
2q2|〈Ψprel |r|ψnl〉|2
∣∣∣
q=|Enl|+ (prel)
2
M
(4.75)
=
8
9
αsq
3
(
2 +
T
γcellcm v
cell
cm q
ln
1− e−γcellcm (1+vcellcm )q/T
1− e−γcellcm (1−vcellcm )q/T
)
|〈Ψprel |r|ψnl〉|2
∣∣∣
q=|Enl|+ (prel)
2
M
, (4.76)
where the angular integral has been done similarly as in the last section. The recombination
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rate of this QQ¯ pair in their rest frame is given by
Γgrest = g+
d3prest
Q¯
(2pi)3
f restQ¯ (x
rest
Q¯ ,p
rest
Q¯ , t) (4.77)
8
9
αsq
3
(
2 +
T
γcellcm v
cell
cm q
ln
1− e−γcellcm (1+vcellcm )q/T
1− e−γcellcm (1−vcellcm )q/T
)
|〈Ψprel |r|ψnl〉|2
∣∣∣
q=|Enl|+ (prel)
2
M
,
where we have not integrated over prest
Q¯
. To get the recombination rate in the laboratory
frame, we multiply (4.77) by 1/γ = 2M
Elabcm
where Elabcm is given in Eq. (4.66). To obtain the
total recombination rate of that specific Q in the laboratory frame, we integrate over the
distribution of Q¯ to get
Γglab = g+
∫ d3prest
Q¯
(2pi)3
f restQ¯ (x
rest
Q¯ ,p
rest
Q¯ , t)
2M
Elabcm
(4.78)
8
9
αsq
3
(
2 +
T
γcellcm v
cell
cm q
ln
1− e−γcellcm (1+vcellcm )q/T
1− e−γcellcm (1−vcellcm )q/T
)
|〈Ψprel |r|ψnl〉|2
∣∣∣
q=|Enl|+ (prel)
2
M
.
The physical meaning of
d3pQ¯
(2pi)3
fQ¯(xQ¯,pQ¯, t) is the number density of Q¯ with a given pQ¯,
which is given by NQ¯(pQ¯)/V where V is the volume. The proper frame to define the volume
of the QGP is the laboratory frame. So we have
Vlab = γVrest , (4.79)
where “rest” means the rest frame of a QQ¯ pair and the associated γ factor is given by E
lab
cm
2M
where Elabcm is given in Eq. (4.66). So we have
d3prest
Q¯
(2pi)3
f restQ¯ (x
rest
Q¯ ,p
rest
Q¯ , t)
2M
Elabcm
=
d3plab
Q¯
(2pi)3
f labQ¯ (x
lab
Q¯ ,p
lab
Q¯ , t) . (4.80)
Finally, the total recombination rate of that specific Q in the laboratory frame is given by
Γglab = g+
∫ d3plab
Q¯
(2pi)3
f labQ¯ (x
lab
Q¯ ,p
lab
Q¯ , t) (4.81)
8
9
αsq
3
(
2 +
T
γcellcm v
cell
cm q
ln
1− e−γcellcm (1+vcellcm )q/T
1− e−γcellcm (1−vcellcm )q/T
)
|〈Ψprel |r|ψnl〉|2
∣∣∣
q=|Enl|+ (prel)
2
M
.
Using the replacement in (4.62), we can write
Γglab = g+
∑
j
e−(xi−x˜j)2/(2a2B)
(2pia2B)
3/2
(4.82)
8
9
αsq
3
(
2 +
T
γcellcm v
cell
cm q
ln
1− e−γcellcm (1+vcellcm )q/T
1− e−γcellcm (1−vcellcm )q/T
)
|〈Ψprel |r|ψnl〉|2
∣∣∣
q=|Enl|+ (prel)
2
M
,
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where xi is the position of the heavy quark Q whose recombination rate into the quarkonium
state nls is under consideration. x˜j is the position of each heavy antiquark Q¯. The relative
momentum prel is calculated from the momenta pi of Q and pj of Q¯ as in Eq. (4.73).
Inelastic Scattering with Light Quarks
The recombination rate caused by inelastic scattering with light quarks when the QQ¯ is at
rest with respect to the medium is written in Eq. (3.158), which is
Γinel,q = g+
∫
d3pQ¯
(2pi)3
fQ¯(xQ¯,pQ¯, t)
∫
d3p1
2p1(2pi)3
d3p2
2p2(2pi)3
nF (p1)
(
1− nF (p2)
)
(4.83)
(2pi)δ(p1 +
p2rel
M
− p2 + |Enl|)16
3
g4TFCF |〈Ψprel |r|ψnl〉|2
p1p2 + p1 · p2
q2
.
In general the QQ¯ can move at a velocity vcellcm with respect to the hydro-cell. The hydro-
cell may also move at a velocity relative to the laboratory frame. For a pair of QQ¯ with
positions xi, x˜j and four-momenta pi = (Ei,pi), p˜j = (E˜j , p˜j) in the laboratory frame, we
can repeat the analysis shown in the real gluon absorption case. The total recombination
rate of a heavy quark Q surrounded by a certain number of Q¯’s in the laboratory frame is
Γinel,qlab = g+
∑
j
e−(xi−x˜j)2/(2a2B)
(2pia2B)
3/2
∫
d3p1
2p1(2pi)3
d3p2
2p2(2pi)3
nF (Λ(−vcellcm )p1)
(
1− nF (Λ(−vcellcm )p2)
)
(2pi)δ(p1 +
p2rel
M
− p2 + |Enl|)
16
3
g4TFCF |〈Ψprel |r|ψnl〉|2
p1p2 + p1 · p2
q2
. (4.84)
If we assume the velocity vcellcm as the z-axis, we can write the above expression as (by
omitting the subscript “cm” and the superscript “cell” for simplicity)
Γinel,qlab = g+
∑
j
e−(xi−x˜j)2/(2a2B)
(2pia2B)
3/2
8α2s
9pi2
∫
p1 dp1 dc1nF (γ(1 + vc1)p1)
∫
p2 dc2 dφ2
[
1− nF (γ(1 + vc2)p2)
]
p1p2(1 + s1s2 cosφ2 + c1c2)
p21 + p
2
2 − 2p1p2(s1s2 cosφ2 + c1c2)
|〈Ψprel |r|ψnl〉|2 . (4.85)
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Inelastic Scattering with Gluons
The recombination rate caused by inelastic scattering with gluons when the QQ¯ is at rest
with respect to the medium is written in Eq. (3.158), which is
Γinel,gcell = g+
∫
d3pQ¯
(2pi)3
fQ¯(xQ¯,pQ¯, t)
∫
d3q1
2q1(2pi)3
d3q2
2q2(2pi)3
nB(q1)
(
1 + nB(q2)
)
(4.86)
(2pi)δ(q1 +
p2rel
M
− q2 + |Enl|)1
3
g4CF |〈Ψprel |r|ψnl〉|2
1 + (qˆ1 · qˆ2)2
q2
(q1 + q2)
2 ,
The delta function in energy gives prel = |prel| =
√
M(q2 − |Enl| − q1). In general the
QQ¯ can move at a velocity vcellcm with respect to the hydro-cell. The hydro-cell may also
move at a velocity relative to the laboratory frame. For a pair of QQ¯ with positions xi, x˜j
and four-momenta pi = (Ei,pi), p˜j = (E˜j , p˜j) in the laboratory frame, we can repeat the
analysis shown in the real gluon absorption case. The total recombination rate of a heavy
quark Q surrounded by a certain number of Q¯’s in the laboratory frame is
Γinel,glab = g+
∑
j
e−(xi−x˜j)2/(2a2B)
(2pia2B)
3/2
∫
d3q1
2q1(2pi)3
d3q2
2q2(2pi)3
nB(Λ(−vcellcm )q1)
(
1 + nB(Λ(−vcellcm )q2)
)
(2pi)δ(q1 +
p2rel
M
− q2 + |Enl|)
1
3
g4CF |〈Ψprel |r|ψnl〉|2
1 + (qˆ1 · qˆ2)2
q2
(q1 + q2)
2 . (4.87)
If we assume the velocity vcellcm as the z-axis, we can write the above expression as (by
omitting the subscript “cm” and the superscript “cell” for simplicity)
Γinel,glab = g+
∑
j
e−(xi−x˜j)2/(2a2B)
(2pia2B)
3/2
α2s
3pi2
∫
q1 dq1 dc1nB(γ(1 + vc1)q1)
∫
q2 dc2 dφ2
[
1 + nB(γ(1 + vc2)q2)
]
(q1 + q2)
2(1 + s1s2 cosφ2 + c1c2)
q21 + q
2
2 − 2q1q2(s1s2 cosφ2 + c1c2)
|〈Ψprel |r|ψnl〉|2 . (4.88)
Then the nls-recombination probability of a given heavy quark with position xi and
momentum pi in the laboratory frame, surrounded by a certain number of heavy antiquarks,
is given by
Plab = (Γ
g
lab + Γ
inel,q
lab + Γ
inel,g
lab )∆t = P
g
lab + P
inel,q
lab + P
inel,g
lab . (4.89)
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After calculating the recombination probability in the laboratory frame, we sample a ran-
dom number r from a uniform distribution between 0 and 1 and decide which process occurs
based on
1. if r ≤ P glab, the recombination into a quarkonium nls occurs in the real gluon radiation
channel;
2. if P glab < r ≤ P glab + P inel,qlab , the recombination into a quarkonium nls occurs in the
channel of inelastic scattering with a light quark;
3. if P glab + P
inel,q
lab < r ≤ Plab, the recombination into a quarkonium nls occurs in the
channel of inelastic scattering with a gluon;
4. if Plab < r, the recombination into a quarkonium nls does not happen in this time
step.
If the recombination into the quarkonium state nls happens in a certain process in this
time step, we will further determine which Q¯ the Q recombines with. This can be done in
a similar Monte Carlo way by writing the recombination probability in that process as a
sum over all the contributions from different Q¯’s (see the summation in expressions (4.82),
(4.85) and (4.88)) and check where the random number r fits into the increasing series.
Once we determine which QQ¯ pair recombines, we will remove the QQ¯ from the lists of
open heavy quarks and antiquarks. We will add a new particle to the list of the quarkonium
state nls. The position of the new quarkonium state nls is given by the c.m. position of the
recombining QQ¯. The assignment of momenta is more involved and we will explain this in
the following for each recombination process.
Momentum Sampling in Real Gluon Radiation
We will first determine the quarkonium momentum in the rest frame of the recombining
QQ¯ and then boost it back to the laboratory frame. Once we determine the relative kinetic
energy p2rel/M of the recombining QQ¯ by using Eq. (4.73), the energy of the radiated gluon
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is fixed by
q =
p2rel
M
+ |Enl| . (4.90)
The only thing we need to determine is the polar θg and azimuthal φg angles of the radiated
gluon with respect to the QQ¯ c.m. velocity vcellcm , which is defined in the hydro-cell frame.
The angles can be sampled from the angular part of the integrand of Eq. (4.75)
f(cos θ) ≡ 1
eγcellcm (1+vcellcm cos θ)q/T − 1 . (4.91)
We can use the acceptance-rejection method to sample cos θ. The maximum of f(cos θ) is
obtained at cos θ = 1. We will first sample a random number c from a uniform distribution
between −1 and 1 and another random number r from a uniform distribution between 0
and 1, and if
rf(1) ≤ f(c) , (4.92)
we will accept this sampling and use c as the cos θg we want to sample. Otherwise we
just repeat the process till we obtain the first c satisfying the condition. The azimuthal
angle φg is sampled from a uniform distribution between 0 and 2pi because the integrand
is independent of φg. Then the gluon momentum in the QQ¯ rest frame can be written as
q =

q sin θg cosφg
q sin θg sinφg
q cos θg
 . (4.93)
The momentum of the quarkonium in the QQ¯ rest frame is
krest = −q . (4.94)
The next step is to rotate krest in the same way as we rotate the z-axis to the direction of
vcellcm , because when we sample the momentum of the radiated gluon, we assume v
cell
cm as the
z-axis. Assuming the polar and azimuthal angles of vcellcm are θ and φ, we get
krotrest =

cosφ − sinφ
sinφ cosφ
1


cos θ sin θ
1
− sin θ cos θ
krest . (4.95)
157
Then we boost it back to the hydro-cell frame and to the laboratory frame
klab = Λ(−v)Λ(−vcellcm )krotrest , (4.96)
in which
krotrest =
√M2nls + k2rest
krest
 , (4.97)
where the mass of the quarkonium state nls is given by Mnls = 2M−|Enl|. The binding en-
ergy |Enl| is independent of the spin s because we work at lowest order in the nonrelativistic
expansion.
Momentum Sampling in Inelastic Scattering with Light Quarks
We only need the following part of the integrand of Eq. (4.85) to sample the momenta of
the incoming p1 and outgoing p2 light quarks∫
p1 dp1 dc1nF (γ(1 + vc1)p1)
∫
p2 dc2 dφ2
[
1− nF (γ(1 + vc2)p2)
]
p1p2(1 + s1s2 cosφ2 + c1c2)
p21 + p
2
2 − 2p1p2(s1s2 cosφ2 + c1c2)
. (4.98)
We neglect |〈Ψprel |r|ψnl〉|2 because in recombination, prel is fixed by the QQ¯ pair in the
initial state and thus |〈Ψprel |r|ψnl〉|2 is just a constant. Again we will use the combination
of importance sampling, rejection sampling and inverse function sampling methods. We
rewrite the above integral (4.98) as∫
dp1 dc1 dc2 dφ2 g(p1, c1)h(p1, c1, c2, φ2) , (4.99)
where the value of p2 is fixed in the recombination process by the initial relative kinetic
energy p2rel/M
p2 = p1 + |Enl|+ p
2
rel
M
. (4.100)
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The functions g and h are defined as
g(p1, c1) = p1p2
1
eγ(1+vc1)p1/T + 1
1
p1
p2
+ p2p1 − 2
(4.101)
h(p1, c1, c2, φ2) =
(
1− 1
eγ(1+vc2)p2/T + 1
)1 + s1s2 cosφ2 + c1c2
2
p1
p2
+ p2p1 − 2
p1
p2
+ p2p1 − 2(s1s2 cosφ2 + c1c2)
. (4.102)
The sampling of p1 and c1 according to the distribution function g(p1, c1) is very sim-
ilar to the sampling procedure described for the dissociation process induced by inelastic
scattering with light quarks. We will sample p1 using the rejection method on the function∫ 1
−1
dc1g(p1, c1) =
T
γv
p2 ln
1 + e−γ(1−v)p1/T
1 + e−γ(1+v)p1/T
1
p1
p2
+ p2p1 − 2
, (4.103)
and sample c1 using the inverse function method once we have sampled a p1. The function
we need to inverse is defined as
G(x) ≡
∫ x
−1
dc1
1
eγ(1+vc1)p1/T + 1
(4.104)
= − T
γvp1
[
ln (1 + e−γ(1+vx)p1/T )− ln (1 + e−γ(1−v)p1/T )
]
. (4.105)
The x = cos θ can be solved from the equation r = G(x) where r is a random number
generated from a uniform distribution between 0 and 1.
Then we sample a c2 and a φ2 uniformly from −1 to 1 and from 0 to 2pi respectively.
Together with the sampled p1 and c1, we can compute the value of h(p1, c1, c2, φ2). We
also notice that h ≤ 1. So we sample another random number uniformly from 0 to 1
and compare h(p1, c1, c2, φ2) with r. If r ≤ h(p1, c1, c2, φ2), we will accept this sampling.
Otherwise we just repeat the whole sampling procedure till we can find a set of variables
p1, c1, c2, φ2 such that the condition is satisfied. Once we have p1, c1, c2 and φ2, we can
determine the momenta of the incoming and outgoing light quarks in the rest frame of the
QQ¯,
p1 =

p1
p1 sin θ1
0
p1 cos θ1

, p2 =

p2
p2 sin θ2 cosφ2
p2 sin θ2 sinφ2
p2 cos θ2

. (4.106)
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The four-momentum of the transferred gluon in the rest frame of the QQ¯ is
pg = p1 − p2 . (4.107)
Then the momentum of the quarkonium in the rest frame of the QQ¯ is
krest = −pg . (4.108)
The next step would be to rotate the quarkonium momentum as in Eq. (4.95) and boost it
back to the laboratory frame as in Eq. (4.96).
We test the momentum sampling by sampling a large number of events and comparing
with the marginal distributions. We assume αs = 0.3, M = 4.65 GeV and prel = 0.8
GeV. The marginal distribution in a variable X is obtained by integrating the integrand
in Eq. (4.98) over all the variables except the X. Here X can be p1, c1, c2 and φ2. The
comparisons are shown in Figs. 4.5 and 4.6 for two cases: vcell = 0.1, T = 0.25 GeV and
vcell = 0.9, T = 0.35 GeV. We sampled 30000 recombination events for each case and plot
the histograms in blue. It can be seen that the sampled distributions agree well with the
marginal distributions drawn in red.
Momentum Sampling in Inelastic Scattering with Gluons
We neglect |〈Ψprel |r|ψnl〉|2 because in recombination, prel is fixed by the QQ¯ pair in the
initial state and thus |〈Ψprel |r|ψnl〉|2 is just a constant. We only need the following part
of the integrand of Eq. (4.88) to sample the momenta of the incoming q1 and outgoing q2
gluons ∫
q1 dp1 dc1nB(γ(1 + vc1)q1)
∫
q2 dc2 dφ2
[
1 + nB(γ(1 + vc2)q2)
]
(q1 + q2)
2(1 + s1s2 cosφ2 + c1c2)
q21 + q
2
2 − 2q1q2(s1s2 cosφ2 + c1c2)
. (4.109)
Again we will use the combination of importance sampling, rejection sampling and inverse
function sampling methods. We rewrite the above integral (4.109) as∫
dq1 dc1 dc2 dφ2 g(q1, c1)h(q1, c1, c2, φ2) , (4.110)
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Figure 4.5: Histograms of sampled momenta of the incoming and outgoing light
quarks (blue) compared with the marginal distributions (red) when vrel = 0.1 and
T = 0.25 GeV. Normalization is unity.
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Figure 4.6: Histograms of sampled momenta of the incoming and outgoing light
quarks (blue) compared with the marginal distributions (red) when vrel = 0.9 and
T = 0.35 GeV. Normalization is unity.
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where the value of q2 is fixed in the recombination process by the initial relative kinetic
energy p2rel/M
q2 = q1 + |Enl|+ p
2
rel
M
. (4.111)
The functions g and h are defined as
g(q1, c1) = q1q2
1
eγ(1+vc1)q1/T − 1
q1
q2
+ q2q1 + 2
q1
q2
+ q2q1 − 2
(4.112)
h(q1, c1, c2, φ2) =
[
1 +
1
eγ(1+vc2)q2/T − 1
]1 + s1s2 cosφ2 + c1c2
2
q1
q2
+ q2q1 − 2
q1
q2
+ q2q1 − 2(s1s2 cosφ2 + c1c2)
. (4.113)
The sampling of q1 and c1 according to the distribution function g(q1, c1) is very sim-
ilar to the sampling procedure described for the dissociation process induced by inelastic
scattering with gluons. We will sample q1 using the rejection method on the function∫ 1
−1
dc1g(q1, c1) =
T
γv
q2 ln
1− e−γ(1+v)q1/T
1− e−γ(1−v)q1/T
q1
q2
+ q2q1 + 2
q1
q2
+ q2q1 − 2
, (4.114)
and sample c1 using the inverse function method once we have sampled a q1. The function
we need to inverse is defined as
G(x) ≡
∫ x
−1
dc1
1
eγ(1+vc1)q1/T − 1
=
T
γvq1
[
ln (1− e−γ(1+vx)p1/T )− ln (1− e−γ(1−v)p1/T )
]
. (4.115)
The x = cos θ can be solved from the equation r = G(x) where r is a random number
generated from a uniform distribution between 0 and 1.
Then we sample a c2 and a φ2 uniformly from −1 to 1 and from 0 to 2pi respectively.
Together with the sampled q1 and c1, we can compute the value of h(q1, c1, c2, φ2). We also
notice that
h ≤ 1 + 1
eγ(1−v)(|Enl|+
p2
rel
M
)/T − 1
≡ hmax . (4.116)
So we sample another random number uniformly from 0 to 1 and compare h(q1, c1, c2, φ2)
with rhmax. If rhmax ≤ h(q1, c1, c2, φ2), we will accept this sampling. Otherwise we just
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repeat the whole sampling procedure till we find a set of variables q1, c1, c2, φ2 such that
the condition is satisfied. Once we have q1, c1, c2 and φ2, we can determine the momenta
of the incoming and outgoing gluon in the rest frame of the QQ¯,
q1 =

q1
q1 sin θ1
0
q1 cos θ1

, q2 =

q2
q2 sin θ2 cosφ2
q2 sin θ2 sinφ2
q2 cos θ2

. (4.117)
The four-momentum of the transferred gluon is
pg = q1 − q2 . (4.118)
Then the momentum of the produced quarkonium in the rest frame of the QQ¯ is
krest = −pg . (4.119)
The next step would be to rotate the quarkonium momentum as in Eq. (4.95) and boost it
back to the laboratory frame as in Eq. (4.96).
We test the momentum sampling by sampling a large number of events and comparing
with the marginal distributions. We assume αs = 0.3, M = 4.65 GeV and prel = 0.8
GeV. The marginal distribution in a variable X is obtained by integrating the integrand
in Eq. (4.109) over all the variables except the X. Here X can be q1, c1, c2 and φ2. The
comparisons are shown in Figs. 4.7 and 4.8 for two cases: vcell = 0.1, T = 0.25 GeV and
vcell = 0.9, T = 0.35 GeV. We sampled 30000 recombination events for each case and plot
the histograms in blue. It can be seen that the sampled distributions agree well with the
marginal distributions drawn in red.
4.3 Detailed Balance and Thermalization
Before we move on to the phenomenological studies of quarkonium production in heavy
ion collisions, we test the proposed coupled Boltzmann equations in a cubic box of a static
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Figure 4.7: Histograms of sampled momenta of the incoming and outgoing gluons
(blue) compared with the marginal distributions (red) when vrel = 0.1 and T = 0.25
GeV. Normalization is unity.
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QGP. The medium has a constant temperature and no flows. We will apply a periodic
boundary condition to the sampled particles, i.e., when they just cross one facet of the
cubic box, they will appear on the other side of the box. We must implement the boundary
condition correctly when searching pairs of QQ¯ in the simulation of recombination. In the
searching algorithm, we can make a bigger cubic box by attaching the same box along the
faces. The bigger box can be divided into 3× 3× 3 cubic boxes each of which is the same
as the cubic box we start with. Then for each Q in the central small cubic box, we will
search for Q¯’s in the bigger cubic box that is within a certain radius R. The contribution
to recombination of the Q from the outside is negligible because R aB, where the Bohr
radius aB is the Gaussian width used in the calculation of recombination rates (4.82), (4.85)
and (4.88). There is no double counting if we choose 2R < L where L is the side length of
the box. We choose L = 10 fm for the QGP box.
We will focus our studies on the bottom quark and bottomonium. Because they have
a larger mass than the charm quark and charmonium, the assumed separation of scales
works better. We will assume the bottom quark mass is M = 4.65 GeV and the coupling
constant is αs = 0.3 throughout this section. We will test the numerical implementation
from three perspectives: dissociation, recombination and their interplays.
4.3.1 Dissociation Test
The first thing we test is the dissociation in our numerical implementation. We sample
N(t = 0) = 2000 particles of Υ(1S) inside the QGP box. Their positions are randomly
sampled. Their momenta are the same constant P . Then we keep track of the evolution of
the number of Υ(1S) and compare with the analytic expression
N(t) = N(0)e−Γ
dt , (4.120)
where Γd = Γd(v, T ) is the dissociation rate calculated in the last section. Here v is the
speed of Υ(1S) with respect to the QGP box and T is the temperature of the QGP box.
The comparisons between the Monte Carlo simulation and the analytic expression (4.120)
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Figure 4.9: Comparison between the Monte Carlo simulation and the analytic ex-
pression (4.120) for different dissociation channels at different v and T .
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for different dissociation channels at different v and T are shown in Fig. 4.9. It can be seen
that the numerical implementation of the dissociation rate is consistent with the analytic
calculation.
4.3.2 Recombination Test
We next test the recombination implementation. We sample Nb = 50 bottom quarks
and Nb¯ = 50 antibottom quarks inside the QGP box. Their positions inside the box are
randomly sampled. Their momenta are sampled from the Boltzmann thermal distribution
fB(p) ≡ Ce−
√
M2+p2/T , (4.121)
where C is the normalization constant for the condition
∫ d3p
(2pi)3
fB(p) = 1. We will study
the process of forming Υ(1S) via recombination.
On one hand, we can calculate the average recombination rate of bottom quarks via
〈Γr〉 ≡
g+
∫ d3pb
(2pi)3
d3pb¯
(2pi)3
fb(xb,pb, t)fb¯(xb¯,pb¯, t)(Ag +Ainel,q +Ainel,g)∫ d3pb
(2pi)3
fb(xb,pb, t)
(4.122)
Ag =
8
9
αsq
3
(
2 +
T
γvq
ln
1− e−γ(1+v)q/T
1− e−γ(1−v)q/T
)
|〈Ψprel |r|ψnl〉|2
∣∣∣
q=|Enl|+ (prel)
2
M
(4.123)
Ainel,q =
8α2s
9pi2
∫
p1 dp1 dc1nF (γ(1 + vc1)p1)
∫
p2 dc2 dφ2
[
1− nF (γ(1 + vc2)p2)
]
p1p2(1 + s1s2 cosφ2 + c1c2)
p21 + p
2
2 − 2p1p2(s1s2 cosφ2 + c1c2)
|〈Ψprel |r|ψnl〉|2 (4.124)
Ainel,g =
α2s
3pi2
∫
q1 dq1 dc1nB(γ(1 + vc1)q1)
∫
q2 dc2 dφ2
[
1 + nB(γ(1 + vc2)q2)
]
(q1 + q2)
2(1 + s1s2 cosφ2 + c1c2)
q21 + q
2
2 − 2q1q2(s1s2 cosφ2 + c1c2)
|〈Ψprel |r|ψnl〉|2 , (4.125)
where the A’s are taken from the recombination rate defined in expressions (4.82), (4.85)
and (4.88). v is the velocity of a bb¯ pair relative to the QGP box and γ = 1/
√
1− v2. The
relative momentum prel between the bb¯ pair is calculated in rest frame of their c.m. motion,
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as in Eq. (4.73). The distribution functions of the bottom and antibottom quarks are
fb(xb,pb, t) =
Nb
L3
fB(pb) (4.126)
fb¯(xb¯,pb¯, t) =
Nb¯
L3
fB(pb¯) . (4.127)
We will use the Monte Carlo method to numerically integrate the expression, using the
package “Vegas”.
On the other hand, we can estimate the average recombination rate in the Monte Carlo
simulation. For each bottom quark inside the box, we search for b¯ within a radius equal
to R = 5aB. For each b¯ within, our numerical implementation can give the recombination
rate of this bb¯ pair. If we sum the rate over all b¯’s that are within the search radius, we get
the recombination rate of that specific bottom quark. If we average over all bottom quarks,
we obtain the average recombination rate of bottom quarks. We sample 30000 events to
estimate the average recombination rate of bottom quarks. The comparison between the
numerical simulation and the analytic expression (4.122) computed using the Monte Carlo
integration method for different recombination channels is shown in Fig. 4.10. The band in
the analytic expression is due to the statistical uncertainty when we numerically integrate
the expression. The statistical uncertainty is also shown for the Monte Carlo simulations.
4.3.3 Interplay between Dissociation and Recombination
Finally we test the interplay between the dissociation and recombination. We will sample
events in several different cases:
1. We sample a certain number of bottom and antibottom quarks and no Υ(1S) states.
Their positions are randomly sampled inside the box while their momenta are sampled
from the Boltzmann thermal distribution. We turn off the transport of open heavy
flavors.
2. We sample a certain number of bottom and antibottom quarks and no Υ(1S) states.
Their positions are randomly sampled inside the box while their momenta are sampled
170
100 200 300 400 500
T (MeV)
0.050
0.055
0.060
〈Γ
r 1S
〉(M
eV
)
MC integration
Simulation
(a) Gluon radiation.
100 200 300 400 500
T (MeV)
0.02
0.04
0.06
〈Γ
r 1S
〉(M
eV
)
MC integration
Simulation
(b) Inelastic scattering with light quarks.
100 200 300 400 500
T (MeV)
0.05
0.10
0.15
〈Γ
r 1S
〉(M
eV
)
MC integration
Simulation
(c) Inelastic scattering with gluons.
Figure 4.10: Comparison between the numerical simulation and the analytic ex-
pression (4.122) computed using the Monte Carlo integration method for different
recombination channels.
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from a uniform distribution
funiform(p) = const. if 0 ≤ px, py, pz ≤ Pmax . (4.128)
We turn off the transport of open heavy flavors so that the momentum spectra of
open bottom and antibottom quarks will not thermalize.
3. The same as in case 2 except that we turn on the transport of open heavy flavors so
that the momentum spectra of open bottom and antibottom quarks will thermalize
eventually.
4. We sample a certain number of Υ(1S) states and no bottom and antibottom quarks.
Their positions are randomly sampled inside the box while their momenta are sampled
from a uniform distribution (4.128). We turn on the transport of open heavy flavors.
We will simulate Nevent = 10000 events in each case. In each event simulation, we keep
track of how the hidden bottom flavor percentage changes with time. The hidden bottom
flavor percentage is defined as
Nb,hidden
Nb,tot
=
NΥ(1S)
Nb +NΥ(1S)
. (4.129)
The total number of bottom flavor Nb,tot is equal to the sum of the number of open bottom
quarks and the number of Υ(1S), because Υ(1S) contains one bottom flavor and one
antibottom flavor. We will compare the simulation results with the hidden bottom flavor
percentage at thermal equilibrium. At equilibrium
N eqi = giV
∫
d3p
(2pi)3
λie
−Ei(p)/T , (4.130)
with V is the volume of the QGP box. Relativistically Ei(p) =
√
M2i + p
2 and nonrela-
tivistically Mi +
p2
2Mi
for i = b, b¯ or Υ(1S). The degeneracy factors are gb = gb¯ = 6 for spin
and color and gΥ(1S) = 3 (because the hyperfine splitting between ηb and Υ(1S) has been
considered in the recombination rate, see the definition of g+). The fugacities are related
by λΥ = λbλb¯ = λ
2
b and solved from N
eq
b +N
eq
Υ = Nb,tot. Once we determine the fugacities,
we can compute the hidden bottom flavor percentage at equilibrium.
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Figure 4.11: Comparison of the hidden bottom flavor percentage calculated via the
numerical simulation in case 1 and that at equilibrium.
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Figure 4.12: Hidden bottom flavor percentage calculated via the numerical simula-
tion in case 2 and 3.
The simulation results of the hidden bottom flavor percentage in case 1 and the compar-
ison with that at thermal equilibrium are shown in Fig. 4.11. We show the results for four
different scenarios: only gluon absorption and radiation turned, only inelastic scattering
with light quarks turned on, only inelastic scattering with gluons turned on and all three
processes turned on. We can see from the plots that the interplay between dissociation
and recombination drives the system to detailed balance. At detailed balance, the number
of quarkonia dissociating in a time step is equal to the number of quarkonia generated
from recombination. We see that the detailed balance can be reached via each scattering
process. At detailed balance, the hidden bottom flavor percentage agrees with that at ther-
mal equilibrium, as expected because the initial momenta of all the particles are sampled
from a thermal distribution. The agreement is achieved when we use the nonrelativistic
dispersion relation in Eq. (4.130). This is because the scattering amplitudes are calculated
in a nonrelativistic theory. The energy-momentum conservation in the calculation has the
nonrelativistic dispersion relation.
The simulation results of the hidden bottom flavor percentage in case 2 and 3 are shown
in Fig. 4.12. In these cases, the initial momenta of the open bottom and antibottom quarks
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Figure 4.13: Hidden bottom flavor percentage calculated via the numerical simula-
tion in case 4.
are not thermal. They are sampled from a uniform distribution. The system can still reach
detailed balance. The hidden bottom flavor percentage in case 2 differs from that at thermal
equilibrium. This is because in case 2, we turn off the transport of open heavy flavors. As
a result, the initial uniform momentum distribution will not be thermalized during the
evolution. On the contrary, in case 3, we turn on the transport of open heavy flavors,
which can thermalize the spectra of open heavy flavors. Consequently, the hidden bottom
flavor percentage at detailed balance in case 3 agrees with that at thermal equilibrium.
From this comparison we learn that the interplay between dissociation and recombination
only drives the system to chemical equilibrium. The kinetic equilibrium is only achieved via
interactions between the open heavy flavors and the medium. At the order of expansions
we are working currently, interactions between quarkonium and the medium that can drive
the kinetic thermalization of quarkonium do not occur.
Finally the simulation results of the hidden bottom flavor percentage in case 4 are
shown in Fig. 4.13. We show the results for two different initial Υ(1S) numbers. Both
can reach the detailed balance at thermal equilibrium. The thermalization process is as
follows: in the early stage, the dominant process is the dissociation of Υ(1S). After the
dissociation, the unbound b and b¯ can thermalize by interacting with the medium. As
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more Υ(1S)’s dissociate, there are more unbound bb¯ pairs and recombination starts to be
manifest. When the number of dissociating Υ(1S) equals the number of recombining Υ(1S),
the system dynamically reaches the detailed balance and thermal equilibrium.
We can understand the reason why the system reaches detailed balance from the per-
spective of random matrix theory or eigenstate thermalization hypothesis. The interaction
between the bound singlet and the unbound octet in pNRQCD is given by
Tr(S†gr ·EO) + h.c. , (4.131)
where the chromo-electric field E comes from the medium and obeys some distribution.
When computing the dissociation and recombination rates, we take average over the medium
configurations. This introduces randomness in the interaction part of the theory, which
drives the system to thermalization. Our numerical implementation demonstrates this.
In this section, we tested our numerical implementation of the coupled Boltzmann
transport equations. We demonstrated how the system dynamically reaches detailed bal-
ance and thermal equilibrium. Now we are ready to study quarkonium production in heavy
ion collisions.
4.4 Bottomonium in Heavy Ion Collisions
To study bottomonium production in heavy ion collisions, we need to study the evolution
of bb¯ pairs inside the QGP produced in the collisions. The dynamical evolution is described
by the coupled Boltzmann equations. To solve the transport equations, we need an initial
condition and a description of the medium.
4.4.1 Initial Conditions
The initial momentum distributions of open bottom (antibottom) quarks and bottomonium
are generated from the event generator Pythia [154]. The cross section of each process is
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calculated in the framework of collinear factorization in Pythia. For a particle species A,
the inclusive cross section in proton-proton collision is given by
dσp+p→A+X =
∑
i,j
∫ 1
0
dxi
∫ 1
0
dxjfi(xi, Q
2)fj(xj , Q
2) dσi+j→A+X . (4.132)
In the collinear factorization formula (4.132), i and j indicate partons which can be either
quarks or gluons. fi(xi, Q
2) is the parton distribution function (PDF) of the parton species i
inside the proton at the scale Q2. dσi+j→A+X is the differential cross section of the partonic
process i + j → A + X. For open bottom quarks, the partonic process i + j → b + X can
be calculated in QCD perturbation. For a bottomonium state H, the cross section of the
process i+ j → H +X is calculated in the framework of NRQCD factorization in Pythia.
The NRQCD factorization was explained in Chapter 1, which states that the cross section
factorizes into a short-distance part of producing a bb¯ pair in certain quantum numbers and
a long-distance part in which the bb¯ pair forms the bottomonium H. Mathematically
dσi+j→H+X =
∑
n
dσi+j→(bb¯)n+X〈0|OHn |0〉 , (4.133)
where n indicates the quantum numbers (color, spin, orbital angular momentum) of the
four-fermion operators On introduced in Chapter 1.
For heavy ion collisions, we assume the collinear factorization (4.132) and the NRQCD
factorization (4.133) are still valid for the calculation of bottom quark and quarkonium
production in each initial nucleon-nucleon binary collision. The only difference is the PDF.
The PDF of a nucleon inside a nuclei is generally different from that of a proton. So
we need to use the nuclear PDF in the factorization formula. The nuclear PDF can be
studied and fitted by using measurements in proton-nucleus collisions. We will apply the
parametrization EPS09 [155] to Pythia. The initial production suppression due to the
cold nuclear matter effect is accounted by the nuclear PDF.
The number of particles of a certain species i produced in all the initial nucleon-nucleon
binary collisions of one heavy ion collision is given by
Ni = σ
n+n→i+XTAA(b) , (4.134)
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where TAA(b) is the nuclear overlap function of the A-A collision at the impact parameter
b, defined in Eq. (1.9). We will use the binary collision model TRENTo [156] to calculate
TAA(b) in each centrality class.
The TRENTo model can also calculate the density distribution ρAA(b, r) of the nuclear
overlap function in the transverse plane, perpendicular to the beam axis. According to
Eq. (1.9), it is given by
ρAA(b, r) = TA(r)TA(b− r) . (4.135)
ρAA(b, r) gives the density of nucleon-nucleon binary collisions in the transverse plane.
We can treat each nucleon-nucleon binary collision as a proton-proton collision with a
nuclear PDF effectively. So we can sample the positions of the produced bottom quarks
and bottomonia based on the density ρAA(b, r).
So now we have a method to sample both the position and the momentum of each
particle produced in the initial binary collisions. We assume they are produced at time
t = 0 in the laboratory frame.
4.4.2 Medium Description
The medium background is given by a boost-invariant viscous hydrodynamic simulation.
We will use the simulation package VISHNU [157,158]. The initial condition of the hydrody-
namics, i.e., the initial averaged entropy density, can be calculated in the TRENTo model.
With given initial conditions, the simulation package numerically solves the hydrodynamic
equation
∂µT
µν = 0 (4.136)
with the energy-momentum tensor
Tµν = euµuν − (p+ Π)(gµν − uµuν) + piµν (4.137)
Π = −ζ∇ · u (4.138)
piµν = 2η∇〈µuν〉 . (4.139)
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Here e and p are the local energy density and pressure, and uµ is the local four-velocity of
the QGP. Π is the bulk stress with the bulk viscosity ζ, and piµν is the shear stress tensor
with the shear viscosity η. Here the angle bracket means traceless symmetrization.
We will conduct a large number of hydrodynamic simulations at each collision energy
and impact parameter, and obtain the event-averaged QGP profile at each collision energy
and impact parameter. The event-averaged QGP profile contains information such as the
space-time dependence of the QGP temperature and hydro-cell velocity. We will use the
information to calculate the scattering rate of open bottom quarks, the dissociation and
the recombination rates of bottomonia at a given time step.
The parameters of the TRENTo model and the medium properties used in the hydro-
dynamic simulation have been calibrated with experimental observables (such as yields and
flow parameters v2) of light particles with small transverse momenta [21].
4.4.3 Results
We will focus on studying the production of Υ(1S) and Υ(2S) here. We include open bottom
and antibottom quarks, Υ(1S) and Υ(2S) in the coupled Boltzmann transport equations.
We set the bottom quark mass to be M = 4.65 GeV. We fix the coupling constant of the
dipole vertex of pNRQCD to be αs = 0.3 (since it is determined at the scale Mv ≈ 1.5
GeV). But we leave the coupling constant αpots in the potentials
Vs(r) = −CF α
pot
s
r
, Vo(r) =
1
2Nc
αpots
r
, (4.140)
as a parameter. Since we use Coulomb potentials here, solutions of Υ(nS) states in the
Schro¨rdinger equation exist at an arbitrary high temperature, which contradicts the cur-
rent understanding. So we include the melting temperature by hand. Since the initial
temperature of our hydrodynamic simulation is about ∼ 450 MeV, we will not assign a
melting temperature to the Υ(1S) state. But we will assign a melting parameter T2S to the
Υ(2S) state. Above T2S, no Υ(2S) state can be produced from recombination.
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We assume the QGP is formed at the co-moving time τ = 0.6 fm/c where τ =
√
t2 − z2
and t and z are observed in the laboratory frame. So we will start the simulation of the
coupled Boltzmann transport equations when τ = 0.6 fm/c. For the time period between
t = 0 and τ = 0.6 fm/c, we will assume all the bottom, antibottom quarks and bottomonia
produced at t = 0 are free streaming. Their momenta do not change during this time
period.
We will stop the simulation of transport equations when the local QGP temperature
drops to T = 154 MeV. We will assume no more dissociation and recombination in the
hadronic gas stage. But we include the feed-down process of Υ(2S) to Υ(1S). The branching
ratio of Υ(2S) to Υ(1S) in the hadronic gas stage is 0.26 [159].
After the event simulation, we can estimate the nuclear modification factor RAA. The
cold nuclear matter suppression factor is estimated by Pythia with a nuclear PDF. For the
2.76 TeV Pb-Pb and 5.02 TeV Pb-Pb collisions at LHC, the estimates give 0.87 and 0.85
respectively. For the 200 GeV Au-Au collisions at RHIC, the estimate given by Pythia
is around or even larger than 1 (anti-shadowing effect), which is inconsistent with the
measurements in p-Au collisions [160]. So we fix this by using the input of the experimental
measurements. We simply use R2pAu ≈ 0.72 [160] as the cold nuclear matter suppression
factor in Au-Au collisions.
We have two parameters in the calculation: the coupling constant in the potential
αpots and the melting temperature of Υ(2S) T2S. We will use the data at 2.76 TeV Pb-
Pb collision to fix these two parameters. We find αpots = 0.42 and T2S = 210 MeV can
well describe the data. The comparisons between our calculation and the data are shown
in Fig. 4.14. We compare RAA as functions of the centrality, the transverse momentum
pT and the rapidity y. The RAA(y) is flat. In our calculations, since we use a rapidity
independent cold nuclear matter suppression, the only rapidity dependence can come from
the in-medium evolution. We use a boost-invariant 2 + 1D hydrodynamics. So the medium
looks the same in any frame that is boosted along the beam axis. As a result, the in-
medium evolution is rapidity independent and we obtain a flat RAA(y), which agrees with
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the experimental data. This may also indicate that a boost-invariant medium is enough to
describe bottomonium production up to |y| = 2.4.
We use the same set of parameters αpots = 0.42 and T2S = 210 MeV to calculate RAA of
Υ(nS) in the 5.02 TeV Pb-Pb and 200 GeV Au-Au collisions. The results of our calculations
are shown in Figs. 4.15 and 4.16. For the 200 GeV Au-Au collisions, we only compare the
results with measurements of Υ(1S). Experimental results of Υ(2S) are not available since
Ref. [160] only reports RAA of Υ(2S) + Υ(3S). The good agreement indicates that our
theoretically well-justified description works reasonably in phenomenology. For the RAA of
Υ(nS) in 200 GeV Au-Au collisions, we also give predictions for the kinetic range covered
by the forthcoming sPHENIX detector, shown in Fig. 4.17. The rapidity range is |y| < 1
and the transverse momentum can be measured up to 15 GeV.
Finally, we estimate the azimuthal angular anisotropy parameter v2 of Υ(1S). The
prediction of v2 in the 5.02 TeV Pb-Pb collisions in the centrality range 10% − 60% and
in the rapidity range |y| < 2.4 is shown in Fig. 4.18. Here we decompose the v2 of Υ(1S)
into two parts: v2 of those Υ(1S) that are produced in the initial nucleon-nucleon binary
collisions and survive the in-medium evolution; and v2 of those Υ(1S) that are produced
from recombination. Besides the total v2, we also plot the contribution from those Υ(1S)
that are produced in the initial binary collision and survive the in-medium evolution (we
label this v2 contribution as “direct”).
An experimental measurement of v2 of Υ will be very interesting. We can use the v2
measurements to test different theoretical calculations and constrain the parameters. It
may be possible that the correct description of both RAA and v2 require including quantum
effect in the evolution that is beyond the semi-classical Boltzmann transport equation. As
more precision data become available with high statistics, an exciting era of theoretical and
phenomenological studies of quarkonium in-medium transport will come.
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0.5 1.0 1.5 2.0
y
0.0
0.2
0.4
0.6
0.8
1.0
R
A
A
1S, theory
1S, syst
1S, stat
2S, theory
2S, syst
2S, stat
(c) RAA as a function of rapidity in 0% −
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Figure 4.14: Results of RAA of Υ(nS) in 2.76 TeV Pb-Pb collisions in |y| < 2.4 and
the CMS measurements. Data are taken from Ref. [103].
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(a) RAA as a function of centrality.
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(b) RAA v.s. pT in 0%− 100% centrality.
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(c) RAA v.s. y in 0%− 100% centrality.
Figure 4.15: Results of RAA of Υ(nS) in 5.02 TeV Pb-Pb collisions in |y| < 2.4 and
the CMS measurements. Data are taken from Ref. [92]
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Figure 4.16: Results of RAA of Υ(nS) in 200 GeV Au-Au collisions in |y| < 0.5 and
the STAR measurements. Data are taken from Ref. [160]. The data points of Υ(2S)
are not available since Ref. [160] only reports RAA of Υ(2S) + Υ(3S).
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Figure 4.17: Predictions of RAA of Υ(nS) in 200 GeV Au-Au collisions for the
kinetic range (|y| < 1, 0 < pT < 15 GeV) covered by the sPHENIX detector.
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Figure 4.18: Predictions of v2 of Υ(1S) in 5.02 TeV Pb-Pb collisions in the centrality
range 10%− 60% and in the rapidity range |y| < 2.4.
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Chapter 5
Doubly Heavy Baryon Production in
Heavy Ion Collisions
5.1 Physical Motivation
Recently the LHCb Collaboration reported the observation of a doubly charmed baryon
carrying two units of positive charge, Ξ++cc , with a mass m(Ξcc) ≈ 3621 MeV [161], which
is consistent with a previous theoretical estimate [162]. Though it is still unclear why
the observed mass differs from the previous SELEX result [163], the existence of hadrons
with more than one heavy quark is now on a more solid ground. We will first explain the
structure of hadrons with multiple heavy quarks.
5.1.1 Multi-Heavy Hadrons
The quark model description of Ξ++cc is (ccu). The color and spin wave functions of these
three valence quarks are expected to be simpler than those of a proton (uud) or neutron
(udd) because of the large charm quark mass. A pair of two light quarks qq (we will call it
diquark from now on), can be in either a color anti-triplet or a color sextet. Two quarks in
the color anti-triplet (sextet) generally interact attractively (repulsively) with each other.
If the pair is in a color anti-triplet (sextet), the spin will be (anti-)parallel for a S-wave state
because the wave function has to be antisymmetric for identical fermions. Since the light
quark mass is small, the energy difference between the color anti-triplet and the sextet due
to the difference in the attractive and repulsive potential is probably on the same order as
the hyperfine structure splitting of different spins and the fine structure splitting of different
combinations of spins and orbital angular momenta. Therefore it is not easy to tell the
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quantum numbers of the light diquark in the ground state of (uud) or (udd). In reality,
the structure of the light diquark could be a mixture of both the color anti-triplet and
sextet. The quantum number structure is much simpler for the (QQq) ground state. Since
the heavy quark mass is large, the fine and hyperfine structure splittings are suppressed
relative to the energy difference between the anti-triplet and the sextet. Therefore, the
heavy diquark QQ inside the (QQq) ground state is probably in the anti-triplet state and
forms a bound state. For the ground state, we expect all the relative orbital angular
momenta to be S-wave. So the heavy diquark is a spin triplet. For a spin-12 (QQq) ground
state, the spin of the light quark will point to the opposite direction of the spin of the heavy
quarks.
Since the experimentally determined mass of Ξ++cc is below the threshold of one D meson
and one Λc baryon, the particle is stable under strong interactions and only decays weakly.
Experimental measurements rely on the reconstruction from decay products of Ξ++cc . The
decay properties of doubly heavy baryons have been intensely studied [162,164–173].
According to the heavy quark diquark symmetry, in the infinitely large mass limit, a
heavy diquark in the anti-triplet (QQ)3¯ can be thought of as a single heavy antiquark. In
this picture, a doubly heavy baryon can be thought of as a singly heavy meson. More
interestingly, a singly heavy baryon should have a corresponding partner, which is a doubly
heavy tetraquark (QQqq). The stability of heavy tetraquarks has been investigated previ-
ously in Ref. [174]. The bbu¯d¯ ground state with JP = 1+ is predicted to be stable [175–179].
An experimental confirmation of a stable bbu¯d¯ tetraquark will be exciting.
5.1.2 Ξ++cc in Heavy Ion Collisions
Here we consider the production of Ξ++cc in high energy heavy ion collisions and study the
hot medium effect on its production. Previous work was based on quark coalescence at
hadronization and assumed that heavy quarks are thermally distributed [180,181]. Here we
pursue out a more dynamical approach considering the formation of bound heavy diquarks
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within the QGP and the incomplete equilibration of the heavy quark spectrum.
In hadron-hadron collisions, it is difficult to produce a pair of heavy quarks in the
color anti-triplet at leading order in a fragmentation process. On the other hand, the
coalescence process involving two independently produced charm quarks is sensitive to
the relative momentum between the heavy quark pair. In proton-proton collisions, the
relative momentum is uncontrolled and likely large, suppressing the coalescence. Heavy ion
collisions have two advantages for Ξ++cc production: First, the rapidity density of charm
quarks produced in a single collision is higher. Second, the deconfined QGP medium
lasts roughly 10 fm/c, during which time the charm quarks can diffuse in the QGP via
interactions with light quarks and gluons. This is confirmed by recent measurements from
the STAR Collaboration, which shows that charm quarks participate in the collective flow
of the QGP [182]. As a result, the relative momentum of a charm quark pair can be on the
order of the QGP temperature. The coalescence probability into a charm diquark bound
state is thus enhanced if the temperature of the QGP is not too high.
After its formation the charm diquark also diffuses in the QGP because it carries color
charge. At the same time, the charm diquark may dissociate by absorbing a real or virtual
gluon. So the whole process is a dynamical in-medium evolution involving charm diquark
formation, diffusion and dissociation. This is similar to the in-medium evolution of heavy
quarkonium described in Chapters 3 and 4, except that the heavy diquark carries color while
quarkonium is color neutral. As a result, physical processes that change the momenta of
heavy diquarks must be included in the evolution. At the transition from the deconfined
QGP phase to the hadronic gas phase, the charm diquarks hadronize into doubly charmed
baryons by absorbing an up or down quark from the medium.
We will describe the in-medium dynamical evolution of charm quarks and diquarks by
generalizing the coupled Boltzmann equations that we have used in Chapter 4 to study the
bottomonium production.
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5.2 Coupled Boltzmann Transport Equations
The set of coupled Boltzmann transport equations for the charm quark and diquark distri-
bution functions f(x,p, t) is given by
(
∂
∂t
+ x˙ · ∇x)fc(x,p, t) = Cc − C+c + C−c
(
∂
∂t
+ x˙ · ∇x)fcc(x,p, t) = Ccc + C+cc − C−cc , (5.1)
where all the collision terms C, C± depend on x,p, t. Here we will focus on the ground
charm diquark state (cc)3¯(1S) because excited states are loosely bound and cannot survive
at high temperature. In the following, by charm diquark we mean the (cc)3¯(1S) state. The
collision terms Cc and Ccc describe their collisions with thermal constituents of the QGP.
These collisions will change the momenta of charm quarks and diquarks. For Ccc, we simply
treat the diquark as a single heavy quark. We will use the calculation and implementation
of Ref. [153] as in Chapter 4. The diquark gain term C+cc is from the combination of a charm
quark pair by gluon emission and the loss term C−cc is from dissociation by gluon absorption.
The formation and dissociation of diquarks also change the charm quark distribution func-
tion, which are represented by C±c , as in the case of quarkonium transport. The transport
equation of diquarks can be similarly derived from the formalism of open quantum system,
as done for quarkonium in Chapter 3. Here we will not repeat the derivation. We will focus
on calculating the combination and dissociation terms by using an EFT for heavy diquarks.
5.3 Potential NRQCD: Heavy Diquark
We will use a pNRQCD for the diquark sector [127, 183]. The EFT can be derived from
QCD under the hierarchy of scales M Mv Mv2 & T & mD where M = 1.3 GeV is the
charm quark mass, v ∼ 0.4 is the relative velocity of the cc pair inside the diquark, T is the
QGP temperature, and mD is the Debye mass. If T or mD scales as Mv, the Debye static
screening of the color attraction is so strong that no diquark bound states can be formed
inside the QGP. So the above hierarchy of scales is relevant to the diquark formation.
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The construction starts with two heavy quark fields of NRQCD ψi(x1, t)ψj(x2, t) where
i and j are color indexes. We want to map it onto two composite fields which depend on
the c.m. position R = x1 + x2 and the relative position r =
x1−x2
2 :
ψi(x1, t)ψj(x2, t) ∼ tlijT l(R, r, t) + σνijΣν(R, r, t) , (5.2)
where T l and Σν are the anti-triplet and sextet fields. The generators of the anti-triplet tl
and the sextet σν representations are given by
tlij =
1√
2
ijl (5.3)
σ111 = σ
4
22 = σ
6
33 = 1 σ
2
12 = σ
2
21 = σ
3
13 = σ
3
31 = σ
5
23 = σ
5
32 =
1√
2
. (5.4)
But we need to make sure that both sides of the mapping have the same gauge transfor-
mation properties. So we add Wilson lines
Ψij(x1,x2, t) ≡ ψi(x1, t)ψj(x2, t) (5.5)
Ψij(x1,x2, t) = Wii′(x1,R, t)Wjj′(x2,R, t)
[
tli′j′T
l(R, r, t) + σνi′j′Σ
ν(R, r, t)
]
(5.6)
Wij(y, z, t) =
(
exp
{
ig
∫ y
z
dr ·A(r, t)
})
ij
, (5.7)
where the gauge field is A = T aAa. The Lagrangian of the fields Ψij(x1,x2, t) can be
written down from the Lagrangian of NRQCD
L(x1,x2, t) = Tr
{
Ψ†(x1,x2, t)
(
iD0 +
D2x1
2M
+
D2x2
2M
+ · · ·
)
Ψ(x1,x2, t)
}
. (5.8)
Expanding Eq. (5.8) in terms of the coupling constant and the relative distance r, one can
show the Lagrangian of pNRQCD is given by
LpNRQCD(R, t) =
∫
d3rTr
{
T†(iD0 −HT )T + Σ†(iD0 −HΣ)Σ
+ T†r · gEΣ + Σ†r · gET
}
+ · · · , (5.9)
where higher order interaction terms in v2 and r are omitted. The Lagrangian of light
quarks and gluons is just QCD with momenta . Mv. The degrees of freedom are the
anti-triplet T(R, r, t) and sextet Σ(R, r, t). They are defined as
T = tlT l Σ = σνΣν . (5.10)
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The equations of motion of the anti-triplet and sextet are Schro¨dinger equations with
the Hamiltonians expanded in powers of 1/M or v2
HT,Σ = −D
2
R
4M
− ∇
2
r
M
+ V
(0)
T,Σ +
V
(1)
T,Σ
M
+
V
(2)
T,Σ
M2
+ · · · , (5.11)
where DR is the covariant derivative associated with the c.m. position. By the virial
theorem, −∇2r/M ∼ V (0)T,Σ. So the order of the relative kinetic term is accounted as leading
order ∼ Mv2. The c.m. kinetic term is suppressed because momenta ∼ Mv have been
integrated out in the construction and then DR  Mv as argued similarly in Chapter 1.
Higher-order terms of the potentials are also suppressed by v2 which include relativistic
corrections, spin-orbital and spin-spin interactions. We only work to the order v2 since
the charm quark mass is large. At this order, the Hamiltonians only contain the relative
kinetic term and V
(0)
T,Σ. The leading order potentials in the Lagrangian are given by Coulomb
interactions
V
(0)
T = −
2
3
αs
r
V
(0)
Σ =
1
3
αs
r
, (5.12)
which are approximately valid inside the QGP because the confining part is significantly
screened.
We will assume the medium is translationally invariant, as in the quarkonium case.
Then the interaction between the anti-triplet diquark and the medium can be decomposed
into two parts: a part that only changes the c.m. motion and leaves the bound state intact
and the other part that only modifies the relative motion and can destroy the bound state.
The decomposition is explicit in the pNRQCD Lagrangian by the multipole expansion. At
the order we are working, the c.m. motion part is fully described by the gauged kinetic
term of the anti-triplet field, in the same way as the interaction between the open heavy
quarks and the medium. Through the coupling of this term, the c.m. motion of a diquark
can change when it scatters with medium constituents, similar to the scattering between
open heavy quarks and the constituents (see Cc and Ccc in expression (5.1)). The change of
the relative motion is described by terms of at least linear order in r. For example, the anti-
triplet can interact with the sextet via a color dipole interaction where the chromoelectric
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Figure 5.1: Transition between a bound charm diquark in the anti-triplet and an
unbound charm quark pair in the sextet by absorbing or emitting an on-shell gluon.
Narrow double lines indicate the diquark while widely open double lines represent
the unbound pair.
field is given by
E = T aEa , (5.13)
and T a is the generator of the fundamental representation.
At leading order in r, the transition between unbound charm quark pairs and bound
diquarks can only occur between an unbound sextet and a bound anti-triplet. The Feyn-
man diagram of the transition via gluon absorption or emission is shown in Fig. 5.1. For
simplicity, we only consider the interaction with on-shell gluons in the QGP. Transitions
caused by virtual gluons (inelastic scattering with medium constitutes) are at next order
in αs and neglected here. They can be easily included as in Chapter 3. The scattering
amplitude in Coulomb gauge is given by
T νlaλ = (2pi)4δ3(k1 + q − k2)δ(E1S + q −
p2rel
M
)Mνlaλ (5.14)
Mνlaλ = −igqTr(σνT atl)(∗λ)i〈Ψprel |ri|ψ1S〉 , (5.15)
where k1,2 are the c.m. momenta, prel is the relative momentum between the unbound
quark pair and q = |q| is the gluon energy. In the matrix element, |ψ1S〉 is the hydrogen-
like 1S wave function for the bound diquark in the anti-triplet, and |Ψprel〉 is the Coulomb
wave function for the unbound sextet. The dipole matrix element 〈Ψprel |ri|ψ1S〉 has been
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calculated in Chapter 3. The 1S binding energy is given by E1S = −α2sM/9. According
to the power counting explained above, the c.m. kinetic energies have been neglected.
Throughout this section we will set αs = g
2/(4pi) = 0.4.
To calculate rates, we need to average and sum over certain quantum numbers. For
convenience, we define
|M|2 ≡
8∑
a=1
3∑
l=1
6∑
ν=1
∑
λ=±
|Mνlaλ |2 = 2g2q2|〈Ψprel |r|ψ1S〉|2 . (5.16)
Most calculations are the same as in the quarkonium case. We will explain the summations
over the color indexes here
8∑
a=1
3∑
l=1
6∑
ν=1
|σνkmT amntlnk|2 =
8∑
a=1
3∑
l=1
6∑
σ=1
(
σνkmT
a
mnt
l
nk
)(
σν∗k′m′T
a∗
m′n′t
l∗
n′k′
)
=
6∑
ν=1
σνkmσ
ν
k′m′
( 3∑
l=1
tlnkt
l
n′k′
)( 8∑
a=1
T amnT
a
n′m′
)
=
6∑
ν=1
σνkmσ
ν
k′m′
( 3∑
l=1
1
2
lnkln′k′
)(1
2
δmm′δnn′ − 1
6
δmnδm′n′
)
=
6∑
ν=1
σνkmσ
ν
k′m′
1
2
(
δnn′δkk′ − δnk′δn′k
)(1
2
δmm′δnn′ − 1
6
δmnδm′n′
)
=
6∑
ν=1
[(1
2
− 1
12
)
σνmnσ
ν
mn +
1
12
σνmnσ
ν
nm
]
=
6∑
ν=1
1
2
σνmnσ
ν
mn =
1
2
× 6 = 3 ,
where we have used
(T a)∗ij = T
a
ji (5.17)
σνmn = σ
ν
nm (5.18)
σνmnσ
ν′
mn = δ
νν′ . (5.19)
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To write out the dissociation and combination rates out explicitly, we first define
F+ ≡ 1
2
g+
∫
d3p1
(2pi)3
d3p2
(2pi)3
d3k1
(2pi)3
d3q
(2pi)32q
(
1 + nB(q)
)
fc(x,p1, t)fc(x,p2, t)
(2pi)4δ3(k1 + q − k2)δ(E1S + q − p
2
rel
M
)|M|2 (5.20)
F− ≡ 1
2
g−
∫
d3k1
(2pi)3
d3k2
(2pi)3
d3prel
(2pi)3
d3q
(2pi)32q
nB(q)fcc(x,k1, t)
(2pi)4δ3(k1 + q − k2)δ(E1S + q − p
2
rel
M
)|M|2 , (5.21)
where prel and k2 are the relative and c.m. momenta of the unbound charm quark pair
with momenta p1 and p2. The pre-factor
1
2 avoids double counting in the phase space of
two charm quarks. The g-factors are given by
g+ =
2J + 1
(2S + 1)2
d6
N2c
1
d6
=
1
12
(5.22)
g− =
1
d3¯
=
1
3
, (5.23)
where J = 1 is the diquark spin, S = 12 is the heavy quark spin, d6 = 6 is the sextet
multiplicity and d3¯ = 3 is the anti-triplet multiplicity. For the formation process, one needs
to average over the initial sextet multiplicity and only a fraction d6/N
2
c of unbound charm
quark pairs are in the sextet, which can form a diquark by radiating out a gluon at the
order of r. The formed 1S diquark is a color anti-triplet and thus has to be in the spin
triplet because of the antisymmetric nature of fermions. So another spin factor 2J+1
(2S+1)2
= 34
is inserted. For the dissociation process, one needs to average over the initial anti-triplet
multiplicity. The phase space measure is relativistic for gluons and nonrelativistic for charm
quarks and diquarks, which is consistent with our field definitions. Formation from unbound
anti-triplet pairs only happens at higher orders in r and v2.
The gain and loss collision terms in the Boltzmann transport equations can be written
as
C±c =
δF±
δp1
∣∣∣∣
p1=p
+
δF±
δp2
∣∣∣∣
p2=p
(5.24)
C±cc =
δF±
δk1
∣∣∣∣
k1=p
, (5.25)
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where the “δ−derivative” symbol has been defined in Eq. (3.96) in Chapter 3.
The rate of charm quarks combining Γf and the dissociation rate of a diquark Γd can
be defined as
C+c ≡ Γf (x,p, t)fc(x,p, t) (5.26)
C−cc ≡ Γd(x,p, t)fcc(x,p, t) . (5.27)
The scattering amplitude and the rate are calculated in the rest frame of the diquark
for dissociation and that of the unbound quark pair for formation, where the pNRQCD is
valid. When the diquark or the unbound pair moves relatively to the medium, the Bose
distribution of medium gluons nB(q) needs to be boosted into the rest frames, respectively,
as demonstrated in Chapter 4. The two frames are not equivalent but since the gluon
energy is small compared to M (T M), the difference is suppressed by T/M .
5.4 Estimate of Production Rate
We will solve the coupled Boltzmann equations in Monte Carlo methods, as explained in
Chapter 4 in detail. Before we show phenomenological results, we will show some test
studies. As explained in Chapter 4, we will test the evolution of the system consisting of
charm quarks and diquarks inside a QGP box with a side length L = 10 fm and a constant
temperature. We sample Nc,tot = Nc¯,tot = 30 charm and anti-charm quarks initially. Their
momenta are sampled from the Boltzmann distribution (4.121) and their positions are
sampled randomly inside the QGP box. We keep track of the diquark percentage defined
by
Nc,diquark
Nc,tot
=
Nc,diquark
Nc,open +Nc,diquark
, (5.28)
and compare it with the quantity at thermal equilibrium. The diquark percentage at
thermal equilibrium can be calculated by using Eq (4.130). The fugacities are related by
λ2c = λcc and can be solved from the number conservation: N
eq
c +2N
eq
cc = Nc,tot. The results
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and the comparison are shown in Fig. 5.2. We see that the interplay between combination
and dissociation can drive the system to a detailed balance, as in the quarkonium case.
If the momentum spectrum is thermal, the diquark percentage at detailed balance is the
same as that in thermal equilibrium. The simulation result of the diquark percentage agrees
better with the equilibrium property with a nonrelativistic dispersion relation because the
energy-momentum conservation in the pNRQCD scattering amplitude is nonrelativistic.
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Figure 5.2: Simulation results on the diquark percentage compared with that at
thermal equilibrium.
Next we move on to study the production in real collisions. We will assume only
open charm quarks are produced in the initial hard binary collisions. No charm diquarks
are produced in the beginning. The initial transverse momentum and rapidity distribution
from the hard scattering is calculated from FONLL [184] with the nuclear PDF EPS09 [155],
as in our study on bottomonium production in Chapter 4. The FONLL calculation is done
with the renormalization and factorization scale mT =
√
M2 + p2T . The number of charm
quarks produced in one collision event is determined by σp+p→c+XTAA, the product of the
cross section σ per binary collision calculated in FONLL, and the nuclear thickness function
TAA calculated from binary collision models. Here we will focus on collisions with 0− 10%
centrality, which corresponds to impact parameters from 0 to 5 fm roughly and TAA ≈ 23
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mb [89].
The initial position of the charm quark produced is sampled using the TRENTo model,
as in our study on bottomonium production in Chapter 4. The charm quark production is
a short-distance process due to its large mass, implying that its initial position is roughly
the same as the location where the two parent nucleons scatter.
The medium we will use is provided by the 2 + 1 dimensional viscous hydrodynamic
simulation VISHNU, as in Chapter 4. With the initial condition and hydrodynamical back-
ground given, we solve the transport equations by test particles Monte Carlo simulations.
The hydrodynamic medium is assumed to be formed at the co-moving time τ = 0.6 fm/c
where τ =
√
t2 − z2 and t and z are observed in the laboratory frame. Before this, we
assume the charm quarks are just free-streaming without interactions. After τ = 0.6 fm/c,
we consider three types of processes at each time step ∆t = 0.04 fm/c in the laboratory
frame: momentum change of open charm quarks and diquarks, formation and dissociation
of charm diquarks.
First, for each charm quark and diquark, we determine their thermal scattering rate
with medium constituents. The product of the rate and time step ∆t gives the scattering
probability. Then we use random numbers to determine whether a certain process occurs. If
so, we sample the momenta of the incoming medium constituent from a thermal distribution
and obtain the momenta of outgoing particles by energy-momentum conservation. Finally,
we update both particles’ momenta and positions after one time step.
Second, for each diquark, we calculate its dissociation rate and probability within a time
step as above. If the diquark is determined to dissociate, we replace it by two unbound
charm quarks whose momenta are determined from energy-momentum conservation and
whose positions are given by that of the diquark just before the dissociation. Here we just
briefly explain the implementation of each process. Detailed descriptions have been given
in Chapter 4.
Finally, for each charm quark with position yi and momentum p˜i, whose neighboring
charm quarks have positions yj and momenta p˜j , we need to determine the diquark for-
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mation rate by using expressions (5.20), (5.24), (5.26). We will replace the product of two
delta functions in positions by the product of a Gaussian function in the relative position
and a delta function in the c.m. position, as done in Chapter 4. The width of the Gaussian
function is chosen as the diquark Bohr radius aB = αsM/3. This ensures that the com-
bination rate for a widely separated charm quark pair vanishes. The product of the local
distributions in (5.20) is thus replaced with
fc(x,p1, t)fc(x,p2, t)→∑
i,j
e−(yi−yj)
2/2a2B
(2pia2B)
3/2
δ3
(
x− yi + yj
2
)
δ3(p1 − p˜i)δ3(p2 − p˜j) , (5.29)
where the sum runs over all unbound charm quark pairs. For each charm quark i, the
diquark formation rate in expression (5.26) involves a sum over j. If a diquark is formed,
we replace the unbound charm quark pair by a diquark whose momentum is determined
by momentum conservation and whose position is given by the c.m. position of the quark
pair as indicated in (5.29).
When particles reach the hadronization hypersurface determined by the local transition
temperature Tc ≈ 154 MeV, each diquark combines with a thermal up or down quark to
form a doubly charmed baryon. Here we use a simple hadronization model: a massless up
or down quark is sampled from a Fermi-Dirac distribution with the temperature Tc, and
its momentum is added to the diquark momentum to determine the baryon momentum.
The baryon energy is fixed by the momentum and vacuum mass m(Ξcc). We assume all
diquarks end up as the ground Ξcc states because excited states decay to the ground state
much faster than the weak decay of the ground state [172, 173]. In this way, roughly half
the diquarks end up as Ξ++cc . A more realistic hadronization model would include the effect
of the baryon wave function on the coalescence probability.
We have simulated 40,000 nuclear collision events. In each event, the initial charm
quark momentum is sampled over the range pT ∈ [0, 30] GeV and y ∈ [−8, 8]. At the end
of each calculation, we accept Ξ++cc in the kinematic range pT ∈ [0, 5] GeV and y ∈ [−1, 1].
The pT spectra integrated over this rapidity range are shown in Fig. 5.3. The yield within
this kinematic range is N(Ξ++cc ) ≈ 0.02 per collision.
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Figure 5.3: pT spectra of emitted Ξ
++
cc integrated over the rapidity window −1 ≤
y ≤ 1. The normalization is arbitrary.
So far, we have assumed that the diquark can be formed at any temperature. This
cannot be true due to the Debye screening of the attractive color force inside the QGP. To
understand the influence of Debye screening on Ξ++cc production, we repeat the calculation
but assume a melting temperature Tcc(1S) = 250 MeV above which the charm diquark
cannot be formed inside the QGP. The yield in the same kinematic range is then reduced
to N(Ξ++cc ) ≈ 0.0125 per collision.
The calculation can be extended to the production of other doubly heavy baryons,
such as Ξbb and Ξbc, and doubly heavy tetraquarks. For Ξbb, the only difference is that
fewer bottom quarks are produced than charm quarks. This implies that the probability of
having two bottom quarks come close and form a bottom diquark is much smaller. Thus,
one expects a correspondingly smaller yield of Ξbb. For Ξbc, there exist extra dipole terms
in the pNRQCD Lagrangian for transitions among anti-triplets (or sextets) [183], which
means that an unbound pair of bottom and charm quarks in the color anti-triplet can form
a bound bc diquark via a dipole transition.
For tetraquarks, the in-medium evolution of heavy quarks and diquarks proceeds in the
same way, but the anti-triplet diquark hadronizes by coalescing with two light antiquarks.
This process is analogous to the formation of an antibaryon containing a single heavy
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antiquark, while the formation of a doubly heavy baryon is analogous to the creation of
a heavy meson. Heavy baryon (Λc) emission is known to be enhanced relative to heavy
meson (D0) emission in relativistic heavy ion collisions [185] as a consequence of quark
recombination from the thermal quark-gluon plasma [186], compared with proton-proton
collisions. A similar enhancement of the production of doubly heavy tetraquarks, relative
to the production of doubly heavy (anti-)baryons, can be expected. The measured ratio
Λc/D
0 ≈ 1 in Au+Au collisions at RHIC suggests that the yield of doubly heavy baryons
and tetraquarks should also be approximately equal.
5.5 Free Energy of Heavy Diquark
The melting temperature of heavy diquarks can be studied from their free energies, in a
similar way as quarkonia melting temperatures [187]. The free energy of a heavy quark
pair could be studied on a lattice by calculating the correlations of two Polyakov loops
at different lattice locations, where each Polyakov loop corresponds to a static thermal
heavy quark [37]. The free energy projected onto the color anti-triplet state can be used to
study the binding energies and spectral functions of diquarks, from which one can obtain
the melting temperature. The projections onto the anti-triplet and sextet states were first
studied in Ref. [188]. In this section, we explain how to project onto the anti-triplet in
a gauge invariant but path dependent way. We also show that under a weak coupling
expansion, the free energy of a pair of heavy quarks in the anti-triplet is the sum of the free
energies of two individual heavy quarks and their attractive potential energy. A previous
gauge dependent lattice study can be found in Ref. [189].
The anti-triplet and sextet states of a heavy quark pair at different lattice locations can
be defined as
|QQ3¯(0, r, τ)〉l ≡
1√
2
iklψ
†
i (0, τ)ψ
†
j(r, τ)W
†
jk((0, τ), (r, τ))|s〉 (5.30)
|QQ6(0, r, τ)〉ν ≡ σνikψ†i (0, τ)ψ†j(r, τ)W †jk((0, τ), (r, τ))|s〉 , (5.31)
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where τ is the Euclidean time and |s〉 can be any state with no heavy quarks. The symbol
σνik is defined in the expression (5.4) and satisfies σ
ν
ikσ
ν
i′k′ = (δii′δkk′ + δik′δi′k)/2. The
symbol W (y, z) denotes a Wilson line from lattice site z to site y. The definitions depend
on the spatial path of the Wilson line. The heavy quark annihilation ψ and creation ψ†
operators satisfy the anti-commutation relation on the lattice
{ψi(r, τ), ψ†j(r′, τ)} = δrr′δij . (5.32)
The free energy of a heavy quark pair in the anti-triplet can be defined as
e−FQQ3¯ (r)/T =
1
Nc
∑
|s〉
〈QQ3¯(0, r, 0)|le−βH |QQ3¯(0, r, 0)〉l
=
1
2Nc
i′k′likl
∑
|s〉
〈s|Wk′j′((0, 0), (r, 0))ψj′(r, 0)ψi′(0, 0)
e−βHψ†i (0, 0)ψ
†
j(r, 0)W
†
jk((0, 0), (r, 0))|s〉
=
1
6
(δii′δkk′ − δik′δi′k)
∑
|s〉
〈s|e−βHWk′j′((0, β), (r, β))
ψj′(r, β)ψi′(0, β)ψ
†
i (0, 0)ψ
†
j(r, 0)W
†
jk((0, 0), (r, 0))|s〉 . (5.33)
In the static heavy quark limit,
ψi(r, β) = T (eig
∫ β
0 dτA0(r,τ))ijψj(r, 0) ≡ L(r)ijψj(r, 0) , (5.34)
where T is the time ordering operator. The starting and ending points of the Wilson line
along the Euclidean time direction are the same due to the periodicity of gauge fields at finite
temperature and is denoted as the Polyakov line L(r). Then using the anti-commutation
relation of heavy quark operators it can be shown
e−FQQ3¯ (r)/T =
1
6
〈TrL(0)TrL(r)〉T
−1
6
〈Tr[W ((0, β), (r, β))L(r)W †((0, 0), (r, 0))L(0)]〉T , (5.35)
where 〈Oˆ〉T ≡
∑
|s〉〈s|e−βHOˆ|s〉 and TrL is the Polyakov loop. Both the correlation terms
in the above expression are gauge invariant because of the cyclic property of the trace and
the periodicity of gauge fields. Schematic diagrams for the two correlation terms are shown
in Fig. 5.4.
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In a similar way, the sextet free energy can be defined as
e−FQQ6 (r)/T =
1
6
∑
|s〉
〈QQ6(0, r, 0)|νe−βH |QQ6(0, r, 0)〉ν
=
1
12
〈TrL(0)TrL(r)〉T
+
1
12
〈Tr[W ((0, β), (r, β))L(r)W †((0, 0), (r, 0))L(0)]〉T , (5.36)
which is also gauge invariant. Both definitions depend on the spatial paths of the Wilson
lines.
Under a weak coupling expansion in powers of g, we obtain in the static gauge A˙0 = 0
(where A0 is a constant matrix)
e−FQQ3¯ (r)/T = 1 +
g2β2
12
δab〈Aa0(r)Ab0(0)〉T −
g2β2
12
δab〈Aa0(0)Ab0(0)〉T
−g
2β2
12
δab〈Aa0(r)Ab0(r)〉T +O(g3) . (5.37)
The last two terms are independent of the positions and are just the free energies of two
individual heavy quarks at order g2. The free energy of a single heavy quark can be
calculated from
e−FQ/T =
1
3
〈TrL〉T . (5.38)
Therefore,
FQQ3¯(r) = 2FQ −
g2β
12
δab〈Aa0(r)Ab0(0)〉T +O(g3) . (5.39)
In the static gauge and under the hard thermal loop approximation
〈Aa0(r)Ab0(0)〉T = T
∑
n
∫
d3q
(2pi)3
eiq·r
q2 +m2D
δn0δ
ab = Tδab
1
4pir
e−mDr . (5.40)
So finally,
FQQ3¯(r) = 2FQ −
2
3
g2
4pir
e−mDr +O(g3) . (5.41)
The free energy of an anti-triplet heavy quark pair is the sum of the free energies of two
individual heavy quarks and their color attractive potential energy.
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In a similar way,
FQQ6(r) = 2FQ +
1
3
g2
4pir
e−mDr +O(g3) . (5.42)
The free energy of a sextet is the sum of the free energies of two individual heavy quarks
and their color repulsive potential energy. Though up to order g2 the anti-triplet and sextet
free energies are independent of the Wilson line paths in the definition, they are generally
dependent on the paths beyond the order g2 [190].
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⌧ = 0
⌧ =  
⌧ = 2 
r = 0 r
(a) 〈TrL(0)TrL(r)〉T .
⌧ = 0
⌧ =  
⌧ = 2 
r = 0 r
(b) 〈Tr[WL(r)W †L(0)]〉T .
Figure 5.4: Schematic diagrams for the correlation terms in exp(−FQQ3¯(r)/T ). The
sub-plots (a) and (b) correspond to the first and second terms separately. The three
black dashed lines label the same Euclidean time due to the periodicity at finite
temperature. The region from τ = β to τ = 2β is just a duplicate of the region from
τ = 0 to τ = β. In (a), the two blue arrows indicate the two Polyakov loops which
are located at r = 0 and r. In (b), the four red arrows indicate the trace in the
second term. It consists of a Polyakov line at r = 0, followed by a Wilson line from
r = 0 to r, then another Polyakov line at r and finally a Wilson line from r to r = 0.
Though straight lines are used to denote the Wilson lines, they can be any spatial
paths connecting the two ends. Due to the periodicity of gauge fields, the four red
arrows form a loop.
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Chapter 6
Conclusions
In this dissertation, we showed three studies of applying effective field theory to research
problems in nuclear physics.
We first applied pionless EFT and hard thermal loop effective field theory to study
the plasma screening effect on the α-α scattering at the 8Be resonance. Because of well-
separated scales in the α mass and the resonance energy, the EFT provides a systematic
description of the low-energy scattering between the α particles. The parameters of the EFT
satisfy a manifest power counting and can be fitted from the experimental data of the phase
shift. When the α particles scatter inside an e−e+γ plasma, the plasma screening effect will
modify the Coulomb repulsion between the α particles. The static screening effect induces
an effective Debye mass of the photon in propagators and suppresses the Coulomb repulsion.
The dynamical screening effect induces an imaginary part in the Coulomb potential, which
originates from the collisions between the α particles and the medium constituents. We
demonstrated that if only static screening is considered, the 8Be resonance becomes more
stable as the plasma temperature increases: the resonance energy is lowered and the width
shrinks. When mD & 0.3 MeV, the 8Be resonance becomes a bound state. When both the
static and dynamical screening effects are taken into account, the cross section observed
becomes broader and has a higher peak location as the plasma temperature increases. We
argued that it is extremely difficult to extract the formation of the 8Be bound state if we
only measure the asymptotic final states. The energy and momentum of the α particles
from the dissociation of the 8Be bound state change significantly when they travel through
the plasma.
Then we applied pNRQCD to study the quarkonium evolution inside a QGP under the
hierarchy of scales M  Mv  Mv2 & T & mD. We started from the open quantum
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system formalism and wrote down the Lindblad equation to describe the non-unitary and
time-irreversible evolution of the QQ¯ subsystem inside the QGP. Under a Wigner transform
and Markovian approximation, we showed that the Lindblad equation leads to a Boltzmann
transport equation. The Markovian approximation is a separation of time scales of the
thermal bath and the subsystem relaxation. It can be justified in our assumed separation
of scales. The key of the argument is that the interaction between the bound quarkonium
and the medium is a dipole interaction, which can be treated as a perturbation in our
assumed hierarchy of scales.
The Boltzmann equation has three kinds of collision terms: dissociation, recombination
and diffusion. We calculated the scattering amplitudes of dissociation and recombination
to the order g2r. We demonstrated that these amplitudes satisfy the Ward identity and
are gauge invariant. We also verified that the dipole interaction vertex does not run at
the one-loop level. The collinear singularity in the inelastic scattering processes (which
are at the order g2r) are cancelled by the interference terms of the amplitude of order gr
and its thermal loop corrections. The finite binding energy of the bound state serves as a
soft regulator in the inelastic scattering processes. We also computed the elastic scattering
amplitudes at the order g2r2 which contribute to the diffusion of quarkonium. We estimated
the diffusion coefficient of Υ(1S) and showed it is much smaller than that of open bottom
quarks because it is a process at r2. In our practical calculations, we work to the order r
and neglect the quarkonium diffusion.
The recombination term in the Boltzmann equation of quarkonium needs distribution
functions of open heavy flavors. So we couple the transport equations of open heavy flavors
and quarkonia. We solved the coupled transport equations using Monte Carlo simulations.
We tested our simulations inside a QGP box with constant temperature. We showed that
the dissociation and recombination rates in the numerical implementation are consistent
with the analytic expressions. We demonstrated that the interplay between the dissociation
and recombination drives the subsystem of bound and unbound QQ¯ to detailed balance.
The transport of open heavy flavors is necessary for the subsystem to reach kinetic thermal-
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ization. We solved the transport equations for real collision situations and can successfully
describe the experimentally measured RAA of Υ(1S) and Υ(2S). We also predicted the v2
parameter of Υ(1S) in the azimuthal angular anisotropy.
Finally we applied a pNRQCD of the diquark sector to study the evolution of diquarks
inside a QGP and estimate the production rate of Ξ++cc in heavy ion collisions. The in-
medium transport of diquarks is similar to that of quarkonium, except that diquarks carry
color and thus their momenta can change in the same way as an open heavy quark. We gave
two estimates of the production rate of Ξ++cc based on two different melting temperatures
of the charm diquark. We showed how the melting temperature of heavy diquarks can be
studied on a lattice by calculating their free energies. We explained the lattice formulation
of a gauge invariant but path dependent free energy of the color anti-triplet.
The theoretical and phenomenological studies of the quarkonium transport inside the
QGP would be improved in several aspects. First one could work to higher orders in the
weak-coupling and nonrelativistic expansions. This could be done in two parts in the pN-
RQCD calculation. One part is the interaction between bound singlet and unbound octet.
One could extend the study to include the quadrupole interaction. The other part is the
gauge field correlation 〈EaiEbj〉. Currently we use weakly-coupled thermal field theory (by
assuming the QGP is weakly-coupled) to calculate it to the next-leading order. In reality,
we know that the QGP produced in current heavy ion collisions is strongly-coupled. So we
need to consider higher order effects in the 〈EaiEbj〉 correlation. Alternatively, one can re-
formulate the construction such that a gauge invariant correlation 〈E(x1)W (x1, x2)E(x2)〉
shows up in the Lindblad and transport equations where W (x1, x2) is a Wilson line. Then
we could use the AdS/CFT correspondence and map the correlation in our strongly-coupled
case into a quantity in a weakly-coupled Einsteinian gravity theory. In this way, we could
formulate the transport equation in a strongly-coupled plasma. It would be interesting to
see how much the phenomenological results for quarkonium differ in such a strongly-coupled
scenario.
Recently, it was shown how to formulate and calculate the complex potential of QQ¯
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on a lattice [191]. It would be interesting to explore if one could formulate the Lindblad
and transport equations in terms of the complex potential. This would provide a bridge
between lattice calculations, which are in Euclidean time generally, and phenomenology,
which is in Minkowski time.
Finally for the numerical implementation, we could improve the calculation by using
temperature-dependent potentials. Then using these potentials, we could calculate the
melting temperature of different quarkonium states, thus avoiding the need to treat the
melting temperature as an independent parameter. Furthermore, we could parametrize the
potentials and use a systematic theory-experiment comparison (for example, the Bayesian
analysis and machine learning) to extract the potential parameters. After this we could
compare the potentials extracted from experiments with the lattice results. We could also
improve by including other quarkonium states (1P, 2P, 3S) in the Boltzmann equations and
using event-by-event hydrodynamic simulations.
As more precision data come, these improvements will probably be necessary. The
future data may even imply that we have to go beyond the semi-classical approximation
and include some quantum effects in the evolution. EFT will be useful to tell which quantum
effects are more important. With both theory and experiment improved in the following
years, we will gain a deeper and more complete understanding of quarkonium transport
inside the QGP and have a better use of quarkonium as a probe of the QGP.
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