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Abstract. This work is devoted to review the gauge embedding of either commutative
and noncommutative (NC) theories using the symplectic formalism framework. To sum up
the main features of the method, during the process of embedding, the infinitesimal gauge
generators of the gauge embedded theory are easily and directly chosen. Among other ad-
vantages, this enables a greater control over the final Lagrangian and brings some light on
the so-called “arbitrariness problem”. This alternative embedding formalism also presents
a way to obtain a set of dynamically dual equivalent embedded Lagrangian densities which
is obtained after a finite number of steps in the iterative symplectic process, oppositely to
the result proposed using the BFFT formalism. On the other hand, we will see precisely
that the symplectic embedding formalism can be seen as an alternative and an efficient
procedure to the standard introduction of the Moyal product in order to produce in a na-
tural way a NC theory. In order to construct a pedagogical explanation of the method to
the nonspecialist we exemplify the formalism showing that the massive NC U(1) theory is
embedded in a gauge theory using this alternative systematic path based on the symplectic
framework. Further, as other applications of the method, we describe exactly how to obtain
a Lagrangian description for the NC version of some systems reproducing well known theo-
ries. Naming some of them, we use the procedure in the Proca model, the irrotational fluid
model and the noncommutative self-dual model in order to obtain dual equivalent actions
for these theories. To illustrate the process of noncommutativity introduction we use the
chiral oscillator and the nondegenerate mechanics.
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1 Introduction
The race to investigate NC field theories was mainly motivated by the fact that it was realized
that NC spaces naturally arise in string theory with a constant background magnetic field in
the presence of D-branes [1]. Today, we believe that noncommutativity is the natural path to
understand the physics at the Planck scale, namely the Black Holes quantum mechanics and the
physics of the beginning of our Universe (in the Big-Bang). In this way, it is natural to consider
noncommutativity as one of the main ingredients of the quantum gravity investigation. However,
this noncommutativity in the context of the string theory with a constant background magnetic
⋆This paper is a contribution to the Special Issue “Noncommutative Spaces and Fields”. The full collection is
available at http://www.emis.de/journals/SIGMA/noncommutative.html
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field in the presence of D-branes was elucidated constructing a mechanical system which repro-
duces the classical dynamics of strings [2]. This motivated the concept that a quantum field
theory on NC spacetimes can be realized as a low energy of the theory of open strings. Since
then [3], NC field theories have been studied extensively in field theories [4, 5, 6, 7, 8] as well as
other issues in physics [9, 10, 11]. We mention, among others, C, P , and T invariance [12], axial
anomaly [13], noncommutative QED [14], supersymmetry [15], renormalization and the mixing of
infrared and ultraviolet divergences [16, 17], unitarity [18], phenomenology [19] and gravity [20].
Also motivated by planar problems, like the Landau problem of a charged particle moving on
a plane embedded in a strong magnetic field, in [21], R. Banerjee discussed how NC structures
appear in quantum mechanics on a plane providing a useful way of obtaining them. It was
based on NC algebra in quantum mechanics on a plane that was originated from ’t Hooft’s
analysis on dissipation and quantization [22]. It was demonstrated in [21] that the coordinates or
momenta noncommutativity are in fact dual descriptions, corresponding to distinct polarizations
chosen conveniently to transform a second order system into a first order one. The Hamiltonian
obtained in [21] following ’t Hooft reveals a NC algebra. Noncommutativity in planar physics,
in the context of relativistic spinning particle models modeling anyons have appeared in [23]. In
this review we will see in detail that following the symplectic formalism the noncommutativity
can be introduced naturally and it will be demonstrated in mechanical systems.
In [16] the authors analyzed the IR and UV divergences and showed that the noncommuta-
tivity constant, through the Moyal product, is associated with IR/UV mixing, where the physics
at high energies affects the physics at low energies. And this does not occurs in commutative
physics. We will review here that it is also possible to perform a non-perturbative approach and,
as a consequence, the noncommutativity constant can be introduced naturally into the theory.
Another way to introduce noncommutativity in quantum mechanics is performing the so-
called α-deformation of the algebra of classical observables [24]. The discussion rely on the
mapping from classical mechanics to quantum mechanics and consequently to NC quantum
mechanics and NC classical mechanics. This is possible since quantum mechanics is naturally
interpreted as a NC (matrix) symplectic geometry [25].
In the 80’s, mathematicians like A. Connes, studied and developed NC geometry. His analysis
led to an operator algebraic description of NC spacetimes and motivated the investigation of
a Yang–Mills theory on a NC torus. Connes developed what is known as a NC standard model
which is an extension of the standard model to include a modified form of general relativity.
Recently, Doplicher, Fredenhagen and Roberts [26] brings into the NC literature another
motivation for the noncommutativity of spacetime. Their considerations lead them to construct
a bridge between Black Hole formation and the NC spacetime. The motivation introduced by
them is based on the assumption that the NC constant can be interpreted as a coordinate of
the system. After that, Amorim [27] introduced its canonically conjugated momentum and
construct a quantum mechanics and a field theory in superior dimensions.
The most popular and underlying concept about the obtainment of NC theories is based on
the procedure where one can replace the usual product of fields inside the action by the Moyal
product, defined as
φ1(x) ⋆ φ2(x) = exp
(
i
2
θµν∂xµ∂
y
ν
)
φ1(x)φ2(y)
∣∣∣
x=y
,
where θµν is a real and antisymmetric constant matrix1. As a consequence, NC theories are
highly nonlocal. We also note that the Moyal product of two fields in the action is the same as
the usual product, provided we discarded boundary terms. Thus, the noncommutativity affects
just the vertices.
1The case where θµν is a variable of the system with an associated canonical momentum (Amorim’s approach)
can be seen in another recent review [28] and in the references therein.
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One of the most important ingredients of the usual Standard Model is the concept of gauge
symmetry used in its mathematical description. The so-called gauge theories have played a fun-
damental role in field theories since they are related to the fundamental physical interactions in
nature.
In general, those theories have gauge symmetries defined by some relations called, in Dirac’s
language, first-class constraints [29]. The quantization of these theories demands a special care
because of the presence of gauge symmetries indicating some superfluous degrees of freedom.
Its elimination can be carried out in some convenient moment before or after any quantization
process begins.
Considering second-class systems, which presents difficulties during the covariant quantiza-
tion because the Poisson brackets are replaced by Dirac brackets, the quantization is contam-
inated by serious problems such as ordering operator problems [30] and anomalies [31] in the
context of nonlinear constrained systems and chiral gauge theories, respectively. In this scenario,
it seems that it is more natural and safer to develop the quantization of second-class systems
without invoking Dirac brackets. The noninvariant system has been embedded in an extended
phase space in order to change the second-class nature of constraints to first-class one.
As it is clear from the title of this paper, we will try to explore here, in a self-sustained and
pedagogical way, all the possibilities of utilization of the embedding mechanism concerning NC
theories. Namely, in the obtainment of dual theories equivalent to an NC original theory or
through the introduction of noncommutativity into a commutative field theory, as said above.
Having said that, it seems natural to us to talk about this formalism strongly connected to
gauge theories and which was firstly suggested by Faddeev and Shatashivilli [32]. From the
beginning it has been a successful constraint conversion procedure over the last decades.
The main concept behind this procedure resides in the enlargement of phase space with the
introduction of new variables, called Wess–Zumino (WZ) variables, that changes the second-
class constraint’s nature to be a first-class one. This procedure has been explored in different
contexts in order to avoid some problems that affect the quantization process of some theories.
For instance, the chiral theory, where the anomaly obstructs the quantization mechanism and
nonlinear models, where the operator ordering ambiguities arise [33, 34, 35, 36]. As we said
before, the main proposition of the embedding procedure, being it applied to commutative or
NC theories, is to unveil the origin of the ambiguities of all embedding approaches. With this
in mind we will now describe one of the targets of the embedding method.
A few years back, in [4] the authors succeeded in working out the embedded version of the
massive NC U(1) theory that was obtained through the BFFT constraint conversion scheme. It
was described as a way to obtain a set of second-class constraints and the Hamiltonian which
form an involutive system of dynamical quantities. However, both the constraints and the
Hamiltonian were expressed as a series of Moyal commutators among the variables belonging
to the WZ extended phase space. In this review we try to explain the embedded version for
the massive NC U(1) theory where the embedded Hamiltonian density is not expressed as an
expansion in terms of WZ variables but as a finite sum showing pedagogically how to use
the symplectic embedding formalism [36]. In [36, 37], for example, the authors have used the
symplectic formalism in order to embed second-class systems and properly systematize the
symplectic embedding formalism, as performed in BFFT [38] and iterative [34] methods for
example.
One advantage of this method, which was inspired by [36], comes from its simple and direct
way of choosing conveniently the infinitesimal gauge generators of the built gauge theory. This
gives us freedom to choose the content of the embedded symmetry. This feature makes it
possible to obtain a great control over the final Lagrangian. For example, with the BFFT [35]
method, NC and non-Abelian theories are usually embedded into theories with infinite terms
in the Hamiltonian and with infinitesimal gauge generators that cannot be expressed in closed
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form [39, 4]. This can be avoided with the embedding method, because the infinitesimal gauge
generators are not deduced from previous unclear choices, but instead, are directly chosen.
Comparing more specifically both BFFT and the embedding formalism we can say that
the BFFT method succeeded when applied to a great number of important physical models.
Although the basic concepts are equal, they were implemented following different directions. The
BFFT method have ambiguity problems that naturally arises when the second-class constraint
is converted into first-class one with the introduction of WZ variables. The embedding method
is not affected by this ambiguity problem. This method is based on Faddeev’s suggestion [32]
and is elaborated on a framework to deal with noninvariant models, namely the symplectic
formalism. The details and references can be found in [36], where the practical differences
between both methods are pinpointed precisely during the calculations present there.
Another possibility of performing a kind of “general embedding” is that, instead of choosing
the gauge generators at the beginning, one can leave some unfixed parameters with the aim of
fixing them latter, i.e., when the final Lagrangian has being achieved. Although one can arrive
faster at the final theory fixing such parameters as soon as possible, this path is more interesting
in order to study the initial theory and it is helpful if the desired symmetry is unknown, but
one can still be looking for some particular aspects of the Lagrangian. This path to “general
embedding” was employed in each one of the applications.
We have to mention that this approach to embedding is not dependent on any undetermined
constraint structure and also works for unconstrained systems. This is different from all the
existent embedding techniques that were used to convert [35, 34, 40], project [41] or reorder [42]
the existent second-class constraints into a first-class system. This technique on the other
hand only deals with the symplectic structure of the theory so that the embedding structure is
independent of any pre-existent constrained structure.
This review is based mainly on some publications on the subject [43]. Hence, we hope we suc-
ceeded in constructing a self-contained review to describe the NC and commutative applications
of this formalism that generalizes the quantization by deformation introduced in [24]. We intend
to explore, with a new insight, how the NC geometry can be introduced into a commutative field
theory. Further, this method describes precisely how to obtain a Lagrangian description for the
NC version of the system. To accomplish this, a systematic way to introduce NC geometry into
commutative systems, based on the symplectic approach and on the Moyal product is reviewed.
To demonstrate the approach, we use two well known systems, the chiral oscillator and some
nondegenerate classical mechanics. We computed precisely the NC contributions through this
generalized symplectic method and obtain exactly the actions in NC space found in literature. It
is important to notice that it is the first part of a formalism which actual target is to introduce
the NC geometry in constrained and non-constrained systems.
Our paper is organized as follows. In Section 2, we present an overview of the symplectic
embedding formalism. We note that after a finite number of steps of the iterative symplectic
embedding process, we obtain an embedded Hamiltonian density. As a consequence, this Hamil-
tonian density has a finite number of WZ terms, oppositely to [4]. In Section 3, we exemplify
the formalism analyzing the symplectic quantization of the Proca model, which is a classical
example of a theory without gauge symmetry due to a mass term. Using the Dirac nomen-
clature [44], it is classified as a second-class system. On the other hand, the irrotational fluid
model, our second example, cannot be classified in the same way, because it does not possess
any constraints. Besides that, its Lagrangian has a potential term (1/ρ), which could bring, at
first sight, some difficulties to the method. The third and last model of the section is the NC
self-dual model which is a topologically massive second-class theory with a Chern–Simons-like
term. More important, the fields do not commute – a feature that, just like non-Abelian algebra,
causes some trouble to other gauge embedding methods [39, 4]. The NC self-dual model, as the
non-Abelian self-dual model, has been inside the scope of many recent papers, its properties
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and dualities (under some limits) still need further investigations. In Section 4 we described the
utilization of the method to introduce the noncommutativity to standard theories. In Subsec-
tion 4.1 we explain the embedding formalism adapted to noncommutativity. In Subsection 4.2
we explore two examples, the chiral oscillator and an arbitrary nondegenerate mechanics, as we
said just above. At the end of this last section, we will make some concluding remarks and some
perspectives. In the Appendix, we list some properties of the Moyal product that we use in this
paper.
2 The formalism
In this section, we describe the alternative embedding technique that changes the second-class
nature of constrained systems to first-class one. As we said in the last section, this technique
follows the Faddeev and Shatashivilli idea [32] and is based on a contemporary framework that
handles constrained models, namely, the symplectic formalism [45, 46].
In order to systematize the symplectic embedding procedure, we consider a general non-
invariant mechanical model whose dynamics is governed by a Lagrangian L(ai, a˙i, t) (with
i = 1, 2, . . . , N), where ai and a˙i are space and velocity variables, respectively. Notice that
this model does not result in a loss of generality or physical content. Following the symplectic
method the zeroth-iterative first-order Lagrangian 1-form is written as
L(0)dt = A
(0)
θ dξ
(0)θ − V (0)(ξ)dt, (2.1)
where the symplectic variables are
ξ(0)α =
{
ai, with α = 1, 2, . . . , N ,
pi, with α = N + 1, N + 2, . . . , 2N,
A
(0)
α are the canonical momenta and V (0) is the symplectic potential. The symplectic tensor is
given by
f
(0)
αβ =
∂A
(0)
β
∂ξ(0)α
−
∂A
(0)
α
∂ξ(0)β
. (2.2)
When the two-form f ≡ 12fθβdξ
θ ∧ dξβ is singular, the symplectic matrix (2.2) has a zero-mode
(ν(0)) that generates a new constraint when contracted with the gradient of the symplectic
potential,
Ω(0) = ν(0)α
∂V (0)
∂ξ(0)α
.
This constraint is introduced into the zeroth-iterative Lagrangian 1-form, (2.1), through a Lag-
range multiplier η, generating the next iteration
L(1)dt = A
(0)
θ dξ
(0)θ + dηΩ(0) − V (0)(ξ)dt = A(1)γ dξ
(1)γ − V (1)(ξ)dt,
with γ = 1, 2, . . . , (2N + 1) and
V (1) = V (0)
∣∣
Ω(0)=0
, ξ(1)γ =
(
ξ(0)α, η
)
, A(1)γ =
(
A(0)α ,Ω
(0)
)
.
As a consequence, the first-iterative symplectic tensor is computed as
f
(1)
γβ =
∂A
(1)
β
∂ξ(1)γ
−
∂A
(1)
γ
∂ξ(1)β
,
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which constitutes a test for the procedure continuation if this tensor is nonsingular, the iterative
process stops and the Dirac’s brackets among the phase space variables are obtained from the
inverse matrix
(
f
(1)
γβ
)−1
. Consequently, the Hamilton equation of motion can be computed and
solved as well [47].
It is well known that a physical system can be described in terms of a symplectic manifoldM ,
classically at least. From a physical point of view, M is the phase space of the system while
a nondegenerate closed 2-form f can be identified as being the Poisson bracket. The dynamics
of the system is determined just specifying a real-valued function (Hamiltonian) H on phase
space, i.e., one of these real-valued function solves the Hamilton equation, namely,
ι(X)f = dH, (2.3)
and the classical dynamical trajectories of the system in phase space are obtained. It is important
to mention that if f is nondegenerate, (2.3) has a unique solution. The nondegeneracy of f means
that the linear map ♭ : TM → T ∗M defined by ♭(X) := ♭(X)f is an isomorfism. Due to this,
(2.3) is solved uniquely for any Hamiltonian (X = ♭−1(dH)).
On the contrary, the tensor has a zero-mode and a new constraint arises, indicating that the
iterative process goes on until the symplectic matrix becomes nonsingular or singular. If this
matrix is nonsingular, the Dirac’s brackets will be determined. In [47], the authors consider in
detail the case when f is degenerate, which usually arises when constraints are present in the
system. In this case, (M,f) is called presymplectic manifold. As a consequence, the Hamilton
equation (2.3), may or may not possess solutions, or possess nonunique solutions. Oppositely,
if this matrix is singular and the respective zero-mode does not generate new constraints, the
system has a symmetry.
The systematization of the symplectic embedding formalism begins by assuming that the
gauge invariant version of the general Lagrangian (L˜(ai, a˙i, t)) is given by
L˜(ai, a˙i, ϕp, t) = L(ai, a˙i, t) + LWZ(ai, a˙i, ϕp), p = 1, 2, (2.4)
where ϕp = (θ, θ˙) and the extra term (LWZ) depends on the original (ai, a˙i) and WZ (ϕp)
configuration variables. Indeed, this WZ Lagrangian can be expressed as an expansion in orders
of the WZ variable (ϕp) such as
LWZ(ai, a˙i, ϕp) =
∞∑
n=1
υ(n)(ai, a˙i, ϕp), with υ
(n)(ϕp) ∼ ϕ
n
p ,
which satisfies the following boundary condition,
LWZ(ϕp = 0) = 0.
The reduction of the Lagrangian in (2.4), into first order form precedes the beginning of the
conversion process, thus
L˜(0)dt = A
(0)
α˜ dξ˜
(0)α˜ + πθdθ − V˜
(0)dt, (2.5)
where πθ is the canonical momentum conjugated to the WZ variable, that is,
πθ =
∂LWZ
∂θ˙
=
∞∑
n=1
∂υ(n)(ai, a˙i, ϕp)
∂θ˙
. (2.6)
The expanded symplectic variables are ξ˜(0)α˜ ≡ (ai, pi, ϕp) and the new symplectic potential
becomes
V˜ (0) = V (0) +G(ai, pi, λp), p = 1, 2,
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where λp = (θ, πθ). The arbitrary function G(ai, pi, λp) is expressed as an expansion in terms of
the WZ fields, namely
G(ai, pi, λp) =
∞∑
n=0
G(n)(ai, pi, λp),
with
G(n)(ai, pi, λp) ∼ λ
n
p .
In this context, the zeroth-iteration canonical momenta are given by
A˜
(0)
α˜ =


A
(0)
α , with α˜ = 1, 2, . . . , N,
πθ, with α˜ = N + 1,
0, with α˜ = N + 2.
The corresponding symplectic tensor, obtained from the following general relation
f˜
(0)
α˜β˜
=
∂A˜
(0)
β˜
∂ξ˜(0)α˜
−
∂A˜
(0)
α˜
∂ξ˜(0)β˜
,
is
f˜
(0)
α˜β˜
=

 f
(0)
αβ 0 0
0 0 −1
0 1 0

 , (2.7)
which should be a singular matrix.
The implementation of the symplectic embedding scheme consists in computing the arbit-
rary function G(ai, pi, λp). To accomplish this, the correction terms in orders of λp, inside
G(n)(ai, pi, λp), must be computed as well. If the symplectic matrix, (2.7), is singular, it has
a zero-mode ˜̺ and, consequently, we have
˜̺(0)α˜f˜
(0)
α˜β˜
= 0, (2.8)
where we assume that this zero-mode is
˜̺(0) =
(
γα 0 0
)
, (2.9)
where γα, is a generic line matrix. Using the relation given in (2.8) together with (2.7) and (2.9),
we have that
γαf
(0)
αβ = 0.
In this way, a zero-mode is obtained and, in agreement with the symplectic formalism, this
zero-mode must be multiplied by the gradient of the symplectic potential, namely,
˜̺(0)α˜
∂V˜ (0)
∂ξ˜(0)α˜
= 0.
As a consequence, a constraint arises as being
Ω = γα
[
∂V (0)
∂ξ(0)α
+
∂G(ai, pi, λp)
∂ξ(0)α
]
.
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Due to this, the first-order Lagrangian is rewritten as
L˜(1) = A
(0)
α˜
˙˜ξ(0)α˜ + πθθ˙ +Ωη˙ − V˜
(1),
where V˜ (1) = V (0). Note that the symplectic variables are now ξ˜(1)α˜ ≡ (ai, pi, η, λp) (with
α˜ = 1, 2, . . . , N + 3) and the corresponding symplectic matrix becomes
f˜
(1)
α˜β˜
=


f
(0)
αβ fαη 0 0
fηβ 0 fηθ fηπθ
0 fθη 0 −1
0 fπθη 1 0

 , (2.10)
where
fηθ = −
∂
∂θ
[
γα
(
∂V (0)
∂ξ(0)α
+
∂G(ai, pi, λp)
∂ξ(0)α
)]
,
fηπθ = −
∂
∂πθ
[
γα
(
∂V (0)
∂ξ(0)α
+
∂G(ai, pi, λp)
∂ξ(0)α
)]
,
fαη =
∂Ω
∂ξ(0)α
=
∂
∂ξ(0)α
[
γα
(
∂V (0)
∂ξ(0)α
+
∂G(ai, pi, λp)
∂ξ(0)α
)]
.
Since our goal is to unveil a WZ symmetry, this symplectic tensor must be singular and,
consequently, it has a zero-mode, namely,
ν˜
(1)
(ν)(a) =
(
µα(ν) 1 a b
)
, (2.11)
which satisfies the relation
ν˜
(1)α˜
(ν)(a)f˜
(1)
α˜β˜
= 0. (2.12)
Note that the parameters (a, b) can be 0 or 1 and ν indicates the number of choices for ν˜(1)α˜.
It is important to notice that ν is not a fixed parameter. As a consequence, there are two
independent set of zero-modes, given by
ν˜
(1)
(ν)(0) =
(
µα(ν) 1 0 1
)
, ν˜
(1)
(ν)(1) =
(
µα(ν) 1 1 0
)
. (2.13)
The matrix elements µα(ν) have some arbitrariness which can be fixed in order to disclose a
desired WZ gauge symmetry. In addition, in the formalism the zero-mode ν˜
(1)α˜
(ν)(a) is the gauge
symmetry generator, which allows us to display the symmetry from the geometrical point of
view. At this point, we stress upon the fact that this is an important feature since it opens
up the possibility to disclose the desired hidden gauge symmetry from the noninvariant model.
Different choices of zero-mode generates different gauge invariant versions of the second-class
system. However, these gauge invariant descriptions are dynamically tantamount, i.e., there is
the possibility to relate this set of independent zero-modes, equation (2.13), through canonical
transformation (˜¯ν
(′,1)
(ν)(a) = T.˜¯ν
(1)
(ν)(a)) where bar means transpose matrix, for example,

µα(ν)
1
0
1

 =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0




µα(ν)
1
1
0

 .
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It is important to mention here that, in the context of the BFFT formalism, different choices
for the degenerated matrix X lead to different gauge invariant versions of the second-class
model [48]. Now, it becomes clear that the arbitrariness present in BFFT method and within
the iterative constraint conversion methods has its origin on the choice of the zero-mode. It is
important to notice that the choice of a zero-mode is not totally arbitrary since of course there
are physical conditions that, at a certain point of the process, permit or forbid certain zero-mode
choices. It can be seen with details in [49].
From relation (2.12), together with (2.10) and (2.11), some differential equations involving
G(ai, pi, λp) are obtained, namely,
0 = µα(ν)f
(0)
αβ + fηβ,
0 = µα(ν)f
(0)
αη + afθη + bfπθη,
0 = f
(0)
ηθ + b,
0 = f (0)ηπθ − a.
Solving the relations above, some correction terms, within
∑∞
m=0 G
(m)(ai, pi, λp), can be deter-
mined, also including the boundary conditions (G(0)(ai, pi, λp = 0)).
In order to compute the remaining corrections terms for G(ai, pi, λp), we impose that no more
constraints arise from the multiplication of the zero-mode (ν˜
(1)α˜
(ν)(a)) by the gradient of potential
V˜ (1)(ai, pi, λp). This condition generates a general differential equation, which reads as
0 = ν˜
(1)α˜
(ν)(a)
∂V˜ (1)(ai, pi, λp)
∂ξ˜(1)α˜
= µα(ν)
[
∂V (1)(ai, pi)
∂ξ(1)α
+
∂G(ai, pi, θ, πθ)
∂ξ(1)α
]
+ a
∂G(ai, pi, λp)
∂θ
+ b
∂G(ai, pi, λp)
∂πθ
= µα(ν)
[
∂V (1)(ai, pi)
∂ξ(1)α
+
∞∑
m=0
∂G(m)(ai, pi, λp)
∂ξ(1)α
]
+ a
∞∑
n=0
∂G(n)(ai, pi, λp)
∂θ
+ b
∞∑
m=0
∂G(n)(ai, pi, λp)
∂πθ
. (2.14)
The last relation allows us to compute all correction terms in terms of λp, within G
(n)(ai, pi, λp).
This polynomial expansion in terms of λp is equal to zero, subsequently, all the coefficients for
each order of these WZ variables must be identically null. In view of this, each correction term
in orders of λp can be determined as well. For a linear correction term, we have
0 = µα(ν)
[
∂V (0)(ai, pi)
∂ξ(1)α
+
∂G(0)(ai, pi)
∂ξ(1)α
]
+ a
∂G(1)(ai, pi, λp)
∂θ
+ b
∂G(1)(ai, pi, λp)
∂πθ
, (2.15)
where the relation V (1) = V (0) was used. For a quadratic correction term, we can write that,
0 = µα(ν)
[
∂G(1)(ai, pi, λp)
∂ξ(0)α
]
+ a
∂G(2)(ai, pi, λp)
∂θ
+ b
∂G(2)(ai, pi, λp)
∂πθ
. (2.16)
From these equations, a recursive equation for n ≥ 2 is proposed so that,
0 = µα(ν)
[
∂G(n−1)(ai, pi, λp)
∂ξ(0)α
]
+ a
∂G(n)(ai, pi, λp)
∂θ
+ b
∂G(n)(ai, pi, λp)
∂πθ
, (2.17)
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which allows us to compute the remaining correction terms as function of θ and πθ. This iterative
process is successively repeated up to (2.14) when it becomes identically null or when an extra
term G(n)(ai, pi, λp) can not be computed. Then, the new symplectic potential is written as
V˜ (1)(ai, pi, λp) = V
(0)(ai, pi) +G(ai, pi, λp).
For the first case, the new symplectic potential is gauge invariant. For the second case, due to
some corrections terms within G(ai, pi, λp) which are not yet determined, this new symplectic
potential is not gauge invariant. As a consequence, there are some WZ counter-terms in the new
symplectic potential that can be fixed using Hamilton’s equation of motion for the WZ variables θ
and πθ together with the canonical momentum relation conjugated to θ, given in (2.6). Due to
this, the gauge invariant Hamiltonian is obtained explicitly and the zero-mode ν˜
(1)α˜
(ν)(a) is identified
as being the generator of the infinitesimal gauge transformation, given by
δξ˜α˜(ν)(a) = εν˜
(1)α˜
(ν)(a), (2.18)
where ε is an infinitesimal parameter.
3 Dual equivalence of commutative and noncommutative
theories
We will see now some examples of how to use the symplectic embedding formalism. The first two
treat commutative theories. We can say that these examples are a kind of warm up in order to
tackle the noncommutative models, i.e., the final two examples. And in the next section we will
see, as explained in the Introduction that this same formalism can be extended in a convenient
way to introduce NC feature inside commutative models.
3.1 The Proca model
The reason to choose this model as the first one resides in the fact that it is a simple one that
has its symmetry broken thanks to the mass term. This first two applications will be useful
to show how to deal with nonlinear-velocity Lagrangians and how to achieve a Stu¨ckelberg-like
Lagrangian. Namely, a shift on Aµ that transforms it into Aµ−∂µθ. To this end, we will search
for gauge generators of the type
δεA
µ = ∂µε and δεθ = ε.
In fact, it will be accomplished by a more general embedding which has the above structure as
a special case. The presence of a temporal derivative acting on the infinitesimal parameter, as
previously explained, will require the use of a Lagrangian of the type L˜θ,γ.
Before dealing with the gauge embedding method, we will introduce the canonical momenta as
new independent fields, modifying the theory such that a linear one appears (otherwise it would
not be possible to use a symplectic framework). With the metric g = diag
(
+ − − −
)
,
the Proca Lagrangian,
L(Aµ, ∂νAµ) = −
1
4
FµνFµν +
m2
2
AµAµ,
can be written as
L(Aµ, ∂νAi, πi, ∂jπi) = π
iA˙i +
1
2
πiπi − π
i∂iA0 −
1
4
F ijFij +
m2
2
AµAµ, (3.1)
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where µ = 0, 1, 2, 3, i = 1, 2, 3 and Fµν ≡ ∂µAν − ∂νAµ. Through the Euler–Lagrange equations
from the last Lagrangian, one can find that πi = Fi0. If πi is replaced by Fi0 in last Lagrangian,
one returns to the first one.
The next step is to introduce the Wess–Zumino fields θ and γ (just like in (2.5)):
L˜ = πiA˙
i + (Ψ + γ)θ˙ − V˜ ,
with
V˜ ≡ −
1
2
πiπi + π
i∂iA0 +
1
4
F ijFij −
m2
2
AµAµ +G+
k
2
γγ.
The constant k as well as the functions G and Ψ are still unknown but, by definition, G is
zero when θ is zero (the unitary gauge) and both functions rely on Aµ, πi, θ and its spatial
derivatives, which ensures that θ˙ = kγ. In order to find the gauge embedded Lagrangian, all
our work resides in fixing k and finding the functions Ψ and G.
Let ξ˜α = (A0, Ai, πi, θ, γ) be the symplectic coordinates, then a˜α = (0, πj , 0,Ψ+ γ, 0) are the
symplectic momenta (see (2.1)) and
f˜ =


0 0 0 δΨ(~y)
δA0(~x)
0
0 0 −gjiδ(~x− ~y)
δΨ(~y)
δAi(~x)
0
0 gijδ(~x− ~y) 0
δΨ(~y)
δπi(~x)
0
− δΨ(~x)
δA0(~y)
− δΨ(~x)
δAj(~y)
− δΨ(~x)
δπj(~y)
Θxy −δ(~x− ~y)
0 0 0 δ(~x − ~y) 0


is the symplectic matrix, whose components are [45]
f˜αβ(~x, ~y) ≡
δa˜β(~y)
δξ˜α(~x)
−
δa˜α(~x)
δξ˜β(~y)
,
where
Θxy =
δΨ(~y)
δθ(~x)
−
δΨ(~x)
δθ(~y)
.
Note that f˜ is a 9 × 9 matrix with two spatial indexes in each entry. There is also an implicit
time dependence, which comes from the coordinates and momenta. In the above representation
of f˜ , some zeros in it are actually null columns, null lines or null matrices.
In the symplectic framework, a theory has gauge symmetry if, and only if, the symplectic
matrix is degenerate and its zero-modes does not produce new constraints [46, 50]. In that
case, the components of the zero-modes will be the infinitesimal gauge generators. Although
Ψ is still an arbitrary function, the presence of Dirac deltas in both last column and last line
severely restrain our possibilities of choosing zero-modes (as explained in the last section). With
the purpose of avoiding such restraint condition concerning our choices, before trying to gauge
embed the theory, we will insert a constraint into the Lagrangian.
In order to generate a suitable new constraint, let us demand that
ν˜ =
(
1 01×3 01×3 0 b
)
be the zero-mode of f˜ , where b is a constant. The Proca model (3.1), whose symplectic matrix is
the one above without the last two lines and columns, has the zero-mode ν =
(
1 01×3 01×3
)
,
hence ν˜ complies with ν˜ =
(
ν 0 b
)
.
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The constraint generated by ν in the Proca model is Ω = −∂iπ
i − m2A0. As we will see,
ν˜ will produce a constraint which is equal to Ω when γ = θ = 0.
Demanding ν˜ to be a zero-mode of f˜ , one condition for Ψ is found, which is
δΨ(~y)
δA0(~x)
= −bδ(~x− ~y). (3.2)
As well known from the symplectic theory, the constraint appears from the following con-
traction,
Ω˜(~x) =
∫
d3y ν˜α(~x)
δV˜ (~y)
δξ˜α(~x)
= −∂iπ
i −m2A0 +
∫
d3y
δG(~y)
δA0(~x)
+ bkγ, (3.3)
or, for short, Ω˜ = Ω +G0 + bkγ, where G0 is implicitly defined.
Following the standard procedure for handling constraints with the symplectic framework [46],
we add λ˙Ω˜ to L˜ and treat λ as a new independent field, i.e., a Lagrange multiplier, hence,
L˜(1) = πiA˙i + (Ψ + γ)θ˙ + λ˙Ω˜− V˜ .
The presence of the constraint in the Lagrangian kinetic term allows us to remove it from the
potential term. Nevertheless, this common procedure would be of no use here, therefore no
change was accomplished in the potential at all.
Fixing ξ˜(1)α = (A0, Ai, πi, θ, γ, λ) as the new symplectic coordinates, where hereafter α =
1, 2, . . . , 10, and with the help of equation (3.2), the following symplectic matrix can be written
as,
f˜ (1) =


0 0 0 −bδ(3) 0 δG0(~y)
δA0(~x)
−m2δ(3)
0 0 −gjiδ
(3) δΨ(~y)
δAi(~x)
0 δG0(~y)
δAi(~x)
0 gijδ
(3) 0 δΨ(~y)
δπi(~x)
0 δG0(~y)
δπi(~x)
− ∂yi δ
(3)
bδ(3) − δΨ(~x)
δAj(~y)
− δΨ(~x)
δπj(~y)
Θxy −δ
(3) δG0(~y)
δθ(~x)
0 0 0 δ(3) 0 bkδ(3)
− δG0(~x)
δA0(~y)
+m2δ(3) δG0(~x)
δAj (~y)
∂xj δ
(3) − δG0(~x)
δπj(~y)
− δG0(~x)
δθ(~y) −bkδ
(3) 0


.
For the sake of clarity and compact notation it was convenient to use the notation δ(3) instead
of δ(~x− ~y).
Now we are in position to choose the symmetry that the embedded theory will have. In
accordance with (2.13), we can select two independent zero-modes to become the infinitesimal
gauge generators, which are
ν˜(θ) =
(
a0 a∂
i c∂i −kb 0 1
)
,
ν˜(γ) =
(
1 01×3 01×3 0 b 0
)
=
(
ν˜ 0
)
. (3.4)
The values of the constants a0, a and c can be freely selected. We have to remember that
different choices directly correspond to different gauge generators. As it will be shown, the
value of b is also free.
We know that other structures of zero-modes are possible, some of which entail correspon-
dence to both WZ fields in each set and, instead of being just constants or spatial derivatives,
dependence on Aµ or πi, for example, is also possible.
Although at this stage we could fix the above mentioned constants, selecting some of them to
be zero, simplifying considerably the effort, we will deal with the problem in the present general
form, disclosing a wider symmetry.
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Just one condition for ν˜(γ) is necessary to assure its zero-mode characteristic, namely,
δG0(~y)
δA0(~x)
= (m2 − b2k)δ(~x − ~y). (3.5)
This zero-mode need to be a generator of gauge symmetry, therefore no new constraint may
arise from its multiplication with the gradient of the potential. From equations (3.3) and (3.4),
we see that this condition was automatically fulfilled.
Now we will turn our attention to ν˜(θ). There is a set of nontrivial equations that need to be
satisfied in order to ν˜(θ) to be a zero-mode of f˜
(1). Instead of evaluating them now, it seems to
be easier firstly demand that ν˜(θ) may not give rise to a new constraint. Hence,
0 =
∫
d3y ν˜α(θ)(~x)
δV˜ (~y)
δξ˜(1)α(~x)
=
∫
d3y
{
a0δ(~x − ~y)(−∂iπ
i −m2A0) + a∂
i
xδ(~x − ~y)(∂
jFij −m
2Ai)
+ c∂ixδ(~x − ~y)(−πi + ∂iA0) + ρ
µ
x
δG(~y)
δAµ(~x)
+ c∂ix
δG(~y)
δπi(~x)
− kb
δG(~y)
δθ(~x)
}
. (3.6)
The index x in ∂i means that the derivative must be evaluated with respect to x (i.e., ∂ix ≡
∂/∂xi), and
ρµx ≡
(
a0, a∂
i
x
)
.
Equation (3.6) can be solved by considering G as a power series of θ (and its spatial deriva-
tives). Let Gn be proportional to θ
n, so G =
∑
n Gn. The condition G(θ = 0) = 0 leads to n ≥ 1.
Hence,
G1 =
θ
kb
(
− a0∂iπ
i −m2ρµAµ − c∂
iπi + c∂
i∂iA0
)
.
The terms
δG(~y)
δAµ(~x)
and
δG(~y)
δπi(~x)
do not contribute to the computation of G1. However, they contribute to others Gn’s, besides
δG(~y)
δθ(~x) , which encloses the θ field. After some straightforward calculations, one can find G2
(without surface terms) as
G2 = −
1
2(kb)2
{
c(2a0 + c)∂iθ∂
iθ +m2ρµθρµθ
}
.
The absence of Aµ and πi in G2 implies Gn = 0 for all n ≥ 3. Thus the function G is
completely known, and we can write down the expression for G0, which is,
G0(~x) ≡
∫
d3y
δG(~y)
δA0(~x)
=
1
kb
(
c∂i∂iθ −m
2a0θ
)
. (3.7)
Applying this result in (3.5), we have that,
k =
m2
b2
, (3.8)
which fixes k with relation to b.
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Our next and final step in order to construct the gauge embedded Lagrangian is to find Ψ.
This can be carried out by demanding that ν˜(θ) be a zero-mode of f˜
(1). Among some redundant
or trivial equations, there are the following important ones (using (3.7) and (3.8)),
c∂xj δ(~x− ~y) +
m2
b
δΨ(~x)
δAj(~y)
= 0, (3.9)
−a∂xj δ(~x − ~y) +
m2
b
δΨ(~x)
δπj(~y)
+ ∂xj δ(~x − ~y) = 0, (3.10)
−ba0δ(~x− ~y) + a∂
i
x
δΨ(~y)
δAi(~x)
+ c∂ix
δΨ(~y)
δπi(~x)
−
m2
b
Θxy −
δG0(~x)
δθ(~y)
= 0. (3.11)
With (3.2) and (3.9)–(3.11), up to an additional function just of θ (action surface term), Ψ can
be determined. The answer is
Ψ = −
b
m2
{
m2A0 + c∂iA
i + (1− a)∂iπi
}
.
Hence, the gauge version of the Lagrangian for the Proca model was found. Nevertheless,
it is more interesting to express it without the momenta πi. At first, note that we can drop
the term λ˙Ω˜ from L˜(1) without changing the dynamics (one can always turn on the symplectic
algorithm again and find the constraint Ω˜), this will lead us back to L˜. By varying L˜ with
respect to πi and using the Euler–Lagrange equations we find
πi = ∂iA0 − A˙i +
b
m2
[
(1− a)∂iθ˙ + (a0 + c)∂iθ
]
.
Note that the momenta are not the original ones (which are Fi0), but when θ is removed they
are recovered.
Also from the Euler–Lagrange equations, we have
γ =
b2
m2
θ˙.
Thus, eliminating πi and γ, the Lagrangian L˜ can be written as
L˜ = −
1
4
FµνF
µν +
m2
2
AµAµ
+
b
m2
{
−m2A0θ˙ + (1− a)∂iθ˙(∂
iA0 − A˙
i) + a0θ(∂
i∂iA0 − ∂iA˙
i) + θm2ρµAµ
}
(3.12)
+
b2
m4
{
3
2
(1−a)2∂iθ˙∂
iθ˙ −
1
2
a20∂iθ∂
iθ + (1−a)(a0+c)∂iθ˙∂
iθ +
m2
2
ρµθρµθ
}
+
b2
2m2
θ˙θ˙.
From the components of ν˜θ and ν˜γ the infinitesimal gauge generators of the theory are
obtained as,
δεA0 = εa0 − ε˙, δεA
i = −a∂iε, δεθ = −
m2
b
ε.
The symplectic formalism assures us that L˜ is invariant under the above transformations for
any constants b, a0 and a (assuming they have proper dimensions, which are squared mass, mass
and unit respectively).
Usually, terms with more than two derivatives in the Lagrangian are not convenient. Let us
avoid these by fixing a = 1.
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To obtain an explicit Lorentz invariance, the constants need to be fixed as b = m2, a = 1
and a0 = 0 (alternatively, b could also be −m
2). With these values, the Lagrangian turn out to
have a Stu¨ckelberg aspect, that is
L˜ = −
1
4
FµνF
µν +
m2
2
AµAµ −m
2Aµ∂µθ +
m2
2
∂µθ∂µθ.
This result could also be calculated from the analysis of the gauge generators and comparing
them to (2.38), and also with the knowledge that the convenient generators are δεA
µ = −∂µε
and δεθ = −ε (in order to have that δε(A
µ+ ∂µθ) = 0). After all, one could fix the constants as
soon as they have appeared, achieving the above results more quickly.
Concerning the Lagrangian (3.12), it is not the most general one that can be written with
the symplectic embedding method. Others structures of the zero-modes ν˜(θ) and ν˜(γ) are also
possible, and their components, together with the components of ν˜, could also be field dependent.
3.2 Irrotational fluid model
In this section we will apply the formalism to an unconstrained theory. To carry out this it is
necessary to use a Lagrangian of the type L˜(θ) (2.4).
The irrotational fluid model has its dynamics governed by the following Lagrangian density
L = −ρη˙ +
1
2
ρ(∂aη)(∂
aη)−
g
ρ
,
where a = 1, 2, . . . , d (runs through spatial indexes only), ρ is the mass density, η is the velocity
potential and g is a constant. Here the metric is Euclidean. This model does not possess neither
gauge symmetry nor, constraints in the symplectic sense2. The above Lagrangian is already
linear in the velocity, hence we can proceed directly to the embedding process.
In accordance with the last comments, we will not use the γ field. Hence, the gauge embedded
Lagrangian is
L˜ = −ρη˙ +Ψθ˙ +
1
2
ρ∂aη∂
aη −
g
ρ
−G,
where Ψ ≡ Ψ(ρ, η, θ) and G ≡ G(ρ, η, θ).
Setting the symplectic coordinate vector as ξ˜α = (ρ, η, θ), the symplectic momenta and matrix
are
a˜α = (0,−ρ,Ψ)
and
f˜ =


0 −δ(~x− ~y) δΨ(~y)
δρ(~x)
δ(~x− ~y) 0 δΨ(~y)
δη(~x)
− δΨ(~x)
δρ(~y) −
δΨ(~x)
δη(~y) Θxy

 .
Notice that ~x and ~y are d-dimensional vectors and like the previous application we have that,
Θxy ≡
δΨ(~y)
δθ(~x)
−
δΨ(~x)
δθ(~y)
.
2The Dirac algorithm always select the constraints in any linear Lagrangian but, for each constraint, it adds
a new field: the canonical momenta. This roundabout procedure is not present in the symplectic algorithm. See
[45, 50] for details.
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The symplectic method affirm that if the symplectic matrix is degenerated and one of its
(linearly independent) zero-modes does not produce any new constraints, then the theory has
gauge symmetry and the infinitesimal gauge generators are given by the components of that
zero-mode. Due to the absence of the γ field, there is no “modified constraint” to insert. So we
can go forward to the selection of the zero-mode related to the infinitesimal gauge generators.
The most general constant zero-mode of f˜ (0) has the form
ν˜ =
(
a b 1
)
.
This one imposes the following conditions on Ψ,
δΨ(~x)
δρ(~y)
= bδ(~x− ~y),
δΨ(~x)
δη(~y)
= −aδ(~x− ~y), Θxy = 0. (3.13)
If one is not interested in a gauge symmetry related to ρ (i.e., δερ = 0), for example, a could
be put equal to zero at this point, simplifying future calculations.
From the equations (3.13) it is possible to find Ψ as
Ψ = bρ− aη + f(θ),
where f(θ) is an arbitrary function of θ alone. This function, as one can easily check, only
contributes to a surface term for the action, therefore it will not be written anymore.
The last step of the formalism concerning this theory is the calculation of G. This function
can be found by demanding that ν˜ does not give rise to any constraint, that is,∫
ddy ν˜α(~x)
δV˜ (~y)
δξ˜α(~x)
= 0,
with V˜ being the potential part of L˜, namely,
V˜ = −
1
2
ρ∂aη∂
aη +
g
ρ
+G.
Hence∫
ddy
{
a
(
−
1
2
∂aη∂
aηδ(~x − ~y)−
g
ρ2
δ(~x − ~y) +
δG(~y)
δρ(~x)
)
+ b
(
−ρ∂aη∂
aδ(~x − ~y) +
δG(~y)
δη(~x)
)
+
δG(~y)
δθ(~x)
}
= 0.
In this equation, every implicit dependence on space refers to the vector ~y.
Expanding G in powers of θ, G =
∑
Gn with Gn ∝ θ
n and n ≥ 1 (due to G(θ = 0) = 0), we
have that
G1 = a
(
1
2
∂aη∂
aηθ +
g
ρ2
θ
)
+ bρ∂aη∂
aθ,
G2 = −a
(
−a
g
ρ3
θ2 + b∂aη∂aθθ
)
−
b2
2
ρ∂aθ∂
aθ,
G3 = a
(
a2
g
ρ4
θ3 +
b2
2
θ∂aθ ∂aθ
)
, Gn = a
n g
ρn+1
θn ∀ n ≥ 4.
As ρ > aθ the series
∑
Gn converges and we find the following Lagrangian,
L˜ = −ρη˙ + (bρ− aη)θ˙ + (ρ− aθ)
(
1
2
∂aη∂
aη − b∂aη∂aθ +
b2
2
∂aθ∂aθ
)
−
g
ρ− aθ
.
The above Lagrangian is invariant under gauge transformations that result from (2.18)
δερ = aε, δεη = bε, δεθ = ε.
One can easily check that δεL˜ = 0 (for δε acts like a derivative operator).
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3.3 Noncommutative self-dual model
Now we will analyze the extension of the symplectic embedding technique into the NC sce-
nario. With some results from the symplectic formalism we construct a dual theory, with gauge
symmetry, equivalent to the NC self-dual model in 2 + 1 dimensions. We use the easiness of
the symplectic formalism to deal with infinitesimal gauge generators in order to obtain some
generalization for the final Lagrangian, which has, as a special case, a Stu¨ckelberg aspect. The
duality is established without the use of the Seiberg–Witten map and with no restriction on the
powers of the parameter of the Moyal product.
The final result is a Lagrangian with the gauge symmetry and the same “physics” of the
NC self-dual model, without using any kind of approximation or restriction concerning the
Moyal product. Deliberately some of its parameters are left unfixed. The reason is that one
can analyze the gauge generators of this Lagrangian, compare these with the desired ones and
fix the parameters accordingly. In the future, these parameters will be fixed with the aim of
obtaining a Lagrangian with a Stu¨ckelberg form.
To achieve our objective, what we need is a modified NC self-dual Lagrangian whose sym-
plectic matrix is degenerated and its zero-modes do not produce new constraints. Nevertheless,
this new Lagrangian, with some gauge fixing conditions (the unitary gauge), must be equal to
the original one (except for surface terms).
The NC self-dual Lagrangian is
L =
1
2
fµfµ −
1
4m
ǫµνλfµFνλ,
with summation convention implied, µ, ν, λ = 0, 1, 2, metric g = diag
(
+ − −
)
and ǫ012 = 1.
The NC field nature of this Lagrangian resides solely in
Fµν = ∂µfν − ∂νfµ − ie[fµ, fν ],
where [ , ] is the Moyal commutator, i.e.,
[fµ, fν ](~x) = (fµ ⋆ fν)(~x)− (fν ⋆ fµ)(~x),
and the Moyal product is defined by [51]
(fµ ⋆ fν)(~x) ≡ e
i
2
θij∂
i
x∂
j
yfµ(~x)fν(~y)|~y→~x.
In order to use some symplectic results, kinetic and potential parts of L need to be separated.
This Lagrangian can be written as
L =
1
2m
ǫijfif˙j − V,
where i, j = 1, 2, ǫ12 = 1 and
V = −
1
2
fµfµ +
1
m
ǫijfi∂jf0 −
3
4m
f0ǫ
ijie[fi, fj].
Now we will introduce two WZ fields (θ and γ) and two unknown functions, defining L˜:
L˜(fµ, f˙µ, θ, θ˙, γ) =
1
2m
ǫijfif˙j + (Ψ + γ)θ˙ − V˜ ,
where
Ψ ≡ Ψ(fµ, θ), V˜ ≡ V +G+
1
2
kγγ, G ≡ G(fµ, θ)
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and k is a constant. The dependence on the spatial derivatives is implicit in the equations above.
The function G satisfies the condition G(θ = 0) = 0.
The Lagrangian L˜ is not supposed to be explicitly invariant under some set of gauge trans-
formations. As it will be shown, a constraint must be added with this objective.
Let
(ξ˜α) =
(
f0 f
i θ γ
)
, (a˜α) =
(
0 12mǫijf
i Ψ+ γ 0
)
be the symplectic coordinates and momenta respectively, with α = 1, 2, . . . , 5. Thus, the sym-
plectic matrix,
f˜αβ(~x, ~y) ≡
δa˜β(~y)
δξ˜α(~x)
−
δa˜α(~x)
δξ˜β(~y)
,
is given by
f˜αβ =


0 0 δΨ(~y)
δf0(~x)
0
0
ǫij
m
δ(~x− ~y) δΨ(~y)
δf i(~x)
0
− δΨ(~x)
δf0(~y)
− δΨ(~x)
δfj(~y)
Θxy −δ(~x− ~y)
0 0 δ(~x − ~y) 0

 ,
where, as before,
Θxy ≡
δΨ(~y)
δθ(~x)
−
δΨ(~x)
δθ(~y)
.
Let us choose the zero-mode as
(ν˜α) =
(
1 01×2 0 b
)
,
with b constant. Except for the last two components, (ν˜α) is the zero-mode of the symplectic
matrix of L. The choice made in the last equation implies the following condition for Ψ,
δΨ(~y)
δf0(~x)
= −bδ(~x− ~y), (3.14)
and with that zero-mode, we find the constraint
Ω˜(~x) ≡
∫
d2y ν˜α
δV˜ (~y)
ξ˜α(~x)
= −f0(~x) +
1
m
ǫij∂ifj(~x)−
3
4m
ǫijie[fi, fj](~x) +
∫
d2y
δG(~y)
δf0(~x)
+ bkγ(~x).
Using Ω to express the constraint of the original theory and
G0(~x) ≡
∫
d2y
δG(~y)
δf0(~x)
,
we can write
Ω˜ = Ω +G0 + bkγ.
Following the symplectic approach, let us insert this constraint into the kinetic part of the
Lagrangian L˜. Hence, we have that,
L˜(1) =
1
2m
ǫijfif˙j + (Ψ + γ)θ˙ + Ω˜λ˙− V˜ . (3.15)
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With α = 1, 2, . . . , 6 and
(ξ˜(1)α) =
(
f0 f
i θ γ λ
)
, (a˜(1)α ) =
(
0 12mǫijf
i Ψ+ γ 0 Ω˜
)
,
the symplectic matrix is
(
f˜
(1)
αβ
)
=


0 0 δΨ(~y)
δf0(~x)
0 δΩ˜(~y)
δf0(~x)
0
ǫij
m
δ(~x− ~y) δΨ(~y)
δf i(~x)
0 δΩ˜(~y)
δf i(~x)
− δΨ(~x)
δf0(~y)
− δΨ(~x)
δfj(~y)
Θxy −δ(~x− ~y)
δG0(~y)
δθ(~x)
0 0 δ(~x− ~y) 0 kbδ(~x − ~y)
− δΩ˜(~x)
δf0(~y)
− δΩ˜(~x)
δfj(~y)
− δG0(~x)
δθ(~y) −kbδ(~x− ~y) 0


.
The zero-modes of (f˜
(1)
αβ ), which will be chosen, will turn out to be the gauge generators of
the embedded theory. The structure of the selected zero-modes is
(ν˜αθ (~x)) =
(
ρ0 ρ
i
x −kb 0 1
)
, (ν˜αγ ) =
(
1 01×2 0 b 0
)
.
As in the Proca model, our notation is such that the component ρ0 is a constant and ρ
i
x ≡ a∂
i
x,
where a is another constant. So, at this point, we have not yet fixed the gauge generators
altogether, i.e., k, b, ρ0 and ρ
i
x still have some freedom. A relation between k and b will be found
but there is no other restriction. The final answer will be quite general and, as a special case,
we will find a Stu¨ckelberg-like embedded theory.
We will assume the existence of a function Ψ compatible with the zero-modes ν˜θ and ν˜γ .
These objects need to be the gauge generators, so the function G must agree with∫
d2yν˜αθ
δV˜ (~y)
δξ˜(1)α(~x)
=
∫
d2yν˜αγ
δV˜ (~y)
δξ˜(1)α(~x)
= 0.
For ν˜γ there is no difficulty, its contraction with the gradient of V˜ is equal to Ω˜, which is
zero, accordingly to the kinetic part of L˜(1). For ν˜θ we have the following differential equation,∫
d2y
{
ρ0
(
Ω(~y)δ(~x− ~y) +
δG(~y)
δf0(~x)
)
+ ρixδ(~x− ~y)
(
−fi(~y) +
1
m
ǫij∂
j
yf0(~y)
−
3ie
2m
ǫij [f
j, f0](~y)
)
+ ρix
δG(~y)
δf i(~x)
− kb
δG(~y)
δθ(~x)
}
= 0.
Writing
G =
∞∑
n=1
Gn
with Gn being proportional to θ
n or its spatial derivatives. For the zeroth order in theta, we
obtain∫
d2y
{
ρ0Ω(~y)δ(~x− ~y) + ρ
i
xδ(~x − ~y)
(
−fi(~y) +
1
m
ǫij∂
j
yf0(~y)
−
3ie
2m
ǫij [f
j, f0](~y)
)
− kb
δG1(~y)
δθ(~x)
}
= 0,
whose solution is
G1 =
θ
kb
(
−ρµfµ +
1
m
ǫµiλρ
µ∂ifλ −
3ie
4m
ǫµνλρ
µ[f ν, fλ]
)
.
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For G2 we have that,∫
d2y
{
ρµx
δG1(~y)
δfµ(~x)
− kb
δG2(~y)
δθ(~x)
}
= 0,
hence
G2 = −
1
2k2b2
(
ρµθρµθ +
3ie
2m
ǫµνλf
µ[ρνθ, ρλθ]
)
.
Finally, G3 is given by∫
d2y
{
ρµx
δG2(~y)
δfµ(~x)
− kb
δG3(~y)
δθ(~x)
}
= 0.
Although the above derivatives of G2 do not vanish, when they are contracted with vector (ρ
µ)
the result is zero, hence G3 = 0. This result implies that
Gn = 0 ∀n ≥ 3.
Now the function G is known. Consequently G0 can be determined as well,
G0 = −
1
kb
(
ρ0θ +
3ie
2m
ǫij [θ, ρ
if j] +
3ie
4kbm
ǫij [ρ
iθ, ρjθ]
)
.
We have assumed that ν˜γ and ν˜θ are zero-modes of matrix f˜
(1), now this condition will
be used to find the function Ψ. Contracting ν˜θ with f˜
(1) and demanding this to be null, the
following nontrivial equations emerge:
kb2 = 1,∫
d2x
{
1
m
ǫijρ
i
xδ(~x− ~y) +
1
b
δΨ(~x)
δf j(~y)
−
1
m
ǫij∂
i
xδ(~x− ~y) +
3ie
2m
ǫij[f
i(~x), δ(~x − ~y)]
+
3bie
2m
ǫij [θ(~x), ρ
i
xδ(~x − ~y)]
}
= 0 (3.16)
and ∫
d2x
{
ρix
δΨ(~y)
δf i(~x)
−
1
b
Θxy +
b
m
ǫij
(
ρix∂
j
xδ(~x− ~y) +
3ie
2
[δ(~x− ~y), ρixf
j(~x)]
)}
= 0, (3.17)
where the first equation have been used to achieve the last two. These, together with (3.14),
determines Ψ. The vector ν˜γ does not generate any new condition to Ψ.
From equations (3.14) and (3.16), except for a function dependent only on θ, Ψ can be
computed. Equation (3.17), as it can be checked, is redundant. So, there is some arbitrariness
left on Ψ, namely, if Ψ is a solution of above equations, the same is true for Ψ(f0, f
i, θ) + f(θ),
where f(θ) is any function of θ. However, this arbitrariness is not important, since such function
only contributes to the surface term for the action (3.15).
Therefore, within our purpose, Ψ is
Ψ =
b
m
ǫij
(
∂i − ρi
)
f j −
3bie
2m
ǫij
(
1
2
[f i, f j ] + b[θ, ρif j]
)
− bf0.
Hence, writing together all the results obtained before, the Lagrangian L˜(1) is,
L˜(1) =
1
2
fµfµ −
1
4m
ǫµνλfµFνλ + λ˙Ω˜
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+
b
m
ǫij
{
∂if j −
3ie
2
(
1
2
[f i, f j] + b[θ, ρif j]
)
− bf0 + γ
}
θ˙ −
b
m
ǫijρ0f
i∂jθ
+
b2
2
ρµθρµθ − bθρ
µfµ +
3ibe
4m
ǫµνλ
(
bfµ[ρνθ, ρλθ]− θρµ[f ν , fλ]
)
−
1
2b2
γγ.
Following the symplectic method [50], the above Lagrangian has gauge symmetry with two
free generators (both related with zero-modes ν˜θ and ν˜γ), which are
δεθf0 = εθρ0, δεγf0 = εγ ,
δεθf
i = −ρiεθ, δεγf
i = 0,
δεθθ = −εθ
1
b
, δεγθ = 0, (3.18)
δεθγ = 0, δεγγ = εγb,
δεθλ = εθ, δεγλ = 0,
the infinitesimal parameters are εθ(~x) and εγ(~x). One can check that
3 δεθ L˜
(1) = δεγ L˜
(1) = 0.
At this point we have already calculated the embedded version of the NC self-dual model.
Our next step is to rewrite the Lagrangian and its gauge generators in another form. The
objective is to obtain a Stu¨ckelberg-like Lagrangian. Hence, we are looking for a symmetry as
δεf
µ = ε∂µ, δεθ = −
1
b
ε.
Comparing this with (3.18), it is not hard to imagine that we have to eliminate γ through
γ = b2θ˙ and choose
(ρµ) =
(
0 ∂i
)
,
following the procedure explained in Section 2. Thus, the desired Lagrangian is found,
LS =
1
2
(fµ − b∂µθ) (f
µ − b∂µθ)
−
1
4m
ǫµνλ (fµ − b∂µθ) (∂νfλ − ∂λfν − ie[fν − b∂νθ, fλ − b∂λθ]) .
In this section we obtained a dual version, with gauge symmetry, of constrained and uncon-
strained field theory models, including the case of NC manifolds. It is important to emphasize
two remarkable features of the used method: it is easy to handle the NC part of the theory
and the possibility of choosing, among the infinitesimal gauge generators, which gauge theory
will be built in. However, as said before we have to pay attention to the physical conditions
governing the system. Regarding the first point we can stress that other approaches [52] make
use of the Seiberg–Witten map beforehand to set up a commutative version in order to handle
the embedding. This may limit the range of applicability to certain powers of the parameter of
the Moyal product. The duality treated here however, is valid for any power of the parameter
of the Moyal product, since no restriction was necessary.
The commutative examples of this section considered constrained and unconstrained mo-
dels to illustrate the full power and generality of this technique. Other embedding approaches
are usually restricted to constrained models since they use the idea of constraint conversion
to produce the gauge embedding. The embedding approach, on the other hand, only deals
with the symplectic structure of the theory and does not depend on the previous existence of
a constrained structure to produce the gauge structure. This flexibility allowed us to investigate
both commutative and NC theories indistinctly which brings great generality to the methodology.
3Actually, δεγ L˜
(1) = Ω˜, but we know from equations of motion that Ω˜ = 0.
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3.4 The massive NC U(1) theory
The Lagrangian density that governs the dynamics of NC massive U(1) theory is
L = −
1
4
FµνF
µν +
1
2
m2AµAµ, (3.19)
where the stress tensor in terms of the Moyal commutator is given by
Fµν = ∂µAν − ∂νAµ − ie[Aµ, Aν ], (3.20)
where
[Aµ, Aν ] = Aµ ⋆ Aν −Aν ⋆ Aµ,
and
Aµ(x) ⋆ Aν(x) = exp
(
i
2
θγλ∂xγ∂
y
λ
)
Aµ(x)Aν(y)
∣∣
x=y
,
Aν(x) ⋆ Aµ(x) = exp
(
i
2
θλγ∂xλ∂
y
γ
)
Aν(x)Aµ(y)
∣∣
x=y
,
where θγλ is a real and antisymmetric constant matrix. In order to avoid causality and unitary
problems in Moyal space, we take θ0i = 0 [18]. Hence the ⋆ product of the gauge fields into the
stress tensor, given in equation (3.20), becomes
Aµ(x) ⋆ Aν(x) = exp
(
i
2
θij∂xi ∂
y
j
)
Aµ(x)Aν(y)
∣∣
x=y
,
Aν(x) ⋆ Aµ(x) = exp
(
i
2
θji∂xj ∂
y
i
)
Aν(x)Aµ(y)
∣∣
x=y
.
Now, we will reduce the second-order Lagrangian density (3.19) into its first-order form,
which is read as
L = πiA˙i +A0(∂iπ
i +m2A0) +
1
2
πiπ
i − ieπi(A0 ⋆ Ai −Ai ⋆ A0)
−
1
4
FijF
ij +
1
2
m2AiA
i −
1
2
m2A0A
0,
where the canonical momentum πi is given by
πi = −F0i = −A˙i + ∂iA0 + ie(A0 ⋆ Ai −Ai ⋆ A0).
The symplectic fields are ξ(0)α = (Ai, πi, A0) and the zeroth-iterative symplectic matrix is
f (0) =

 0 −δij 0δji 0 0
0 0 0

 δ(x− y),
which is a singular matrix. It has a zero-mode that generates the following constraint
Ω(x) = ∂xi π
i(x) +m2A0(x)− ie
[
Ai(x), π
i(x)
]
,
identified as being the Gauss law. Bringing back this constraint into the canonical part of
the first-order Lagrangian density L(0) using a Lagrangian multiplier (β), the first-iterated
Lagrangian density, written in terms of ξ(1)α = (Ai, πi, A0, β) is obtained as
L(1) = πiA˙i + β˙Ω+
1
2
πiπ
i −
1
4
FijF
ij +
1
2
m2AiA
i −
1
2
m2A0A
0,
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with the following symplectic fields ξ(1)α = (Ai, πi, A0, β). Following the steps described in the
sections before, the first-iterated symplectic matrix is obtained as,
f (1) =


0 −δijδ(x− y) 0 ie[π
i(y), δ(x − y)]
δji δ(x− y) 0 0 fπiβ
0 0 0 m2δ(x− y)
ie[δ(x − y), πi(x)] fβπi −m
2δ(x − y) 0

 ,
where
fπiβ(x, y) = ∂
y
i δ(x− y) + ie
[
δ(x− y), Ai(y)
]
.
This matrix is nonsingular and, as settle by the symplectic formalism, the Dirac brackets
between the phase space fields are acquired from the inverse of the symplectic matrix, namely,
{Ai(x), A
j(y)}∗ = 0,
{Ai(x), π
j(y)}∗ = δji δ(x− y),
{Ai(x), A0(y)}
∗ = −
1
m2
(
∂xi δ(x− y) +
ie
m2
[δ(x − y), Ai(y)]
)
,
{πi(x), A0(y)}
∗ =
ie
m2
[δ(x− y), πi(y)].
After all, we are ready to compute the symplectic embedding formalism of the theory. Let
us explain once more that the symplectic embedding process begins enlarging the phase space
with the introduction of two WZ fields γ =
(
η πη
)
. Due to this, the original Lagrangian
density (3.19) becomes
L˜ = L+ LWZ,
where LWZ is a WZ counter-term which eliminates the noncommutativity of the theory. In
agreement with the symplectic embedding formalism, this new Lagrangian density must be
reduced to its first-order form, namely,
L˜(0) = πiA˙i + πηη˙ − V˜
(0),
where V˜ (0) is the symplectic potential , given by
V˜ (0) = −A0(∂iπ
i +m2A0)−
1
2
πiπ
i + ieπi(A0 ⋆ Ai +Ai ⋆ A0)
+
1
4
FijF
ij −
1
2
m2AiA
i +
1
2
m2A0A
0 +G(Ai, πi, A0, γ),
where G ≡ G(Ai, πi, A0, γ) is an arbitrary function and is written as an expansion in terms of
the WZ fields as
G(Ai, πi, A0, γ) =
∞∑
n=0
G(n)(Ai, πi, A0, γ) with G(n)(Ai, πi, A0, γ) ∼ (γ)n.
The new symplectic variables are now given by ν˜(0)α = (Ai, πi, A0, γ) and the respective
symplectic tensor is
f˜ (0) =


0 −δijδ(x− y) 0 0 0
δji δ(x− y) 0 0 0 0
0 0 0 0 0
0 0 0 0 −δ(x− y)
0 0 0 δ(x− y) 0

 .
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This singular matrix has a zero-mode, which is settle as
ν˜(0) =
(
0 0 1 0 0
)
.
This zero-mode when contracted with the symplectic potential generates the following constraint,
Ω(x) = ∂xi π
i(x) +m2A0(x)− ie[Ai(x), πi(x)] +
∫
dy
δG(y)
δA0(x)
.
In accordance with the symplectic formalism, this constraint must be introduced into the
zeroth-iterative first-order Lagrangian density through a Lagrange multiplier ζ, generating the
next one,
L˜(1) = πiA˙i + πη˙ +Ωζ˙ − V˜
(1),
with V˜ (1) = V˜ (0) |Ω=0. The symplectic vector is ξ˜
(1) = (Ai, πi, A0, ζ, γ) with the corresponding
tensor given by
f˜ (1) =


0 −δji δ(x− y) 0
δΩ(y)
δAi(x)
0 0
δijδ(x − y) 0 0
δΩ(y)
δπi(x)
0 0
0 0 0 δΩ(y)
δA0(x)
0 0
− δΩ(x)
δAj(y)
− δΩ(x)
δπj(y)
− δΩ(x)
δA0(y) 0 −
δΩ(x)
δη(y) −
δΩ(x)
δπη(y)
0 0 0 δΩ(y)
δη(x) 0 −δ(x− y)
0 0 0 δΩ(y)
δπη(x)
δ(x− y) 0


.
Hence, we are ready to remove the NC character of the original theory. To this end, it is
necessary to assume that the symplectic matrix above is singular. Consequently, this matrix
has its correspondent zero-mode, which is degenerated due to the arbitrariness present in the
matrix, which resides in the degenerated function G. This is not bad at all since it gives room
to settle several approaches to eliminate the NC structure. Consequently, this opens up the
possibility to obtain several commutative embedded representations for the NC model, which
are all dynamically equivalent. We believe that this represents an advantage of the symplectic
embedding formalism. Therefore, we chose a convenient zero-mode as,
ν˜(1) =
(
∂x,i 0 0 −1 1 1
)
.
Using this zero-mode with the symplectic matrix above, as we did before, we can write that,∫
d3x ν(1)α˜(x)f˜
(1)
α˜β˜
(x, y) = 0,
and hence, we obtain the boundary condition G(0) as
G(0)(x) = −
1
2
m2A0(x)A
0(x) + ie
[
Ai(x), πi(x)
]
A0(x),
and some of the correction terms belong to G(1), namely, πηA
0−ηA0. We note that the correction
term G(n) for n ≥ 2 has no dependence on the temporal component of the potential field A0.
Thus, G(n) ≡ G(n)(Ai, πi, γ) for n ≥ 2. This completes the first step of the symplectic embedding
formalism.
Following the embedding procedure, after introducing these correction terms into the sym-
plectic potential V˜ (1), we will begin with the second step in order to reformulate the theory as
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a gauge theory. In the symplectic embedding formalism, the zero-mode ν˜(1) does not produce
a constraint when contracted with the gradient of the symplectic potential, namely,∫
d3x ν˜(1)α˜(y)
δV˜ (1)(x)
δξ˜α˜(y)
= 0,
instead, it produces a general equation that allows the computation of the correction terms
in powers of γ enclosed into G(Ai, πi, A0, γ). To compute the others linear correction terms
in γ, G(1), we use the following relation (see (2.15))
0 =
∫
d3x
{
− ie
[
Fij(x), A
i(x)
]
∂jyδ(x − y)−m
2Aj(x)∂
j
yδ(x− y)
+ ie
[
πi(x), A0(x)
]
∂iyδ(x− y) +
δG(1)(x)
δη(y)
+
δG(1)(x)
δπη(y)
}
.
After a straightforward calculation, the complete linear correction term γ is given by
G(1)(x) = πη(x)A
0(x)− η(x)A0(x) +
{
ie∂jx
[
Fij(x), A
i(x)
]
+ ie∂jx
[
πj(x), A0(x)
]
+m2∂jxAj(x)
}1
2
(η(x) + πη(x)).
In order to compute the quadratic correction term, we use the following relation (see (2.16))
∫
d3x
[
∂jx
(
δG(1)
δAj(x)
)
+
δG(2)(y)
δη(x)
+
δG(2)(y)
δπη(x)
]
= 0,
and after a direct calculation, we have that
G(2)(x) = −
ie
4
Fi,j
[
∂ixη(x), ∂
j
xη(x)
]
−
1
4
m2∂jxη(x)∂
x
j η(x)
−
e2
4
[
∂ixη(x), Aj(x)
][
Ai(x), ∂
j
xη(x)
]
−
e2
4
[
Ai(x), ∂
x
j η(x)
][
Ai(x), ∂jxη(x)
]
−
ie
4
Fi,j
[
∂ixπη(x), ∂
j
xπη(x)
]
−
1
4
m2∂jxπη(x)∂
x
j πη(x)
−
e2
4
[
∂ixπη(x), Aj(x)
][
Ai(x), ∂
j
xπη(x)
]
−
e2
4
[
Ai(x), ∂
x
j πη(x)
][
Ai(x), ∂jxπη(x)
]
.
The remaining corrections G(n) for n ≥ 3 are computed in analogous way (see (2.17)) and we
just write them down as
G(3)(x) =
e2
2
[
Ai(x), ∂
x
j η(x)
][
∂jxη(x), ∂
y,iη(x)
]
+
e2
2
[
Ai(x), ∂
x
j πη(x)
][
∂jxπη(x), ∂
y,iπη(x)
]
,
G(4)(x) =
e2
8
[
∂xi η(x), ∂
x
j η(x)
][
∂jxη(x), ∂
i
xη(x)
]
+
e2
8
[
∂xi πη(x), ∂
x
j πη(x)
][
∂jxπη(x), ∂
i
xπη(x)
]
.
Note that the fourth-order correction term has the WZ field dependence only, thus all cor-
rection terms G(n) for n ≥ 5 are zero. Then, the gauge invariant first-order Lagrangian density
is given by
L˜ = πi(x)A˙i(x) + π(x)η˙(x)− H˜,
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where H˜ is the gauge invariant Hamiltonian density, identified as being the symplectic poten-
tial V˜ (1), namely,
H˜ = V˜ (1) = −
1
2
πi(x)π
i(x) +
1
4
FijF
ij −
1
2
m2Ai(x)A
i(x)− ie
[
Ai(x), A0(x)
]
πi(x)
+ 2πη(x)A
0(x)− 2η(x)A0(x) +
ie
2
∂jx
[
Fij(x), A
i(x)
]
η(x) +
1
2
m2∂jxAj(x)η(x)
−
ie
2
∂jx
[
πi, A0
]
η(x) −
ie
4
Fi,j
[
∂ixη(x), ∂
j
xη(x)
]
−
1
4
m2∂jxη(x)∂
x
j η(x)
−
e2
4
[
∂ixη(x), Aj(x)
][
Ai(x), ∂
j
xη(x)
]
−
e2
4
[
Ai(x), ∂
x
j η(x)
][
Ai(x), ∂jxη(x)
]
+
e2
2
[
Ai(x), ∂
x
j η(x)
][
∂jxη(x), ∂
y,iη(x)
]
+
e2
8
[
∂xi η(x), ∂
x
j η(x)
][
∂jxη(x), ∂
i
xη(x)
]
+
ie
2
∂jx
[
Fij(x), A
i(x)
]
πη(x) +
1
2
m2∂jxAj(x)πη(x)−
ie
2
∂jx
[
πi, A0
]
πη(x)
−
ie
4
Fi,j
[
∂ixπη(x), ∂
j
xπη(x)
]
−
1
4
m2∂jxπη(x)∂
x
j πη(x)
−
e2
4
[
∂ixπη(x), Aj(x)
][
Ai(x)∂
j
xπη(x)
]
−
e2
4
[
Ai(x), ∂
x
j πη(x)
][
Ai(x), ∂jxπη(x)
]
+
e2
2
[
Ai(x), ∂
x
j πη(x)
][
∂jxπη(x), ∂
y,iπη(x)
]
+
e2
8
[
∂xi πη(x), ∂
x
j πη(x)
][
∂jxπη(x), ∂
i
xπη(x)
]
.
In order to complete the gauge invariant reformulation for the massive NC U(1) theory, we
compute the infinitesimal gauge transformations of the phase space coordinates. In agreement
with the symplectic method, the zero-mode ν˜(1) is the generator of the infinitesimal gauge
transformations (δO = εν˜(1)), which are given by
δAi = ∂
iε, δπi = 0, δA0 = 0, δη = ε, δπη = ε,
where ε(y) is an infinitesimal time-dependent parameter. And with this result, we complete the
Hamiltonian symplectic embedding of the massive NC U(1) theory.
Summarizing, the Hamiltonian density of the embedded version of the massive NC U(1)
theory was also obtained. A remarkable feature here is that the embedded version was obtained
after a finite number of steps of the iterative symplectic embedding process, which leads to a
embedded Hamiltonian density with a finite number of WZ terms. It is important to regard that,
by construction, these different embedding representations of the NC theory are dynamically
equivalent, since the WZ gauge orbit is defined by the zero-mode.
4 Noncommutativity from the symplectic point of view
In this section we will explain an extension of the symplectic embedding formalism that generali-
zes the quantization by deformation introduced in [24] in order to explore, with this new insight,
how the NC geometry can be introduced into a commutative field theory. To accomplish this,
a systematic way to introduce NC geometry into commutative systems, based on the symplectic
approach and the Moyal product is presented. However, this method describes precisely how to
obtain a Lagrangian description for the NC version of the system. To confirm our approach, we
use two well known systems, the chiral oscillator and some nondegenerate classical mechanics.
We will show precisely the NC contributions through this generalized symplectic method and
obtain exactly the actions in the NC space found in the literature.
Noncommutativity and Duality through the Symplectic Embedding Formalism 27
4.1 Introducing noncommutativity through the generalized symplectic
formalism
The quantization by deformation [53] consists in the substitution of the canonical quantization
process by the algebra A~ of quantum observables generated by the same classical one obeying
the Moyal product, i.e., the canonical quantization
{h, g}PB =
∂h
∂ζa
ωab
∂g
∂ζb
−→
1
ı~
[Oh,Og],
with ζ = (qi, pi), is replaced by the ~-star deformation of A0, given by
{h, g}~ = h ∗~ g − g ∗~ h,
where
(h ∗~ g)(ζ) = exp
{ ı
2
~ωab∂
a
(ζ1)
∂b(ζ2)
}
h(ζ1)g(ζ2)|ζ1=ζ2=ζ ,
with a, b = 1, 2, . . . , 2N and with the following classical symplectic structure
ωab =
(
0 δij
−δji 0
)
with i, j = 1, 2, . . . , N,
that satisfies the relation below
ωabωbc = δ
a
c .
The quantization by deformation can be generalized assuming a generic classical symplectic
structure Σab. In this way the internal law will be characterized by ~ and by another deformation
parameter (or more). As a consequence, the Σ-star deformation of the algebra becomes
(h ∗~Σ g)(ζ) = exp
{ ı
2
~Σab∂
a
(ζ1)
∂b(ζ2)
}
h(ζ1)g(ζ2)|ζ1=ζ2=ζ ,
with a, b = 1, 2, . . . , 2N .
This new star-product generalizes the algebra among the symplectic variables in the following
way
{h, g}~Σ = ı~Σab.
In [24, 25], the authors proposed a quantization process in order to transform the NC classical
mechanics into the NC quantum mechanics, through the generalized Dirac quantization,
{h, g}Σ =
∂h
∂ζa
Σab
∂g
∂ζb
−→
1
ı~
[Oh,Og]Σ.
The relation above can also be obtained through a particular transformation of the usual classical
phase space, namely,
ζ ′a = Tabζ
b, (4.1)
where the transformation matrix is
T =
(
δij −
1
2θij
1
2βij δij
)
, (4.2)
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where θij and βij are antisymmetric matrices. As a consequence, the original Hamiltonian
becomes
H(ζa) −→ H(ζ
′
a),
where the corresponding symplectic structure is
Σab =
(
θij δij + σij
−δij − σij βij
)
, (4.3)
with σij = −
1
8 [θikβkj + βikθkj]. Due to this, the commutator relations look like[
q′i, q
′
j
]
= ı~θij,
[
q′i, p
′
j
]
= ı~(δij + σij),
[
p′i, p
′
j
]
= ı~βij . (4.4)
We believe that at this point it is clear that here we are only analyzing systems where this
symplectic algebra (4.4) involves only constants. It is worthwhile to mention that there are
systems where the symplectic algebra (4.4) involves phase space dependent quantities, rather
than just constants. For instance, we can mention the NC Landau problem (for example in [54]
and references therein). A particle in the NC plane, coupled to a constant magnetic field and
an electric potential will possess an algebra similar to (4.4). A phase space dependent algebra
occurs for a nonconstant magnetic field, as discussed in [54]. This problem can be object for
future analysis.
Notice that a Lagrangian formulation was not given. Now, we propose a new systematic
way to obtain a NC Lagrangian description for a commutative system. In order to achieve
our objective, the symplectic structure Σab must be fixed firstly and subsequently, the inverse
of Σab must be computed. As a consequence, an interesting problem arise: if there are some
constant (Casimir invariants) in the system, the symplectic structure has a zero-mode, given by
the gradient of these Casimir invariants. Hence, it is not possible to compute the inverse of Σab.
However, in [33] this kind of problem was solved. On the other hand, if Σab is nonsingular, its
inverse can be obtained solving the relation below∫
Σab(x, y)Σ
bc(y, z)dy = δcaδ(x− z), (4.5)
which generates a set of differential equations, since Σab is an unknown two-form symplectic
tensor obtained from the following first-order Lagrangian
L = Aζ′a ζ˙
′a − V (ζ ′a), (4.6)
as being
Σab(x, y) =
δAζ′
b
(x)
δζ ′a(y)
−
δAζ′a(x)
δζ ′b(y)
. (4.7)
Due to this, the one-form symplectic tensor, Aζ′a(x), can be computed and subsequently, the
Lagrangian description, equation (4.6), is obtained also. In order to compute Aζ′a(x), equa-
tions (4.5) and (4.7) are used, which generates the following set of differential equations
θijBjk(x, y) + (δij + σij)Ajk(x, y) = δikδ(x − y),
Ajk(x, y)θji + (δij + σij)Cjk(x, y) = 0,
− (δij + σij)Bjk(x, y) + βijAjk(x, y) = 0,
Akj(x, y) (δji + σji) + βijCjk(x, y) = δikδ(x − y), (4.8)
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where
Bjk(x, y) =
(
δAq′j (x)
δq′k(y)
−
δAq′
k
(x)
δq′j(y)
)
, Ajk(x, y) =
(
δAp′j (x)
δq′k(y)
−
δAq′
k
(x)
δp′j(y)
)
,
Cjk(x, y) =
(
δAp′j (x)
δp′k(y)
−
δAp′
k
(x)
δp′j(y)
)
. (4.9)
From the set of differential equations (4.8), and the equations above (4.9), we compute the
quantities Aζ′a(x).
As a consequence, the first-order Lagrangian can be written as
L = Aζ′a ζ˙
′
a − V (ζ
′
a). (4.10)
Notice that, despite (4.6) and (4.10) have the same form, in (4.10) the Aζ′a are completely
computed through the solution of the system (4.8). In both we have a NC version of the theory
as a consequence of the deformation in (4.2) and its corresponding symplectic structure in (4.3).
This will be clarified through the examples in the next section.
4.2 Examples
In this section we will use the formalism developed above in two well known mechanical systems.
The first one is the chiral oscillator, which has a close relationship with the Floreanini–Jackiw
version of the chiral boson [55] through the mapping used in [56]. The other one is the so-
called nondegenerate mechanics [10]. We will show precisely that the results obtained with our
formalism coincide with the ones depicted in both systems, which confirms the effectiveness of
the method described in Section 2.
4.2.1 The chiral oscillator
Let us consider a two-dimensional model which has a reduced phase space. For this reason, the
symplectic coordinates are given by ζ ′a = (q
′
i), with a = i = 1, 2, and the canonical momenta
conjugated to q′i are not present. With this concept in mind, the NC algebra given in (4.4) is
comprised only by the first element. Therefore, following the procedure, the matrix Σab defined
in (4.3) now has only one element. Then we consider the symplectic structure as being
Σij = θij = θ ǫij,
where θ is the measure of the noncommutativity. This reduces the set of differential equations,
given in equation (4.8), to
δAq′j (x)
δq′k(y)
−
δAq′
k
(x)
δq′j(y)
= θ−1ij = −θ ǫij. (4.11)
Notice that the prime is not the spatial derivative, it was defined in (4.1).
Now it is easy to see that the equation (4.11) has the following solution,
Aq′i = −
1
2
θ ǫijq
′
j. (4.12)
Substituting (4.12) in (4.6), the first-order Lagrangian is given by
L = −
1
2
θǫij q˙
′
iq
′
j − V (q
′
j).
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We can assume that the symplectic potential is
V (q′j) =
kq′2j
2
.
Thus, we have the mechanical version of the FJ chiral boson, namely, the chiral oscilla-
tor (CO) [57]
L = −
1
2
θǫij q˙
′
iq
′
j −
kq′j
2
2
. (4.13)
where different signs in θ will correspond to different chiralities, similarly as obtained in [57]
(also studied in [58]).
To make an analogy of this model with a well known model for the chiral boson (k = 1) let
us make the following map using the relations described in [56] given by,
∂tφ↔ ∂tq
′
j, ∂xφ↔ θ ǫijq
′
j ,
and with this map implemented in (4.13), it can be seen directly that the FJ chiral boson
model [55] was obtained.
Although the chiral oscillator was discussed in details in various contexts (for instance, in [57,
58] and references therein), the purpose of this specific example is only to illustrate our method
of introducing the noncommutativity via the symplectic method.
4.2.2 The nondegenerate mechanics
With the understanding of the preceding example, it is now easy to see the procedure in a more
complicated case, where the Σab matrix is bigger than before.
In [10] it was introduced a NC version of an arbitrary nondegenerate mechanical system
whose action can be written as
S =
∫
dtL
(
qA, q˙A
)
, (4.14)
with the configuration space variables qA(t), A = 1, 2, . . . , n and no constraints in the Hamilto-
nian formulation.
We consider now the following symplectic structure
Σαβ =
(
−2θij δij
−δji 0
)
,
where, from (4.3), we can see that σij = βij = 0. Using (4.5) we can construct the following
matricial equation,
(
−2θil δil
−δil 0
)(
Σql qj Σql pj
Σpl qj Σpl pj
)
=
(
δ ji 0
0 δ ji
)
and we can write that
−2θilΣ
qlqj + δilΣ
plqj = δ ji , δilΣ
qlqj = 0,
−2θilΣ
qlpj + δilΣ
plpj = 0, −δilΣ
qlpj = δ ji . (4.15)
Solving (4.15) we have that
Σqiqj = 0, Σpiqj = δij , Σ
pipj = −2θij.
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Hence
δAqj (x)
δqi(y)
−
δAqi(x)
δqj(y)
= 0,
δAqj (x)
δpi(y)
−
δApi(x)
δqj(y)
= δij ,
δApj (x)
δpi(y)
−
δApi(x)
δpj(y)
= −2θij .
A convenient solution of this system is
Aqi =
1
2
pi +
1
2
qi, Api = θimpm −
1
2
qi.
Finally, we can construct our first-order Lagrangian as
L =
(
1
2
pi +
1
2
qi
)
q˙i +
(
θimpm −
1
2
qi
)
p˙i − V (q, q˙) = piq˙i + p˙iθijpj − V
′(q, q˙), (4.16)
where V ′(q, q˙) = V (q, q˙) + 12qiq˙i and L is the same Lagrangian obtained in [10] (in equation (4)
in [10], the H0(q
A, vA) is our V (q, q˙)). In few words we can say that the quantization of this
system takes us to quantum mechanics with the ordinary product substituted by the Moyal
product, similarly to the case of a particle on a NC plane [10].
The Lagrangian (4.16) is the NC version of the nondegenerate mechanical system described
by the Lagrangian L = L(qi, q˙i) [10]. It is easy to see that (4.16) has the same number of physical
degrees of freedom as the initial system S, equation (4.14). It can be demonstrated also that
the equations of motion of the NC system are the same as for the initial system S, modulo the
term which is proportional to the parameter θAB. Finally, we can say that the configuration
space variables have the NC brackets: {qA, qB} = −2θAB [10].
To end this section and consequently this work we will make some considerations To deform
a system by substituting the classical product by the Moyal product comprises essentially the
usual embedding of a commutative system in a NC configuration space. The final system is
now recognized as a NC theory. The last one has been investigated intensively in the literature.
In order to improve the knowledge of non-perturbative processes on how to obtain effectively a
NC theory, the authors in [24] discuss the passage from classical mechanics to quantummechanics
and then to NC quantum mechanics, which allows one to obtain the associated NC classical
mechanics.
We believe that with the symplectic formalism we can give a step further. It was proposed
an alternative new way to obtain NC models, based on the symplectic approach. An interesting
feature on this formalism lies on the symplectic structure, which is defined at the beginning of
the process. The choice of the symplectic structure, subsequently, defines the NC geometry of
the model and the Planck’s constant enters the theory via Moyal product. This formalism also
describes precisely how to obtain a Lagrangian description for the NC version of the system.
To illustrate the method, we used a chiral oscillator [57, 58] in the NC phase space that is
equivalent to the Floreanini–Jackiw chiral boson through a convenient mapping.
We talked also about the NC version of an arbitrary nondegenerate mechanical system which
has no constraints in the Hamiltonian formulation and where now, the configuration space
variables have the NC brackets {qA, qB} = −2θAB. The result coincides with the ones in the
literature.
It is important to stress that the procedure deals only with non-constrained systems. A possi-
ble work of research is the investigation of how NC geometry can be introduced into constrained
systems via symplectic approach. We believe that the method can bring new insights into this
issue also.
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A Some properties of the Moyal product
In this appendix we list some properties that we use in this paper.∫
dnxφ1 ⋆ φ2 =
∫
dnxφ1φ2 =
∫
dnxφ2 ⋆ φ1,
(φ1 ⋆ φ2) ⋆ φ3 = φ1 ⋆ (φ2 ⋆ φ3) = φ1 ⋆ φ2 ⋆ φ3,∫
dnxφ1 ⋆ φ2 ⋆ φ3 =
∫
dnxφ2 ⋆ φ3 ⋆ φ1 =
∫
dnxφ3 ⋆ φ1 ⋆ φ2,∫
dnx [[A,B], C] ⋆ D =
∫
dnx [A,B] ⋆ [C,D] =
∫
dnx [A,B][C,D].
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