We study the velocity of travelling waves of a reaction-diffusion system coupling a standard reaction-diffusion equation in a strip with a one-dimensional diffusion equation on a line. We show that it grows like the square root of the diffusivity on the line. This generalises a result of Berestycki, Roquejoffre and Rossi in the context of Fisher-KPP propagation where the question could be reduced to algebraic computations. Thus, our work shows that this phenomenon is a robust one. The ratio between the asymptotic velocity and the square root of the diffusivity on the line is characterised as the unique admissible velocity for fronts of an hypoelliptic system, which is shown to admit a travelling wave profile.
Introduction
In [12] , Berestycki, Roquejoffre and Rossi introduced the following reaction-diffusion system : (2) but in the half plane y < 0 with f (v) of the KPP-type, i.e f > 0 on (0, 1), f (0) = f (1) = 0, f (1) < 0 and f (v) ≤ f (0)v. Such a system was proposed to give a mathematical description of the influence of transportation networks on biological invasions. If (c, u, v) is a solution of (1), then (u(x−ct), v(x−ct)) is a travelling wave solution of (2) , connecting the states (0, 0) and (1/µ, 1). In [12] , the following was shown : • for all c > c * , lim t→+∞ sup |x|≥ct (u(x, t), v(x, y, t)) = (0, 0).
• for all c < c * , lim t→+∞ inf |x|≥ct (u(x, t), v(x, y, t)) = (1/µ, 1).
ii) The spreading velocity. If d and µ are fixed the following holds true.
• Thus a relevant question is whether the result of [12] is due to the particular structure of the nonlinearity or if it has a more universal character. This is a non trivial question since the KPP case benefits from the very specific property f (v) ≤ f (0)v : in such a case propagation is dictated by the linearised near 0, and the above question can be reduced to algebraic computations. Observe also that some enhancement phenomena really need this property : for instance, for the fractional reaction-diffusion equation
in [16, 15] , Cabré, Coulon and Roquejoffre proved that the propagation of an initially compactly supported datum is exponential in time. Nonetheless, this property becomes false and propagation stays linear in time with the reaction term studied here, as proved by Mellet, Roquejoffre and Sire in [30] . In this paper, we will show that the phenomenon highlighted in [12] persists under a biologically relevant class of nonlinearities that arise in the modelling of Allee effect. Namely f will be of the ignition type : With our choice of f , dynamics in the system (2) is governed by the travelling waves, which explains our point of view to answer the question through the study of equation (1) . Replacing the half-plane of [12] by a strip is only a technical simplification, legitimate since we are only interested in the propagation in the direction x. Our starting point is the following result :
Theorem 0. ( [19] ) Let f satisfy Assumption (A). Then there exists c(D) > 0 and u, v smooth solutions of (1) . Moreover, c is unique, u and v are unique up to translations in the x direction, and u , ∂ x v > 0.
The first result we will prove is the following : − d∆v + c∂ x v = f (v) (3) it is trivial by uniqueness (see the works of Kanel [28] ) that c(d) = c 0 √ d where c 0 is the velocity solution of (3) A by-product of the proof of Theorem 1 is the well-posedness for an a priori degenerate elliptic system, where the species of density v would only diffuse vertically, which can be seen as an hypoellipticity result : Theorem 2. c ∞ can be characterised as follows : there exists a unique c ∞ > 0 and u ∈ C 2+α (R), v ∈ C 1+α/2,2+α (Ω L ) with u , ∂ x v > 0, unique up to translations in x that solve
We will present two proofs of Theorem 2. One by studying the asymptotic behaviour of c(D) thanks to estimates in the same spirit as the ones of Berestycki and Hamel in [3] . Another one of independent interest, by a direct method, showing that the system (4) is not degenerate despite the absence of horizontal diffusion in the strip.
From now on, we renormalise (c, u, v) in (1) by making
ending up with the following equations
for which we need to show Before getting into the substance, we would like to mention that there is an important literature about speed-up or slow-down of propagation in reaction-diffusion equations in heterogeneous media and we wish to briefly present some of it.
Some other results
Closest to our work is the recent paper of Hamel and Zlatoš [26] , concerned by the speedup of a combustion front by a shear flow. Their model is :
where A > 1 is large, and where α(y) is smooth and (1, · · · , 1)-periodic. They show that there exists γ * (α, f ) ≥ T N −1 α(y)dy such that the velocity c * (Aα, f ) of travelling fronts of (6) satisfies
and under an Hörmander type condition on α 1 they characterise γ * as the unique admissible velocity for the following degenerate system where
Let us also give a brief account of other results concerning enhancement of propagation of reaction-diffusion fronts, especially motivated by combustion modelling and in heterogeneous media. In the presence of heterogeneities, quantifying propagation is considerably more difficult than the argument of Remark 1.1. The pioneering work in this field goes back to the probabilistic arguments of Freidlin and Gärtner [22] in 1979. They studied KPP-type propagation in a periodic environment and showed that the speed of propagation is not isotropic any more : propagation in any direction is influenced by all the other directions in the environment, and they gave an explicit formula for the computation of the propagation speed.
Reaction-diffusion equations in heterogeneous media since then is an active field and the question of the speed of propagation has received much attention. Around 2000, Audoly, Berestycki and Pommeau [1] , then Constantin, Kiselev and Ryzhik [18] started the study of speed-up or slow-down properties of propagation by an advecting velocity field. This study is continued in [29] and later by Berestycki, Hamel and Nadirashvili [6] and Berestycki, Hamel and Nadin [5] through the study of the relation between the principal eigenvalue and the amplitude of the velocity field.
Apart from speed-up by a flow field, the influence of heterogeneities in reactiondiffusion is studied in a series of paper [7, 8] published in 2005 and 2010, where Berestycki, Hamel and Nadirashvili, following [2] gave some new information about the influence of 1 Namely, α is smooth and there exists r ∈ N * such that 1≤|ζ|≤r |D ζ α(y)| > 0 the geometry of the domain and the coefficients of the equation. The first paper deals with a periodic environment, the second with more general domains. In 2010 also, explicit formulas for the spreading speed in slowly oscillating environments were also given for the first time by Hamel, Fayard and Roques in [25] . The influence of geometry on the blocking of propagation was also studied in periodic environment by Guo and Hamel [24] and in cylinders with varying cross-section by Chapuisat and Grenier [17] .
The present paper highlights a totally different mechanism of speed-up by the heterogeneity, through a fast diffusion on a line.
Organisation of the paper
The strategy of proof is the following : first, we show that there exists constants 0 < m < M independent of D such that m < c(D) < M . Then, we show that the limit point of c(D) as D → +∞ is unique and we characterise it, which proves Theorem 1 and 2. Another section is devoted to the proof of direct existence for system (4) . More precisely, the organisation is as follows :
• In Section 2 we compute positive exponential solutions of the linearised near 0 of (5) .
Those are fundamental to study the tail of the solutions as x → −∞ for comparison purposes. We use them to show that c(D) ≤ M .
• Section 3 is devoted to showing that c(D) ≥ m by proving some integral estimates.
• Section 4 proves Theorem 1 by showing the uniqueness of the limiting point c ∞ > 0 of c(D). This uses integral identities and a mixed parabolic-elliptic sliding method.
• Finally, in Section 5 we construct travelling waves to the limiting system (4) by a direct method, proving Theorem 2. For this, we treat x as a time variable and combine standard parabolic and elliptic theory.
Positive exponential solutions, upper bound
We compute positive exponential solutions of (5) with f = 0. Those play an important role for comparison purposes as x → −∞ and in the construction of supersolutions. Looking for φ(x) = e λx , ψ(x, y) = e λx h(y) with h > 0 we get the equations
Since we are interested in the asymptotic behaviour of c(D), we can assume D > d and get a solution given by
) and with c < λ < c
as pictured in figure 2 . Moreover, since the right-hand side of (9) is a decreasing function 
Remark 2.1. Actually we have even better : since the right-hand side of (9) converges to
as D → +∞, we know that λ increases to the solution of
as pictured on Figure 2 .
We will also keep in mind that for every 
and call
with the notations of Section 2.
Suppose there is a point where V < 0. Since V decays to 0 uniformly in y as x → −∞, V reaches a negative minimum somewhere. By the normalisation condition (10), the strong maximum principle and Hopf's lemma (see [23, 4] ), it can only be on x < 0, y = 0 and at this point we have µU < min V . This is a contradiction : looking at the equation on U , its limit as x → −∞ and its non-negative value at x = 0, we can assert that it reaches a minimum at some x U < 0 where the equation gives µU (
In the end, V ≥ 0 and the maximum principle applied on U gives U ≥ 0.
The exact same argument applied on u − u, v − v give the other inequality.
Proposition 2.2. There is a uniform bound in D on the velocity c(D) of solutions of (5)
:
Proof. Call µū =v = e cx . A simple computation shows that if
is a supersolution of (5) . We now use a sliding argument (see [11] , [31] ):
Since λ > c in Prop. 2.1, we know that the graph of e cx is asymptotically above the ones of µu and v. Knowing this and since µu, v ≤ 1, we can translate the graph of e cx to the left above the ones of µu and v. Now we slide it back to the right until one of the graphs touch, which happens since µu, v → 1 as x → +∞ whereas e cx → 0 as x → −∞, uniformly in y. What we just said proves that
exists as an inf over a set that is non-void and bounded by below. Now call
Using the strong maximum principle to treat a minimum that is equal to 0 (so that no assumption on the sign of k is needed) and treating the boundary y = 0 as above, knowing that V ≡ 0 we end up with V > 0. But then for any fixed compact
U > 0 so that we can translate the graph of e cx a little bit more to the right while still being above the ones of µu and
Now just chose a large enough so that on resp. x < −a and x > a, µū(r 0 + ε a + x),v(r 0 + ε a + x, y), µu, v are resp. close enough to 0 or large enough so that
has the sign of −f (0) = 0 or −f (1) > 0. Now the maximum principle applies just like above on x < −a and x > a and concludes thatū(
which is a contradiction with the definition of r 0 .
In the end, no suchū,v can exist, i.e. c
Remark 2.2. This proof shows how rigid the equations of fronts are when involving a reaction term with f (0), f (1) ≤ 0 : it is shown in [19] that there is no supersolution or subsolution (in a sense defined in [19] ) except the solution itself and its translates. This fact was already noted in [10, 31] for Neumann boundary value problems.
Proof of the lower bound
In this section we show the following :
We proceed by contradiction. Suppose that inf c(D) = 0. Then there exists a sequence D n → ∞ (since c is a continuous function of D, see [19] ) such that the associated solutions (c n , φ n , ψ n ) satisfy c n → 0. Moreover, integrating by parts the equation on v in (5) and using elliptic estimates to assert u , ∂ x v → 0 as x → ±∞ we get
Multiplying the equation by ψ n and integrating by parts yields
All the terms in the left hand side of this expression are positive quantities, so each one of them must go to zero as n → ∞. Now, we normalise ψ n by
and assert the following :
Before giving the proof, we mention an easy but technical lemma that will be used :
makes sense and holds.
Proof. Sincek is a smooth function, the product distributionkĥ makes sense and we can compute its inverse Fourier transform : we leave it to the reader to check the result using the classical properties of the Fourier transform on L 2 and the Fubini-Tonelli theorem.
We now turn to the proof of lemma 3.1.
and so by lemma 3.2 and the fact that ξ 2 − c n iξ + µ has no real roots, we have
This is a sequence of positive functions, uniformly bounded from below by a positive constant on any compact subset of R.
Now for −1 ≤ x ≤ 1 and since ∂ x ψ n ≥ 0 we have
and for n large enough this quantity is less than δθ 1 /2.
Proof. This result is based on a Markov-type inequality. Call
We now use that
Thus for all ε > 0, there exists N > 0 such that for all n > N ,
where |A| denotes the Lebesgue measure of A. We get the result by choosing
The fact that |J n | ≥ 1 directly comes from the upper bound assumed on δ.
We can now finish the proof. Indeed, for n > N, N fixed and for x ∈ J n we have
Using the Cauchy-Schwartz inequality and Lemmas 3.1 and 3.3, we get on
And so
we get a contradiction with the assumption c n → 0.
The equivalent c(D) ∼ c ∞ √ D
We know that every sequence c(D n ) associated to a sequence D n → +∞ is trapped between two positive constants. Now we just have to show the uniqueness of the limit point. We divide the proof in three steps.
• Compactness : we prove that any (φ n , ψ n ) associated to D n → ∞ and c n → c > 0 is bounded in H 3 loc . This uses integral identities.
• Treating the x variable as a time variable, we extract from such a family a (c, φ, ψ) that solves (5) with D = +∞.
• We show uniqueness of c for such a problem using a parabolic version of the arguments in Proposition 2.2.
But first, let us give an easy but technical lemma that will be used in the next computations.
Lemma 4.1. Gagliardo-Nirenberg and Ladyzhenskaya type inequalities in
Proof. The inequalities above with α = are resp. Gagliardo-Nirenberg and Ladyzhenskaya inequalities. We can prove that these are still valid in Ω L by re-doing the computations of Nirenberg and using trace inequalities, but the inequalities above will suffice for us and are easier to prove.
For this, we just use the Hölder interpolation inequality : if p, q, r ≥ 1 and α ∈ [0, 1] such that
We apply this with q = 3 resp. 4, r = 2, s → +∞, and control the |u| We are now able to treat Step 1 :
Then we start from (11) : since (c n ) is bounded and because the right-hand side of (11) is bounded, we have that ( (5) by ∂ x ψ n and in a similar fashion as (11), integrate by parts on Ω L,M . Boundary terms along the y axis decay thanks to elliptic estimates. Using ∂ x ψ n > 0 and |φ n | W 2,∞ (R) ≤ C (use Fourier transform of the variation of constants) we get the sum of following terms
n , which we want to bound.
so that in the end
We apply the same process, on the equation satisfied by (z n , w n ) := (φ n , ∂ x ψ n ). The linear structure is the same, but this time we do not have positivity of the first x derivative any more. Multiplying by w n := ∂ x ψ n > 0 the equation satisfied by w n and integrating gives rise to the following terms :
(∂ x w n ) w n = 0 thanks to elliptic estimates.
•
We now multiply by ∂ x w n the equation satisfied by w n . Integration yields the sum of the following terms :
n which we want to bound.
for a small ε > 0 of our choice thanks to the Gagliardo-Nirenberg type inequality of Lemma 4.1.
Finally, we end up with the inequality
which yields the bound |w n | For the H 3 estimate, we iterate one last time with the equation satisfied by (τ n , ρ n ) := (φ , ∂ xx ψ n ). Multiplying the equation by ρ n and integrating gives as before a nonnegative and a zero term, and the boundary integral as well as the right-hand side have to be studied more carefully :
by elliptic estimates, since the φ n satisfy an uniformly elliptic equation on R with uniformly bounded coefficients and with data ∂ x ψ n (·, 0) bounded in H 1/2 , so (φ n ) is bounded in H 2+1/2 , which gives (τ n ) bounded in H 1/2 so in L 2 (this can be seen easily through the Fourier transform). The second factor is bounded by the above result and the continuity of the trace operator on Ω L .
• The right-hand side is
For the first term, we use that
for some small ε > 0 of our choice thanks to the Ladyzhenskaya type inequality of Lemma 4.1. For the second term we just have
so this procedure gives
Now multiplying by ∂ x ρ n and integrating gives a zero term, the ∂ x ρ 2 n term we want to bound, and a boundary integral as well as a right hand side that are the following :
We bound this term thanks to a "fractional integration by parts" : indeed, we need to transfer more than one derivative on φ, but we do not control φ in H 4 , only in H 3+1/2 . For this, we use Plancherel's identity :
where C tr is a bound for the trace operator on Ω L .
The first term is controlled thanks to Cauchy-Schwarz and Ladyzhenskaya's inequality again :
by applying Ladyzhenskaya's inequality twice. The last term gives
by Ladyzhenskaya's inequality again. As before, in the end we get
which yields the boundedness of |ρ n | H 1 . Finally, the terms ∂ xyy ψ n and ∂ yyy ψ n are bounded in L 2 (Ω L ) thanks to the equation : if we differentiate the original equation on ψ n in y and then in x, the result is immediate.
We could go on again to H 4 by looking at the third derivatives, but the right-hand side would involve too much computations and interpolation inequalities. Instead, we stop here and use the following lemma.
Lemma 4.3. With the assumptions of Lemma 4.2, there exists
Proof. Thanks to Lemma 4.2, (ψ n ) is bounded in H 3 loc so by Rellich's theorem we can extract from it a sequence that converges strongly in H 2 loc to ψ ∈ H 3 loc . Moreover, thanks to the Sobolev embedding H 3 (Ω L,M ) → C 1,γ for every 0 < γ < 1, by Ascoli's theorem and the process of diagonal extraction we can assume that ψ n converges in C 1,β to ψ ∈ C 1,β for some 0 < β < 1 fixed. By elliptic estimates, (φ n ) is bounded in C 3,γ (R) for every 0 < γ < 1, so again, we can still extract and assume that φ n converges to a φ ∈ C 3,β in the C 3,β norm.
Since f satisfies f (0) = 0 and is Lipschitz continuous, we can assert that f (ψ n ) converges to f (ψ) in H 2 loc . Then we can pass to the L 2 limit n → ∞ in equation (5) satisfied by (c n , φ n , ψ n ) and see that (4) is satisfied a.e. Moreover, φ and ∂ x ψ are non-negative as locally Hölder limits of positive functions. Finally, if we fix x 0 ∈ R we assert that
Indeed, this comes from ψ ∈ H 3 loc and Jensen's inequality. For instance for x > x 0 and h small :
as h → 0 as the integral of an integrable function over a set whose measure tends to zero. It is known (see [14] , Section 10) that such a solution is unique and has C 1x,3+γ y regularity on every [x 0 + ε, +∞[×[−L, 0]. Since we can do this for every x 0 ∈ R, the regularity announced in the lemma is proved. The uniform limit to the left is obtained thanks to Prop. 2.1 :
where h − > 0 is a uniform lower bound on h n whose existence is proved in the next lemma.
The right limits are obtained in a similar fashion as in [9] by integration by parts and by using standard parabolic estimates instead of elliptic ones. See Lemma 5.1 and Prop. 5.10 in the next section for similar and complete computations.
We conclude this section with the following lemmas, that prove the uniqueness of the limit point c.
Lemma 4.4. Suppose c andc > c are two limit points of c(D)
and denote (c n , φ n , ψ n ) and (c n , φ n , ψ n ) some associated sequences of solutions that converge to (c, φ, ψ) and (c, φ, ψ) as in the previous theorem. Then there exists X ∈ R and N ∈ N s.t. for all x ≤ X and n ≥ N , ψ n (x, y) < ψ n (x, y).
Proof. This relies on comparison with exponential solutions computed in section 2 and on the uniform convergence of ψ n resp. ψ n to ψ resp. ψ. Indeed, if as in section 2 we denotē λ n and h n the exponent and the y part of the exponential solutions, we claim that : 
we have the inequality announced. Proof. Since these solutions have classical regularity, we can apply the strong parabolic maximum principle and the parabolic Hopf's lemma (see for instance [21, 4] ) in a similar fashion as the elliptic case of Proposition 2.2. First, observe that
Now, slide µφ, ψ to the left above µφ, ψ this way : just do it on a slice x = a with a > 0 large enough so that on x > a we know the sign of
and can use the parabolic maximum principle with initial "time" x = a (dotted line below) :
Treating the upper boundary as before, we obtain that µφ, ψ > µφ, ψ on x ≥ a. Using Proposition 4.4, the order is also true for x negative enough, so that there is only a compact rectangle left where the order is needed : for this, just slide µφ, ψ enough to the left. Now, as before, slide back to the right until the order is not true any more, finishing with the minimum possible translate µφ(r 0 +x) ≥ µφ(x), ψ(r 0 +x, y) ≥ ψ(x, y). The strong parabolic maximum principle (without sign assumption) gives that the order is still strict (use a starting x smaller than the x where an eventual contact point happens) since ψ ≡ ψ. Thus, on any compact K a as large as we want, we can slide µφ, ψ ε a more to the right again, the order still being true on K a . Now just chose a large enough so that −a < X + r 0 − ε a , and so that on x > a we know the sign of • We could avoid the use of exponential solutions in the proof of Lemma 4.4 : indeed, by considering some fixed translates φ r n , ψ r n of φ, ψ we can have, for n large enough thanks to the locally uniform convergence and if r is large enough
• This idea of using the parabolic maximum principle to treat a degenerate elliptic equation motivates the following section where we answer the question : can the solution of (4) be recovered by a direct method, without seeing it as the limit of the more regular solutions of (5) ?
Direct study of the limiting problem
We investigate the following elliptic-parabolic non-linear system in
with c, u(x), v(x, y) as unknowns. We call a supersolution of (12) a solution of (12) where the = signs are replaced by ≥. The plan of this section is the following :
• First, we study the linear background of (12) in order to use Perron's method.
• Then we prove the well-posedness of (12) and study monotonicity and uniqueness properties of the solution.
• In a third subsection, we study the influence of c.
• Finally, under a suitable normalisation condition on c M obtained thanks to the previous step, we study the limit M → +∞ of (12) and recover the solution of (4).
Linear background
In this subsection, we recreate the standard tools behind Perron's method. Even though these are quite standard, we give the proofs in our precise case because of the specificity of mixing parabolic and elliptic theory. Let k > 0 be a constant. We look at the following linear system of inequations
along with the parabolic and elliptic limiting conditions
represented from now on as the following diagram Proof. We simply mix parabolic and elliptic strong maximum principles. Suppose that min v < 0. By the parabolic strong maximum principle and Hopf's lemma, min v is necessarily reached on y = 0 and at this point, µu < min v. This is a contradiction with 
then
Corollary 5.2. (Supersolution principle.) Let (ū,v) be a supersolution of (12). If (u, v)
is a solution of (14) with data (ū,v) then (13) with g, h ≥ 0.
Proposition 5.2. (Unique solvability of the linear system.) Let
Proof. The classical parabolic theory allows us to set
where v solves the last four equations in (15) with u replaced by U . S is affine and thanks to parabolic Hopf's lemma, uniformly continuous for the L ∞ norm :
, we can extend S to a uniformly continuous affine functionS on
On the other hand thanks to classical ODE theory we can set
where u is solution of the first equation in (13) with v(·, 0) replaced by V . Observe also thanks to elliptic regularity that T sends C α to C 2,α . By the strong elliptic maximum principle, observe that T •S : X → X is a contraction mapping :
By use of Banach fixed point theorem, it has a unique fixed point u ∈ X. Observe now that u = T (S(u)) and sinceS(u) ∈ L ∞ , u = T (S(u)) ∈ W 2,∞ ⊂ C 1+α/2 and in the end S(u) = S(u) ∈ C 1+α/2 so that u = T (S(u)) ∈ C 2+α . Finally, parabolic regularity gives v ∈ C 1+α/2,2+α and (u, v) solves (13) in the classical sense.
The non-linear system
Combining all the results from the previous section we get :
Theorem 5.1. There exists a smooth solution 0 ≤ µu, v ≤ 1 of (12).
Proof. Use (0, 0) and (1/µ, 1) as sub and supersolutions and start an iteration scheme from (1/µ, 1). We get a decreasing sequence bounded from below by (0, 0). It converges point wise but the L ∞ bound on u n , v n gives a C 1+α/2 bound on u n which then gives a C 1+α/2,2+α bound on v n , which then gives a C 2+α bound on u n . By Ascoli's theorem we can extract from (u n , v n ) a subsequence that converges to (u, v) ∈ C 2+β × C 1+β/2,2+β . The point wise limit then gives the uniqueness of this limit point and thus that (u n , v n ) converges to it. Finally, (u, v) has to be a solution of the equation.
Observe also that the only possible loss of regularity comes from the non-linearity f . Actually, if f is of class C ∞ , by elliptic and parabolic regularity described above,
We are now interested in sending M → +∞ to recover the travelling wave observed in the last section. For this, we need to normalise the solution in Ω L,M in such a way that we do not end up with the equilibrium (0, 0) or (1/µ, 1). We trade this with the freedom to chose c : this motivates the investigation of the influence of c on (u, v) as well as a priori properties of (u, v) . To this end, we use a sliding method in finite cylinders. Because we apply the parabolic maximum principle on v, we will not have to deal with the corners of the rectangle. and
The previous observation asserts that
We know that such an interval exists by the previous observation. Let us show that r 0 = 0 by contradiction. Suppose r 0 > 0. By continuity,
By the mixed elliptic-parabolic strong maximum principle and Hopf's lemma for comparison with 0 as in prop. 5.1 we know that v r 0 − v > 0 (we cannot have v r 0 ≡ v because then u(M − r 0 ) = 1/µ and that is impossible thanks to strong elliptic maximum principle since r 0 > 0). Then we may translate a little bit more, since 
Limits with respect to c
For now, we assert the following properties, which will be enough to conclude this section. Nonetheless, note that the study of solutions of (12) with c = 0 shows interesting properties. Namely, the solutions are necessarily discontinuous, which implies that the regularisation comes also from the c∂ x term. This has to be seen in the light of hypoelliptic regularisation in kinetic equations (see [13, 27] ). This study will be done in [20] . 
, so that actually f (v) ∈ C 1 and these equations are satisfied in the classical sense. Moreover v(x, ·) is bounded and by concavity, v y (−L) exists and is seen to be necessarily 0 by using a test function φ whose support intersects y = −L and integrating by parts.
At this point, Finally, passing to the limit in the equation for u yields that u ∈ C 1 satisfies −u = µu − v in the sense of distributions, so that we have the following picture :
Notice that since f ≥ 0, v(x, ·) is concave, so that d∂ y v(x, 0) ≤ 0, i.e. v − µu ≥ 0 so that u is concave. As a consequence, it is over the chord between (0, 0) and (M, 1/µ) which is the desired conclusion. 
Now just observe that u c (0) is decreasing with respect to c and non-negative, so that u can be extended in a C 1 way on [0, M ) by the Cauchy criterion : we end-up with u ≡ 0 on [0, M ). We observe that u is thus necessarily discontinuous at x = M , which is consistent with the limit c → ∞ in the integration by parts of the equation on (u c , v c ) :
since the left-hand side goes to +∞ and everything except u c (M ) is bounded by above in the right-hand side.
Limit as M → ∞
We now call θ = and chose c = c M such that u M (θ M ) = θ . We are now interested in compactness on c M to pass to the limit M → +∞ in the equations. From now on we change the coordinate x by x − θ M so that u M , v M are resp. defined on
Proof. Since we do not know how the level lines {v M = θ} behave, we cannot apply the argument of Proposition 2.2. Nonetheless, this is counterbalanced by taking advantage of being in a rectangle. We look for 
This infimum exists as it is taken over a set that is non-void and bounded by below (using the limits of e rx and the bounds on u, v). By continuitȳ
There
Since u = v = 0 at the left boundaries, x 0 , x 0 > −θ M . Thanks to the normalisation condition, the first case is impossible, sinceū(t 0 + ·) − u M satisfies the strong elliptic maximum principle with non-negative boundary values and data. Indeed, the only thing to check is thatμ
: the level lines θ should touch before the level lines 1 since
The second case is impossible also, by using the strong parabolic maximum principle and Hopf's lemma as usual. In every case, there is a contradiction so that in the end Proof. We argue by contradiction by supposing inf c(M ) = 0. Then there exists M n → ∞ (by continuity of c(M )) such that c Mn =: c n → 0. Denote u n , v n the associated normalised sequence of solutions. Since u n is uniformly in C 1,β we extract from it a subsequence that converges in C 1,α . We now assert the following :
For every A > 0, (v n (y)(x)) n is equicontinuous and bounded in C((−L, 0),
The boundedness comes directly from the fact that v n (x, y) ∈ [0, 1] is increasing, thus it is bounded uniformly in n and y in BV (−A, A) which is compactly embedded in L 1 (−A, A). For the equicontinuity, we have
so that a uniform bound on ∂ y v n will suffice. This bound is classical and comes from parabolic regularity after rescaling, but let us give it here for the sake of completeness. Consider u n (x) = u(c n x) and v n (x, y) = v(c n x, y) so that with the new variables, x ∈ (− θ Mn cn
) and u, v satisfy
Now we reduce to a local estimate :
And finally, |µu n | L ∞ (−A,A) ≤ 1 as well as
thanks to the Sobolev inequality, the standard W 2,p estimates with p = 1/(1 − α), and 0 ≤ µu ≤ 1, so that in the end
Finally, we plug this in the classical Schauder parabolic estimate up to the boundary to get
even independently from A. So that in the end
The fact is now proved, and thanks to Ascoli's theorem and a diagonal extraction, we can extract from u n , v n some u, v that converges in C((−L, 0), L 1 (−n, n)) for every n ∈ N.
Just as in the previous computations by integrating by parts, we get that u, v ends up to be a classical solution of (since M n /c n → ∞)
along with µu(0) = (1 + θ)/2. But this is impossible : indeed, u is bounded and thanks to f ≥ 0, v is concave on each y-slice, which gives that u is also concave, on the whole R so it is constant. Thanks to the normalisation condition, µu We can now pass to the limit M → ∞ in the equations and prove Theorem 2.
Proof. Taking M n → +∞, thanks to the bounds on c Mn we can extract from it a subsequence converging to some c > 0. We can also use the elliptic-parabolic regularity discussed in the beginning to extract from (u Mn , v Mn ) some subsequence that converges in C 1+α/2,2+α loc to some (u, v) that solve the equations in (4). Bounds and monotonicity are inherited from the C 1 limit. The last thing to check are the uniform limits as x → ∓∞, which are obtained thanks to the following lemmas. then (e c − x , µe c − x ) is a supersolution of (12) as long as µe c − x ≤ α : so look at the graph of µe c − x and cut it after it reaches α. Now translate this half-graph to the left until it is disconnected with the graph of u Mn , v Mn and bring it back until it touches µu Mn or v Mn before x − , which necessarily happens since µu(x − ), v(x − , y) ≤ α. The arguments given in Prop. 5.8 assert here that the contact necessarily happens at x − with µu Mn , i.e. the graphs of µu Mn , v Mn are below some translation of the cut graph of µe c − x that touches it at x − , where µu Mn ≤ α so that they are below the graph of αe c − (x−x − ) , i.e.
µu Mn , v Mn ≤ e c − (x−x − ) on x ≤ x − By making n → ∞ we get that µu, v decays as x → −∞ at least as e c − x , which is consistent with the computations of the exponential solutions in Section 2.
As a conclusion, I would like to mention that this study motivates the question of convergence towards travelling waves. This work suggests that the travelling wave of (1) is globally stable among initial data that are over θ on a set large enough (whose measure would scale as √ D). I also conjecture that this convergence happens uniformly in D. This will be the purpose of a future work.
