We consider the lambda-calculus obtained from the simply-typed calculus by adding products, coproducts, and a terminal type. We prove the following theorem: The equations provable in this calculus are precisely those true in any set-theoretic model with an in nite base type.
Introduction
The model theory of the simply-typed lambda calculus, ! , has been well developed in the last two decades. For the most part, techniques and results generalize readily to the calculus when product types are added. Indeed, a categorical treatment goes more smoothly in the presence of products. But very little is known about the model theory of the simplytyped lambda calculus with coproducts for two chief reasons. First, techniques in the model theory of ! often rely heavily on the strong syntactic properties of the calculus; many of these properties fail in the presence of coproducts. Second, the natural generalizations of several key theorems in the model theory of ! fail in the setting with coproducts (see Section 3). We conclude that new techniques must be developed to study the model theory of the lambda calculus with coproducts; this paper makes a start. There is a natural candidate for an axiomatization of this calculus, obtained from ! by adding type-constructors for binary products and sums and a unit type, and term-constants suggested by the (equational) axiomatization of the theory of bi-cartesian categories. The presence of an initial type leads to severe di culties in the syntactic analysis, and we will in this paper omit a treatment of the system with an initial type. We denote the resulting theory by ABC (for \almost bi-cartesian closed"); the de ning equations are given in Table 2 . The structure we are primarily interested in is the set-theoretic type hierarchy Set, the family fSet j 2 Typesg obtained by taking Set to be any in nite set and interpreting the type-constructors !, , +, and 1 respectively as full function-space, cartesian product, disjoint sum and a singleton set. Of course this is a model for the theory; it may be viewed as the \intended model" when the lambda calculus is considered as a theory of functions.
Our main result is a strong completeness theorem, to the e ect that that an equation is true in the set-theoretic model Set if and only if it is provable in the equational theory presented by the axioms ABC described above. This generalizes the corresponding result for the ! -calculus, obtained by Harvey Friedman in the seminal Fri75]: it is proved there that equality between simply-typed lambda terms in the full function-type hierarchy over an in nite set is completely axiomatized by and . There does not appear to be an equational presentation of the theory which supports a con uent rewrite system (cf Section 3) but the main technical result arising out of our proof analysis is the demonstration of a certain consequence (Theorem 7 .13) of con uence in better-behaved calculi; this lemma leads to a method for encoding the negation of equations in the calculus (Proposition 8.1) which is the key to the completeness proof. An important aspect of our approach is the use of a proof system consisting of the usual rules of equational reasoning extended by an explicit rule for reasoning by cases. This extension is shown to be sound in Section 5. The presence of such a rule means that reasoning with non-logical axioms is an essential part of our approach, and techniques from the theory of ( rst-order) term rewriting play an important role in the development. A central role is played by the method of rewriting modulo an equivalence relation Hue80]; more about this in Section 7. Modi cations to the standard theory are required in the presence of abstraction and -conversion.
Related work The syntactic properties of the -calculus with coproduct (and/or weak coproduct) types have received a lot of attention recently. The systems typically studied have been variants of the equational theory of bi-cartesian-closed categories (see LS86] for the relationship between equationally de ned -calculi and cartesian-closed categories.). Both DK93] and Dou93] show that a theory axiomatizing weak coproducts and primitive recursive functionals at higher types is strongly normalizing and con uent; the latter paper additionally shows strong normalization for a theory with true coproducts. Okada and Scott OS91] have presented a similar result for bi-cccs with a weak natural numbers object. We should also mention the work of Cubri c, Cub92] who adapted Friedman's completeness theorem to show that there is a faithful ccc-functor from any free cartesian-closed category into the category of Sets.
Organization The paper is organized as follows. The syntax of our language is described in Section 2. Section 3 gives empirical evidence for the need for new techniques for addressing the problem at hand. Section 4 outlines the proof of main theorem, by way of motivating some of the technical notions to be developed in the body of the paper. Section 5 shows that the system for reasoning by cases is equivalent to the ABC theory. Sections 6 and 7 are devoted to an analysis of derivations. Section 8 gives the proof of the completeness theorem. The proofs of some technical results in Sections 5 and 6 are relegated to appendices.
Syntax
We require a somewhat delicate syntactic apparatus. We work with closed terms and so will postulate constants of each type, but we also need, for purely technical reasons, to maintain speci c relationships between certain constants at the meta-level. For example, if c is a constant of product type 1 2 , then we want to have constants c 1 In the rest of this paper, unless otherwise restricted, a constant will mean an element of the set ? fpr i ; in i ; case; ; h:; :ig. We also have an in nite set of variables disjoint from the set of constants.
The raw terms of our calculus will consist of constants, variables, applications (M N), and lambda abstractions x :M, where M and N are raw terms. Closed terms will refer to terms with no occurrences of free variables; note that such terms may contain symbols from ? . In the concrete syntax, parentheses will suppressed whenever possible (under the usual conventions that the function-space constructor associates right and term application associates left) and terms will be considered identical if they di er only by renaming of bound variables, and type information will be omitted if it can be easily inferred. Often type superscripts for -bound variables as well as the interpreted constants above will be omitted when they can be inferred from the context. The application h:; :i M N will be abbreviated hM; Ni. We use M N to indicate that M and N are syntactically identical.
Terms containing no constants from or ? will be called pure terms.
The constants pr i and case have a di erent character from the others in that they trigger reductions, as described below in De nition 6.2. Accordingly we refer to the constants among the in i , h ; i, , and the sets and ? as passive constants.
Certain raw terms are well-typed according to the usual typing rules for simply-typed lambda calculus; in the sequel, unless explicitly speci ed, a term will always mean a typable term. See Table 1 and each A i is resolved.
An equation is a pair of terms of the same type. The theory ABC is the equational theory presented by the axioms of Table 2 .
A set ? of sentences is consistent if ? does not entail, under ABC, the equation x = y.
The ABC equations for the sum ensure that the meaning of a term G of type ( 1 + 2 )! is determined by its action on terms from 1 and from 2 . This is the sense in which the sum type is \categorical"; a similar remark applies for product type.
Coproducts considered di cult
Here we give some indications of the ways that the calculus with coproducts di ers from the simpler arrow-and product-type systems. 
Strong extensionality
The set-theoretic model for function-types over an in nite base set satis es the following strong extensionality property: If ff 1 ; : : : ; f n g is any nite set of -de nable functions of the same type then there is a single element a which distinguishes them, that is, the elements f 1 (a); : : : ; f n (a) are distinct. This may be seen by examining Friedman's proof of his completeness theorem. This strong extensionality property fails in Set (as a model for the calculus with coproducts). De ne: G = xyz:(case x u:y u:z) F 1 = xyz:y; F 2 = xyz:z Then G di ers from each of F 1 and F 2 in Set but no single input vector distinguishes all three of them.
===
To see the technical signi cance of this observation note that any open term model for a set of equations will be strongly extensional: if fF 1 ; : : : ; F n g is any nite set of terms which are pairwise not equal in the model, then any equivalence class containing a variable serves as a uniform witness to their inequality. But the reader familiar with logical relations will see that if Friedman's proof technique were transferable directly to a -calculus with coproducts, strong extensionality for Set would follow.
Con uence and decidability
For the -calculus with function and product types, reduction is con uent and strongly normalizing. Decidability follows. But all of the usual axiomatizations of coproducts fail to be con uent. (Weak coproduct calculi, which omit the (+!)-rule of ABC tend to be con uent, as in DK93] and Dou93].) Strong normalization holds, but a con uent rewrite system which is uniform in the sense of being closed under substitution seems elusive. Indeed, we conjecture that no such system exists. A partial result along these lines is shown in Dou93]: there cannot exist a leftlinear rewrite system complete for an equational theory of coproducts with even modest expressive power (a system is left-linear if there are no repeated variables on the left-hand sides of rules.) This suggests that showing decidability for coproduct theories, such as ABC and the theory of bi-ccc's, is di cult.
Statman's 1-section theorem Let C be a class of models of the simply-typed lambda calculus ! . Statman Sta82] has shown that the equations valid in this class are completely axiomatized by and i the free algebra of binary trees can be fully and faithfully embedded in some countable direct product of models in C. This is known as the 1-section theorem. Proof. The proof is an easy modi cation of the standard proof for the ! calculus (see, for example, Mit90]) and is omitted here.
===
In attempting to prove the completeness theorem for the coproduct calculus, we are thus led to try to construct an appropriate logical relation from the term model (for the empty theory) to Set. But one gets stuck; we see that a special property of models is required to make the construction go through: will use the fact that it is total at lower types, and proving that it is total at sum types will require the disjunction property. The theorem follows from the fundamental theorem on logical relations.
So it su ces to establish a re nement of the standard abstract completeness theorem, as follows. Now, it is not hard to see that when the set of constants is empty, then every closed term of sum-type already reduces, under ( ); ( ); and (case), to a term of the form in i X.
So it is tempting to work with the structure of closed terms modulo ( ); ( ); and (case)-provability; but this is not extensional unless there are enough constants, and so is not, in general, a model. Our rst step is to build so that it has in nitely many constants of each type. Now when constants at sum-types are added the disjunction property for closed terms is obviously lost: a constant c of type 1 + 2 is not provably equal to any term of the form in i T. We will build our d.p. model as a term model for a set of equations which collectively will entail that each closed term of sum-type is equal to a term which is resolved in the sense of De nition 2.1. But then extensionality is problematic again: we must ensure that if the new equations arrange that two arrow-type terms agree on all arguments then they are declared equal in the theory. So we somehow need to add constants to resolve terms, while ensuring extensionality as we go. The construction will occupy the coming sections. As a consequence of our construction we are led to work with what should be considered a syntactic version of Kripke-style logical relations ( Plo80, MM91] ). The similarity with techniques from intuitionistic semantics is striking.
5 The Theories ABC and BCT As discussed in the previous section, the axioms of ABC will not imply that all elements inhabiting a sum-type must in fact be of the form in i x. For example, the (open) term model for the axioms has variables of type 1 + 2 . But, perhaps surprisingly, the equations above do support a principle of \reasoning by cases" by which we may infer an equation by proving it under the additional hypothesis that a given term of sum-type is of the form in i x i , for i = 1 and 2.
The most straightforward formalization of this idea is a sequent calculus for deriving equations under hypotheses, with rules involving assumption-equations of the form Q = in i c i for closed terms Q and \fresh" constants c i . It is convenient, though, to go a step further. The terms of sum-type which will not be provably equal to any in i X will be, as it turns out, those of the form fÃ for some f:~ !( 1 + 2 ). Now, when all types are inhabited there are de nable functions out i : ( 1 + 2 )! i : is to say that it is precisely in i (out i (fÃ)). The technical development below is smoothed by associating speci c constants f 1 and f 2 to play the roles of the x:out i (fx). This is supported by the structure imposed on constants described in the paragraph beginning this section. This should motivate the rules of the sequent calculus BCT, the \By Cases Theory" given in the next de nition. In Table 3 we use the vector-notation described earlier: in rule ( !), the termsÃ are of types such that (fÃ) has product type; and in rule ByCases, the terms P are of types such that (hP ) has sum type.
De nition 5.1 A sequent is a triple, 0 ; .e, where 0 , is a nite set of equations, and e is an equation, such that if c appears in or in e then c 2 0 .
The calculus BCT is the system for deriving sequents which is described in Table 3 . A side condition applying to every rule is that the premises and conclusions are sequents; speci cally, in 0 ; . e, 0 contains all the constants that appear in and e.
We write `B CT M = N if there is a proof of the sequent 0 ; . M = N for some 0 .
As suggested above, the intuition behind the ByCases rule as follows. Suppose we want to derive an equation M = N under certain hypotheses, and suppose that hP is some term of sum-type. In BCT, we may conclude M = N if we can derive it under the additional hypothesis that hP is an injection from the left, and also under the hypothesis that hP is an injection from the right. The reader will observe that the standard surjective pairing axiom ( !) is postulated only for terms with an extended constant at the head. This convention smooths the rewritingstyle technical development to come; it is a consequence of the main completeness theorem that this is no restriction on the proof theory. In this section we show that BCT is equivalent to the theory ABC when the set of hypotheses is empty. This is shown as follows: we rst de ne a variant of BCT called WBCT, the \weak" By Cases theory, and prove that WBCT proves all pure equations that BCT does. We next show that ABC is as strong as WBCT. It is clear that ABC is sound, as all of its equations are true in Set; since BCT will be shown by the completeness theorem to be complete for Set, we conclude that all three systems have the same proof strength with respect to equations between pure closed terms. In this subsection we show an interpretation of BCT in WBCT. Given a sequent to translate, choose C such that the constants in C do not appear in the sequent, and let d 2 be a fresh constant of type . Using d we may de ne a collection of terms T for each type .
The function E is de ned on ? as follows:
The function can be extended to terms by treating it as a substitution. Thus E(M) is obtained by replacing, for each f 2 ? , every instance of f by E(f ).
For set of hypotheses , de ne Proof. The proof proceeds by induction on the structure of derivations, and is routine.
Two representative cases are described.
The last step in the deduction is an instance of the -rule. By induction hypothesis, 0
. By a use of the -rule in WBCT, conclude E( 0 ; . x:M = x:N).
Note the two uses of the axiom E(f M ) = in i (c (f M ) ) 2 E( ) in the above proof. 
WBCT and ABC
In this subsection we give a translation of sequents from WBCT to closed constant-free equations over the language de ned so far. In particular, when M and N are pure the translation will map the judgment ;; ; . M = N, to the eqaution M = N. We will show that the translation maps derivable sequents in WBCT to equations provable in the theory ABC.
Say The terms above of course will not be well-typed for arbitrary . However, in the lemmas and proofs below, we will assume that the is always chosen so that the terms mentioned in the context are type correct. So, when a proposition asserts, for all . . . it should be understood that the quanti cation is always over those for which the terms involved type check.
The following facts are proved in Appendix A. In ( )-reduction, the redex F is not already of the form x:B, and furthermore does not occur in a context (F A);
In (1!)-reduction, the redex is not the term . Before proving the key properties of ?-reduction it is convenient to de ne the following notion of reduction; it will be useful below in analyzing syntactic behavior of terms. A perusal of the rules of the BCT calculus with an eye toward backward-proof search also should motivate these rules. We use explcit contexts to de ne this relation since, in contrast to traditional reductionrelations, the rules may not be applied in arbitrary contexts.
De nition 6.3 Let =) be the reduction relation obtained by adding the following rules to those for weak reduction. Observe that the latter two rules for =) -reduction must be applied at the top-level only, since they change the types of terms. ?! is contained in =) .
Con uence then follows from local con uence, which is easily veri ed.
===
So it makes sense to refer to the ?w ?! -normal form of a term M, which we will denote M ? . This section contains the main technical development supporting the proof of the completeness theorem. In case the reader would like to skip the details on a rst reading, we summarize: The discussion through De nition 7.1 is essential; Notation 7.5 is used frequently; and Theorem 7.11 is the major result concerning the analysis of derivations themselves. Theorem 7.13 is the key result needed for the completeness proof.
A normal form for derivations
Perhaps the rst thing that occurs to someone considering a system with a rule like our ByCases is to analyze terms by expanding all the cases at the start: that is, test an equation
by considering all the sum-type subterms appearing (say in the w-normal form of the terms) and building a tree of possibilities for the assumptions that these subterms denote elements injected from the left or the right, respectively. This amounts to pushing occurrences of the ByCases rule down to the bottom of a proof-tree. Indeed, the completeness of such a strategy is easy to verify with the following exception: Instances of ByCases cannot, in general, be permuted below the -rule. So without loss of generality we may see derivations as being strati ed into layers separated by -instances, with each layer having all instances of ByCases at the bottom (i.e., at the beginning of a backwards proof-search), and so lending itself to a rewriting-style analysis.
Of course the set of hypotheses de ning the rewrite system is di erent in each layer. It is convenient to distinguish derivations according to the number of \levels" occurring, that is, the depth of nesting of ( )-inferences in a derivation. So write Proof. 2. This is a routine proof by induction on the structure of the derivation of ?`n M = N. Of course we are interested in the situation with the reduction relation being Lemma 7.7 Let M and N be closed, and be any type. 6. For the left-to-right direction we may take the bar B to be f?g.
The converse proceeds by induction on types. At base types we have that for each ? 0 2 B there is a bar B ? 0 which resolves M and N, and further for each ? 00 2 B ? 0, M ? 00 ? 00 N ? 00. Now just observe that S fB ? 0 j ? 0 2 Bg is a bar for ? which resolves M and N.
The argument for sum types is similar. For product types the result follows by an appeal to the inductive hypothesis. For (2) supposeÃ andB are such that cÃ and cB are of non-arrow type ; by monotonicity we may take to be a valuation such that for each i, C (A i ; B i ). We seek to establish C (cÃ; cB). If is a base type, apply the induction hypothesis to each A i 2Ã and B i 2B and combine the resulting bars using the t-construction we arrive at a bar B for such that f for each i, A i + B B i . We conclude that for any 0 
===
We have observed that C ? is a partial equivalence relation in Lemma 7.7(3), but we can now prove re exivity as well, using Lemma 7.8.
Lemma 7.9 C ? is an equivalence relation on closed terms.
Proof. We need only show re exivity. Proof. Use Lemma 7.7(2) We rst show that at each n, (1 n So at each n we address ourselves to (1 n ) only, and will assume (2 k ) for k < n. We use a sub-induction on the de nition of M ? n N. 
It has taken a lot of work to establish the above decomposition property, but it is crucial to the construction in the proof of Proposition 8.1 below, which is in turn the key to ensuring extensionality in the term model we construct for the completeness theorem. Some observations concerning the decomposition property: it is surprising at rst glance that the result holds not just for the case ;`hA 1 A n = h 0 A 0 1 A 0 n 0 , but under an arbitrary valuation. This would not be true if we were to take an arbitrary set of hypotheses instead of a valuation. This is evidence that the use of valuation-equations as hypotheses is closer in spirit to reasoning in a pure calculus than in one with non-logical axioms.
In the absence of hypotheses, the decomposition property is easy to demonstrate when (in contrast to the present situation) provability is completely captured by a con uent rewriting system. But one should not necessarily expect it for arbitrary typed lambda calculi. For example, consider the full type hierarchy over a two element base type, , and only function types. Let f and x be variables of type ! and respectively. The terms (f (f (f x))) and (f x) are equal in this model, while (f (f x)) and x are not. For another example, consider the continuous type hierarchy over a at CPO; extend the simply-typed lambda calculus with a constant . Let denote the least element in the at CPO. Then the equation (f (f )) = (f ) is true in the model but (f ) = is not. The decomposition property also fails if we consider the equational theory of the call-by-value lambda calculus interpreted over the strict continuous hierarchy over a at CPO, as well as the lazy lambda calculus interpreted over the type hierarchy over a at CPO with arrow types interpreted by lifted continuous function spaces.
Completeness
We recall the discussion at the end of Section 4, in which we noted that working with in nite sets of equations causes problems in trying to ensure extensionality for the corresponding term structure. The solution is to encode negation, in the following sense. We have established a fundamental model-theoretic property of the simply-typed -calculus with coproducts; this can be thought of as laying a foundation for a model theory of the calculus. But many questions remain.
One would like a characterization of those classes C of models for which validity in C implies provability (say, in the proof system given in this paper). This seems to be di cult: as we saw above, the 1-section theorem, which settles this question for the simply-typed lambda calculus, fails dramatically in the presence of coproducts. (1) This section contains the proof of strong normalization for =) restricted to closed terms. The restriction to closed terms only comes into play in the nal theorem; up to that point the words \terms" will mean terms possibly containing free variables.
Notation B.1 Write ? =) for the reduction relation determined by =) without the rules for Add-argument and Select. Note that these are precisely the rules which preserve types, and so can be applied to any subterm of a term Write SN for the set of terms which are strongly normalizing with respect to =) -reduction. Some preliminary observations about SN will be convenient: Lemma where P ? =) P 0 , or perhaps in i P ? =) in i P 0 =) P 0 =) In each case the reduction is nite by hypothesis on P. For the sake of contradiction suppose such a reduction to be in nite. In the rst case we have an in nite ?
=) reduction out of B; letting c be any constant yields an in nite reduction out of B c=x]. In the second case we may rearrange the reduction to do the Add-argument step rst and again obtain an in nite reduction out of B c=x]. This is a contradiction in each case. Proof. We prove these jointly by induction on the length of the type .
1 . If is a base type, a sum type or a product type then (1) { Otherwise let n be the smallest number such that F n =) F n+1 is a Select, Addargument or -expansion step.
If F n =) F n+1 is a Select step, i.e., F n = hÃ and F n+1 A i then pick d 2 , and note that the in nite reduction sequence Fd =) F 1 d =) : : : F n d =) F n+1 : : : contradicts SN 2 (F d).
If F n =) F n+1 x:F n x is an -expansion, then since F ? =) F n , F n is in S, so that for each d, F n d 2 S, so the hypothesis of Lemma B.2 (part 3) is satis ed for F n . This contradicts the assumption that the above reduction is in nite.
If F n =) F n+1 is an Add-argument step ie. F n = x:P, and F n+1 = P c x , for some c 2 1 , then Fc =) F 1 d =) : : : F n c ?! F n+1 =) : : : is an in nite reduction sequence, again a contradiction.
2 ) If f: is of base type then f has no =) -reduct, hence is trivially SN, and hence S(f). If M is a variable, this is immediate. The cases where M is a constant is Lemma B.8. If M is an application (P Q), then by induction hypothesis S(P ) and S(Q ), whence S((P Q) ). If M x:P then by the previous lemma it su ces to show that for any Q satisfying S(Q) we have S(P Q x ). This is obvious by induction hypothesis applied to P. 
