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Abstract—The design of distributed mechanisms for interfer-
ence management is one of the key challenges in emerging wireless
small cell networks whose backhaul is capacity limited and
heterogeneous (wired, wireless and a mix thereof). In this paper,
a novel, backhaul-aware approach to interference management in
wireless small cell networks is proposed. The proposed approach
enables macrocell user equipments (MUEs) to optimize their up-
link performance, by exploiting the presence of neighboring small
cell base stations. The problem is formulated as a noncooperative
game among the MUEs that seek to optimize their delay-rate
tradeoff, given the conditions of both the radio access network
and the – possibly heterogeneous – backhaul. To solve this game,
a novel, distributed learning algorithm is proposed using which
the MUEs autonomously choose their optimal uplink transmission
strategies, given a limited amount of available information. The
convergence of the proposed algorithm is shown and its properties
are studied. Simulation results show that, under various types of
backhauls, the proposed approach yields significant performance
gains, in terms of both average throughput and delay for the
MUEs, when compared to existing benchmark algorithms.
Index Terms—heterogeneous networks; capacity-limited back-
haul; wired and wireless backhaul; reinforcement learning; game
theory.
I. INTRODUCTION
The demand for high-speed wireless access is increasing
at an unprecedented pace, requiring operators to explore new
approaches in order to boost the network capacity and improve
the coverage of next-generation wireless cellular networks.
Recently, deploying low-cost, low-power small cells (such as
femtocells and picocells) and relay nodes underlaid over exist-
ing macro-cellular networks has emerged as a promising solu-
tion to deal with this increasing wireless traffic demands [1].
The introduction of such small cell networks (also known as
heterogeneous networks or HetNets) has attracted consider-
able attention from the research community [2]–[10]. Existing
works have dealt with various issues related to interference
management, coverage improvement, traffic offload, mobility
and load balancing, among others [11].
Unlike traditional macro-cells, in which a dedicated, high-
capacity backhaul exists, small cells are expected to connect to
existing, capacity-limited Internet protocol (IP) backhauls such
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as digital subscriber line (DSL). Consequently, when designing
resource management solutions for small cell networks (SCNs),
one must factor in a variety of constraints pertaining to the
backhaul such as its limited capacity or its potential hetero-
geneity (i.e., the co-existence of a wired and wireless back-
haul [2], [12]). Remarkably, while a body of literature on small
cell networks exists such as [4], [5], [13]–[15], beyond [7]–
[10] little work seems to have studied how the backhaul
constraints impacts the resource management processes at the
radio access level. Indeed, most works assume perfect and
reliable backhaul conditions with infinite capacity [1], [10],
[16], [17] or near-perfect backhaul solutions relying on out-
of-band and over-the-air (OTA) links [18], [19]. In [3], the
authors provide a coverage and interference analysis while
focusing on spectrum allocation and interference mitigation for
an orthogonal frequency-division multiple access (OFDMA)
macro and femtocell scenario. The authors in [4] propose a
novel cooperative scheduling scheme for a two-tier network in
order to mitigate both uplink and downlink interference with
range expansion. In [7], the authors propose novel interference
management techniques in a two-tier network where femtocells
are connected to the macro base station (MBS) via unreliable
access links. The work in [8] studies the requirements of inter-
cell interference coordination in order to improve the quality
of service of SCNs, under different backhaul types (wired
or wireless). A dynamic interference management algorithm
is proposed for heterogeneous networks in [9], focusing on
resource negotiation over third-party backhaul connections and
on interference management for quality of service via over-
the-air signaling. In [10], a backhaul scheduling scheme based
on picocells’ traffic demands with shared wireless backhaul is
proposed.
Clearly, deploying novel solutions for the backhaul of SCNs
is critical in order to reap their potential capacity improve-
ments. However, these capacity improvements are essentially
limited by the choice of an appropriate backhaul. In fact, the
heterogeneous and unreliable nature of the SCN’s backhaul
poses a fundamental question: should the small cells use
an over-the-air (in-band) backhaul which requires significant
spectrum resources but can guarantee reasonable delays, or
should they use a third-party wired backhaul which does not
require any spectrum resources but could lead to significant
traffic delays? The answer to this fundamental question is
particularly important for an optimal small cell deployment
that takes into account both access and backhaul links.
2In this work, we study the problem of backhaul-aware
resource allocation in the uplink of wireless SCNs. Resource
allocation in small cell networks requires a fundamental
paradigm shift from traditional, centralized cellular system
operation toward distributed, self-organizing solutions, collec-
tively known as self-organizing networks (SONs). The idea
of SON has been recently studied in the context of heteroge-
neous radio access networks (RANs), with a focus on self-
optimization, self-configuration, and self-healing techniques
[20]–[23]. In [21], the authors present a mathematical frame-
work focusing on downlink load balancing via SON. Those
load balancing investigations are extended in [22] for a non-
regular cell layout in the uplink direction. The authors in [23]
propose a distributed formation of the uplink tree structure of
relay nodes and BSs using a game theoretic approach. In [5],
the authors propose a hierarchical approach for power control
in two-tier small cell networks, using multi-leader Stackelberg
games. Thus far, these studies have dealt with notions of self-
optimization and self-configuration aiming at optimizing radio
access parameters (power levels, frequency allocations, etc).
In order to address the problem of optimizing radio access
parameters in a distributed manner, various mathematical tools
have been proposed. In particular, reinforcement learning (RL)
has played a central role in designing self-organizing SCNs
[24]–[27]. Using RL, wireless nodes are able to self-organize in
a decentralized manner, relying only on local information, with
little reliance on centralized information exchange. In [24],
the authors propose best-response dynamics in order to study
the throughput and delay performance based on users and BS
densities for both uplink and downlink. A RL mechanism is
proposed in [25] for joint utility and strategy estimation for
cognitive terminals and, extended in [26] to provide an inter-
ference mitigation technique for cognitive femtocell networks.
The study conducted in [27] introduces a regret-based learning
algorithm for cognitive femtocell networks in order to mitigate
cross-tier interference. Consequently, given this recent interest
in SON, in this paper, we aim at developing a novel, self-
organizing interference management solution using which the
macrocell users leverage existing small cells, while taking into
account a heterogeneous (wired, wireless) backhaul.
The main contribution of this paper is to propose novel
self-organizing interference management strategies for wireless
SCNs while taking into account the constraints due to the
presence of a heterogeneous backhaul. Here, small cells act
as “helping relays” by decoding and forwarding the macrocell
user equipments (MUE) uplink traffic to the MBS over het-
erogeneous backhauls1. In the proposed approach, the MUEs
judiciously split their uplink traffic into two parts; (i) a coarse
message which can only be decoded at the MBS and (ii) a
fine message which is broadcasted by the MUEs and decoded
by neighboring small cell base stations (SBS), as well as the
MBS. Here, the MUEs autonomously select their best helping
SBS and optimize their transmission strategy (throughput/delay
1 Note that the downlink problem is a challenging problem which deserves
its own investigation and thus, it is not discussed in this work.
tradeoff), while at the same time accounting for the underlying
backhaul conditions. Due to the coupling in MUEs’ strategies,
the problem is cast as a non-cooperative game with the MUEs
as the players. To find an equilibrium of the formulated game,
we propose a solution using novel concepts from reinforcement
learning, particularly, using learning with imperfect informa-
tion. Using the proposed approach, the MUEs self-organize
and implicitly coordinate their transmission strategies in a
fully distributed manner while optimizing their utility function
which captures the tradeoff between rate and delay. Simulation
results show that using the proposed solution, the MUEs are
able to optimize the tradeoff between throughput and delay,
while significantly improving the overall network performance,
relatively to a number of benchmark interference management
algorithms.
The rest of the paper is organized as follows. The network
and backhaul models are introduced in Section II. Section III
presents the formulation of the proposed cooperative relay-
ing technique over heterogeneous backhauls. The proposed
reinforcement learning technique is discussed in Section IV.
Simulation results are presented and analyzed in Section V.
Finally, conclusions are drawn in Section VI.
II. SYSTEM MODEL
A. Notation
The regular symbols represent the scalars while the boldface
symbols are used for the vectors. The sets are denoted by
upper case calligraphic symbols. |X | and ∆(X ) represent the
cardinality and the set of all probability distributions of the
finite set X , respectively. The function 1X (x) denotes the
indicator function which is defined as,
1X (x) =
{
1 if x ∈ X ,
0 if x /∈ X .
Whenever a common parameter is formulated for different
approaches, we use the notation of [parameter]approach in
order to differentiate them from one other. All the symbols
which are used in the rest of the paper are summarized in
Table I.
B. Network Model
Consider the uplink transmission of an OFDMA two-tier
wireless small cell network. The MBS is located at the center of
a cell and serves a set of MUEs denoted by M = {1, . . . ,M}.
We let S = {1, . . . , S} denote the set of SBSs that are
underlaid on the macro-cellular network with each small cell
s ∈ S having a radius of ds. Let K = {1, . . . ,K} denote the
set of small cell users (SUEs) and let N = {1, . . . , N} denote
the set of sub-carriers. Here, |hnji|2 represents the channel gain
between transmitter j and receiver i on sub-carrier n. We use
the index 0 to refer to the MBS. The total transmit power of the
j-th transmitter over n-th sub-carrier is Pnj , and the variance of
the complex Gaussian thermal noise at the receiver is denoted
by N0.
3TABLE I
NOTATION SUMMARY.
Symbols Description
[·]CLA, [·]WRD
and [·]OTA
Property defined for classical approach, proposed
approach with wired backhaul and over-the-air
backhaul
M, K and S The Sets of MUEs, SUEs and SBSs
N , Nm, Nk and
Ns
The set of sub-carriers and the sets of sub-carriers
allocated for MUE m, SUE k and SBS s
|hnji|
2 Channel gain between transmitter j and receiver
i over the sub-carrier n
Pnj Transmission power of the transmitter j over sub-
carrier n
In
k
The aggregated interference experienced by SUE
k
N0 Gaussian thermal noise power
Rj , Dj Rate and Delay experienced by the UE (or the
SBS act as a relay) j
α Sensitivity parameter between rate and delay
Cs, C Capacity share for SBS s and the total capacity
of the wired Backhaul
νm,s The fraction of capacity allocation for UE m from
the backhaul of SBS s
θm The fraction of power allocation for fine message
by the MUE m
Rm,C , Rm,F Rate of the coarse message and the fine message
for MUE m
Dm,C , Dm,F Delay of the coarse message and the fine message
for MUE m
Am The set of actions of MUE m
am, a−m An action of MUE m and the set of actions played
by the remaining players
um(am,a−m) The utility of MUE m
pim The mixed-strategy probability distribution
rm The regret vector of MUE m
u˜m, r˜m The feedback of the utility and the estimated regret
vector of MUE m
βm(·) Boltzmann-Gibbs distribution
κm Temperature parameter which balance the explo-
ration and exploitation in the learning algorithm
λ, γ and µ Learning rates
In the classical uplink transmission scenario, referred to
as “CLA” hereafter, no coordination is assumed between the
macro- and small cell tiers. Here, the achievable rates of MUE
m ∈M and SUE k ∈ K serviced by the MBS and SBS s are,
respectively, given by:
[Rm]CLA =
∑
∀n∈Nm
log2
(
1 +
N0+
|hnm0|
2Pnm∑
∀i∈M
i6=m
1Ni(n)|h
n
i0|
2Pni +
∑
∀j∈K
1Nj (n)|h
n
j0|
2Pnj
)
,
(1)
[Rk]CLA = min
{ ∑
∀n∈Nk
log2
(
1 +
|hnks|
2Pnk
N0 + Ink
)
, νs,kCs
}
,
(2)
where Nm and Nk denote the set of sub-carriers as-
signed to MUE m and SUE k, respectively. The ag-
gregate interference experienced by the k-th SUE is
Ink =
∑
∀i∈M 1Ni(n)|h
n
ms|
2Pnm +
∑
∀j∈K
j 6=k
1Nj (n)|h
n
jf |
2Pnj ,
the backhaul capacity between the s-th SBS and the MBS
is Cs, and νs,k is the fraction of the capacity allocation for
SUE k. Moreover, without loss of generality, an M/D/1 queue
with a packet generation rate of ρm, the transmission delay of
the MUE m is given by [28]:
[Dm]CLA =
ρm
2[Rm]CLA([Rm]CLA − ρm)
, (3)
where [Rm]CLA is given by (1).
In this work, we propose a coordination mechanism among
MUEs and SBSs in which the SBSs act as relay nodes for
the MUEs. Using this coordination, the users can improve
their uplink transmission rates, as given in (1). However, this
mandates not only an efficient coordination mechanisms but
also an adequate backhaul design. The main reason is the back-
haul capacity is a limiting factor of the achievable throughput.
Although there exists a good over-the-air link between a user
and a SBS, without a good backhaul link a user cannot achieve
the expected higher rates. In fact, the reliability of the backhaul
connection between SBSs and MBSs is instrumental in the
optimal deployment of small cell networks. Such networks
requires designs that jointly account for access and backhaul
links. In practice, two types of backhauls are considered for
wireless small cell networks [18], [19]: wireless and wired, as
described next.
1) In-band wireless backhaul: We distinguish two key types
of wireless backhauls: in-band backhaul in which the backhaul
network and all the users share the available entire spectrum
band and out-of-band backhaul in which an additional separate
spectrum band is allocated for the backhaul. The availability of
an out-of-band spectrum band is more convenient in providing
a high capacity backhaul. However, it is not always possible for
service providers to allocate an out-of-band spectrum due to
limitations such as cost and spectrum availability [29]. On the
contrary, an in-band backhaul is always possible to integrate
with the existing resources as long as it guarantees an improved
service. Thus, our focus is on the in-band wireless backhaul.
In this case, the over-the-air backhaul capacity of an arbitrary
SBS s – the rate defined in (4) – is limited by the interfer-
ence from other SBSs given by
∑
∀l∈S,l 6=s 1Nl(n)|h
n
l0(t)|
2Pnl .
Moreover, the rate of SBS s over the backhaul link is given
by:
Rs0 =
∑
∀n∈Ns
log2
(
1+
|hns0|
2Pns
N0 +
∑
∀l∈S,l 6=s
1Nl(n)|h
n
l0|
2Pnl
)
, (4)
where Ns is the set of sub-carriers allocated for the backhaul
of the wireless small cell s.
2) Wired backhaul: Under a wired backhaul, we consider
that the packet generation process of small cells follows a
Poisson distribution in which we model the entire backhaul of
the system as an M/D/1 queue [28]. Let Cs be the capacity of
4Wired
backhaul
server MBS
SUE-1
MUE-3
MUE-2
MUE-1
SBS-1
SBS-2
SBS-3
Coarse + fine message
Fine message
MUE
Wired backhaul
Wireless backhaul
Backhaul
Fig. 1. Illustration of the proposed relaying approach in which the MUEs use
rate splitting techniques in their uplink transmission. For an example MUE-2
uses SBS-1 as a relay while maintaining a direct link with the MBS.
the s-th SBS-MBS link and, the total wired backhaul capacity
C is given by: ∑
∀s∈S
Cs ≤ C, (5)
where the total capacity C is a fixed quantity and the capacity
per SBS depends on the scenario. It is worthy to mention
that although the wired backhaul is interference-free unlike the
over-the-air backhaul, it may suffer from congestion due to the
fact that multiple small cells share the same backhaul.
III. CROSS-TIER COORDINATION FOR SCNS
To enable an efficient co-existence between the macro and
small cell tiers, we propose a cooperative approach using
which the small cells assist neighboring MUEs to improve
the overall performance, via the concept of rate splitting [7],
[30], [31]. In this context, each MUE m ∈ M builds a
coarse mesage Xnm,C and a fine message Xnm,F (direct signal
and relayed signal, respectively) for each of its transmitted
signals as illustrated in Fig. 1. The source (MUE) superimposes
those two codewords and broadcasts the combined message
Xnm. The MBS is capable of decoding both coarse and fine
messages. Moreover, SBSs can only decode the MUE’s fine
message and relay it to the MBS. Thus, the transmission rates
associated with both coarse and fine messages are such that
the neighboring SBSs can reliably decode the fine message,
while the MBS decodes both the coarse and fine messages.
Mathematically, this is expressed as follows:
Xnm = X
n
m,C +X
n
m,F . (6)
Moreover, the transmission power allocations of the MUE’s
coarse signal to the MBS and the fine signal to SBSs are
Pnm,C =
(
1 − θm
)
Pnm and Pnm,F = θmPnm, respectively, with
θm ∈ [0, 1] where θm is the fraction of power allocation for
the fine message of MUE m.
In what follows, we consider a capacity-limited backhaul
which is shared among all SBSs. Therefore, the amount of
information that can be relayed and the number of MUEs which
can be supported by each SBS are limited compared to a system
with infinite backhaul capacity. This is the main motivation
behind the rate-splitting approach making use of both coarse
and fine messages.
A. Rate formulation with over-the-air (OTA) backhaul
We assume a half-duplex decode-and-forward (DF) uplink
transmission in which both the MUEs and the SUEs transmit
during the first time slot and SBSs relay both signals (over the
backhaul) during the second time slot. The uplink rate of MUE
m ∈ M when transmitting its coarse message to its serving
MBS is given by:
[Rm,C ]OTA =
∑
n∈Nm
log2
(
1 +
|hnm0|
2
(
1− θm
)
Pnm
N0 + |hnm0|
2θmPnm + J
n
m
)
,
(7)
where (1−θm)Pnm is the MUE’s transmission power allocated
for the coarse message and “OTA” refers to the over-the-air
backhaul model. The interference caused by other users is
given by Jnm =
∑
∀i∈M
i6=m
1Ni(n)|h
n
i0|
2Pni +
∑
∀j∈Kn |h
n
j0|
2Pnj .
The fine message is received by the MBS and relayed via an
SBS2. Thus, the rate of the MUE m-th fine message overheard
by the MBS is calculated as,
[Rm0,F ]OTA =
∑
n∈Nm
log2
(
1 +
|hnm0|
2θmP
n
m
N0 + Jnm
)
, (8)
Note that the sum of (7) and (8) is equivalent to the MUE
rate in the classical two-tier network scenario, as given in
(1). Similarly, the rate of MUE m when transmitting its fine
message to SBS s ∈ S is given by:
[Rms,F ]OTA =
∑
n∈Nm
log2
(
1 +
|hnms|
2θmP
n
m
N0 + Ink
)
, (9)
where the interference term Ink is due to: a) the power used
to transmit the coarse messages of MUE m and b) the
transmission power of other MUEs over sub-carrier n.
The SBS signal relayed over the wireless backhaul includes
all the fine messages of the MUEs in which a rate fraction
of νs,m(t)Rs0 is allocated for the m-th MUE’s fine message,
where
∑
∀m∈M νs,m = 1 and νs,m ≥ 0. Since the uplink
rate of the backhaul is interference-limited, the rate of the
relayed signal using DF relaying is the minimum rate of
the MUE-SBS link and SBS-MBS backhaul. At the MBS,
the received relayed signal and the direct signal are jointly
combined using maximum ratio combining scheme [32] and
the total throughput of the m-th MUE’s fine message is:
[Rm,F ]OTA = g
(1
2
min
{
[Rms,F ]OTA, νs,m[Rs0]OTA
})
.
(10)
2In this work, we assume that an MUE gets support from at most one SBS.
The scenario of an MUE receiving support from multiple SBSs is left for
future work.
5The factor 12 accounts for the half duplex DF relaying con-
straint and g(·) represents the joint combining operation at the
MBS [32]. Therefore, the total MUE rate is the sum of (7) and
(10):
[Rm]OTA = [Rm,C ]OTA + [Rm,F ]OTA. (11)
B. Delay formulation with over-the-air (OTA) backhaul
The proposed method consists of three different links for
each MUE m: the direct communication between MUE and
MBS, the relaying link of MUE-SBS, and the backhaul link
between SBS-MBS. Due to this, we will have different delay
expressions for the above links.
We consider that the packet generation rate of MUE m is
divided between its coarse and fine messages as ρm,C and
ρm,F , respectively with ρm = ρm,C +ρm,F . The delay for the
direct MUE-MBS link is related to the coarse message of the
MUE m and the delay from the relayed path is based on the
fine message. Therefore, the respective delays for coarse and
fine messages of MUE m ∈ M with the SBS s ∈ S as the
relaying SBS, are given by:
[Dm,C ]OTA =
ρm,C
2[Rm,C ]OTA([Rm,C ]OTA − ρm,C)
, (12)
[Dm,F ]OTA =
(
ρm,F
2[Rms,F ]OTA([Rms,F ]OTA − ρm,F )︸ ︷︷ ︸
MUE-SBS delay
+
ρm,F
2[Rs0,F ]OTA([Rs0,F ]OTA − ρm,F )︸ ︷︷ ︸
MBS-SBS delay
)
,
(13)
where the rates [Rm,C ]OTA, [Rms,F ]OTA and [Rs0,F ]OTA are
given in (7), (9) and (4), respectively. For a successful com-
munication, the MBS needs to receive all the packets from the
MUE in which the transmission delay depends on its largest
component. Thus the total delay of the m-MUE’s transmission
is,
[Dm]OTA = max
(
[Dm,C ]OTA, [Dm,F ]OTA
)
. (14)
C. Rate and delay formulation with wired (WRD) backhaul
When using a wired backhaul model, the MUE transmission
strategies remain analogous to the wireless backhaul case.
Therefore, the MUE rates of access links – the links between
MUEs and SBSs and MUEs and MBS – when using the wired
backhaul model follows the same formulation as in the OTA
scenario yielding:
[Rm,C ]WRD = [Rm,C ]OTA,
[Rm0,F ]WRD = [Rm0,F ]OTA,
[Rms,F ]WRD = [Rms,F ]OTA,
(15)
where the defined rates represent, respectively, the coarse
message overheard MBS, the fine message overheard by MBS
and the fine message monitored by relaying SBS s ∈ S.
The subscript “WRD” is used to denote the wired backhaul
expressions.
In the wired backhaul case, the total capacity is constrained
by C¯ rather than by interference as in the wireless case. This
limitation subsequently affects the final rate of the relayed fine
message. Assuming the share of the capacity allocated to SBS
s is Cs which satisfies (5), the total rate of m-th MUE’s fine
message is given by:
[Rm,F ]WRD = g
(1
2
min
{
[Rms,F ]WRD, νs,mCs
})
. (16)
Function g(·) and variable νs,m are defined as in (10). Using
(9) and (16), the total MUE rate is calculated as follows;
[Rm]WRD = [Rm,C ]WRD + [Rm,F ]WRD. (17)
The delay calculations follows (12)-(14) based on rate-
splitting. The resulting delay formulas for the wired scenario
are as follows;
[Dm,C ]WRD =
ρm,C
2[Rm,C ]WRD([Rm,C ]WRD − ρm,C)
, (18)
[Dm,F ]WRD =
(
ρm,F
2[Rms,F ]WRD([Rms,F ]WRD − ρm,F )︸ ︷︷ ︸
MUE-SBS delay
+
ρm,F
2νs,mCs(νs,mCs − ρm,F )︸ ︷︷ ︸
MBS-SBS delay
)
,
(19)
[Dm]WRD = max
(
[Dm,C ]WRD, [Dm,F ]WRD
)
. (20)
IV. BACKHAUL-AWARE RELAYING VIA REINFORCEMENT
LEARNING
A. Game Formulation
In the coordinated approach, the MUEs need to au-
tonomously select their best helping SBS given the channel
conditions, as well as the underlying backhaul constraints.
Although a particular SBS can be accessed by multiple MUEs,
those MUEs still have to share the limited capacity of the SBS-
MBS backhaul link. This capacity limitation restricts the num-
ber of MUEs accessing a certain SBS. Therefore, the MUEs
have to compete among each other in order to select suitable
SBSs as their helping relays. In this regard, we formulate
a noncooperative game G =
(
M, {Am}m∈M, {um}m∈M
)
in which M denotes the set of players (i.e., the MUEs),
{Am}m∈M are the action sets, and {um}m∈M are the set
of utility functions of the MUEs. The action of each MUE m
is composed of its transmission power Pm ∈ [0, Pmaxm ], the
fraction of power allocated for its fine message θm ∈ [0, 1],
and the helping relay SBS s ∈ M 3. For notational simplicity,
we use am = (Pm, θm, s) hereafter, for all am ∈ Am.
3 Each UE judiciously selects its transmit power, θm, and SBS. Thus, under
the proposed approach an uplink power control by is carried out by each MUE
in addition to selecting a suitable SBS.
6The available number of actions per MUE is given by the
cardinality of the action set |Am|. Furthermore, for notational
simplicity, we use um = um(am,a−m) to denote the utility
function of each MUE m when choosing an action am ∈ Am.
The vector a−m represents the set of actions taken by all other
MUEs (players) except m. In this work, we consider a utility
which is a function of throughput and delay.
To capture the tradeoff between delay and throughput, we
use the notion of a system power as introduced in [33]. The
system power is defined as the ratio of the throughput and
the delay to the power of a sensitivity factor. By adopting the
system power metric as the utility, given that the MUEs play
the actions (am,a−m), the utility of MUE m is calculated
given by:
um(am,a−m) =
[
Rm(am,a−m)
](1−α)[
Dm(am,a−m)
]α , (21)
where α ∈ [0, 1] is the sensitivity parameter reflecting the
throughput-delay tradeoff. Hereinafter, for simplicity of expo-
sition, we will drop the dependence on the actions from the
notation Rm(am,a−m) and Dm(am,a−m), and we will refer
to the rate and delay simply by Rm and Dm respectively.
Since the system power depends on rate and delay, the above
utility is influenced by the over-the-air link rates as well as the
backhaul condition of the relaying SBSs. Thus, the knowledge
of the backhaul is crucial to improve the performance of MUEs
when selecting SBSs as relay nodes. With this in mind, we
examine the formulated problem in both perfect and imperfect
information cases.
B. Perfect information
Here, we assume that the knowledge regarding the existence
of SBSs, the backhaul condition of each SBS, and the actions
played by all MUEs are known to each and every MUE in the
network. We refer to this case as perfect information. Based
on this, each MUE selects an action with a given probability
(mixed strategy). With perfect information, the MUEs choose
specific strategies known as the optimal strategies where any
deviation offers negligible utility gain for all MUEs. The above
state in which no MUE desires to change its strategy is known
as an equilibrium of the game G. Since the set of strategies
(Am; |Am| < ∞, ∀m ∈ M) is finite and discrete, the game
G holds at least one equilibrium in mixed strategies [27],
[34], [35]. In this regard, we define the ǫ-coarse correlated
equilibrium (ǫ-CCE) as follows [27], [35];
Definition 1: (ǫ-coarse correlated equilibrium): A mixed
strategy probability pim =
(
πm,a1m , . . . , πm,a|Am|m
)
is an ǫ-
coarse correlated equilibrium if, ∀m ∈ M and ∀a′m ∈ Am,
where:∑
∀a−m∈A−m
(
um(a
′
m,a−m)π−m,a−m
)
−
∑
∀am∈Am
(
um(am,a−m)πm,am
)
≤ ǫ,
where π−m,a−m =
∑
∀am∈Am
π(am,a−m) is the marginal
probability distribution w.r.t. am. The mixed-strategy probabil-
ity distribution of MUE m, pim =
(
πm,a1m , . . . , πm,a|Am|m
)
, is
defined as,
πm,alm = Pr(am = a
l
m), (22)
with,
∑
∀alm∈Am
πm,alm = 1, and a
l
m is the l-th action from
the set of actions Am with l ∈ {1, . . . , |Am|}.
The motivation behind introducing the ǫ-CCE is the relation
between the regret matching technique – an iterative learning
mechanism – and the existence of the ǫ-CCE. Authors in [36]
claim that if all the players in a game follow the adaptive
procedure of regret matching, then almost surely the game
converges to the ǫ-CCE. The regret matching mechanism
allows players in a game to explore all their actions and learn
the optimal strategies over time. Moreover, the correlated equi-
librium is a generalization of Nash equilibrium which allows
players to coordinate their actions in order to provide better
overall performance compared to the Nash approach [27], [35].
Therefore, the correlated equilibrium is more relevant in the
context of decentralization and dense networks over the Nash
equilibrium.
Using the regret matching technique for our considered
scenario with perfect information, every MUE m calculates
its regret for an action alm ∈ Am at a given time instance t as
follows:
rm,alm(t) =
1
t
t∑
n=1
(
u(n)m (a
l
m,a−m)−u
(n)
m (am,a−m)
)
, (23)
where (am,a−m) are the actions played by the all MUEs at
time t and u(n)m (·) is the utility of MUE m at time n. The regret
vector for MUE m for actions (a1m, . . . , a
|Am|
m ) at time t is
rm(t) =
(
rm,a1m(t), . . . , rm,a|Am|m
(t)
)
. A positive regret for a
given action (rm,alm(t) > 0) implies that the MUE could have
obtained a higher payoff by playing this action during previous
time instants, while a negative or zero regret implies that the
MUE has no regret for playing that action. Therefore, for the
calculated regrets rm(t), MUE m tends to select the action
with highest regret in which the mixed strategy probabilities
are given as follows;
πm,alm(t) =
r+
m,alm
(t)∑
∀al′m∈Am
r+
m,al
′
m
(t)
, (24)
where r+
m,alm
(t) = max
(
0, rm,alm(t)
)
and pim(t) =(
πm,a1m(t), . . . , πm,a|Am|m
(t)
)
is the mixed strategy probability
profile of MUE m at time t.
Under perfect information, the MUEs compute their utilities
for all actions by observing the actions played by the other
MUEs at any time instant and achieve the CCE (ǫ = 0)
with the above regret matching mechanism [35], [36]. Clearly,
this requires a significant amount of information which is
7often unavailable or complex to gather in a practical wireless
network. Therefore, it is of interest to extend this approach to
handle cases in which only partial information is available at
the MUEs. Next, we propose a distributed solution which only
relies on individual (and possibly noisy) feedbacks of MUE
rates to optimize its utility function. In the sequel, we refer to
this case as imperfect information.
C. Imperfect information
Here, the MUEs have no information about the actions
of other MUEs in the network, i.e. there is no information
exchange among all the MUEs, MBS and SBSs. Due to this
lack of information, the MUEs are unable to update their
mixed strategies by calculating their regrets as per (23). In
order to overcome this problem, we propose a distributed
learning mechanism in which the MUEs coordinate their own
transmissions in an implicit manner and without information
exchange. This coordination procedure only relies on a feed-
back of MUEs’ individual rates sent by the MBS and/or SBSs.
In particular, at each time instant, MUEs autonomously choose
their own actions, receive a feedback, and build a probability
distribution function over their transmission strategies. The
feedback received by every MUE is used to estimate its utility,
and subsequently compute its regret for playing a given action.
This procedure is carried out till convergence to the ǫ-CCE.
For any time instant t and for all m ∈M, MUE m selects an
action from Am following the probability distribution available
from the previous stage t− 1,
pim(t− 1) =
(
πm,a1m(t− 1), . . . , πm,a|Am|m (t− 1)
)
. (25)
After all MUEs select and play their actions, each of them
receives feedbacks of their utilities given by:
u˜m(t) = um(t) + nm, ∀m ∈ M, (26)
where um(t) is the actual value of the utility as measured
at the MBS and nm is the additive noise with zero mean.
In detail, each MUE m ∈ M estimates its regret r˜m(t) =(
r˜m,a1m , . . . , r˜m,a|Am|m
)
for all actions based on the accumu-
lated history, given in (25) and (26). In addition, the MUEs
must balance between the actions yielding higher regrets and
exploring other actions with lower regrets with non-zero prob-
ability [26], [27]. Such a behavior is captured by the so-called
Boltzmann-Gibbs (BG) distribution βm
(
r˜m(t)
)
which is the
solution of the following optimization problem:
βm
(
r˜m(t)
)
∈ arg max
pim∈∆(Am)
[ ∑
∀am∈Am
{
πm,am r˜
+
m,am
(t)
− κmπm,am ln(πm,am)
}]
(27)
where κm > 0 is a temperature parameter which balances
between exploration and exploitation.
It is worth noting that allowing κm → 0 for all
m ∈ M leads to maximizing the sum of regrets
∑
∀am∈Am
{
πm,am r˜
+
m,am
(t)
}
. The result is the mixed strategy
in which MUEs have exploited the actions with higher regrets
at the time period t. This can lead to actions having zero prob-
ability and, consequently, MUE m will no longer attempt to
choose such actions in the future. Conversely, maximizing the
entropy (∑∀am∈Am{−πm,am ln(πm,am)}) alone by allowing
κm →∞, for all m ∈M, will result in an uniform distribution
over the action set in which each action is equally played.
By judiciously combining the mixed-strategy regret and the
entropy regulated by the temperature parameter κm, we obtain
a mixed strategy probability that exploits certain actions to
maximize the expected utility while providing an opportunity
to explore the rest of the actions. As a result, users maximize
their long-term utility metric um(t) = 1t
∑t
n=1 um(n).
For a given set of r˜m(t) and κm values, we solve the
continuous and strictly concave optimization problem given
in (27). The resulting probability distribution for MUE m is
given as follows:
βm,am
(
r˜m(t)
)
=
exp
(
1
κm
r˜+m,am(t)
)∑
∀a´m∈Am
exp
(
1
κm
r˜+m,a´m(t)
) , ∀am ∈ Am
(28)
where βm,am
(
r˜m(t)
)
is the element of βm
(
r˜m(t)
)
related to
the action am.
Let uˆm,alm(t) be the estimated utility of MUE m at time
t for action alm and the estimated utility vector for all the
set of actions is uˆm(t) =
(
uˆm,a1m(t), . . . , uˆm,a|Am|m
(t)
)
. Simi-
larly, the regret estimation vector of MUE m for each action
is r˜m(t) =
(
r˜m,a1m(t), . . . , r˜m,a|Am|m
(t)
)
which is used to
calculate the BG distribution in (28). At each time instant,
given that the action played by MUE m at time t is am
is governed by (25), the estimations of utility, regrets and
probability distribution functions caried out by each MUE m
are updated for all alm ∈ Am as follows:

uˆm,alm(t) = uˆm,alm(t− 1)
+λm(t)1{alm=am}
(
u˜m(t)− uˆm,alm(t− 1)
)
,
r˜m,alm(t) = r˜m,alm(t− 1)
+γm(t)
(
uˆm,alm(t)− u˜m(t)− r˜m,alm(t− 1)
)
,
πm,alm(t) = πm,alm(t− 1)
+µm(t)
(
βm,alm
(
r˜m(t)
)
− πm,alm(t− 1)
)
,
(29)
where the learning rates λm(t), γm(t) and µm(t) satisfy fol-
lowing conditions;
(i) lim
t→∞
t∑
n=1
λ(n) = +∞, lim
t→∞
t∑
n=1
γ(n) = +∞
and lim
t→∞
t∑
n=1
µ(n) = +∞. (30)
(ii) lim
t→∞
t∑
n=1
λ
2(n) < +∞, lim
t→∞
t∑
n=1
γ
2(n) < +∞,
and lim
t→∞
t∑
n=1
µ
2(n) < +∞. (31)
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SIMULATION PARAMETERS.
Parameter Value
Carrier frequency 1.85 GHz
System bandwidth 5 MHz
Thermal noise (N0) −174 dBm/Hz
Wired backhaul capacity (C) 50 Mbps
Packet generation rate (ρ) 180 kbps
UE transmission power 21 dBm
SBS transmission power 30 dBm
Macro and Small cells
Macrocell, small cell radius 400 m, 50m
Sectors per macrocell 3
Maximum MUEs per sector 30
Maximum SBSs per sector 15
Path loss models
MUE - MBS 15.3 + 37.6 log(d)
MUE - SBS 15.3 + 37.6 log(d)
Shadowing 10 dB
Learning
Boltzmann temperature (κ) 10
Sensitivity between rate and delay (α) 0.5
learning rates: λ(t), γ(t) and µ(t) 1
(t+1).50
, 1
(t+1).55
and 1
(t+1).60
(iii) lim
t→∞
γ(t)
λ(t)
= 0 and lim
t→∞
µ(t)
γ(t)
= 0. (32)
Proposition 1: (Convergence): The learning algorithm pre-
sented in (29) converges to the ǫ-CCE if and only if for all
m ∈M the conditions (30) are satisfied and,
lim
t→∞
pim(t) = pi
∗
m, (33)
lim
t→∞
um(t) = u˘
(pi∗m,pi
∗
−m)
m , (34)
where pi∗ =
(
pi∗1, . . . ,pi
∗
M
)
is the ǫ-CCE strategy profile of
the game G =
(
M, {Am}m∈M, {um}m∈M
)
and u˘(pi
∗
m,pi
∗
−m)
m
is the optimal expected time-averaged utility of MUE m ∈ M.
Proof: See Appendix A.
V. SIMULATION RESULTS
We consider a single macrocell with radius Rm = 400 m
which is divided into three 120◦ sectors. Within each sector,
a number of MUEs and SBSs with radius Rs = 50 m
are randomly deployed. The maximum uplink transmission
powers for MUEs and SBSs are set to 21 dBm and 30 dBm,
respectively [37]. We use the 3GPP specifications for pathloss
and shadowing in outdoor links with the noise level set to -
174 dBm [37]. A detailed list of the simulation parameters are
given in Table II. All statistical results are averaged over the
random channel variations and locations of the users and base
stations.
Throughout the simulations, we study the performance of
the proposed learning mechanism, and compare the results with
four baseline algorithms as described in Table III.
TABLE III
PROPOSED AND BENCHMARK ALGORITHMS
Model Description
Proposed
Models


Proposed learning
approach with full
information (RS-F)
The proposed mechanism with the as-
sumption of full information availabil-
ity. The solution is governed using
(23) and (24).
Proposed learning
approach with
imperfect
information (RS-L)
The proposed learning approach with
the imperfect information availability
where the MUEs have no knowledge
about the rest of MUEs, their ac-
tions and the capacity of the backhaul
network. The MUEs learn their best
strategies only with the aid of feed-
backs of their own data rates.
Baseline
Models


Classical approach
(CLA)
This is the classical two-tier network
scenario, in which there is no coordi-
nation among macro- and small cell
tiers. The objective function of every
MUE is given in (1) and (2).
Reuse-1 approach
(RU-1)
Similar to CLA, the reuse-1 ap-
proach considers no cooperation be-
tween two-tiers. Here, MUEs uni-
formly split their transmit power over
the entire bandwidth.
Offloading with full
information (OF-F)
Here, some MUEs are fully handed
over to the SBSs in order to maxi-
mize their individual data rates. The
rationale of OF-F is to compare the
performance of the rate-splitting tech-
nique with proposed learning method
to the classical offloading.
Satisfaction based
learning (SAT)
This learning algorithm is proposed in
[38]. Here, every MUE is not inter-
ested in maximizing its utility func-
tion, but rather being satisfied based
on achieving a predefined satisfaction
level. This is used to compare the
learning capability of the proposed
RS-L method.
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Fig. 2. Average MUE rate as a function of the number of MUEs (S = 8,
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Fig. 3. Average MUE rate as a function of the number of SBSs (M = 20,
Wireless backhaul).
A. Performance comparison
Fig. 2 shows the average rate per MUE as the number of
MUEs increases. The results are obtained for the proposed
approach with perfect and imperfect information availability
(RS-F and RS-L) and compared to the CLA and OF-F methods
with an over-the-air backhaul. The offloading method with
perfect information (OF-F) achieves almost twice the rates
compared to the classical implementation, while the proposed
method yields an additional improvement of 10%. Fig. 2 shows
that the proposed RS-L approach with limited information
achieves comparable rates with the perfect information case.
As the number of MUEs increases, a drop in the average
MUE rates can be seen for all four cases. The reason is that
the shared spectrum with fixed amount of sub-carriers suffers
from the additional interference due to the increased number of
MUEs. More interference decreases the signal-to-interference-
and-noise-ratio resulting in lower throughput for all MUEs.
Fig. 3 shows the average MUE rates as the number of SBSs
varies for a network with N = 16 sub-carriers where 8 sub-
carriers allocated for MUEs and the rest are allocated for the
backhaul. In the absence of cross-tier cooperation, changing the
number of SBSs has no impact on the performance. In contrast
in Fig. 3 we see that the network size affects the proposed
and offloading approaches. As the number of SBSs increases,
the MUEs have more opportunities to use certain SBSs as
relays, increasing thereby MUEs transmission rates. Fig. 3
shows that the OF-F and RS-F schemes yield a significant
rate improvement compared to the CLA reaching up to 2.5
times improvement with S = 8. However, as the number
of SBSs increases, the MUE rates start to decrease. This
decrease is mainly due to the interference limitations over the
wireless backhaul. In Fig. 3, we see that the proposed approach
with perfect information, RS-F, yields a notable advantage
compared to OF-F, reaching up to 10% of improvement at
S > 8, in terms of MUE rates. This result demonstrates that
the proposed approach is able to better handle the limitations
of the backhaul. In addition, Fig. 3 shows that the proposed
distributed method with imperfect information, RS-L, achieves
around 96% improvement in terms of MUE rates, compared
to its upper bound which is RS-F.
B. Backhaul Impact
In order to compare the backhaul models, we plot the
cumulative density functions (CDFs) of rates and delays. We
consider two reference models: CLA and RU-1, along with the
proposed approach. The two backhaul models are described
in Section II-B and the rate-splitting with wireless backhaul
is referred to as “RS-OTA” while “RS-WRD” represents the
wired backhaul. Furthermore, we assume a hybrid backhaul in
which both the wired and wireless backhauls are dynamically
selected. The simulation carried out for the system with rate-
splitting technique and a hybrid backhaul is referred to as “RS-
HYB” hereafter. In order to evaluate the proposed learning
algorithm, the satisfaction based learning approach proposed
in [38] with a hybrid backhaul (SAT-HYB) is used as the third
baseline model.
Fig. 4(a) and Fig. 4(b) show the rate and delay CDFs
achieved for a network with M = 15 and S = 8. We
consider the best effort MUEs – the best 10% – for both
plots in Fig. 4. Using the RU-1 method, we can see that the
best effort MUEs exhibit large rates and delay variations. In
contrast, using the CLA and proposed techniques, most MUEs
are able to achieve a minimum rate level and low delays. For
both CLA and RS-WRD, the best effort MUEs have almost
equivalent rates and the respective average rates are 3.61 and
3.66 Mbps. The best effort users using RS-OTA achieve higher
rates with a mean of 3.96 Mbps while the average rate achieved
with RS-HYB is 3.98 Mbps. Clearly, Fig. 4(a) shows that, in
terms of rates, RS-HYB outperforms all the other techniques.
However, in terms of delays, the proposed approach with any
type of backhaul achieves a similar distribution for best effort
users. The corresponding average delays for RS-OTA, RS-
WRD and RS-HYB are 1.6, 1.8 and 1.6 ms. In this respect,
we can see that these proposed approaches exhibit a significant
reduction in delay when compared to the CLA case which
achieves an average delay of 34 ms. This is due to the fact
that the proposed approach allows the MUEs to achieve higher
rates and lower delays by leveraging nearby SBSs as relays
and suitable backhaul condition. The two curves – RS-HYB
and SAT-HYB – allow us to compare the proposed learning
algorithm to the satisfaction based learning mechanism. Both
rate and delay curves show that the proposed solution allows
the MUEs to achieve higher rates with lower delays. This is
due to the fact that the MUEs in RS-HYB always attempt
to improve their utility while MUEs from SAT-HYB aim
to achieve a fixed, pre-determined satisfaction level with the
system power of 5 for all m ∈M. Furthermore, we note that
Fig. 4 shows that by smartly exploiting the hybrid backhaul via
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Fig. 4. Cumulative density functions of MUE rates and delays comparing six
schemes classical (CLA), reuse-1 (RU-1), proposed rate splitting with wireless
(OTA), wired (WRD) and hybrid (HYB) backhaul networks, and satisfaction
based learning with hybrid backhaul (SAT-HYB) for the 10% best effort MUEs.
the proposed RS-HYB method, significant performance gains
can be achieved as opposed to the benchmark methods.
In Fig. 5, we further assess the performance of the proposed
approach under different locations for the MUEs. X-axis rep-
resents the normalized distance from the MBS (or cell center)
to any MUE while the y-axis displays the average throughput
achieved by the MUE at a given distance. An MUE close to
the MBS, can achieve higher rates for all five approaches due
to the high channel gain over the MUE-MBS link. However,
as the MUE moves away from the MBS, the channel gain of
MUE-MBS link degrades proportional to the distance based
on the path loss model resulting in decreased rates. Moreover,
due to its ability to assign MUEs over different sub-carriers,
the CLA schemes achieves a higher throughput than the RU-
1 approach which allows MUEs to transmit over all sub-
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Fig. 5. Average MUE throughput as a function of the distance from MBS to
MUE.
carriers. As the MUE moves toward the cell edge, the proposed
learning methods – RS-OTA, RS-WRD and RS-HYB – yield
a significant performance advantage as they allow to leverage
the use of SBSs as relays. In particular, as the MUE-SBS link
quality improves, the MUEs are able to achieve a higher rate
for their fine message, thus yielding an increased performance
advantage for the proposed schemes.
In addition, Fig. 5 shows the tradeoff between wired and
wireless backhauls. Since the wired capacity is fixed and
independent from the distance between the SBS and the MBS,
the backhaul link quality remains constant. Therefore, in the
presence of a wired backhaul, the MUEs obtain an almost fixed
rate for the fine message. However, the wireless backhaul offers
a higher capacity for the SBSs close to the MBS compared
to the SBSs, which are deployed far from the MBS. Thus,
although the cell-edge MUEs leverage neighboring SBSs, the
rate improvement is limited due to the low capacity backhaul
link between SBS-MBS link. In consequence, cell-edge MUEs
achieve a lower rate using RS-OTA as opposed to the wired
case, i.e., using RS-WRD. In contrast, SBSs that are close
to the MBS experience a better backhaul under a wireless
backhaul. Therefore, compared to RS-WRD, the RS-OTA
offers higher rates for MUEs close to the cell center. The hybrid
backhaul selects the best strategy over wired and wireless links.
Thus, as seen in Fig. 5, RS-HYB yields higher rates over the
entire cell due to its ability to smartly exploit both the wired
and the over-the-air backhauls.
In Fig. 6, we show a comparison between over-the-air and
wired backhauls depending on the bandwidth allocation for
the wireless backhaul and the capacity allocation for the wired
backhaul. For a fixed setup with M = 15 and S = 8, we
compute the average MUE data rates by varying the capacity
of the wired backhaul while also varying the number of sub-
carriers allocated for over-the-air backhaul. In Fig. 6, a square
represents the case in which the over-the-air backhaul leads
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Fig. 7. Convergence of the proposed learning algorithm with the utility as
MUE throughput (M = 10, S = 8).
to higher MUE throughput or by a circle when the wired
configuration provides highest MUE throughput. Finally, in this
figure, we observe that a wireless backhaul is preferred over
the wired backhaul when 16 or more sub-carriers are available.
However, when the number of sub-carriers is below 16, the
wired backhaul yields a higher throughput.
C. Convergence
Next, we assess the convergence of the proposed learning
scheme with incomplete information, i.e., RS-L. Here we
consider two scenarios; (i) each individual MUE attempts to
maximize its throughput only and (ii) each individual MUE
aims to improve its throughput while minimizing the transmis-
sion delay with the aid of the system power utility. In Fig. 7,
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Fig. 8. Convergence of the proposed learning algorithm capturing the trade-off
between rate and delay (M = 10, S = 8).
we show the throughput achieved by the MUEs when α = 0
in (21) while in Fig. 8, we plot the rate – delay tradeoff when
α ∈ (0, 1). Here, M = 10 MUEs and S = 8 SBSs per sector
and a wireless backhaul network are assumed. From Fig. 7, we
see that the proposed RS-L algorithm converges in about 2500
iterations.
Figures 7 and 8 clearly show the tradeoff between conver-
gence time and available information. For instance, we see
that learning with incomplete information requires a higher
convergence time when compared to the case with full in-
formation. This is mainly due to: a) the noisy feedback, b)
imperfect information, and c) the value of the temperature
parameter κm which governs the convergence speed. A large
κm results in a uniform distribution for mixed strategies (pim)
at the beginning and converges to the best mixed strategies with
time. This leads to a smaller gap between the achievable utility
between the case with full information and that with imperfect
(partial) information. Conversely, a larger κm leads to MUEs
exploiting their actions which are played at the beginning of
the learning process, thus resulting in a faster convergence.
However, due to the lack of exploration, the resulting outcome
becomes inefficient, i.e. yielding lower utilities. In order to
corroborate this, we plot the learning curves in Fig. 7 and 8
with κm = {0, 5}. When κm = 0, MUEs exploit their environ-
ment by playing their actions at the beginning (no exploration).
Therefore, myopic MUEs obtain quicker convergence, albeit a
low utility, and for a larger κm MUEs get more opportunities to
explore their optimal actions at the cost of slower convergence.
VI. CONCLUSIONS
In this paper, we have proposed a novel distributed reinforce-
ment learning mechanism that allows macro-cellular users to
optimize their performance by leveraging neighboring small
cell base stations. In this proposed scheme, the small cell
base stations act as relays for the macro-cellular users and
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offload the traffic of the MUEs over a capacity limited and het-
erogeneous (wired, wireless) backhaul network. The proposed
scheme allows the macro-cellular users to jointly optimize both
access and backhaul links. We have formulated the problem as
a noncooperative game and proposed a novel, fully distributed,
learning algorithms that is shown to converge to a suitable
equilibrium solution. Simulation results show that our proposed
algorithm allows the MUEs to improve their data rates as well
as to significantly reduce their transmission delays compared
to some existing benchmark approaches. In our future work,
we will study the backhaul aware downlink communication
problem and the impact of carrier aggregation and multiple
antennas on backhaul-aware resource management.
APPENDIX A
PROOF OF PROPOSITION 1
Here, we provide the proof for α = 0 where the utility is
equivalent to the MUE throughput. Thus, we need to prove the
functions u˜m(·) and βm,am(·) are Lipschitz.
For a given MUE m ∈ M at the time instance t, the utility
u˜m(t) can be expressed in a simplified form as follows;
u˜m(t) = log2(1 + x(t)) (35)
where x(t) is the signal-to-interference-plus-noise (SINR) of
MUE m at time t. Without loss of generality, let us assume
x(t) > y(t) > 0 where x(t) and y(t) are any two pos-
sible SINR values at a given time instance. Define Fu =
| log2(1+x(t))−log2(1+y(t))
x(t)−y(t) | which is reordered as follows;
Fu =
∣∣∣∣ log2(1 + x(t)) − log2(1 + y(t))x(t)− y(t)
∣∣∣∣
=
∣∣∣∣ 1(1 + y(t)) ln(1 + z)z ln(2)
∣∣∣∣ ≤ ln(1 + z)z ln(2) (36)
where z = x(t)−y(t)1+y(t) > 0. Consider the first derivative of ln(1+
z)/z,
d
dz
(
ln(1 + z)
z
)
=
1
z2
(
1−
1
1 + z
− ln(1+ z)
)
< 0; ∀z ≥ 0,
(37)
which yields the upper bound of ln(1+z)
z
is limz→0 ln(1+z)z = 1.
This concludes Fu ≤ log2 e and | log2(1 + x(t)) − log2(1 +
y(t))| ≤ L|x(t) − y(t)| for a scaler L, i.e. u˜m(·) is Lipschitz
[39].
Assume now x and y are two regret vectors of MUE m.
Since βm,am(·) generates probability distributions for all regret
vectors, it is obvious that following bound is true for any x
and y;
0 < |βm,am(x)− βm,am(y)| < 1, (38)
and it is possible to find a scaler L such that L|x − y| ≥
1. Therefore, for all x, y the function βm,am(·) satisfies
|βm,am(x)− βm,am(y)| ≤ L|x− y| and henceforth, it is also
a Lipschitz function [39].
With the satisfactory of above conditions and using [40,
Equation (7) and Proposition 4.1], the convergence is achieved.
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