Consensus problem of high-order integral multi-agent systems under switching directed topology is considered in this study. Depending on whether the agent's full state is available or not, two distributed protocols are proposed to ensure that states of all agents can be convergent to a same stationary value.
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I. INTRODUCTION
addition, results obtained in the continuous-time domain can be extended to the discrete-time domain as well. Finally, the theoretical analysis is validated by three illustrative examples.
The reminder of this paper is organized as follows. Section II introduces the problem formulation and some preliminary results. Section III presents the consensus protocol for high-order multi-agent systems in the continuous-time domain and gives the corresponding performance analysis. Section IV extends the results in the continuous-time domain to the discrete-time domain. Illustrative examples are provided in Section V. Section VI concludes this paper with final remarks.
The following notations are used throughout this paper: R denotes the set of real numbers; N denotes the set of natural number; 1 n = (1, · · · , 1)
T ∈ R n ; 0 n = (0, · · · , 0) T ∈ R n ; C k n = n! k!(n−k)! ; I n denotes the n × n dimensional identity matrix; ⊗ denotes the Kronecker operator; For a given matrix X, X T denotes its transpose; X 2 denotes its Euclidean norm; X F denotes its
Frobenius norm.
II. PROBLEM FORMATION AND PRELIMINARIES
In the literature, the graph theory is commonly employed to describe the communication among agents. Let G = {V G , E G } be a digraph where V G = {v 1 , · · · , v N } is the node set and E G ⊆ V G ×V G is the edge set. The ith agent in the network is represented by the node v i . The edge e ij starting from v j to v i belongs to E G if and only if the ith agent can receive information from the jth agent.
In this paper, it is assumed that there is no self-edge in the graph, i.e., e ii / ∈ E G , i = 1, · · · , N.
The neighbor set of the ith agent is defined as N i = {v j ∈ V G |e ij ∈ E G }. A directed path in G is a sequence of distinct nodes v i 1 , v i 2 , · · · , v im such that e i s+1 is ∈ E G , s = 1, · · · , m − 1. The directed graph G is called strongly connected if for any two distinct nodes v i and v j there is a directed path starting from v j to v i . A node is called a center/root if there are directed paths starting from this node to any other nodes in V G . The directed graph G is called quasi-strongly connected if G has at least one center node.
Due to the link failure and packet loss, the communication channel of multi-agent systems is usually time-variant. Therefore, it is assumed in this paper that the communication topology is modeled by a set of graphs G σ(t) = {V G , E G σ(t) }. σ(·) : [0, ∞) → S is a piecewise constant function whose value at time t is the index of the graph representing the agent's communication topology at time t. S denotes the index set of all possible graphs and S has finite elements May 11, 2014 DRAFT because the node set V G is a finite set. The following assumption is applied to the switching signal σ(·), which means that the communication topology does not change too fast.
Assumption 1: Let (t 0 , t 1 , · · · ) be the sequence of time points at which the piecewise constant function σ(t) switches. The dwell times τ i = t i+1 −t i (i = 0, 1, · · · ) have a uniform lower bound
The union graph of G σ(t) over the time interval [t 1 , t 2 ) is defined as G [t 1 ,t 2 ) = (V G , t∈[t 1 ,t 2 ) E Gσ(t) ).
One concept on the connectivity of the union graph is given in the following.
Definition 1: G σ(t) is said to be uniformly jointly quasi-strongly connected if there exists a constant T > 0 such that G [t,t+T ) is quasi-strongly connected for any t > 0.
The above section introduces the communication topology of the network of N agents. The other essential part of modeling the multi-agent system is the agent's dynamics. In this paper, the dynamical behavior of each agent is described by the following m-dimensional high-order
. .
which can be written in the compact forṁ
The control objective is to solve the distributed consensus problem of this high-order integral multi-agent system which is defined as follows.
Definition 2:
The multi-agent system is said to reach a consensus if under certain protocol
If the consensus protocol u i (t) only employs the information from the neighbor agents j ∈ N i , then this protocol is called a distributed consensus protocol.
May 11, 2014 DRAFT Before closing this section, the following result on the robust consensus of first-order integral multi-agents is provided [25] .
Lemma 1:
For the first-order integral multi-agent system with external disturbanceṡ
where r i (t) ∈ R denotes the state of the ith first-order integral agent, N i (σ(t)) denotes the neighbor set of agent i at time t, α ij σ(t) > 0 is the weight constant associated with the edge e ij in graph G σ(t) , and ω i (t) ∈ R is the continuous disturbance signal. For ∀r i (0) and ∀ω i (t)
is uniformly jointly quasi-strongly connected;
Proof: See the proof of Proposition 1 in [25] .
III. CONSENSUS PROTOCOL AND RELATED ANALYSIS

A. State-Feedback Based Consensus Protocol
In this subsection, it is assumed that the full state information of each agent is available for designing the consensus protocol. Inspired by the results presented in [14] , the following consensus protocol is proposed
where
parameters (a 1 , · · · , a m−1 ) are constant control gains to be designed later. α ij σ(t) is defined in (3). Substituting (4) into (1) obtains thaṫ
is called the Laplacian matrix of the graph G σ(t) . May 11, 2014 DRAFT
at the both sides of (5) obtains thaṫ
From (6), it is interesting to find that under the proposed protocol, the original high-order integral multi-agent system has been transformed into a first-order integral multi-agent system.
Before proceeding with proving thatx i (t) = K 2 x i (t) (i = 1, · · · , N) can reach a consensus, we should first study whether the convergence ofx i (t) implies the convergence of x i (t), which is answered by the following lemma.
Lemma 2:
Consider the following non-homogeneous linear differential equation
where r(t) ∈ R and f (t) ∈ R is a continuous function satisfying lim t→∞ f (t) = f * . Let the characteristic equation associated with (7) be
Then, for any initial state (r(0), · · · , r (m−2) (0)), (r(t), · · · , r (m−2) (t)) are convergent if and only if all roots of (8) are in the open left-half complex plane. In addition, lim
Proof: See the proof in the Appendix.
Then the following main result can be obtained by Lemmas 1 and 2.
Theorem 1: The proposed protocol defined by (4) can solve the consensus problem of highorder integral multi-agent systems if all roots of (8) are in the open left-half complex plane and the communication topology G σ(t) is uniformly jointly quasi-strongly connected.
Proof: First, if G σ(t) is uniformly jointly quasi-strongly connected, by (6) and Lemma 1, it follows that for ∀x i (0),x j (0), lim t→∞ (x i (t) −x j (t)) = 0, because ω i (t) = 0 satisfies the conditions required in Lemma 1.
Next, it is proved that there existsx * such that lim t→∞xi (t) =x
The sufficiency is obvious. To prove the necessity,
This together with lim t→∞ (x i (t) −x j (t)) = 0 lead to that there exitsx * such that lim t→∞xi (t) =x
If all roots of (8) are in the open left-half complex plane, it can be obtained by Lemma 2
T , which means that the proposed protocol can solve the consensus problem. In addition, "all roots of (8) are in the open left-half complex plane" is also necessary for solving the consensus problem by the necessity proof of Lemma 2.
Remark 1:
The most interesting feature of the consensus protocol defined by (4) is that under the proposed protocol, the consensus problem of high-order integral multi-agent systems is equivalent with the consensus problem of first-order integral multi-agent systems. Therefore, many existing results (for example, the consensus problem with delayed communication [26] )
in the literature can be generalized to the high-order integral case directly.
Remark 2:
The group decision value x * is determined by two factors: the agents' initial states and the communication topology G σ(t) . In the switching topology case, it is usually hard to give an
T .
B. Output-Feedback Based Consensus Algorithm
In this subsection, it is assumed that the agent's full state is not available any more. Instead, only the agent's output can be used for the consensus protocol design, which is modeled by the following equation
Here it is assumed that the pair (A, C) is detectable.
Motivated by the dynamic output feedback consensus protocol proposed in [8] , the following protocol is proposed
Hurwitz. The basic idea behind this protocol is that design an observer (10b) to dynamically estimate the agent's full state, and then use the estimated state to replace the actual state in (4), which results in (10a).
By (2) and (10b), it follows that
.
Since A+K 3 C is Hurwitz, it can be proved that lim t→∞ (x i (t)−s i (t)) = 0. Therefore, to prove
can reach a consensus. Substituting (11) into (10b) obtains thaṫ
at the both sides of (13) obtains thaṫ
From (13), the original consensus problem has been transformed into the robust consensus problem of first-order integral multi-agent systems. Similar with the method employed in Theorem 1, the following result shows that the output-feedback based consensus protocol defined by (10) can also solve the consensus problem under the same conditions of Theorem 1.
Theorem 2:
Assume that A + K 3 C is Hurwitz. The proposed protocol defined by (10) can solve the consensus problem of high-order integral multi-agent systems if all roots of (8) are in the open left-half complex plane and the communication topology G σ(t) is uniformly jointly quasi-strongly connected.
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Proof: First, let ΦS(t, s) be the state transition matrix of (13) . Due to Assumption 1, ΦS(t, s)
can be written as
where t p is the largest time switching point smaller than t and t q is the largest time switching point smaller than s. In [27] , it has been proved that for any
If G σ(t) is uniformly jointly quasi-strongly connected, by the same analysis in the proof of Theorem 1, the solution to the homogeneous differential equation associated with (13),
, is convergent under any initial states. Therefore, there exists a matrix Φ * S such that
The solution to (13) can be written as
Next, let µ 1 , · · · , µ m be the eigenvalues of (13) is the linear combination of t j e µ i t , i, j = 1, · · · , m. Since the real parts of µ 1 , · · · , µ m are all in the open left-half complex plane, it can be proved that lim t→∞ t j e µ i t = 0 and
Then the convergence ofS(t) can be proved by the Cauchy's Convergence Theorem. That is
Since lim t→∞ωk (t) = 0, k = 1, · · · , N, by Lemma 1, it follows that lim t→∞ (s i (t)−s j (t)) = 0 if G σ(t) is uniformly jointly quasi-strongly connected. This together with the convergence ofS(t) lead to that there existss * such that lim t→∞si (t) =s
If all roots of (8) are in the open left-half complex plane, by Lemma 2, it can be obtained that lim t→∞ x i (t) = (s * /a 1 , 0, · · · , 0), i = 1, · · · , N, which closes the proof of this theorem.
C. General Linear Time-Invariant Multi-Agent Systems
Consider the multi-agent system composed of the following general continuous-time linear time-invariant dynamical agenṫ
) is controllable and the pair (A g , C g ) is detectable, by Luenberger controllable canonical, there exists a matrix T g ∈ R m×m such that
Let a g = (a 
where K 1 and K 2 are defined in (4), and K 3 satisfies that A g + K 3 C g is Hurwitz.
IV. EXTENSIONS TO DISCRETE-TIME HIGH-ORDER INTEGRAL MULTI-AGENT SYSTEMS
The results obtained in the continuous-time domain can also be extended to the discrete-time case. Assume that the ith agent is described by the following discrete-time high-order model
and output at the kth step, respectively. The system matrices A, B and C are defined same as the ones in (2) and (9).
The dynamic-output feedback based consensus protocol is proposed as follows
where σ[k] denotes the index of the graph representing the agent's communication topology at the
have the similar meanings as the ones defined in the continuoustime case;
is designed in such a way that all eigenvalues of A + K 6 C are in the unit circle.
By (21b), it follows that
which results in
Then substituting (21a) and (23) into (21b) obtains that
Similar with the continuous-time case, multiplying I N ⊗ K 5 at both sides of (24) obtains that
T and
From (25) , it can be seen that the original discrete-time high-order integral multi-agent system has been transformed into a discrete-time first-order integral multi-agent system with a vanishing disturbance. Similar with the continuous-time case, in the following section, this reduced-order multi-agent system is proved to reach a consensus first, and then the consensus of the original multi-agent system can be ensured provided certain condition is applied to (b 1 , · · · , b m−1 ).
Lemma 3:
The discrete-time first-order integral multi-agent system defined by (25) Proof: Let the state transition matrix of (25) be
It is easy to verify that ∀k = 0, 1, · · · , I N − S[k] is a stochastic matrix with positive diagonal elements. Therefore, Φ d (j, i) is also a stochastic matrix, which implies that
Then the solution to (25) is
Next, two mathematical operators are defined, which play a key role in analyzing the convergence
T ∈ R N , define ∆p = max i,j |p i − p j |. By [28] , for any vector r 1 ∈ R N and stochastic matrix P ∈ R N ×N , if r 2 = P r 1 , then ∆r 2 ≤ τ (P )∆r 1 . Therefore it can be obtained that
By Lemma 3.9 in [24] and Theorem 3.1 in [29] , the following properties hold for the state
is uniformly jointly quasistrongly connected in the discrete-time sense, then
• there exists a vector c ∈ R N satisfying 1
• for any integers k, h ≥ 0, there exist C M > 0 and 0
Let the maximal magnitude eigenvalue of A+K 6 C be λ max . Since all eigenvalues of A+K 6 C are in the unit circle, then |λ max | < 1. And there must exist a constant C e such that ∆(
where |λ min | = max{λ Φ , |λ max |} < 1. Then
which results in that
By the definition of the operator ∆, it follows that ∀k ≥ 0, ∆Z[k] ≥ 0. This together with (31) leads to
Similar with Theorem 2, the convergence ofZ[k] is proved in the following part. From one side, since all eigenvalues of A + K 3 C are in the unit circle, it is easy to prove that there exists 
By the above two facts, the convergence ofZ(t) can also be proved by the Cauchy's Convergence Theorem. That is
From (32) and (33), it can be obtained that there existsz * such that lim k→∞ |z i −z * | = 0,
The next Lemma bridges the discrete-time first-order integral multi-agent system and the original high-order multi-agent system, which plays a same role as its continuous-time counterpart (Lemma 2).
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Lemma 4: Consider the following non-homogeneous linear difference equation 
Then, for any initial state
if all roots of (35) are in the unit circle.
Theorem 3:
Under the proposed consensus protocol defined by (21), the discrete-time highorder multi-agent system defined by (20) can reach a consensus if the communication topology
is uniformly jointly quasi-strongly connected in the discrete-time sense, all eigenvalues of A + K 6 C are in the unit circle and the control parameters (b 1 , · · · , b m−1 ) in (21) are designed in such a way that all roots of (35) are in the unit circle.
is uniformly jointly quasi-strongly connected in the discrete-time sense, by Lemma 3, there exists z
since all eigenvalues of A + K 6 C are in the unit circle. Therefore,
Since all roots of (35) are in the unit circle, it follows by Lemma 4 that lim k→∞
Due to the relationship between 
A. Example One
Consider a network of five identical single-link flexible-joint robots. A sketch of this robot is shown in Fig. 1 . According to [30] , the ith robot is modeled by the following dynamics
where q i,1 (t) denotes the angle of the robotic link; q i,2 (t) represents the angle of actuator; I and J denote the inertia of the actuator and robotic link, respectively; M is the mass of the robotic link; L represents the length between the mass center and the joint mounting point; k denotes the spring's torsion coefficient; τ i (t) is the torque input. The communication topology switches between the following three cases (shown in Fig. 2 ). σ(t) = mod (10t, 3) + 1. Then ∀t ≥ 0, the union graph G [t,t+0.3) is quasi-strongly connected which means that G σ(t) is uniformly jointly quasi-strongly connected. And α
The control objective is to design a distributed protocol for each robot to drive all robots' joints to a same angle, i.e., there exists q * 1 and q * 2 such that lim t→∞ q i,1 (t) = q * 1 and lim t→∞ q i,2 (t) = q * 2 , i = 1, · · · , 5. By the feedback linearization technique, let
and
The nonlinear robotic dynamics defined by (37) can be transformed into the following high-order integral dynamicṡ
Therefore, the consensus protocol u i (t) in (39) can be designed according to (4) . K 1 and K 2 in (4) are set as K 1 = (0, −1, −3, −3) and K 2 = (1, 3, 3, 1) . It is easy to verify that under these control parameters, all roots of (7) are in the open left-half complex plane. By Theorem 1, the control objective can be achieved. In the simulation, the parameters in (37) are set as follows: M = 1.5kg; g = 9.8m/s 2 ; J = 3.2kg·m
The initial joint configuration is set as q 1,1 (0) = 2.5deg, q 1,2 (0) = 1.5deg, q 2,1 (0) = 1.9deg,
The simulation results are shown in Fig. 3 . It can be seen that lim t→∞ q i,1 (t) = −3.255deg and lim t→∞ q i,2 (t) = −2.723deg, which means that the consensus problem is solved. Therefore, the correctness of Theorem 1 is illustrated by this example. In addition, this example also shows that the consensus problem of some nonlinear multi-agent systems can be solved by combining the proposed protocol and the feedback linearization approach.
B. Example Two
This example studies the attitude consensus problem of a group of four aircrafts. The schematic diagram of the aircraft is shown in Fig. 4 . A simplified dynamical model of the aircraft vertical motion is introduced in [30] . That is
where h i denotes the aircraft's attitude; E i denotes the elevator rotation angle (control input); α i denotes the rotation angle of the aircraft about its mass center C G ; b is the friction coefficient;
aerodynamic force on the elevator; m is the aircraft's mass and J is its moment of inertia about C G . In [30] , these parameters are set as J = 1, m = 1, b = 4, C ZE = 1, C ZW = 5, l = 3 and (41) can be written in the form of (17) with
In this example, it is assumed that only the aircraft's attitude h i can be measured, which means
. It is easy to verify that under these parameters, the attitude dynamics of aircraft is controllable and observable. The switch signal σ(t) of the communication topology is σ(t) = mod (10t, 4) + 1. And α
And it is easy to see that G σ(t) is uniformly jointly quasi-strongly connected. Therefore, by the analysis in Section III-C, the attitude consensus can be reached if the parameters in (19) are selected as follows implies that four aircrafts' attitudes reach a consensus.
C. Example Three
To validate the theoretical analysis in Section IV, the consensus problem of a group of four discrete-time high-order integral agents defined by (20) Fig. 7 , which illustrates the effectiveness of the proposed protocol defined by (21) .
VI. CONCLUSION
This paper studies the consensus of high-order integral multi-agent systems under the switching directed topology. The state-feedback based protocol and the dynamic output-feedback based protocol are proposed to solve the consensus problem, respectively. It is noted that by the proposed approaches, the consensus of the high-order integral multi-agent system can be transformed into the consensus of the first-order integral multi-agent system if all roots of the polynomial (8) are in the open left-half complex plane. By using results in the robust consensus, it is proved that under both consensus protocols, the connectivity condition on the switching directed topology is only "uniformly jointly quasi-strongly connected", which is much weaker than the existing conditions. Finally, it should be noted that one most interesting contribution of this paper is that under the proposed protocols, there exists certain "equivalence" between the first-order integral multi-agent system and the high-order integral multi-agent system. Most results in the first-order integral multi-agent system can therefore be generalized to the high-order integral case, which deserves more investigation in the future.
APPENDIX: PROOF OF LEMMA 2
Proof: (Sufficiency) Let the roots of (8) be λ 1 , λ 2 , · · · , λ m−1 . Without loss of generality, it is assumed that
. By the knowledge of differential equation, one particular solution of (7) can be written in the following form
After obtaining the particular solution r p (t), the general solution of (7) can be expressed as follows
where C 1 , · · · , C m−1 are coefficients to be determined by the initial state. 
Since λ has the negative real part, (44) leads to
If λ 
In addition, if λ 1 , · · · , λ m−1 are all in the open left-half complex plane, then R ji (t) in (43) has the property that lim t→∞ R ji (t) = 0. Then it can be obtained that whatever the coefficients
And it can also be obtained that lim t→∞ dR ji (t)/dt = 0, which leads to that lim t→∞ r (1) (t) = 0. By the same analysis, it can be proved that lim t→∞ r (i) (t) = 0,
(Necessity) Let r g (t) = (r(t), r (1) (t), · · · , r (m−2) (t)) T , then (7) can be rewritten in the following form
Let the state transition matrix of (48) be Φ r (t, s) = exp(A r (t − s)). Then r g (t) can be solved as r g (t) = Φ r (t, 0)r g (0) + 
is not convergent as t goes to infinity. Assume that under this initial state r 1 g (0), we can still find a continuous function f 1 (t) satisfying lim t→∞ f 1 (t) = f * 1 such that r g (t) = Φ r (t, 0)r g (0) + t 0 Φ r (t, s)B r f 1 (s)ds is convergent to r * g . From the other side, let us consider another continuous function f 2 (t) = 2f 1 (t). Then under the same initial state
is not convergent, r g (t) with f (t) = f 2 (t) in (48) is not convergent. This contradicts with that r g (t) is convergent for any initial state r Step (k)
(a) Fig. 7 . The trajectory profiles of four agents' first-dimensional states.
