Mathematical analysis of carbon nanotube model  by Shubov, Marianna A. & Rojas-Arenaza, Miriam
Journal of Computational and Applied Mathematics 234 (2010) 1631–1636
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
Mathematical analysis of carbon nanotube model
Marianna A. Shubov ∗, Miriam Rojas-Arenaza
University of New Hampshire, NH 03824, United States
a r t i c l e i n f o
Article history:
Received 15 November 2007
Received in revised form 20 March 2009
Keywords:
Carbon nanotubes
Timoshenko system
Matrix differential operator
a b s t r a c t
In this paper, we present a recently developedmathematical model for a short double-wall
carbon nanotube. The model is governed by a system of two coupled hyperbolic equations
and is reduced to an evolution equation. This equation defines a dissipative semi-group.
We show that the semi-group generator is an unbounded nonselfadjoint operator with
compact resolvent. Moreover, this operator is a relatively compact perturbation of a certain
selfadjoint operator.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In our paper, we present rigorous mathematical results on a specific nonselfadjoint matrix differential operator that
occurs naturally in the study of vibrations of short carbon nanotubes. In spite of the existence of a tremendous amount of
research on carbon nanotubes, there are very limited sources on mathematically rigorous results.
Due to superior electronic and mechanical properties of carbon nanotubes, they have become the most promising
candidate material for nanoelectronics, nanodevices, and nanocomposites [1–3]. Since controlled experiments at nanoscale
are difficult and molecular dynamics simulations [4,5] remain expensive and time-consuming, continuum mechanics
models, such as Euler elastic-beam model and Timoshenko beam model, have been effectively used to study mechanical
deformations which are both linear and nonlinear. As is well-understood, the Euler beammodel can be used for the analysis
of a single-walled nanotube or multiwalled nanotubes of a high aspect ratio (length-to-diameter ratio). However, shorter
carbon nanotubes are preferred in many cases to prevent undesirable kinking and buckling and, thus vibrational behavior
of short tubes (aspect ratio is about 10–20) is of practical significance. In this case, intertube radial displacements of
multiwalled nanotubes, which are ignored for the single elastic-beam models [6], plays an important role.
Recent results [7,8] show that noncoaxial intertube vibration of multiwall carbon nanotubes will be excited at ultrahigh
frequencies (above 1 THz). In this case, the existing single-beammodel of coaxial vibrations fails, and amore relevantmodel
that considers intertube radial displacements of multiwall carbon nanotubes is required. These results, are found to agree
well with atomistic simulations on noncoaxial vibration multiwall carbon nanotubes. Since noncoaxial distortion could
significantly affect some important electronic and optical properties of multiwall carbon nanotubes, the study of noncoaxial
vibration is relevant to terahertz vibration of short multiwall carbon nanotubes. Thus, all elastic-beam models based on
the classical Euler-beam model deal with originally concentric tubes of a multiwall carbon nanotubes that remain exactly
coaxial during vibration and, therefore can be described by a single deflection curve. In the study suggested in [9], it is
considered interlayer radial displacements within themultiwall carbon nanotubes and is assumed that each individual tube
of multiwall carbon nanotubes has an individual deflection curve, which is not necessarily coincident with the deflection
curves of other nested tubes of the multiwall carbon nanotubes. Thus, each of the inner and outer tubes of double-wall
carbon nanotubes is modeled as a Timoshenko-elastic beam. As indicated in paper [10],
‘‘The behavior of the hollow tubules is complex, but still predictable with continuum-elastic methods. In its applications
to nanotubes, the correspondence between the elastic model andmolecular dynamics is remarkable. The laws of continuum
mechanics are amazingly robust and allow one to treat even intrinsically discrete objects only a few atoms in diameter.’’
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In our paper, we present analytical results by adopting the continuousmodel suggested inmany research papers, e.g., [11,
12,6,2,9,13]. Our results could be a useful complement to the numerical and experimental analysis done in the above papers.
We will proceed with our analysis by accomplishing the following steps. (a) First we rewrite the boundary value problem
involving the two coupled (through Van der Waals force) hyperbolic equations as the first order in time evolution equation
in a Hilbert space of the Cauchy data. Such representation will allow us to introduce a matrix differential operator which
is responsible for dynamics of the system (‘‘the dynamics generator’’). (b) Having rigorously defined linear operator in
Hilbert space, we will prove important spectral properties of this operator. In particular, we will justify that the dynamics
generator has a purely discrete spectrum of isolated eigenvalues. This result will be achieved by showing that even though
the dynamics generator is an unbounded nonselfadjoint operator, it is a relatively compact perturbation of a specific self-
adjoint operator with compact resolvent. It means that the dynamics generator has a purely discrete spectrum of normal
eigenvalues. In our next paper, we will focus on asymptotical formulas describing the aforementioned discrete spectrum.
By accomplishing this programwewill discover asymptotical distribution of the frequencies of our vibrating structure. As it
has already been mentioned, in the study of nanostructures it is important to consider the distribution of not only the first
dozen of lowest eigenfrequencies, but also of the entire (infinite) set of vibrational frequencies since resonance response
may occur for really high-energy mode shapes.
Consider a system of two coupled Timoshenko beams [11,12,6,2,9,13]
ρA1W
(1)
tt (x, t)+ k1GA1
(
Φ(1)x −W (1)xx
)
(x, t) = −C (W (2) −W (1)) (x, t),
ρI1Φ
(1)
tt (x, t)− EI1Φ(1)xx (x, t)+ k1GA1
(
Φ(1) −W (1)x
)
(x, t) = 0,
ρA2W
(2)
tt (x, t)+ k2GA2
(
Φ(2)x −W (2)xx
)
(x, t) = C (W (2) −W (1)) (x, t),
ρI2Φ
(2)
tt (x, t)− EI2Φ(2)xx (x, t)+ k2GA2
(
Φ(2) −W (2)x
)
(x, t) = 0.
(1)
In system (1), the following notations have been used: W (i) is the transverse displacement of the i-th tube, i = 1, 2;
Φ(i) is the slope of the i-th tube due to bending deformation alone; Ii is the second moment of area of cross section; Ai the
cross sectional area; ρ is the mass density per unit volume, ki shear correction factor; E the Young’s modulus; G is the shear
modulus. The deflection of the adjacent tubes are coupled through the Van derWaals force characterized by strength C and
determined by the interlayer spacing.
Remark on Van der Waals intertube interaction. Since the inner and outer tubes of double-walled nanotubes are originally
concentric and the Van der Waals interaction is determined by interlayer spacing between two tubes, the net Van der
Waals forces remains zero if the tubes vibrate coaxially, i.e., they share the same deflection curve. Hence, the Van derWaals
interaction plays no role in the simple beammodel for isolated double-walled nanotubes. For the double-beammodel [7,8],
however, the inner and outer tubes are described by two individual deflection curves and they are not necessarily coincident.
Therefore, for small-amplitudenon-coaxial linear vibrations, theVanderWaals force at anyposition xbetween the two tubes
depends linearly on the difference of their deflection curves at that position.
Our goal is to rewrite system (1) in such away that instead of two coupled hyperbolic partial differential equations, there
would be a first order in time evolution equation. (For a mathematical analysis of the individual Timoshenko beam model
with variable parameters see our paper [14].) The dynamics generator of that equation is the main object of interest. Its
spectral characteristics provide crucial information on natural frequencies and mode shapes of the vibrating structure. The
dynamics generator (as it will be shown later) is a matrix differential operator in the state space of the system which is
a Hilbert space equipped with the energy norm. We consider the dynamics generator defined on functions satisfying the
following boundary conditions:
Φ(1)(0, t) = W (1)(0, t) = 0, Φ(2)(0, t) = W (2)(0, t) = 0. (2)
At the right-hand side of the structure we impose the most general set of the boundary conditions involving four
numerical parameters, i.e.,
k1GA1
[
Φ(1) −W (1)x
]
(L, t) = ρI1α(1)W 1t (L, t), (3)
EI1Φ(1)x (L, t) = −ρI1β(1)Φ(1)t (L, t), (4)
k2GA2
[
Φ(2) −W (2)x
]
(L, t) = ρI2α(2)W (2)t (L, t), (5)
EI2Φ(2)x (L, t) = −ρI2β(2)Φ(2)t (L, t). (6)
Let the energy functional be given by the following formula:
E(t) = 1
2
∫ L
0
[
ρA1|W (1)t (x, t)|2 + ρA2|W (2)t (x, t)|2 + ρI1|Φ(1)t (x, t)|2 + ρI2|Φ(2)t (x, t)|2 + k1GA1|Φ(1)(x, t)
−W (1)x (x, t)|2 + k2GA2|Φ(2)(x, t)−W (2)x (x, t)|2 + EI1|Φ(1)x (x, t)|2 + EI2|Φ(2)x (x, t)|2
]
dx. (7)
Our first result states that under somenatural conditions on the boundary parameters, the energy of the systemdecreases
in time.
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Lemma 1. Energy of the system dissipates in time if C = 0, andRα(i) ≥ 0,Rβ(i) ≥ 0, i = 1, 2.
Proof. Let us show that Et ≤ 0 under the conditions of the lemma. We have
Et(t) = 12
∫ L
0
∑
i=1,2
{
ρAiW
(i)
tt (x, t)W
(i)
t (x, t)+ ρAiW (i)t (x, t)W (i)tt (x, t)+ ρIiΦ itt(x, t)Φ(i)t (x, t)+ ρIiΦ(i)t (x, t)Φ(i)tt (x, t)
+ kiGAi(Φ(i)t (x, t)−W (i)xt (x, t))(Φ(i)(x, t)−W ix(x, t))+ kiGAi(Φ(i)(x, t)−W (i)x (x, t))(Φ(i)t (x, t)−W ixt(x, t))
+ EIiΦ(i)xt (x, t)Φ(i)x (x, t)+ EIiΦ(i)x (x, t)Φ(i)xt (x, t)
}
dx. (8)
SubstitutingΦ(i)tt andW
(i)
tt from system (1) into expression (8), and integrating by parts, we obtain the following expression:
Et(t) = 12
∑
i=1,2
{
kiGAiW
(i)
t (L, t)[W (i)x − Φ(i)](L, t)+ kiGA1W (i)t (L, t)[W (i)x − Φ(i)](L, t)
+ EIi[Φ(i)t (L, t)Φ(i)x (L, t)+ Φ(i)t (L, t)Φ(i)x (L, t)]
}
. (9)
Taking into account the boundary conditions (3)–(6), we transform (9) to the following form:
Et(t) = 12
∑
i=1,2
ρIi
{
−α(i)|W (i)t (L, t)|2 − α(i)|W (i)t (L, t)|2 − β(1)|Φ(i)t (L, t)|2 − β(i)|Φ(i)t (L, t)|2
}
= −
∑
i=1,2
ρIi
{
Rα(i)|W (i)t (L, t)|2 +Rβ(i)|Φ(i)t (L, t)|2
}
. (10)
This relation means that as long asRα(i) ≥ 0 andRβ(i) ≥ 0, the energy dissipates in time. The lemma is shown. 
2. Operator setting of problem: Dynamics generator
In this section, we put our problem into an operator format, i.e., reformulate it as an evolution problem in a Hilbert space
which is a state space of the systemH . LetH be a closure of 8-component vector-valued functions
Ψ (x) =
(
ψ0(x), ψ1(x), ψ2(x), ψ3(x), ψ4(x), ψ5(x), ψ6(x), ψ7(x)
)T
, (11)
satisfying the conditions ψ0(0) = ψ2(0) = ψ4(0) = ψ6(0) = 0 in the following energy norm:
‖Ψ ‖2H =
1
2
∫ L
0
[
ρA1|ψ5(x)|2 + ρA2|ψ7(x)|2 + ρI1|ψ1(x)|2 + ρI2|ψ3(x)|2 + k1GA1|(ψ0 − ψ ′4)(x)|2
+ k2GA2|(ψ2 − ψ ′6)(x)|2 + EI1|ψ ′0(x)|2 + EI2|ψ ′2(x)|2
]
dx. (12)
The components of Ψ ∈ H belong to the following Sobolev spaces: Ψ2j ∈ H˚1(0, L), 0 ≤ j ≤ 3, and H˚1(0, L) stands for a
subspace of H1(0, L)whose functions satisfy the zero condition at x = 0; Ψ2j+1 ∈ L2(0, L) for 0 ≤ j ≤ 3.
In H we consider a matrix differential operator Lαβ , where α and β are the two-component vectors, α = (α(1), α(2)),
β = (β(1), β(2)). This operatorLαβ is defined by a matrix differential expression:
Lαβ = −i

0 1 0 0 0 0 0 0
E
∂2
∂x2
− k˜1 0 0 0 k˜1 ∂
∂x
0 0 0
0 0 0 1 0 0 0 0
0 0 E
∂2
∂x2
− k˜2 0 0 0 k˜2 ∂
∂x
0
0 0 0 0 0 1 0 0
−kˆ1 ∂
∂x
0 0 0 kˆ1
∂2
∂x2
+ C1 0 −C1 0
0 0 0 0 0 0 0 1
0 0 −kˆ2 ∂
∂x
0 −C2 0 kˆ2 ∂
2
∂x2
+ C2 0

(13)
where E stands for E/ρ and
k˜i = kiGAi
ρIi
, kˆi = kiG
ρ
Ci = C
ρAi
, i = 1, 2.
1634 M.A. Shubov, M. Rojas-Arenaza / Journal of Computational and Applied Mathematics 234 (2010) 1631–1636
Lαβ is defined on the following domain:
D(Lαβ) =
{
Ψ ∈ H : ψ2j ∈ H2(0, L), 0 ≤ j ≤ 3;ψ2j+1 ∈ H1(0, L),
0 ≤ j ≤ 3, ψ0(0) = ψ2(0) = ψ4(0) = ψ6(0) = 0;
k˜1(ψ0 − ψ ′4)(L) = α(1)ψ5(L), Eψ ′0(L) = −β(1)ψ1(L),
k˜2(ψ2 − ψ ′6)(L) = α(2)ψ7(L), Eψ ′2(L) = −β(2)ψ3(L)
}
. (14)
In what follows, it is convenient to represent the operator Lαβ as the sum, Lαβ = Lαβ +M, where Lαβ coincides with
Lαβ if one sets C = 0. Both operatorsLαβ and Lαβ have the same domains, andM is defined by
M =

O O
O
 C1 0 −C1 00 0 0 0−C2 0 C2 0
0 0 0 0

 , (15)
where O is the notation for a 4× 4 matrix with the zero entries.
Lemma 2. M given by (15) defines a bounded operator inH .
Proof. Let F = (f0, f1, f3, f4, f5, f6, f7)T, then
MF =
(
0, 0, 0, 0,C1(f4 − f6), 0,−C2(f4 − f6), 0
)T
. (16)
Evaluating the norm of the vectorMF inH , we have
‖MF‖2H =
1
2
∫ L
0
[
k1GA1|f ′4 − f ′6|2 + k2GA2|f ′4 − f ′6|2
]
dx
≤
∫ L
0
[
k1GA1[|f ′4 − f0|2 + |f0 − f ′6|2] + k2GA2[|f0 − f ′4|2 + |f0 − f ′6|2]
]
dx
≤ d
∫ L
0
[
k1GA1‖f0 − f ′4‖2 + k2GA2‖f0 − f ′6‖2
]
dx ≤ 2d‖F‖2, (17)
with d = max
{
1+ k1A1k2A2 , 1+
k2A2
k1A1
}
. The lemma is shown. 
3. Spectral properties of operator Lαβ
In this section we show that Lαβ is an unbounded nonselfadjoint operator with compact resolventRλ(Lαβ). This means
that the spectrumof Lαβ is purely discrete and each eigenvalue isnormal, i.e., is isolated and is of a finite algebraicmultiplicity.
Our next observation is that the operatorM from (15) is relatively compactwith respect to the operator Lαβ . (An operator
B is said to be compact relative to A if its domainD(B) containsD(A) and the operator BRλ(A) is compact. Obviously this
definition does not depend on the choice of λ [15].) Therefore, the sum Lαβ = Lαβ +M have the same structure of the
spectrum as Lαβ , i.e., the spectrum of Lαβ consists of normal eigenvalues.
Our main result in this section is the following statement.
Theorem 3. Let L00 be a particular case of the operator Lαβ corresponding to α = β = (0, 0). Then both, the operator Lαβ and
the operator L00 have compact inverses and the following relation holds:
L−1αβ = L−100 + Tαβ , (18)
where Tαβ is a finite-dimensional operator inH .
Proof. To prove decomposition (18) we derive explicit formulas for all three operators of (18). We start with the following
equation for Ψ , F ∈ H :
LαβΨ = F , Ψ = (ψ0, ψ1, . . . , ψ7)T, F = (f0, f1, . . . , f7)T, (19)
where F is an arbitrary vector in H . We will prove that Eq. (19) has a unique solution Ψ ∈ D(Lαβ). Rewriting Eq. (19)
component-wise, we have
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ψ1(x) = if0(x),
(
Eψ0xx(x)− k˜1ψ0(x)
)
+ k˜1ψ4x(x) = if1(x),
ψ3(x) = if2(x),
(
Eψ2xx(x)− k˜2ψ2(x)
)
+ k˜2ψ6x(x) = if3(x),
ψ5(x) = if4(x), −kˆ1ψ0x(x)+ kˆ1ψ4xx(x) = if5(x),
ψ7(x) = if6(x), −kˆ2ψ2x(x)− kˆ2ψ6xx(x) = if7(x).
(20)
Taking into account the boundary conditions,we integrate Eqs. (20) andobtain explicit formulas for the components ofΨ :
ψ0(x) = −
{
iβ(1)x
E
f0(L)+ iα
(1)x
E
f4(L)
(
L− x
2
)
+ ik˜1
Ekˆ1
∫ x
0
dτ
∫ L
τ
dη
∫ L
η
f5(ξ)dξ
}
. (21)
ψ2(x) = −
{
iβ(2)
E
f2(L)x+ iα
(2)
E
xf6(L)
(
L− x
2
)
+ ik˜1
Ekˆ1
∫ x
0
dτ
∫ L
τ
dη
∫ L
η
f7(ξ)dξ
}
. (22)
ψ4(x) =
∫ x
0
ψ0(τ )dτ − iα
(1)
k˜1
f4(L)x+ i
k˜1
∫ x
0
dτ
∫ L
τ
f5(η)dη. (23)
ψ6(x) =
∫ x
0
ψ2(τ )dτ − iα
(2)
k˜2
f6(L)x+ i
k˜2
∫ x
0
dτ
∫ L
τ
f7(τ )dτ . (24)
ψ1(x) = if0(x), ψ3(x) = if2(x), ψ5(x) = if4(x), ψ7(x) = if6(x). (25)
To complete the proof that Eq. (19) has a solution Ψ ∈ D(Lαβ), we have to show that ψ0, ψ2, ψ4 and ψ6 are from H2(0, L).
This obviously follows from explicit formulas (21)–(25). We also have to verify the boundary conditions, i.e., ψ0(0) =
ψ2(0) = ψ4(0) = ψ6(0) = 0. This set of the boundary conditions follows immediately from formulas (21)–(25). Now
we check the boundary conditions at x = L. From (21) and (23), we have
(ψ0 − ψ4x)(L) = iα
(1)
k˜1
f4(L) = α(1)ψ5(L). (26)
From (22) and (24), we have
(ψ2 − ψ6x)(L) = iα
(2)
k˜2
f6(L) = α(2)ψ7(L). (27)
From (21) and (22) we have
ψ ′0(L) = −
iβ(1)
E
f0(L) = −β(1)ψ1(L), ψ ′2(L) = −
iβ(2)
E
f2(L) = −β(2)ψ3(L). (28)
Combining all conditions at x = 0 with (26)–(28), we obtain that Ψ with the components (21)–(25), belongs toD(Lαβ).
Incorporating formulas (21)–(25), we obtain the desired formulas, i.e.,
Ψ = L−1αβ F = L−100 F + TαβF , (29)
where
L−100 F =
(
− ik˜1
Ekˆ1
∫ x
0
dτ
∫ L
τ
dη
∫ L
η
f5(ξ)dξ, if0(x),− ik˜2
Ekˆ2
∫ x
0
dτ
∫ L
τ
dη
∫ L
η
f7(ξ)dξ, if2(x),
ik˜1
Ekˆ1
∫ x
0
dτ
∫ τ
0
dη
∫ L
η
dξ
∫ L
ξ
f5(ω)dω + i
kˆ1
∫ x
0
∫ L
τ
f5(η)dη, if4(x),
− ik˜2
Ekˆ2
∫ x
0
dτ
∫ τ
0
dη
∫ L
η
dξ
∫ L
ξ
f7(ω)dω + i
kˆ2
∫ x
0
dτ
∫ L
τ
f7(η)dη, if6(x)
)T
, (30)
and TαβF is given by
(TαβF)(x) =
(
− iβ
(1)x
E
f0(L)+ iα
(1)x
E
f4(L)
(
L− x
2
)
, 0, − iβ
(2)x
E
f2(L)+ iα
(2)x
E
f6(L)
(
L− x
2
)
, 0,
− iα
(1)x
k˜1
f4(L), 0,− iα
(2)x
k˜2
f6(L), 0
)T
. (31)
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Finally, we justify that the operator Lαβ (and therefore L00 as a particular case corresponding to α(1) = α(2) = β(1) =
β(2) = 0) has a compact inverse.Wenotice that the domain of L00 is a closed subspace of the spaceH1 = H2(0, L)×H1(0, L)×
· · ·H2(0, L) × H1(0, L) and the energy space is a closed subspace ofH2 = H1(0, L) × L2(0, L) × · · ·H1(0, L) × L2(0, L). It
follows from the above proof that L−100 is a bounded operator from H into D(L00) if D(L00) is equipped with the norm
H1. Due to this fact, we conclude that the embedding H1 ↪→ H2 is compact and therefore the operator L−100 is compact.
Using Proposition 4 (see below) we conclude that addition of a finite rank operator cannot change the result. The theorem
is completely shown. 
Proposition 4. The operator Tαβ is bounded inH and thus it is a finite-rank operator, whose rank is at most four.
Proof. Formula (31) shows that for F ∈ H , we have
(TαβF)(x) = iβ
(1)
E
(x, 0, 0, 0, 0, 0, 0, 0, 0)Tf0(L)− iα(1)
(
x
E
(
L− x
2
)
, 0, 0, 0,− x
k˜1
, 0, 0, 0
)T
f4(L)
− iβ
(2)
E
(0, 0, x, 0, 0, 0, 0, 0, 0)Tf2(L)− iα(2)
(
0, 0,
x
E
(
L− x
2
)
, 0, 0, 0,
x
k˜2
, 0
)T
f6(L), (32)
which means that Tαβ moves any function F ∈ H into a 4-dimensional subspace spanned by the four standard vectors.
Now, we estimate ‖TαβF‖H and have
(
TαβF ≡ (ψ0, ψ1, ψ2, ψ3, ψ4, ψ5, ψ6, ψ7)T
)
:
‖TαβF‖2H =
1
2
∫ L
0
[
ρA1|ψ5|2 + ρA2|ψ7|2 + ρI1|ψ1|2 + ρI2|ψ3|2 + k1GA1|ψ0 − ψ ′4|2 + k2GA2|ψ2 − ψ ′6|2
+ EI1|ψ ′0| + EI2|ψ ′2|
]
dx. (33)
Since in our case, ψ1 = ψ3 = ψ5 = ψ7 = 0, we simplify (33) to have
‖TαβF‖2H =
1
2
∫ L
0
[
EI1|ψ ′0|2 + EI2|ψ ′2|2 + k1GA1|ψ0 − ψ ′4|2 + k2GA2|ψ2 − ψ ′6|2
]
dx
≤ C
[
|f0(L)|2 + |f2(L)|2 + |f4(L)|2 + |f6(L)|2
]
≤ C‖F‖2H . (34)
The proposition is shown. 
Concluding remarks. In the present paper, we have shown that the model for a short double-wall carbon nanotube can be
reduced to an evolution equation. We have presented a series of results on spectral properties of an operator, which is a
dynamic generator for an evolution semigroup. This semigroup is dissipative if we ignore Van der Waals forces. We have
also shown that this nonselfadjoint differential operator is, in fact, a relatively compact perturbation of a selfadjoint operator,
which we describe explicitly. In our next paper, we will discuss asymptotic distribution of the eigenvalues. This will give us
complete information on frequencies of a vibrating nanotube.
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