Abstract
Introduction
Electricity power systems around the world have faced needs for fundamental changes, which have brought about the concept of smart grids [1] . The ongoing changes of the system have called for demand to become smarter as well in ways that comply better with the volatility of the price signals. According to [2] , demand response can be defined as the changes in electric usage by end-use customers from their normal consumption patterns in response to changes in the price of electricity over time. Demand response offers several benefits. By suitably adjusting energy prices, electrical load can be shifted from periods of high or peak demand to other periods, thereby reducing the ratio of peak to average loads.
But, demand response also faces several decision-making challenges [3] . With real time variable pricing, consumers face an infinite sequence of decisions to use a particular device now at known prices or to defer using the device until later at possibly unknown prices. Each decision implicitly requires the consumer to estimate what future energy prices may be and weigh this differential cost against the dis-utility of waiting. Thereby, energy management algorithms are a necessary part of demand response. A major problem here is the lack of information related to the different characteristics of consumer energy usage fashion and device. Devising a mathematical model for energy usage is the fundamental issue. However, it has been revealed to be a very difficult task [4] . In order to overcome the above-mentioned difficulties, the energy management scheme with learning capability has been employed [5] . But the priori-knowledge to train the parameters in the controller is hard to achieve for electricity grid [6] .
In this case, Q-learning shows its particular superiority, which just needs very simple information such as estimable and critical information. It is independent of mathematic model and priori-knowledge of system. It obtains the knowledge through trial-and-error and interaction with environment to improve its behavior policy [7] . But because the large state space in electricity grid, the learning agent could not visit each state in a reasonable time and the usual approach of storing the Q-values in a look-up table is impractical [8] . In this paper, we adopt fuzzy Q-learning, which is an adaptation of Q-learning for fuzzy inference system, to facilitate generalization the state space. Both the actions and Q-values are inferred from fuzzy rules. Furthermore, we introduced the Metropolis Criterion, which is a powerful way to solve hard combinatorial optimization problems, to deal with the action selecting problem.
In this paper, a Metropolis Criterion based fuzzy Q-learning consumer energy management controller is proposed. It can behave optimally without the explicit knowledge of grid environment, only relying on the interaction with the unknown environment and provide the best action for a given state. Through learning process, the proposed controller adjusts the consumer energy usage behavior to optimal schedule response to the price signal to reduce the average end-user financial costs and improve the consumer satisfaction.
Research Method 2.1. Architecture of the Proposed Controller
The architecture of CEMC is shown in Figure 1 . It acts as an energy management agent with regulation ability in demand response process. The inputs of CEMC are composed of the sequence of energy prices ( ) p t + ∈ R , where 1, t = L is the discrete time, and the sequence of consumer energy demand vectors ( )
is the number of consumer electrical devices. The output of CEMC is the vector of energy allocated to devices, which is called the energy control policy ( )
The value of ( ) m u t is the energy allocated to device m at time t . The learning agent in CEMC and the electricity grid environment interact continually in the learning process. At the beginning of each time step of learning, the controller senses the states for grid and gets the estimate signal. Then it selects an action to make decision on how energy usage is scheduled for devices. After that, the grid changes its state and gives a new estimate to the controller. Then the next step of learning begins.
P ricing
U ser dem and C ontroller In general form, Q-learning algorithm is defined by a tuple , , , e P < > S U , where S is the set of discrete state space of smart grids; U is the discrete action space, which is the feedback signal to consumers; : e × → S U E is the estimate of the agent; :
is the transition probability map, where
is the set of probability distributions over state space S .
Let π be the policy of learning agent, for a given initial state s , agent tries to minimize the discounted sum of estimate values, with discount rate [0,1)
The policy π is defined over the whole course of the learning process. We can rewrite (1) as 
where
v s π is called the optimal value for state s [8] .
The basic idea of Q-learning is to find an optimal policy by learning the values of a socalled Q function. ( , ) Q s u is defined as the expected discounted estimate value that is received by executing action u in state s and following an optimal policy thereafter. The Q function can be defined as
Then by (4) and (5) 
is the learning rate. The convergence rate of the learning algorithm is determined by the value of α . If α is small, the convergence rate will be slow but it will easily tend to stabilize; if α is large, the convergence rate will be fast but it will not easily tend to stabilize. On the other hand, if β is large, systems will easily tend to follow the current policy so that it will not have more opportunities to find a better policy; if β is small, systems will not easily follow a policy so that it will do explorations all the time. This will cause the convergence rate to be slow.
e is the estimate function, which will be discussed in next section. S is the state of system defined as
By CEMS, the start of some devices may be delayed or only a portion of the total energy necessary is allocated. When the completion of the device's operation is postponed until a later period, a pending backlog of needed energy is created. The pending energy backlog is written as ( )
Estimate Function
Estimate function is the criteria of learning performance that mathematically represent consumer preferences in the economics. The consumer bears two types of costs: financial cost of consuming energy and the dis-utility of waiting for a device to operate and complete its work.
The financial cost at time t is
We assume consumers would prefer to have devices operate sooner rather than later, and that we can express this preference as a strictly concave function called dis-utility function For a given state, ( ) t s , and energy control policy, ( ) u t , the estimate function defined as cost incurred is the sum of the financial cost and dis-utility cost 
E t u t p t u t U x t
where 0 λ ≥ determines the trade-off between the financial cost and dis-utility cost. The objective is to find the best energy control policy * u that minimizes (11).
Fuzzy Q-Learning Energy Management
In Q-learning based control, the usual approach of storing the Q-values in a look-up table is impractical in the case of a large state space in electricity grid. Fuzzy Q-learning is an adaptation of Q-learning for fuzzy inference system (FIS). In electricity grid, FIS relies on three parameters ( , , ) : If is and is and is , then is with [9] .
The functional blocks of FIS are a fuzzifier, a defuzzifier, and an inference engine containing a fuzzy rule base. The fuzzifier performs the function of fuzzification that translates the value of each input linguistic variable into fuzzy linguistic terms. These fuzzy linguistic terms are defined in a term set ( ) F S and are characterized by a set of membership function ( )
The defuzzier describes an output linguistic variable of selected action u by a term set ( ) F u , characterized by a set of membership functions ( ) u µ , and adopts a defuzzification strategy to convert the linguistic terms of ( ) F u into a nonfuzzy value representing selected action u .
The term set for x , d and p are defined as { ( ),
respectively, which is used to describe the degree of x , d and p as "Low", "Medium", or "High". On the other hand, in order to provide a precise graded control policy in various states, the term for u is defined as ( ) { ( ),
Higher HE High H Normal N Low L Lower LE = . The membership functions (MFs) are shown in Figure 2 .
In each rule i R , the learning agent (controller) can choose one action i j u from the action set The change of q value can be found by
We can rewrite the learning rule (6) of q parameter values as Figure 2 . Architecture of the proposed CEMC
The Metropolis Criterion based fuzzy Q-learning
Finding the proper policy to deal with the balance between exploration and exploitation in Q-learning is one of the key problems in action selection. On the one hand, the learning agent may want to explore unknown states and actions to collect new information about its environment. On the other hand, the learning agent may want to exploit its current knowledge of the environment by executing the action that is expected to minimize the cumulative estimate. When the selection is greedy (i.e., exploitation), it will lead to locally optimal policies that possibly differ from a globally optimal one [10] . But, excessive exploration will drastically decrease the performance of a learning algorithm, and in some cases might be even harmful with respect to the learning results themselves [11] .
A popular strategy proposed to deal with this problem is the ε − greedy strategy (with 0 1 ε ≤ < ). In the ε − greedy strategy, the action with the highest Q-value is selected with probability 1 ε − . With probability ε an action is selected randomly using a uniform distribution over all actions. Here, the value of ε has obviously a great impact on the algorithm. However, excessive exploration becomes unnecessary after a period of an initial interaction between the agent and the environment.
In order to avoid blind exploration and repeatedly learning after finding optimal solution, the Metropolis Criterion, the basic idea of simulated annealing is introduced into Q-learning algorithm to select action.
In rule i R , the parameter ( , ) q i u associated to the action u ∈ U is compared to the energy of the microcosmic state in solid annealing. The action 1 u is considered superior to 2 u if The action i u + is the selected action in rule i R . Obviously, the Metropolis Criterion does not greedily reject all the suboptimal solutions, and the optimal state can eventually be reached.
Although the temperature-dropping criterion can be in general arbitrary, we use the geometric scaling factor criterion to reduce temperature according to the following
The cooling rate 1 γ < decides the decreasing velocity of the temperature. Usually γ is a constant factor close to 1, in order to guarantee a slow decay of the temperature factor in the algorithm.
Results and Analysis
In this section, we present a numerical example of CEMC. As expected, CEMC has the desired DR behavior, shifting the time of operation and allocation of energy in response to pricing signals. We also explore the impact of different parameters on the behavior of the algorithm. The consumer demand selection process ( ) d t follows M independent bursty Markov chains taking values of zero or one. Likewise, the energy price process is driven by a binary Markov chain. Figure 3 and Figure 4 shows a representative aggregate consumer selection trace and associated aggregate energy control policy trace and illustrates the desired DR behavior. The vertical axis is in normalized energy units and the horizontal axis units of time. The upper plot is of the total energy selected by the consumer in time t . The lower plot is the total energy allocated by the CEMC at time t . In time period one, the controller estimate that current energy prices are lower than future prices. So the optimal control policy allocates approximately the quantity of consumer device requiring. In time period two, the controller estimate that current energy prices are higher than future prices. So the optimal control policy defers allocating the energy until several periods later. As can be seen, CEMC reduces energy costs for all values of the parameters selected. As λ is increased, the effective cost of delay is increased, causing the algorithm to less aggressively reschedule devices, resulting in greater energy costs.
Conclusion
In the demand response of electricity grid, the reactive scheme could not accurately respond to a time-varying environment due to the lack of prediction capability. The fuzzy Qlearning controller has good performance when the state space of electricity grid is large and continuous. The Metropolis Criterion is introduced to balance exploration and exploitation in action selection. Through a proper training process, the proposed CEMC can respond to the system's dynamics and learn empirically without prior information on the environmental dynamics. The control policy of consumer devices can be determined by the well-trained energy management agent. Simulation results have shown that the proposed controller can regulate consumer behavior with the features of low average end-user financial costs and high consumer satisfaction.
