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Abstract
Hilbert’s projective metric on a Lorentz cone (forward light cone) is explicitly described in terms of the
Lorentz form and the classical Birkhoff contraction formula for a semigroup of linear compressions of a
Lorentz cone is presented in an explicit form.
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1. Introduction
Hilbert’s projective metric on a convex cone of Banach space and the Birkhoff (least contrac-
tion coefficient) formula for positive linear maps
N(g) := sup
z /=w
d(g(z), g(w))
d(z,w)
= tanh
(
diam(g)
4
)
are well known with many applications in analysis [2,3,5–7,9,11–13]; see [14–16] and the ref-
erences therein. It has also found applications in control theory (filtering theory), see e.g. [1,4].
The main purpose of this paper is to describe explicitly Hilbert’s projective metric on Lorentz
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cones in the context of Lorentzian geometry and to study eigenvalue problems for the semigroup
of Lorentzian compressions.
Let V = R× Y, where (Y, 〈·|·〉) is a real Hilbert space with dim(Y )  2. Let (z|w) = st −
〈x|y〉, z = (s, y), w = (t, x) ∈ V be the Lorentz form on V and let  = {(s, y) ∈ V : s > ‖y‖}
be the corresponding Lorenz cone (forward light cone). The space V equipped with the complete
norm ‖(s, y)‖ = |s| + ‖y‖ is known as a spin factor [10, Chapter 6], which arose in the study
of anticommutation relations in physics, under the Jordan product z ◦ w = (st + 〈y|x〉, sx + ty).
The corresponding symmetric cone of invertible squares is the Lorentz cone .
In this paper we show that Hilbert’s projective metric on  coincides with the log-ratio of
two positive roots of a quadratic equation determined by the Lorentz form and the determi-
nant functional: d(z, w) = log α
β
, where α  β are roots of x2 − 2(z|w)x + det(z)det(w) = 0
and det(z) = s2 − ‖y‖2. It is shown that Hilbert’s projective metric is (up to scaling) the usual
hyperbolic distance
cosh
d(z, w)
2
= (z|w)
on the hyperboloid H = {z ∈  : det(z) = 1}. This result is applied to derive an explicit form
of the Birkhoff contraction constant for the semigroup of Lorentzian compressions of the form
g =
(
a 0
0 A
)
: N(g) = ‖A‖
a
. As an application we have that if g1, g2 ∈ G(), the linear automor-
phism group of the Lorentz cone , and if a > ‖A‖, then g1 ◦ g ◦ g2 has a unique eigen-ray in
. Finally we find a class of Lorentzian compressions with no eigen-rays in  but with exactly
two antipodal eigen-rays in its boundary. These linear compressions are appeared as a fam-
ily of inverses of the Jordan algebra multiplicative linear operators varying over the Lorentz
cone and have played a crucial role in developing polynomial-time primal–dual algorithms for
infinite-dimensional second-order cone programming [8, Theorem 2].
2. Hilbert’s projective metric on Lorentz cones
Let V = R× Y, where (Y, 〈·|·〉) is a real Hilbert space with dim(Y )  2. Let (z|w) = st −
〈x|y〉, z = (s, y), w = (t, x) ∈ V be the Lorentz form on V and let be the corresponding Lorenz
cone (forward light cone) defined by
 :={(s, y) ∈ V : s > ‖y‖} = {z = (s, y) ∈ V : (z|z) > 0, s > 0}.
The closed convex cone  = {(s, y) ∈ V : s  ‖y‖} gives rise to a natural partial order on
V ; w  z if and only if z − w ∈ . The determinant of z = (s, y) is defined by det(z) := s2 −
‖y‖2. The associated hyperbolic subspace is denoted by
H :={z ∈  : det(z) = 1} =
{
(s, y) ∈ V : s =
√
1 + ‖y‖2
}
.
In the following we consider the vector space V = R× Y as a Banach space equipped with the
complete norm ‖(s, y)‖ = |s| + ‖y‖.
Proposition 2.1. Let z = (s, y), w = (t, x) ∈ V.
(1) w  z if and only if ‖y − x‖  s − t.
(2) (Normality) If 0  w  z, then ‖w‖  ‖z‖.
(3) (z|w)2 − det(z)det(w)  ‖ty − sx‖2.
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(4) If z, w ∈ , then (z|w) > 0 and
(z|w)2  det(z)det(w). (2.1)
Equality occurs exactly when z is a positive scalar multiple of (t,±x).
(5) If z ∈  and w ∈ \ (that is, t = ‖x‖), then st + 〈x|y〉  ‖sx + ty‖. If x /= 0 and y /= 0,
the equality occurs exactly when w ∈ R+ · (1,± y‖y‖ ), where R+ = (0,∞) be the set of
positive reals.
Proof. (1) w  z if and only if z − w = (s − t, y − x) ∈  if and only if ‖y − x‖  s − t.
(2) s − t  ‖y − x‖  ‖x‖ − ‖y‖ implies that ‖z‖ = s + ‖y‖  t + ‖x‖ = ‖w‖.
(3) It follows from the Cauchy–Schwarz inequality that
〈ty − sx|ty − sx〉 = t2‖y‖2 + s2‖x‖2 − 2st〈x|y〉
 t2‖y‖2 + s2‖x‖2 − 2st〈x|y〉 + 〈x|y〉2 − ‖x‖2 · ‖y‖2
= (st − 〈x|y〉)2 − (t2 − ‖x‖2)(s2 − ‖y‖2)
= (z|w)2 − det(z)det(w).
(4) Let z = (s, y), w = (t, x) ∈ . Then st > ‖x‖ · ‖y‖ and by the Cauchy–Schwarz inequal-
ity (z|w) = st − 〈x|y〉  st − ‖x‖ · ‖y‖ > 0. The arithmetic–geometric mean inequality implies
2st‖x‖ · ‖y‖  t2‖y‖2 + s2‖x‖2 and therefore
(z|w)2 = (st − 〈x|y〉)2  (st − ‖x‖ · ‖y‖)2
= s2t2 + ‖x‖2‖y‖2 − 2st‖x‖ · ‖y‖
 s2t2 + ‖x‖2‖y‖2 − (t2‖y‖2 + s2‖x‖2)
= (s2 − ‖y‖2)(t2 − ‖x‖2) = det(z)det(w).
Equality occurs exactly when x and y are linearly dependent and t‖y‖ = s‖x‖, which is the case
that z is a positive scalar multiple of (t,±x).
(5) By Cauchy–Schwarz inequality and by t = ‖x‖,
(st + 〈x|y〉)2 = s2t2 + 2st〈x|y〉 + 〈x|y〉2  s2t2 + 2st〈x|y〉 + ‖x‖2 · ‖y‖2
= s2‖x‖2 + 2st〈x|y〉 + t2 · ‖y‖2 = ‖sx + ty‖2.
From st + 〈x|y〉  st − ‖x‖ · ‖y‖ = st − t‖y‖ = t (s − ‖y‖)  0, we have st + 〈x|y〉  ‖sx +
ty‖. Equality holds only when x and y are linearly dependent, say x = αy.
If x and y are non-zero vectors, then
w = (t, x) = (‖x‖, x) = (|α| · ‖y‖, αy) = |α| · ‖y‖
(
1,± y‖y‖
)
. 
Definition 2.2. For z, w ∈ , we define
α(z, w) = (z|w) +
√
(z|w)2 − det(z)det(w),
β(z, w) = (z|w) −
√
(z|w)2 − det(z)det(w).
We note that α, β are symmetric functions from ×  to positive reals R+ and are roots of the
quadratic equation x2 − 2(z|w)x + det(z)det(w) = 0.
Y. Lim / Linear Algebra and its Applications 423 (2007) 246–254 249
Proposition 2.3. If z = (s, y), w = (t, x) ∈ H, then α(z, w) = β(z, w)−1 and
β(z, w)  min
{ t
s
,
s
t
}
 max
{ t
s
,
s
t
}
 α(z, w). (2.2)
Proof. Let z = (s, y), w = (t, x) ∈ H. Then det(z) = det(w) = 1 and hence α(z, w), β(z, w)
are roots of the quadratic equation f (x) :=x2 − 2(z|w)x + 1 = 0, so that α(z, w) = β(z, w)−1.
To prove (2.2), it suffices to show that f (t/s), f (s/t)  0. The arithmetic–geometric mean
inequality and the Cauchy–Schwarz inequality imply that
2st〈x|y〉 C−S 2st‖x‖ · ‖y‖ A−G s2‖x‖2 + t2‖y‖2
= s2(t2 − 1) + t2(s2 − 1) = 2s2t2 − s2 − t2,
equivalently, t2 − 2st (z|w) + s2 = t2 − 2st (st − 〈x|y〉) + s2  0. Therefore
f (t/s) = 1
s2
(t2 − 2st (z|w) + s2)  0, f (s/t) = 1
t2
(t2 − 2st (z|w) + s2)  0. 
Definition 2.4. Hilbert’s projective metric on  is defined by
d(z, w) := log M(z, w)
m(z, w)
,
whereM(z, w) = inf{λ > 0 : z  λw} andm(z, w) = sup{λ > 0 : λw  z}. It is a pseudo metric
on  and is a complete metric on the unit sphere  :={z ∈  : ‖z‖ = 1} from the normality of
the cone, Proposition 2.1 (2) (cf. Theorem 1.2, Remark 1.1 of [14]).
Theorem 2.5. Let z, w ∈ . Then
d(z, w) = log α(z, w)
β(z, w)
.
Furthermore if z, w ∈ H, then M(z, w) = α(z, w),m(z, w) = β(z, w), and d(z, w) = 2 log
α(z, w).
Proof. From d(sz, tw)= d(z, w) and α(sz, tw)= stα(z, y), β(sz, tw)= stβ(z, y) for any s, t >
0 and z, w ∈ , it suffices to show that M(z, w) = α(z, w),m(z, w) = β(z, w) for any z, w ∈ H.
Indeed, if z′ = z√det(z) , w′ = w√det(w) then det(z′) = det(w′) = 1 and
d(z, w) = d(z′, w′) = log α(z
′, w′)
β(z′, w′)
= log
1√
det(z)det(w)α(z, w)
1√
det(z)det(w)β(z, w)
= log α(z, w)
β(z, w)
.
Let z = (s, y), w = (t, x) ∈ with t2 − ‖x‖2 = s2 − ‖y‖2 = 1. Let λ > 0 such that z  λw.
Then ‖λx − y‖  λt − s, equivalently
λt − s  0, (λt − s)2  ‖λx − y‖2 = λ2‖x‖2 − 2λ〈x|y〉 + ‖y‖2
= λ2(t2 − 1) − 2λ〈x|y〉 + (s2 − 1).
The second part is equivalent to f (λ) = λ2 − 2(z|w)λ + 1  0. It then follows by Proposition
2.3 that
M(z, w) = inf{λ > 0 : z  λw} = inf
{
λ > 0 : λ  s
t
, f (λ)  0
}
= α(z, w).
Similarly m(z, w) = sup{λ > 0 : λw  x} = sup{λ > 0 : λ  s
t
, f (λ)  0} = β(z, w).
From α(z, w) = β(z, w)−1 for z, w ∈ H, we have d(z, w) = 2 log α(z, w). 
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Remark 2.6. Thompson’s part metric on  is defined by
p(z, w) = max{log M(z, w), log M(w, z)}
and is a complete metric on [19]. On the hyperbolic subspace H, from M(w, z) = m(z, w)−1 =
β(z, w)−1 = α(z, w) (Theorem 2.5 and Proposition 2.3), Thompson’s part metric is given by
p(z, w) = log α(z, w) and hence it (up to scaling) coincides with Hilbert projective metric:
d(z, w) = 2p(z, w), z, w ∈ H. We note that Thompson’s part metric is the usual hyperbolic
distance on the hyperboloid H [17]:
cosh p(z, w) = (z|w).
3. Linear compressions and Birkhoff formula
The linear compression semigroup of the Lorentz cone  is defined by
 :={g ∈ GL(V ) : g() ⊆ },
where GL(V ) denotes the Banach Lie group of invertible bounded linear operators of V. We
denote G() = {g ∈ GL(V ) : g() = } by the linear automorphism group of. By continuity,
g() ⊆  for each g ∈ . We are particularly interested in compressions g ∈  such that
g() ⊆ .
We state the Birkhoff theorem for the linear compression semigroup  (cf. [2,5,14]).
Theorem 3.1 (G. Birkhoff). Each member g ∈  is contracted by the Hilbert projective metric
d. The least contraction coefficient of g is given by
N(g) := sup
z /=w
d(g(z), g(w))
d(z, w)
= tanh
(
(g)
4
)
,
where (g) = sup{d(g(z), g(w)) : z, w ∈ } denotes the diameter of g(). In particular, if g
has finite diameter (equivalently N(g) < 1) then there exists a unique eigenvector of g in  =
{z ∈  : ‖z‖ = 1}.
Lemma 3.2. Let A ∈ GL(Y ) and let a ∈ R. Then
(
a 0
0 A
)
belongs to  if and only if ‖A‖  a,
where ‖A‖ denotes the operator norm of A. The set S =
{(
a 0
0 A
)
∈ GL(V ) : ‖A‖  a
}
is a
closed subsemigroup of GL(V ).
Proof. Suppose that g =
(
a 0
0 A
)
∈ . Then clearly a > 0 by applying the vector (1, 0) ∈ .
Let x ∈ Y such that ‖x‖ = 1. Then for arbitrary  > 0, (1 + , x) ∈  and hence g(1 + , x) =
(a(1 + ), Ax) ∈ . By definition of , ‖Ax‖ < a(1 + ) and hence ‖Ax‖  a. Since x is arbi-
trary, we have ‖A‖  a. Conversely, suppose that ‖A‖  a. Then for ‖x‖ < t, ‖Ax‖  ‖A‖ ·
‖x‖  a‖x‖ < at, that is g(t, x) ∈ . This implies that g ∈ .
The algebraic and topological closedness ofS is immediate. 
LetS◦ =
{(
a 0
0 A
)
∈ GL(V ) : ‖A‖ < a
}
⊂S and let
G()S◦G() = {g1 ◦ g ◦ g2 : g ∈S◦, g1, g2 ∈ G()}.
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Lemma 3.3. We have G()S◦G() ∩ G() = ∅.
Proof. By group property, it is enough to show thatS◦ ∩ G() = ∅. Suppose that g =
(
a 0
0 A
)
∈
S◦ ∩ G(). Since each member of G() carries the boundary ∂ := \ onto itself, g(1/a,
x/a) = (1, Ax/a) ∈ ∂ for any ‖x‖ = 1. But, 1 = 1
a
‖Ax‖ for all ‖x‖ = 1 implies that a = ‖A‖
which gives a contradiction to g ∈S◦. 
Our main result of this section is the following:
Theorem 3.4. Let g =
(
a 0
0 A
)
∈S. Then
N(g) = sup
z /=w
d(g(z), g(w))
d(z, w)
= tanh
(
(g)
4
)
= ‖A‖
a
.
In particular, the Lipschitz constant function N :S→ [0, 1] on S is continuous with
N−1((0, 1)) =S◦.
Proof. Let g =
(
a 0
0 A
)
∈S. Let x ∈ Y with ‖x‖ < 1, and let z = (1, x), w = (1,−x) ∈ .
Then g(z) = (a,Ax), g(w) = (a,−Ax) and (g(z)|g(w)) = a2 + ‖Ax‖2. Furthermore from
(g(z)|g(w))2 − det(g(z))det(g(w)) = (a2 + ‖Ax‖2)2 − (a2 − ‖Ax‖2)2 = 4a2‖Ax‖2,
we have
α(g(z), g(w)) = a2 + ‖Ax‖2 + 2a‖Ax‖ = (a + ‖Ax‖)2,
β(g(z), g(w)) = a2 + ‖Ax‖2 − 2a‖Ax‖ = (a − ‖Ax‖)2.
By Theorem 2.5
(g)  d(g(z), g(w)) = log α(g(z), g(w))
β(g(z), g(w))
= log
(
a + ‖Ax‖
a − ‖Ax‖
)2
.
Since x varies the open unit ball of Y we conclude that
(g)  log
(
a + ‖A‖
a − ‖A‖
)2
. (3.3)
If a = ‖A‖, then (g) = ∞ by (3.3) and hence
N(g) = tanh
(
(g)
4
)
= 1 = ‖A‖
a
hence the theorem holds.
Suppose that a > ‖A‖. Let z = (s, y), w = (t, x) ∈ . Then g(z) = (as, Ay), g(w) =
(at, Ax) and by Proposition 2.1(3)
(g(z)|g(w))2 − det(g(z))det(g(w)) ‖atAy − asAx‖2 = a2‖A(ty − sx)‖2
 a2‖A‖2‖ty − sx‖2
 a2‖A‖2(t‖y‖ + s‖x‖)2  (2a‖A‖ts)2.
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By Theorem 2.5 we have that
d(g(z), g(w)) = log α(g(z), g(w))
β(g(z), g(w))
= log (g(z)|g(w)) +
√
(g(z)|g(w))2 − det(g(z))det(g(w))
(g(z)|g(w)) −√(g(z)|g(w))2 − det(g(z))det(g(w))
 log ((g(z)|g(w)) + 2a‖A‖ts)
2
det(g(z))det(g(w))
= log (a
2st − 〈Ax|Ay〉 + 2a‖A‖st)2
(a2t2 − ‖Ax‖2)(a2s2 − ‖Ay‖2)
 log
s2t2(a2 − 〈A x
t
|A y
s
〉+ 2a‖A‖)2
(a2t2 − ‖A‖2t2)(a2s2 − ‖A‖2s2)
 log (a
2 + ‖A‖2 + 2a‖A‖)2
(a2 − ‖A‖2)(a2 − ‖A‖2) = log
(
a + ‖A‖
a − ‖A‖
)2
,
where the second inequality follows from ‖x‖ < t, ‖y‖ < s and the third inequality follows from
the Cauchy–Schwarz inequality. Combining this with (3.3) we have that (g) = log
(
a+‖A‖
a−‖A‖
)2
and therefore
N(g) = tanh
(
(g)
4
)
= tanh
[
1
4
log
(
a + ‖A‖
a − ‖A‖
)2]
= ‖A‖
a
< 1. 
Remark 3.5. The Birkhoff formula N(g) = ‖A‖
a
holds for g =
(
a 0
0 A
)
with ‖A‖  a and A ∈
B(Y ), the Banach algebra of bounded operators on Y .
Remark 3.6. If g =
(
a 0
0 A
)
∈S◦, then (1, 0) is the unique eigenvector of g in . If a = ‖A‖,
then (t, x) ∈  with Ax = ax is an eigenvector of g.
Corollary 3.7. If g1, g2 ∈ G() and g ∈S then N(g1 ◦ g ◦ g2) = N(g). In particular, if g ∈
S◦, then g1 ◦ g ◦ g2 has a unique eigenvector in .
Proof. Since each element g ∈ G() preserves the partial order , g acts as an isometry with
respect to the Hilbert’s projective metric. Therefore, N(g ◦ h) = N(h) = N(h ◦ g) = N(h) for
all h ∈  and g ∈ G(). Since N(g) < 1 for g ∈S◦, we conclude that for any g ∈S◦ and
g1, g2 ∈ G(), N(g1 ◦ g ◦ g2) = N(g) < 1 and hence g1 ◦ g ◦ g2 has a unique eigenvector in 
(Theorem 3.1). 
We consider the Jordan algebra product (spin factor) on V defined by
z ◦ w = (st + 〈y|x〉, sx + ty), z = (s, y), w = (t, x) ∈ V.
Let L(z) be the Jordan algebra multiplication operator, L(z)w = z ◦ w. In [8, Theorem 2] Fabuso-
vich and Tsuchiya have proved that if z ∈ , then L(z) is invertible and its inverse L(z)−1 carries
the Lorenz cone into itself, that is, L(z)−1 ∈  (cf. see also Corollary 3 in [18]). One may see
that L(z)−1 ∈ G() if and only if z ∈ R+ · (1, 0) if and only if L(z) = λ · idV for some λ > 0.
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Corollary 3.8. Let z = (s, y) ∈  with y /= 0. Then 12
(
1,± y‖y‖
)
are the unique eigenvectors of
L(z)−1 in  = {(t, x) ∈  : t + ‖x‖ = 1}. In particular,
L()−1 :={L(z)−1 : z ∈ } ⊆ \G()S◦G().
Proof. It is easy to check that L(z)−1
(
1,± y‖y‖
) = 1
s±‖y‖
(
1,± y‖y‖
)
and therefore 12
(
1,± y‖y‖
)
are
eigenvectors of L(z)−1 in \.
Let w = (t, x) ∈  be an eigenvector of L(z)−1, that is L(z)−1w = λw for some λ > 0. Then
(t, x) = w = λL(z)w = λz ◦ w = λ(st + 〈x|y〉, sx + ty) and hence
t = λ(st + 〈x|y〉), x = λ(sx + ty).
From y /= 0 and t  ‖x‖, we have x /= 0, t > 0 and ν := 1−λs
λt
/= 0. This implies that y = νx and
(1 − λs)t
λ
= 〈x|y〉 = 〈x|νx〉 = ν‖x‖2 = 1 − λs
λt
‖x‖2.
From t + ‖x‖ = 1, t = ‖x‖ = 1/2 and therefore w = (t, x) ∈ \. From νx = y, |ν| = ‖y‖‖x‖ =
2‖y‖ and ν = ±2‖y‖. Thus
w = (t, x) =
(1
2
,
y
ν
)
=
(1
2
,± y
2‖y‖
)
= 1
2
(
1,± y‖y‖
)
,
which are the unique eigenvectors of L(z)−1 in .
Since 12 (1,± y‖y‖ ) /∈ , by Corollary 3.7 and Lemma 3.3 we conclude that {L(z)−1 : z ∈ } ⊆
\G()S◦G(). 
Corollary 3.9. The linear operator L(z)−1, z ∈  maps  except its eigen-rays into the Lorentz
cone . If z = (s, y), w = (t, x) ∈  such that x and y are linearly independent, then (L(z) ◦
Ł(w))−1 maps  into .
Proof. Let z = (s, y) ∈ , ‖y‖ /= 0 and w = (t, x) /= 0 with t = ‖x‖ but w /∈ R+ · (1,± y‖y‖).
ThenL(z)−1w ∈ .Suppose that v = (k, u) :=L(z)−1w ∈ \.Then by invertibility v ∈ \{0}
and w = L(z)v = (sk + 〈y|u〉, su + ky). Since t = ‖x‖, sk + 〈y|u〉 = ‖su + ky‖ and by
Proposition 2.1(5) v = λ(1,± y‖y‖ ) for some positive λ. Then w = L(z)v = λL(z)
(
1,± y‖y‖
) =
λ(s ± ‖y‖)(1,∓ y‖y‖) ∈ R+ · (1,± y‖y‖ ), which gives a contradiction.
Suppose that x and y are linearly independent. Then the sets of eigen-rays on  of L(z)−1 and
L(w)−1 are disjoint and hence L(w)−1 ◦ L(z)−1 carries the four eigen-raysR+ · (1,± y‖y‖ ),R+ ·
(1,± x‖x‖ ) into , other boundary points of  are mapped into  by preceding paragraph. 
Remark 3.10. Let z1 = (s1, y1), . . . , zn = (sn, yn) ∈  with linearly independent yi , yj for
some 1  i /= j  n. Then (L(z1) ◦ · · · ◦ L(zn))−1 carries  into . It would be interesting
to know that such a linear operator has a (unique) eigenvector in  or lies in G()S◦G().
Acknowledgments
The author thanks the referee for a careful reading of the manuscript and helpful suggestions.
This work was supported by grant No. R01-2006-000-10211-0 from the Basic Research Program
of the Korea Science and Engineering Foundation.
254 Y. Lim / Linear Algebra and its Applications 423 (2007) 246–254
References
[1] R. Atar, O. Zeitouni, Exponential stability for nonlinear filtering, Ann Inst. H. Poincaré 33 (1997) 697–725.
[2] G. Birkhoff, Extensions of Jentzch’s Theorem, Trans. Amer. Math. Soc. 85 (1957) 219–227.
[3] G. Birkhoff, Uniformly semi-primitive multiplicative processes, Trans. Amer. Math. Soc. 104 (1962) 37–51.
[4] A. Budhiraja, H. Kushner, Robustness of nonlinear filters over the infinite time interval, SIAM J. Control Optim. 36
(1998) 1618–1637.
[5] P.J. Bushell, Hilbert’s metric and positive contraction mappings in a Banach space, Arch. Rat. Mech. Anal. 52 (1973)
330–338.
[6] S.P. Eveson, R.D. Nussbaum, An elementary proof of the Birkhoff–Hopf theorem, Math. Proc. Cambridge Philos.
Soc. 117 (1995) 31–55.
[7] S.P. Eveson, R.D. Nussbaum, Applications of the Birkhoff–Hopf theorem to the spectral theory of positive linear
operators, Math. Proc. Cambridge Philos. Soc. 117 (1995) 491–512.
[8] L. Faybusovich, T. Tsuchiya, Primal–dual algorithms and infinite-dimensional Jordan algebras, Math. Program. 97
(2003) 471–493.
[9] M. Huang, C. Huang, T. Tsai, Applications of Hilbert’s projective metric to a class of positive nonlinear operators,
Linear Algebra Appl. 413 (2006) 202–211.
[10] H. Hanche-Olsen, E. Størmer, Jordan Operator Algebras, Monographs and Studies in Math, vol. 21, Pitman, Boston,
1984.
[11] K. Koufany, Application of Hilbert’s projective metric on symmetric cones,Acta Math. Sinica 22 (2006) 1467–1472.
[12] C. Liverani, Decay of correlations, Ann. Math. 142 (1995) 239–301.
[13] V. Metz, Hilbert’s projective metric on cones of Dirichlet forms, J. Funct. Anal. 127 (1995) 438–455.
[14] R.D. Nussbaum, Hilbert’s projective metric and iterated nonlinear maps, Mem. Amer. Math. Soc. 75 (391) (1988).
[15] R.D. Nussbaum, Iterated nonlinear maps and Hilbert’s projective metric II, Mem. Amer. Math. Soc. 79 (401) (1989).
[16] R.D. Nussbaum, Finsler structures for the part metric and Hilbert’s projective metric and applications to ordinary
differential equations, Differential Integral Equations 7 (1994) 1649–1707.
[17] J.G. Ratcliffe, Foundations of Hyperbolic Manifolds, Graduate Texts in Mathematics, vol. 149, Springer-Verlag,
1994.
[18] J.F. Sturm, Similarity and other spectral relations for symmetric cones, Linear Algebra Appl. 312 (2000) 135–154.
[19] A.C. Thompson, On certain contraction mappings in a partially ordered vector space, Proc. Amer. Math. Soc. 14
(1963) 438–443.
