The problem of finding the number of roots of a polynomial f(.z = x + iy) satisfying a given system of algebraic inequalities g,(x, y) > 0,. . , gk(X, y) > 0 is considered. The method proposed is based on elimination theory and on the Hermite approach to the problem. The algorithm uses a finite number of elementary algebraic operations on the coefficients of the polynomials involved.
INTRODUCTION
Let a polynomial with complex coefficients be given: f(z) = aOzn + al.zn-l + *--+a,, where a0 + 0, z=x+i Y> and let g(x, y> be a polyn omial in x and y with real coefficients.
Find the number of roots of f(z) which satisfy the inequality g(x,y) > 0.
The problem stated has its historical background in the studies of Cauchy, Strum, Jacobi, and Hermite on the general problem of separation of roots of an algebraic equation.
The importance of the problem for the stability theory of differential equations induced investigations into special types of domains in the complex plane: g(x, y) = --x (Routh, Hunvitz, and others), g(x, y) = 1 -x2 -y2 (Schur, Cohn, and others). We shall not go into details regarding history; for surveys and recent developments in this area we refer to [2, 5, 8, lo] .
In the present paper we shall, however, be interested in the general statement of the problem. Its solutions may be useful for some problems of control theory [l, 2, 81. We shall discuss also the following generalization:
PROBLEM 2. Find the number of roots of f(z) which satisfy the system of inequalities gl( X, y ) > 0, . . , g,(x, y) > 0. Here gj(x, y) (j = 1,. . . , k)
are polynomials in x and y with real coefficients.
In 1853-56 Hermite proposed a method for solving Problem 1 for several classes of g(x, y) [6, 71. Hermite's method is constructive and purely algebraic, i.e., the algorithm consists of a finite number of operations on the coefficients of f and g. Our approach will be based on the Hermite method of solving Problem 1 for the real roots of f(z) (Section 2). For this case the problem can be reduced to finding the positive index for the quadratic form in the real variables x0,. . , x,,_ 1:
ii gCAj, 'I[ x0 + AjX, + Aj"x2 + -** +A;-'x"_,]2, j=l (1) where A,,..., A, are the roots of f(z). Coefficients of the form (1) are symmetric polynomials in A,, . . . , A,, and so they can be expressed rationally in terms of the coefficients of f and g (Theorem 1.1). Problem 2 can be reduced to Problem 1 with the help of the Markov formula (2.4).
To solve Problem 1 for the nonreal roots of f(z) = 0 we shall consider, first, the reduction of this equation to the system of real algebraic equations Z(x) = 0, y =y(x).
Here V(X) is the abovementioned rational function, and ax) is the resultant of F, and F, obtained by the elimination of y. Under some assumptions, a one-to-one correspondence between the set of roots of f(z) and the set of real roots of ax> can be established, and so Problem 1 can be reduced to the case considered in the previous paragraph. Thus, Problems 1 and 2 can be solved in a finite number of operations on the coefficients of the polynomials involved. We shall treat in detail the case when f(z) is a polynomial with real coefficients and g(x, y) is an even polynomial in y, since this is of particular interest for control theory.
NOTATION. REMARK. Henceforth, any polynomials with real (complex) coefficients will be called a real (complex) polynomial. A rational function will be called real if its numerator and denominator are real polynomials.
PRELIMINARY RESULTS
We recall here some results from the theory of algebraic equations (symmetric polynomials of the roots, resultant, subresultants, common roots, and elimination of variables) [2, 3, (1.5)
The function r(x) is determined by the formula (1.3). 
REMARK 1.2.
Referring to Remark 1.1, we may repeat that it is possible to write down other formulae instead of (1.5) connecting the two components of solution of the system (1.4). One of these formulae is due to Liouville; it may be found in [12] .
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Let us consider now two real polynomials (a, # 0,6, # 0)
f(x) = aoxn + ulxn-l + *** +a, and
Suppose that f( ) x and G(x) have no common roots, i.e., by Theorem 1.2, S'(f, G) f 0. Let A,, . . , A, be the roots off, suppose that they are distinct,
i.e., by Corollary to Theorem 1.2, .9(f) # 0.
PROBLEM l(~).
Find the number of real roots of f that satisfy the condition G > 0 (we shall denote this number by ntij'= 0 1 G > 0)).
In order to solve the above problem, let us construct two quadratic forms in real variables x0, . . , x,_~:
S(x,,.. 
. , G, > 0).
We shall suppose that polynomials f and G, are coprime, i.e., 9'<f, Gj> # and F,(x, 0) = 0. n This theorem establishes the one-to-one correspondence between the set of the roots of f(z) and the set of real solutions of (3.1):
A, H (Re A,,Im Ak)
for nonreal A,.
Thus, Problem 1 is reduced to finding the number of real solutions of (3.1)
which satisfy the inequality g(x, y) > 0. Since in the previous section we where F, and Fi" are even polynomials in y. (3.4
We shall investigate its solutions with the help of results from Section 1.
Let us eliminate Y from (3.4). Consider
It could be easily shown that thus, degZ= n(n -I)/2. Proof. The first and the second assertions of the theorem follow from Theorem 3.1 and the results of Section 1. The third one can be proved by using the representation (3.2) for (yjk and Bjk = fiji. n Thus, the above theorem reduce the investigation of real solutions of the system (3.3) to that of the real solutions of the system (3.4). The latter, however, possesses the undesirable solutions (3.7).
ASSUMPTION 1.
We shall suppose that ax)
does not have multiple roots, i.e., g(ax)) # 0. 
,...,N= 2 (3%
[for the sake of simplicity we shall henceforth use a single index for the solutions of (3.4)].
For the set (3.6) we have V(X) > 0, while for the set (3.7) we have r(x) < 0. Now we can solve Problem 1 for the complex roots of f(z):
The number of nonreal roots off(z) that satisfy the condition g(x, y) > 0 equals
The number (3.9) can be found by using Theorem 2.3 and Remark 2.3. Thus, Theorem 2.2 and 3.3 solve Problem 1.
Applying the formula (2.4) (k = 2) to (3.9) and taking into account the equality For simplicity, subsequently we shah consider ax) without the factor -4. Now g(S) = 2.01852 X 1013 # 0; therefore ax> has no multiple roots, and we may apply Theorem 1.5. According to that theorem, solutions of (3. Under this assumption all the real solutions of the system (3.3) correspond to the nonreal roots of f(z).
As in the previous case, we may use Theorem 1.4. According to that theorem, the first component of the solution of Though the formula (3.13) seems to be simpler than (3.9) the degree of y( y ), is twice as high as that of Z(x).
Extensions of the Theorems 3.3 and 3.5 to Problem 2 can be easily obtained by applying the formula (2.4). Thus, Problem 2 can be solved in finite number of elementary algebraic operations on the coefficients of the polynomials involved.
OTHER APPROACHES TO PROBLEM 1
The general algorithm for Problem 1 proposed above can be simplified for some particular families of algebraic domains in the complex plane. Hermite himself proposed other procedures for the following cases [7] . 
