Equations related to the Polchinski version of the exact renormalisation group equations for scalar fields which extend the local potential approximation to first order in a derivative expansion, and which maintain reparameterisation invariance, are postulated. Reparameterisation invariance ensures that the equations determine the anomalous dimension η unambiguously and the equations are such that the result is exact to O(ε 2 ) in an ε-expansion for any multi-critical fixed point. It is also straightforward to determine η numerically. When the dimension d = 3 numerical results for a wide range of critical exponents are obtained in theories with O(N ) symmetry, for various N and for a ranges of η, are obtained within the local potential approximation. The associated η, which follow from the derivative approximation described here, are found for various N . The large N limit of the equations is also analysed. A corresponding discussion is also given in a perturbative RG framework and scaling dimensions for derivative operators are calculated to first order in ε.
Introduction
Exact functional renormalisation group flow equations [1, 2, 3, 4, 5, 6, 7, 8] allow, at least for scalar field theories, the possibility of a non perturbative analysis of fixed points and determination of critical exponents which control the RG flow near any fixed point. In all such equations there is a cut off function K(p 2 ) which is essentially arbitrary save for K(0) = 1 and vanishing sufficiently rapidly as p 2 → ∞. Any physical results, such as precise values for exponents, should be independent of the cut off although it may be feasible to optimise over different cut off functions [9] . The exact RG flow equations are hard to handle except in some truncation or expanding in perturbation theory. The local potential approximation (LPA) neglects the spatial dependence of the fields φ and reduces the effective action S[φ] from a highly non trivial functional to a simple function V (φ) and the RG flow equations become a non linear differential equation for V of the forṁ V t = F (V t , V t , V t ) whereV denotes the derivative with respect to t = − log Λ, with Λ the cut off scale (the equations are invariant under rescalings of Λ). The potential RG flow fixed points, V t → V as t → ∞, are determined by requiring smooth solutions for all φ of F (V, V , V ) = 0. The critical exponents describing the RG flow in the neighbourhood of the fixed point, V t = V + r r e λrt v r , may then be calculated by finding the eigenvalues λ r , and eigenfunctions v r , for a corresponding linear differential operator depending on the fixed point solution for V . For all λ r > 0 the associated operators are relevant and it is necessary to tune r = 0 to attain the fixed point under RG flow.
When applied to the Polchinski RG equation [4] , for which F (V, V , V ) has a very simple quadratic form, the LPA has the virtue that all dependence of the cut off can be removed by rescalings of V and φ. Although rather crude the LPA is compatible with the global features of RG flow since, in cases that have been investigated, it realises the same fixed points as are present in the full quantum field theory for scalar fields that are found by other techniques (this is not manifestly true for more complicated theories with gauge fields and fermions [10] ).
Despite describing the essential features of the landscape of critical points for scalar theories the LPA has, nevertheless, many limitations. In particular it is not possible to consistently determine η, the anomalous dimension for φ. In theories with dimension d = 3, η is generally small but clearly results for critical exponents must then have an error of at least O(η), although results when the LPA is applied to different RG flow equations differ in general by rather more than this. Attempts to go beyond the LPA usually invoke an expansion in terms of derivatives of φ [11, 12, 13, 14, 15, 16, 17, 18] . To first order this introduces a function Z(φ) which is the coefficient of (∂φ) 2 in an expansion of the effective action (for multi-component fields φ i this becomes a symmetric tensor Z ij (φ)). Z and V obey coupled equations which in principle allow η to be determined by requiring non singular solutions for both Z and V . However the dependence on the cut off becomes more severe in the derivative expansion. Applied to the Polchinski equation there are two constants A, B which are essentially arbitrary [13] . Apart from this arbitrariness the results also depend on the value chosen for Z(0) in solving the coupled equations [15] .
Exact RG equations, without approximations, are invariant under reparameterisations, including rescalings, of the fundamental fields [19] . This property ensures that the full equations have a line of physically equivalent fixed points which may be parameterised by different values of Z(0), [15, 20, 5] . Physical results, such as η, are independent of where on this line the fixed point solution is chosen. As a consequence of the line of equivalent fixed points the calculated exponents must include one which is exactly zero. The corresponding marginal operator is redundant, essentially one which vanishes on the equations of motion.
In the context of the Polchinski RG equation it was shown, for arbitrary dimensions d, in [21] irrespective of any particular choice of a smooth cut off function. Furthermore the operator φ is a local operator determining an eigenfunction with λ φ = 1 2 (d + 2 − η) and hence, applying (1.1) with m = 0, this directly shows that λ = 0 is a possible eigenvalue whose eigenfunction generates the marginal operator necessary for reparameterisation invariance.
Although reparameterisation invariance is a property of the full non linear RG equations it is generally lost in approximations such as the derivative expansion. There is no longer a fluctuation eigenfunction with λ = 0 exactly. Here we heuristically construct equations for V (φ), Z(φ), and also for multi-component generalisations, which maintain these desirable features. The equation for V remains the same as in the LPA except for the introduction of η. The associated equation for Z depends on the solution for V and determines η. Using an appropriate scalar product an integral expression may be found which may be used to find η in a fashion which is manifestly independent of Z(0). The eigenvalues for the corresponding differential operator are in accord with (1.1) when m = 0 and the zero mode eigenfunction can also be found explicitly.
For the purposes of comparison we also discuss results for derivative operators of the form G ij (φ)∂ µ φ i ∂ µ φ j using standard perturbation theory techniques and the ε-expansion to obtain results for the anomalous dimensions at the fixed point to first order in ε. For such derivative operators it is necessary to take account of mixing with scalar operators F (φ) with the same dimension but there are also additional constraints on the associated β-functions. Keeping only contributions just to first order in the coupled (F, G ij ) then an infinitesimal variation δφ i = v i (φ), for non-linear v i (φ), in the lagrangian is equivalent to corresponding changes in (F, G ij ). This leads to identities which show that the scaling dimensions satisfy relations of the same form as in (1.1) in general in a perturbative framework. We are also able to determine the scale dimensions to O(ε) at each of the multi-critical fixed points for scalar theories when O(N ) symmetry is imposed. Although such operators are irrelevant as far as RG flows they are of course of interest in determining the spectrum of operators and scale dimensions in the theory at its critical points.
In this paper we describe in the next section results for the simplest case of a single component field which corresponds to the Ising model and has been much discussed previously. For d = 3 the equations are solved numerically and the associated eigenvalues determined for various values of η. The appropriate value of η necessary for a non singular solution of the Z-equation is also found. In section 3, we extend the discussion to multi-component fields, imposing O(N ) symmetry so that simple equations, of similar form to those considered in section 2, are obtained. The eigenfunctions are then O(N ) tensors. The irreducible representations are given by symmetric traceless tensors of rank l and the corresponding eigenvalues depend also om l. Numerical results are then given for various N and l. In section 4 we show how these equations may be solved in an ε-expansion recovering perturbative results at the various possible non-trivial multi-critical fixed points as the dimension d is reduced. In section 5 we consider perturbatively the usual β-functions in a loop expansion, extending results obtained in the single component case in [21] . In section 6 these results are extended to derivative operators and mixing effects taken into account. In a conclusion we make some more general remarks concerning the status of the equations discussed in this paper. Although they have been motivated by requiring that they share general properties of the exact RG equations they serve to show how these may still be maintained in quite simple approximations. Various calculational details are relegated to four appendices. In appendix A we show how the equations can be solved for large N and a formula for η to O(N −1 ) obtained which is quite close to the exact large N result. In appendix B we give some details of the perturbative results for β-functions that are used in sections 5 and 6. In appendix C we give a general discussion using dimensional regularisation of the consequences of invariance of the regularised theory under variations
In the final appendix D we give some details of the nearest singularities that are found numerically when the solution of the local potential approximation for the Polchinski equation is extended to the complex plane.
Equations for a Single Component Field
It is simplest to consider first a single scalar field φ corresponding to the universality class for the Ising model. At a fixed point the equation for V (φ) is
This is just the standard LPA for the Polchinski equation including the anomalous dimension η. In general this is set to zero as there is no mechanism to determine this from (2.1). The two trivial solutions of (2.1) are V (φ) = 0, for the Gaussian fixed point, and
, for the high temperature fixed point. Non trivial solutions even in φ, so that V (0) = 0, which are non singular for all φ and
depend on a precise choice for V (0) = k which then determines A. Such solutions appear whenever d is reduced below 2n/(n − 1) for n = 2, 3, . . . [22, 23] . The critical exponents are then determined from the eigenvalue equation
with the differential operator
It is easy to see, using (2.1), that
and hence we may construct two exact odd eigenfunctions
f R (φ) corresponds to a redundant operator with λ R given by (1.1) with O the identity operator, which corresponds to the solution of (2.3) f (φ) = 1 with λ = d.
It is important for our later discussion to recognise that D in (2.4) is hermitian with respect to a scalar product defined by
Extending the RG equations to Z(φ) we propose that, in conjunction with (2.1), the associated equation at the fixed point
Together with (2.1) this satisfies reparameterisation invariance so that η is independent of the particular initial Z(0), unlike the case for other analogous derivative expansion equations. To ensure non singular solutions for all φ requires only a special choice for η. Asymptotically, for large φ, solutions of (2.9) have the form
In general the value of the asymptotic constant C depends on Z(0).
The proposed Z-equation (2.9) is similar to the derivative expansion result in [13] . It differs in that the coefficient of the V Z term is 2, rather than 4, and that on the right hand side there is a definite coefficient 2d d+2 rather than an essentially arbitrary cut off dependent constant (in terms of the equations in [13] we are taking for the cut dependent constant B the precise value d d+2 ). In respect of these terms (2.9) is identical with an analogous equation obtained in [21] using an expansion in terms of scaling fields which is similar in spirit to the derivative expansion. In the scaling field approach the corresponding coefficient is determined precisely essentially by those divergencies in two point amplitudes which are universal, i.e. renormalisation scheme independent. If G(x) is the cut off dependent propagator, then we have for the following products 12) such that a n , b n are constants, independent of the cut off function and depending only on the large x behaviour of G(x). According to the results obtained in [21] b n a n
The coefficients in RG equations such as (2.9) should not depend on the particular critical point, here labelled by n, but may depend on the spatial dimension d. Applying the ε-expansion to (2.9) with the particular coefficient 2d d+2 ensures, as was shown in [21] and also subsequently here, that η is correct to O(ε 2 ) for all critical points n = 2, 3, . . . Although results such as these for η were obtained from Wilsonian RG equations as soon as they were first proposed, and were shown to be independent of the detailed cut off function [24] , they are also identical, of course, with results from standard Feynman graph techniques which arise directly from the coefficients of the universal logarithmic divergencies for particular two point Feynman graphs. These logarithmic divergencies are equivalent to (2.11) . In a sense compatibility with the ε-expansion may be regarded as an optimal choice for such constants as B. However, in the scaling field derivation described in [21] there is no free constant to determine and agreement with the ε-expansion is not imposed but follows automatically.
In addition (2.9) differs from corresponding equations in [13] and [21] by the absence of a ηZ term. Removing such a contribution is essential to obtain subsequent results. In general in a derivative expansion there are also expected to be additional contributions on the right hand side of (2.1) involving Z but the exact form differs between [13] and [21] and also involves a cut off dependent constant which we are here essentially setting to zero.
Corresponding to (2.1) and (2.9) there are associated eigenvalue equations for critical exponents
It is easy to see that this decouples into pairs of equations for eigenvalues λ f , λ g where λ f is obtained from (2.3), with the corresponding g determined in terms of f by inverting D − 2V (φ) − λ f , and also, with f = 0,
For the eigenfunctions in (2.6) the corresponding functions g are given by
To show reparameterisation invariance of (2.9) we note that for any solution of (2.3) there is a corresponding solution of (2.15) given by 17) in accord with (1.1). Starting from f φ (φ) in (2.6) it is then easy to obtain an exact zero mode 18) representing the necessary marginal redundant operator present in the RG flow equations. Since D − 2V (φ) is hermitian with respect to the scalar product in (2.7) we must have, for consistent solutions of (2.9),
Since η is small it is easy to iterate (2.19) in conjunction with (2.1) starting from η = 0 to determine the consistent solution for η with high numerical precision.
When d = 3 we may readily solve (2.1) numerically tuning k = V (0) so that the singularity in the solution arises for the largest possible value of φ compatible with numerical precision, (2.1) was written as two coupled first order equations and were integrated from φ = 0 using RK4. The limiting results when η = 0 are shown in Figure 1 . Numerical re- Figure 2: Numerical solutions of (2.9) for various Z(0) with η just either side of the critical value so that the singularity arises for the largest possible φ. The graphs demonstrate how η is independent of Z(0).
Having determined V the eigenvalues λ n are then determined numerically for small values of η and d = 3 by optimising the eigenvalue such that the eigenfunction blows up as slowly as possible withing the range where results for V (φ) are reliable. The results are ordered such that λ n > λ n+1 with λ 0 = 3. For n even,odd the associated eigenfunctions are even,odd in φ. From (2.6) λ 1 = 1 2 (5 − η) and λ 3 = 1 2 (1 + η) which provides a consistency check on our numerical results. For even n the results are in Table 1 and for odd n in Table  2 . For the small values considered the dependence on η is close to linear. For η = 0 our results agree with the much more accurate determinations in [25, 26] . We have also determined the value of η required for non singular solutions of (2.9) and verified that the result is independent of the value chosen for Z(0) and also in agreement with (2.19) . This may be used to determine η by iteration starting from η = 0 and gives
For this value
There are natural generalisations of the above equations to the case of a N -component scalar field φ i . Instead of (2.1) we have
for η ij a symmetric anomalous dimension matrix and
The corresponding equation for critical exponents is just as in (2.3),
but with the differential operator
and we may now also allow tensorial eigenfunctions F ij... (φ). Trivially D1 = 0 so that λ = d is an exact eigenvalue. Just as in (2.6) we have exact vector eigenfunctions since
and we may choose a diagonal basis for η ij . The corresponding scalar product to (2.7) is just
with additional tensorial contractions if required.
Extending (2.9) to Z ij (φ) we require
with ( ) used to denote symmetrisation of the i, j indices. For fluctuations F, G ij around the fixed point solutions we have (3.2) and also the associated coupled equation
As before it is easy to see that the possible eigenvalues are λ F determined by (3.2) and λ G given by 8) corresponding to (2.15). For any vector eigenfunction F i (φ) there are associated eigenfunctions for (3.8) given in terms of
Hence we have an exact zero mode which may be obtained from (3.4)
In consequence for (3.6) to be solvable we must have
In order to obtain tractable equations we impose O(N ) symmetry so that we need only deal with functions of ρ = 1 2 φ 2 and in this case we must have
At the origin we must have N v (0) + dv(0) = 0 and asymptotically
To ensure non singular solutions as before it is necessary to fine tune v(0). For critical exponents we consider, if N > 1, spherical harmonics which are expressible in terms of symmetric traceless tensors or equivalently
The eigenvalue equation (3.2) becomes
The relevant boundary conditions are that f l (ρ) is analytic for ρ ≈ 0 and non singular for
The scalar product, with respect to which D l is hermitian, becomes from (3.5) 20) When N = 1 only l = 0, 1 are relevant, corresponding to even,odd eigenfunctions. In terms of v(ρ), which solves (3.13), (3.12) becomes
When N = 1 it is easy to see that this is identical with (2.19) since then
To decompose (3.6) we write
and using
we may reduce (3.6) to
and
The equation for y thus decouples from that for z so that (3.25) may be solved and the result used in (3.24) to then determine z. Asymptotically z(ρ) approaches a constant, just as in (2.10), but y(ρ) vanishes. Since, as shown in (3.19) , D 1 has a zero mode f 1,φ , given by (3.18), η must be fixed to allow a non singular solution by,
we may also obtain 
with h = 0 and also [27, 28] . In the large N limit, taking η = 0, then λ (1 + η) which is a useful check. Some other results are given in table 5. We also present some results for l = 2 in table 6 and l = 4 in table 7. An important observation is that λ Table 7 : l = 4 Eigenvalues for N = 2, 3, 4, 10 discrete cubic symmetry when N ≥ 3. That the critical N c < 3 has been shown in very detailed multi-loop Feynman diagram calculations [29] .
We may also use (3.21) and also (3.26) with (3.28) to determine η (N ) when d = 3 with the results
falling off as expected with increasing N .
In order to verify consistency with large N results we also calculated eigenvalues for N = 20 and η = 0, when k (20) = 3.8727448, which are given in table 8. For l, m small these are closed to the asymptotic values.
An interesting special case is N = −2, which was considered in [16] . For this N from (3.13) we get v (0)(v (0) − 1 + 
Generally we impose the requirement that the second solution is absent. For N = −2, l = 0, when also k = 0, there are solutions with f 0 (ρ) = O(ρ 2 ) for which the norm given by (3.20) is finite. However to obtain eigenvalues which are related to those for N ≥ 0 it appears necessary to consider as before solutions with f 0 (0) = 1, and we may impose f 0 (0) = 0. In this case we find numerically λ 0,1 = 2.
ε Expansion
A further consistency check, following [21] , is to consider the ε-expansion where
In this case we define
and, with v(ρ) =v(x), η = 0, (3.13) becomes
Using (4.1) it is easy to see that as ε → 0 there is a solution of the form
for L α n a Laguerre polynomial, satisfying xL α n (x) + (α + 1 − x)L α n (x) + nL α n (x) = 0 with the orthogonality condition
To determine k n we consider the scalar product of both sides of (4.3) with L α n to O(ε 2 ) giving
This requires
where we define
It is straightforward to set up a perturbation expansion in ε for the higher order terms in the solution (4.4) as a series summing over Laguerre polynomials L α r .
For the associated eigenfunctions and eigenvalues then letting
from (3.16) and (3.17) we require thatλ l,m is determined bŷ
where, with η = 0 and α as in (4.3),
Note that we must haveλ 1,0 = 0,λ 1,n−1 = ε(n − 1)/(d − 2) to ensure the exact results
. As ε → 0 it is easy to see that
To first order, where we may use (4.4) forv in (4.11), perturbation theory giveŝ
To lowest order η = O(ε 2 ). Using (3.26) and (3.28) with (4.1) and (4.4) gives
(4.14) Noting that L α n (x) = −L α+1 n−1 (x) we then find from (4.5)
Explicit results in (4.13) and (4.15) can be obtained using nnn . These ensure thatλ 1,0 = 0,λ 1,n−1 = 1 2 (n − 1) 2 ε as required. For the case of primary relevance here n = 2 and we have
These results are in accord with those obtained [30, 31] in early calculations involving the ε-expansion. For the potentially marginal operators λ 4,0 = 2(N − 4)k 2 ε, λ 2,1 = −14k 2 ε and λ 0,2 = −ε, so that the critical N c = 4 to leading order.
We may also extend the O(ε) calculations to (3.30) for the non redundant derivative operators. With η = 0 and the same change of variables as in (4.2) this becomes 
Perturbative Discussion
The crucial significance of the ε-expansion is that it is possible to use standard perturbative methods in quantum field theory involving a Feynman graph expansion. To show the parallel with the above treatment we describe how the same results are found in terms of conventional β-functions. For a general scalar lagrangian
then we may define a generalised β-function for the potential V , which is a linear function of the couplings 1 , where
The perturbative RG flow equations are theṅ
and the fixed points V = V * are hence defined by
With d as in (4.1) then for a renormalisable theory V (φ) is a polynomial of degree 2n. Using background field methods and minimal subtraction [32] then in a perturbative expansion calculations give β V in the form
where γ φ,ij is the anomalous dimension matrix for the field φ andβ V (φ) depends on φ solely in terms of scalar contractions of various products of In the vicinity of a fixed point defining, for F (φ) an arbitrary polynomial of degree 2n, a linear operator γ by
then critical exponents are determined by the eigenvalue equation
As in the discussion of the exact RG equations there are explicit eigenfunctions relating to φ itself. Corresponding to (5.5) we have
where O I form a basis of monomials in φ, then βV (φ) =
whereγ involves at least second order φ-derivatives. Hence
and also by differentiating (5.4)
L is arbitrary up to total derivatives so in this discussion mixing with operators which are just spatial derivatives is neglected. The relevant matrix is triangular so the determination of scale dimensions is not affected. Up to a derivative operator proportional to ∂ 2 φ i , V * ,i (φ) ∼ 0, as a consequence of the field equations so this is redundant.
At lowest order, as shown using background field techniques with n − 1 loop Feynman diagrams in [21] , 12) where higher loops are O(V 3 ). Also, for 2(n − 1) loops,
where
(5.14)
The definition (5.7) and (5.12), then determines D V to lowest order
As before we impose O(N ) symmetry so that
At the fixed point (5.4)
With O(N ) symmetry the eigenfunctions in (5.8) have the form
The corresponding eigenvalues are then 19) with γ l,m the anomalous dimension determined byγ * F l,m (φ) = γ l,m F l,m (φ).
To handle the combinatorics involved in evaluating (5.15) with F as in (5.18) we reexpress this using 20) and then follow the method described in [31] . First we note
and then
with α as in (4.3), and
we then obtain 2
Hence from (5.12) and (5.15) with (5.16) and (5.18) we may obtain to lowest order
nn,n a n g 2 , (5.26)
From the fixed point equation (5.17) , with η = 0 and (5.26), we get
In consequenceγ
and, in (5.8) and (5.19), to lowest order
kn,m satisfy various identities, in particular
Note that γ 0,n = β g (g * ).
As a special case of (5.25) we also have
so that (5.6) and (5.13) give
The precise identity of the results (5.29) and (5.31) with those obtained from the RG equation (4.13) and (4.15), whereλ l,m = 1 2 (n − 1)γ l,m , follows from
When n = 2 the O(ε) results may be read off from
Mixing Effects
For operators which are monomials φ m with m ≥ 2n then perturbatively it is necessary to include mixing effects with operators (∂φ) 2 φ m−2n . For m ≥ 4n − 2 there is additional mixing with operators involving four derivatives, such as (∂ 2 φ) 2 , but this is neglected here. We here discuss how the treatment of the previous section may be extended and show how reparameterisation invariance is manifest in a perturbative approach.
Although for general F, G ij the resulting L is non renormalisable, keeping only counterterms which are linear in F, G ij , we may consistently define a bare lagrangian L 0 which extends the renormalisable theory defined by L V to include first order perturbations by finite two derivative operators, so long as F (φ), G ij (φ) are constrained to avoid the necessity of four derivative counterterms. As usual there are corresponding β-functions 2) which are linear in F, G ij so that
Here γ F F , γ F G,ij , γ GF,ij , γ F G,ijkl are differential operators depending on the renormalisable couplings or V , clearly we have, restricted to F (φ) of degree 2n, γ F F = γ as defined in (5.7). At a fixed point the exponents are defined by the coupled equations
For the lagrangians in (6.1) we have
If F (φ), G ij (φ) are restricted to ensure that no mixing with four derivative operators arises then it is necessary to require v i (φ) = O(φ 2(n−1) ).
As was apparent in the discussion of renormalisation for general two dimensional σ-models [33, 34] invariance under reparameterisations δφ i = v i (φ) leads to a corresponding freedom in the definition of the β-functions. Here we show how this leads to relations for the exponents defined by (6.4). Assuming first
with γ defined in (5.8), then (6.2) gives
A general justification of (6.8a),(6.8b) with (6.9) is described in appendix C.
At a critical point, where (5.4) holds, then for vector solutions of (5.8), ∆v i = (d−λ v )v i , there are, as a consequence of (6.8a),(6.8b) corresponding solutions of (6.4) such that
assuming a diagonal form for η ij . Thus in this perturbative context we reproduce (1.1). In particular as a consequence of (5.10) we have the exact zero modes
To verify these results we consider the lowest order perturbative results at n − 1 loops
where a n is as in (5.14) and
.
(6.13)
When r = 1, s + t = n,K rst = 1. Also
We may directly verify that (6.12) and (6.14) satisfy (6.7a),(6.7b) withγ (n−1) given by (5.15) and also γ φ = 0. At the order given in (6.14) there are no contributions involving F . At the next non zero order
which is also compatible with (6.7a),(6.7b) using (5.13) for γ φ .
For definite results we assume O(N ) symmetry as in (5.16) . To first order in ε the equations (6.4) decouple and we may write the eigenvalue equation 16) where from (6.14) DG ij is given by
Clearly for G ij (φ) = δ ij then λ = 0. In general we have 18) so that from (5.25) 19) as expected from the general relation (6.10) with (5.19) and η = 0. In general
and we then find another eigenvalue, in addition to (6.19) , which can ne expressed in the form
To obtain more explicit results for this we apply (6.17) to obtain This may be compared with 2λ m in (4.21) which was obtained from the approximate derivative expansion for the Polchinski RG equations. Although similar they are not identical.
The perturbative results in (6.25) are of course the first terms in a well defined expansion to any order in powers of ε.
Conclusion
The status of the equations presented in this paper for extending the local potential approximation to the Polchinski exact RG equation is unclear, in that there is no consistent derivation and the resulting equations for V, Z are partially decoupled in that the V -equation lacks expected Z contributions. Nevertheless the LPA equation now involves η which, in this respect, is similar to an approximation made in a treatment of exact RG equations in [35] . It remains to be seen whether the introduction of terms involving Z into the Polchinski LPA equations is at all possible, while maintaining the crucial property of reparameterisation invariance, and so allowing a well defined determination of η. Some time ago Morris [16] obtained, with a particular cut off function K(p 2 ) proportional to a simple power of p 2 , and for the exact RG equations applicable to the one particle irreducible functional Γ, a set of equations, in a derivative expansion, which are invariant under global rescaling of the fields. To this extent reparameterisation invariance is preserved and there is consequently an exact zero mode so that η may be determined unambiguously. However these equations are highly nonlinear and hard to analyse. The associated zero mode eigenfunction for these equations has not apparently been found explicitly in the literature. If a derivative expansion is to be consistent then results should not change dramatically when the LPA for V is extended to first order in derivative operators to a pair of coupled equations for V, Z. However results for some eigenvalues obtained using the Morris equations differ significantly [26] . It would be very desirable to understand more analytically what features of the equations in [16] ensure reparameterisation invariance so that this crucial constraint might be imposed more generally in derivative expansion RG equations. It might also be helpful, as was the case here, to construct an appropriate scalar product for the eigenfunctions whose corresponding eigenvalues are the essential output of exact RG equations.
In general reparameterisation invariance, which is related to issues of scheme independence, is akin to a gauge invariance of the exact RG equations [36] . As is well known for gauge theories violating gauge invariance in some approximation can lead to unphysical conclusions. Emphasising the consequences of reparameterisation invariance, and the consequential presence of an exact zero mode in the RG flow equations, might also be a useful criteria for optimisation in equations where reparameterisation invariance is not automatic.
It is of course non trivial that the LPA captures the global aspects of RG flows between various possible fixed points in scalar field theories. The calculated critical exponents are also of essentially the correct magnitude since the results must agree with those from ordinary perturbation theory for non derivative operators to first order in ε (strictly this appears to have been shown only when maximal O(N ) symmetry is required, it is presumably true for fixed points with lesser symmetry although a general argument appears to be lacking). A natural constraint for any derivative expansion is that this agreement should extend to non redundant scalar operators with two derivatives. The discrepancy between the anomalous dimensions for such operators given by (4.21) and (6.25) shows that the equations discussed here are not fully satisfactory in that respect. Perhaps more general derivative expansion equations can be obtained by using more input from perturbative results.
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A Large N Calculations
Solutions of the LPA fixed point equations become more tractable in the large N limit [27, 37] . We show here how these results may be used to obtain a corresponding value for η using (3.21) or (3.26) and (3.28). In the large N limit we suppose v, ρ = O(N ) and taking the derivative of (3.13) then gives
Such first order linear equations are readily solved giving ρ as a function of v ,
with the integral extended by analytic continuation for
To ensure a smooth continuously differentiable solution for all ρ > 0 we must set the constant of integration C = 0 and then the large N result can be expressed as
for F a standard hypergeometric function.
In the large N limit η → 0 so we may set s = 1. When d = 3, F (2, 1; 
In integrals obtained from the scalar product (3.20) we then have
for some constant C, and so the dominant contribution for large N arises for ρ ≈ ρ 0 where we may use (A.5). Hence
Hence from (3.26) the leading large N result for η in this analysis is determined to be
The exact leading order large 
B Perturbative Calculations
We here outline how the perturbative results (6.12) and (6.14) are obtained following the background field methods, with a background field ϕ and dimensional regularisation, used in [21] . To obtain (6.14) we consider vacuum graphs which are O(V G)
which leads to (6.12).
A consistency check may be obtained by considering (B.6) when
This may also be obtained directly from lowest order counterterm for V using that the kinetic term in L defines a metric δ ij + G ij . A similar argument is sufficient to obtain the last line of (6.15).
C Analysis with Dimensional Regularisation
Using dimensional regularisation with minimal subtraction for a theory defined by (5.1) and (6.1) the diffeomorphism invariance under (6.6) extends to the regularised theory and we demonstrate here the consequences for the perturbative β-functions. The bare lagrangian, including all counterterms involving poles in ε necessary for finiteness to first order in F, G ij , has the general form
where µ is the regularisation mass scale and F, G ij are linear in F, G kl and Z ij = Z ji depends only on g i 1 ...i 2n . The bare couplings and field φ 0 are defined so as to absorb all dependence on µ. For the standard renormalisable theory, when F, G ij are zero and V(φ) is just a polynomial of degree 2n, the β-functions and φ-anomalous dimension are defined through
where in terms of the β-functions considered earlier β V (φ) = − For the extended theory, keeping only contributions to first order in F, G ij , we also have
Hereβ F is related to β F just asβ V is to β V in (C.3) andβ G,ij (φ) = − 1 2 ε φ·∂G ij (φ)+β G,ij (φ). For transformations as in (6.6) invariance of the regularised theory requires
In (C.6a),(C.6b)ṽ i (φ) = v i (φ) + . . . where we may have higher order terms involving poles in ε.
The crucial constraints arise from the consistency conditions between (C.4a),(C.4b) and (C.6a),(C.6b) giving
where To relateṽ(φ) to v(φ) we require that all counterterms are determined by L 0 . To achieve this we assumeṽ
Using (C.10) this leads tõ
Comparing (C.8a),(C.8b) and (C.9) with (C.6a),(C.6b) and (C.7) requires
(C.14)
These results are equivalent to (6.8a),(6.8b) with (6.9).
D Singularities of Solutions of RG Equation
The critical requirement for solving the RG equation (3.1) is that it is necessary to fine tune k = v(0) to ensure there are no singularities for any real positive ρ. Nevertheless there are necessarily singularities elsewhere in the complex plane. As shown in [26] it is of interest to determine the location of such singularities so as to allow the use of conformal mapping techniques. The structure of the differential equation determines that the singularities are simple poles of the form
where reality of the equation ensures that ±α must both give singularities unless α = 1. We restrict then 0 < α ≤ 1. The singularities are determined by numerically integrating along lines of constant argument, for v(0) = k and matching with (D.1).
When d = 3 the only singularities that are found within the radius in which the numerical solution is valid are on the negative real axis, α = 1. Choosing η = 0 the values of k for suitable N are given in Table 3 and the position of the closest singularity to the origin is given in Table 9 . Table 11 . An illustrative numerical solution for v (ρ) compared with the pure pole term in (D.1) is shown in Figure  3 . Table 11 
