Abstract. We show that any finitely generated Coxeter group acts properly discontinuously on a locally finite, finite dimensional CAT(0) cube complex. For any word hyperbolic or right angled Coxeter group we prove that the cubing is cocompact. We show how the local structure of the cubing is related to the partial order studied by Brink and Howlett in their proof of automaticity for Coxeter groups.
In his thesis Moussong [Mou87] showed that each finitely generated Coxeter group acts properly discontinuously and cocompactly on a CAT(0) simplicial complex. He used this to characterise word hyperbolic Coxeter groups in terms of their natural presentation. Moussong's construction together with a result of Alonso and Bridson [AB95, Theorem 5.1], implies the solvability of the conjugacy problem for Coxeter groups. Brink and Howlett subsequently used algebraic techniques to show that Coxeter groups are automatic (see [ECH + 92] for the definition). It remains an open question whether or not Coxeter groups, or, more generally, groups acting properly discontinuously and cocompactly on CAT(0) spaces satisfy the stronger condition of biautomaticity. On the other hand, groups which act properly discontinuously and cocompactly on CAT(0) cube complexes are known to be biautomatic [NR98] , and in attempting to use this fact to show that Coxeter groups are biautomatic we were led to the following construction: Theorem 1. If (W, R) is a finite rank Coxeter system then the Coxeter group W acts properly discontinuously by isometries on a locally finite, finite dimensional CAT(0) cube complex, and there is a quasi-isometric embedding of W in X.
Although the action is not, in general, cocompact a result of Williams [Wil99] characterises this phenomenon as follows: the action will be cocompact unless the Coxeter group contains infinitely many conjugacy classes of subgroups isomorphic to a triangle group s 1 , s 2 , s 3 | s 2 1 = s 2 2 = s 2 3 = (s 1 s 2 ) p = (s 2 s 3 ) q = (s 3 s 1 ) r = 1 , where p, q, r are finite exponents occurring in the standard presentation of the Coxeter group. So we obtain as a corollary: Corollary 1. If (W, R) is a finite rank Coxeter system such that the Coxeter group contains only finitely many conjugacy classes of subgroups isomorphic to triangle groups. Then the group W is bi-automatic.
The local finiteness of the cube complex is related to the finiteness of the set of minimal roots as investigated by Brink and Howlett [BH93] , which paper solved the "Parallel Walls Conjecture". In attempting to understand the local structure of our complex we were led to the following conjecture, which, although we have been unable to prove it, seems worth stating:
1. The construction of a cubing from a partially ordered set with an involution
We shall outline the construction of a CAT(0) cube complex taken from [Rol, Sag95] The data used in the construction is a triple (H, ≤, * ), where H is a set, ≤ is a partial order on H and * is an order reversing involution, which we will denote h → h * . The triple must satisfy the following two conditions:
interval finiteness condition: Given any two elements h 1 , h 2 ∈ H, there exist only finitely many k ∈ H with h 1 ≤ k ≤ h 2 . nesting condition: Given any pair h, k ∈ H at most one of the following holds:
The triple (H, ≤, * ) is called a halfspace system, and we will refer to the elements of H as halfspaces. The reader familiar with cube complexes should think of the partial order as inclusion of halfspaces and the involution as the complement operator. We will say that two halfspaces are nested if one of the four relations in the nesting condition holds, and they are transverse if none hold.
A pair of complementary halfspaces h and h * should be thought of as separated by a common boundary hyperplane which we formally identify as the pair {h, h * }. If we define an equivalence relation on the set of halfspaces by h ∼ h * , then the set of hyperplanes is formally H/ ∼ and the map ∂ : H −→ H/ ∼, which we will call the boundary map, defined by f (h) = {h, h * }, takes each halfspace to its boundary hyperplane. We will denote the hyperplane {h, h * } by h. The vertices of the cube complex corresponding to this system should be thought of as points lying in the halfspaces. The construction of the vertices, which is outlined below, is designed to ensure that any vertex will be uniquely determined by the set of halfspaces in which it lies. Since our halfspaces are really abstract elements of the partially ordered set H this construction requires a little care, and we take a moment to motivate the definition.
No vertex v should lie in both a halfspace and its complement, so in particular given a hyperplane h, the vertex v should lie in at most one of the halfspaces h or h * . On the other hand, since we wish to think of the hyperplane as separating the vertex set, the vertex v should lie in at least one of these two halfspaces, so in fact a vertex may be thought of as a section to ∂, i.e., a map v :
Furthermore if a vertex lies in a halfspace h which is itself contained in (formally, "less than") a halfspace k then the vertex v should also lie in k, i.e., it should never be the case that two halfspaces h and k with h ≤ k * both lie in the image of the section v. The vertex may be regarded as giving a transverse orientation to each hyperplane and this axiom rules out the configuration of orientations shown in Figure 1 .
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Definition 1. With these observations in mind we define the set of vertices to be the set of all sections v to the boundary map ∂ such that v(h) ≤ v(k) * for all hyperplanes h and k.
We will say that a vertex v lies in the half space h and write v ∈ h if v(h) = h. The set of vertices we have defined here is very large and in applications many of the vertices will need to be discarded, but for now we will keep them all.
The next step is to identify the edges of the cube complex. Given two vertices v and w, we consider those hyperplanes h on which their values differ to separate the vertices. If there is exactly one hyperplane on which they differ we will say they are adjacent and will join them by an edge. This defines a graph G, which need not be connected since distinct vertices may take different values on infinitely many hyperplanes.
Given a vertex v in a halfspace h, we may define a new section to the boundary map ∂ by replacing h with h * . If v also lies in a halfspace k with k ≤ h the resulting section u has the property that u(k) = k ≤ h = u(h) * and u is therefore not a vertex. On the other hand if h is minimal among all halfspace in which v lies then h can be switched with h * in order to define a new vertex adjacent to v. Hence the vertices adjacent to v are precisely those obtained by switching one of the minimal halfspaces defining v. Similarly given a pair of minimal halfspaces defining v we may switch them both simultaneously if and only if they are transverse to one another. In fact we may reorient either or both of the hyperplanes to obtain three new vertices and we obtain a square of vertices in the graph G . More generally if h 1 , h 2 , . . . h n are mutually transverse halfspaces, and are minimal in the image of a vertex v then we may re-orient them to obtain an n-cube of vertices. We construct the cube complex by filling in all of the cubes we find in this way in our graph.
Theorem 2. [Sag95]
Each component of the cube complex described above is CAT(0), and maximal cubes in the complex are in bijective correspondence with maximal families of pairwise transverse hyperplanes. If the family has cardinality n then the corresponding maximal cube has dimension n.
As observed above the cube complex need not be connected. To rectify this we choose a connected component of the cube complex. We will show later that, as in the context studied by Sageev in [Sag95] , we can choose the component to be invariant under a group action.
Constructing the Cube Complex for the Coxeter Group
Let (W, R) be a finite rank Coxeter system and for generators r, s ∈ R let m(r, s) denote the order of the product rs in W , where by convention m(r, r) = 1 and m(r, s) = ∞ when the product has infinite order. The standard presentation for W is given by:
where we omit the relations (rs) m(r,s) = 1 for all those products rs of infinite order. We denote the Cayley graph with respect to this presentation by Γ W , and the word metric on Γ W by d. Given an element g ∈ W we denote by (g) the length of g, that is, (g) = d(1, g).
There are three equivalent descriptions of the halfspace system we shall use to define the cube complex, each of which has its advantages, and will be useful at different stages. Being isomorphic as halfspace systems, they all give rise to the same cube complex. The three systems are: the roots arising in the standard representation of W with the 'dominance' partial order of [BH93] ; halfspaces in Γ W defined by distance to the endpoints of edges in the Cayley graph; finally, the half-apartments corresponding to walls in the Coxeter complex for (W, R), with the partial order of inclusion, see [Ron] .
2.1. The system of roots. The Coxeter group W admits a standard representation as a group of linear operators preserving a symmetric (and often degenerate) bilinear form on a real vector space V with basis { r | r ∈ R} in one to one correspondence with the elements of the generating set R. The form on V is defined by setting
for all r, s ∈ R.
The action of W on V is defined by s r = r − 2 s, r s for all r, s ∈ R.
Definition 2. The roots of the Coxeter system (W, R) are the elements of the set Φ := {w r | w ∈ W, r ∈ R} ⊆ V. The elements, r, of the basis for V are called simple roots.
A root w r may be expressed uniquely as a real linear combination of the simple roots, and the coordinates will either all be positive, or all be negative (for this and other standard results on Coxeter groups see [Hum] ). We say that the root is positive (respectively negative) according to which of these alternatives occurs. We denote the set of positive roots by Φ + , and the set of negative roots by Φ − . The set of roots Φ is preserved under the involution −I : V → V which sends v to −v.
In [BH93] Brink and Howlett defined a partial order on Φ + which they called 'dominance', which they used in their proof of automaticity of Coxeter groups. We give a slightly different description which applies to the whole of Φ, and agrees with theirs when restricted to Φ + .
Definition 3. Let α, β ∈ Φ. We say that α dominates β (and write α dom β) if (1) α, β ≥ 1, and (2) there exists g ∈ W such that gα ∈ Φ + and gβ ∈ Φ − .
This relation is a partial order on Φ which is reversed by the involution −I. Let denote the reverse partial order, that is α β if and only if β dom α. The triple (Φ, , −I) is the first of the halfspace systems we shall define.
Halfspaces in
Definition 4. Let u and v be adjacent vertices in Γ W , and define
be the collection of all such sets, and denote by * : H → H the involution which sends H(u, v) to H(v, u). Notice that if H(u, v) = H(u , v ), then H(v, u) = H(v , u ), so the involution is well defined. It is also quickly verified that this involution reverses inclusion, that is, if
The triple (H, ⊆, * ) is the second of the equivalent halfspace systems.
2.3. Half-apartments in the Coxeter complex. We recall a few definitions, but refer the reader to [Bro, Hum, Ron] for the definition of the Coxeter complex associated to (W, R). An element w ∈ W is called a reflection if it is a conjugate of an element of R. The wall corresponding to a reflection w consists of all simplices of the Coxeter complex which are fixed by w. This is a subcomplex of codimension 1. Each wall partitions the complex into two components called half-apartments. In the language of buildings, a half-apartment is the image of a reversible folding. Let H be the collection of all half-apartments. There is a natural involution which interchanges the two half-apartments defined by a wall, which we denote * . The triple (H , ⊆, * ) is our third halfspace system.
2.4.
Equivalence. We first show that the three systems defined above are isomorphic as partially ordered sets with involution, and then show that they satisfy the two further conditions of a halfspace system. Proposition 1. The partially ordered sets with involution (H, ⊆, * ) and (H , ⊆, * ) are isomorphic.
Proof. This follows immediately from Proposition 2.6 of [Ron] , where the term 'root' used corresponds to our 'half-apartment'.
We shall have nothing more to say about the half-apartment description in this section, but proceed with showing that the second and third description are equivalent and satisfy the conditions of a halfspace system. Definition 5. Given a root ρ ∈ Φ let H(ρ) = {w ∈ W | w −1 ρ ∈ Φ + } We refer to H(r) as the halfspace associated to ρ.
Given a word w = r 1 . . . r n ∈ R * we write w i = r 1 . . . r i−1 r i , and set w = w n . The following lemma will be used to show that the triples (Φ, , −I) and (H, ⊆, * ) are isomorphic and satisfy the condition of a halfspace system.
Proof. For 1 we have
Part 2 follows from part 1, and part 3 is obvious; part 4 follows from the definition of H(ρ).
For 5, w −1 ρ ∈ Φ − so w −1 σ ∈ Φ − . Writing w = s 1 . . . s n we see that s n . . . s 1 σ ∈ Φ − , while σ ∈ Φ + . Let i be the first index such that s i+1 s i . . .
For 6 choose any element u ∈ H(τ ); since
For 7 assume first that ρ, σ ∈ Φ + and H(σ) = H(ρ)
For general ρ, σ with H(σ) = H(ρ), let g ∈ W be such that gρ, gσ ∈ Φ + . Then
We now demonstrate that the triples (Φ, , −I) and (H, ⊆, * ) are isomorphic using the following lemma.
Lemma 2. Given w r ∈ Φ, we have H(w r) = H(w, wr).
⇔ g ∈ H(w, wr)
Proposition 2. The map f which sends w r ∈ Φ to H(w, wr) defines an isomorphism between the partially ordered sets with involution (Φ, , −I) and (H, ⊆, * ).
Proof. The map f is clearly surjective, and injectivity follows from Lemma 1 part 7. Also, Proposition 3.
(1) The triple (H, ⊆, * ) satisfies the conditions of a halfspace system. Hence, there is a cube complex associated to the triple (H, ⊆, * ) and each of the components is CAT(0).
(2) The Cayley graph Γ W maps equivariantly into a component of the cube complex.
Proof.
(1) The interval finiteness condition is guaranteed by part 6 of Lemma 1. The nesting condition is satisfied by any partial order defined by inclusion of a family of nonempty subsets of a set when the involution is given by the complement operator as it is here. (2) By Lemma 1 part 1 the hyperplanes are the pairs {H(ρ), H(−ρ)}, and without loss of generality we may assume ρ is the positive root of the pair. We define a section to the boundary map by mapping each hyperplane to the halfspace H(ρ) corresponding to the positive root. Since the positive roots all yield halfspaces containing the element 1 ∈ W (by Lemma 1 part 4) the intersection of any two halfspaces in the image of the section is non-empty, and therefore the section defines a vertex v 1 of the cube complex. Now for each group element g ∈ W the vertex v g is defined to be the section given by choosing the unique halfspace in each pair {H(ρ), H(−ρ)} containing the element g. Again it is clear that this is a vertex in the cube complex, and it is equally clear that the action of W on the set of halfspaces induces an action on the cube complex which is transitive on the vertices {v g | g ∈ W }. It remains to show that adjacent vertices in Γ W map to adjacent vertices in the cube complex. Given g ∈ W and r ∈ R, the only hyperplane on which v g and v gr differ is the hyperplane determined by the root g r, since v g ∈ H(ρ) and v gr ∈ H(ρ) =⇒ g ∈ H(ρ) and gr ∈ H(ρ)
as r is the only positive root sent to a negative root by r.
Notice that in the terminology of Section 1 the roots themselves are now abstract halfspaces and can therefore be nested or transverse to one another, and of course the preceding discussion shows that roots ρ and σ are nested (respectively transverse) if and only if the corresponding root halfspaces H(ρ) and H(σ) are nested (respectively transverse). The advantage of using the roots themselves (as opposed to their halfspaces) to define the cube complex, is that nesting and transversality of roots can be detected using linear algebra, since the roots ρ and σ are nested if and only if | σ, ρ | ≥ 1. This fact will be used extensively to study the local structure of the cube complex.
3. Properties of the cube complex 3.1. Finite dimensionality.
Lemma 3. Given a finitely generated Coxeter system (W, R), there is a number N = N (W, R), such that any collection of more than N halfspaces contains a nested pair.
Proof. It suffices to show that there is a positive integer N such that, given any subset S ⊆ Φ of cardinality greater than or equal to N there are roots α, β ∈ S such that | α, β | ≥ 1.
The following observation may be found in [BH93, see Propostion 1.4] who cite [Dye87] , and also in [How93] ; it follows from the fact that if | α, β | < 1 then the subgroup generated by the two corresponding reflections in (W, R) must be finite, and conjugate into some finite special subgroup, i.e., a finite subgroup generated by elements of R.
Suppose that for all α, β ∈ S, | α, β | < 1. Then in particular, since the reflections in W corresponding to the roots α and β may be simultaneously conjugated to a pair of the standard generators of the Coxeter group, the two roots may be simultaneously translated to simple roots. Hence | α, β | < 1 must be equal to one of the values of the inner product as it is evaluated on the (finitely many) pairs of simple roots. Although we won't use this fact these values all have the form cos( n k π). Let N be the size of this finite set of values. Let B ⊆ S be a basis for the subspace of V spanned by S. So |B| ≤ |R|, the rank of W . If |S| > N |B|, then there will be two roots α, β ∈ S such that α, γ = β, γ for all γ ∈ B. Write α = γ∈B α γ γ and β = γ∈B β γ γ. Then, 1 = α, α = γ∈B α γ (γ, α) = γ∈B α γ (γ, β) = α, β which gives a contradiction. Hence we may put N = N |B|. Corollary 2. The cube complex is finite dimensional.
Proof. By Theorem 2 the number N defined above bounds the dimension of the cube complex.
3.2. Local finiteness. In this section we will regard the cube complex as being defined in terms of the system of half spaces in the Coxeter complex. As remarked above this system is formally equivalent to the root system described before. One way to see the equivalence is to label the chambers of the Coxeter complex as translates of the fundamental chamber so that half spaces in the Coxeter complex bounded by a wall W partition the Coxeter group into the two subsets H(±ρ) where ρ is the root corresponding to the reflection in the wall W.
For a root α ∈ Φ define the depth of α to be dp(α) = min{ (g) | α = g a for some a ∈ R}.
In Theorem 2.8 of [BH93] it was shown that there is an upper bound C on the depth of a wall in a Coxeter complex which does not dominate any other. In other words, given any wall of sufficient depth there is another separating it from the fundamental chamber of the complex. We will use this result to establish the local finiteness of our cube complex.
Recall that, given a word w = r 1 . . . r n ∈ R * we write w i = r 1 . . . r i−1 r i , and set w = w n .
Lemma 4. Let α = w r be a wall of depth (w) > C. Then α dominates w i for some i with
Proof. Let w = r 1 · · · r n . Since α has depth n, the roots r, r n ( r), r n−1 r n ( r), r n−2 r n−1 r n ( r), . . . , r n−C · · · r n ( r) are distinct. By the choice of C, at least one of them, say r n−j · · · r n ( r), is not minimal, i.e., it dominates some other root β.
It follows that the path r n−j · · · r n crosses the wall corresponding to β, and hence β = r n−j · · · r n−j+k−1 ( r n−j+k ), for some 0 ≤ k ≤ j.
But then the root r n−j · · · r n ( r) dominates the root r n−j · · · r n−j+k−1 ( r n−j+k ), so (r 1 · · · r n−j−1 )r n−j · · · r also dominates the root (r 1 · · · r n−j−1 )r n−j · · · r n−j+k−1 ( r n−j+k ).
Since r 1 · · · r n−j−1 does not cross either of the corresponding walls, w r must dominate w n−j+k . Now we put i = n − j + k; as 0 ≤ k ≤ j ≤ C, the result is established.
Proposition 4. Let Ξ(r) be the set of walls whose depth is greater than r. Then there are only finitely many elements of Ξ(r) which do not dominate some other element of Ξ(r).
Proof. Suppose that W ∈ Ξ(r) has dp(W ) > r + C. The above lemma implies that W dominates a wall in Ξ(r). So {W ∈ Ξ(r) : W does not dominate anything in Ξ(r)} ⊆ Ξ(r) − Ξ(r + C) which is finite.
Theorem 3. The cubing is locally finite.
Proof. Any vertex v of the cube complex, thought of as a function from walls to half spaces in the Coxeter complex, agrees with the vertex v 1 on all but finitely many walls. Hence there is an r ≥ 0 such that v agrees with v 1 on all walls of depth greater than r. If a wall has depth greater than r + C then it does not correspond to an edge in the cubing with vertex v since it dominates a wall oriented toward the fundamental chamber. It follows that the number of edges at v is bounded by the number of walls of depth at most r + C.
Lemma 5. The action of W on the cubing is properly discontinuous.
Proof. Recall that there is an equivariant isometry φ from the Cayley graph Γ = Γ(W, R) to the 1-skeleton of X, equipped with the edge metric. Any vertex v ∈ X is at finite distance from the vertex v 1 = φ(1), and the orbit of v 1 under the action of the stabiliser of v consists of points at fixed distance from v, and hence is bounded. But for any element w ∈ W , w(v 1 ) = v w so the orbit of the vertex v 1 consists of the image of a bounded set of elements in the Cayley graph of the Coxeter group. Since the Cayley graph is locally finite this set is finite. We conclude that the orbit of v 1 under the action of the stabiliser of v is finite. Hence the stabiliser of v has a finite index subgroup contained in the stabiliser of v 1 , which is trivial. Hence stab(v) is finite as required.
3.3. Cocompactness. To conclude our study of the action of the Coxeter group W on the CAT(0) cube complex we wish to analyse the circumstances under which the action is cocompact. It transpires that it is easiest to do so using a different, yet still isomorphic, triple to define the cube complex, specifically the system of half spaces defined by the walls of the Davis-Moussong complex associated to (W, R), [Mou87] . The details can be found in [Wil99] We have shown that the Coxeter group W acts properly discontinuously on a locally finite, finite dimensional CAT(0) cube complex X, with a free orbit of vertices. As remarked in the introduction, our original motivation for the construction was an attempt to prove that Coxeter groups are biautomatic, which would follow (via a result in [NR98] ) if we could show that the action is co-compact. Unfortunately this is not in general the case.
The simplest example is furnished by the (3, 3, 3) triangle group W = r, s, t | r 2 = s 2 = t 2 = (rs) 3 = (st) 3 = (tr) 3 = 1 . The cube complex for this Coxeter group is isometric to 3-dimensional Euclidean space equipped with its standard integer lattice cubing. The Coxeter complex is the Euclidean plane equipped with its standard equilateral triangulation and the 3-cubes in the CAT(0) cube complex correspond bijectively with the triples of pairwise intersecting walls in the Coxeter complex. Such a triple defines an equilateral triangle in the plane consisting of a union of the cells of the triangulation, and it is clear that two such triples can lie in the same W orbit only if the size of the corresponding triangles is the same. Since there are triples corresponding to arbitrarily large triangles in the plane W has infinitely many orbits of 3-cubes. Another attractive example is furnished by the hyperbolic Coxeter group P GL 2 (Z). Its Coxeter complex is an ideal triangulation of the hyperbolic plane, which is illustrated in Figure 2 using the upper halfspace model.
Here we see that there are two orbits of maximally intersecting families of walls, one family comprising a pair, and another a triple. Furthermore W acts transitively on the pairs in the first family and on the triples in the second so in fact W acts co-compactly on the cube complex, which is sketched alongside the Coxeter complex. Note that the cube complex in this case may be viewed as a thickening of the classical Bass Serre tree associated to the standard decomposition of P GL 2 (Z) as an amalgamated free product. The vertex stabilisers in the Bass Serre decomposition are the stabilisers of the maximal cubes in the cube complex. A more detailed exposition of the connection between the Bass Serre tree and the structure of the cubing may be found in [N2001] In many cases the cube complex associated to a Coxeter group W will be co-compact under the induced action of W . Two special cases, that of right angled and word hyperbolic Coxeter groups are explained below. Of course both of these classes of Coxeter groups are already known to be biautomatic.
In his thesis [Wil99] Ben Williams showed that the failure of co-compactness can be attributed to the existence of infinitely many conjugacy classes of subgroups of W all isomorphic to a triangle group s 1 , s 2 , s 3 | s Theorem 4. If (W, R) is a finite rank Coxeter system such that the Coxeter group contains only finitely many conjugacy classes of subgroups isomorphic to triangle groups. Then the action of the group W on the cube complex is co-compact.
Applying the result from [NR98] we obtain: Corollary 1. If (W, R) is a finite rank Coxeter system such that the Coxeter group contains only finitely many conjugacy classes of subgroups isomorphic to triangle groups. Then the group W is bi-automatic.
We have been unable to characterise the Coxeter groups satisfying this condition in any more satisfactory way, though it is tempting to conjecture that they are precisely the Coxeter groups which do not contain a Euclidean triangle group.
Lemma 6. If W is right-angled then the cube complex is isometric to the Moussong complex.
Proof. The Moussong complex for a right angled Coxeter group W is a CAT(0) cube complex with 1-skeleton isometric to the Cayley graph of W . Let X denote the cube complex for W constructed above. The equivariant map φ of the Cayley graph into the cube complex X can be extended uniquely over each cube in the Moussong complex, since wherever we see a cube in the Moussong complex its 1-skeleton maps to the 1-skeleton of a unique cube in X. Hence we obtain a local isometry from the Moussong complex into X. By the Cartan Hadamard theorem [Bri99] this map is an isometry onto its image.
To see that the map is surjective it is sufficient to note that the two cube complexes have the same halfspace structure by construction.
Lemma 7. Let Y be a δ hyperbolic space, and n ∈ N. Then there is a constant K(Y, n) ∈ R such that if W 1 , W 2 , . . . , W n is any family of pairwise intersecting convex subsets of Y , then there is a point
Proof. The claim is clearly true for n = 1, 2, so we may suppose that n ≥ 3. The proof will follow by induction on n so suppose that we have established the existence of K(Y, n), and that W 1 , W 2 , . . . , W n+1 is a family of pairwise intersecting convex subspaces of Y . For each i we can, by induction, find a point p i such that d(p i , W j ) ≤ K(Y, n) for all j = i, and geodesics γ 1 from p 2 to p 3 , γ 2 from p 1 to p 1 , and γ 3 from p 1 to p 2 . By δ-hyperbolicity of Y there are points
Now, since p 1 and p 2 are within K(Y, n) of W j for any j = 1, 2 and W j is (quasi-)convex the distance from any point on γ 1 to the sets W j , j = 2, 3 is uniformly bounded by some constant C = C(Y, K(Y, n), so in particular d(x 1 , W j ) ≤ C for any j = 2, 3, and hence d(x 2 , W j ), d(x 3 , W j ) ≤ C + δ for any j = 2, 3. Now by symmetry d(x i , W j ) ≤ C + δ for any i, j so we may put p = x 1 and K(Y, n + 1) = C(Y, n) + δ.
Theorem 5. If W is word hyperbolic then the cubing is cocompact.
Proof. Maximal cubes in X are in bijective correspondence with maximal families of pairwise intersecting walls in the Moussong complex Y , which is itself quasi-isometric to the group, and therefore δ-hyperbolic. Since the walls of the Moussong complex are convex subsets we may apply Lemma 7 to see that given any family of n pairwise intersecting walls there is some point p which is within K(Y, n) of all of the walls. Since W acts cocompactly on Y there are only finitely many W orbits of such families for any n, and since the cubing is finite dimensional it follows that there are only finitely many W orbits of maximal cubes as required.
Questions
Question. The strong parallel walls conjecture: Given a Coxeter complex corresponding to a finitely generated Coxeter group is there an integer N such that any two disjoint walls w 1 , w 2 distance N in the complex apart are separated by some other wall w 3 ?
A positive answer to this question would show that not only is the cubing locally finite but that there is a global bound on the size of the links of vertices. The ordinary parallel walls conjecture(proved by Brink in [B] ) is equivalent to the finiteness of the link of the special vertex v 1 .
Question. Can we detect from the presentation of a finitely generated Coxeter group W whether or not it acts cocompactly on the corresponding cube complex?
From Williams' work it follows that the presence of an affine Euclidean triangle group in the presentation will necessarily force the action to be non-cocompact, but it is not clear if this is the only obstruction. More precisely Williams showed:
Theorem 6. The action of the Coxeter group W on its cube complex is cocompact if and only if for any triple p, q, r of positive integers the group W contains only finitely many conjugacy classes of subgroups isomorphic to the triangle group s 1 , s 2 , s 3 | s It is well known that the possible exponents p, q, r for such a triangle subgroup must occur in the standard presentation for the group, but it is far from clear that the triangle groups arising in the non-compact case must be Euclidean.
