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ON THE DIVERGENCE OF SERIES OF THE FORM
∑∞
k=1 ‖Akx‖
p
IVAN S. FESHCHENKO
Abstract. Let X , Yk, k > 1 be normed linear spaces, and Ak : X → Yk, k > 1, be
continuous linear operators. For p ∈ [1,∞], define the set
Dp = {x ∈ X | (‖A1x‖, ‖A2x‖, . . .) /∈ ℓp}.
We provide sufficient conditions for Dp to be dense in X , where p ∈ [1,∞] is fixed, and
for
⋂
p∈[1,p0)
Dp to be dense in X , where p0 ∈ (1,∞] is fixed.
We also show that these results can not be improved (in a certain sense).
2010 Mathematics Subject Classification. 40H05, 46B20, 47A05.
Key words and phrases. Banach space, M -cotype, continuous linear operator.
1. Formulation of the problem
For p ∈ [1,∞], define ℓp to be the linear space of all sequences a = (a1, a2, . . .), ak ∈ R,
such that
∑∞
k=1 |ak|
p <∞ (if p =∞, then supk>1 |ak| <∞), endowed with the norm
‖a‖p =
(
∞∑
k=1
|ak|
p
)1/p
(if p =∞, then ‖a‖∞ = supk>1 |ak|).
Let X , Yk, k > 1 be normed linear spaces over a field K of real or complex numbers,
and Ak : X → Yk, k > 1, be continuous linear operators. For p ∈ [1,∞], define the set
Dp = {x ∈ X | (‖A1x‖, ‖A2x‖, . . .) /∈ ℓp}.
Clearly, Dp2 ⊂ Dp1 if p2 > p1. Moreover, if Dp is nonempty, then Dp is dense in X (see
Lemma 5.1).
We provide sufficient conditions for Dp to be dense in X , where p ∈ [1,∞] is fixed
(see Theorem 3.1), and for
⋂
p∈[1,p0)
Dp to be dense in X , where p0 ∈ (1,∞] is fixed (see
Theorem 3.2).
In Section 4 we show that these results can not be improved (in a certain sense).
To formulate our results we need some auxiliary notions.
2. M-cotype of a normed linear space
Let us recall the definition a normed linear space of M-cotype ρ [1, Definition 4.2.2] (in
this book the definition is given only for real spaces). Note that the notion of M-cotype
arises naturally in the study of various geometric properties of Banach spaces (see, e.g., [1,
Sections 4.2, 5.2]).
Let V be a normed linear space over a field K of real or complex numbers, and ρ ∈ [1,∞).
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Definition 2.1. The space V is said to have M-cotype ρ with constant C > 0 if
max
{
‖
n∑
k=1
εkvk‖ | εk = ±1
}
> C
(
n∑
k=1
‖vk‖
ρ
)1/ρ
for any n ∈ N and v1, . . . , vn ∈ V . The space V is said to have M-cotype ρ if there exists
a constant C > 0 such that V has M-cotype ρ with constant C.
Remark 1. For the case K = C it is natural to give the following definition. The space V
is said to have M-cotype ρ if there exists a constant C > 0 such that
max
{
‖
n∑
k=1
αkvk‖ | αk ∈ C, |αk| = 1
}
> C
(
n∑
k=1
‖vk‖
ρ
)1/ρ
for any n > 1 and v1, . . . , vn ∈ V . This definition is equivalent to the definition above.
This follows from the inequality
(2.1) max
{
‖
n∑
k=1
αkvk‖ | αk ∈ C, |αk| = 1
}
6 2max
{
‖
n∑
k=1
εkvk‖ | εk = ±1
}
which is valid for any v1, . . . , vn ∈ V . Let us prove this inequality. First, note that the
function ‖
∑n
k=1 tkvk‖ is convex in (t1, . . . , tn) ∈ R
n. It follows that
‖
n∑
k=1
tkvk‖ 6 max
{
‖
n∑
k=1
εkvk‖ | εk = ±1
}
for any tk ∈ R, |tk| 6 1. For any αk ∈ C, |αk| = 1, 1 6 k 6 n, we have
‖
n∑
k=1
αkvk‖ = ‖
n∑
k=1
Re(αk)vk + i
n∑
k=1
Im(αk)vk‖ 6
6 ‖
n∑
k=1
Re(αk)vk‖+ ‖
n∑
k=1
Im(αk)vk‖ 6 2max
{
‖
n∑
k=1
εkvk‖ | εk = ±1
}
.
This proves (2.1).
Remark 2. A Banach space V is said to have cotype ρ (see, e.g. [1, Section 5.3]) if there
exists a constant C such that
E‖
n∑
k=1
rkvk‖ > C
(
n∑
k=1
‖vk‖
ρ
)1/ρ
for any n > 1 and v1, . . . , vn ∈ V , where r1, r2, . . . is a sequence of independent random
variables that take the values ±1 with the equal probabilities P(rk = 1) = P(rk = −1) =
1/2, and where E denotes the expectation. Clearly, if V has cotype ρ, then V hasM-cotype
ρ.
Let us provide some examples.
3Example 2.1. Let V be a finite dimensional space. It is easy to check that V hasM-cotype
ρ = 1.
Example 2.2. Let V be a Hilbert space. It is easy to check that V has M-cotype ρ = 2
with constant C = 1.
Example 2.3. Suppose (T,F , µ) is a measure space, and s ∈ [1,∞). Let V = Ls(T,F , µ).
Then V has M-cotype ρ = max{2, s} (see, e.g., [1, Proof of Theorem 4.2.1]. The proof is
given for the case K = R, but it is also valid for K = C).
3. Main results
First, we give a sufficient condition for Dp to be dense in X .
To formulate this result, we need a few auxiliary definitions. For a normed linear space V
over a fieldK, define V ∗ to be the linear space of all continuous linear mappings v∗ : V → K,
endowed with the norm
‖v∗‖ = sup
v∈V,‖v‖=1
|v∗(v)|.
For two normed linear spaces V,W define B(V,W ) to be the linear space of all continuous
linear operators A : V →W , endowed with the norm
‖A‖ = sup
v∈V,‖v‖=1
‖Av‖.
In what follows we set 1/0 =∞ and 1/∞ = 0.
Theorem 3.1. Let X be a Banach space, and Yk, k > 1 be normed linear spaces. Let
Ak ∈ B(X, Yk), k > 1.
Suppose that X∗ has M-cotype ρ ∈ [1,∞). Let p ∈ [1, ρ/(ρ− 1)]. Define r ∈ [ρ,∞] by
(3.1)
1
p
−
1
r
= 1−
1
ρ
.
If
(‖A1‖, ‖A2‖, . . .) /∈ ℓr,
then Dp is dense in X.
Now we give a sufficient condition for
⋂
p∈[1,p0)
Dp to be dense in X .
Theorem 3.2. Let X be a Banach space, and Yk, k > 1 be normed linear spaces. Let
Ak ∈ B(X, Yk), k > 1.
Suppose that X∗ has M-cotype ρ ∈ [1,∞). Let p0 ∈ (1, ρ/(ρ− 1)]. Define r0 ∈ (ρ,∞] by
1
p0
−
1
r0
= 1−
1
ρ
.
If
(‖A1‖, ‖A2‖, . . .) /∈ ℓr for r ∈ [ρ, r0),
then
⋂
p∈[1,p0)
Dp is dense in X.
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4. Sharpness of Theorem 3.1
In this section we show that Theorem 3.1 is sharp, that is, the condition
(‖A1‖, ‖A2‖, . . .) /∈ ℓr
is necessary for Dp to be dense in X . More precisely, in examples below for any sequence
of nonnegative numbers ak, k > 1, such that (a1, a2, . . .) ∈ ℓr we construct operators
Ak ∈ B(X, Yk) such that ‖Ak‖ = ak, k > 1, and Dp = ∅.
To be specific, we assume that K = R.
Example 4.1. Let X = R. Then X∗ = R. Hence, X∗ has M-cotype ρ = 1. We have
ρ/(ρ − 1) = ∞. Let p ∈ [1,∞]. By (3.1) we get r = p. Suppose that ak > 0, k > 1, and
(a1, a2, . . .) ∈ ℓr. Define Ak : R→ R, k > 1, by
Akx = akx, x ∈ R.
Clearly, ‖Ak‖ = ak, k > 1, and Dp = ∅.
Example 4.2. Let X = ℓs, where s ∈ (1, 2]. Then X
∗ = ℓt, where t ∈ [2,∞) is defined by
1/s+ 1/t = 1. Hence, X∗ has M-cotype ρ = t (see Example 2.3). We have ρ/(ρ− 1) = s.
Let p ∈ [1, s]. Then r is defined by 1/p − 1/r = 1/s. Suppose that ak > 0, k > 1, and
(a1, a2, . . .) ∈ ℓr. Define Ak : ℓs → R, k > 1, by
Akx = akxk, x = (x1, x2, . . .) ∈ ℓs.
Clearly, ‖Ak‖ = ak, k > 1. Let us show that Dp = ∅. Consider any x = (x1, x2, . . .) ∈ ℓs.
We have
∞∑
k=1
|Akx|
p =
∞∑
k=1
(ak|xk|)
p.
Since (a1, a2, . . .) ∈ ℓr, (|x1|, |x2|, . . .) ∈ ℓs, and 1/r + 1/s = 1/p, we conclude that
(a1|x1|, a2|x2|, . . .) ∈ ℓp. Hence, Dp = ∅.
Example 4.3. For s ∈ [1,∞), define Ls = Ls([0, 1], dx). Let X = Ls, where s ∈ [2,∞).
Then X∗ = Lt, where t ∈ (1, 2] is defined by 1/s + 1/t = 1. Hence, X
∗ has M-cotype
ρ = 2 (see Example 2.3). We have ρ/(ρ − 1) = 2. Let p ∈ [1, 2]. Then r is defined by
1/p− 1/r = 1/2. Suppose that ak > 0, k > 1, and (a1, a2, . . .) ∈ ℓr.
Let rk(t), k > 1, be the Rademacher functions,
rk(t) = sign sin 2
kπt, t ∈ [0, 1], k > 1.
It is well-known that the system rk, k > 1, is an orthonormal system in L2, that is,
〈rk, rm〉L2 = 0 for k 6= m and ‖rk‖L2 = 1 for k > 1, where 〈f(t), g(t)〉L2 =
∫
[0,1]
f(t)g(t) dt,
f, g ∈ L2. Define Ak ∈ B(Ls,R), k > 1, by
Akx = ak〈x, rk〉L2 = ak
∫
[0,1]
x(t)rk(t) dt, x ∈ Ls.
We claim that ‖Ak‖ = ak, k > 1. Indeed, we have |Akx| 6 ak‖x‖L1 6 ak‖x‖Ls, hence,
‖Ak‖ 6 ak. Moreover, Akrk = ak and ‖rk‖Ls = 1, hence ‖Ak‖ > ak. Consequently,
‖Ak‖ = ak.
5Let us show that Dp = ∅. Consider any x ∈ Ls. We have
∞∑
k=1
|Akx|
p =
∞∑
k=1
(ak |〈x, rk〉L2|)
p .
Since Ls ⊂ L2 and rk, k > 1, is an orthonormal system in L2, we conclude that
(|〈x, r1〉L2 | , |〈x, r2〉L2| , . . .) ∈ ℓ2.
Since (a1, a2, . . .) ∈ ℓr and 1/2 + 1/r = 1/p, we conclude that
(a1 |〈x, r1〉L2 | , a2 |〈x, r2〉L2| , . . .) ∈ ℓp.
Hence, Dp = ∅.
5. Auxiliary notions and results
5.1. Auxiliary notions. Let n ∈ N and s ∈ [1,∞]. For a vector a = (a1, . . . , an), ak ∈ R,
define
‖a‖s =
{
(
∑n
k=1 |ak|
s)
1/s
, if s ∈ [1,∞),
max16k6n |ak|, if s =∞.
Let Xk, 1 6 k 6 n, be normed linear spaces. Define ℓs(X1, . . . , Xn) to be the linear
space of all n-tuples
x = (x1, . . . , xn), xk ∈ Xk, 1 6 k 6 n,
endowed with the norm
‖x‖s = ‖(‖x1‖, . . . , ‖xn‖)‖s.
It is easy to check that
(ℓs(X1, . . . , Xn))
∗ = ℓt(X
∗
1 , . . . , X
∗
n),
where t ∈ [1,∞] is defined by 1/s+ 1/t = 1. Note that
x∗(x) =
n∑
k=1
x∗k(xk)
for x∗ = (x∗1, . . . , x
∗
n) ∈ ℓt(X
∗
1 , . . . , X
∗
n) and x = (x1, . . . , xn) ∈ ℓs(X1, . . . , Xn).
5.2. Auxiliary results.
Lemma 5.1. Let X be a normed linear space. Suppose D is a nonempty subset of X such
that X \ D is a linear set. Then D is dense in X.
Proof. Fix d ∈ D. Consider any x ∈ X . It is easily seen that |{λ | x+λd /∈ D}| 6 1. Since
x+ λd→ x as λ→ 0, we conclude that D is dense in X . 
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Lemma 5.2. Let X be a Banach space, and Yγ, γ ∈ Γ be normed linear spaces. Let
Aγ ∈ B(X, Yγ), γ ∈ Γ. If
sup
γ∈Γ
‖Aγ‖ =∞,
then there exists x ∈ X such that
sup
γ∈Γ
‖Aγx‖ =∞.
This lemma is a direct consequence of the following lemma which is a generalization of
the principle of uniform boundedness.
Lemma 5.3. Let X be a Banach space, and Yγ, γ ∈ Γ be normed linear spaces. Let
Aγ ∈ B(X, Yγ), γ ∈ Γ. If
sup
γ∈Γ
‖Aγx‖ <∞
for any x ∈ X, then
sup
γ∈Γ
‖Aγ‖ <∞.
The proof is exactly the same as of the principle of uniform boundedness [2, Theorem
3.11].
The following lemma plays a crucial role in the proof of Theorems 3.1, 3.2.
Lemma 5.4. Let n ∈ N, and X1, . . . , Xn, Y be normed linear spaces. Let Ak ∈ B(Xk, Y ),
1 6 k 6 n.
Suppose Y has M-cotype ρ ∈ [1,∞) with constant C. Let q ∈ [ρ,∞]. Define the operator
B : ℓq(X1, . . . , Xn)→ Y by
B(x1, . . . , xn) =
n∑
k=1
Akxk.
Then
‖B‖ > C‖(‖A1‖, . . . , ‖An‖)‖r,
where r ∈ [ρ,∞] is defined by
1
q
+
1
r
=
1
ρ
.
Proof. If Ak = 0, 1 6 k 6 n, then the required assertion is obvious. Assume that Ak 6= 0
for some k.
Fix any δ > 0. There exist xk ∈ Xk, 1 6 k 6 n, such that ‖xk‖ = 1 and ‖Akxk‖ >
‖Ak‖/(1 + δ), 1 6 k 6 n. Let ak, 1 6 k 6 n, be nonnegative numbers. Since Y has
M-cotype ρ with constant C, there exist εk ∈ {±1}, 1 6 k 6 n, such that
‖
n∑
k=1
εkakAkxk‖ > C‖(a1‖A1x1‖, . . . , ‖anAnxn‖)‖ρ.
7Hence,
(5.1) ‖
n∑
k=1
Ak(εkakxk)‖ >
C
1 + δ
‖(a1‖A1‖, . . . , an‖An‖)‖ρ.
Set
x = (ε1a1x1, . . . , εnanxn) ∈ ℓq(X1, . . . , Xn).
Using (5.1) we get
(5.2) ‖B‖ >
‖Bx‖
‖x‖q
>
C
1 + δ
‖(a1‖A1‖, . . . , an‖An‖)‖ρ
‖(a1, . . . , an)‖q
.
It follows that
(5.3) ‖B‖ >
C
1 + δ
‖(‖A1, . . . , ‖An‖)‖r.
Indeed, if q ∈ (ρ,∞), then r ∈ (ρ,∞). Substituting ak = ‖Ak‖
r/q, 1 6 k 6 n, into (5.2)
we get (5.3).
If q = ρ, then r = ∞. Let ‖Aj‖ = max16k6n ‖Ak‖. Substituting ak = 0, k 6= j, aj = 1
into (5.2), we get (5.3).
If q =∞, then r = ρ. Substituting ak = 1, 1 6 k 6 n, into (5.2), we get (5.3).
Since δ > 0 was arbitrary, the assertion of the lemma follows from (5.3). 
6. Proof of Theorem 3.1
It is sufficient to prove that Dp is nonempty (see Lemma 5.1).
For n > 1, define the operator Bn : X → ℓp(Y1, . . . , Yn) by
Bnx = (A1x, . . . , Anx).
Define q by 1/p+ 1/q = 1. Then B∗n : ℓq(Y
∗
1 , . . . , Y
∗
n )→ X
∗. It is easy to check that
B∗n(y
∗
1, . . . , y
∗
n) =
n∑
k=1
A∗ky
∗
k.
Since 1/p− 1/r = 1− 1/ρ and 1/p+1/q = 1, we conclude that 1/q+1/r = 1/ρ. Since X∗
hasM-cotype ρ, there exists a constant C > 0 such that X∗ hasM-cotype ρ with constant
C. From Lemma 5.4 it follows that
‖B∗n‖ > C‖(‖A
∗
1‖, . . . , ‖A
∗
n‖)‖r.
It is well-known that ‖A∗‖ = ‖A‖ for any A ∈ B(V,W ), where V,W are normed linear
spaces. Hence,
‖Bn‖ > C‖(‖A1‖, . . . , ‖An‖)‖r.
Since (‖A1‖, ‖A2‖, . . .) /∈ ℓr, we conclude that ‖Bn‖ → ∞ as n → ∞. From Lemma 5.2
it follows that there exists x0 ∈ X such that the sequence ‖Bnx0‖ is unbounded. Clearly,
x0 ∈ Dp. This completes the proof.
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7. Proof of Theorem 3.2
It is sufficient to prove that
⋂
p∈[1,p0)
Dp is nonempty (see Lemma 5.1).
Fix an increasing sequence pn ∈ [1, p0), n > 1, such that pn → p0 as n → ∞. Let
0 = m0 < m1 < m2 < . . . be an increasing sequence of nonnegative integers. For n > 1
define the operator Bn : X → ℓpn(Ymn−1+1, . . . , Ymn) by
Bnx = (Amn−1+1x, . . . , Amnx).
For n > 1, define qn by 1/pn + 1/qn = 1. Since pn < p0 6 ρ/(ρ − 1), we conclude that
1/pn > 1 − 1/ρ, 1/ρ > 1/qn, qn > ρ. Clearly, B
∗
n : ℓqn(Y
∗
mn−1+1, . . . , Y
∗
mn)→ X
∗. It is easy
to check that
B∗n(y
∗
mn−1+1
, . . . , y∗mn) =
mn∑
k=mn−1+1
A∗ky
∗
k.
Since X∗ has M-cotype ρ, there exists a constant C > 0 such that X∗ has M-cotype ρ
with constant C. From Lemma 5.4 it follows that
‖B∗n‖ > C‖(‖A
∗
mn−1+1‖, . . . , ‖A
∗
mn‖)‖rn ,
where rn is defined by 1/qn + 1/rn = 1/ρ. It follows that
(7.1) ‖Bn‖ > C‖(‖Amn−1+1‖, . . . , ‖Amn‖)‖rn .
Since 1/pn + 1/qn = 1, we have 1/pn − 1/rn = 1 − 1/ρ. From pn < p0 it follows that
rn < r0, n > 1. Since (‖A1‖, ‖A2‖, . . .) /∈ ℓr for any r ∈ [ρ, r0), we can choose a sequence
mn, n > 1, so that
‖(‖Amn−1+1‖, . . . , ‖Amn‖)‖rn →∞ as n→∞.
From (7.1) it follows that ‖Bn‖ → ∞ as n→∞. By Lemma 5.2, there exists x0 ∈ X such
that the sequence ‖Bnx0‖, n > 1, is unbounded.
We claim that
x0 ∈
⋂
p∈[1,p0)
Dp.
Indeed, suppose that
∑∞
k=1 ‖Akx0‖
p < ∞ for some p ∈ [1, p0). There exists a number M
such that
∑∞
k=M ‖Akx0‖
p < 1. Let N be such that mN−1 + 1 > M and pN > p. For any
n > N we have
mn∑
k=mn−1+1
‖Akx0‖
pn < 1.
Hence, ‖Bnx0‖ < 1 for n > N , a contradiction. Thus, x0 ∈
⋂
p∈[1,p0)
Dp. This completes
the proof.
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