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DIFFERENTIAL FORMS ON SINGULAR VARIETIES
AND CYCLIC HOMOLOGY.
Preliminary version. 20 Nov. 1996
by J. P. Brasselet and A. Legrand
Abstract. A classical result of A. Connes asserts that the Frechet algebra of smooth
functions on a smooth compact manifold X provides, by a purely algebraic procedure,
the de Rham cohomology of X . Namely the procedure uses Hochschild and cyclic
homology of this algebra.
In the situation of a Thom-Mather stratified variety, we construct a Frechet algebra
of functions on the regular part and a module of poles along the singular part. We
associate to these objects a complex of differential forms and an Hochschild complex, on
the regular part, both with poles along the singular part. The de Rham cohomology of
the first complex and the cylic homology of the second one are related to the intersection
homology of the variety, the corresponding perversity is determined by the orders of
poles.
The detailed proofs of the results will appear in a forthcoming publication. The
first author thanks the organizers of the Terry Wall’s 60th birthday meeting in Liverpool
for the invitation to give a lecture during the conference.
1. Introduction.
The aim of this paper is to extend to singular varieties the de Rham and Connes
theorems, using the intersection homology, due to Goresky and MacPherson which is
more adapted to singularities, instead of the classical homology. LetX be a C∞ compact
manifold, Ω∗(X) the de Rham complex and H∗dR(X) its cohomology. A. Connes shows
that the classical differential de Rham construction
X =⇒ Ω∗(X) =⇒ H∗dR(X)
can be provided by a purely algebraic process
C∞(X) =⇒ HH∗(C∞(X)) =⇒ PHC∗(C∞(X))
where HH∗(C∞(X)) is the Hochschild homology of the Frechet algebra of C∞-functions
on X and PHC∗(C∞(X)) is the periodic cyclic homology [Co].
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Now let X be a Thom-Mather stratified variety, with singular part Σ ⊂ X , so the
regular stratum X −Σ is an open manifold. We want to construct an algebra IC∞(X)
of differentiable functions on X − Σ such that
C∞c (X − Σ) ⊂ IC
∞(X) ⊂ C∞(X − Σ)
and which contains enough geometric informations on the compactification of X − Σ
by the singular variety Σ to fullfill the Connes program in this singular framework.
Evidently the two extrem algebras do not fit in, we need to add asymptotic control to
keep informations “near Σ”. We shall proceed of the following way : For each stratum
Si in Σ, there is a tubular neighborhood Ti of Si and a distance function ri to Si,
defined in Ti. Firstly we define the (Frechet) algebra A of differentiable functions in
the variables ri, which are indefinitly logarithmicaly controlled near Σ. This will be our
asymptotic control “reference algebra”. To be controlled a space should be an A-space,
so A will be also our “basic ring” for the homological constructions. Then we define an
A-algebra of controlled differentiable functions on X−Σ and an A-differentiable module
of poles along Σ. These objects allow us to construct two complexes said β¯-controlled.
The first one is a complex of differential forms with coefficients in the module
of poles and whose cohomology is the Goresky-MacPherson intersection cohomology
(Theorem 1). The perversity is related to the orders of poles. The second one is a
mixed complex copied from the Connes’s algebraic procedure. Its Hochschild homology
is identified with the first complex and its periodic cyclic homology is the intersection
cohomology of X . This last result is explicited in the case of the cone (Theorem 3).
Let us mention the basic difficulties appearing in Hochschild and cyclic homology
in the singular situation, using the intersection homology and a “control near Σ”. At
the Hochschild homology level :
(1) Whatever the way to introduce a control (by use of poles or Lp-forms for
instance), it is not compatible with the product.
At the cyclic homology level :
(2) It is clear that any type of control does not agree with the de Rham differential
(this is the case for the intersection complex or the Lp-forms complex).
(3) We need to use an Hochschild complex with coefficients but the cyclic structure
does not exist in this case.
To solve these problems we use (cf. §4) :
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(1) a specific A-equivariant Hochschild theory with coefficients in poles associated
to a modified differentiable Frechet structure,
(2) a suitable unitarization (theorem 2),
(3) the more general setting given by mixed complexes.
Although we often speak of A-objects, our equivariant construction does not agree
with equivariant theories developped in [Bry], [BG]. We do not know if they can be
adapted to this singular situation and roughly speaking we substitute associated equiv-
ariant conditions by adapted semi-norms. We will precise this point in the paragraph 3
(see the “the cone situation”).
2. Definition of intersection homology.
We will consider a singular variety X endowed with a Thom-Mather C∞ stratifi-
cation i.e. a filtration of X by closed subsets
X = Xn ⊃ Xn−1 ⊃ Xn−2 ⊃ · · · ⊃ X1 ⊃ X0 ⊃ X−1 = ∅ (∗)
where Σ = Xn−1 is the singular part. Each stratum Si = Xi − Xi−1 is either an
emptyset or an i-dimensional C∞-manifold and there are
an open neighborhood Ti of Si in X ,
a continuous retraction πi of Ti on Si,
a continuous function ρi : Ti → [0, 1[,
such that Si = {x ∈ Ti|ρi(x) = 0} and the (Ti, πi, ρi) satisfy the axioms of Mather [Ma].
These data imply the following local triviality condition :
∀ x ∈ Sn−j , ∃ Ux ⊂ X and an homeomorphism ψx : Ux → B
n−j × cLx
where Bn−j is the standard open (n− j)-dimensional ball and cLx is the cone over the
link Lx. The link is assumed to be stratified and independant of the point x ∈ Sn−j
and ψx preserves the stratifications of Ux (induced by the one of X) and the one of the
product Bn−j × cLx. The parameter of the cone corresponds to the Mather distance
function ρn−j . For a complete definition see for instance [GM2].
Now let us recall the definition of intersection homology due to M. Goresky and R.
MacPherson [GM1]. Given a stratified singular variety, the idea of intersection homology
is to consider chains and cycles whose intersections with the strata are “not too big”.
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The allowed chains and cycles meet the strata with a controlled and fixed defect of
transversality. This defect is an integer function, called a perversity, increasing with
the codimension j of the strata, and denoted p¯ = (p0, p1, p2, . . . , pj , . . . , pn). It satisfies :
p0 = p1 = p2 = 0 and pj ≤ pj+1 ≤ pj + 1 for j ≥ 2
Let Ci(X) be any “classical” chain complex on X with integer coefficients, we can define
the complex :
IC p¯i (X) = {ξ ∈ Ci(X) : dim(|ξ| ∩Xn−j) ≤ i− j + pj and
dim(|∂ξ| ∩Xn−j) ≤ i− 1− j + pj} ,
the intersection homology groups IH p¯i (X) are homology groups of this complex.
For the zero perversity (all pj are zero), allowed chains and cycles are transverse
to all strata. The total perversity t¯ is the one such that, for all j ≥ 2, tj = j − 2.
We shall be mainly interested by the axiomatic definition of intersection homology.
Namely, if a complex of sheaves on X satisfies the so-called perverse sheaves axioms
[GM2], then the hypercohomology of (X with value in) this perverse sheaf is the in-
tersection homology of X . The main axioms of perverse sheaves are issued from the
following local computation property (cf [GM2]).
Let cL be the open cone over an (n−1)-dimensional manifold L, then the perversity
depends only on pn and we have :
IH p¯i (c(L))
∼=
Hi(L) i < n− pn − 1
0 i ≥ n− pn − 1
The intersection homology is the good theory for extending many of classical results
from manifolds to singular varieties.
The most important is Poincare´ duality (which motives the theory). The intersec-
tion of cycles is well defined in intersection homology. More precisely, if p¯ and q¯ are
complementary perversities (this means p¯+ q¯ = t¯), there is a non degenerated bilinear
map :
IH p¯i (X ;Q)× IH
q¯
n−i(X ;Q)→ IH
t¯
0(X ;Q)
ε
→ Q
corresponding to the intersection of cycles, followed by the evaluation map ε.
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If Σ ⊂ Xn−2, the Poincare´ homomorphism, cap-product by the fundamental class
[X ], admits the following factorisation, for every perversity p¯ :
Hn−i(X)
.∩[X]
−−−→ Hi(X)yα xω
IH 0¯i (X) → IH
p¯
i (X) → IH
t¯
i (X)
Intersection homology theory is the good context to extend to singular varieties
results such that Morse theory [GM3], Lefschetz hyperplane theorem [GM3], hard Lef-
schetz theorem [BBD], Hodge decomposition [Sa] and de Rham theorem (see the fol-
lowing paragraph).
3. de Rham theorem for stratified varieties and polar forms.
The constructions we will use are taken from those of Cheeger [Ch] and Cheeger-
Goresky-MacPherson [CGM], who proved in particular situations the “standard” result
concerning L2-cohomology of differential forms, i.e. the isomorphism :
H∗(2)(X − Σ)
∼= Hom(IH p¯∗ (X,R);R) .
Many authors proved de Rham theorems for L2-forms, or Lp-forms, in different situ-
ations but always in the framework of intersection homology (see [Bra] for a partial
survey).
The constructions that we give are also related to the theory of shadow forms
[BGM] which is another way to extend the de Rham theorem. In a polyedron (K)
in the euclidean space Rn, with a given barycentric subdivision (K ′), we associate, to
each simplex σ in (K ′), a differential form ω(σ) in the interior of simplices of maximal
dimension, in a very explicit way. The shadow forms have poles over faces of (K) : If the
defect of transversality of σ with a face F of a (K)-simplex is q, then the maximum order
of poles of ω(σ) on this face is q. It can be proved the inclusion quasi isomorphism :
{ Shadow forms } ⊂ { Lp − forms }
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The cone situation.
We shall begin by defining an intersection complex of differential forms on the cone
cL = [0, 1[×L/{0} × L with smooth (n − 1)-dimensional basis L and vertex {s}. This
complex will depend on two positive numbers the “pinching number” α and the “control
number” β of which we give now interpretations.
Recall that we want to characterize the cone by the behavior of differentiable func-
tions on its open regular stratum ]0, 1[×L. The metric dr2 + r2αgL, where gL is a
metric on the link L, separates cylinder (α = 0) and cones (α > 0), [Ch]. But a metric
is applied only to k-forms, k > 0. To define a suitable action at the functions level it
seems natural to use, “near the vertex” {s}, the “germ” action of the multiplicative
group R∗+ on cL given by ρ(r, x) = (ρr, x) where ρ ∈ R
∗
+ and (r, x) ∈ cL. Although
this is not an isometry in the cone case (i.e. α > 0), each g ∈ C∞(L) determines a
1-form ω = rαdg whose norm is equivariant : ‖ρ∗ω‖ = ‖ω‖ and the functions rαg are
equivariant in C∞(]0, 1[×L) relatively to the modified germ action
(ρf)(r, x) = ραf(
r
ρ
, x).
This action (and the associated equivariant relation) plays the role of a metric at the
functions level. But it does not respect the algebra operation (ρα acts as a derivation,
cf. (1) of introduction). To solve this problem we remark that the r-derivatives of the
functions rαg verify the equivariant condition :
for any n ∈ N, |r−α+n(r∂r)
n(rαg)| is independant of r .
So we modify the C∞-topology of C∞(]0, 1[×L) ∼= C∞(]0, 1[)⊗̂C∞(L) using the follow-
ing semi-norms on C∞(]0, 1[)
sup
r∈]0,1[
|r−α+n(r∂r)
n( − )|
This motives the introduction of the “reference algebra” that is the Frechet algebra of
the (near {s}) bounded smooth functions relatively to the multiplicative group R∗+ :
A = A(r) = {a ∈ C∞(]0, 1[) : ∀ k sup
r∈]0,1[
|(r∂r)
ka(r)| < +∞}.
Then we substitute equivariant functions by controlled functions, which are bounded
relatively to these semi-norms, i.e. the elements of
rαA⊗̂C∞(L)
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where ⊗̂ is the completed projective tensor product. The lack of algebra structure com-
ing from the equivariant framework disappears when considered in the Frechet algebra
framework.
The number β controls the order of poles of the forms near the vertex {s}. The
differential A-module of poles is :
M∗β = r
−βA⊕ r−βA
dr
r
Remark that for fi ∈ C
∞(L), the equivariant k-form ωk = r
−β(rαf0)(r
αdf1) ∧ · · · ∧
(rαdfk) has a pole of order β − (k + 1)α in {s}.
Now we shall construct the intersection complex. The A-module of β-controlled
differential forms on the cone cL is defined by :
Bkβ(cL) = r
(k+1)α
[
M∗β ⊗̂Ω
∗(L)
]k
Let {Ui}i∈I be a locally finite atlas of L, we denote by x = {x1, . . . , xn−1} a system of
local coordinates in Ui. For γ ∈ R, it can be shown that the A-module r
γA⊗̂C∞(L) of
γ-controlled functions on cL, denoted by C∞γ (cL), verifies :
C∞γ (cL) = {f ∈ C
∞(]0, 1[×L) : ∀Ui , ∀s , ∀λ = (λ1, . . . , λn−1),
sup
(r,x)∈]0,1[×Ui
rγ+s
∣∣∣∂s+|λ|f(r, x)
∂rs∂λx
∣∣∣ <∞}
where s ∈ N, λi ∈ N, ∂
λx = (∂x1)
λ1 · · · (∂xn−1)
λn−1 and |λ| = λ1 + . . .+ λn−1.
Then Bkβ(cL) is the module of differential forms ω ∈ Ω
k(]0, 1[×L) whose restriction,
in each Ui, is a sum of elements of the type adx
k+bdr
r
∧dxk−1 with a, b ∈ C∞(k+1)α−β(cL).
It is not a complex (cf. (2) in introduction and also §2) so we define the intersection
complex by :
IBkβ(cL) = {ω ∈ B
k
β(cL) : dω ∈ B
k+1
β (cL)}
With minor changes of control parameters, the following result is similar to [BL],
The´ore`me 2.4.
Theorem 0. Let cL be a cone over an (n− 1)-dimensional smooth manifold L, and p¯
any perversity such that pn = n− 2− [β/α]. Suppose that β/α is not an integer, then
Hk(IB∗β(cL))
∼= Hom(IH
p¯
k (cL,R);R) =
{
HkdR(L) if k ≤ [β/α]− 1
0 if k > [β/α]− 1
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The idea of the proof is the following (cf [Ch]) : firstly by Poincare´ Lemma, pointed
in the vertex {s}, all closed forms on cL − {s} are cohomologous to the extension
(constant in r) to cL− {s} of a closed form on L. Now :
- on one hand, such an extension is controlled only if k ≤ [β/α]− 1,
- on the other hand, for high degrees the order of poles of controlled forms discreases
with the degree of the form. Namely, for k > [β/α] − 1, the form converges to 0 as r
goes to 0.
Atlases of iterated cones and β¯-controlled forms.
In order to generalize the result to stratified varieties, we will use atlases whose
charts are iterated cones.
Let x be a point in a stratum Sn−j1 and ψx : Ux
∼=
→ Bn−j1 × cLx a distinguished
open neighborhood as previously described. The link Lx is a singular variety and is
covered by distinguished open sets of the same type. By iteration, we obtain a chart
which defines an iterated cone :
W¯ = B
n−j1 × c
(
Bj1−1−j2 × c
(
Bj2−1−j3 × · · · × c(Bjℓ−1) · · ·
))
where ¯ = {n + 1 = j0 > j1 > j2 > · · · > jℓ > jℓ+1 = 0} denotes a decreasing sequence
of integers and Bjt−1−jt+1 is an open ball in Rjt−1−jt+1 (possibly a point).
Via the homeomorphism ψx, this chart corresponds to the following chain of ele-
ments of the filtration of X :
∅ = Xn−j0 ⊂ Xn−j1 ⊂ Xn−j2 ⊂ · · · ⊂ Xn−jℓ ⊂ X = Xn = Xn−jℓ+1 .
We will denote in the same way the iterated cone and its image in X .
We obtain, by this way, a covering of Ux by charts which are iterated cones and
corresponding to different sequences ¯.
Let us describe the coordinates in W¯. For t = 0, . . . , ℓ, we denote by u
t
at
the
coordinates in Bjt−1−jt+1 (1 ≤ at ≤ jt−1−jt+1) and rjt the coordinate of the generatrix
of the t-th cone. So, we have ℓ coordinates of the type rjt and n− ℓ coordinates of the
type utat . We set :
r¯ = (rj1 , . . . , rjℓ) u¯ = (u˜j0 , . . . , u˜jℓ), with u˜jt = (u
t
1, . . . , u
t
jt−1−jt+1
)
8
Given such an atlas on a Thom-Mather stratified space X , we can define a metric,
called α¯-metric on X − Σ, and more precisely on iterated cones, in the following way :
consider a sequence of real numbers α¯ = (α0, · · · , αn) associated to the filtration (∗),
each αj corresponding to the stratum Sn−j . On each open ball B
k, with coordinates
u1, . . . , uk, the metric is the euclidean one : du
2
1+ · · ·+du
2
k. On the regular part of each
product Bjt−1−jt+1×c(L), the metric is the product metric (dut1)
2+· · ·+(dutjt−1−jt+1)
2+
(drjt+1)
2 + (rjt+1)
2αjt+1 gL where rjt+1 is the coordinate of the generatrix of the cone
and gL is the metric on the regular part of L, defined inductively.
Now we can define controlled functions on iterated cones. Let γ¯ = (γ1, · · · , γn) an
n-uple of real numbers, we define
C∞γ¯ (W¯) =
(
⊗̂t r
γjt
jt
A(rjt)
)
⊗̂
(
⊗̂t C
∞(Bjt−1−jt+1)
)
In an equivalent way, this is the set of functions f ∈ C∞(W¯∩(X−Σ)) such that for all n-
uples of positive integers (s¯, λ¯) = (s1, . . . , sℓ, λ¯0, . . . , λ¯ℓ), with λ¯t = (λ
t
1, . . . , λ
t
jt−1−jt+1
),
sup
(r¯,u¯)
(r¯)γ¯+s¯
∣∣∣∣∣∂|(s¯,λ¯)|f(r¯, u¯)(∂r¯)s¯(∂u¯)λ¯
∣∣∣∣∣ < +∞
where (r¯)γ¯ = (rj1)
γj1 · · · (rjℓ)
γjℓ and (∂r¯)s¯ = ∂(rj1)
s1 · · ·∂(rjℓ)
sℓ , and in the same way
(∂u¯)λ¯ = (∂u˜j0)
λ¯0 · · · (∂u˜jℓ)
λ¯ℓ where (∂u˜jt)
λ¯t = (∂ut1)
λt1 · · · (∂utjt−1−jt+1)
λtjt−1−jt+1 .
Let U be an open set in X , we say that a function f ∈ C∞(U − Σ) is γ¯-controlled
on U and we denote f ∈ C∞γ¯ (U) if, for all W¯, we have f ∈ C
∞
γ¯ (W¯ ∩ U). The corres-
pondance U 7→ C∞γ¯ (U) defines a presheaf, which is not a sheaf. The associated sheaf,
independant of the atlas and denoted by C∞γ¯ is defined by
C∞γ¯ (U) = {f ∈ C
∞(U − Σ) : ∀ x ∈ U − Σ, ∃ Vx ⊂ U − Σ, f ∈ C
∞
γ¯ (Vx)}.
Remark that for each open set U such that {s} ∈ U , then C∞γ¯ (U) = Γ(U, C
∞
γ¯ ).
A differential form defined in W¯ ∩ U − Σ can be written as a sum of terms of the
form :
a(r¯, u¯)(dr¯)µ¯ ∧ (du¯)k¯
where (dr¯)µ¯ = (drj1)
µ1 ∧ · · · ∧ (drjℓ)
µℓ , (µi = 0, 1), (du¯)
k¯ = (du˜j0)
k¯0 ∧ · · · ∧ (du˜jℓ)
k¯ℓ and
(du˜jt)
k¯t = (dut1)
kt1 ∧ · · · ∧ (dutjt−1−jt+1)
ktjt−1−jt+1 . Here, kt is the number of coordinates
appearing in du¯jt , i.e. kt = |k¯t| = k
t
1 + · · ·k
t
jt−1−jt+1
.
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Let β¯ = (β1, . . . , βn) be a fixed sequence of strictly positive real numbers.
Let ω be a differential form defined on U − Σ, we say that ω is β¯-controlled on U ,
relatively to the α¯-metric, if for all W¯ all the coefficients a(r¯, u¯) belong to C
∞
γ¯ (W¯ ∩U)
where, for all 1 ≤ t ≤ ℓ, γjt = βjt + µt + (kt + 1)αjt . In this expression, αjt is the
pinching of the corresponding cone, βjt determines the order of pole, and µt and kt are
determined by ω.
Let us denote by IBk
β¯
(U) the space of k-differential forms ω such that ω and dω are
β¯-controlled on U . We define the sheaf complex of β¯-controlled differential forms IB∗β¯
as the sheaf associated to the presheaf U 7→ IBk
β¯
(U) in the same way that we defined
C∞γ¯ .
The proof of the following theorem is similar to [BL], The´ore`me 3.5, up to minor
changes of control parameters.
Theorem 1. Let X be a Thom-Mather stratified space, endowed with a covering by
iterated cones and an α¯-metric. Suppose β¯ given, satisfying the following perversity
condition : [
βj
αj
]
≤
[
βj+1
αj+1
]
≤
[
βj
αj
]
+ 1 ∀j ,
with βj/αj non integer. Then, there is an isomorphism
Hk(IB∗
β¯
(X)) ∼= Hom(IH
p¯
k (X,R);R)
with p¯j = j − 2−
[
βj
αj
]
Remark : The following inclusions are quasi-isomorphisms (the first one being
defined only for polyedra) :
{ Shadow forms } ⊂ { β¯-controlled forms } ⊂ {Lp- forms}
4. Hochschild and cyclic homology of controlled functions.
For the rest of the paper and for simplicity, we turn back to the case of a cone over
a smooth manifold. Firstly we show that controlled functions generate the intersec-
tion complex (Theorem 2), then we give relation with Hochschild and cyclic homology
(Theorem 3).
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How to generate controlled forms using controlled functions.
We remark that there are two methods to obtain a complex, starting with B∗β
(cf. (2), introduction) : in the first one, we consider the intersection complex IB∗β(cL)
previously defined, in the second one we stabilize by the de Rham operator, i.e. we
add coboundaries. It is not difficult to show directly that the two complexes are quasi-
isomorphic. The second one has the important property to be generated by controlled
functions.
Firstly, dealing with a complex (namely ω and dω are β¯-controlled) is translated in
cyclic homology theory by the use of unitarized algebras. We define the A-unitarization
of the A-algebra rαA⊗̂C∞(L) as the algebraic sum in C∞(]0, 1[×L)
IC∞α (cL) = r
αA⊗̂C∞(L) + A
The Frechet A-algebra structure is provided when we identify IC∞α (cL) with the quo-
tient algebra (rαA⊗̂C∞(L)⊕A)/I where I = {f+a : ∀ g ∈ rαA⊗̂C∞(L), (f+a)g = 0}
is a closed ideal.
Every differential form ω ∈ Ω∗(]0, 1[×L) can be written in an unique way ω =
η + dr
r
∧ ϕ where ϕ = i ∂
∂r
ω and η ∈ Ω∗P , the space of differential forms relatively to the
projection P :]0, 1[×L→]0, 1[.
Let us denote by Ω∗(IC∞α (cL)) the subcomplex of Ω
∗(]0, 1[×L) generated by the
functions which belong to IC∞α (cL). With the previous notation, Ω
∗
P (IC
∞
α (cL)) is the
complex generated by the element η in Ω∗(IC∞α (cL)) and with differential dL induced
by the de Rham differential d = dL + dr. If the cone is looked as a family of spaces,
Lr = L for r ∈]0, 1[ and L0 = {s}, (this point of vue appears implicitely in the A-
module structure), then Ω∗P (IC
∞
α (cL)) is the complex of sections of the family of de
Rham complexes on ]0, 1[ associated to the A-algebra IC∞α (cL).
Using the previous definition of the A-module of poles M∗β we define the complex
IΩ∗β(cL) = M
∗
β⊗̂AΩ
∗
P (IC
∞
α (cL))
with differential
r−β ΩkP (IC
∞
α (cL)) ⊕ r
−β dr
r
∧ Ωk−1P (IC
∞
α (cL))
↓ dL ց dr ↓ dL
r−β Ωk+1P (IC
∞
α (cL)) ⊕ r
−β dr
r
∧ ΩPΩ
k(IC∞α (cL))
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We observe that the problem (2) of introduction is solved and that the unitarization
with R would not be sufficient to obtain a complex.
Theorem 2. There is an isomorphism of complexes :
IΩ∗β(cL)
∼= B∗β + dB
∗
β
In the assumptions of the Theorem 0, we have
Hk(IΩB∗β(cL)) = Hom(IH
p¯
k(cL,R);R).
Hochschild and periodic cyclic homology of controlled functions.
Now, let us give the relation with Hochschild and cyclic homology. Firstly we recall
some basic and general properties, the references are [Co] and [Lo]. Let Λ be a field and
A be an algebra with unit, so Λ ⊂ A. The Hochschild complex (C∗(A), b) is defined by
Ck(A) = A⊗A
⊗k and the Hochschild boundary is
b(a0 ⊗ · · ⊗ak) =
k−1∑
j=0
(−1)ja0 ⊗ · · ⊗ajaj+1 ⊗ · · ⊗ak + (−1)
kaka0 ⊗ a1 ⊗ · · ⊗ak−1
Its homology, called Hochschild homology, is denoted by HH∗(A). The reduced Hoch-
schild complex (Cred∗ (A), b) is the quotient of the Hochschild complex by the subcomplex
generated by the elements a0 ⊗ · · · ⊗ ak where ai ∈ Λ for some i > 0. The reduced
Hochschild complex is quasi-isomorphic to the Hochschild complex.
The Hochschild complex is a cyclic module, i. e. it admits a cyclic action
τ(a0 ⊗ · · · ⊗ ak) = (−1)
kak ⊗ a0 ⊗ a1 ⊗ · · · ⊗ ak−1 .
We have τk+1 = id, so τ defines an action of Z/(k + 1)Z.
The Connes cyclic homology is defined in the following way : Consider the situation
where Λ is a field of characteristic 0. The cyclic homology of A, denoted by HC∗(A), is
the homology of the complex (C∗(A)/(1− τ), b) where b is induced by the Hochschild
boundary. The relation between Hochschild and Connes homology is given by the
Connes exact sequence
· · · → HHk(A)
I
→ HCk(A)
S
→ HCk−2(A)
B
→ HHk−1(A)→ · · ·
Using the so called periodicity operator S we define the periodic cyclic homology
PHC∗ = lim
k
[
HCk(A)
S
→ HCk−2(A)
]
.
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The importance of the above definitions appears with the following result. Let X be a
compact C∞ manifold, A = C∞(X) the Frechet algebra of differentiable functions on
X and Ω∗(X) the associated de Rham algebra. Replace everywhere ⊗ by the projective
tensor product ⊗̂. Then theapplication π : Ck(C
∞(X))→ Ωk(X) defined by
π(f0 ⊗ · · · ⊗ fk) = f0df1 ∧ · · · ∧ dfk induces the following isomorphims [Co] :
HH∗(C
∞(X)) ∼= Ω∗(X) ; PHC odd
even
(C∞(X)) ∼= ⊕ odd
even
H∗dR(X)
If Λ is a ring, we need a more general setting, the notion of mixed complex that
we briefly describe, as it appears in the singular framework.
A mixed complex, [Ka], (M∗, b, B) is a graded module with two differentials, b of
degree −1 and B of degree +1 such that bB + Bb = 0. It defines a bicomplex M∗[u]
with differentials b(muk) = (bm)uk, B(muk) = (Bm)uk−1 where degree(u) = 2. We
define the Hochschild homology of (M∗, b, B) as H∗(M∗, b) and the cyclic homology as
H∗(M∗[u], b+B). There is again a Connes exact sequence and we can define the periodic
cyclic homology.
When Λ is a field of characteristic 0, the relation between the two previous def-
initions is the following. Replacing the quotient Ck(A)/(1 − τ) by a Z/(k + 1)Z-free
resolution of Ck(A), we obtain a bicomplex which is quasi-isomorphic to the bicomplex
associated to a mixed complex. The mixed complex structure of C∗(A) is given by the
Hochschild boundary b and by the operator B defined by
B(a0 ⊗ · · · ⊗ ak) =
k−1∑
j=0
(−1)kj1⊗ aj ⊗ · · · ⊗ ak ⊗ a0 ⊗ · · · ⊗ aj−1
− (−1)k(j−1)aj−1 ⊗ 1⊗ aj ⊗ · · · ⊗ ak ⊗ a0 ⊗ · · · ⊗ aj−2 .
Then the two definitions of cyclic homology agree.
In the following, the cone must be seen as a family of spaces Lr = L for r > 0 and
L0 = {s} and we shall use a slight generalization of the previous cyclic construction.
Consider the A-Hochschild complex
CAk (IC
∞
α (cL)) = IC
∞
α (cL)⊗̂A · · · ⊗̂AIC
∞
α (cL)
((k + 1)-terms) and denote by bA its differential. Define the Hochschild-intersection
complex by
ICβk (cL) =M
∗
β ⊗̂AC
A
k−∗(IC
∞
α (cL))
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The elements of degree k are sum of terms
r−βf0 ⊗ f1 ⊗ · · · ⊗ fk + r
−β dr
r
g0 ⊗ g1 ⊗ · · · ⊗ gk−1
such that fi, gj ∈ IC
∞
α (cL). The total differential is given by
r−β CAk (IC
∞
α (cL)) ⊕ r
−βA
dr
r
⊗̂A C
A
k−1(IC
∞
α (cL))
bk+1A ↑↓ B
k
A ց dr b
k
A ↑↓ B
k−1
A
r−β CAk+1(IC
∞
α (cL)) ⊕ r
−βA
dr
r
⊗̂A C
A
k (IC
∞
α (cL))
where the operator BA is associated to the cyclic operation (as in the classical case,
[Lo])
τ(r−βg0 ⊗ · · · ⊗ gk) = (−1)
kr−βgk ⊗ g0 ⊗ · · · ⊗ gk−1
(we leave the factor r−β in the first term cf. (3), introduction) and dr corresponds to
the r-derivation,
dr(r
−βf0 ⊗ f1 ⊗ · · · ⊗ fk) =
(−1)kr−β
dr
r
∧
[
−βf0 ⊗ · · · ⊗ fk +
k∑
i=0
f0 ⊗ · · · ⊗ ∂rfi ⊗ · · · ⊗ fk
]
So b∗A ⊕ b
∗−1
A has degree −1 and B
∗
A ⊕B
∗−1
A + dr has degree 1.
Lemma. The triple
(ICβ∗ (cL), b = b
∗
A ⊕ b
∗−1
A , B = B
∗
A ⊕B
∗−1
A + dr)
is a mixed complex (i. e. b2 = B2 = bB +Bb = 0).
Theorem 3. i) The Hochschild homology of ICβ∗ (cL) (with differential 1⊗ b
∗
A) is :
HHk(IC
β
∗ (cL))
∼= IΩkβ(cL)
ii) the periodic cyclic homology is :
PHCk(IC
β
∗ (cL))
∼= IHkq¯ (cL)⊕ IH
k−2
q¯ (cL)⊕ · · ·
where the perversity q¯ satisfies qn = [
β
α
]− 1
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Sketch of the proof : i) The terms in r−β do not modify the demonstration (they stay
as common factor), so we omit them in the proof of part (i). Consider the reduced
A-Hochschild complex
Credk = IC
∞
α (cL)⊗̂AC
∞
α (cL)⊗̂A · · · ⊗̂AC
∞
α (cL)
∼= rkαIC∞α (c(L))⊗̂C
∞(L×k) ⊂ C∞(c(L×(k+1))− {s}) .
Using the lemma below, it suffices to prove that Hk(C
red
∗ )
∼= ΩkP (IC
∞
α (cL)).
For every open U ⊂ [0, 1[ we can define the Frechet module of controlled functions
on U × L×(k+1) in the same way, as Credk . So we have a presheaf U 7→ C
red
k (U) which
define a fine sheaf Credk using the same localization condition as C
∞
γ¯ . Its space of sections
is the reduced A-Hochschild complex Credk = C
red
k ([0, 1[). We can also associate to
ΩkP (IC
∞
α (cL)) a fine sheaf which is denoted by IΩ
k. We define a sheaf morphism
π : Credk → IΩ
k as above : for each U set π(f0⊗ f1 ⊗ · · · ⊗ fk) = f0df1 ∧ · · · ∧ dfk where
fi is controlled on U . For each r ∈]0, 1[, the fiber complex (C
red
∗ )r is isomorphic to the
standard Hochschild complex of C∗(C
∞(L)) and the fiber complex (IΩ∗)r is isomorphic
to Ω∗(L). These isomorphisms are induced by the following one in degree 0 :
IC∞α (cL)r −→ C
∞(L)
rαa⊗ f + c 7→ rαaf + c
By Connes’s theorem [Co], for r > 0, the Hochschild homology of the fiber complex of
Cred∗ is isomorphic to Ω
∗(L) so the morphism π induces a fiber isomorphism between
the homology sheaf Hk(C
red
∗ ) and the sheaf IΩ
∗. This can be extended for r = 0 and
this implies that ([Go], 4.5) :
Hk(Γ(cL, C
red
∗ ))
∼= Γ(cL,Hk(C
red
∗ )) .
ii) By the isomorphism Hk(C
red
∗ )
∼= ΩkP (IC
∞
α (cL)), the differential B gives the de
Rham differential. Using theorems 1 and 2, the proof of ii) is then similar to the non
singular case.
Similar sheaf arguments give the proof of the following lemma (used in the previous
demonstration) :
Lemma. The A-Hochschild complex CA∗ (IC
∞
α (cL)) and the reduced A-Hochschild
complex Cred∗ are quasi-isomorphic.
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