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Abstract
In the aim to understand the generalization of Stirling numbers occurring in the bosonic normal
ordering problem, several combinatorial models have been proposed. In particular, Blasiak et
al. defined combinatorial objects allowing to interpret the number of Sr,s(k) appearing in the
identity (a†)rnasn⋯(a†)r1as1 = (a†)α∑Sr,s(k)(a
†)kak, where α is assumed to be non-negative.
These objects are used to define a combinatorial Hopf algebra which specializes to the enveloping
algebra of the Heisenberg Lie algebra. Here, we propose a new variant of this construction which
admits a realization with variables. This means that we construct our algebra from a free algebra
C⟨A⟩ using quotient and shifted product. The combinatorial objects (B-diagrams) are slightly
different from those proposed by Blasiak et al., but give also a combinatorial interpretation of the
generalized Stirling numbers together with a combinatorial Hopf algebra related to Heisenberg
Lie algebra. The main difference comes from the fact that the B-diagrams have the same number
of inputs and outputs. After studying the combinatorics and the enumeration of B-diagrams, we
propose two constructions of algebras called Fusion algebra F , defined using formal variable and
another algebra B constructed directly from the B-diagrams. We show the connection between
these two algebras and that B can be endowed with a Hopf structure. We recognize two already
known combinatorial Hopf subalgebras of B : WSym the algebra of word symmetric functions
indexed by set partitions and BWSym the algebra of biword symmetric functions indexed by set
partitions into lists.
1 Introduction
In Quantum Field Theory, the concept of field allows the creation and the annihilation of particles in
any point of the space. Like any quantum systems, a quantum field has an Hamiltonian H and the
associated Hilbert space H is generated by the eigenvectors of H . In the bra-cket notation, the Hilbert
space is generated by the vectors ∣n⟩ assumed to be orthogonal (⟨m∣n⟩ = δn,m). This representation is
usually called Fock space; the vector ∣n⟩ means that there are n particles in the system. The creation
and annihilation operators, denoted respectively by a† and a are non-Hermitian operators acting on
the Fock space by
a†∣n⟩ =
√
n + 1∣n + 1⟩ and a∣n⟩ = √n∣n − 1⟩. (1)
These operators generate the Heisenberg algebra abstractly defined as the free algebra generated by
the elements a, a† and quotiented by the relation
[a, a†] = 1. (2)
The normal ordering problem consists in computing ⟨z∣F (a†, a)∣z⟩ where F (a†, a) is an operator of the
Heisenberg algebra, ∣z⟩ is an eigenstate of the annihilation operator a (a∣z⟩ = z∣z⟩), and ⟨z∣a† = ⟨z∣z∗.
The strategy consists in sorting the letters on each terms of F (a†, a) in such a way that all the letters
a† are in the left and all the letters a are in the right by using as many times as necessary the relation
(2).
1
2In a seminal paper, J. Katriel [13] pioneered the study of the combinatorial aspects of the normal
ordering problem. He established the normal-ordered expression of (a†a)n in terms of Stirling numbers
of second kind enumerating partitions of a set of n elements into k non empty subsets
(a†a)n = n∑
i=1
S(n, i)(a†)iai. (3)
The investigation of the normal ordered expression of ((a†)ras)n naturally gives rise to generalized
Stirling numbers Sr,s(n,k) and Bell polynomials [6, 7]. The interpretations of some special cases are
well known and related to combinatorial numbers [11, 8]. For instance, for r = 2 and s = 1, the number
S2,1(n,k) = (n−1k−1)n!k! is the number partitions of {1, . . . , n} into k lists (also called Lah numbers). More
generally, Blasiak et al. [18] studied the bosonic normal ordering problem,
(a†)rnasn⋯(a†)r1as1 = (a†)αn ∑
k≥s1
Sr,s(k)(a†)kak, (4)
with r = (r1, . . . , rn), s = (s1, . . . , sn) and αn = ∑ni=1(ri − si).
They gave also a combinatorial interpretation of the sequence Sr,s(k) in terms of graphs-like com-
binatorial objects called bugs. In a further work, Blasiak et al. [9] constructed a combinatorial
Hopf algebras based on bugs to explain the computations. The aim of our paper is to investigate a
variant of their construction. Our version allows a realization with variables which projects on the
Heisenberg-Weyl algebra and the connections with some other combinatorial Hopf algebras appear
clearly. Readers interested by the topic of combinatorial interpretations of the normal ordering should
also refer to [5, 14, 15, 16, 17].
Our paper is organized as follow. In section 2, we introduce the combinatorial structure of B-
diagrams and we give, in section 3, an algebraic structure based on these objects. Also, we describe
a second algebra named Fusion algebra which specializes to the Heisenberg-Weyl algebra. We show
that the B-diagram algebra is isomorphic to a subalgebra of F which allows us to describe the normal
ordering problem in terms of B-diagram. We study the Hopf structure of B-diagrams in section 4 and
we identify, in section 5, two already known subalgebras : WSym and BWSym.
2 B-diagrams
2.1 Definition and first examples
Let us first introduce notation. Let #E denote the cardinal of the set E, Ja, bK ∶= {a, a+1, . . . , b−1, b}
for any pairs of integers a ≤ b, E = E′ ⊎ E′′ when E = E′ ∪E′′[n] and E′ ∩E′′[n] = ∅, where E′′[n]
means that we add n =#E′ to each integer occurring in E′′. For example, if we set E = {1,2,3}, thus
E[2] = {3,4,5}.
Definition 1 A B-diagram is a 5-tuple G = (n,λ,E↑,E↓,E) such that
1. n ∈ N,
2. λ = [λ1, . . . , λn] with λi ∈ N ∖ {0} for each i,
3. E↑,E↓ ⊂ J1, λ1 +⋯+ λnK,
4. E ⊂ {(a, b) ∶ a ∈ E↑, b ∈ E↓, v(a) < v(b)} where v ∶ J1, λ1 +⋯+ λnK Ð→ J1, nK is defined by v(k) = i
if k ∈ Jλ1 +⋯+ λi−1 + 1, λ1 +⋯ + λiK,
5. for each a ∈ E↑ and b ∈ E↓, the sets {(a, c) ∶ (a, c) ∈ E} and {(c, b) ∶ (c, b) ∈ E} contain at most
one element.
3Graphically, a B-diagram can be represented as a graph with n vertices. The vertex i has exactly λi
inner (resp. outer) half-edges labelled by Jλ1 +⋯+ λi−1 + 1, λ1 +⋯+ λiK. The inner (resp. outer) half
edges which does not belong to E↓ (resp. E↑) are denoted by ×. An element of E is represented by
an edge relying an outer half edge a of a vertex i to an inner half edge b of a vertex j with i < j.
Example 2 For instance, the B-diagram G = (3, [3,1,2], J1,5K, J1,6K,{(1,6), (2,4), (4,5)}) is repre-
sented in Figure 1
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Figure 1: The B-diagram (3, [3,1,2], J1,5K, J1,6K,{(1,6), (2,4), (4,5)})
Also consider G′ = (4, [1,3,2,2],{1,3,4,6},{1,3,6,7},{(1,6), (3,7)}) which is represented in Figure
2.
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Figure 2: The B-diagram (4, [1,3,2,2],{1,3,4,6},{1,3,6,7},{(1,6), (3,7)})
Let G = (n,λ,E↑,E↓,E), we define some tools in order to manipulate more easily the B-diagrams
1. the number of vertices is ∣G∣ ∶= n,
2. we write ω(G) ∶= λ1 +⋯+ λn, for the number of half-edge,
3. Let τ(G) ∶=#E, be the number of edges,
4. the number of non used outer (resp. inner) half edges is h↑(G) ∶= ω(G)−#e↑(E) (resp. h↓(G) ∶=
ω(G) −#e↓(E)) where e↑(a, b) = a (resp. e↓(a, b) = b),
5. the set of non used outer (resp. inner) non cut half edges is H↑
f
(G) ∶= E↑∖e↑(E) (resp. H↓
f
(G) ∶=
E↓ ∖ e↓(E)),
46. the number of non used outer (resp. inner) non cut half edges is h↑
f
(G) ∶= #H↑
f
(G) (resp.
h↓f(G) ∶=#H↓f(G)),
7. the number of non used cut half edges is hc(G) ∶= h↑(G) − h↑f(G) + h↓(G) − h↓f(G),
8. the set of half edges associated to a vertex i is Hˆ(i) ∶= Jλ1 +⋯+ λi−1 + 1, λ1 +⋯+ λiK,
9. the set of outer (resp. inner) non cut half edges associated to a vertex i, Hˆ↑
f
(i) ∶= E↑ ∩ Jλ1 +⋯+
λi−1 + 1, λ1 +⋯+ λiK (resp. Hˆ↓f(i) ∶= E↓ ∩ Jλ1 +⋯+ λi−1 + 1, λ1 +⋯+ λiK),
10. we will also use the map v of Definition 1; this map will be denoted vG in case of ambiguity.
Example 3 Consider the B-diagram G = (n,λ,E↑,E↓,E) represented in Figure 1. We have ∣G∣ = 3,
ω(G) = 6, and τ(G) = 3. We also have h↑(G) = 3, h↑
f
(G) = 2, h↓(G) = h↓
f
(G) = 3, and hc(G) = 1
since H↑
f
(G) = {3,5} and H↓
f
(G) = {1,2,3}. Furthermore Hˆ(1) = Hˆ↑
f
(1) = Hˆ↓
f
(1) = {1,2,3}, Hˆ(2) =
Hˆ↑
f
(2) = Hˆ↓
f
(2) = {4}, Hˆ(3) = Hˆ↓
f
(3) = {5,6}, and Hˆ↑
f
(3) = {5}. Finally, v(1) = v(2) = v(3) = 1,
v(4) = 2, and v(5) = v(6) = 3.
A special example B-diagram is given by the empty diagram ε ∶= (0, [],∅,∅,∅). This is the only
diagram of weight 0.
Definition 4 Let G = (n,λ,E↑,E↓,E) be a B-diagram. A sub B-diagram of G is completely char-
acterized by a sequence 1 ≤ i1 < ⋯ < in′ ≤ n. More precisely, we define the B-diagram G[i1, . . . , in′] =(n′, λ′,E′↑,E′↓,E′) by
1. λ′ = [λi1 , . . . , λin′ ],
2. E′↑ = φ(E↑ ∩⋃n′ℓ=1 Hˆ(iℓ)) and E′↓ = φ(E↓ ∩⋃n′ℓ=1 Hˆ(iℓ)) where φ is the only increasing bijection
sending ⋃n′ℓ=1 Hˆ(iℓ) to J1, λi1 +⋯+ λin′ K.
3. E′ = φ(E ∩⋃n′ℓ=1 Hˆ↑f(iℓ) × Hˆ↓f(iℓ))
Let I = [i1, . . . , in′] be a sequence of vertices of G, we let ∁G I = J1, nK ∖ {i1, . . . , in′} denote the
complement of I in G.
Example 5 Let G be the B-diagram of Figure 1. We have Hˆ(1) = Hˆ↑f(1) = Hˆ↓f(1) = {1,2,3},
Hˆ(2) = Hˆ↑
f
(2) = Hˆ↓
f
(2) = {4}, Hˆ(3) = Hˆ↓
f
(3) = {5,6}, and Hˆ↑
f
(3) = {5}. Set i1 = 1 and i2 = 3.
Following Definition 4, we have
1. λ′ = [3,2],
2. φ sends respectively 1,2,3,5,6 to 1,2,3,4,5. Hence, E′↑ = φ ({1,2,3,5}) = {1,2,3,4} and E′↓ =
φ ({1,2,3,5,6}) = {1,2,3,4,5},
3. E′ = φ ({(1,6)}) = {(1,5)}.
We deduce that G[1,3] = (2, [3,2], J1,4K, J1,5K,{(1,5)}) (see Figure 3).
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Figure 3: The sub B-diagram G[1,3] of G = (3, [3,1,2], J1,5K, J1,6K,{(1,6), (2,4), (4,5)})
2.2 Connections and compositions
Definition 6 A B-diagram G = (n,λ,E↑,E↓,E) is connected if and only if for each 1 ≤ i < j ≤ n,
there exists a sequence of edges (a1, b1), . . . , (ak, bk) ∈ E satisfying
1. i ∈ {v(a1), v(b1)} and j ∈ {v(ak), v(bk)},
2. for each 1 ≤ ℓ < k one has v(aℓ) ∈ {v(aℓ+1), v(bℓ+1)} or v(bℓ) ∈ {v(aℓ+1), v(bℓ+1)}.
A connected component of a B-diagram G is a sequence i1 < ⋯ < in′ such that G[i1, . . . , in′] is a
connected sub B-diagram which is maximal in the sense that if we add any vertex i in the sequence
i1 < ⋯ < in′ then we obtain a sequence i′1 < ⋯ < i′n′+1 such that G[i′1, . . . , i′n′+1] is not connected. Let
Connected(G) denote the set of the connected components of G.
Example 7 The B-diagram in Figure 1 is connected whilst the B-diagram in Figure 2 has two con-
nected components [1,3] and [2,4].
A sequence 1 ≤ i1 < . . . , in′ ≤ n is isolated in G if for each (a, b) ∈ E implies that v(a) and v(b) are
both in {i1, . . . , in′} or both in ∁G{i1, . . . , in′}.
Claim 8 The following assertions are equivalent
1. I is isolated in G
2. ∁G I is isolated in G
3. There exist j11 < ⋯ < j1k1 , . . . , jp1 < ⋯ < jpkp such that I = {j11 ,⋯, j1k1 , . . . , jp1 ,⋯, jpkp} and each
sequence [jℓ1, . . . , jℓkℓ] is a connected component of G.
Remark 9 • A B-diagram G and the empty diagram ε are both isolated in G.
• If I is a connected component of G then it is isolated in G.
Let Iso(G) denote the set isolated sequences in G and set Split(G) = {(I,∁G I) ∶ I ∈ Iso(G)} .
Definition 10 Let G = (n,λ,E↑,E↓,E) and G′ = (n′, λ′,E′↑,E′↓,E′) be two B-diagrams. For any
k ≥ 0, any strictly increasing sequence a1 < ⋅ ⋅ ⋅ < ak in H↑f(G) and any k-tuple of distinct integers
6b1, . . . , bk in H
↓
f
(G′), we define the composition b1,...,bk☆
a1,...,ak
by
G′
b1,...,bk
☆
a1,...,ak
G
= G′′,
where G′′ is the 5 tuple (n + n′, [λ1, . . . , λn, λ′1, . . . , λ′n],E′′↑,E′′↓,E′′) with
1. E′′↑ = E′↑ ∪ {i + ω(G) ∶ i ∈ E′↑} and E′′↓ = E′↓ ∪ {i + ω(G) ∶ i ∈ E′↓},
2. E′′ = E ∪ {(aℓ, bℓ + ω(G)) ∶ 1 ≤ ℓ ≤ k} ∪ {(a + ω(G), b + ω(G)) ∶ (a, b) ∈ E′}.
We easily check that the definition of composition is coherent with the structure of B-diagram
Claim 11 Let G = (n,λ,E↑,E↓,E) and G′ = (n′, λ′,E′↑,E′↓,E′) be two B-diagrams. For any k ≥ 0,
any strictly increasing sequence a1 < ⋅ ⋅ ⋅ < ak in H↑f(G) and any k-tuple of distinct integers b1, . . . , bk
in H↓
f
(G′), the 5-tuple
G′
b1,...,bk
☆
a1,...,ak
G
is a B-diagram.
Example 12 Figure 4 gives an example of composition.
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Figure 4: An example of composition
7Note that the special case where k = 0 corresponds to a simple juxtaposition of the B-diagrams (see
Figure 5 for an example). We set G′∣G′′ ∶= G
′′
☆
G′
. The operation ∣ endows the set of the B-diagrams
B with a structure of monoid whose unity is ε.
Definition 13 A B-diagram G is indivisible if G = G′∣G′′ implies G′ = G or G′′ = G. Let G denote
the set of indivisible B-diagrams.
It is easy to check that the indivisible diagrams are algebraically independent. It follows
Proposition 14 The monoid (B, ∣) is freely generated by G: B ≃ G∗.
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Figure 5: An example of composition when k = 0
We can give an alternative recursive definition for the B-diagrams using the compositions.
Lemma 15 Let G = (n,λ,E↑,E↓,E) be a B-diagram. Either G = ε or there exists a B-diagram
V = (1, [p],E↑v,E↓v,Ev), a B-diagram G˜ = (n − 1, λ˜, E˜↑, E˜↓, E˜) and two sequences 1 ≤ a1 < ⋅ ⋅ ⋅ < ak ≤ p
and 1 ≤ b1, . . . , bk ≤ ω(G˜) distinct satisfying
G =
G˜
b1,...,bk
☆
a1,...,ak
V
.
Let us set
G☆G′ ∶=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
G′
b1,...,bk
☆
a1,...,ak
G
∶ a1 < ⋅ ⋅ ⋅ < ak ∈ H↑f(G)b1, . . . , bk ∈ H↓f(G′) distinct and k ≥ 0
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
. (5)
82.3 Enumeration
Let dp,q denote the number of B-diagram G such that ω(G) = p and h↑f(G) = q (see in Figure 6 the
first values of dp,q or the sequence A265199 in [23]).
From lemma 15, we find the induction
dp,q =
p∑
i=1
i∑
j=0
i∑
k=0
j∑
ℓ=0
ℓ!(j
ℓ
)(q − k + ℓ
ℓ
)(i
j
)(i
k
)dp−i,q−k+ℓ, (6)
with the special cases d0,0 = 1 and dp,q = 0 if p, q ≤ 0 and (p, q) ≠ (0,0). Indeed, we obtain a diagram
with p half edges and q non used outer non cut half edges by branching ℓ inner half edges of an
elementary B-diagram with i half edges, j ≤ i non used inner non cut half edges, and k ≤ i non used
outer non cut half edges to a B-diagram with p − i half edges and q − k + ℓ non used outer non cut
half edges. The number of ways to do that is ℓ!(j
ℓ
)(q−k+ℓ
ℓ
)(i
j
)(i
k
). Indeed, the factor ℓ! is the number
of permutation of the inner half edges of the elementary B-diagram, the factor (j
ℓ
) corresponds to the
choice of ℓ half edges in the set of the j possible non cut half edges, the coefficients (q−k+ℓ
ℓ
) is the
number of ways to choose ℓ outer half edges in the second B-diagram, and the factors (i
j
)(i
k
) is the
number of ways to select j inner half edges and k outer half edges in i half edges. The number αp of
dp,q 0 1 2 3 4 5 6
0 1
1 2 2
2 10 18 8
3 62 154 124 32
4 462 1426 1596 760 128
5 3982 14506 20380 13680 4336 512
6 38646 161042 269284 229448 104032 23520 2048
Figure 6: First values of dp,q.
B-diagrams having exactly p half edges is given by
αp =
p∑
q=0
dp,q. (7)
The first values (see sequence A266093 in [23]) are
1,4,36,372,4372,57396,828020,12962164,218098356, . . .
Example 16 Let us illustrate this enumeration by counting the B-diagrams of weight 3. A B-diagram
of weight 3 is
1. either an elementary diagram of weight 3 (26 possibilities),
2. or it is composed by an elementary diagram of weight 2 and another elementary diagram of
weight 1. The two diagrams can be juxtaposed (27 possibilities) or branched 26 possibilities.
3. or it is composed by three elementary diagrams of weight 1. The three diagrams can be juxta-
posed (26 possibilities), or two of the three diagrams are connected (3 × 24 possibilities), or the
three diagrams are connected (22 possibilities).
Hence, we obtain 26 + 27 + 26 + 26 + 3 × 24 + 22 = 372 as predicted by (7).
93 Algebraic aspects of B-diagrams
3.1 Fusion algebra
We consider the alphabets
• A⟨× = {a⟨( i1
j1
)⋯( ik
jk
) ∶ k ∈ N, i1, . . . , ik, j1, . . . , jk ∈ N ∖ {0}},
• A⟩× = {a⟩( i1
j1
)⋯( ik
jk
) ∶ k ∈ N, i1, . . . , ik, j1, . . . , jk ∈ N ∖ {0}},
• A×⟨ = {a( i1
j1
)⋯( ik
jk
)⟨ ∶ k ∈ N, i1, . . . , ik, j1, . . . , jk ∈ N ∖ {0}},
• and A×⟩ = {a ( i1
j1
)⋯( ik
jk
)⟩ ∶ k ∈ N, i1, . . . , ik, j1, . . . , jk ∈ N ∖ {0}}.
For simplicity, we also set A⟨ ⟩ = A⟨× ∪A×⟩, A⟩ ⟨ = A⟩× ∪A×⟨, A●× = A⟨× ∪A⟩×, A×◇ = A×⟨ ∪A×⟩, and
A = A⟨ ⟩ ∪A⟩ ⟨.
Definition 17 Let JF be the ideal of C⟨A⟩, the free associative algebra generated by A, generated by
the polynomials
1. [e,f] = ef − fe for any e ∈ A⟨ ⟩ and f ∈ A,
2. ef − fe for any e,f ∈ A×◇ and any e,f ∈ A●×,
3. ua●αvaα⟨a⟩βxaβ◇y − ua●αva⟩βaα⟨xaβ◇y − ua●αβvxaαβ◇y for any u,v,x,y ∈ A∗ (the free monoid
generated by A), α = ( i1
j1
)⋯( ik
jk
), β = ( i′1
j′
1
)⋯( i′k′
j′
k′
) (with k, k′ ∈ N and i1, . . . , ik, j1, . . . , jk,
i′1, . . . , i
′
k′ , j
′
1 . . . , j
′
k′ ∈ N ∖ {0}), and ●,◇ ∈ {⟨, ⟩}.
We call fusion algebra the quotient F ∶= C⟨A⟩/JF .
Remark that A⟨ ⟩ is in the center of F and that the subalgebra of F generated by A×◇ (resp. A●×) is
commutative.
Using the rule 3 of Definition 17, we show by induction the following result
Lemma 18
a⟩α1 . . .a⟩αnaα1⟨ . . .aαn⟨a⟩β1 . . .a⟩βmaβ1⟨ . . .aβm⟨ =
min{n,m}∑
k=0
∑
1≤i1<⋅⋅⋅<ik≤n
1≤j1,...,jk≤m distinct
P ( i1, . . . , ik
j1, . . . , jk
)a⟩αi1βi1 . . .a⟩αikβikQ( i1, . . . , ikj1, . . . , jk )aαi1βi1 ⟨ . . .aαikβik ⟨ , (8)
where P ( i1,...,ik
j1,...,jk
) =∏j/∈{j1,...,jk} a⟩βj ∏ i /∈ {i1, . . . , ik}a⟩αj and
Q ( i1,...,ik
j1,...,jk
) =∏j/∈{j1,...,jk} aβj⟨∏i/∈{i1,...,ik} aαj⟨.
Proof. We proceed by induction on m. If m = 0 then the result is obvious. Otherwise applying
successively many times the rule 3 of Definition 17 and hence the rule 2, one obtains
a⟩α1 . . .a⟩αnaα1⟨ . . .aαn⟨a⟩β1 . . . a⟩βmaβ1⟨ . . .aβm⟨ = a⟩β1
n∏
i=1
a⟩αi
n∏
i=1
aαi⟨
n∏
j=2
a⟩βj
n∏
j=2
aβj⟨aβ1⟨
+
n∑
i=1
a⟩αiβ1 ∏
j≠i
a⟩αj ∏
j≠i
aαj⟨
m∏
j=2
a⟩βj
m∏
j=2
aβj⟨aαiβ1⟨.
(9)
10
Hence, applying the induction hypothesis to each term
n∏
j=1
a⟩αi
n∏
j=1
aαi⟨
n∏
j=2
a⟩βi
n∏
j=2
aβi⟨ and ∏
j≠i
a⟩αj ∏
j≠i
aαj⟨
m∏
j=2
a⟩βj
m∏
j=2
aβj⟨aαiβ1⟨, (10)
for 1 ≤ i ≤ n, and again the rule 2 of Definition 17 for writing each factor in the suitable order, we find
the result. ◻
Whilst Formula (8) seems rather technical, it is easy to understand. Indeed, it means that each of
the letters aα1⟨, . . . ,aαk⟨ can be paired or not with any of the letters a⟩β1 , . . . ,a⟩βℓ .
Example 19 Let us illustrate Formula (8) on the following example
a⟩α1a⟩α2 aα1⟨aα2⟨a⟩β1a⟩β2aβ1⟨aβ2⟨ = a⟩β1a⟩β2a⟩α1 a⟩α2 aβ1⟨aβ2⟨aα1⟨aα2⟨
+a⟩β2a⟩α2 a⟩α1β1aβ2⟨aα2⟨aα1β1⟨ + a⟩β2a⟩α1a⟩α2β1aβ2⟨aα1⟨aα2β1⟨
+a⟩β1a⟩α2 a⟩α1β2aβ1⟨aα2⟨aα1β2⟨ + a⟩β1a⟩α1a⟩α2β2aβ1⟨aα1⟨aα2β2⟨
+a⟩α1β1a⟩α2β2aα1β1⟨aα2β2⟨ + a⟩α2β1a⟩α1β2aα2β1⟨aα1β2⟨
.
Now, we define F̃ as the subspace of F generated by the elements under the form
a●1α1 . . .a●kαkaα1◇1 . . .aαk◇k ,
with ●i,◇i ∈ {⟨, ⟩}, for any 1 ≤ i ≤ k and k ∈ N.
Proposition 20 F̃ is a subalgebra of F .
Proof. It suffices to prove that is stable for the product. Let u = a●1α1 . . .a●kαkaα1◇1 . . . aαk◇k and
v = a●′
1
α′
1
. . .a●′
k′
α′
k′
aα′
1
◇′
1
. . .aα′
k′
◇k′ . Let i1, . . . , iℓ be the indices such that ◇i1 = ⋅ ⋅ ⋅ = ◇iℓ =⟩ and{j1, . . . , jk−ℓ} = {1, . . . , k} ∖ {i1, . . . , iℓ}. In the same way, let i′1, . . . , i′ℓ′ be the indices such that ●i′1 =
⋅ ⋅ ⋅ = ●i′
ℓ′
= ⟨ and {j′1, . . . , j′k′−ℓ′} = {1, . . . , k′}∖{i′1, . . . , i′ℓ′}. From the relations 1 and 2 of Definition 17,
one has
uv = a●i1αi1 . . .a●iℓαiℓa⟨αi′
1
. . .a⟨αi′
ℓ′
u′v′aαi′
1
◇i′
1
. . . aαi′
ℓ′
◇i′
ℓ′
aαi1 ⟩ . . .aαiℓ ⟩, (11)
with u′ = a●j1αj1 . . . a●jk−ℓαik−ℓ aαj1 ⟨ . . .aαjk−ℓ ⟨ and v′ = a⟩α′j′
1
. . .a⟩αj′
k′−ℓ′
aα′
j′
1
◇j′
1
. . .aαj′
k′−ℓ′
◇j′
k′−ℓ′
.
Hence, one has only to prove that u′v′ ∈ F̃ which is a direct consequence of Equality (8). ◻
Example 21 We consider the element w1 = a⟩( 1
1
) a⟩( 1
2
) a( 1
1
)⟨a ( 1
2
)⟩, w2 = a⟩( 2
1
) a⟩( 2
2
) a ( 2
1
)⟨a ( 2
2
)⟩ ∈ F̃ and
w = w1w2. First from the point (1) of Definition 17, a ( 1
2
)⟩ is in the center of the algebra F . Hence,
w = a⟩( 1
1
) a⟩( 1
2
) a( 1
1
)⟨a⟩( 2
1
) a⟩( 2
2
) a ( 2
1
)⟨a ( 1
2
)⟩a ( 2
2
)⟩.
Now we use the point (3) and compute
w =
uucurlya⟩( 1
1
)
vucurly
a⟩( 1
2
) a( 1
1
)⟨a⟩( 2
1
)
xucurly
a⟩( 2
2
) a ( 2
1
)⟨
yucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
a ( 1
2
)⟩a ( 2
2
)⟩
= ua⟩( 1
1
) va⟩( 2
1
) a( 1
1
)⟨xa ( 2
1
)⟨y + ua⟩( 1
1
)( 2
1
) vxa( 1
1
)( 2
1
)⟩y
= a⟩( 1
1
) a⟩( 1
2
) a⟩( 2
1
) a( 1
1
)⟨a⟩( 2
2
) a ( 2
1
)⟨a ( 1
2
)⟩a ( 2
2
)⟩ + a⟩( 1
1
)( 2
1
) a⟩( 1
2
) a⟩( 2
2
) a ( 1
1
)( 2
1
)⟩a ( 1
2
)⟩a ( 2
2
)⟩.
We use again the point (3) on the first terms of the last sum and find
w = a⟩( 1
1
) a⟩( 1
2
) a⟩( 2
1
) a⟩( 2
2
) a( 1
1
)⟨a ( 2
1
)⟨a ( 1
2
)⟩a ( 2
2
)⟩ + a⟩( 1
1
)( 2
2
) a⟩( 1
2
) a⟩( 2
1
) a ( 2
1
)⟨a ( 1
2
)⟨a ( 1
1
)( 2
2
)⟩
+a⟩( 1
1
)( 2
1
) a⟩( 1
2
) a⟩( 2
2
) a ( 1
1
)( 2
1
)⟨a ( 1
2
)⟩a ( 2
2
)⟩.
Finally, using the point (2) of Definition 17, we show w ∈ F̃ . Indeed,
w = a⟩( 1
1
) a⟩( 1
2
) a⟩( 2
1
) a⟩( 2
2
) a( 1
1
)⟨a ( 1
2
)⟩a ( 2
1
)⟨a ( 2
2
)⟩ + a⟩( 1
1
)( 2
2
) a⟩( 1
2
) a⟩( 2
1
) a ( 2
1
)⟨a ( 1
1
)( 2
2
)⟩a ( 1
2
)⟩
+a⟩( 1
1
)( 2
1
) a⟩( 1
2
) a⟩( 2
2
) a ( 1
1
)( 2
1
)⟨a ( 1
2
)⟩a ( 2
2
)⟩.
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To each element b ∈ A we define ∣b∣ ∶=max{iℓ ∶ 1 ≤ ℓ ≤ k} and ω(n) ∶=max{jℓ ∶ 1 ≤ ℓ ≤ k} for any b ∈ A
with b = a●( i1
j1
)⋯( i1
j1
) or b = a( i1
j1
)⋯( i1
j1
)◇ (●,◇ ∈ {⟨, ⟩}). Also we set, for any word w in A∗, ∣w∣ = ω(w) = 0
if w is the empty word, ∣w∣ =max{∣u∣, ∣b∣} and ω(w) =max{ω(u), ω(b)} for w = ub with b ∈ A.
We define on C⟨A⟩ the shifted product as the only associative product satisfying, for each u,v ∈ A∗,
u ⋆ v = uv[∣u∣, ω(u)], where a●( i1
j1
)⋯( ik
jk
)[m,n] = a●( i1+n
j1+m
)⋯( ik+n
jk+m
), a( i1
j1
)⋯( ik
jk
)◇[m,n] = a( i1+n
j1+m
)⋯( ik+n
jk+m
)◇
(●,◇ ∈ {⟨, ⟩}), and w[n,m] = u[n,m]b[n,m] if u ∈ A∗ and b ∈ A.
Claim 22 1. Let P ∈ JF . For any Q ∈ C⟨A⟩ we have P ⋆ Q,Q ⋆ P ∈ JF . In consequence, the
operation ⋆ is well defined on F .
2. If P,Q ∈ F̃ then P ⋆Q ∈ F̃ .
These properties implies that we can endow the space F with the associative product ⋆. Let Fˆ denote
this algebra.
Example 23 Consider the element w = a⟩( 1
1
) a⟩( 1
2
) a( 1
1
)⟨a ( 1
2
)⟩ ⋆ a⟩( 1
1
) a⟩( 1
2
) a( 1
1
)⟨a ( 1
2
)⟩. One has
w = a⟩( 1
1
) a⟩( 1
2
) a ( 1
1
)⟨a ( 1
2
)⟩a⟩( 2
3
) a⟩( 2
4
) a ( 2
3
)⟨a ( 2
4
)⟩
= a⟩( 1
1
) a⟩( 1
2
) a⟩( 2
3
) a⟩( 2
4
) a ( 1
1
)⟨a ( 1
2
)⟩a ( 2
3
)⟨a ( 2
4
)⟩ + a⟩( 1
1
)( 2
4
) a⟩( 1
2
) a⟩( 2
3
) a ( 1
1
)( 2
4
)⟩a ( 1
2
)⟩a ( 2
3
)⟨
+a⟩( 1
1
)( 2
3
) a⟩( 1
2
) a⟩( 2
4
) a ( 1
1
)( 2
3
)⟨a ( 1
2
)⟩a ( 2
4
)⟩.
3.2 The algebra of B-diagrams
We consider the algebra B consisting in the space formally generated by the B-diagrams and endowed
with the product ⋆ defined by
G ⋆G′ = ∑
G′′∈G☆G′
G′′ = ∑
a1<⋅⋅⋅<ak∈H
↑(G)
b1,...,bk∈H
↓(G′), distinct
G′
b1,...,bk
☆
a1,...,ak
G
. (12)
For simplicity, for any 1 ≤ a1 < ⋯ < ak ≤ ω(G) and 1 ≤ b1, . . . , bk ≤ ω(G′) distinct, we set
G′
b1,...,bk
⋆
a1,...,ak
G
=
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
G′
b1,...,bk
☆
a1,...,ak
G
if a1 < ⋅ ⋅ ⋅ < ak ∈H↑(G) and b1, . . . , bk ∈H↓(G′)
0 otherwise
With this notation we have
G ⋆G′ = ∑
1≤a1<⋯<ak≤ω(G)
1≤b1,...,bk≤ω(G
′), distinct
G′
b1,...,bk
⋆
a1,...,ak
G
. (13)
We set Bk = span{G ∶ ω(G) = k}. Note that B splits into the direct sum B =⊕k Bk and the dimension
of each space Bk is finite.
Straightforwardly from the definition, we check
Claim 24 (B,⋆) is a graded algebra with finite dimensional graded component. The unit of this
algebra is the empty B-diagram ε.
Example 25 See figures 7 and 8 for two examples of product.
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We remark that the product is triangular in the sense that all the B-diagrams different from G′′ = G∣G′
which appear in the product G ⋆G′ have strictly less connected components than G′′. Hence, sinceB = C[B] and B is isomorphic to the free monoid generated by G∗ (see Proposition(14)), we obtain
the following result.
Proposition 26 The algebra B is free on the indivisible B-diagrams. In other words, it is isomprphic
to B ∶= C⟨G⟩.
3.3 From B-diagrams algebra to Fusion algebra
The aim of this section is to prove that the algebra B is isomorphic to a subalgebra of Fˆ .
Definition 27 A path in a B-Diagram G = (n,λ,E↑,E↓,E) is an increasing sequence of integers
1 ≤ i1 < ⋯ < ik ≤ ω(G) such that (i1, i2), (i2, i3), . . . , (ik−1, ik) ∈ E, i1 ∈ H↓f(G) and ik ∈ H↑f (G). Let
Paths(G) denote the set of the paths in G.
Let p = (i1, . . . , ik) ∈ Path(G). For simplicity, we define
• p↓ = i1 and p↑ = ik,
• ●p ∶= { ⟩ if i1 ∈H↓f⟨ otherwise and ◇p = {
⟨ if ik ∈H↑f⟩ otherwise
• seqG(p) = ( vG(i1)i1 )⋯( vG(ik)ik )
Remark 28 It is easy to check that
1. h↑f =#{p ∈ Paths(G) ∶ ◇p = ⟨},
2. h↓
f
=#{p ∈ Paths(G) ∶ ●p =⟩},
3. hc =#{p ∈ Paths(G) ∶ ◇p =⟩} +#{p ∈ Paths(G) ∶ ●p = ⟨}.
Example 29 Consider the B-diagram G of Figure 1. One has
Paths(G) = {(1,6), (2,4,5), (3)}.
Suppose that p = (1,6), one has
●p =⟩, ◇p =⟩, and seqG(p) = (11)(
3
6
) .
We have h↑
f
= 2 =#{(2,4,5), (3)}, h↓
f
= 3 =#{(1,6), (2,4,5), (3)}, and hc = 1 =#{(1,6)}.
For any B-diagram G we define
w(G) ∶= ∏
p∈Paths(G)
a●pseqG(p) ∏
p∈Paths(G)
aseq(p)G◇p ∈ Fˆ . (14)
Clearly, a B-diagram G is completely characterized by the values of seq(p), ●p and ◇p associated to
each of its paths p. So w is into. Furthermore, w sends the empty B-diagram ε to the unit 1 of Fˆ .
Example 30 If we consider the B-diagram G = (1,6) in Figure 1, one has
w(G) = a⟩( 1
1
)( 3
6
) a⟩( 1
2
)( 2
4
)( 3
5
) a⟩( 1
3
) a ( 1
1
)( 3
6
)⟩a ( 1
2
)( 2
4
)( 3
5
)⟩a ( 1
3
)⟩.
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Definition 31 Let FH denote the subalgebra of Fˆ generated by the elements w(G) where G is a
B-diagram.
Lemma 32 The set {w(G) ∶ G is a B-diagram} is a basis of the space FH.
Proof. One has to prove that for any G1, . . . ,Gn distinct, ∑αiw(Gi) = 0 implies α1 = ⋯ = αn = 0.
We proceed as follows: first we consider the partially commutative free algebra C⟨A,θ⟩ = C⟨A⟩/J1
where J1 is the ideal generated by the polynomials of the points 1 and 2 of Definition 17. Notice that
C⟨A,θ⟩ = C[M(A, θ)] is the algebra of the free partially commutative monoid M(A, θ) =A∗/≡θ where
≡θ is the congruence generated by uefv = ufev for each u,v ∈ A∗, (e ∈ A⟨ ⟩ and f ∈ A) or e,f ∈ A∣◇ or
e,f ∈ A●∣. Hence, we define J2 the ideal of C⟨A,θ⟩ generated by the polynomials
ua●αvaα⟨a⟩βxaβ◇y − ua●αva⟩βaα⟨xaβ◇y − ua●αβvxaαβ◇y (15)
for any u,v,x,y ∈ M(A, θ), α = ( i1
j1
)⋯( ik
jk
), β = ( i′1
j′
1
)⋯( i′k′
j′
k′
) (with k, k′ ∈ N and i1, . . . , ik, j1, . . . , jk,
i′1, . . . , i
′
k′ , j
′
1 . . . , j
′
k′ ∈ N ∖ {0}), and ●,◇ ∈ {⟨, ⟩}. Observe that F = C[M(A, θ)]/J2 . We define w̃(G) =
∏
p∈Paths(G)
a●pseqG(p) ∏
p∈Paths(G)
aseq(p)G◇p ∈ C⟨A,θ⟩. LetW be the subspace generated by the monomials
w̃(G). Remarking that the map w̃ is into, our statement is equivalent to W ∩ J2=0. Let P ∈W ∩ J2.
We have
P = Q (ua●αvaα⟨a⟩βxaβ◇y − ua●αva⟩βaα⟨xaβ◇y − ua●αβvxaαβ◇y)R
= ∑
i
αi ∏
p∈Paths(Gi)
a●pseqGi (p) ∏
p∈Paths(Gi)
aseq(p)Gi◇p .
Since ua●αvaα⟨a⟩βxaβ◇y can not be written under the form ∏j a●jαj ∏j aαj◇j , this is not possible
unless P = 0 (because of the factor aα⟨a⟩β ). ◻
The behaviour of the paths with respect to the composition is summarized as follows:
Paths
⎛⎜⎜⎜⎝
G′
b1,...,bk
☆
a1,...,ak
G
⎞⎟⎟⎟⎠
= {p ∈ Paths(G) ∶ p↑ /∈ {a1, . . . , ak}} ∪ {p′[ω(G)] ∶ p′ ∈ Paths(G′) ∶ p↓ /∈ {b1, . . . , bk}}
∪{pp′[ω(G)] ∶ p ∈ Paths(G), p′ ∈ Paths(G′), p↑ ∈ {a1, . . . , ak}, p′↓ ∈ {b1, . . . , bk}}
(16)
where pp′ denotes the sequence obtained by catening p and p′ and p[n] is the sequence obtained from
p by adding n to each element.
Example 33 Examine Figure 4. Let G denote the lower B-diagram in the left hand sides of the
equality and by G′ . We have
Paths(G) = {(1,6), (2), (3,7), (4), (5), (8)} and Paths(G′) = {(1,6), (2,4,5), (3)}
Hence
Paths
⎛⎜⎜⎜⎝
G′
3,1
☆
4,6
G
⎞⎟⎟⎟⎠
= {(2), (3,7), (5), (8)}∪ {(10,12,13)}∪ {(1,6,9,14), (4,11)}}
Theorem 34 The algebras B and FH are isomorphic and an explicit isomorphism sends each B-
diagram G to w(G).
Proof. First let us prove that w can be extended as a morphism of algebra. In other words, we first
extend w as linear map and we prove that w (G ⋆G′) = w(G) ⋆ w(G′). Observe that from (12), we
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obtain
w (G ⋆G′) = ∑
i1<⋅⋅⋅<ik∈H
↑
f
(G)
j1,...,jk∈H
↓
f
(G′), distinct
w
⎛⎜⎜⎜⎝
G′
j1,...,jk
☆
i1,...,ik
G
⎞⎟⎟⎟⎠
. (17)
But if G′′ =
G′
j1,...,jk
☆
i1,...,ik
G
, Equality (16) implies
w (G′′) = (∗)∏a●pseqG′′(p)
(∗∗)
∏ a●p′seqG′′(p′)
(∗∗∗)
∏ a●pseqG′′ (pp′)
×
(∗)
∏aseqG′′(p)◇p
(∗∗)
∏ aseqG′′(p′)◇p′
(∗∗∗)
∏ aseqG′′(pp′)◇p′
(18)
where the products
(∗)
∏ are over the paths p ∈ Paths(G) such that p↑ /∈ {i1, . . . , ik}, the products (∗∗)∏
are over the paths p′ ∈ Paths(G′) such that p′↓ /∈ {j1, . . . , jk}, and the products (∗∗∗)∏ are over the pairs
of paths p ∈ Paths(G) and p′ ∈ Paths(G′) with p↑ = ih and p′↓ = jh for some 1 ≤ h ≤ k.
Now, we examine w(G) ⋆ w(G′). One has
w(G) ⋆ w(G′) = ⎛⎝ ∏p∈Paths(G)a●pseqG(p) ∏p∈Paths(G)aseqG(p)◇p
⎞
⎠ ⋆
⎛
⎝ ∏p′∈Paths(G′)a●p′seqG′(p′) ∏p′∈Paths(G′)aseqG′(p′)◇p′
⎞
⎠
= ∏
p∈Paths(G)
◇p=⟩
a●pseqG(p) ∏
p′∈Paths(G′)
●
p′=⟨
(a⟨seqG′(p)[∣G∣, ω(G)]) (u ⋆ u′)
× ∏
p∈Paths(G)
◇p=⟩
aseqG(p)⟩ ∏
p′∈Paths(G′)
●
p′=⟨
(aseqG′(p′)◇p′ [∣G∣, ω(G)])
where
u = ∏
p∈Paths(G)
◇p=⟨
a●pseqG(p) ∏
p∈Paths(G)
◇p=⟨
aseqG(p)⟨ and u
′ = ∏
p′∈Paths(G′)
●
p′
=⟩
a⟩seqG′(p′) ∏
p′∈Paths(G′)
●
p′
=⟩
aseqG′(p′)◇p′ (19)
Hence we apply equality (8) to u⋆u′. Observing that the pairs of sequences i1 < ⋅ ⋅ ⋅ < ik and j1, . . . , jk
in (8) are in a one to one correspondence with the B-diagrams
G′
j1,...,jk
☆
i1,...,ik
G
, we obtain
u ⋆ u′ = ∑
G′′
⎛
⎝
(∗)′
∏ a●pseqG′′(p)
(∗∗)′
∏ a⟨seqG′′(p′[ω(G)])
(∗∗∗)′
∏ a●pseqG′′ (pp′[ω(G)])
×
(∗)′
∏ aseqG′′(p)⟨
(∗∗)′
∏ aseqG′′(p′[ω(G)])◇p′
(∗∗∗)′
∏ aseqG′′(pp′[ω(G)])◇p′
⎞
⎠ ,
(20)
where the sum is over the B-diagram G′′ =
G′
j1,...,jk
☆
i1,...,ik
G
with i1 < ⋅ ⋅ ⋅ < ik ∈ H↑f(G) and j1, . . . , jk ∈ H↓f(G)
distinct, the products
(∗)′
∏ are over the paths p ∈ Paths(G) such that p↑ /∈ {i1, . . . , ik} and ◇p = ⟨, the
products
(∗∗)′
∏ are over the paths p′ ∈ Paths(G′) such that p′↓ /∈ {j1, . . . , jk} and ●p′ =⟩, and the products
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(∗∗∗)′
∏ are over the pairs of paths p ∈ Paths(G) and p′ ∈ Paths(G′) with p↑ = ih and p′↓ = jh for some
1 ≤ h ≤ k.
Notice that for a given G′′ the paths which do not appear in the product
P(G′′) = (∗)
′
∏ a●pseqG′′(p)
(∗∗)′
∏ a⟨seqG′′(p′[ω(G)])
(∗∗∗)′
∏ a●pseqG′′(pp′[ω(G)])
×
(∗)′
∏ aseqG′′(p)⟨
(∗∗)′
∏ aseqG′′(p′[ω(G)])◇p′
(∗∗∗)′
∏ aseqG′′(pp′[ω(G)])◇p′
(21)
are exactly the paths p of G such that ◇p =⟩ and the paths p′[ω(G)] where p′ ∈ Paths(G′) and ●p′ = ⟨.
Hence, comparing (21) to (18), one obtains
w(G′′) = ∏
p∈Paths(G)
p↑=⟩
a●pseqG(p) ∏
p′∈Paths(G′)
●
p′=⟨
(a⟨seqG′(p)[∣G∣, ω(G)])P(G′′)
× ∏
p∈Paths(G)
◇p=⟩
aseqG(p)⟩ ∏
p′∈Paths(G′)
●
p′
=⟨
(aseqG′(p′)●p′ [∣G∣, ω(G)]) . (22)
So (19) becomes
w(G) ⋆ w(G′) =∑
G′′
w(G′′)
where the sum is over the B-diagram G′′ =
G′
j1,...,jk
☆
i1,...,ik
G
with i1 < ⋅ ⋅ ⋅ < ik ∈ H
↑
f
(G) and j1, . . . , jk ∈ H↓f(G)
distinct. In other words,
w(G) ⋆ w(G′) = w(G ⋆G′).
Lemma 32 allows us to conclude. ◻
Example 35 Compare the computation in Figure 7 with Example 23.
1
1
1
2
×
2
⋆
1
1
1
2
×
2
= 1
1
1
2
×
2
2
3
3
4
×
4
+
1
1
1
2
×
2
2
3
3
4
×
4
+
1
1
1
2
×
2
2
3
3
4
×
4
Figure 7: An example of computation in B
Also compare Figure 8 to
(a⟩( 1
1
)a⟩( 1
2
)a( 1
1
)⟨a( 1
2
)⟨)⋆2 = a⟩( 1
1
)a⟩( 1
2
)a⟩( 2
3
)a⟩( 2
4
)a( 1
1
)⟨a( 1
2
)⟨a( 2
3
)⟨a( 2
4
)⟨
+a⟩( 1
1
)( 2
3
)a⟩( 1
2
)a⟩( 2
4
)a( 1
1
)( 2
3
)⟨a( 1
2
)⟨a( 2
4
)⟨ + a⟩( 1
1
)a⟩( 1
2
)( 2
3
)a⟩( 2
4
)a( 1
1
)⟨a( 1
2
)( 2
3
)⟨a( 2
4
)⟨
+a⟩( 1
1
)( 2
2
)a⟩( 1
2
)a⟩( 2
3
)a( 1
1
)( 2
2
)⟨a( 1
2
)⟨a( 2
3
)⟨ + a⟩( 1
1
)a⟩( 1
2
)( 2
4
)a⟩( 2
3
)a( 1
1
)⟨a( 1
2
)( 2
4
)⟨a( 2
3
)⟨
+a⟩( 1
1
)( 2
3
)a⟩( 1
2
)( 2
4
)a( 1
1
)( 2
3
)⟨a( 1
2
)( 2
4
)⟨ + a⟩( 1
1
)( 2
4
)a⟩( 1
3
)( 2
4
)a( 1
1
)( 2
4
)⟨a( 1
2
)( 2
3
)⟨
As a consequence, one has
Corollary 36 The algebra B is associative.
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1
1
1 2
2
⋆
1
1
1 2
2
= 1
1
1 2
2
2
3
3 4
4
+
1
1
1 2
2
2
3
3 4
4
+
1
1
1 2
2
2
3
3 4
4
+
1
1
1 2
2
2
3
3 4
4
+
1
1
1 2
2
2
3
3 4
4
+
1
1
1 2
2
2
3
3 4
4
+
1
1
1 2
2
2
3
3 4
4
Figure 8: A second example of computation in B
Alternatively, this result can be shown in a combinatorial way. First, we extend bi-linearly the
composition
b1,...,bk
⋆
a1,...,ak
. Hence, we observe
G′
β1,...,βp
⋆
α1,...,αp
G
⋆G′′ =∑
G′ ⋆G′′
b1,...,bk
⋆
a1,...,ak
G
, (23)
where the sum is over the sequences 1 ≤ a1 < ⋯ < ak ≤ ω(G) and the sequences of distinct elements
1 ≤ b1, . . . , bk ≤ ω(G′) + ω(G′′) such that there exists 1 ≤ i1 < ⋯ < ip such that ai1 = α1, bi1 = β1, . . . ,
aip = αp, bip = βp.
From (13) we obtain,
(G⋆G′)⋆G′′ = ∑
1≤α1<⋅⋅⋅<αp≤ω(G)
1≤β1,...,βp≤ω(G
′)distinct
G′
β1,...,βp
⋆
α1,...,αp
G
⋆G′′ = ∑
1≤a1<⋅⋅⋅<ak≤ω(G)
1≤b1,...,bk≤ω(G
′)+ω(G′′)distinct
G′ ⋆G′′
b1,...,bk
⋆
a1,...,ak
G
= G⋆ (G′ ⋆G′′).
3.4 Application to the boson normal ordering
The Heisenberg-Weyl algebra is defined as the quotient HW = C⟨{a,a†}⟩/JHW , where JHW is the
ideal generated by aa† − a†a − 1. The algebra HW is classically related to the boson normal ordering
problem. We consider a slightly different algebra H which is obtained by adding a central element e
to HW. We will see that e has a natural combinatorial interpretation. Indeed, let us define the map
p ∶ A Ð→ {a,a†,e} sending each element of A⟩× to a†, each element of A×⟨ to a, and each element ofA⟨ ⟩ to e. The map p can be extended as linear maps p̃ ∶ F̃ Ð→ H, pˆ ∶ Fˆ Ð→ H, and pH ∶ FH Ð→ H.
We also define the linear map pB ∶ B Ð→H by
pB(G) = (a†)#{p∈Paths(G)∶●p=⟩} a#{p∈Paths(G)∶◇p=⟨}e#{p∈Paths(G)∶●p=⟨}+#{p∈Paths(G)∶◇p=⟩}. (24)
Equivalently, from Remark 28, one has
pB(G) = (a†)h↓f(G) ah↑f(G)ehc(G). (25)
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Example 37 If G is the B-diagram of Figure 1, one has
pB(G) = (a†)3 a2e.
From (24) it is easy to check that pB factorizes through FH. More precisely
pB = pH ○ w. (26)
Furthermore, one has
Proposition 38 The maps p̃, pˆ, pH, and pB(G) are morphisms of algebras.
Proof. The fact that p̃, pˆ, and pH are morphisms is straightforward from their definitions. The map
pB(G) is a morphism of algebras because it is the composition of two morphisms of algebras (see
Formula (26)). ◻
We easily check the product formula
(a†)m aneq. (a†)r aset = min{n,r}∑
i=0
i!(q
i
)(r
i
)(a†)m+r−i an+s−ieq+t. (27)
This formula has the following combinatorial interpretation. Consider two B-diagrams G and G′,
there are i!(h↑f(G)
i
)(h↓f(G′)
i
) ways to compose G with G′ and obtain a B-diagram G′′ such that h↓
f
(G′′) =
h↓
f
(G) + h↓
f
(G′) − i, h↑
f
(G′′) = h↑
f
(G) + h↑
f
(G′) − i, and hc(G′′) = hc(G) + hc(G).
Example 39 Compare Figure 8 to
(a†)2 a2. (a†)2 a2 = (a†)4 a4 + 4 (a†)3 a3 + 2 (a†)2 a2.
The relationships between the algebras defined in this section are summarized in Figure 9 where the
dashed arrow indicates that we replace the product in F̃ by a shifted product.
C⟨A⟩
C⟨A, θ⟩ = C⟨A⟩/J1
F = C⟨A⟩/J = C⟨A, θ⟩/J2
F̃ Fˆ FH
B
H
HW
Figure 9: The different algebras related to the B-diagrams
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4 Cogebraic aspects of B-diagrams
4.1 The Hopf algebras of B-diagrams
We define the linear map ∆ ∶ B Ð→ B ⊗B by setting
∆(G) = ∑
I∈Iso(G)
G[I]⊗G[∁ I]. (28)
Equivalently, from claim 8, one has
∆(G) = ∑
I⊂Connected(G)
G[⋃
I∈I
I]⊗G[∁
G
⋃
I∈I
I] . (29)
For simplicity we set
G⟨I⟩ = { G[I] if I ∈ Iso(G)
0 otherwise
.
With this notation, one has
∆(G) = ∑
I⊎J=J1,∣G∣K
G⟨I⟩⊗G⟨J⟩. (30)
We also define ǫ ∶ B Ð→ C as the projection to B0. Obviously, ∆ is a coassociative, cocomutative
product and ǫ is its counity. So,
Proposition 40 (B,∆, ǫ) is a connected graded co-commutative cogebra.
Proof. Since dimB0 = 1, we have only to check that ∆ is graded. That is ∆(Bk) ⊂ ⊕i+j=k Bi ⊗ Bj.
This is straightforward from the definition of ∆. ◻
Since B is a connected cogebra and an algebra with finite graded dimension, if it is a bigebra then
it is a Hopf algebra. Hence, one has only to prove that ∆ is a morphism of algebra.
Let us prove that for each pair (G,G′) of B-diagrams one has ∆(G ⋆G′) =∆(G) ⋆∆(G′). We start
from the equality
∆(G ⋆G′) = ∑
I⊎J=J1,∣G∣+∣G′ ∣K
G ⋆G′⟨I⟩⊗G ⋆G′⟨J⟩.
Each I appearing in the sum splits into two sets (I ∩ J1, ∣G∣K) ⊎ (I ∩ J∣G∣ + 1, ∣G∣+ ∣G′∣K). Also, it is the
case for the set J . Hence,
∆(G ⋆G′) = ∑
I⊎J=J1,∣G∣K
I′⊎J′=J∣G∣+1,∣G∣+∣G′∣K
(G ⋆G′)⟨I ∪ I ′⟩⊗ (G ⋆G′)⟨J ∪ J ′⟩.
Applying (13), we obtain
∆(G ⋆G′) = ∑
1⩽a1<⋯<ak⩽ω(G)
1⩽b1,...,bk⩽ω(G)distinct
∑
I⊎J=J1,∣G∣K
I′⊎J′=J∣G∣+1,∣G∣+∣G′∣K
⎛⎜⎜⎜⎝
G′
b1,...,bk⋆
a1,...,ak
G
⎞⎟⎟⎟⎠
⟨I ∪ I ′⟩⊗
⎛⎜⎜⎜⎝
G′
b1,...,bk⋆
a1,...,ak
G
⎞⎟⎟⎟⎠
⟨J ∪ J ′⟩.
Observe that the elements of I and J define two complementary subdiagrams of G and the elements
of I ′ and J ′ define two complementary subdiagrams of G′. Hence,
∆(G ⋆G′) = ∑
I⊎J=J1,∣G∣K
I′⊎J′=J1,∣G′∣K
∑
1⩽a1<⋯<ak⩽ω(G)
1⩽b1,...,bk⩽ω(G)distinct
⎛⎜⎜⎜⎝
G′⟨I ′⟩
[b1,...,bk]I
′
⋆
[a1,...,ak]I
G⟨I⟩
⎞⎟⎟⎟⎠
⊗
⎛⎜⎜⎜⎜⎝
G′⟨J ′⟩
[bJ′
1
,...,bk]J
′
⋆
[a1,...,ak]J
G⟨J⟩
⎞⎟⎟⎟⎟⎠
19
where the sequence [a1, . . . , ak]I (resp. [a1, . . . , ak]J , [b1, . . . , bk]I′ and [b1, . . . , bk]J ′) denotes the
image of subsequence of [a1, . . . , ak] (resp. [a1, . . . , ak], [b1, . . . , bk] and [b1, . . . , bk]) in G[I] (resp.
G[J], G[I ′] and G[J ′]). In other words, each sequence 1 ⩽ a1 < ⋯ < ak ⩽ ω(G) (resp. b1, . . . , bk) splits
into two subsequences one corresponding to half edges in G[I] (resp. G[I ′]) and the second to half
edges in G[J] (resp. G[J ′]). Hence, we deduce
∆(G ⋆G′) = ∑
I⊎J=J1,∣G∣K
I′⊎J′=J1,∣G′∣K
∑
1⩽a1<⋯<al⩽ω(G⟨I⟩)
1⩽b1,...,bl⩽ω(G
′⟨I′⟩) distinct
∑
1⩽c1<...,<ct⩽ω(G⟨J⟩)
1⩽d1,...,dt⩽ω(G
′⟨J′⟩) distinct
⎛⎜⎜⎜⎝
G′⟨I ′⟩
b1,...,bl⋆
a1,...,al
G⟨I⟩
⎞⎟⎟⎟⎠
⊗
⎛⎜⎜⎜⎝
G′⟨J ′⟩
d1,...,dt⋆
c1,...,ct
G⟨J⟩
⎞⎟⎟⎟⎠
.
Finally, one computes
∆(G ⋆G′) = ∑
I⊎J=J1,∣G∣K
I′⊎J′=J1,∣G′∣K
(G⟨I⟩ ⋆G′⟨I ′⟩)⊗ (G⟨J⟩ ⋆G′⟨J ′⟩)
=
⎛
⎝ ∑I⊎J=J1,∣G∣KG⟨I⟩⊗G⟨J⟩
⎞
⎠ ⋆
⎛
⎝ ∑I′⊎J ′=J1,∣G′∣KG
′⟨I ′⟩⊗G′⟨J ′⟩⎞⎠
=∆(G) ⋆∆(G′).
This shows that B is a graded bialgebra with finite dimensional graded component. Hence,
Theorem 41 (B,⋆,∆) is a graded Hopf algebra.
4.2 Primitive elements
It is classical and easy to show that the primitive elements endowed with the bracket product [P,Q] =
P⋆Q−Q⋆P form a Lie algebra. The Cartier-Quillen-Milnor-Moore Theorem (see e.g., [21]) assures that
each graded, connected, and cocommutative Hopf algebra is isomorphic to the universal enveloping
of the Lie algebra of its primitive elements. Obviously, it is the case for B. More precisely, B is a
Hopf algebra which is graded by the number of half edges of the B-diagrams and the dimensions of
its graded components are finite. Since B is free on the indivisible B-diagrams, the dimensions of
the graded components of the space Prim(B) of the primitive elements are necessarily the same than
those of the free Lie algebra L(G) generated by the indivisible elements.
Now, let us recall a few facts about the Eulerian idempotent. The convolution product is classically
defined on Hom(B,B) by f ∗ g = µ ○ (f ⊗ g) ○∆ where µ denotes the linear map from B ⊗ B to B
sending P ⊗Q to P ⋆Q. The Eulerian idempotent is defined by (see e.g., [22])
π1 ∶= log∗(Id) = ∑
k>0
(−1)k+1
k
(Id − ξ)∗k (31)
where ξ denotes the unity of the convolution algebra, that is the projection on the space generated
by the empty B-diagram ε. Remarking that (Id− ξ)∗k sends to 0 any B-diagram that can be written
as G1∣⋯∣Gk with each Gi ≠ ε, π1 maps each B-diagram to a finite linear combination of B-diagrams
which is known to belong in Prim(B).
Example 42 Examine the following example
B =
1
1
1
2
×
2
2
3
3
4
×
4
3
5
5
6
×
6
π1
Ð→
1
1
1
2
×
2
2
3
3
4
×
4
3
5
5
6
×
6
−
1
2
1
1
1
2
×
2
2
3
3
4
×
4
3
5
5
6
×
6
−
1
2
1
1
1
2
×
2
2
3
3
4
×
4
3
5
5
6
×
6
+C
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where C is a linear combination of connected B-diagrams. Setting ∆ˆ =∆− Id⊗ ε− ε⊗ Id, we observe
the three B-diagrams occurring in the above formula have the same image by ∆ˆ
1
1
1
2
×
2
2
3
3
4
×
4
⊗
1
1
1
2
×
2
+
1
1
1
2
×
2
⊗
1
1
1
2
×
2
2
3
3
4
×
4
Hence, π1(B) is primitive.
A fast examination of π1(G), where G is a indivisible B-diagram, shows that π1(G) = G+⋯, where ⋯
means a linear combination of B-diagrams which are non indivisible or have less connected components
than G. Since, the indivisible B-diagrams are algebraically independent, this shows that Prim(B)
contains a subalgebra which is isomorphic to L(G). Hence, the dimensions of the graded components
of Prim(B) being the same than those of L(G), we deduce the following result.
Theorem 43 The Lie algebra of the primitive elements of B is isomorphic to the free Lie algebra
generated by the indivisible B-diagrams. Indeed, Prim(B) is freely generated as a Lie algebra by{π1(G) ∶ G ∈ G}.
5 Two subalgebras
5.1 Word symmetric functions
In this section, we investigate a combinatorial Hopf algebra whose bases are indexed by set partitions.
A set partitions is a partition of J1, nK for a given n ∈ N. Let π ⊧ n denote the fact that π is a set
partition of J1, nK and define π ⊎ π′ ∶= π ∪ {{i1 + n, . . . , ik + n} ∶ {i1, . . . , ik} ∈ π′ for π ⊧ n. The set of
set partitions is endowed with the partial order ⪯ of refinement defined by π ⪯ π′ if the sets of π′ are
the union of sets of π. Finally, we say that a set partition π is indivisible if π = π′ ⊎ π′′ where π′ and
π′′ are set partitions implies either π′ = π or π′′ = π.
The algebra of word symmetric functions was introduced by Wolf [24] as a noncommutative analogue
of the algebra of symmetric functions. The Hopf structure of this algebra was described in [4, 2]
(see also [3] for the polynomial realization with finite alphabets). In order to avoid confusion with
some other analogues of symmetric functions (see e.g. [12]), we denote this algebra by WSym which
is described (as an abstract bigebra) as the space spanned by the elements Mπ, where π is a set
partitions, and endowed with the product
MπMπ′ = ∑
π⊎π′⪯π′′⪯{{1,...,n},{n+1,...,n′+1}}
Mπ′′ , (32)
if π ⊧ n and π′ ⊧ n′, and the coproduct
∆(Mπ) = ∑
π=e⊎f
Mstd(e) ⊗Mstd(f), (33)
with std(e) = {{φ(i1), . . . , φ(ik)} ∶ {i1, . . . , ik} ∈ e} where φ is the unique increasing bijection from
⋃α∈e α to J1,∑α∈e#αK. The following result is well known and is an easy consequence of (32).
Proposition 44 The algebra WSym is freely generated as an algebra by
{Mπ ∶ π is an indivisible set partition}.
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To each set partition π ⊧ n, we associate a B-diagram bπ = (n, [1, . . . ,1], J1, nK, J1, nK,Eπ) where Eπ is
the set of the pairs (i, j) such that i, j ∈ e ∈ π, and j = {min(ℓ) ∈ e ∶ i < ℓ}. Graphically, the components
of π corresponds to the connected sub B-diagrams of bπ.
Example 45 Consider in Figure 10, the graphical representation of
b{{1,3},{2},{4,7,8},{5,6}} = (8, [1,1,1,1,1,1,1], J1,8K, J1,8K,{(1,3), (4,7), (7,8), (5,6)}).
1
1
1
2
2
2
3
3
3
4
4
4
5
5
5
6
6
6
7
7
7
8
8
8
{1,3} {2} {4,7,8} {5,6}
Figure 10: Graphical representation of b{{1,3},{2},{4,7,8},{5,6}}
Obviously, the space B11 generated by the elements bπ is stable by product and ∆ sends B11 to B11⊗B11.
So, B11 is a sub Hopf algebra of B. More precisely, one checks
bπ ⋆ bπ′ = ∑
π⊎π′⪯π′′⪯{{1,...,n},{n+1,...,n′+1}}
bπ′′ , (34)
if π ⊧ n and π′ ⊧ n′, and
∆(bπ) = ∑
π=e⊎f
bstd(e) ⊗ bstd(f). (35)
Remarking that π is indivisible if and only if the B-diagram bπ is indivisible, we deduce that B11 is the
free subalgebra of B generated by the set {bπ ∶ π is an indivisible set partition}. Hence, comparing
(34) to (32) and (35) to (33), Proposition 44 implies the following result.
Theorem 46 The subalgebra B11 generated by {bπ ∶ π is an indivisible set partition} is a Hopf algebra
isomorphic to WSym.
Example 47 For instance, compare
M{{1,3},{2}}M{{1},{2}} = M{{1,3},{2},{4},{5}} +M{{1,3},{2,4},{5}} +M{{1,3,4},{2},{5}} +M{{1,3},{2,5},{4}}
+M{{1,3,5},{2},{4}} +M{{1,3,4},{2,5}} +M{{1,3,5},{2,4}},
to the product pictured in Figure 11.
5.2 Bi-words symmetric functions
In this section, we consider the Hopf algebra BWSym of set partitions into lists defined in [10, 1]. A
set partition into lists is a set of lists Π = {[i11, . . . , i1ℓ1], . . . , [ik1 , . . . , ikℓk]} satisfying k ≥ 0, ℓj ≤ 1 for
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1
1
1
2
2
2
3
3
3
⋆
1
1
1
2
2
2 =
1
1
1
2
2
2
3
3
3
4
4
4
5
5
5 +
1
1
1
2
2
2
3
3
3
4
4
4
5
5
5 +
1
1
1
2
2
2
3
3
3
4
4
4
5
5
5 +
1
1
1
2
2
2
3
3
3
4
4
4
5
5
5
+
1
1
1
2
2
2
3
3
3
4
4
4
5
5
5
+
1
1
1
2
2
2
3
3
3
4
4
4
5
5
5
+
1
1
1
2
2
2
3
3
3
4
4
4
5
5
5
Figure 11: An example of product in B11
each 1 ≤ j ≤ k, the integers i11, . . . , i
1
ℓ1
, . . . , ik1 , . . . , i
k
ℓk
are distinct, and J1, nK = {ijt ∶ 1 ≤ j ≤ k,1 ≤ t ≤ ℓj}
for a certain n ∈ N; we let Π ⊧ n denote this property. As for the set partitions we define Π ⊎ Π′ =
Π∪ {[i1 +n, . . . , ik +n] ∶ [i1, . . . , ik] ∈ Π′} for Π ⊧ n and we will say that Π is indivisible if Π = Π′ ⊎Π′′
for some set partitions in lists Π′,Π′′ implies either Π′ = Π or Π′′ = Π.
The underlying space of BWSym is freely generated by the set {ΦΠ ∶ Π ⊧ n,n ≥ 0}. Whence endowed
with the product
ΦΠΦΠ
′
= ΦΠ⊎Π
′
(36)
and the coproduct
∆(ΦΠ) = ∑
Π=E⊎F
Φstd(E) ⊗Φstd(F ), (37)
with std(E) = {[φ(i1), . . . , φ(ik)] ∶ [i1, . . . , ik] ∈ e} where φ is the unique increasing bijection from
⋃[α1,...,αp]∈E{α1, . . . , αp} to J1,∑[α1,...,αp]∈E pK, BWSym is a Hopf algebra.
We need the following property which is straightforward from (36).
Proposition 48 BWSym is freely generated as an algebra by the set {ΦΠ ∶ Π is indivisible}.
Let B21 be the subspace of B generated by the set G21 of B-diagrams under the form
(n, [2, . . . ,2], J1,2nK,{1,3,5, . . . ,2n − 1},E).
Remarking that G21 is exactly the set of the B-diagrams whose each vertex has two outer non cut half
edges, one inner non cut half edge and one inner cut half edge, the space B21 is stable for the product
⋆ and ∆ sends B21 to B21 ⊗ B21. In other words, B21 is a sub Hopf algebra of B.
Let us describe a graded one-to-one correspondence between the set partitions into lists and the
B-diagrams of G21 . First we associate to each permutation σ ∈ Sn a connected B-diagram mσ =(n, [2, . . . ,2], J1,2nK,{1,3,5, . . . ,2n − 1},Eσ) where (2i − 1,2j − 1) ∈ Eσ if and only if i < j and j =
min{k ∶ αi < σ−1(k) < σ−1(i)} where αi = sup{σ−1(k) ∶ k < i, σ−1(k) < σ−1(i)} and (2i,2j − 1) ∈ Eσ if
and only if i < j and j =min{k ∶ σ−1(i) < σ−1(k) < βi} where βi = inf{σ−1(k) ∶ k < i, σ−1(k) > σ−1(i)}.
Example 49 Consider the permutation σ = [5,2,4,1,3,7,6]. We have α1 = α2 = α5 = −∞, α3 = 4,
α4 = 2, α6 = α7 = 5, β1 = β3 = β6 = +∞, β2 = β4 = 4, β5 = 2, and β7 = 7. Hence,
mσ = (7, [2,2,2,2,2,2,2], J1,14K,{1,3,5,7,9,11,13},{(1,3), (2,5), (3,9), (4,7), (6,11), (11,13)}).
See Figure 12 for a graphical representation.
Noticing that any connected B-diagram G in G21 satisfies that h↑f(G) = ∣G∣ + 1, we construct n + 1
different B-diagrams by adding one vertex to G. A quick reasoning by induction on the number of
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1
1
1 2
×
2
2
3
3 4
×
4
3
5
5 6
×
6
4
7
7 8
×
8
5
9
9 10
×
10
6
11
11 12
×
12
7
13
13 14
×
14
5 2 314 67
Figure 12: The B-diagram m[5,2,4,1,3,7,6]
vertices shows that the set of the connected B-diagram in G21 with n vertices is exactly the set of the
B-diagrams mσ for σ ∈ Sn and the correspondence σ Ð→mσ is one to one.
We extend the construction to the set partitions into lists as follows. To each integer sequence
I = [i1, . . . , in] of n distinct integers, we associate the permutation std(I) obtained by replacing each
jk by k in I for each k where j1 < ⋅ ⋅ ⋅ < jn and {j1, . . . , jn} = {i1, . . . , in}. To each set partition into
lists Π = {L1, . . . ,Lk}, we associate the unique B-diagram mΠ in G21 with k connected components
obtained by replacing the integers ℓ in each mstd(Lt) by j
t
ℓ in Lt where Lt = [it1, . . . , itnt], jt1 < ⋅ ⋅ ⋅ <
jtnt and {it1, . . . , itnt} = {jt1 < ⋅ ⋅ ⋅ < jtnt}. Hence, G21 = {mΠ ∶ Π is a set partition into lists} and the
correspondence Π Ð→ mΠ is one to one. Furthermore, by construction, Π is indivisible if and only if
mΠ is indivisible.
We deduce from the above discussion that the algebra B21 has the same graded dimension than
BWSym and that it is freely generated as a an algebra by the set
{mΠ ∶ Π is an indivisible set partition into lists}.
Also, notice that (12) allows us to interpret the product mΠ ⋆mΠ′ in terms of set partitions in lists.
Let Π = [L1, . . . ,Lk] ⊧ n and Π′ = [L′1, . . . ,L′k′] ⊧ n′ be two set partitions into lists. One has
mΠ ⋆mΠ′ =mΠ⊎Π′ +∑mΠ′′ (38)
where the sum is over the set partitions in list Π′′ = [L′′1 , . . . ,L′′k′′] ⊧ n + n′ such that each L′′i is
1. either a list Lj,
2. or a list [j1 + n, . . . , jℓ + n] with [j1, . . . , jℓ] ∈ Π′,
3. or a list [i1, . . . , ip1 , j11 + n, . . . , j1ℓ1 + n, ip1 + 1, . . . , ip2 , j21 + n, . . . , j2ℓ2 + n, . . . , ipt−1 + 1, . . . , ipt , jt1 +
n, . . . , j1ℓt + n, ipt + 1, . . . , ipt+1] where t > 1, p1 < p2 < ⋅ ⋅ ⋅ < pt+1, [i1, . . . , ipt+1] ∈ Π, and for each
1 ≤ s ≤ t, [js1 , . . . , jsℓs] ∈ Π′′.
Example 50 For instance, compare
m{[3,1],[2]}m{[1,2]} = m{[3,1],[2],[4,5]} +m{[3,1],[2,4,5]} +m{[3,1],[4,5,2]}
+m{[3,1,4,5],[2]} +m{[3,4,5,1],[2]} +m{[4,5,3,1],[2]}.
to the product pictured in Figure 13.
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Figure 13: An example of product in B21
We deduce the following result.
Theorem 51 The Hopf algebras BWSym and B21 are isomorphic.
Proof. From the above discussion and Proposition 48, the algebras BWSym and B21 are isomorphic.
An explicit isomorphism η sends ΦΠ to mΠ for each nonsplitable set partition into lists Π. It remains
to prove that it is a morphism of cogebras. Remarking that the lists of a set partition into lists Π
correspond to the connected components of mΠ, we show that equality (29) implies
(η ⊗ η)(∆(ΦΠ)) = (η ⊗ η)(ΦΠ ⊗ ǫ + ǫ⊗ΦΠ) =mΠ ⊗ ǫ + ǫ⊗mΠ =∆(mΠ) (39)
for each nonsplitable partition Π. So since η ⊗ η ∶ BWSym ⊗ BWSym Ð→ B21 ⊗ B21 is a morphism of
algebras, the equality (η⊗η)(∆(ΦΠ1⋯ΦΠk)) =∆(mΠ1 ⋆⋯⋆mΠk) holds for any k-tuples (Π1, . . . ,Πk)
of nonsplitable set partitions into lists. This proves that η is a morphism of bigebra and implies our
statement. ◻
6 Conclusion
In this paper, we have described a combinatorial Hopf algebra which gives a diagrammatic represen-
tation of the calculations involved in the normal boson ordering. This algebra is rather closed to the
one proposed by Blasiak et al., but there are many differences which can be exploited to understand
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soundly the combinatorial aspects of these computations. First, the underlying objects are slightly
different. Our objects are graphs with labeled vertices whilst those of Blasiak et al. are unlabeled;
furthermore our graph have vertices which have the same number of inner edges and outer edges and
each edge is either valid or stump. So our algebra is bigger. The algebra of Blasiak et al. specializes
to the enveloping algebra of the Heisenberg Lie algebra which is described in terms of quotient as
follows: U (LH) ∼ C⟨a†,a,e′⟩/J ′ where J ′ is the ideal generated by the three polynomials [a†,a]− e′,[a†,e′], and [a,e′]. The role of the letter e′ consists in collecting the statistic of the number of edges
denoted by ∣Γ0∣ in [9] and by τ(G) in our paper. Consider the algebra H′ obtained by adding a central
element e to U (LH). This algebra allows us to take into account both the statistics hc(G) and τ(G).
Indeed, it suffices to consider the morphism of algebra p′H sending each a⟩( i1
j1
)⋯( ik
jk
) to a
†e′k−1, each
element of A×⟨ to a, and each element of A⟨ ⟩ to e. Remarking that ∑p∈Paths(G) (ℓ(seq(p)) − 1) = τ(G)
where ℓ(s) denotes the length of the sequence s, we obtain
p′H(w(G)) = (a†)h↓f(G) ah↑f(G)ehc(G)e′τ(G). (40)
Now, the multiplication formula reads
(a†)m aneqe′v. (a†)r asete′w = min{n,r}∑
i=0
i!(q
i
)(r
i
)(a†)m+r−i an+s−ieq+te′v+w+i. (41)
Section 5 gave two examples of subalgebras which are related to combinatorial objects. These con-
struction can be generalized to a family of Hopf combinatorial algebras generated by colored partitions
[1]. Some combinatorial properties of these objects can be deduced from simple manipulations. For
instance, the number of set partitions into lists of n is equal to the number of set partitions of 2n such
that each part contains at most one even number and, in that case, this number is the minimum of
the part. This comes from the morphism B21 Ð→ B11 sending the element
1
1
1 2
×
2
to
1
1
1
2
2
2
together with the interpretations in terms of set partitions and set partitions into lists described in sec-
tion 5. For instance, the explicit isomorphism sends {[4,5,3,1], [2]} to {{1,5,7},{2},{3},{4},{6},{8,9},{10}}.
This comes from the correspondence
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Applying this strategy to various subalgebras, we find interpretations of some generalizations of Bell
polynomials, like r-Bell [19] or (r1, . . . , rp)-Bell [20], in terms of B-diagrams. All these investigations
are relegated to a forthcoming paper.
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