In this paper, we propose an algorithm based on Fletcher's Sl 1 QP method and the trust region technique for solving Nonlinear Second-Order Cone Programming (NSOCP) problems. The Sl 1 QP method was originally developed for nonlinear optimization problems with inequality constraints. It converts a constrained optimization problem into an unconstrained problem by using the l 1 exact penalty function, and then finds an optimum by solving approximate quadratic programming subproblems successively. In order to apply the Sl 1 QP method to the NSOCP problem, we introduce an exact penalty function with respect to second-order cone constraints and reformulate the NSOCP problem as an unconstrained optimization problem. However, since each subproblem generated by the Sl 1 QP method is not differentiable, we reformulate it as a second-order cone programming problem whose objective function is quadratic and constraint functions are affine. We analyze the convergence property of the proposed algorithm, and show that the generated sequence converge to a stationary point of the NSOCP problem under mild assumptions. We also confirm the efficiency of the algorithm by means of numerical experiments.
Introduction
In this paper, we focus on the following Nonlinear Second-Order Cone Program (NSOCP):
s.t. g(x) ∈ K,
h(x) = 0,
where f : R n → R, g : R n → R m and h : R n → R l are twice continuously differentiable functions, and K denotes the Cartesian product of several second-order cones (SOCs), i.e., K := K m 1 × K m 2 × ··· × K m s with m = m 1 + m 2 + ··· + m s and
In case of m 1 = m 2 = ··· = m s = 1, NSOCP (1.1) reduces to a normal nonlinear program (NLP) since we have K = {x ∈ R n | x ≥ 0}. This means that the NLP is a special case of NSOCP (1.1). On the other hand, NSOCP (1.1) is contained in the (nonlinear) semidefinite program (SDP), which is an optimization problem with a matrix variable and semidefinite constraints, since we have
T x x 0 I 0 for any (x 0 ,x) ∈ R × R m i −1 . However, it is not desirable to solve an NSOCP as an SDP since its variable is a matrix. The NSOCP has a lot of applications such as the convex quadratic programming with quadratic constraints [1] , finite impulse response filter design problems [8] , etc. Among them, the robust optimization problem is one of important applications. Consider the following problem:
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with a given vector ω 0 ∈ R m and a matrix Q ∈ R m×m . Noticing inf ω∈W ω T q(
which can be cast as NSOCP (1.1) by letting
When the functions f , g and h are affine, NSOCP(1.1) is specially called a Linear Second-Order Cone Program (LSOCP):
which has been studied extensively so far [1, 9, 10] . For solving LSOCP, the primal-dual interior point method is known to be effective, and many software packages have been developed [11, 12] .
On the other hand, there have been only a limited numbers of studies for NSOCP. For example, Kanzow, Ferenczi and Fukushima [6] proposed an algorithm based on the nonsmooth Newton method for solving NSOCP. However, they only focused on the problem with a nonlinear objective function and affine SOC constraints. Yamashita and Yabe [14] proposed a primal-dual interior point algorithm by combining the barrier penalty function and the potential function, and showed that the algorithm possesses the global convergence property. Kato and Fukushima [7] proposed an algorithm based on the sequential quadratic programming (SQP) method, in which an approximate problem with quadratic objective function and affine constraints are solved at each iteration. However, their algorithm has the drawback such that the generated subproblem does not always have a feasible solution.
In this paper, we propose a algorithm based on Fletcher's Sl 1 QP method for solving NSOCP (1.1). In applying the method, we first introduce an l 1 exact penalty function to replace the NSOCP with a certain unconstrained optimization problem. Then, we solve it by using the trust region technique, in which we solve the following SOCP as a subproblem:
where x k is the k-th iterative points, W k is an appropriate given matrix, and
implies that the Euclidean trust region with radius Δ k is imposed in each iteration. Moreover, we notice that problem (1.5) is always feasible and can be solved by existing algorithm efficiently when W k is positive semidefinite. Concerning the convergence property of our algorithm, we show that, if an accumulation point x * of the generated sequence is feasible to NSOCP (1.1), it must be the stationary point of (1.1). Though there is no guarantee that the generated sequence converges to the feasible point theoretically, we can observe that the accumulation point is feasible in most cases by means of the numerical experiment.
This paper is organized as follows. In section 2, we introduce an l 1 exact penalty function for NSOCP, and propose the Sl 1 QP algorithm on which the trust region technique is imposed. In section 3, we analyze the convergence property of the algorithm, and show that the generated sequence converges to the stationary point of the NSOCP under mild assumptions. In section 4, we report some numerical results to see the efficiency of the algorithm. In section 5, we conclude the paper with some remarks.
The notation used in this paper is as follows. S n denotes the set of n × n symmetric matrices. For a vector x ∈ R n with n ≥ 2, x 0 andx denote the first component and the subvector consisting of the remaining n − 1 components, respectively, that is, x = x 0 x . For any vectors x and y, the vector (x T , y T ) T is often written as (x, y) for simplicity. For a vector x, x denotes the Euclidean norm, i.e., x = √ x T x and x 1 denotes the l 1 norm, i.e., 
Sl 1 QP Algorithm for Nonlinear Second-Order Cone Programming Problem
The sequential l 1 Quadratic Programming (Sl 1 QP) method was originally proposed by Fletcher [4] , which is a method for solving nonlinear programs with inequality constraints. In this section, we extend the Sl 1 QP algorithm to the NSOCP. To this end, we first replace NSOCP (1.1) with an unconstrained problem by using the l 1 exact penalty function. Then, we solve the unconstrained problem by generating a sequence, which is calculated by using optima of quadratic approximate subproblems with Euclidean trust region constraints.
l 1 Exact Penalty Function
In this subsection, we first study the l 1 penalty function for the general nonlinear program with inequality constraints and then extend it to NSOCP (1.1).
Consider the following nonlinear program:
where f : R n → R, q : R n → R m and r : R n → R l are given twice continuously differentiable functions. Then, the l 1 exact penalty function f ρ : R n → R for problem (2.1) is defined as
where ρ > 0 denotes the penalty parameter. Then, we can reformulate NLP (2.1) as the following unconstrained problem:
Let S and S ρ be the set of local minima of the problem (2.1) and problem (2.2), respectively. Let F be the feasible set of (2.1). Then, for a sufficient large ρ, it is known that S ⊇ S ρ ∩ F [13, Proposition 4.1]. Hence, if we choose a sufficient large number for ρ, then we may obtain a local optimum of problem (2.1) by solving (2.2). However, we notice that S ρ may contain an infeasible point of problem (2.1), and thus we may not find even a feasible solution if we apply some decent algorithm to problem (2.2). Moreover, since problem (2.2) is not nondifferentiable, we have to introduce a certain technique for the nondifferentiable optimization. Now, we define the l 1 exact penalty function for NSOCP (1.1). Let a function φ : R m i → R be defined as
where z = (z 0 ,z) ∈ R × R m i −1 . Since z ∈ K if only if φ (z) ≥ 0, we can reformulate NSOCP (1.1) as follows:
where g i (x) ∈ R m i denotes the i-th sub vector of g(x) ∈ R m corresponding to the Cartesian structure of K, that is,
Thus, by using l 1 exact penalty function, we can rewrite problem (2.4) as
where
Sl 1 QP Method with Trust Region Technique
In this subsection, we provide an approach for solving the unconstrained problem (2.5) by incorporating a trust region technique into the Sl 1 QP method. To this end, we introduce the following function:
where x k and W k denote the k-th iteration point, and an approximation of the Hessian of the Lagrangian of f , respectively. Notice that the above function is an approximation of f ρ defined by (2.6) at x k . Especially, the first two terms of q k (d) imply the second-order approximation of the objective function f , and the last term is the first-order approximation of the penalty term in f ρ (x). Adding a trust region condition, we obtain the following problem:
In our algorithm, we solve (2.8) to find the optimum d k in the k-th iteration, and set the next iteration point by
involves the term of l 1 norm and max function, it is not differentiable. However, we can reformulate problem (2.8) as the SOCP by using slack variables γ and ζ . 
We can solve (2.10) by using an existing method such as [5, 12] .
Algorithm
Summarizing the above arguments, we describe the algorithm.
Algorithm 1
Step 0:
Step 1: Solve subproblem (2.10) to obtain the optimum (d k , γ k , ζ k ). If a certain stopping criterion is satisfied, then STOP. Otherwise, go to Step 2.
Step 2: Let
Step 3: Calculate x k+1 and Δ k+1 as follows:
Step 4: Calculate W k+1 in an appropriate manner. Set k := k + 1 and go to Step 1.
Global Convergence
Dennis, Li and Tapia [3] analyzed the conditions under which the trust region method for an nonsmooth unconstrained optimization problem has the global convergence. Utilizing their results, we prove the global convergence of Algorithm 1.
Directional Derivative and Regularity
We first introduce some concepts on the directional derivative and the regularity, which play an important role in showing the global convergence. Definition 1. A function F : R n → R is said to be (locally) Lipschitz around x if there exist some constants K > 0 and
, where N ε (x) := {y | y − x < ε}. Moreover, the function F is said to be (locally) Lipschitz on a set U if it is (locally) Lipschitz around any point x ∈ U. Definition 2. Let F : R n → R be a given function. Then, (1) the (one-sided) directional derivative of F at x along the direction d ∈ R n is defined as
(2) the generalized directional derivative of F at x along the direction d ∈ R n is defined as
By using the above two types of directional derivatives, we define the regularity for a scalarvalued function. 
Convergence Result
Next we show the global convergence of Algorithm 1. Dennis et al. [3] showed that a certain trust region algorithm is globally convergent under some assumptions. Applying their result directly to Algorithm 1, we can readily obtain the convergence result as follows. 
