The paper discusses the problem of rule weight tuning in neuro-fuzzy systems with parameterized consequences in which rule weights and the activation of the rules are not interchangeable. Some heuristic methods of rule weight computation in neuro-fuzzy systems with a hierarchical input domain partition and parameterized consequences are proposed. Several heuristics with experimental results showing the advantage of their usage are presented.
Introduction
Neuro-fuzzy systems are widely used due to their ability of knowledge generalisation in the fuzzy domain. They simulate very important features of the brain-the ability to generalise the acquired knowledge and the ability to cope with fuzzy and uncertain knowledge. Humans are able to express the possessed knowledge in the form of fuzzy rules. A very common approach of humans (and many animals) is the assignment of weights to the known rules. In some cases a more specialised rule may have a higher weight than general rules. Such a situation is commonly regarded as an exception to more general rules.
The question of rules in fuzzy systems has not been very widely discussed in the literature. In (Nozaki et al., 1996) , weights are applied to rules in a neuro-fuzzy system for classification. The tuning of rule weights is based on the Reward and Punishment (R&P) approach. After presenting a training example, the weights of the rules are modified: the weights of the successful rules are enlarged, whereas the weights of the rules elaborating false results are diminished. The idea of the rule weight was criticised in (Nauck and Kruse, 1998; Nauck, 2000) . The authors show that, in Mamdani and TSK neuro-fuzzy systems, rule weights can be substituted by the modification of membership function values in rule premises. The weights applied to rule consequences lead to the obfuscation of the model-the fuzzy sets in consequences are shifted from their original location and their supports are rescaled, which may lead to the lack of interpretability of the rule base. The introduction of rule weights may also lead to negative weights, making the rule base difficult or even impossible to interpret.
The paper ) makes profit of the remark expressed in (Nauck and Kruse, 1998) but uses it in an opposite way-instead of modifying the parameters of the membership function, the rule weights are tuned. This approach reduces the number of parameters to tune. Additionally, the domain partition may be piecewise oblique although the rules are orthogonal. The estimation of rule weights is based on rule confidence quality measures (Cordón et al., 1999; .
A system for binary classification implementing rule weights is presented in (Berg et al., 2002) . It is based on probabilistic classification. The weight of a rule is calculated as a difference between the probabilities that the presented examples belong to the first and the second class. The paper (Ishibuchi and Yamamoto, 2005) discusses the assignment of weights upon the confidence measure of the rules. The authors do not describe the method of rule weight tuning. In (Jahromi and Taheri, 2008) , the authors do not share the opinion presented in (Nauck and Kruse, 1998) and treat the correspondence between the rule weight and the membership function as an advantage pointing (i) reduction of the rule's premise parameters from several to one,
(ii) improvement of the classification ability of the system. Fig. 1 . Scheme of the fuzzy inference system with parametrized consequences with two rules and two-attribute objects.
The authors present a hill-climbing search method for the tuning of the rule weights. The equivalence of rule weights and the modification of the membership function stated in (Nauck and Kruse, 1998) is not valid for a neuro-fuzzy system with parameterized consequences (Łęski and Czogała, 1997; In this system the rule weight cannot be shifted into a membership function in the rule premise. This paper discusses the rule weight problem in a neuro-fuzzy system with parameterized consequences.
The paper is organised in the following way. Section 2 describes the fuzzy system with parameterized consequences. Section 3 describes methods of rule weight assignment. Sections 4 describes the experiments and presents their results. Section 5 sums up the elaborated results.
Fuzzy system with parameterized consequences
The fuzzy system parameterized consequences (Łęski and Czogała, 1997; Łęski and Czogała, 1999; Czogała and Łę-ski, 2000) combines the Mamdani-Assilian (Mamdani and Assilian, 1975) and the Takagi-Sugeno-Kang (Takagi and Sugeno, 1985; Sugeno and Kang, 1988) approach. The fuzzy sets in consequences are isosceles triangles (as in the Mamdami-Assilian system) but are not fixed-their location is calculated as a linear combination of attribute values (as the localisation of singletons in the TakagiSugeno-Kang system).
The system with parameterized consequences is an MISO one. The rule base comprises fuzzy rules in the form of fuzzy implications:
where
T and y are linguistic variables, a and b are fuzzy linguistic terms (values), p and w are the parameters of the consequence linguistic term. The linguistic variable a k (a for the k-th attribute) is described with the Gaussian membership function:
where c k is the core location for the k-th attribute and s k is this attribute's Gaussian bell deviation. Each region in the domain is represented by a linguistic variable a. The term b is represented by an isosceles triangle with the base width w, whose height is equal to one. The localisation y of the core of the triangle membership function is determined by a linear combination of input attribute values:
Thus the consequence of each rule has two parameters: the width w of the support and the vector p for localisation. The firing strength of the i-th rule is a T-norm of Rule weights in a neuro-fuzzy system with a hierarchical domain partition 339 memberships of input attributes:
where T denotes the T-norm and N stands for the number of attributes. The fuzzy output of the system, fuzzy set B , can be expressed as an aggregation of fuzzy implications (rules):
where denotes the aggregation, the squiggle arrow ( ) stands for fuzzy implication, i is the rule's index and I is the number of rules. The result of aggregation, output fuzzy set B , is defuzzified in order to get the crisp output with the MICOG method, which cuts off the noninformative part of the defuzzified set (Czogała and Łęski, 2000) . In (Czogała and Łęski, 2000) it was shown that the crisp output can be expressed as
where y (i) (x) stands for the location of the core of the consequent fuzzy set (cf. Eqn. (3)), F (i) is the firing strength of the i-th rule, w (i) is the width of the base of the isosceles triangle consequence function of the i-th rule. The function g depends on the fuzzy implication; in the system the Reichenbach one is used, so for the i-th
The function g for the Łukasiewicz implication is defined by the formula (8). Figure 1 (taken from (Łęski, 2008) and modified) shows the fuzzy inference system with parameterized consequences for two-attribute objects and two fuzzy rules. For each rule the Gaussian membership values for attributes are determined. The membership values for attributes are T-normed (in the figure it is a minimum T-norm) in order to determine the rule's firing strength. This value is the premise of the fuzzy implication, the consequent being the fuzzy triangle set. The values of the object's attributes are used to calculate the location of the triangle fuzzy set core. In Fig. 1 these are y (1) for the first rule and y (2) for the second one. The fuzzy sets representing the results of implications are aggregated (cf.
Eqn. (5)) and the crisp output is determined with the MI-COG procedure (cf. Eqn. (6)). The aggregated fuzzy set has two parts: informative (mountain-like shape in Fig. 1 ) and non-informative (gray part in the figure). The latter one is discarded as carrying no useful information.
Neuro-fuzzy systems are able to tune the parameters of the model. In this system two different methods are used for tuning. The parameters of the premises (c and s in Eqn. (2)) and the widths of the supports w of the sets in consequences are tuned with the gradient method. The linear coefficients p for the calculation of the location of the consequence sets are optimised with the recursive least square mean error (LSME) algorithm (Larminat and Thomas, 1983) . The minimised criterion in tuning is the root mean square error (RMSE) of output system values. 
Domain partition in neuro-fuzzy systems.
Neuro-fuzzy systems differ in the method of rule extraction. Two essential approaches are used: the extraction of rules starts with the construction of premises, or first the consequences are created and then the premises (Sugeno and Yasukawa, 1993) . The first approach splits the input domain into regions. The splitting methods can be gathered into three classes (Almeida, 2004; Łęski, 2008 that some region may have only few or even no examples. Thus the reduction of superfluous, redundant regions is necessary. The major drawback of the grid split is the curse of dimensionality. In this approach each attribute is split into an a priori established number of intervals, and thus the number of regions grows exponentially with the number of dimensions. This approach is used in the AN-FIS system (Jang, 1993) . The grid split is also described in (Wang and Mendel, 1992) .
The scatter split (clustering) avoids the curse of dimensionality. But two problems appear: first the question of the number of clusters, then the lack of rules in some part of the input domain (the problem of areas that have very low values of membership to all clusters). The unseen cases may fall into these parts of the domain and the results elaborated by the system may be far from correct. This approach has been used in many systems, such as ANNBFIS (Czogała and Łęski, 2000; Łęski and Czogała, 1999) , ANBLIR (Łęski, 2008 )-the FCM clustering algorithm (Dunn, 1973) ; in (Abonyi et al., 2002) , the Gath-Geva (Gath and Geva, 1989 ) a clustering algorithm is applied. Chiu (1994) proposed a subtractive clustering and system based on this partition method. A similar approach was applied by (Priyono et al., 2005) . The SANFIS system (Wang and Lee, 2002) applies the MCA clustering algorithm.
The hierarchical approach has the advantages of both clustering and the grid split: an easier way of determining the numbers of clusters, the reduction of low membership regions and no curse of dimensionality. Some attempts have been made to apply the hierarchical domain in neuro-fuzzy systems: LOLIMOT (Nelles and Isermann, 1996; Nelles et al., 2000) and binary space partitioning (Souza et al.,2002a; 2002b; Almeida, 2004) . In these systems the regions are always split into two equal subregions. The system with a hierarchical split of the input domain, (HSID) splits hierarchically the input domain not necessarily into twin regions (Simiński, 2008a) . A patch augmented hierarchically split input domain (PAH-SID) neuro-fuzzy system is a developement of HSID. It is a hybrid system that comprises the hierarchical input domain partition with creating patch rules for areas with the highest error (Simiński, 2009a) . The algorithm is presented in Fig. 2 . The regions the input domain is split into are defined by Eqn. (2). The first action of the partitioning procedure is the creation of an initial region. The rule for this region is tuned. Then the algorithm forks into two branches: either the worst region (with the highest contribution to the error of the model) is split into two subregions or a patch rule is proposed. In both cases the new rule bases are tuned and errors are calculated. For further stages only one model is selected-that with a lower error rate. Some attempts have been made at finding an efficient and robust heuristics for deciding without tuning whether to split the worst region or to add the patch. Many approaches have been tested but none of them has resulted in any reasonable heuristics.
The stopping criterion is set true if the RSME for test data starts increasing (the knowledge generalisation ability declines).
Rule weights in a system with parameterized consequences
In systems with parameterized consequences the rule weights are introduced implicitly. The g function in Eqn. (6) is linearly dependent on w in all applied implications (Łęski, 2008; Nowicki, 2006) . Thus the support widths w of fuzzy sets in rule consequences can be interpreted as rule weights. In systems described in the papers cited in the introductory section the output of a rule is a function of the product w · F (where w stands for the rule weight and F for the firing strength), which enables switching between the rule weight and its firing strength. This equivalence of rule weights and the modification of the membership function stated in (Nauck and Kruse, 1998) is not valid for a neuro-fuzzy system with parameterized consequences. In this system the rule weight cannot be shifted into a membership function in the rule premise. The formula (6) uses the function g for determining the system output. The (Łęski, 2008; Nowicki, 2006) 
so there is no linear transformation between the rule weight w and its firing strength F . Thus there is no danger of rescaling and dislocating fuzzy sets in the rule premises while using the rule weights. The interpretability of the model is preserved. What is more, the hierarchical domain partition enables some heuristics impossible to apply in the grid split (as in ).
Systems with a grid partition need some rule quality measures (as confidence) to estimate the rule importance and its weight (Cordón et al., 1999; . The hierarchical domain partition may lead to easier rule weight assignment. In this approach a new rule is added when needed. The idea arises to assign a higher weight to the latest rules. The oldest (first created) rule is the most general one and it is to some extent overridden by recent rules.
In ANNBFIS, ANBLIR, HSID and PAHSID, the rules weights (fuzzy set supports w) are initialised with a value of 2. The experiments show that the gradient method used to tune these values modifies the values very little and the final values of set supports w are not far from the initial values. The problem of hardly perceptible modification of rule weights in parameter tuning attracts special attention. A modification of the PAHSID system is proposed. The modification, the WPAHSID (weighted PAHSID) system, tries to modify the rule weights in order to better fit the data. The WPAHSID system splits also the input domain hierarchically and also applies patch rules when needed. Two paradigms of rule weight modifications are applied. One is trivial: the rule weights are not explicitly modified (they are modified in the gradient based procedure of parameter tuning as in PAHSID), the latter being more complicated. For each rule i tuned in the previous iteration, the output error e i is calculated with the formula
where y (i) (x) is the location of the i-th rule's consequence set for the tuple x (cf. Eqn. (3)), y k is the desired output, K is the number of examples in the training set,
is the sum of the values of the membership function of all examples for the i-th rule:
The errors are normalised to the values b ∈ [0, 1], so that the maximum error value is mapped into 1 and the minimum one into 0. The rule weights are then modified using the formula
where η ∈ [0, 1] is a modifying parameter. If the rule has a smaller error e i (if the rule is better), then its weight is augmented most. The weight of the worst rule is not modified at all. When the worst region is split into two subregions, they inherit the value of rule weights from the parent region. If the patch rule is applied, its weight is the maximum weight of hitherto existing rules.
In each algorithm iteration, four candidate models are created: with split, patch, split with weight modification and patch with rule weight modification. From these four models only the one with the least error is selected for further development. This makes the algorithm more time consuming in comparison with the PAHSID algorithm. Thus some heuristics are proposed. The following paradigms of assigning the weight of the new rule are only applied to new patch regions. When splitting the region is more advantageous, the weight of the split region is assigned to both new subregions. In this paper some paradigms of weight modification for PAHSID systems are presented:
1. Linear increase in rule weights. The i-th rule has the weight equal to
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3. Reciprocal cardinality of the rule. The fewer examples the rule recognises, the less general it is, so the weight of the rule should be high:
where F is defined in Eqn. (4).
4. Multiplied reciprocal cardinality of the rule. This is very similar to the above case, but the weight is multiplied by the number of rules:
5. Fibonacci search (Ferguson, 1960; Knuth, 1998 The weights of the rules are optimised in two ways.
(a) Ascending. The oldest (more general) rule is optimised first, the latest is optimised as the last one. The initial value of the weight of the first rule is assigned 2. When a new rule is added, only the weight w i of this rule is optimised within the interval
(b) Descending. The latest rule that is optimised is assigned the value w I = 1. The weight of the ith rule is optimised in the interval [0, w i+1 ] and finally the oldest rule's weight w 1 is optimised as the last one in the interval [0, w 2 ]. Table 3 . Comparision of the data approximation ability of various systems for the 'gas furnace' data set. The 'R' abbreviation stands for the number of rules.
author/system R RMSE ARMA (Box and Jenkins, 1970) -0.8426 Tong (Tong, 1980) 19 0.6848 Lee (Lee et al., 1994) 25 0.6380 Pedrycz (Pedrycz et al., 1995) 25 0.6285 Xu-Lu (Xu and Lu, 1987) 25 0.5727 Pedrycz (Pedrycz, 1984) 81 0.5656 Yoshinari (Yoshinari et al., 1993) 6 0.5468 Box-Jenkins (Box and Jenkins, 1970) 1 0.4494 Sugeno (Sugeno and Yasukawa, 1993) 6 0.4348 Nie (Nie, 1995) 45 0.4111 Joo (Joo et al., 1997) 6 0.4074 Surmann (Surmann et al., 1993) 25 0.4000 EST3 (Gómez-Skarmeta et al., 1999) 2 0.3937 Oh (Oh and Pedrycz, 2000) 4 0.3507 Chen (Chen et al., 1998) 3 0.2678 Lin (Lin and Cunningham, 1995) 4 0.2664 Kim-Park-Ji 2 0.2345 Kim-Park (Kim et al., 1998) 2 0.2190 Byun (Byun et al., 2001) 4 0.2141 ANBLIR (Czekalski, 2006) 2 0.1892 ANNBFIS (Simiński, 2008b) 6 0.1537 HSID (Simiński, 2009a) 6 0.1455 Rantala (Rantala and Koivisto, 2002) 5 0.1350 HSID (Simiński, 2009a) 8 0.1344 Czekalski (Czekalski, 2006) 8 0.1280 PAHSID (Simiński, 2009a) 6 0.1247 PAHSID (Simiński, 2009a) 8 0.1044 WPAHSID (η = 0.1) 8 0.1015 
Experiments
The experiments were conducted on synthetic and real-life datasets. Among them the data series were also used.
Datasets.
The NewSinCos dataset is a synthetic two input, one output dataset. One hundred points from the range x, y ∈ [0, 1] were randomly selected. These points created the tuples x, y, z , where
All tuples were divided into 10-fold cross-validation sets.
The Hang dataset is described in (Sugeno and Yasukawa, 1993) . It is a synthetic dataset with a two-input and one-output value calculated with the formula
where x and y are evenly distributed grid points from the interval [1, 5] . There were 100 x, y, z prepared points. The Chaotic time series dataset contains the data on concentration x of leukocytes in blood described with the Mackey-Glass equation (Glass and Mackey, 1988) 
where a, b and τ are constants. The data set containing 1000 tuples was split into training (1-500) and test (501-1000) sets.
The Milk production dataset (Makridakis et al., 1998) 1 describes the monthly milk production per cow over 14 years. The normalised (to the zero mean and unit standard deviation) time series data were organised in the following manner: [t − 5, t − 3, t − 2, t − 1, t, t + 5]. Of 159 tuples, the first 90 were used as a training set and following 69 as a test set (Simiński, 2009b) .
Gas furnace is a real life dataset depicting the concentration of methane and carbon dioxide in the gas furnace used by (Box and Jenkins, 1970 ) and many researchers. 
Experiments.
The results of random 10-fold cross-validation for the 'NewSinCos' i 'Hang' datasets are presented in Table 2 . The rule weights for various approaches for the 4-th cross-validation set in the 'Hang' data set are presented in Table 4 .
The experiments on the 'chaotic time series', 'milk production' and 'gas furnace' dataset were conducted with separate training and test sets. The results are presented in Table 1 . The results for 'gas furnace' represent data approximation (DA), whereas the results for 'chaotic time series' and 'milk production'-knowledge generalisation (KG).
In each experiment the number of iterations is constant and equal to 100 (the only exception with the number of iterations equal to 250 is the data approximation test, whose results are presented in the Table 3 , in order to keep the same experiment conditions with other researches).
The selection of the most efficient value of the η parameter (cf. Eqn. (11)) is not easy. The best values are selected after numerous tests. Thus for knowledge generalisation for the 'gas furnace' dataset (Table 1 ) η = 0.2, for the 'milk' dataset η = 0.6. For data approximation (Table 3 ) the parameter η is 0.1. Figure 4 presents the expected output values and values elaborated by the PAHSID system with multiplied cardinality rule weight assignment for the 'milk production' dataset. The first 90 examples constitute the training set, the following 69-the test set. Figure 5 presents the surface elaborated by the PAH-SID system with multiplied reciprocal cardinality weight assignment and the original surface defined with the formula (16) ('NewSinCos' dataset). Rule weights in a neuro-fuzzy system with a hierarchical domain partition 345
Discussion
The weights of the rules in a neuro-fuzzy system with parameterized systems are modified very little in the standard gradient method (cf. the first column in Table 4 ) used in the tuning procedure. So the weights of rules are very similar. The assignment of rule weights can improve both data approximation (cf. the results for 'gas furnace' in Table 1) and knowledge generalisation abilities. The situations observed in the experiment are as follows:
1. The WPAHSID system can produce more precise models than PAHSID and ANNBFIS systems and PAHSID with simple heuristics. This situation can be observed in Table 3. 2. WPAHSID can create a model better than PAHSID and ANNBFIS and similar in precision to systems with simple heuristics (cf. results for time-series- Table 1 ).
3. Finally, WPAHSID system is not able to create a better model whereas simple heuristics can produce a model of better precision (cf. results for the 'NewSinCos' and 'Hang' datasets- Table 2) . Table 3 gathers results of data approximation experiments conducted by many researchers in the 'gas furnace' data set. The WPAHSID system outperforms other systems with parameterized consequences (ANNBFIS, PAH-SID, HSID). The system creates a model with the RMSE equal to 0.1015, eight rules and the weight modification parameter η = 0.1. The weights of the rules are w = [2. 2788, 2.7328, 1.7778, 2.4380, 2.3776, 2.5576, 2.5341, 2.6439] T . The modifications of the PAHSID system with simple heuristics achieve poorer results (e.g., for linear weights modification RMSE = 0.1219) than WPAHSID. These heuristics modify the weight too much and the precision of the model decreases.
The cost of better models constructed by the WPAH-SID system is the time needed to complete the task. The construction of the model by WPAHSID takes approximately twice as much time as simple heuristics systems (the Fibonacci search being the exception-it is the most time consuming approach).
One more problem needing a better solution is the selection of the best value of the η parameter for weight modification (cf. Eqn. (11)).
The best results in systems with simple heuristics are achieved for reciprocal cardinality. This means that the highest weight is assigned to the rule that covers the least number of cases.
Fibonacci search based rule weight optimisation requires the most calculation power of all methods researched in this paper. There are even not all results for all data sets due to extreme time demands (cf. Table 1 ). The results obtained using this method are usually not better than those elaborated with systems without any rule weight modification. Only for the 'NewHang' dataset can the Fibonacci search approach have good results, too. This method is suitable for searching the minimum of unimodal functions. Perhaps in this task this assumption is not true.
Summary
The paper presents an implementation of rule weights in neuro-fuzzy systems with a hierarchical input domain partition and parameterized consequences. In systems with parameterized consequences, no rule weight can be shifted and incorporated into membership functions in the rule premises, so there is no explicit equivalence between rule weights and the rule firing strength. In the hierarchical domain partition the rules are added when neededthis feature enables assigning higher weights to later, more specialistic rules. This approach enables adding a new feature to coping fuzziness and ability of generalisationthe exception handling.
The results of experiments on synthetic and real-life data show that this approach can create more precise models both in data approximation and knowledge generalisation.
