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Abstract
Bayesian inference via standard Markov Chain
Monte Carlo (MCMC) methods is too computa-
tionally intensive to handle large datasets, since
the cost per step usually scales like Θ(n) in the
number of data points n. We propose the Scal-
able Metropolis–Hastings (SMH) kernel that ex-
ploits Gaussian concentration of the posterior
to require processing on average only O(1) or
even O(1/
√
n) data points per step. This scheme
is based on a combination of factorized accep-
tance probabilities, procedures for fast simula-
tion of Bernoulli processes, and control variate
ideas. Contrary to many MCMC subsampling
schemes such as fixed step-size Stochastic Gra-
dient Langevin Dynamics, our approach is exact
insofar as the invariant distribution is the true pos-
terior and not an approximation to it. We charac-
terise the performance of our algorithm theoreti-
cally, and give realistic and verifiable conditions
under which it is geometrically ergodic. This the-
ory is borne out by empirical results that demon-
strate overall performance benefits over standard
Metropolis–Hastings and various subsampling al-
gorithms.
1. Introduction
Bayesian inference is concerned with the posterior distribu-
tion p(θ|y1:n), where θ ∈ Θ = Rd denotes parameters of
interest and y1:n = (y1, · · · , yn) ∈ Yn are observed data.
We assume the prior admits a Lebesgue density p(θ) and
that the data are conditionally independent given θ with
likelihoods p(yi|θ), which means
p(θ|y1:n) ∝ p(θ)
n∏
i=1
p(yi|θ).
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Figure 1. Average number of likelihood evaluations per iteration
required by SMH for a 10-dimensional logistic regression posterior
as the number of data points n increases. SMH-1 uses a first-order
approximation to the target and SMH-2 a second-order one.
In most cases of interest, p(θ|y1:n) does not admit a
closed-form expression and so we must resort to a Markov
Chain Monte Carlo (MCMC) approach. However, stan-
dard MCMC schemes can become very computationally
expensive for large datasets. For example, the Metropolis–
Hastings (MH) algorithm requires computing a likelihood
ratio p(y1:n|θ′)/p(y1:n|θ) at each iteration. A direct imple-
mentation of this algorithm thus requires computational cost
Θ(n) per step, which is prohibitive for large n.
Many ideas for mitigating this cost have been suggested; see
Bardenet et al. (2017) for a recent review. Broadly speaking
these approaches are distinguished by whether they exactly
preserve the true posterior as the invariant distribution of
the Markov chain produced. Approximate methods that
have been proposed include divide-and-conquer schemes,
which run parallel MCMC chains on a partition of the data
(Neiswanger et al., 2013; Scott et al., 2016). Other ap-
proaches replace the likelihood ratio in MH with an approx-
imation computed from a subsample of observations. The
error introduced can be controlled heuristically using central
limit theorem approximations (Korattikara et al., 2014) or
rigorously via concentration inequalities (Bardenet et al.,
2014; 2017; Quiroz et al., 2018a). Another popular class
of schemes is based on Stochastic Gradient Langevin Dy-
namics (SGLD) (Welling & Teh, 2011; Dubey et al., 2016;
Baker et al., 2018; Brosse et al., 2018; Chatterji et al., 2018),
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which is a time-discretized Langevin dynamics where the
gradient of the log-likelihood is approximated by subsam-
pling. SGLD is usually implemented using a fixed step-size
discretization, which does not exactly preserve the posterior
distribution. Finally, Quiroz et al. (2016) and Dang et al.
(2017) propose schemes that do not preserve the posterior
exactly, but yield consistent estimates of posterior expecta-
tions after an importance sampling correction.
In addition to these approximate methods, several MCMC
methods exist that do preserve the target as invariant distri-
bution while only requiring access to a subset of the data
at each iteration. However, various restrictions of these
approaches have so far limited their widespread use. Fire-
fly Monte Carlo (Maclaurin & Adams, 2014) considers an
extended target that can be evaluated using a subset of the
data at each iteration, but requires the user specify global
lower bounds to the likelihood factors that can be difficult
to derive. It is as yet also unclear what the convergence
properties of this scheme are. Delayed acceptance schemes
have been proposed based on a factorized version of the
MH acceptance probability (Banterle et al., 2015) and on
a random subsample of the data (Payne & Mallick, 2018).
These methods allow rejecting a proposal without comput-
ing every likelihood term, but still require evaluating each
term in order to accept. Quiroz et al. (2018b) combine the
latter with the approximate subsampling approach of Quiroz
et al. (2018a) to mitigate this problem. Finally, various non-
reversible continuous-time MCMC schemes based on Piece-
wise Deterministic Markov Processes have been proposed
which, when applied to large-scale datasets (Bouchard-Coˆte´
et al., 2018; Bierkens et al., 2019), only require evaluating
the gradient of the log-likelihood for a subset of the data.
However, these schemes can be difficult to understand the-
oretically, falling outside the scope of existing geometric
ergodicity results, and can be challenging to implement.
In this paper we present a novel MH-type subsampling
scheme that exactly preserves the posterior as the invariant
distribution while still enjoying attractive theoretical proper-
ties and being straightforward to implement and tune. We
make use of a combination of a factorized MH acceptance
probability (Ceperley, 1995; Christen & Fox, 2005; Ban-
terle et al., 2015; Michel et al., 2019; Vanetti et al., 2018)
and fast methods for sampling non-homogeneous Bernoulli
processes (Shanthikumar, 1985; Devroye, 1986; Fukui &
Todo, 2009; Michel et al., 2019; Vanetti et al., 2018) to
allow iterating without computing every likelihood factor.
The combination of these ideas has proven useful for some
physics models (Michel et al., 2019), but a naı¨ve applica-
tion is not efficient for large-scale Bayesian inference. Our
contribution here is an MH-style MCMC kernel that re-
alises the potential computational benefits of this method
in the Bayesian setting. We refer to this kernel as Scalable
Metropolis-Hastings (SMH) and, in addition to empirical re-
sults, provide a rigorous theoretical analysis of its behaviour
under realistic and verifiable assumptions. In particular, we
show SMH requires on average onlyO(1) or evenO(1/
√
n)
cost per step as illustrated in Figure 1, has a non-vanishing
average acceptance probability in the stationary regime, and
is geometrically ergodic under mild conditions.
Key to our approach is the use of control variate ideas,
which allow us to exploit the concentration around the mode
frequently observed for posterior distributions with large
datasets. Control variate ideas based on posterior concentra-
tion have been used successfully for large-scale Bayesian
analysis in numerous recent contributions (Dubey et al.,
2016; Bardenet et al., 2017; Baker et al., 2018; Brosse et al.,
2018; Bierkens et al., 2019; Chatterji et al., 2018; Quiroz
et al., 2018a). In our setting, this may be understood as
making use of a computationally cheap approximation of
the posterior.
The Supplement contains all our proofs as well as a guide
to our notation in Section A.
2. Factorised Metropolis-Hastings
We first review the use of a factorised acceptance probability
inside an MH-style algorithm. For now we assume a generic
target pi(θ) before specialising to the Bayesian setting below.
2.1. Transition Kernel
Assume our target pi(θ) and proposal q(θ, θ′) factorise like
pi(θ) ∝
m∏
i=1
pii(θ) q(θ, θ
′) ∝
m∏
i=1
qi(θ, θ
′)
for some m ≥ 1 and some choice of non-negative functions
pii and qi. These factors are not themselves required to be
integrable; for instance, we may take any pii, qi ≡ 1. Define
the Factorised Metropolis-Hastings (FMH) kernel
PFMH(θ,A) :=
(
1−
∫
q(θ, θ′)αFMH(θ, θ′)dθ′
)
IA(θ)
+
∫
A
q(θ, θ′)αFMH(θ, θ′)dθ′, (1)
where θ ∈ Θ , A ⊆ Θ is measurable, and the FMH accep-
tance probability is defined
αFMH(θ, θ
′) :=
m∏
i=1
1 ∧ pii(θ
′)qi(θ′, θ)
pii(θ)qi(θ, θ′)︸ ︷︷ ︸
=:αFMHi(θ,θ
′)
. (2)
It is straightforward and well-known that PFMH is pi-
reversible; see Section B.1 in the Supplement for a proof.
Factorised acceptance probabilities have appeared numerous
times in the literature and date back at least to (Ceperley,
1995). The MH acceptance probability αMH and kernel
PMH correspond to αFMH and PFMH when m = 1.
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2.2. Poisson Subsampling Implementation
The acceptance step of PFMH can be implemented by sam-
pling directly m independent Bernoulli trials with success
probability 1 − αFMHi, and returning θ′ if every trial is a
failure. Since we can reject θ′ as soon as a single success
occurs, this allows us potentially to reject θ′ without com-
puting each factor at each iteration (Christen & Fox, 2005;
Banterle et al., 2015).
However, although this can lead to efficiency gains in some
contexts, it remains of limited applicability for Bayesian
inference with large datasets since we are still forced to
compute every factor whenever we accept a proposal. It was
realized independently by Michel et al. (2019) and Vanetti
et al. (2018) that if one has access to lower bounds on
αFMHi(θ, θ
′), hence to an upper bound on 1−αFMHi(θ, θ′),
then techniques for fast simulation of Bernoulli random
variables can be used that potentially avoid this problem.
One such technique is given by the discrete-time thinning
algorithms introduced in (Shanthikumar, 1985); see also
(Devroye, 1986, Chapter VI Sections 3.3-3.4). This is used
in (Michel et al., 2019).
We use here an original variation of a scheme developed in
(Fukui & Todo, 2009). Denote
λi(θ, θ
′) := − logαFMHi(θ, θ′),
and assume we have the bounds
λi(θ, θ
′) ≤ ϕ(θ, θ′)ψi := λi(θ, θ′) (3)
for nonnegative ϕ,ψi. This condition holds for a variety of
statistical models: for instance, if pii is log-Lipschitz and q
is symmetric with (say) qi = q1/m, then
λi(θ, θ
′) ≤ Ki‖θ − θ′‖. (4)
This case illustrates that (3) is usually a local constraint on
the target and therefore not as strenuous as the global lower-
bounds required by Firefly (Maclaurin & Adams, 2014). We
exploit this to provide a methodology for producing ϕ and ψ
mechanically when we consider Bayesian targets in Section
3. Letting λ(θ, θ′) :=
∑m
i=1 λi(θ, θ
′), it follows that if
N ∼ Poisson (λ(θ, θ′))
X1, · · · , XN iid∼ Categorical((λi(θ, θ′)/λ(θ, θ′))1≤i≤m)
Bj ∼ Bernoulli(λXj (θ, θ′)/λXj (θ, θ′)) independently
for 1 ≤ j ≤ N
then P(B = 0) = αFMH(θ, θ′) where B =
∑N
j=1Bj (and
B = 0 if N = 0). See Proposition C.1 in the Supplement
for a proof. These steps may be interpreted as sampling a
discrete Poisson point process with intensity λi(θ, θ′) on
i ∈ {1, · · · ,m} via thinning (Devroye, 1986). Thus, to
perform the FMH acceptance step, we can simulate these
Bj and check whether each is 0.
We may exploit (3) to sample each Xj and Bj in O(1) time
per MCMC step as m → ∞ after paying some once-off
setup costs. Note that
λ(θ, θ′) = ϕ(θ, θ′)
m∑
i=1
ψi, (5)
so that we may compute λ(θ, θ′) in O(1) time per iteration
by simply evaluating ϕ(θ, θ′) if we pre-compute
∑m
i=1 ψi
ahead of our run. This incurs a one-time cost of Θ(m),
but assuming our run is long enough this will be negligible
overall. Similarly, note that
λi(θ, θ
′)
λ(θ, θ′)
=
ψi∑m
j=1 ψj
,
so that Categorical((λi(θ, θ′)/λ(θ, θ′))1≤i≤m) does not
depend on θ, θ′. Thus, we can sample each Xi in O(1)
time using Walker’s alias method (Walker, 1977; Kronmal
& Peterson, 1979) having paid another once-off Θ(m) cost.
Algorithm 1 shows how to implement PFMH using this
approach. Observe that if N < m we are guaranteed not to
evaluate every target factor even if we accept the proposal θ′.
Of course, since N is random, in general it is not obvious
that N  m will necessarily hold on average, and indeed
this will not be so for a naı¨ve factorisation. We show in
Section 3 how to use Algorithm 1 as the basis of an efficient
subsampling method for Bayesian inference.
In many cases we will not have bounds of the form (3)
for every factor. However, Algorithm 1 can still be useful
provided the computational cost for computing these ex-
tra factors is O(1). In this case we can directly simulate
a Bernoulli trial for each additional factor, which by as-
sumption does not change the asymptotic complexity of this
method.
2.3. Geometric Ergodicity
We consider now the theoretical implications of using PFMH
rather than PMH. We refer the reader to Section B.2 in the
Supplement for a review of the relevant definitions and
theory of Markov chains. It is straightforward to show and
well-known that the following holds.
Proposition 2.1. For all θ, θ′ ∈ Θ , αFMH(θ, θ′) ≤
αMH(θ, θ
′).
See Section B in the Supplement for a proof. As such, we do
not expect FMH to enjoy better convergence properties than
MH. Indeed, Proposition 2.1 immediately entails that FMH
produces ergodic averages of higher asymptotic variance
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Algorithm 1 Efficient implementation of the FMH kernel.
Setup() is called once prior to starting the MCMC run.
function Setup()
Ψ←∑mi=1 ψi
τ ← AliasTable((ψi/Ψ)1≤i≤m)
end function
function FmhKernel(θ)
θ′ ∼ q(θ, ·)
N ∼ Poisson(ϕ(θ, θ′)Ψ)
for j ∈ 1, ..., N do
Xj ∼ τ
Bj ∼ Bernoulli(λXj (θ, θ′)/λXj (θ, θ′))
if Bj = 1 then
return θ
end if
end for
return θ′
end function
than standard MH (Peskun, 1973; Tierney, 1998). More-
over PFMH can fail to be geometrically ergodic even when
PMH is, as noticed by Banterle et al. (2015). Geometric
ergodicity is a desirable property of MCMC algorithms be-
cause it ensures the central limit theorem holds for some
ergodic averages (Roberts & Rosenthal, 1997, Corollary
2.1). The central limit theorem in turn is the foundation of
principled stopping criteria based on Monte Carlo standard
errors (Jones & Hobert, 2001).
To address the fact that PFMH might not be geometrically
ergodic, we introduce the Truncated FMH (TFMH) kernel
PTFMH which is obtained by simply replacing in (1) the
term αFMH(θ, θ′) with the acceptance probability
αTFMH(θ, θ
′) :=
{
αFMH(θ, θ
′), λ(θ, θ′) < R
αMH(θ, θ
′), otherwise,
(6)
for some choice of R ∈ [0,∞]. Observe that FMH is a
special case of TFMH with R = ∞. When λ(θ, θ′) is
symmetric in θ and θ′, Proposition B.3 in the Supplement
shows that PTFMH is still pi-reversible. The following the-
orem shows that under mild conditions TFMH inherits the
desirable convergence properties of MH.
Theorem 2.1. If PMH is ϕ-irreducible, aperiodic, and geo-
metrically ergodic, then PTFMH is too if
δ := inf
λ(θ,θ′)<R
αFMH(θ, θ
′) ∨ αFMH(θ′, θ) > 0. (7)
In this case, Gap(PFMH) ≥ δGap(PMH), and for f ∈
L2(pi)
var(f, PTFMH) ≤ (δ−1 − 1)var(f, pi) + δ−1var(f, PMH).
Here Gap(P ) denotes the spectral gap and var(f, P ) the
asymptotic variance of the ergodic averages of f . See
Section B.2 in the Supplement for full definitions and
a proof. Proposition B.1 in the Supplement shows that
αFMH(θ, θ
′) ∨ αFMH(θ′, θ) = αFMH(θ, θ′)/αMH(θ, θ′),
and hence (7) quantifies the worst-case cost we pay for
using the FMH acceptance probability rather than the MH
one. The condition (7) is easily seen to hold in the com-
mon case that each pii is bounded away from 0 and∞ on
{θ, θ′ ∈ Θ | λ(θ, θ′) < R}, which is a fairly weak require-
ment when R <∞.
Recall from the previous section that PFMH requires com-
puting N ∼ Poisson(λ(θ, θ′)) factors for a given θ, θ′. In
this way, TFMH yields the additional benefit of controlling
the maximum expected number of factors we will need to
compute via the choice of R. An obvious choice is to take
R = m, which ensures we will not compute more factors
for FMH than for MH on average. Thus, overall, TFMH
yields the computational benefits of αFMH when our bounds
(3) are tight (usually near the mode), and otherwise falls
back to MH as a default (usually in the tails).
3. FMH for Bayesian Big Data
We now consider the specific application of FMH to the
problem of Bayesian inference for large datasets, where
pi(θ) ∝ p(θ)∏ni=1 p(yi|θ). It is frequently observed that
such targets concentrate at a rate 1/
√
n around the mode as
n→∞, in what is sometimes referred to as the Bernstein-
von Mises phenomenon. We describe here how to leverage
this phenomenon to devise an effective subsampling algo-
rithm based on Algorithm 1. Our approach is based on con-
trol variate ideas similar to Dubey et al. (2016); Bardenet
et al. (2017); Bierkens et al. (2019); Baker et al. (2018);
Chatterji et al. (2018); Quiroz et al. (2018a). We emphasise
that all these techniques also rely on a posterior concentra-
tion assumption but none of them only requires processing
O(1/
√
n) data points per iteration as we do.
To see why this approach is needed, observe that the most
natural factorisations of the posterior have m  n. This
introduces a major pitfall: each new factor introduced can
only lower the value of αFMH(θ, θ′), which in the aggregate
can therefore mean αFMH(θ, θ′)→ 0 as n→∞.
Consider heuristically a naı¨ve application of Algorithm 1
to pi. Assuming a flat prior for simplicity, the obvious fac-
torisation takes m = n and each pii(θ) = p(yi|θ). Suppose
the likelihoods are log-Lipschitz and that we use the bounds
(4) derived above. For smooth likelihoods, if the Lipschitz
constants Ki are chosen minimally, these bounds will be
tight in the limit as ‖θ− θ′‖ → 0. Consequently, if we scale
‖θ − θ′‖ as 1/√n to match the concentration of the target,
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then αFMH(θ, θ′)  exp(−λ(θ, θ′))→ 0 since
λ(θ, θ′) = ‖θ − θ′‖︸ ︷︷ ︸
=Θ(1/
√
n)
n∑
i=1
Ki︸ ︷︷ ︸
=Θ(n)
= Θ(
√
n).
Recall that Algorithm 1 requires the computation of at most
N ∼ Poisson(λ(θ, θ′)) factors, and hence in this case we
do obtain a reduced expected cost per iteration of Θ(
√
n) as
opposed to Θ(n). Nevertheless, we found empirically that
the increased asymptotic variance produced by the decaying
acceptance probability entails an overall loss of performance
compared with standard MH. We could consider using a
smaller stepsize such as ‖θ − θ′‖ = O(1/n) which would
give a stable acceptance probability, but then our proposal
would not match the 1/
√
n concentration of the posterior.
We again found this increases the asymptotic variance to the
extent that it negates the benefits of subsampling overall.
3.1. Scalable Metropolis–Hastings
Our approach is based on controlling λ(θ, θ′), which en-
sures both a low computational cost and a large acceptance
probability. We assume an initial factorisation
pi(θ) ∝ p(θ)
n∏
i=1
p(yi|θ) ∝
m∏
i=1
pii(θ) (8)
for some m (not necessarily equal to n) and pii (e.g. using
directly the factorisation of prior and likelihoods). Let
Ui(θ) := − log pii(θ) U(θ) :=
m∑
i=1
Ui(θ).
We choose some fixed θ̂ ∈ Θ not depending on i that is
near the mode of pi like Dubey et al. (2016); Bardenet et al.
(2017); Bierkens et al. (2019); Baker et al. (2018); Chatterji
et al. (2018); Quiroz et al. (2018a). Assuming sufficient
differentiability, we then approximate Ui with a k-th order
Taylor expansion around θ̂, which we denote by
Ûk,i(θ) ≈ Ui(θ).
We also define
pik,i(θ) := exp(−Ûk,i(θ)) ≈ pii(θ).
In practice we are exclusively interested in the cases k = 1
and k = 2, which correspond to first and second-order
approximations respectively. Explicitly, in these cases
Û1,i(θ) = U(θ̂) +∇Ui(θ̂)>(θ − θ̂),
Û2,i(θ) = Û1,i(θ) +
1
2
(θ − θ̂)>∇2Ui(θ̂)(θ − θ̂),
where∇ denotes the gradient and∇2 the Hessian. Letting
Ûk(θ) :=
m∑
i=1
Ûk,i(θ) pik(θ) := exp(−Ûk(θ)),
additivity of the Taylor expansion further yields
Û1(θ) = U(θ̂) +∇U(θ̂)>(θ − θ̂)
Û2(θ) = Û1(θ) +
1
2
(θ − θ̂)>∇2U(θ̂)(θ − θ̂). (9)
Thus when∇2U(θ̂)  0 (i.e. symmetric positive-definite),
pi2(θ) is seen to be a Gaussian approximation to pi around
the (approximate) mode θ̂.
We use the pik,i to define the Scalable Metropolis-Hastings
(SMH or SMH-k) acceptance probability
αSMH-k(θ, θ
′) :=
(
1 ∧ pik(θ
′)q(θ′, θ)
pik(θ)q(θ, θ′)
) m∏
i=1
1∧pii(θ
′)pik,i(θ)
pik,i(θ′)pii(θ)
.
(10)
Note that SMH-k is a special case of FMH with m + 1
factors given by
pi = pik︸︷︷︸
=pim+1
m∏
i=1
pii
pik,i︸︷︷︸
=pii
q = q︸︷︷︸
=qm+1
m∏
i=1
1︸︷︷︸
=qi
(11)
and hence defines a valid acceptance probability. (Note that
pi1 is not integrable, but recall this is not required of FMH
factors.) We could consider any factorisation of q, but we
will not make use of this generality.
pik(θ) can be computed in constant time after precomputing
the relevant partial derivatives at θ̂ before our MCMC run.
This allows us to deal with 1∧ pik(θ′)q(θ′, θ)/pik(θ)q(θ, θ′)
by directly simulating a Bernoulli trial with this value as its
success probability. For the remaining factors we have
λi(θ, θ
′) = − log
(
1 ∧ pii(θ
′)pik,i(θ)
pii(θ)pik,i(θ′)
)
.
We can obtain a bound of the form (3) providedUi is (k+1)-
times continuously differentiable. In this case, if we can
find constants
Uk+1,i ≥ sup
θ∈Θ
|β|=k+1
|∂βUi(θ)|, (12)
(here β is multi-index notation; see Section A of the Supple-
ment) it follows that
λ(θ, θ′) := (‖θ − θ̂‖k+11 + ‖θ′ − θ̂‖k+11 )︸ ︷︷ ︸
=ϕ(θ,θ′)
m∑
i=1
Uk+1,i
(k + 1)!︸ ︷︷ ︸
=ψi
(13)
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defines an upper bound of the required form (5). See Propo-
sition D.1 in the Supplement for a derivation. Observe this
is symmetric in θ and θ′ and therefore can be used to define
a truncated version of SMH as described in Section 2.3.
Although we concentrate on Taylor expansions here, other
choices of pii may be useful. For instance, it may be possible
to make pii/pii log-Lipschitz or log-concave and obtain bet-
ter bounds. However, Taylor expansions have the advantage
of generality and (13) is sufficiently tight for us.
Heuristically, if the posterior concentrates like 1/
√
n, if
we scale our proposal like 1/
√
n, and if θ̂ is not too far
(specifically O(1/
√
n)) from the mode, then both ‖θ − θ̂‖
and ‖θ′ − θ̂‖ will be O(1/√n), and ϕ(θ, θ′) will be
O(n−(k+1)/2). If moreover m  n, then the summation
will be O(n) and hence overall λ(θ, θ′) = O(n(1−k)/2).
When k = 1 this is O(1) and when k = 2 this is O(1/
√
n),
which entails a substantial improvement over the naı¨ve ap-
proach. In particular, we expect stable acceptance probabil-
ities in both cases, constant expected cost in n for k = 1,
and indeed O(1/
√
n) decreasing cost for k = 2. We make
this argument rigorous in Theorem 3.1 below.
Beyond what is already needed for MH, Uk+1,i and θ̂ are
all the user must provide for our method. In practice neither
of these seems problematic in typical settings. We have
found deriving Uk+1,i to be a fairly mechanical procedure,
and give examples for two models in Section 4. Likewise,
while computing θ̂ does entail some cost, we have found
that standard gradient descent finds an adequate result in
time negligible compared with the full MCMC run.
3.2. Choice of Proposal
We now consider the choice of proposal q and its impli-
cations for the acceptance probability. As mentioned, it
is necessary to ensure that, roughly speaking, ‖θ − θ′‖ =
O(n−1/2) to match the concentration of the target. In this
section we describe heuristically how to ensure this. The-
orem 3.1 below and Section F.1.2 in the Supplement give
precise statements of what is required.
Two main classes of q are of interest to us. When q is
symmetric, (10) simplifies to
αSMH-k(θ, θ
′) =
(
1 ∧ pik(θ
′)
pik(θ)
) m∏
i=1
1 ∧ pii(θ
′)pik,i(θ)
pii(θ)pik,i(θ′)
.
(14)
We can realise this with the correct scaling with for example
q(θ, θ′) = Normal(θ′ | θ, σ
2
n
Id), (15)
where σ > 0 is fixed in n. Alternatively, we can more
closely match the covariance of our proposal to the covari-
ance of our target with
q(θ, θ′) = Normal(θ′ | θ, σ2[∇2U(θ̂)]−1). (16)
Under usual circumstances [∇2U(θ̂)]−1 is approximately
(since in general this will include a non-flat prior term) pro-
portional to the inverse observed information matrix, and
hence the correct O(n−1/2) scaling is achieved automati-
cally. See Section F.1.2 in the Supplement for more details.
We can improve somewhat on a symmetric proposal if we
choose q to be pik-reversible in the sense that
pik(θ)q(θ, θ
′) = pik(θ′)q(θ′, θ)
for all θ, θ′; see, e.g., (Tierney, 1994; Neal, 1999; Kamatani,
2018). In this case we obtain
αSMH-k(θ, θ
′) =
m∏
i=1
1 ∧ pii(θ
′)pik,i(θ)
pii(θ)pik,i(θ′)
.
Note that using a pik-reversible proposal allows us to drop
the first term in (14), and hence obtain a higher acceptance
probability for the same θ, θ′. Moreover, when k = 2, we
see from (9) that a pik-reversible proposal corresponds to an
MCMC kernel that targets a Gaussian approximation to pi,
and may therefore be more suited to the geometry of pi than
a symmetric one.
We now consider how to produce pik-reversible proposals.
For q of the form
q(θ, θ′) = Normal(θ′ | Aθ + b, C)
where A,C ∈ Rd×d with C  0 and b ∈ Rd, Theorem E.1
in the Supplement gives necessary and sufficient conditions
for pi1 and pi2-reversibility. Specific useful choices that
satisfy these conditions and ensure the correct scaling are
then as follows. For pi1 we can use for example
A = Id b = − σ
2n
∇U(θ̂) C = σ
n
Id (17)
for some σ > 0, where Id ∈ Rd×d is the identity matrix.
For pi2, assuming ∇2U(θ̂)  0 (which will hold if θ̂ is
sufficiently close to the mode), we can use a variation of
the preconditioned-Crank Nicholson proposal (pCN) (Neal,
1999) defined by taking
A =
√
ρId C = (1− ρ)[∇2U(θ̂)]−1
b = (1−√ρ)(θ̂ − [∇2U(θ̂)]−1∇U(θ̂))
where ρ ∈ [0, 1). When ρ = 0 this corresponds to an inde-
pendent Gaussian proposal: θ′ ∼ pi2. Note that this can be
re-interpreted as the exact discretization of an Hamiltonian
dynamics for the Gaussian pi2.
Scalable Metropolis–Hastings for Exact Bayesian Inference with Large Datasets
3.3. Performance
We now show rigorously that SMH addresses the issues of
a naive approach and entails an overall performance benefit.
In our setup we assume some unknown data-generating dis-
tribution P0, with data Yi
iid∼ P0. We denote the (random)
targets by pi(n)(θ) := p(θ|Y1:n), for which we assume a
factorisation (8) involving m(n) terms. We denote the mode
of pi(n) by θ(n)MAP, and our estimate of the mode by θ̂
(n). Ob-
serve that θ(n)MAP ≡ θ(n)MAP(Y1:n) is a deterministic function
of the data, and we assume this holds for θ̂(n) ≡ θ̂(n)(Y1:n)
also. In general θ̂(n) may depend on additional randomness,
say W1:n, if for instance it is the output of a stochastic gra-
dient descent algorithm. In that case, our statements should
involve conditioning on W1:n but are otherwise unchanged.
Given n data points we denote the proposal by q(n), and
model the behaviour of our chain at stationarity by consider-
ing θ(n) ∼ pi(n) and θ′(n) ∼ q(n)(θ(n), ·) sampled indepen-
dently of all other randomness given Y1:n. The following
theorem allows us to show that both the computational cost
and the acceptance probability of SMH remain stable as
n→∞. See Section F in the Supplement for a proof.
Theorem 3.1. Suppose each Ui is (k + 1)-times con-
tinuously differentiable, each Uk+1,i ∈ Lk+2, and
E[
∑m(n)
i=1 Uk+1,i|Y1:n] = OP0(n). Likewise, assume each
of ‖θ(n)− θ(n)MAP‖, ‖θ(n)− θ′(n)‖, and ‖θ̂(n)− θ(n)MAP‖ is in
Lk+2, and each of E[‖θ(n) − θ(n)MAP‖k+1|Y1:n], E[‖θ(n) −
θ′(n)‖k+1|Y1:n], and ‖θ̂(n)−θ(n)MAP‖k+1 isOP0(n−(k+1)/2)
as n→∞. Then λ defined by (13) satisfies
E[λ(θ(n), θ′(n))|Y1:n] = OP0(n(1−k)/2).
For given θ(n) and θ′(n), recall that the method described
in Section 2.2 requires the computation of at most N (n) ∼
Poisson(λ(θ(n), θ′(n))) factors. Under the conditions of
Theorem 3.1, we therefore have
E[N (n)|Y1:n] = E[E[N (n)|θ(n), θ′(n), Y1:n]|Y1:n]
= E[λ(θ(n), θ′(n))|Y1:n]
= OP0(n
(1−k)/2).
In other words, with arbitrarily high probability with respect
to the data-generating distribution, SMH requires processing
on average only O(1) data points per step for a first-order
approximation, and O(1/
√
n) for a second-order one.
This result also ensures that the acceptance probability for
SMH does not vanish as n → ∞. Denoting by pi(n)k our
approximation in the case of n data points, observe that
0 ≤ E[− logαFMH(θ(n), θ′(n))|Y1:n]
≤ E[− log(1 ∧ pi
(n)
k (θ
′(n))q(n)(θ′(n), θ(n))
pi
(n)
k (θ
(n))q(n)(θ(n), θ′(n))
)|Y1:n]
+ E[λ(θ(n), θ′(n))|Y1:n]
Here the second right-hand side term is OP0(n
(1−k)/2) by
Theorem 3.1. For a pik-reversible proposal the first term is
simply 0, while for a symmetric proposal Theorem F.2 in
the Supplement shows it is OP0(1). In either case, we see
that the acceptance probability is stable in the limit of large
n. In the case of a pi2-reversible proposal, we in fact have
E[αFMH(θ(n), θ′(n))|Y1:n] P0→ 1.
Note that both these implications also apply if we use a trun-
cated version of SMH as per Section 2.3. This holds since
in general TFMH ensures both that the expected number of
factor evaluations is not greater than for FMH, and that the
acceptance probability is not less than for FMH.
The conditions of Theorem 3.1 hold in realistic scenarios.
The integrability assumptions are mild and mainly technical.
We will see in Section 4 that in practice Uk+1,i ≡ Uk+1(Yi)
is usually a function of Yi, in which case
E[
m(n)∑
i=1
Uk,i|Y1:n] =
n∑
i=1
Uk+1(Yi) = OP0(n)
by the law of large numbers. In general, we might also have
one Uk,i for the prior also, but the addition of this term still
gives the same asymptotic behaviour.
The condition E[‖θ(n) − θ(n)MAP‖k+1|Y1:n] =
OP0(n
−(k+1)/2) essentially states that the posterior
must concentrate at rate O(1/
√
n) around the mode. This is
a consequence of standard, widely-applicable assumptions
that are used to prove Bernstein-von Mises. See Section
F.1.1 of the Supplement for more details. Note in particular
that we do not require our model to be well-specified
(i.e. we do not need P0 = p(y|θ0) for some θ0 ∈ Θ).
The remaining two OP0 conditions correspond to the
heuristic conditions given in Section 3.1. In particular,
the proposal should scale like 1/
√
n. We show Section
F.1.2 of the Supplement that this condition holds for the
proposals described in Section 3.2. Likewise, θ̂ should be
distance O(1/
√
n) from the mode. When the posterior
is log-concave it can be shown this holds for instance
for stochastic gradient descent after performing a single
pass through the data (Baker et al., 2018, Section 3.4). In
practice, we interpret this condition to mean that θ̂ should
be as close as possible to θMAP, but that some small margin
for error is acceptable.
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4. Experimental Results
In this section we apply SMH to Bayesian logistic regres-
sion. A full description of the model and upper bounds (12)
we used is given in Section G.2 of the Supplement. We
also provide there an additional application our method to
robust linear regression. We chose these models due to the
availability of lower bounds on the likelihoods required by
Firefly.
In our experiments we took d = 10. For both SMH-1 and
SMH-2 we used truncation as described in Section 2.3, with
R = n. Our estimate of the mode θ̂ was computed using
stochastic gradient descent. We compare our algorithms to
standard MH, Firefly, and Zig-Zag (Bierkens et al., 2019),
which all have the exact posterior as the invariant distri-
bution. We used the MAP-tuned variant of Firefly (which
also makes use of θ̂) with implicit sampling (this uses an
algorithmic parameter qd→b = 10−3; the optimal choice of
qd→b is an open question) and the lower bounds specified in
Section 3.1 of Maclaurin & Adams (2014).
Figure 1 (in Section 1) shows the average number of like-
lihood evaluations per step and confirms the predictions of
Theorem 3.1. Figure 2 displays the effective sample sizes
(ESS) for the posterior mean estimate of one regression
coefficient, rescaled by execution time. For large n, SMH-
2 significantly outperforms competing techniques. For all
methods except Zig-Zag we used the proposal (16) with
σ = 1, which automatically scales according to the concen-
tration of the target.
We also separately considered the performance of the pCN
proposal. Figure 3 shows the effect of varying ρ. As the
target concentrates, the Gaussian approximation of the target
improves and an independent proposal (ρ = 0) becomes
optimal. Finally, we also illustrate the average acceptance
rate when varying ρ in Figure 4.
Since SMH-2 makes use of a Gaussian approximation to
the posterior pi2, we finally consider the benefit that our
method yields over simply using pi2 directly. Observe in
Figure 4 that the acceptance probability of MH with the
independent proposal differs non-negligibly from 1 for rea-
sonably large values of n, which indicates that our method
yields a non-trivial increase in accuracy. For very large n,
the discrepancy vanishes as expected and SMH and other
subsampling methods based on control variates become less
useful in practice. See Section G of the Supplement for fur-
ther results along these lines. We believe however that our
approach could form the basis of subsampling methods in
more general and interesting settings such as random effect
models and leave this as an important piece of future work.
Code to reproduce our experiments is available at github.
com/pjcv/smh.
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Figure 4. Acceptance rates for pCN proposals.
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Datasets: Supplementary Material
A. Guide to Notation
a ∧ b min{a, b}
a ∨ b max{a, b}
B(x,K) Euclidean ball centered at x of radius K
IA Indicator function of the set A
∂jF (x) j-th partial derivative of F at x, i.e. ∂F (x)/∂xj
∇F (x) Gradient of F at x
∇2F (x) Hessian of F at x
‖·‖ The `2 norm
‖·‖1 The `1 norm
‖·‖∞ The supremum norm
‖·‖op The operator norm with respect to ‖·‖ on the domain and range
Id Identity matrix
A ≺ B B −A is symmetric positive-definite
A  B B −A is symmetric nonnegative-definite
a(x)  b(x) as x→ x0 limx→x0 a(x)/b(x) = 1
a(x) = O(b(x)) as x→ x0 lim supx→x0 |a(x)/b(x)| <∞
a(x) = Θ(b(x)) as x→ x0 a(x) = O(b(x)) as x→ x0 and lim infx→x0 |a(x)/b(x)| > 0. (Note that similar notation
is used for our state space Θ , but the meaning will always be clear from context.)
x y (Informal) x is much smaller than y
x ≈ y (Informal) x is approximately equal to y
Leb The Lebesgue measure
a.s. Almost surely
i.i.d. Independent and identically distributed
Xn
P→ X Xn converges to X in P-probability
Xn = OP(an) Xn/an is P-tight, i.e. for all  > 0 there exists c > 0 such that P(|Xn/an| < c) > 1− 
for all n
Xn = oP(an) Xn/an
P→ 0
E[X] Expectation of a random variable X
E[X;A] E[XIA]
Lp The space of random variables X such that E[|X|p] <∞
Lp(µ) The space of real-valued test functions f such that f(X) ∈ Lp where X ∼ µ
We also use multi-index notation to express higher-order derivatives succinctly. Specifically, for β = (β1, · · · , βd) ∈ Zd≥0
and θ = (θ1, · · · , θd) ∈ Θ , we define
|β| :=
d∑
i=1
βi β! :=
d∏
i=1
βi! θ
β :=
d∏
i=1
θβii ∂
β :=
∂|β|
∂β1 · · · ∂βd .
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B. Factorised Metropolis–Hastings
Note that the definition (2) of αFMH(θ, θ′) technically does not apply when pi(θ)q(θ, θ′) = 0. For concreteness, like
Hastings (1970), we therefore define explicitly
αFMH(θ, θ
′) :=
{∏m
i=1 1 ∧ pii(θ
′)qi(θ′,θ)
pii(θ)qi(θ,θ′)
if each pii(θ)qi(θ, θ′) 6= 0
1 otherwise,
and take αMH(θ, θ′) to be the case when m = 1. We still take αTFMH(θ, θ′) to be defined by (6). We first establish a useful
preliminary Proposition.
Proposition B.1. For all θ, θ′ ∈ Θ , αFMH(θ, θ′) = αMH(θ, θ′)(αFMH(θ, θ′) ∨ αFMH(θ′, θ)).
Proof. The cases where pii(θ)qi(θ, θ′) = 0 or pii(θ′)qi(θ′, θ) = 0 for some i are immediate from the definition above.
Otherwise, since (1 ∧ c)−1 = 1 ∨ c−1 for all c > 0,
αMH(θ, θ
′)−1 =
(
1 ∧
m∏
i=1
pii(θ
′)qi(θ′, θ)
pii(θ)qi(θ, θ′)
)−1
= 1 ∨
m∏
i=1
pii(θ)qi(θ, θ
′)
pii(θ′)qi(θ′, θ)
,
and hence
αFMH(θ, θ
′)
αMH(θ, θ′)
= αFMH(θ, θ
′) ∨
(
αFMH(θ, θ
′)
m∏
i=1
pii(θ)qi(θ, θ
′)
pii(θ′)qi(θ′, θ)
)
= αFMH(θ, θ
′) ∨
(
m∏
i=1
(1 ∧ pii(θ
′)qi(θ′, θ)
pii(θ)qi(θ, θ′)
)
m∏
i=1
pii(θ)qi(θ, θ
′)
pii(θ′)qi(θ′, θ)
)
= αFMH(θ, θ
′) ∨
(
m∏
i=1
1 ∧ pii(θ)qi(θ, θ
′)
pii(θ′)qi(θ′, θ)
)
= αFMH(θ, θ
′) ∨ αFMH(θ′, θ)
which gives the result.
Corollary B.1. For all θ, θ′ ∈ Θ , αFMH(θ, θ′) ≤ αMH(θ, θ′).
B.1. Reversibility
To show reversibility for PFMH and PTFMH, we will use the standard result (see e.g. (Geyer, 1998, Lemma 3.4)) that a
kernel of the form
P (θ,A) =
(
1−
∫
q(θ, θ′)α(θ, θ′)dθ′
)
IA(θ) +
∫
A
q(θ, θ′)α(θ, θ′)dθ′
is reversible if pi(θ)q(θ, θ′)α(θ, θ′) is symmetric in θ and θ′. It is straightforward to show for instance that
pi(θ)q(θ, θ′)αMH(θ, θ′) = pi(θ′)q(θ′, θ)αMH(θ′, θ), (B.1)
which is immediate if either pi(θ) = 0 or pi(θ′) = 0, and otherwise
pi(θ)q(θ, θ′)αMH(θ, θ′) = pi(θ)q(θ, θ′)
(
1 ∧ pi(θ
′)q(θ′, θ)
pi(θ)q(θ, θ′)
)
= pi(θ)q(θ, θ′) ∧ pi(θ′)q(θ′, θ).
We use this result to establish reversiblity of PFMH. This result is standard but we include it here for completeness.
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Proposition B.2. PFMH is pi-reversible.
Proof. By Proposition B.1
pi(θ)q(θ, θ′)αFMH(θ, θ′) = pi(θ)q(θ, θ′)αMH(θ, θ′)(αFMH(θ, θ′) ∨ αFMH(θ′, θ)),
which is symmetric in θ and θ′ by (B.1).
Proposition B.3. If λ(θ, θ′) is symmetric in θ and θ′, then PTFMH is pi-reversible.
Proof. Simply write
αTFMH(θ, θ
′) = I(λ(θ, θ′) < R)αFMH(θ, θ′) + I(λ(θ, θ′) ≥ R)αMH(θ, θ′).
The result then follows from the symmetry of the indicator functions, (B.1), and the proof of Proposition B.2.
B.2. Ergodic Properties
We provide a brief background to the theory of ϕ-irreducible Markov Chains. See (Meyn & Tweedie, 2009) for a
comprehensive treatment.
For a transition kernel P , we inductively define the transition kernel P k for k ≥ 1 by setting P 1 := P and
P k(θ,A) :=
∫
P (θ, dθ′)P k−1(θ′, A)dθ′
for k > 1, where θ ∈ Θ and A ⊆ Θ is measurable. Given a nontrivial measure ϕ on Θ , we say P is ϕ-irreducible
if ϕ(A) > 0 implies P k(θ,A) > 0 for some k ≥ 1. For ϕ-irreducible P , we define a k-cycle of P to be a partition
D1, · · · , Dk, N of Θ such that ϕ(N) = 0, and for all 1 ≤ i ≤ k, if θ ∈ Di then P (θ,Di+1) = 1. (Here i + 1 is meant
modulo k.) If there exists a k-cycle with k > 1, we say that P is periodic; otherwise it is aperiodic.
If P is ϕ-irreducible and aperiodic and has invariant distribution pi, we say P is geometrically ergodic if there exists
constants ρ < 1, C <∞, and a pi-a.s. finite function V ≥ 1 such that
‖P k(θ, ·)− pi‖V ≤ C V (θ)ρk
for all θ ∈ Θ and k ≥ 1. Here ‖·‖V denotes the V -norm on signed measures defined by
‖µ‖V = sup
|f |≤V
|pi(f)|,
where pi(f) :=
∫
f(θ)pi(dθ). By (Roberts & Rosenthal, 1997, Proposition 2.1), this is equivalent to the apparently weaker
condition that there exist some constant ρ > 0 and pi-a.s. finite function M such that
‖P k(θ, ·)− pi‖TV ≤M(θ)ρk
for all θ ∈ Θ and k ≥ 1, where ‖·‖TV denotes the total variation distance on signed measures.
Our interest in geometric ergodicity is largely due to the implications it has for the asymptotic variance of the ergodic
averages produced by a transition kernel. Suppose (θk)k≥1 is a stationary Markov chain with transition kernel P having
invariant distribution pi. For f ∈ L2(pi), the asymptotic variance for the ergodic averages of f is defined
var(f, P ) := lim
k→∞
Var
(√
k(
1
k
k∑
i=1
f(θk)− pi(f))
)
= lim
k→∞
1
k
Var(
k∑
i=1
f(θk)).
We abuse notation a little and denote the variance of f(θ) where θ ∼ pi by var(f, pi).
Of interest is also the (right) spectral gap, which for a pi-reversible transition kernel P is defined
Gap(P ) := inf
f∈L2(pi):pi(f)=0
∫ ∫
1
2 (f(θ)− f(θ′))2pi(dθ)P (θ, dθ′)∫
f(θ)2pi(dθ)
.
Scalable Metropolis–Hastings for Exact Bayesian Inference with Large Datasets
Finally, it is convenient to define the MH rejection probability
rMH(θ) := 1−
∫
q(θ, θ′)αMH(θ, θ′)dθ′,
and similarly rFMH and rTFMH for FMH and TFMH.
Proposition B.4. PTFMH is ϕ-irreducible and aperiodic whenever PMH is.
Proof. We use throughout the easily verified facts αFMH(θ, θ′) ≤ αTFMH(θ, θ′) ≤ αMH(θ, θ′) and rFMH(θ) ≥
rTFMH(θ) ≥ rMH(θ) for all θ, θ′ ∈ Θ . See Proposition B.1.
For ϕ-irreducibility, first note that if αMH(θ, θ′) > 0 then αTFMH(θ, θ′) > 0. This holds since if αTFMH(θ, θ′) = 0,
then either αMH(θ, θ′) = 0 or αFMH(θ, θ′) = 0. In the latter case we must have some pii(θ′)qi(θ′, θ) = 0, so that
pi(θ′)q(θ, θ′) = 0, and hence again αMH(θ, θ′) = 0.
We now show by induction on k ∈ Z≥1 that for all θ ∈ Θ , P kMH(θ,A) > 0 implies P kTFMH(θ,A) > 0. For k = 1, suppose
PMH(θ,A) > 0. Then either rMH(θ)IA(θ) > 0 or
∫
A
q(θ, θ′)αMH(θ, θ′)dθ′ > 0. In the former case we we have
rTFMH(θ)IA(θ) ≥ rMH(θ)IA(θ) > 0.
In the latter case the above considerations give
Leb({θ′ ∈ A | q(θ, θ′)αTFMH(θ, θ′) > 0}) = Leb({θ′ ∈ A | q(θ, θ′)αMH(θ, θ′) > 0})
> 0.
Either way we have PTFMH(θ,A) > 0.
Suppose now P k−1MH (θ,A) > 0 implies P
k−1
TFMH(θ,A) > 0. Then observe
P kMH(θ,A) = rMH(θ)P
k−1
MH (θ,A) +
∫
q(θ, θ′)αMH(θ, θ′)P k−1MH (θ
′, A)dθ′
and likewise mutatis mutandis for P kTFMH(θ,A). Thus if P
k
MH(θ,A) > 0, one possibility is rMH(θ)P
k−1
MH (θ,A) > 0, which
implies rTFMH(θ) > 0 and, by the induction hypothesis, P k−1TFMH(θ,A) > 0. The only other possibility is
Leb({θ′ ∈ Θ | q(θ, θ′)αTFMH(θ, θ′)P k−1TFMH(θ′, A) > 0}) = Leb({θ′ ∈ Θ | q(θ, θ′)αMH(θ, θ′)P k−1MH (θ′, A) > 0})
> 0,
again by the induction hypothesis. Either way, as desired P kTFMH(θ,A) > 0. It now follows that PTFMH is ϕ-irreducible
when PMH is.
Now suppose PMH and hence PTFMH is ϕ-irreducible. If PTFMH is periodic, then there exists a k-cycle D1, · · · , Dk, N
for PTFMH with k > 1. But now if θ ∈ Di, then IDi+1(θ) = 0 and so
PMH(θ,Di+1) =
∫
Di+1
q(θ, θ′)αMH(θ, θ′)dθ′
≥
∫
Di+1
q(θ, θ′)αTFMH(θ, θ′)dθ′
= PTFMH(θ,Di+1)
= 1.
Thus the same partition is a k-cycle for PMH which is therefore periodic.
Theorem B.1. If PMH is ϕ-irreducible, aperiodic, and geometrically ergodic, then PTFMH is too if
δ := inf
λ(θ,θ′)<R
αFMH(θ, θ
′) ∨ αFMH(θ′, θ) > 0.
In this case, Gap(PFMH) ≥ δGap(PMH), and for f ∈ L2(pi)
var(f, PTFMH) ≤ (δ−1 − 1)var(f, pi) + δ−1var(f, PMH).
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Proof. Our proof of this result is similar to (Banterle et al., 2015, Proposition 1), but differs in its use of Proposition B.1 to
express the relationship between MH and FMH exactly.
For θ ∈ Θ , let
R(θ) := {θ′ ∈ Θ | λ(θ, θ′) < R}.
Whenever θ ∈ Θ and A ⊆ Θ is measurable,
PTFMH(θ,A) = rTFMH(θ)IA(θ) +
∫
R(θ)∩A
q(θ, θ′)αMH(θ, θ′)(αFMH(θ, θ′) ∨ αFMH(θ′, θ))dθ′
+
∫
R(θ)c∩A
q(θ, θ′)αMH(θ, θ′)dθ′
≥ rMH(θ)IA(θ) + δ
∫
R(θ)∩A
q(θ, θ′)αMH(θ, θ′)dθ′ +
∫
R(θ)c∩A
q(θ, θ′)αMH(θ, θ′)dθ′
≥ δPMH(θ,A).
The last line follows since certainly δ ≤ 1.
Suppose δ > 0. If PMH is geometrically ergodic, then (Jones et al., 2014, Theorem 1) entails that PTFMH is geometrically
ergodic also. The remaining claims follow directly from (Andrieu et al., 2018, Lemma 32).
C. Fast Simulation of Bernoulli Random Variables
For sake of completeness, we provide here the proof of validity of Algorithm 1. It combines the Fukui-Todo procedure
(Fukui & Todo, 2009) with a thinning argument.
Proposition C.1. If
N ∼ Poisson (λ(θ, θ′))
X1, · · · , XN iid∼ Categorical((λi(θ, θ′)/λ(θ, θ′))1≤i≤m)
Bj ∼ Bernoulli(λXj (θ, θ′)/λXj (θ, θ′)) independently for 1 ≤ j ≤ N
then P(B = 0) = αFMH(θ, θ′) where B =
∑N
j=1Bj (and B = 0 if N = 0).
Proof. Letting
λ(θ, θ′) :=
m∑
i=1
λi(θ, θ
′),
our goal is to show that P(B = 0) = exp(−λ(θ, θ′)). For brevity we omit all dependences on θ and θ′ in the following.
Observe the random variables Bj’s are i.i.d. with
P(Bj = 0) =
m∑
i=1
P(Xj = i)︸ ︷︷ ︸
=λi/λ
P(Bj = 0|Xj = i)︸ ︷︷ ︸
=1−λi/λi
=
λ− λ
λ
.
Thus
P(B = 0) =
∞∑
`=0
P(N = `)︸ ︷︷ ︸
=exp(−λ)λ`/`!
P(B1 = 0)`
= exp(−λ)
∞∑
`=0
(λ− λ)`
`!
= exp(−λ)
as desired.
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D. Upper Bounds
We refer the reader to Section A for an explanation of multi-index notation β.
Proposition D.1. If each Ui is (k + 1)-times continuously differentiable with
Uk+1,i ≥ sup
θ∈Θ
|β|=k+1
|∂βUi(θ)|,
then
− log
(
1 ∧ pii(θ
′)pik,i(θ)
pii(θ)pik,i(θ′)
)
≤ (‖θ − θ̂‖k+11 + ‖θ′ − θ̂‖k+11 )
Uk+1,i
(k + 1)!
.
Proof. We have
− log
(
1 ∧ pii(θ
′)pik,i(θ)
pii(θ)pik,i(θ′)
)
= 0 ∨ (Ui(θ′)− Ûk,i(θ′)− Ui(θ) + Ûk,i(θ))
≤ |Ui(θ′)− Ûk,i(θ′)|+ |Ui(θ)− Ûk,i(θ)|.
Notice that Ui(θ)− Ûk,i(θ) is just the remainder of a Taylor expansion. As such, for each θ, Taylor’s remainder theorem
gives for some θ˜ ∈ Θ
|Ui(θ)− Ûk,i(θ)| =
∣∣∣∣∣∣ 1(k + 1)!
∑
|β|=k+1
∂βUi(θ˜)(θ − θ̂)β
∣∣∣∣∣∣
≤ Uk+1,i
(k + 1)!
∑
|β|=k+1
|(θ − θ̂)β |
β!
≤ Uk+1,i
(k + 1)!
‖θ − θ̂‖k+11 .
The result now follows.
E. Reversible Proposals
E.1. General Conditions for Reversibility
We can handle both the first and second-order cases with the following Proposition.
Proposition E.1. Suppose
q(θ, θ′) = Normal(θ′ | Aθ + b, C)
and
− log pˆi(θ) = 1
2
θ>Dθ + e>θ + const
where A,C,D ∈ Rd×d with C  0, and b, e ∈ Rd. Then q is pˆi-reversible if and only if the following conditions hold:
A>C−1 = C−1A (E.1)
A2 = Id − CD (E.2)
(A> + Id)b = −Ce, (E.3)
where Id ∈ Rd×d is the identity matrix.
Proof. Let
F (θ, θ′) := − log pˆi(θ)− log q(θ, θ′).
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Note that q is pˆi-reversible precisely when F is symmetric in its arguments. Since F is a polynomial of the form
F (θ, θ′) =
1
2
θ>Jθ +
1
2
θ′>Kθ′ + θ>Lθ′ +m>θ + n>θ′ + const, (E.4)
where J,K,L ∈ Rd×d and m,n ∈ Θ , then by equating coefficients it follows that F (θ, θ′) = F (θ′, θ) precisely when
J = K (E.5)
L = L> (E.6)
m = n. (E.7)
Now, we can expand
− log q(θ, θ′) = 1
2
(θ′ −Aθ − b)>C−1(θ′ −Aθ − b) + const
=
1
2
θ′>C−1θ′ − (Aθ + b)>C−1θ′ + 1
2
(Aθ + b)>C−1(Aθ + b) + const
=
1
2
θ>A>C−1Aθ +
1
2
θ′>C−1θ′ − θ>A>C−1θ′ + b>C−1Aθ − b>C−1θ′ + 1
2
b>C−1b
+const
Since − log q(θ, θ′) must be the only source of terms in (E.4) containing both θ and θ′, we see immediately that
L = −A>C−1,
and thus from (E.6) we have −A>C−1 = −(C−1)>A. Since C  0, C−1 is symmetric and this condition becomes (E.1).
Next we see that
J = A>C−1A+D
K = C−1,
and from (E.5) and (E.1) we require C−1A2 +D = C−1, or equivalently (E.2). Finally, since
m = A>C−1b+ e
n = −C−1b,
we require from (E.7) that A>C−1b+ e = −C−1b, which combined with (E.1) gives (E.3).
Since (E.5), (E.6), and (E.7) are necessary and sufficient for symmetry of F , we see that (E.1), (E.2), and (E.3) are necessary
and sufficient for reversibility also.
We now specialise this to the first and second-order cases.
E.2. First-Order Case
When k = 1 we have
− log pi(θ) = Û1(θ) = U(θ̂) +∇U(θ̂)>(θ − θ̂),
so that
D = 0
e = ∇U(θ̂),
and conditions (E.1), (E.2), and (E.3) become
A>C−1 = C−1A
A2 = Id
(A> + Id)b = −C∇U(θ̂).
Scalable Metropolis–Hastings for Exact Bayesian Inference with Large Datasets
E.3. Second-Order Case
When k = 2,
− log pi(θ) = Û2(θ) = U(θ̂) +∇U(θ̂)>(θ − θ̂) + 1
2
(θ − θ̂)>∇2U(θ̂)(θ − θ̂).
In this case
D = ∇2U(θ̂)
e = ∇U(θ̂)−∇2U(θ̂)>θ̂,
so conditions (E.1), (E.2), and (E.3) become
A>C−1 = C−1A
A2 = Id − C∇2U(θ̂)
(A> + Id)b = C(∇2U(θ̂)>θ̂ −∇U(θ̂)).
A common setting has∇2U(θ̂)  0, A = A>, and A+ Id invertible. In this case the latter two conditions become
C = (Id −A2)[∇2U(θ̂)]−1
b = (Id −A)(θ̂ − [∇2U(θ̂)]−1∇U(θ̂)).
E.4. Decreasing Norm Property
Under usual circumstances for both first and second-order approximations, when ‖θ‖ is large, a pi-reversible q will propose
θ′ ∼ q(θ, ·) with smaller norm than θ. This is made precise in the following Proposition:
Proposition E.2. Suppose
q(θ, θ′) = Normal(θ′ | Aθ + b, C)
and
− log pˆi(θ) = 1
2
θ>Dθ + e>θ + const,
where A = A> is symmetric, C  0, and D  0. If q is pˆi-reversible, then ‖A‖op ≤ 1. If D  0 is strict, then ‖A‖op < 1
is strict too. In this case, if θ′ ∼ q(θ, ·), then ‖θ‖ − ‖θ′‖ → ∞ in probability as ‖θ‖ → ∞.
Proof. By (E.2), we must have CD = Id − A2. Since A = A>, this entails CD = (CD)> = DC and hence CD  0
since D,C  0. Thus −CD  0 and
A2 = Id − CD  Id.
Therefore each eigenvalue σ of A must have |σ| ≤ 1, since σ2 is an eigenvalue of A2. But A is diagonalisable since it is
symmetric, and hence ‖A‖op ≤ 1.
If D  0 is strict, then the above matrix inequalities become strict also, and it follows that each |σ| < 1 and hence
‖A‖op < 1. In this case, suppose θ′ ∼ q(θ, ·), and fix K > 0 arbitrarily. Let  > 0, and choose L > 0 large enough that
P(θ′ ∈ B(Aθ + b, L)) > 1− .
As ‖θ‖ → ∞,
‖θ‖ − ‖Aθ + b‖ ≥ ‖θ‖(1− ‖A‖op) + ‖b‖ → ∞
since 1− ‖A‖op > 0, so if θ′ ∈ B(Aθ + b, L), then ‖θ‖ − ‖θ′‖ → ∞ also. Thus
P(‖θ‖ − ‖θ′‖ > K) > 1− 
for all ‖θ‖ large enough. Taking → 0 gives the result.
In practice the assumption D  0 makes sense, since θ̂ is chosen near a minimum of U and since D is the Hessian of
Ûk ≈ U for k = 1, 2. Likewise, all sensible proposals (certainly including pCN) that we have found are such that A is
symmetric, though we acknowledge the possibility that it may be desirable to violate this in some cases.
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F. Performance Gains
Lemma F.1. Suppose that 0 ≤ Xn ∈ Lp and Fn is some σ-algebra for every n ∈ Z≥1. If E[Xpn|Fn] = OP(an), then
E[X`n|Fn] = OP(a`/pn ) for all 1 ≤ ` ≤ p. If moreover 0 ≤ Yn ∈ Lp gives E[Y pn |Fn] = OP(an), then E[(Xn+Yn)p|Fn] =
OP(an).
Proof. The first part is just Jensen’s inequality:
E[X`n|Fn] ≤ E[Xpn|Fn]`/p = OP0(an)`/p = OP0(a`/pn ).
The second part follows from the Cp-inequality, which gives
E[(Xn + Yn)p|Fn] ≤ 2p−1 (E[Xpn|Fn] + E[Y pn |Fn]) = 2p−1(OP(an) +OP(an)) = OP(an).
Theorem F.1. Suppose each Ui is (k + 1)-times continuously differentiable, each Uk+1,i ∈ Lk+2, and
E[
∑m(n)
i=1 Uk+1,i|Y1:n] = OP0(n). Likewise, assume each of ‖θ(n) − θ(n)MAP‖, ‖θ(n) − θ′(n)‖, and ‖θ̂(n) − θ(n)MAP‖ is
in Lk+2, and each of E[‖θ(n) − θ(n)MAP‖k+1|Y1:n], E[‖θ(n) − θ′(n)‖k+1|Y1:n], and ‖θ̂(n) − θ(n)MAP‖k+1 is OP0(n−(k+1)/2)
as n→∞. Then λ defined by (13) satisfies
E[λ(θ(n), θ′(n))|Y1:n] = OP0(n(1−k)/2).
Proof. Write
λ(θ(n), θ′(n)) = ϕ(θ(n), θ′(n))
m(n)∑
i=1
ψi.
with ϕ and ψ defined by (13) also. Observe that
ϕ(θ(n), θ′(n)) = ‖θ(n) − θ̂(n)‖k+11 + ‖θ′(n) − θ̂(n)‖k+11
≤ (‖θ(n) − θ̂(n)‖1 + ‖θ′(n) − θ̂(n)‖1)k+1
≤ (‖θ(n) − θ(n)MAP‖1 + ‖θ(n)MAP − θ̂(n)‖1 + ‖θ′(n) − θ(n)‖1 + ‖θ(n) − θ(n)MAP‖1 + ‖θ(n)MAP − θ̂(n)‖1)k+1
≤ c(‖θ′(n) − θ(n)‖+ ‖θ(n) − θ(n)MAP‖+ ‖θ(n)MAP − θ̂(n)‖︸ ︷︷ ︸
∈Lk+2
)k+1
for some c > 0, by the triangle inequality and norm equivalence. We thus have ϕ(θ(n), θ′(n)) ∈ L(k+2)/(k+1) and
E[ϕ(θ(n), θ′(n))|Y1:n] = OP0(n−(k+1)/2).
Likewise,
m(n)∑
i=1
ψi =
1
(k + 1)!
m(n)∑
i=1
Uk+1,i ∈ Lk+2.
Together this gives λ(θ(n), θ′(n)) ∈ L1 by Ho¨lder’s inequality. Since in our setup (θ(n), θ′(n)) is conditionally independent
of all other randomness given Y1:n, we thus have
E[λ(θ(n), θ′(n))|Y1:n] = E[ϕ(θ(n), θ′(n))|Y1:n]E[
m(n)∑
i=1
ψi|Y1:n] = OP0(n(1−k)/2). (F.1)
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Note that in the preceding result we could use weaker integrability assumptions on ‖θ(n) − θ(n)MAP‖, ‖θ(n) − θ′(n)‖, and
‖θ̂(n)− θ(n)MAP‖ by using a stronger integrability assumption on Uk+1,i. Most generally, for any  ≥ 0 we could require each
Uk+1,i ∈ L(k+1+)/
‖θ(n) − θ(n)MAP‖, ‖θ(n) − θ′(n)‖, ‖θ̂(n) − θ(n)MAP‖ ∈ Lk+1+.
The case  = 0 would mean Uk+1,i ∈ L∞.
Lemma F.2. Suppose each Ui is twice continuously differentiable, each U2,i ∈ L3, and
∑m(n)
i=1 U2,i = OP0(n). If
‖θ̂(n) − θ(n)MAP‖ = OP0(1/
√
n), then ‖∇U (n)(θ̂(n))‖ is in L3/2 and OP0(
√
n).
Proof. By norm equivalence the Hessian satisfies
‖∇2U (n)(θ)‖op ≤ c‖∇2U (n)(θ)‖1 ≤ c
m(n)∑
i=1
U2,i
for some c > 0 (where ‖·‖1 is understood to be applied as if ∇2U (n)(θ) were a vector), which means ∇U (n) is
(c
∑m(n)
i=1 U2,i)-Lipschitz. Thus
‖∇U (n)(θ̂(n))‖ = ‖∇U (n)(θ̂(n))−∇U (n)(θ(n)MAP)‖
≤ c (
m(n)∑
i=1
U2,i)︸ ︷︷ ︸
∈L3
‖θ̂(n) − θ(n)MAP‖︸ ︷︷ ︸
∈Lk+2⊆L3
since k ≥ 1. By Cauchy-Schwarz we have therefore ‖∇U (n)(θ̂(n))‖ ∈ L3/2.
Similarly, since θ̂(n) and θ(n)MAP are functions of Y1:n,
‖∇U (n)(θ̂(n))‖ = E[‖∇U (n)(θ̂(n))−∇U (n)(θ(n)MAP)‖|Y1:n]
≤ E[c(
m(n)∑
i=1
U2,i)‖θ̂(n) − θ(n)MAP‖|Y1:n]
= cE[
m(n)∑
i=1
U2,i|Y1:n]︸ ︷︷ ︸
=OP0 (n)
‖θ̂(n) − θ(n)MAP‖︸ ︷︷ ︸
=OP0 (1/
√
n)
= OP0(
√
n).
Theorem F.2. Suppose the assumptions of Theorem 3.1 hold, and additionally that for 2 ≤ ` ≤ k, each U `,i ∈ L`+1, and
E[
∑m(n)
i=1 U `,i|Y1:n] = OP0(n). Then
− log(1 ∧ pi
(n)
k (θ
′(n))
pi
(n)
k (θ
(n))
) = OP0(1)
for all k ≥ 1.
Proof. It is useful to denote
U (n)(θ) :=
m(n)∑
i=1
Ui(θ)
Û
(n)
k (θ) :=
m(n)∑
i=1
Ûk,i(θ) = − log(pi(n)(θ)).
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Observe that
0 ≤ − log(1 ∧ pi
(n)(θ′(n))
pi(n)(θ(n))
) ≤ |Û (n)k (θ′(n))− Û (n)k (θ(n))|. (F.2)
Now,
Û
(n)
k (θ
′(n))− Û (n)k (θ(n)) = 〈∇U (n)(θ̂(n)), θ′(n)−θ(n)〉+
∑
2≤|β|≤k
∂βU (n)(θ̂(n))
β!
((θ′(n)− θ̂(n))β−(θ(n)− θ̂(n))β). (F.3)
For the first term here, Cauchy-Schwarz gives
E[|〈∇U (n)(θ̂(n)), θ′(n) − θ(n)〉||Y1:n] ≤ E[‖∇U (n)(θ̂(n))‖︸ ︷︷ ︸
∈L3/2
‖θ′(n) − θ(n)‖︸ ︷︷ ︸
∈Lk+2⊆L3
|Y1:n]
= ‖∇U (n)(θ̂(n))‖︸ ︷︷ ︸
=OP0 (
√
n)
E[‖θ′(n) − θ(n)‖|Y1:n]︸ ︷︷ ︸
=OP0 (1/
√
n)
= OP0(1).
Integrability follows from Lemma F.2 and Ho¨lder’s inequality, and the asymptotic statements from conditional independence,
Lemma F.2, and Lemma F.1. For the summation in (F.3), note that
|∂βU (n)(θ̂(n))| ≤
m(n)∑
i=1
|∂βUi(θ̂(n))| ≤
m(n)∑
i=1
U |β|,i,
and that for some c > 0,
|(θ′(n) − θ̂(n))β − (θ(n) − θ̂(n))β | ≤ ‖θ′(n) − θ̂(n)‖|β|∞ + ‖θ(n) − θ̂(n)‖|β|∞
≤ c‖θ′(n) − θ̂(n)‖|β| + c‖θ(n) − θ̂(n)‖|β|
by norm equivalence. Thus, conditional on Y1:n, the absolute value of the summation in (F.3) is bounded above by
∑
2≤|β|≤k
1
β!
E[(
m(n)∑
i=1
U |β|,i)︸ ︷︷ ︸
∈L|β|+1
(c ‖θ′(n) − θ̂(n)‖|β|︸ ︷︷ ︸
∈L(|β|+1)/|β|
+c ‖θ(n) − θ̂(n)‖|β|︸ ︷︷ ︸
∈L(|β|+1)/|β|
|Y1:n]
=
∑
2≤|β|≤k
c
β!
E[
m(n)∑
i=1
U |β|,i|Y1:n]︸ ︷︷ ︸
=OP0 (n)
(E[‖θ′(n) − θ̂(n)‖|β||Y1:n]︸ ︷︷ ︸
=OP0 (n
−|β|/2)
+E[‖θ(n) − θ̂(n)‖|β||Y1:n]︸ ︷︷ ︸
=OP0 (n
−|β|/2)
)
= OP0(1).
Again, integrability follows from Ho¨lder’s inequality. The second line holds since θ̂(n) ≡ θ̂(n)(Y1:n) and since (θ(n), θ′(n))
is conditionally independent of all other randomness given Y1:n. Finally, the asymptotics follow from the law of large
numbers and Lemma F.1 (noting that each |β| ≥ 2).
Inspection of (F.3) now shows that (F.3) is OP0(1) as required.
F.1. Sufficient Conditions
We are interested in sufficient conditions that guarantee the convergence rate assumptions in Theorem 3.1 will hold. For
simplicity we assume throughout that the likelihood of a data point p(y|θ) admits a density w.r.t. Lebesgue measure and that
P0 also admits a Lebesgue density denoted p0(y).
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F.1.1. CONCENTRATION AROUND THE MODE
We first consider the assumption
E[‖θ(n) − θ(n)MAP‖k+1|Y1:n] = OP0(n−(k+1)/2).
Intuitively, this says that the distance of θ(n) from the mode is O(1/
√
n), and hence connects directly with standard
concentration results on Bayesian posteriors. To establish this rigorously, it is enough to show that for some θ∗ ∈ Θ both
E[‖θ(n) − θ∗‖k+1|Y1:n] = OP0(n−(k+1)/2) (F.4)
E[‖θ(n)MAP − θ∗‖k+1|Y1:n] = OP0(n−(k+1)/2), (F.5)
which entails the result by Lemma F.1 and the triangle inequality. Note that θ(n)MAP ≡ θ(n)MAP(Y1:n) is deterministic function
of the data, so that (F.5) may be written more simply as
√
n(θ
(n)
MAP − θ∗) = OP0(1). (F.6)
We give sufficient conditions for (F.4) and (F.6) now.
By Proposition F.1 below, (F.4) holds as soon as we show that
E[‖√n(θ(n) − θ∗)‖k+1I(‖√n(θ(n) − θ∗)‖ > Mn)|Y1:n] P0→ 0, for all Mn →∞. (F.7)
This condition is a consequence of standard assumptions used to prove the Bernstein-von Mises theorem (BvM): in particular,
it is (van der Vaart, 1998, (10.9)) when the model is well-specified (i.e. p0 = p(y|θ0) for some θ0 ∈ θ), and (Kleijn &
van der Vaart, 2012, (2.16)) in the misspecified case. In both cases
θ∗ = arg min
θ∈Θ
DKL(p0(y) ‖ p(y|θ)),
where DKL(· ‖ ·) denotes the Kullback-Leibler divergence. The key assumption required for (F.7) is then the existence of
certain test sequences φn ≡ φn(Y1:n) with 0 ≤ φn ≤ 1 such that, whenever  > 0, both∫
φn(y1:n)
n∏
i=1
p0(yi)dy1:n → 0 and sup
‖θ−θ∗‖≥
∫
(1− φn(y1:n))
n∏
i=1
p(yi|θ)
p(yi|θ∗)p0(yi)dy1:n → 0, (F.8)
Note that in the well-specified case these conditions say that φn is uniformly consistent for testing the hypothesisH0 : θ = θ0
versus H1 : ‖θ − θ0‖ ≥ . Since φn may have arbitrary form, this requirement does not seem arduous. Sufficient conditions
are given by (van der Vaart, 1998, Lemma 10.4, Lemma 10.6) for the well-specified case, and (Kleijn & van der Vaart, 2012,
Theorem 3.2) for the misspecified case.
In addition to (F.8), we require in both the well-specified and misspecified cases that the prior p(θ) be continuous and
positive at θ∗ and satisfy ∫
‖θ‖k+1p(θ)dθ <∞.
There are additionally some mild smoothness and regularity conditions imposed on the likelihood, which are naturally
stronger in the misspecified case than in the well-specified one. In the well-specified case we require p(y|θ) is differentiable
in quadratic mean at θ∗ (van der Vaart, 1998, (7.1)). In the misspecified case the conditions are more complicated. We omit
repeating these for brevity and instead refer the reader to the statements of Lemma 2.1 and Theorem 3.1 in (Kleijn & van der
Vaart, 2012).
Lemma F.3. Suppose a sequence of random variables Xn is OP(Mn) for every sequence Mn →∞. Then Xn = OP(1).
Proof. Suppose Xn 6= OP(1). Then, for some  > 0, for every c > 0 we have P(|Xn| > c) ≥  for infinitely many Xn.
This allows us to choose a subsequence Xnk such that P(|Xnk | > k) ≥  for each k ∈ Z≥1. Let
Mn :=
{
k if n = nk for some (necessarily unique) k
n otherwise.
Then Mn →∞ but P(|Xn| > Mn) ≥  occurs for infinitely many n and hence Xn 6= OP(Mn).
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Proposition F.1. Suppose that for some θ∗ ∈ Θ and ` ≥ 0,
E[‖√n(θ(n) − θ∗)‖`I(‖√n(θ(n) − θ∗)‖ > Mn)|Y1:n] P0→ 0
whenever Mn →∞. Then
E[‖θ(n) − θ∗‖`|Y1:n] = OP0(n−`/2).
Proof. For Mn →∞, our assumption lets us write
n`/2E[‖θ(n) − θ∗‖`|Y1:n] = E[‖
√
n(θ(n) − θ∗)‖`I(‖√n(θ(n) − θ∗)‖ ≤Mn)|Y1:n] + oP0(1)
≤ M `n + oP0(1)
= OP0(M
`
n).
Since Mn was arbitrary, Lemma F.3 entails the left-hand side is OP0(1), so that
E[‖θ(n) − θ∗‖`|Y1:n] = OP0(n−`/2).
It remains to give conditions for (F.6). Our discussion here is fairly standard. Recall that for θ(n)MLE the maximum likelihood
estimator, √
n(θ
(n)
MLE − θ∗) = OP0(1)
often holds under under mild smoothness assumptions. We show here that effectively those same assumptions are also
sufficient to guarantee a similar result for θ(n)MAP.
In the following we define
Ln(θ) := 1
n
n∑
i=1
log p(Yi|θ).
Note that by definition
θ
(n)
MLE = sup
θ∈Θ
Ln(θ).
Our first result here shows that if both the MAP and the MLE are consistent and the prior is well-behaved, then the MAP is a
near maximiser of Ln in the sense that (F.9). Combined with mild smoothness assumptions on the likelihood, (F.9) is a
standard condition used to show results such as (F.6). See for instance (van der Vaart, 1998, Theorem 5.23) for a detailed
statement.
Proposition F.2. Suppose for some θ∗ ∈ Θ that θ(n)MAP, θ(n)MLE
P0→ θ∗ and that the prior p(θ) is continuous and positive at
θ∗, then
Ln(θ(n)MAP) ≥ Ln(θ(n)MLE)− oP0(1/n). (F.9)
Proof. Observe that by definition of the MAP,
Ln(θ(n)MLE) +
1
n
log p(θ
(n)
MLE) ≤ Ln(θ(n)MAP) +
1
n
log p(θ
(n)
MAP).
We can rewrite this inequality as
Ln(θ(n)MAP) ≥ Ln(θ(n)MLE) +
1
n
log
p(θ
(n)
MLE)
p(θ
(n)
MAP)
.
The second term on the right-hand side is oP0(1/n), since our assumption on the prior gives
p(θ
(n)
MLE)
p(θ
(n)
MAP)
P0→ 1.
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We next consider how to show that the MAP is indeed consistent, as the vast majority of such results in this area only
consider the MLE. However, assuming the prior is not pathological, arguments for the consistency of the MLE ought to
apply also for the MAP, since the MAP optimises the objective function
Ln(θ) + 1
n
log p(θ),
which is asymptotically equivalent to Ln(θ) as n → ∞ whenever p(θ) > 0. By way of example, we show that (van der
Vaart, 1998, Theorem 5.7), which can be used to show the consistency of the MLE, also applies to the MAP. For this, we
assume that ∫
| log p(y|θ∗)|p0(y)dy <∞, (F.10)
and define
L(θ) :=
∫
log p(y|θ)p0(y)dy.
Proposition F.3. Suppose that (F.10) holds, that
sup
θ∈Θ
|Ln(θ)− L(θ)| P0→ 0,
and that for some  > 0 and θ∗ ∈ Θ
sup
‖θ−θ∗‖≥
L(θ) < L(θ∗). (F.11)
Further, suppose the prior p(θ) is continuous and positive at θ∗, and that supθ∈Θ p(θ) <∞. Then both θ(n)MLE, θ(n)MAP
P0→ θ∗.
Proof. For each θ ∈ Θ we have Ln(θ) P0→ L(θ) as n→∞ by the law of large numbers, and thus θ(n)MLE
P0→ θ∗ by (van der
Vaart, 1998, Theorem 5.7). Since p(θ) is continuous and positive at θ∗, this yields that
P0(p(θ
(n)
MLE) > c)→ 1 (F.12)
for some c > 0, as well as
1
n
log p(θ
(n)
MLE) = OP0(1/n).
Now, by maximality
Ln(θ(n)MLE) +
1
n
log p(θ
(n)
MLE) ≤ Ln(θ(n)MAP) +
1
n
log p(θ
(n)
MAP) ≤ Ln(θ(n)MLE) +
1
n
log p(θ
(n)
MAP).
Observe that it implies that p(θ(n)MLE) ≤ p(θ(n)MAP). Together with (F.12) and our boundedness assumption on the prior, this
gives
1
n
log p(θ
(n)
MAP) = OP0(1/n).
We can thus write
Ln(θ(n)MAP) ≥ Ln(θ(n)MLE) +OP0(1/n).
The result now follows from (van der Vaart, 1998, Theorem 5.7).
Observe that by negating (F.11) and adding the constant
∫
p0(y) log p0(y)dy to both sides, we see it is equivalent to the
perhaps more intuitive condition
inf
‖θ−θ∗‖≥
DKL(p0(y) ‖ p(y|θ)) > DKL(p0(y) ‖ p(y|θ∗)).
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F.1.2. SCALING OF THE PROPOSAL
We now consider the assumption
E[‖θ(n) − θ′(n)‖k+1|Y1:n] = OP0(n−(k+1)/2). (F.13)
Intuitively this holds if we scale our proposal like 1/
√
n. We consider here proposals based on a noise distribution
ξ(n)
iid∼ Normal(0, Id), but generalisations are possible. We immediately obtain (F.13) for instance with the scaled random
walk proposal (15), for which
θ′(n) = θ(n) +
σ√
n
ξ(n).
Similarly, the pi1-reversible proposal defined by (17) has
θ′(n) = θ(n) − 1
2n
∇U (n)(θ̂(n)) + σ√
n
ξ(n),
with ξ(n) iid∼ Normal(0, Id). If the conditions of Lemma F.2 hold, then the second term is OP0(1/
√
n) and (F.13) follows.
More generally we can consider trying to match the covariance of our noise to the covariance of our target. Intuitively, under
usual circumstances, [∇2U (n)(θ̂(n))]−1 is approximately proportional to the inverse observed Fisher information at θ∗, and
hence preconditioning ξ(n) by S(n) such that
S(n)S(n)
>
= [∇2U (n)(θ̂(n))]−1
matches our proposal to the characteristics of the target. Such an S(n) can be computed for instance via a Cholesky
decomposition.
Under usual circumstances this achieves a correctly scaled proposal. In particular, if
θ̂(n)
P0→ θ∗ (F.14)
1
n
∂j∂kU
(n)(θ∗) P0→ Ij,k (F.15)
for some constants Ij,k, then Proposition F.4 below entails ‖S(n)‖op = OP0(1/
√
n). Thus (F.13) holds for the precondi-
tioned random walk proposal (16) for which
θ′(n) = θ(n) + S(n)ξ(n),
since
‖S(n)ξ(n)‖ ≤ ‖S(n)‖op‖ξ(n)‖ = OP0(1/
√
n). (F.16)
The same is also true a pCN proposal. In this case
θ′(n) − θ(n) = (√ρ− 1)(θ(n) − θ̂(n)) + (√ρ− 1)([∇2U (n)(θ̂(n))]−1∇U (n)(θ̂(n))) +
√
1− ρS(n)ξ(n).
Note that here the first term satisfies
E[‖θ(n) − θ̂(n)‖3|Y1:n] = OP0(n−3/2),
while the remaining two terms are OP0(1/
√
n) by Lemma F.2 and (F.16). This gives F.13 by Lemma F.1.
Condition (F.14) holds for instance under the assumptions of Theorem 3.1 and provided concentration around θ∗ of the kind
described in Section F.1.1 occurs. Condition (F.15) will also often hold in practice. For instance, if
U (n)(θ) = − log p(θ)−
n∑
i=1
log p(Yi|θ),
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and if the prior is positive at θ∗, then for all 1 ≤ j, k ≤ d the law of large numbers gives
1
n
∂j∂kU
(n)(θ∗) = − 1
n
∂j∂k log p(θ
∗)− 1
n
n∑
i=1
∂j∂k log p(Yi|θ∗)
P0→ −
∫
∂j∂k log p(y|θ∗)p0(y)dy
when the derivatives and the integral exists. More generally our model may be specified conditional on i.i.d. covariates Xi
so that
U (n)(θ) = − log p(θ)−
n∑
i=1
log p(Yi|θ,Xi) + log p(Xi),
in which case the same argument still applies. (Note that here abuse notation by considering our data Yi ≡ (Xi, Yi), where
the right-hand Yi are response variables.)
Proposition F.4. Suppose for some θ∗ ∈ Θ we have θ̂(n) P0→ θ∗ and
1
n
∂j∂kU
(n)(θ∗) P0→ Ijk
for all 1 ≤ j, k ≤ d. Suppose moreover that each U3,i ∈ L1 and each ∇2U (n)(θ̂(n))  0. If [∇2U (n)(θ̂(n))]−1 =
S(n)S(n)
>
for some S(n) ∈ Rd×d, then
‖S(n)‖op = OP0(1/
√
n).
Proof. Suppose |β| = 2. Note that since for each i and θ
‖∇∂βUi(θ)‖ ≤ c‖∇∂βUi(θ)‖1 = c
d∑
j=1
|∂j∂βUi(θ)| ≤ cdU3,i,
for some c > 0 by norm equivalence, it follows that ∂βUi is cdU3,i-Lipschitz. Consequently for each θ∣∣∣∣ 1n∂βU (n)(θ)− 1n∂βU (n)(θ∗)
∣∣∣∣ ≤ 1n
m(n)∑
i=1
|∂βUi(θ)− ∂βUi(θ∗)| ≤ 1
n
(
m(n)∑
i=1
U3,i)cd‖θ − θ∗‖.
Thus given K, η > 0
P
(
sup
‖θ−θ∗‖<K
∣∣∣∣ 1n∂βU (n)(θ)− 1n∂βU (n)(θ∗)
∣∣∣∣ > η
)
≤ P
 1
n
m(n)∑
i=1
U3,i > ηc
−1d−1K−1
 ,
≤ E[U3,i]
ηc−1d−1K−1
,
by Markov’s inequality. It is clear that given any η > 0 the right-hand side can be made arbitrarily small by taking K → 0,
which yields n−1∂βU (n)(θ) is stochastic equicontinuous at θ∗, and consequently that
1
n
∂βU (n)(θ̂(n))− 1
n
∂βU (n)(θ∗) P0→ 0,
see (Pollard, 2012, page 139).
Define the matrix I ∈ Rd×d by the constants Ijk. We thus have
1
n
∇2U (n)(θ̂(n)) P0→ I
since it converges element-wise. Thus by the continuous mapping theorem
n‖∇2U (n)(θ̂(n))−1‖op P0→ ‖I−1‖op,
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from which it follows that
‖[∇2U (n)(θ̂(n))]−1‖op = OP0(1/n).
It is a standard result from linear algebra that
‖[∇2U (n)(θ̂(n))]−1‖op = ‖S(n)‖2op,
which gives the result.
G. Applications
We give here the results of applying our method to a logistic regression and a robust linear regression example. In both cases
we write our covariates as xi and responses as yi, and our target is the posterior
pi(θ) = p(θ|x1:n, y1:n) ∝ p(θ)
n∏
i=1
p(yi|θ, xi).
G.1. Logistic Regression
In this case we have xi ∈ Rd, yi ∈ {0, 1}, and
p(yi|θ, xi) = Bernoulli(yi| 1
1 + exp(−θ>xi) ).
For simplicity we assume a flat prior p(θ) ≡ 1, which allows factorising pi like (8) with m = n and pii(θ) = p(yi|θ, xi). It
is then easy to show that
Ui(θ) = − log pii(θ) = log(1 + exp(θTxi))− yiθ>xi.
We require upper bounds Uk+1,i of the form (12) for these terms. For this we let σ(z) = 1/(1 + exp(−z)) and note the
identity σ′(z) = σ(z)(1− σ(z)), which entails
∂jσ(θ
>xi) = −xij(σ(θ>xi)− σ(θ>xi)2).
We then have
∂jUi(θ) = xij(σ(θ
>xi)− yi)
∂k∂jUi(θ) = xijxik(σ(θ
>xi)− σ(θ>xi)2)
∂`∂k∂jUi(θ) = xijxik(xi`(σ(θ
>xi)− σ(θ>xi)2)− 2σ(θ>xi)xi`(σ(θ>xi)− σ(θ>xi)2))
= xijxikxi`(σ(θ
>xi)− σ(θ>xi)2)(1− 2σ(θ>xi)).
It is possible to show that (whether yi = 0 or y1 = 1)
sup
t∈R
|σ(t)− yi| = 1
sup
t∈R
|σ(t)− σ(t)2| = 1
4
sup
t∈R
|(σ(t)− σ(t)2)(1− 2σ(t))| = 1
6
√
3
.
Thus setting
U1,i := max
1≤j≤d
|xij |
U2,i :=
1
4
max
1≤j≤d
|xij |2
U3,i :=
1
6
√
3
max
1≤j≤d
|xij |3
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satisfies (12).
In Figure 5 we compare the histogram of the samples of the first coordinate θ1 to the marginal of the Gaussian approximation.
This is done for n = 2048, the smallest data size for which we saw a significant ESS improvement of SMH-2 over MH, and
for larger n showing the convergence of the Gaussian approximation and the posterior.
In Figure 6 we demonstrate the performance of the algorithm where θ is of dimension 20. The results are qualitatively
similar to the 10-dimensional case in that SMH-2 eventually performs better than MH as the number of data increases.
However for the 20-dimensional model SMH-2 yields superior performance to MH around the point at which n exceeds
32768, whereas in the 10-dimensional model this happens for n exceeding 2048.
G.2. Robust Linear Regression
Here xi ∈ Rd and yi ∈ R. We use a flat prior p(θ) ≡ 1, and the likelihood is given by
p(yi|θ, xi) = Student(yi − θ>xi | ν).
Here Student(ν) denotes the Student-t distribution with ν degrees of freedom that the user will specify. This gives
Ui(θ) =
ν + 1
2
log
(
1 +
(yi − θ>xi)2
ν
)
.
To derive bounds necessary for (12), let φi(θ) := yi − θTxi and note that ∂jφi(θ) = −xij . Then we have
Ui(θ) =
ν + 1
2
log
(
1 +
φi(θ)
2
ν
)
∂jUi(θ) = −(ν + 1)xij φi(θ)
ν + φi(θ)2
∂k∂jUi(θ) = −(ν + 1)xij−xik(ν + φi(θ)
2) + 2xikφi(θ)
2
ν + φi(θ)
= (ν + 1)xijxik
ν − φi(θ)2
(ν + φi(θ)2)2
∂`∂k∂jUi(θ) = (ν + 1)xijxik
2xi`φi(θ)(ν + φi(θ)
2)2 + 4xi`(ν − φi(θ)2)(ν + φi(θ)2)φi(θ)
(ν + φi(θ)2)4
= −2(ν + 1)xijxikxi`φi(θ)(φi(θ)
2 − 3ν)
(ν + φi(θ)2)3
In general,
sup
t∈R
∣∣∣∣ tν + t2
∣∣∣∣ = 12√ν
sup
t∈R
∣∣∣∣ ν − t2(ν + t2)2
∣∣∣∣ = 1ν
sup
t∈R
∣∣∣∣ t(t2 − 3ν)(ν + t2)3
∣∣∣∣ = 3 + 2√28ν3/2 ,
so setting
U1,i :=
ν + 1
2
√
ν
max
1≤j≤d
|xij |
U2,i :=
ν + 1
ν
max
1≤j≤d
|xij |2
U3,i :=
(ν + 1)(3 + 2
√
2)
4ν3/2
max
1≤j≤d
|xij |3
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satisfies (12).
In Figure 7 we show effective sample size (ESS) per second for the robust linear regression model; this experiment mimics
the conditions of Figure 2 in the main text, where we used a logistic regression model. The performance for this model is
qualitatively similar to that for logistic regression. Figures 8 and 9 show the ESS and acceptance rate for pCN proposals as ρ
is varied. These mimic Figures 3 and 4 in the main text. For these experiments we use synthetic data, taking an n × 10
matrix X with elements drawn independently from a standard normal distribution, and simulate yi =
∑
j Xij +  where 
itself is drawn from a standard normal distribution. We choose as the model parameter ν = 4.0.
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Figure 5. Histogram of samples of first regression coefficient (θ1) versus marginal of Gaussian approximation (green lines).
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Figure 6. ESS of first regression coefficient for a logistic regression model of dimension 20.
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Figure 7. ESS for first regression coefficient of a robust linear regression posterior, scaled by execution time (higher is better).
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Figure 8. Effect of ρ on ESS for first regression coefficient of the robust linear regression model, scaled by execution time (higher is
better).
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Figure 9. Acceptance rates for pCN proposals for the robust linear regression model.
