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Buchanan, Evan Gardner. Ph.D., Purdue University, December 2014.  Supersonic Jet 
Spectroscopy of Synthetic Foldamers, Multichromophores, and Their Water Containing 
Clusters.  Major Professor: Timothy S. Zwier. 
 
A central theme specific to this dissertation concerns the conformation-specific 
spectroscopy of flexible molecules in an effort to bridge the complexity gap.  Generally, 
molecules in the complexity gap have several flexible coordinates yet conformational 
isomerization still occurs along a simple reaction coordinate on the potential energy 
surface.  Molecules in this regime benefit greatly from experiments probing the potential 
energy surfaces and provide a means to develop and test new theories in an effort to 
explain more complex system.  These measurements are possible through the utilization 
of a supersonic jet expansion to collisionally cool molecules into their vibrational zero-
point levels, collapsing the distribution of conformational isomers to the lowest-energy 
minima on the potential energy surface.  This collisional cooling afforded by the 
expansion allows researchers to study transient species, molecular cluters, radicals and 
ions in a conformation-specific fashion.  Overall, this dissertation contains three sets of 
molecules in an effort to bridge the complexity gap: synthetic foldamers, 
multichromophores, and water containing complexes. 
For the synthetic foldamers, a set of 21 conformations that represent the full range 
of H-bonded structures were chosen to characterize the conformational dependence of the 
xviii 
vibrational frequencies and infrared intensities of the local amide I and amide II modes 
and their amide I/I and amide II/II coupling constants.  These amide I/I and amide II/II 
coupling constants remain similar in size for α-, β-, and γ-peptides despite the increasing 
number of C-C bonds separating the amide groups. These findings provide a simple, 
unifying picture for future attempts to base the calculation of both nearest-neighbor and 
next-nearest-neighbor coupling constants on a joint footing 
There are numerous circumstances of fundamental importance in which two or 
more ultraviolet chromophores are in close proximity, influencing the intrinsic properties 
of the close lying, vibronically coupled excited states. Whether incorporated in the same 
molecule or present as separate monomers, the excited state properties depend on the 
distance, relative orientation, and strength of the electronic coupling between the two 
chromophores.  Our focus here is then the conformational dependent vibronic coupling 
observed between ultraviolet chromophores, and the effects of adding a single water 






CHAPTER 1 INTRODUCTION 
1.1 Motivation: Bridging the Complexity Gap 
With the development and refinement of new methodologies fueled by 
technology, the field of molecular spectroscopy is well suited to investigate the 
fundamental properties of neutral1-3 and ionic compounds4-5 with increasing size and 
complexity, including in its ultimate manifestation large macromolecules such as 
proteins.  At the forefront of investigations aimed towards macromolecules, two-
dimensional IR6-8 and electronic spectroscopy9-10 have made considerable progress in 
elucidating the dynamics of coupled vibrational modes and electronic states in an effort 
to correlate biological function and structure.  The techniques of two-dimensional 
spectroscopy mitigates the spectral congestion present in linear spectroscopy by 
correlating coupled states as off-diagonal elements and is capable of probing the 
complex, multidimensional free energy surfaces over a wide range of timescales.6, 11  In 
terms of proteins, the timescales for interesting conformational transformations range 
from picoseconds to milliseconds.12  Generally, two-dimensional spectroscopy employed 
in the investigation of macromolecules may be regarded as a “top-down” approach, 
investigating large proteins to determine secondary structural motifs and dynamics.  
However, to gain structural information, the field of two-dimensional spectroscopy 
necessarily relies on theoretical models developed to predict experimental spectra, 
2 
especially considering the computational cost of fully ab initio calculations or density 
functional theory optimizations and frequency calculations.  Furthermore, the 
experimental spectra contain contributions from numerous conformational isomers 
further influenced by strong solvent interactions.  Although it is desirable to study 
proteins in their native states, refining the theoretical models requires the ability to 
decouple solvent interactions from isolated molecules and decompose the experimental 
spectra into the sum of individual conformations. 
At the opposite end of the spectrum, researchers are engaged in fundamental 
studies of cold, isolated molecules where isomerization occurs along a relatively simple 
or single reaction coordinate.13-16  Hindered rotation and cis/trans isomerization17 are 
prime examples of such elementary reactions.  In such cases, one can gain a state-
resolved understanding of both the energy flow through the molecule and the timescales 
to isomerization.  Here, the cold environment of a supersonic jet expansion kinetically 
collapses the room temperature Boltzmann distribution of isomers into a few low-energy 
minima on the potential energy surface in the vibrational zero-point level, reducing the 
spectral congestion and allowing for single-conformation studies via double-resonance 
spectroscopy.18  Through three body interactions, the collisional cooling begets the 
formation of weakly bound clusters when solvent molecules are seeded into the 
expansion.19-20  Furthermore, the experimental results are readily comparable to ab initio 
and density functional theory calculations, allowing researchers to map out the potential 
energy surface computationally.  Overall, single-conformation spectroscopy on relative 
small molecules may be regarded as a “bottom-up” approach, generating rules for simple 
building blocks or analogues and applying them to more complex systems. 
3 
Between the two methodologies and size regimes lies an incredible gulf of 
information termed the “complexity gap”.13, 21  The complexity gap comprises molecules 
with several competing conformational minima entwined by an increased flexibility or 
number of degrees of freedom, multiple ultraviolet chromophores either covalently 
bonded in a single molecule or hydrogen bonded in a cluster, and molecules interacting 
with a subset of solvent molecules forming the hydration shell.  The beauty of a 
supersonic jet expansion lies in its ability to cool and isolate monomers and clusters, 
providing new insights about the potential energy surfaces to develop and refine models 
used by researchers investigating more complex systems.  Figure 1.1 serves to 
pictorialize the complexity gap.  The aim of this dissertation is to demonstrate the power 
of these methods that help bridge the complexity gap.  The topics included range from 
model peptides and synthetic foldamers to multichromophores and water containing 
clusters.  A more complete overview of the topics to be covered is presented in the 
following sections, with the appropriate chapters highlighted to direct the reader’s 
attention.    
  









































































































neurotransmitters,24-26 sugars,27 DNA bases and base pairs,28 naturally occurring amino 
acids and sequences, and synthetic foldamers incorporating one (β)29-31 and two (γ)32-36 
additional carbon atoms in the backbone.  The difficulty in studying such systems in the 
gas phase arises due to the relatively low vapor pressures of the molecules, requiring high 
temperatures for thermal vaporization or laser desorption to obtain a suitable number 
density to study.1  Typically, at higher temperatures, biomolecules decompose into 
smaller subunits, complicating the spectra due to the high internal temperature of the 
molecules and the presence of decomposition products.  A supersonic jet expansion 
overcomes the spectral complexity by cooling the biomolecules to very low temperatures 
without condensation.18  Coupling the supersonic expansion to a time-of-flight mass 
spectrometer provides mass resolution and helps interpret or eliminates the contribution 
from decomposition products.  From here, single and double-resonance spectroscopy has 
provided details regarding the low energy conformational preferences or folding 
propensities of biomolecules.  Furthermore, population transfer spectroscopy and 
stimulated emission pumping population transfer spectroscopy have successfully 
determined the fractional abundances of conformations and the barrier heights to 
isomerization.37-38 
Computational methodology and computer technology has also progressed 
significantly, allowing the comparison between experimental results and theoretical 
predictions afforded by calculations of large and complex molecules.  There are currently 
several density functional theory methods incorporating dispersion interactions, forces 
which are extremely important in determining the lowest energy conformations of 
flexible molecules.39  Specific ultraviolet and infrared spectra are assigned to a particular 
6 
conformational isomer based on the comparison between theory and experiment.  It is 
therefore fruitful to explore all potential regions of the infrared spectrum diagnostic of 
conformation.  Past experiments have traditionally relied on the NH stretch region of the 
infrared to establish firm conformational assignments based on the changes in 
fundamental frequency due to a specific secondary structure.7-8 Additionally, both the 
amide I (C=O stretch, ~1700 cm-1) and amide II (NH bend, ~1550 cm-1) regions are 
sensitive to the local hydrogen bonding environment and therefore diagnostic of 
secondary structure.40  Currently, the amide I and amide II regions of the spectrum are 
exploited by the two-dimensional infrared community, with off-diagonal peaks reporting 
the coupling between vibrational modes.   
 In chapter 3, we establish local mode amide I and amide II frequencies based on a 
Hessian reconstruction method, M05-2X harmonic 13C=18O frequencies, and a potential 
energy distribution analysis to determine nearest and next-nearest neighbor couplings 
which are characteristic of the hydrogen bonding motif or secondary structure of the 
amide group.  
1.2.2 Multichromophores and Vibronic Coupling 
Excitonic interactions remain a particularly interesting and challenging avenue for 
experiment and theory.  Determining the magnitude of coupling alongside competing 
processes is experimentally challenging and necessarily relies on several spectroscopic 
techniques relying on both frequency and time-domain measurements.  Furthermore, the 
effect of conformation on the excitonic coupling requires double-resonance spectroscopy.  
Once found, theory struggles to capture the degree of excitonic splitting, especially when 
7 
the excitonic interaction is quenched for physical reasons such as the introduction of 
vibration mediated coupling despite recent developments in the symmetric and 
asymmetric Fulton-Gouterman theory for vibronic coupling.41 
These interactions can arise between identical or different chromophores, either 
held rigidly together through covalent bonds as part of a single molecule or hydrogen 
bonded as in the case of clusters.  Previous studies include examples from both scenarios 
including diphenylmethane,42-43 bis-4-hydroxyphenylmethane,44, 2-aminopyridine, o-
cyanophenol, 2-pyridone, and benzoic acid dimers.45-47  Regardless of the situation, the 
local excitation occurring on either chromophore may be expressed as 
BA* and *AB          (1) 
where the asterisk indicates the electronic excitation. 
When the two chromophores are in identical environments, the symmetry adapted 




1 ABBA          (2) 
with the magnitude of the off-diagonal coupling terms determined by 
**
12 ABHBAH          (3) 
Nominally, the coupling is modeled by the long-range columbic coupling interactions of 
the two chromophores and depends on the distance, orientation, and the relative 









V        (4)                                 
However, at short-distances, as observed in diphenylmethane, orbital overlap and 
exchange terms become highly important.42-43  Furthermore, the treatment fails to handle 
coupled nuclear and electronic motion.41 
 Normally, the Born-Oppenheimer approximation is invoked to separate the 
electronic motion from the nuclear degrees of freedom.  Although the utility of the Born-
Oppenheimer approximation in most circumstances is unassailable, the approximation 
breaks down for numerous polyatomic molecules including photosynthetic proteins due 
to the number of close-lying excited states and degrees of nuclear freedom.  Interestingly, 
vibration mediated electronic energy transfer has been observed to enhance the efficiency 
via coupling a vibrational mode with a frequency matching the band gap or when the 
frequency of a particular mode is critically damped.49  It is therefore imperative to study 
model systems where vibronic coupling plays a pivotal role in electronic energy transfer.  
The Fulton-Gouterman model50-51 has been used to treat symmetric bichromophores with 
excited electronic states that can interact to form excitonic states split by an energy, 







As discussed elsewhere in more detail, the symmetry adapted electronic basis 
wavefunctions for each conformer may be expressed in terms of simple sum and 
differences of
eq;Q0*qA;QA00qB;QB0      (5) 
and 
eq;Q0qA;QA0*qB;QB0     
with excitation (*) and likewise for the normal coordinates, q± = (1/2)1/2 (QA ± QB).   The 
Hamiltonian in dimensionless elements is given as  
   


























  (7) 
where C=VAB/ħω, and b=(2ħμω3)-1/2L with linear displacement LQi.  The off-diagonal 
elements, bq-, mix the lower diagonal block (S-) with the upper block (S+) to give the 
wavefunctions of the S1 and S2 states, respectively (the S1/S2 state order is reversed with a 
simple sign change on C). For a vibrational mode pair, 
_
, RR , the eigenfunctions take the 



























































The observed excitonic splitting is: 
ABFV2            (9) 
10 
where F is the Franck-Condon quenching factor associated with the geometry change 
accompanying electronic excitation of each chromophore.  Recently, the theory of 
vibronic coupling based on the Fulton Gouterman model of vibronic coupling has been 
extended to asymmetric multichromophores41 and also reformulated in an adiabatic 
representation in the weak coupling limit that treats the excitonic splitting as a tunneling 
splitting.47 
 The spectroscopy of two multichromphores are the subject of this dissertation:: 
1,2-diphenoxyethane, and [2,2,2]-paracyclophane.  Chapters 5, 6, and 7 are concerned 
with the spectroscopy and modeling of 1,2-diphenoxyethane, a flexible bichromophore 
covalently linked by ether groups.  Two monomer conformations were observed along 
with a single DPOE-(H2O)1 complex.  In this manner, the effects of conformation and 
solvation on vibronic coupling were observed.  Chapter 4 deals with the spectroscopy of 
a trichromophore, [2,2,2]-paracyclophane and a bichormophore analogue, 1,2-
diphenylethane.  Although the focus of chapter 4 is not necessarily placed on vibronic 
coupling, firm conformational assignments of the two molecules are provided. 
1.2.3 Water Containing Clusters 
As nature’s solvent, water plays an intimate role in mediating conformational 
isomerization and reaction dynamics of biomolecule.  Through the hydrophobic effect, 
water is considered to play a pivotal role in protein folding, laying the foundation 
between the structure and function relationship.52-53  The solvent shell surrounding the 
solute is a complex network involving numerous hydrogen bonds, dictating the physical 
properties of the solute acting as either donor or acceptor.  The effect of solvation on the 
11 
physical properties of the solute is difficult to untangle from the properties of the isolated 
solute.  It is therefore desirable to devise strategies to simplify the complexity, starting 
from investigations of the isolated solute molecule and systematically building the 
solvent shell from the bottom-up, building the network through the addition of a single 
water molecule.54  Keeping with this goal, a supersonic jet expansion affords researcher 
the opportunity to form water clusters in the cold environment through three-body 
collisions when water is co-expanded with the solute.  Typically, the water molecule 
preferentially binds to the hydrogen bonding sites of the solute, although the cold 
environment provided by the expansion allows molecules to bind to areas where weaker 
interactions associated with π-hydrogen bonds and hydrophobic interactions are present.  
Implementing a time-of-flight mass spectrometer for the separation and detection of 
ionized clusters provides a size-selective methodology to studying the water clusters.  
Besides probing the interactions and spectroscopic signatures of the hydrogen bonded 
network through double-resonance infrared spectroscopy,21 laser based techniques have 
been devised to shuttle water molecules between hydrogen bonding sites and dissociate 
the water molecules from the solute into various product channels on the potential energy 
surface.55  Overall, by forming the water clusters in a supersonic jet expansion keen 
insights are gained into the perturbation and influence of water on the solute.  Likewise, 
spectroscopists are able to study the influence of solute on the hydrogen bonding network 
of water molecules.   
Chapters 7 and 8 deal with the effects of adding water to 1,2-diphenoxyethane 
(DPOE) (chapter 7) and [2.2.2]paracyclophane (tricyclophane, TCP) (chapter 8).  For 
DPOE, the effect of adding a single water molecule on the vibronic coupling present 
12 
between the two ultraviolet chromophores is investigated.  For TCP, water clusters (TCP-
(H2O)n, n=1-5) are formed inside the hydrophobic binding pocket, with the water network 
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CHAPTER 2 METHODS 
The techniques and instrumentation described in the following sections have been 
previously reported in detail.1-3  Therefore, this chapter serves as a general description of 
the methodology used to obtain single-conformation spectra of flexible molecules in the 
complexity gap.  Techniques unique to a particular experiment will be addressed further 
within the appropriate chapter.   Likewise, computational details will be outlined in 
section 2.4 with unique calculations and theoretical models addressed where they have 
been employed. 
2.1 Instrumentation 
2.1.1 Supersonic Jet Expansion 
A common feature between the experimental techniques discussed in the 
subsequent sections of this chapter lies in the formation of a supersonic jet expansion to 
collisionally cool molecules to low temperatures (~ 1 K).4  The cold environment of a 
supersonic jet expansion has several distinct advantages, especially as implemented in 
laser spectroscopy.  The technique affords researchers the ability to cool molecules to 
their vibrational zero-point level, effectively minimizing the spectral congestion due to 
hot bands and sequence bands, and collapses the total number of conformational minima 
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at room temperature to the lowest-energy structures with populations largely determined 
through kinetics as opposed to thermodynamics.5  The kinetic determination of the final 
states of a molecule is an artifact of the expansion itself, rapidly cooling the molecules 
through collisions and isolating the molecules as the expansion proceeds and the density 
decreases.  Without collisions, the molecules are unable to transfer heat, and the final 
states remain frozen until IR and UV excitation.  In turn, single-conformation 
spectroscopy on isolated molecules is realized, providing a direct comparison to quantum 
mechanical optimizations and frequency calculations.  The low internal temperatures 
permit researchers to study reactive species, transient complexes, neutrals, and ions from 
their vibrational zero-point levels. 
   To form the supersonic jet expansion, samples are typically heated to achieve a 
sufficient vapor pressure inside a stainless steel reservoir directly behind a pulsed 
solenoid valve (Parker General Valve, series 9).  Molecules are entrained in a buffer gas 
(He, Ne, or Ar) with a stagnation pressure po between 20-40 psi.  The mixture is 
expanded through a circular orifice with a diameter D of approximately 0.5 mm into a 
vacuum chamber.  The total flow is regulated by a pulsed valve driver with a variable 
high voltage pulse duration and holding voltage.  Normal flows are maintained between 
2-10 standard cubic centimeters per minute (SCCM) with a fluctuations generally 
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 effMn         (1)    
Here, Meff contains the information regarding the distance downstream.  These 
collisions drain the internal energy stored within the vibrations and rotations of molecules 
to a vibrational temperature of ~15 K, a rotational temperature of ~2 K, and a 
translational temperature of ~1 K.  In the idealized continuum model, this excess energy 
is converted to kinetic energy with the average terminal flow velocity determined by,4 
m
kTM 0            (2) 
where M is the mach number, γ is the heat capacity ratio of the buffer gas (Cp/Cv= 1.67 
for a monatomic), T0  is the pre-expansion temperature, and m is the mass of the backing 
gas.  A general schematic of the supersonic jet expansion is provided in figure 2.1.   
2.1.2 Radiation Sources 
Solid state, Q-switched Nd:YAG lasers are employed as a pump laser source to 
generate tunable infrared and ultraviolet radiation through an infrared parametric 
oscillator and dye laser respectively.  The Q-switch optics, consisting of a quarter-wave 
plate, polarizer, and a quarter-wave Pockels cell produce nanosecond pulse durations at a 
repetition rate of 10 or 20 Hz.  The Pockels cell modulates the polarization by a quarter-
wave rotation upon excitation with approximately 4000 V DC.  The voltage required to 
drive the nonlinear process is generated using a Marx bank consisting of parallel 
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capacitors isolated connected by solid state switches (IGBT or MOSFET).  The bank of 
capacitors is charged by a 750 V power supply driven by a pulse-width modulated 
flyback circuit.  The capacitors are discharged via an avalanche transistor, triggering the 
cascade of voltage down the length of the generator.  The Pockels cell is triggered 
approximately 250 μsec after the flashlamp, corresponding to the excited state lifetime of 
the Nd:YAG doped rod.  After the Q-switch opens, light oscillates between the Gaussian 
output coupler and rear mirror, completing approximately 10 round trips in 33 nsec.  This 
duration is associated with the time required to saturate the gain and is termed the build-
up time.  The observed pulse width of the laser corresponds to the number of round trips 
required to remove the gain from the cavity after the build-up time.  Pulse durations of 
approximately 5-7 nanoseconds are common.  The laser is configured such that the 
polarization exiting the laser is horizontally polarized with a fundamental frequency of 
9398 cm-1 (1064 nm) with a resolution of approximately 3 cm-1.  To increase the 
resolution of the pulsed Nd:YAG laser, a narrow line-width single mode cw source is 
seeded into the cavity of the host through the polarizer.  The seed laser increases the gain 
efficiency in a particular cavity mode, decreasing the build-up time associated with the 
mode.  Thus, through careful control of the frequency, temperature, and power, the build-
up time may be minimized by controlling the cavity length of the host laser using a 
piezolelectric element attached to the rear mirror.  To suppress spatial hole-burning, two 
additional quarter-wave rotators are placed before and after the Nd:YAG rod.   The seed 
laser may be fiber optically delivered into the host (NP Photonics) or introduced through 
turning prisms (LightWave).  Instructions outlining the procedure to replace the 50 mW 
808 nm pump diode in a Lightwave seeder is provided in the appendix.  The 532 nm light 
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may be passed through an etalon viewer to check for proper seeding.  Interference fringes 
should be sharp and the frequency of the seed laser adjusted to maximize the distance 
between fringes. 
A seeded Nd:YAG laser is used to pump an optical parametric converter to obtain 
tunable infrared radiation.  The layout of the LaserVision optical parametric 
oscillator/amplifier (OPO/OPA) is shown in figure 2.2.  To insure the pump pulse is 
collimated with an appropriate beam waist, the pump pulse passes through a Galilean 
telescope.  After proper collimation, a 70/30 beam splitter directs 30% of the input 
towards the oscillator stage and 70% towards the amplifier.  The pump power directed 
towards the oscillator and amplifier may be reduced by two separate attenuators.  Before 
entering the oscillator, a KDP type II crystal converts the pump wavelength to 532 nm 
light through second harmonic generation.  The 532 nm photons enter the oscillator 
through an input coupler, double passing the two KDP type II crystals with an output 
coupler and grating/tuning mirror assembly forming the cavity.  Thus, the grating serves 
two purposes, both acting as the rear mirror and increasing the resolution of the output 
infrared radiation from the oscillator.  A signal and idler wave are generated through 
critical phase matching with signal selected by the grating and, by convention, the higher 
frequency photon.  Critical phase matching occurs through angle tuning the crystals in the 
horizontal plane, requiring the extraordinary photon to be horizontally polarized.  The 
signal and residual 532 nm light are removed before the OPA allowing the idler wave to 
mix in the OPA stage with 70% of the input radiation.  The input idler transforms as the 
output signal wave through amplification.  The parametric process in the OPA stage is 
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identical to that of the OPO stage, however, no cavity is established.  The result is tunable 
infrared radiation between 1.35 – 5.0 μm.   
To extend the tunability of the laser, the output signal and idler are mixed in a 
AgGaSe2 crystal through difference frequency mixing.  Optical beam quality and 
collimation facilitate the success of mixing in the AgGaSe2 crystal.  To achieve the beam 
quality and collimation, a Dove prism (image inverter) is placed between the OPO and 
OPA stages.  Instructions for installing the Dove prism are presented in figure 2.3.  
Briefly, the dove prism is rotated to center the 532 nm light on an iris placed before the 
OPA stage as in figure 2.3.  The Dove prism is translated to center the 532 light far field.  
The process is iterated until the beam is centered at the iris and far field.  The image 
inverter does not change the polarization of laser light from the OPO, but rotates the 
beam profile through total internal reflection by 90˚.  The signal and idler from the OPA 
stage should be overlapped and propagated approximately 6 feet to expand the beam and 
smear the power density evenly throughout the beam profil.  Unseeding the system will 
further increase the beam quality, but at the cost of resolution.  The beam should create a 
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output is frequency doubled using a BBO crystal.  The residual visible radiation is 
filtered using a Pellin Broca prism.    
2.2 Spectroscopic Methods 
2.2.1 Single-Resonance Spectroscopy 
 
 
Figure 2.4 Energy level diagrams for resonant two-photon ionization (R2PI) and laser 
induced fluorescence (LIF), the two methods used to obtain the total electronic spectrum 
of all conformers present in the expansion. 
2.2.1.1 Resonant Two-Photon Ionization 
Resonant two-photon ionization (R2PI), coupled with a time-of-flight mass 
spectrometer (TOF), is a two photon process used to record the total electronic spectrum 
















to an excited electronic state and the second photon ionizes the sample.  The resulting 
cations are extracted orthogonally using a repeller plate (REP) and accelerated through 
the draw out grid (DOG).  After traveling the one meter long flight tube, the cations 
impinge on a microchannel plate detector triggering a cascade of electrons to be ejected 
towards the anode of the detector.  A resister converts the current into a voltage which is 
subsequently amplified by 25.  The voltage is integrated using a digital oscilloscope.  The 
source chamber is evacuated by a 1000 l/s turbomolecular pump (Pfeiffer) to a base 
pressure of approximately 10-7mbar.  The TOF tube is differentially pumped using a 200 
l/s turbomolecular pump (Pfeiffer) to achieve a base pressure of approximately 10-8 mbar.  
The ion source is based on the Wiley-McLaren geometry (R.M. Jordan).7  A schematic of 
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molecules fluoresce back to the ground state, provided alternative relaxation methods do 
not compete with the fluorescence process.  The fluorescence is collected and imaged 
onto a photomultiplier tube by two spherical mirrors.8  Alternative, the emission may be 
dispersed using a 0.75m monochromator and 2400 groove/mm grating with an adjustable 
slit width to image the fluorescence wavelength on an ICCD camera.  In this manner, 
dispersed fluorescence provides information about the gound electronic state.  The 
fluorescence chamber used to record LIF and DFL spectra is shown in figure 2.5. 
 
 
Figure 2.6  Collection optics used to record LIF spectra.  The UV light enters the 
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2.2.2 Double Resonance Spectroscopy 
 
 
Figure 2.7  Energy level diagrams for conformation –specific, double-resonance 
experiments.  The dotted line denotes the hole-burn laser while the solid arrow depicts 
the probe 
2.2.2.1 Ultraviolet Hole-Burning 
Ultraviolet hole-burning (UVHB) was employed to obtain the conformation-
specific electronic spectrum.  Here, a 10 Hz hole-burn laser is fixed on a transition due to 
a single conformation while a 20 Hz probe laser is tuned through the region of interest.  
The two lasers are spatially overlapped with the hole-burn laser preceding the probe by 
200 ns.  The fluorescence signal from the probe laser is monitored and processed through 
a gated integrator operated in active baseline subtraction mode.  Whenever the probe 
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laser, a depletion of the fluorescence or ion signal is observed.  The energy level diagram 
for UVHB is shown in figure 2.6.     
2.2.2.2 Infrared Spectroscopy 
Fluorescence dip infrared spectroscopy or resonant ion-dip infrared spectroscopy 
is the analogous method used to obtain the conformation-specific ground state infrared 
spectrum.  Here, a 20 Hz ultraviolet laser is fixed on a transition due to a single 
conformation and the output of a 10 Hz infrared optical parametric converter 
(LaserVision) is tuned through the region of interest.  The two lasers are spatially 
overlapped and separated by 200 ns.  The integrated signal is processed by a gated 
integrator operated in active baseline subtraction mode.  Depletion in the total 
fluorescence or ion signal is observed whenever the infrared laser is resonant with a 
transition which shares the same ground state as the ultraviolet laser. 
2.2.2.3 Excited State Infrared Spectroscopy 
Infrared spectra in the excited electronic state (excited state RIDIR) were 
recorded using a two-color resonant two-photon ionization scheme in which the first UV 
laser is fixed on the UV transition of interest, with the second UV laser (550 nm) used for 
ionization temporally delayed by 30 ns from the first.1  This temporal delay depends on 
the excited state lifetime of the molecule being studied.  The 10 Hz IR laser was 
temporally positioned between the two UV laser pulses.  Depletion in the 2-color ion 
signal was observed when the infrared laser was resonant with a vibrational transition in 
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the excited electronic state, consistent with reduced ionization efficiency for the 
vibrationally excited level reached with the IR pulse. 
2.2.2.4 Infrared Population Transfer Spectroscopy 
Infrared population transfer spectroscopy was used to determine the fractional 
abundance of conformational isomers in the supersonic jet expansion.9-11  To do this, 
IRPT spectra were recorded while monitoring the downstream population of conformer 
‘i'.  After proper normalization, ܫூோ௉்௜ 	is recorded as a fractional change in population of 
conformer ‘i’ as a function of IR wavenumber ߥ෤.  Since the total population of all 
conformers remains constant during the population transfer process, the factional 
abundance of each conformer ‘i’, Fi,  may be determined from the weighted sum of the 
IRPT scans that is zero over the entire IRPT wavenumber scan   








IRPTiTot IFN          (3) 
Here ܫூோ௉்௜ 	is the IRPT spectrum of conformer ‘i’, recorded as a fractional population 
change under identical conditions 
IR-population transfer spectroscopy is used here to determine the fractional 
abundances of the two conformers of DPOE.  To make this measurement, the UV laser is 
fixed on a transition due to a single conformer and positioned to intersect the supersonic 
free jet at x/D = 6, where x is the distance downstream of the nozzle orifice and D is the 
nozzle diameter.  The infrared laser is positioned at an x/D = 2.5, upstream of the UV 
probe, and preceding the UV laser pulse by approximately 2 µs.  In this manner, 
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conformers have experienced a sufficient number of collisions with the backing gas to 
cool to the vibrational zero-point level before infrared excitation; however, IR excitation 
occurs in a density regime where there are sufficient collisions following IR excitation to 
re-cool the vibrationally excited and conformationally mixed molecules back to the zero-
point level before interrogation with the ultraviolet probe laser.  Since IR excitation 
occurs to levels with energies above the barriers to isomerization, conformational 
isomerization can occur in competition with vibrational re-cooling.  If an infrared 
transition due to conformer A is excited upstream in the expansion, population will be 
transferred out of A and into conformer B, leading to a net depletion in the population in 
A and gain in population in B.  If an LIF transition due to A downstream, an IR depletion 
will be observed, while interrogation of B downstream will yield a gain at this same IR 
wavelength.   IRPT scans are recorded with the IR operating at 10 Hz, and the UV laser 
at 20 Hz, using the active baseline subtraction mode of a gated integrator to record the 
difference in LIF signal from the UV laser with or without the IR present.  Figure 2.7a 
represents the energy level diagram for mass-resolved infrared population transfer 
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photon energy.  Intramolecular vibrational redistribution (IVR) will distribute this energy 
amongst the vibrational degrees of freedom, which are dominated by low frequency 
modes, including those that lead to isomerization.  If the IR photon is above the barrier(s) 
to isomerization, conformationally mixed states will be produced, some of which absorb 
at wavelengths red of the S0-S1 origin of the conformers.  Tuning the IR produces an IR-
induced gain spectrum  ~iIRIGI  against zero background that has contributions from all 
IR absorbing species contributiong to the gain signal in the mass channel being 
monitored in the time-of-flight mass spectrum.  Under favorable conditions, this gain 
spectrum is a population-weighted sum of the infrared spectra of all conformers present 
in the expansion 








~0~         (4) 
where iRIDIRI  is the RIDIR spectrum of conformer ‘i’, plotted as a fractional depletion, i  
is the detection efficiency of conformer ‘i’ at the UV wavelength used for detection, and 
‘c’ is a scaling factor.  If the detection efficiencies of the three conformers are equal, they 
can be subsumed into the scaling factor, and fractional abundances can be extracted from 
a best-fit of the IRIG scan.  As with MRIRPT, the best-fit fractional abundances 
minimize the difference between the IRIG spectrum and this weighted sum, using RIDIR 
spectra recorded under identical expansion and laser conditions.   Mass analysis 
minimizes potential contributions to the IR ion gain signal from IR absorptions due to 
impurities or molecular clusters.  In cases where Franck–Condon activity is extensive, it 
can be difficult to be sure that all conformers of significance have been found. Given the 
comparative simplicity of the method, IRIG spectroscopy provides another tool that is 
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useful in part because it is not conformation-specific, and therefore can identify unique 
infrared absorptions that can signal the presence of other conformers.   
The conditions under which i   is conformation-independent requires care and 
should follow three general criteria.  First, the cold spectrum must have a relatively sharp 
onset, so that a probe wavelength can be found not too far to the red of the cold spectrum 
where IR-excited molecules can be detected against zero background.  Second, the R2PI 
efficiency of all IR-excited conformers must be equal at the probe UV wavelength. If IR 
excitation is below the barrier(s) to isomerization, IR excitation must produce a ‘‘warm’’ 
UV spectrum of large breadth compared to the electronic frequency shifts separating the 
conformers. If there are large electronic frequency shifts between different conformers, 
one might be concerned that a given probe UV wavelength might favor conformers 
nearby in wavelength. More typically, as shown in figure 2.7b, IR excitation will exceed 
the barriers separating the conformers, with IVR producing conformationally mixed 
states independent of the conformer originally excited, as required.  Third, there must be 
no fast non-radiative processes for the IR-excited molecules in the excited electronic state 
figure 2.7b, since this would prevent detection of the IR excited ion signal in the UV. 
2.2.2.6 Infrared Photodissociation Hole-Filling 
The potentially energy surfaces between bare monomer and water containing 
complexes vary drastically, as the water molecule perturbs the monomer conformations, 
sometimes stabilizing and destabilizing specific monomer motifs.  By dissociating the 
water cluster with an infrared photon, the possibility of selectively forming a particular 
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isomer or a new isomer arises.  Furthermore, when the binding energy approaches the 
energy provided by an infrared photon, researchers are afforded the ability to infrared 
excite above and below the dissociation energy leading to interesting product yields and 
rates.14  The photodissociation experiments were performed under hole-filling conditions.  
Here, a 10 Hz IR laser was fixed on a unique transition of the water complex in the alkyl 
CH stretch and OH stretching regions.  Certainly, the photodissociation experiments are 
not limited to the two frequency regimes.  This allows for an interesting prospect of 
dissociating the cluster at or near threshold to photodissociation.  To perform the 
experiments, the IR laser was temporally separated from the UV laser by approximately 
1.8 μs and spatially positioned to be approximately 2 nozzle diameters downstream of the 
pulsed valve.  This allows for both an initial cooling of the complex to the vibrational 
zero-point level and a re-cooling after IR excitation.  If the energy of a single IR photon 
exceeds the binding energy of the complex, the water is dissociated, which proceeds to 
re-cool into the monomer population, or partially re-fills as the water complex.  Tuning a 
20 Hz laser through the S0-S1 region and processing the fluorescence or ion signal via 
active baseline subtraction produces gains in the monomer conformations and depletions 
in transition due to the water complex.         
2.3 Computational Methods 
Searching the potential energy surface for conformational minima requires a 
systematic exploration especially when the molecular size and complexity begets degrees 
of freedom and leads to innate differences between chemical intuition and physical 
reality.  To perform this task, a molecular mechanics force field (MMFFs) as 
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implemented in the MACROMODEL15 suite of programs searched the conformational 
landscape given a specific convergence and maximum energy.  The gradient was 
optimized using 10,000 iterations, a convergence of 0.0001, and an energy window of 
50.0 kJ/mol to aid in retrieving realistic starting structures.  These structures were used as 
input geometries for quantum mechanical optimization and vibrational frequency 
calculations performed in Gaussian09.16  Typically, the Truhlar hybrid meta exchange-
correlation functional M052X-6-31+g(d)17 was employed for optimizations given the 
necessity to incorporate dispersion interactions for energy stabilization.  Harmonic 
vibrational frequencies were calculated at the same level of theory and used to compare 
experimental infrared spectra to the calculated structures.  Structural isomers were 
assigned to experimental spectra based on the correspondence to the calculated spectra as 
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CHAPTER 3 SINGLE-CONFORMATION INFRARED SPECTRA OF MODEL 
PEPTIDES IN THE AMIDE I AND AMIDE II REGIONS: EXPERIMENT-BASED 
DETERMINATION OF LOCAL MODE FREQUENCIES AND INTER-MODE 
COUPLING 
3.1 Introduction 
 Since amide groups are the fundamental linkage in the polypeptide backbone of 
proteins, IR probes of polypeptide and protein structure have often relied on changes in 
the amide group’s characteristic vibrations to diagnose local and extended secondary 
structure.1-3  The amide I region (~1600–1700 cm−1) is especially valuable in this regard, 
since these modes are quite localized on the amide C=O group, and form a set of 
vibrations that is largely uncoupled from other vibrational modes.  Furthermore, the 
amide I region is sensitive to the local H-bonding environments of the individual amide 
groups, whether as amide–amide H-bonds involved in the peptide’s secondary structure 
or as H-bonds between the amide group and its aqueous environment. By comparison, the 
amide II region has received less attention, in part because the connection between the 
observed spectral distribution and key secondary structural elements is less clear and less 
diagnostic, though significant progress is being made.4        
The recent explosion of interest in 2D IR spectroscopy has been fueled in part by 
its potential as a probe of polypeptide and protein structure and dynamics.5-12  The 
congestion inherent to linear IR spectroscopy is mitigated by the expansion to two 
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dimensions, with off-diagonal peaks reflecting the coupling between modes, while 
probing structural changes occurring over a wide range of timescales.  
In order to extract structural information from such data, it is necessary to test and 
refine theoretical models for the dependence of the amide vibrational frequencies and IR 
intensities on conformation.  In large polypeptides, it is necessary to develop robust 
models which circumvent the need for full ab initio or density functional theory (DFT) 
calculations on the molecule as a whole.  To that end, several groups have contributed to 
the development and refinement of methods for predicting the amide I linear and 
2D spectra of simple amides and larger polypeptides.2, 13-26  A starting point for much of 
this work is the notion that the amide I and amide II normal modes can be treated as 
separate sets of coupled local modes on the individual amide groups that are uncoupled 
from all other vibrations. Under the general framework of the floating oscillator model,27  
a variety of one-exciton and two-exciton Hamiltonian schemes have been developed that 
make it possible to build vibrational exciton Hamiltonians either separately from local 
amide I or amide II modes and their corresponding coupling constants, or jointly from 
both sets of local modes. In this local-to-normal mode approach, diagonalization of the 
vibrational exciton Hamiltonian yields molecular amide  I and/or amide II normal mode 
frequencies and IR intensities that can be directly compared with experimental spectra. 
Alternatively, a variety of analytical, normal-to-local mode schemes have been developed 
that make it possible to extract local mode frequencies and coupling constants from 
calculated amide I and amide II normal modes and frequencies.28-30  These methods 
provide ab initio or DFT based local mode frequencies and coupling constants that are a 
function of peptide conformation and that can either be used directly as predictive 
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ingredients of local-to-normal mode vibrational exciton Hamiltonian schemes or that can 
be used indirectly as standards for calibrating parameterized electrostatic models. 
To date, essentially all of the experimental tests of these theoretical models have 
been based on 1D and 2D IR data of amides and polypeptides at room temperature in 
aqueous solution, with spectra influenced by the contributions from multiple 
conformations and the strong interactions with water.9-17 While such conditions correctly 
meet the final intended goal, there is clearly room for other kinds of tests that more 
directly probe the fundamental input to the theoretical models. In particular, spectra of 
isolated peptides in the amide I and amide II regions test the ability of the theoretical 
models to correctly incorporate the intramolecular effects in the absence of solvent.  
Since current theoretical models are additive in nature,13, 15-18, 20-21, 25-26, 31 the spectra of 
single-conformations of isolated molecules are ideally suited to provide rigorous tests of 
the intramolecular contributions to the amide I and amide II spectra, both the dominant 
electrostatic terms, and their future refinement with contributions from covalent, 
dispersive, and charge transfer interactions.     
Motivated by this need for direct, single-conformation spectroscopic tests of 
electrostatic models, we present here infrared spectra of a series of model methyl-capped 
di- and tri-amides in the amide I and amide II regions, recorded under jet-cooled 
conditions in the gas phase, where single-conformation spectroscopy is possible.  The 
structures of the molecules included in the present work are shown in figure 3.1.  A total 
of 34 conformations from 11 molecules are included in the present test set.  Nine 
molecules have been the subjects of previous single-conformation infrared and ultraviolet 
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and amide II regions, and supplement it with corresponding spectra on the three model 
‐peptides. In all cases, the molecules are doubly methyl-capped at both N‐terminal and 
C‐terminal ends, as is often done to better mimic local H‐bonding preferences present in 
larger peptides and to remove perturbations in the amide II region caused by the 
NH2 group. The three‐peptides were included in the test set because current theoretical 
models of the amide I and amide II regions focus attention primarily on the ‐peptides 
that make up naturally occurring proteins.  
By studying a series of ---and -peptides, the effects of changing the 
through-bond distance between the amide groups are probed, as are the accompanying 
changes brought on by the changed spacing and added flexibility on the relative distance 
and orientation of H‐bonded amide groups. Among the structures probed are single 
H‐bonded rings varying in size from five-membered (C5) to eleven-membered (C11), 
several sequential double rings (C5/C6, C6/C5, C6/C6, C7/C7, C8/C7), bifurcated double 
rings (C5/C7, C5/C8), and a unique non H‐bonded “amide stacked” -peptide structure. 
In the present paper we follow a normal-to-local mode approach to determine 
experimentally based, conformer-specific amide I and amide II local site frequencies, and 
amide I/I and amide II/II coupling constants, proceeding in four steps. 
First, we establish that scaled harmonic vibrational frequency calculations on the 
optimized structures at the DFT M05‐2X/6‐31+G(d) level of theory, which faithfully 
reproduce the NH stretch region, do equally well in the amide I and amide II regions.  
Second, we apply Cho’s Hessian reconstruction (HR) method13 to our DFT M05-2X 
harmonic frequency calculations to extract local amide I frequencies and amide I/I 
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coupling constants. These local amide I frequencies are shown to be in excellent 
agreement with harmonic, local amide I frequencies obtained from 
DFT M05-2X/6-31+G(d) calculations on 13C=18O substituted isotopologues. This 
protocol thus places both the uncoupled amide I local mode frequencies and the amide I/I 
intermode coupling constants on a firm experimental foundation. 
Third, potential energy distribution (PED)41-42  analysis in the amide I region is 
combined with Hessian reconstruction to check the robustness of the predictions to this 
alternative means for generating local amide I frequencies and amide I/I coupling 
constants. We then apply the combined PED/HR scheme to the amide II region, including 
both NH bend and CN stretch local mode contributions in the PED analysis of the 
amide II normal modes. Through comparison with local amide II frequencies obtained 
from DFT M05-2X/6-31+G(d) calculations on N–D substituted isotopologues it is shown 
that the combined PED/HR scheme provides a reliable way to extract local amide II 
frequencies and the amide II/II coupling constants from the single-conformation spectral 
data. 
Finally, armed with this experimentally based test set of reduced-dimension 
Hessian matrices in the amide I and amide II regions, we use these results to probe the 
physical mechanisms responsible for determining the local site frequencies and nearest- 
and next-nearest-neighbor couplings, which could in principle have contributions from 
couplings acting through chemical bonds, H-bonds, or electrostatically through-space. As 
we shall see, the data set and analysis provide strong evidence that the coupling constants 
are characteristic of the type of NH…O=C H-bond in which the C=O group (amide I) or 
NH group (amide II) are involved. 
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3.2 Methods 
3.2.1 Synthetic Methods 
Ac‐α‐Phe‐NHMe was purchased from Bachem (E‐1170) and used without further 
purification. Ac‐α-Phe‐α‐Ala‐NHMe and Ac‐α‐Ala‐α‐Phe‐NHMe were synthesized at 
Purdue University using standard synthetic methods. The synthetic foldamers were 
synthesized at the University of Wisconsin-Madison using methods previously 
published.33-38 
3.2.2 Computational Methods 
3.2.2.1 Conformational Assignments and Comparison to DFT Methods 
The conformational assignments presented here have been made previously33-38 
through comparison of the experimental NH stretch RIDIR spectra with the predictions of 
calculations using a well-defined screening process.  Specifically, the possible 
conformational minima of each molecule were identified from an exhaustive search of 
the potential energy surface using molecular force field conformational searching 
algorithms (e.g., Amber, MMFFs) contained in the Macromodel suite of programs.43  An 
energy filter of 25 kJ/mol was applied to the output of each search and the resultant 
structures were submitted to DFT B3LYP/6‐31+G(d) geometry optimizations44 and 
harmonic vibrational frequency calculations. The structures were assigned to various H-
bonding conformational families to look for trends in the predicted conformational 
preferences.  Upon completion of calculations at the B3LYP level of theory, another 
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energy filter, 20 kJ/mol, was applied to the output structures.  The structures which 
survived the energy filter were re-optimized at the DFT M05‐2X/6‐31+G(d) level, a 
hybrid meta exchange-correlation functional developed by Truhlar’s group for 
noncovalent interactions that has seen increasing use in cases where dispersion 
interactions are key to energetic stabilization.45-46 DFT M05‐2X/6‐31+G(d) harmonic 
vibrational frequencies are then calculated, scaled, and compared to the experimental 
single-conformation IR spectra.  An extensive investigation of the accuracy of various 
levels of theory for the prediction of conformational energies and vibrational frequencies 
by Rothlisberger and co-workers47 found DFT M05-2X/6-31+G(d) to be among the best 
current methods for the purpose, a result confirmed by the present study.  This 
comparison between experiment and theory led to firm conformational assignments of 
the conformational family type of all conformers, and in the cases used for the primary 
test set also to specific conformations within a given family type (e.g., with a specific 
phenylalanine side chain position). All DFT calculations were carried out using the 
Gaussian software package.48-49  The DFT M05‐2X/6‐31+G(d) calculations employed 
tight scf convergence criteria and an ultrafine grid.  Final comparison between 
experiment and theory were made by obtaining best-fit scale factors for each spectrum 
that minimized the sum of the squares of the differences between the experimental and 
calculated wavenumber positions.  The average best-fit scale factors were 0.9578±0.0026 
for the amide I vibrations, and 0.9538±0.0041 for the amide II vibrations. 
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3.2.2.2 Hessian Reconstruction and PED Analysis 
 The program to execute the Hessian reconstruction and PED analysis was 
developed and implemented by Christian Müller at the Ruhr University Bochum.  One of 
the principal goals of our analysis of the single-conformation infrared spectra in the 
amide I and amide II regions is extracting from the spectra experimentally tested local 
site frequencies as well as nearest-neighbor and next-nearest-neighbor coupling 
constants.  Since, after appropriate scaling, the DFT M05‐2X/6‐31+G(d) calculations 
match the experimental frequencies and intensities satisfactorily, the calculated amide I 
and amide II normal modes can be submitted to Hessian reconstruction, a normal-to-local 
mode scheme that treats the amide I and amide II vibrations as linear combinations of 
localized vibrations on each of the amide groups. 
For the amide I region, we used the original Hessian reconstruction scheme 
developed by Cho and co-workers.13 A description of our implementation of this method, 
which has the advantage of being a generalization of the original scheme to peptides with 
more than three amide groups, can be found in the appendix.50  
As a check that the uncoupled frequencies were properly extracted by this 
procedure, the assigned structures were submitted to a series of isotopic substitutions that 
completely decoupled the amide I vibration of each of the amide groups in the structure, 
one at a time. These calculations employed the assigned, optimized structure for a given 
conformation, but isolated a single carbonyl group by retaining its isotopic composition 
(12C=16O), but substituting 13C=18O at each of the other positions in the structure. This 
completely localized the amide I vibration of the 12C=16O group, so that DFT 
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M05‐2X/6‐31+G(d) vibrational frequency calculations gave its uncoupled harmonic 
frequency. The mean absolute error between the local amide I frequencies obtained 
through Hessian reconstruction and those obtained through isotopic substitution is 
0.56 cm−1, while the percentage error relative to the mean of the amide I frequencies 
obtained by isotopic substitution is 0.03%. This close agreement provides corroborating 
evidence that the Hessian reconstruction method can yield reliable amide I local mode 
frequencies. Taking, additionally, the agreement of the DFT M05-2X/6-31+G(d) amide I 
normal mode frequencies with the experimental amide I frequencies into account, we 
conclude that Hessian reconstruction can be used to extract not only reliable amide I local 
mode frequencies, but also reliable, experiment-based amide I/I coupling constants. 
As an alternative and straightforward normal-to-local mode method, we 
developed a modified Hessian reconstruction scheme in which the matrix elements of the 
U matrix are determined from potential energy distribution (PED)41-42 analysis of the 
normal modes. The advantage of this combined PED/HR scheme is that it requires, just 
as the original HR method, only ab initio or DFT harmonic frequencies and Cartesian 
normal mode displacements for the most abundant 12C=16O isotopologue of each 
conformer. PED analysis of the normal modes was carried out with the VEDA4 program 
developed by Jamróz.51  Special care was taken that the C=O stretch internal coordinates 
do not mix with each other or with the NH bend and CN stretch internal coordinates that 
are the main constituents of the amide II normal modes. The UPED matrix elements were 
calculated as the square roots of the corresponding PED percentages, while the signs of 
each eigenvector element of the UPED matrix were visually determined from the C=O 
stretch phases in the corresponding amide I normal mode. The eigenvectors (columns) of 
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the UPED matrices were normalized, and, finally, the UPED matrices were orthonormalized 
according to the procedure described in the Appendix.50 The agreement between the 
original UPED matrices and their orthonormalized counterparts UPED(p) is excellent, the 
mean absolute error between their matrix elements being only 6.3∙10−3. More 
importantly, the agreement with the orthonormal Hessian reconstruction U(p) matrices is 
also very good, the mean absolute error between the UPED(p)  and U(p) matrix elements 
being only 8.83·10−3, giving rise to mean absolute errors between the local amide I 
frequencies of 6.7·10−2 cm−1 and between the amide I/I coupling constants of 0.33 cm−1. 
The close agreement between the direct HR and the combined PED/HR schemes as well 
as their accuracy in reproducing the local amide I frequencies obtained through 13C=18O 
isotopic substitution is a consequence of the high degree of localization of the amide I 
normal modes on the C=O stretch internal coordinates. PED analysis yields a localization 
of (79±2)%, i.e. only 21% of the amide I normal mode displacements are distributed over 
internal coordinates (stretches, bends and torsions) other than the C=O stretch 
coordinates. This result quantitatively corroborates the fact that amide I normal modes 
can be accurately described as linear combinations of mainly C=O stretch vibrations. 
Consequently, it can be concluded that the PED/HR scheme provides a reliable 
alternative way of determining local amide I frequencies and amide I/I coupling 
constants. 
Encouraged by the results of the combined PED/HR scheme in the amide I region, 
we extended our analysis into the amide II region. Since, however, our PED results on the 
localization of the amide II normal modes on a combination of amide NH bend and 
CN stretch coordinates yield a value of (72±5)%, i.e. a somewhat lower value with a 
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greater spread than in the amide I region, we do not expect the agreement between 
U matrices, local site frequencies and coupling constants to be of the same quality as in 
the amide I region. Accordingly, the mean absolute error between the matrix 
elements UjPED and UjPED(p) is 1.16·10−2 in the amide II region, the percentage error 
relative to the mean of the absolute values |UjPED(p)| is 2.4%.  
As a check that reliable amide II frequencies were extracted by this PED/HR 
procedure, a series of calculations for each conformer was carried out in which all but 
one of the amide groups were deuterated (N–D). This lowers the amide II vibrational 
frequencies of the deuterated amide groups52 by ~100 cm−1, an amount sufficient to 
localize the remaining amide II vibration. The agreement between the local amide II 
frequencies obtained through PED/HR analysis and those obtained via isotopic 
substitution is very good, yielding a mean absolute error of 1.0 cm−1, approximately twice 
the error in the amide I region. This agreement, however, can be deemed sufficiently high 
to render the PED/HR scheme a reliable way for obtaining both experiment-based 
amide II local mode frequencies and amide II/II coupling constants. 
Finally, with the eigenvector matrices U(p) in the amide I region and UPED(p) in the 
amide II region in hand, we calculated amide I and amide II normal mode intensities, 
which we directly compare to the experimental intensities in figures 3.3–3.7 (b, in blue). 
It has to be noted, however, that these intensity calculations have to be considered rather 
as a joint consistency check of both the eigenvector matrices U determined through 
Hessian reconstruction and the dipole derivatives, ∂(I)/∂Q and ∂(II)/∂Q, determined 
via isotopic substitution. An independent way of determining amide I and amide II 
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transition dipole moment vectors that obviates calculations on 13C=18O and N–D 
isotopologues is preferable, however unachievable without further assumptions. 
3.3 Results and Analysis 
The single-conformation data set in the amide I and amide II region includes 
spectra from seven conformations of three -peptides:  C5(a), C7(a), and C7(g+) of 
Ac‐Phe‐NHMe, C5/C7(a) in Ac‐Phe‐Ala‐NHMe, and C7/C7(g−) and two forms of 
C10(g+), differing in the C10 dihedral angles, in Ac‐Ala‐Phe‐NHMe.  We include here 
R2PI spectra of the three molecules (figure 3.2), with the transitions used as monitor 
transitions for the RIDIR spectra and conformational assignments labeled on the spectra.  
The two capped triamides have not been studied previously, but are close analogs of 
molecules studied by Chin et al.,39-40 while the capped diamide was the subject of a 
previous study by Gerhards et al.32  It is worth noting that the positions of the S0–S1 
origins in the R2PI spectra of Ac‐Ala‐Phe‐NHMe were sufficiently different from their 
counterparts in the work of Chin et al.39-40 on Ac‐Ala‐Phe‐NH2 that NH stretch spectra 
were taken to confirm their assignments to the indicated conformations.  These S0–S1 
origin transitions were used as monitor wavelengths to record conformation-specific 
amide I and amide II spectra.  The reader is referred to earlier papers from our group for 
R2PI spectra and amide NH stretch RIDIR spectra of the ‐peptides33-34 ‐peptides,35-36 
and ‐peptide37-38.  A table connecting the letter labels used in this work with the 
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stacked conformer of Ac‐2‐hPhe‐NHMe (figure 3.7C).  The stick diagrams below each 
experimental spectrum give the predictions of DFT M05‐2X/6‐31+G(d) calculations (a, 
in black), suitably scaled to best match experiment.  Analogous results at the DFT 
B3LYP/6‐31+G(d) level of theory (not shown) in most cases give similarly good 
predictions for the infrared spectra as M05‐2X, with the latter giving better relative 
conformational energies.  The amide II region of Ac‐Ala‐Phe‐NHMe (figure 3.5D) was 
not recorded for lack of sufficient sample.   
The remaining thirteen structures in the full 34 conformation data set are not 
included explicitly here.  For some structural family types, there were several examples 
of a given conformational family type that differ in the dihedral angles of the H‐bonded 
rings that comprise the peptide backbone.  In most circumstances, only one example of 
each type is included. This is most notably the case in the set of C8/C7 structures in 
figure 3.6, in which four different types of C8 rings are represented (C8a–d).  These rings 
differ in the dihedral angles along the ‐peptide chain, with () angles of 
(−70,+133,−68) for C8a, (−113,+64,+9) for C8b, (−109,+63,+17) for C8b’, 
(+54,+47,−104) for C8c, and (−59,−44,+101) for C8d. Notice that the C8b and C8b’ 
rings are nearly identical apart from a small change in , while C8c and C8d are close to 
mirror images of one another.  
In other cases, there were additional conformations that were nearly identical to 
another member of the test set (e.g., comparing spectra of ‐peptides with and without 
an ACPC ring in the ‐peptide backbone). Their close correspondence with a member of 
57 
the test set is a testimony to the reproducibility and characteristic spectral signatures of 
the various members of the test set.   
Of the  amide I/II spectra in the figures, only those of the conformers of 
Ac‐Phe‐NHMe, Ac‐2‐hPhe‐NHMe (amide I only), and conformer A of 
Ac‐‐ACPC‐Phe‐NHMe were reported previously.35      
There are several conformers33-38 for which the assignment to particular structures 
is less secure.  For this reason, the spectra are not included in the test set.  These spectra 
are good subjects for further investigation both by theory and experiment, since 
assignments to a given conformational family are sometimes quite firm based on the 
amide NH stretch region.   
Figures 3.3–3.7 also include stick spectra (b, in blue) that show the results of the 
HR analysis (amide I region) and the PED/HR analysis (amide II region) performed on 
the assigned structures and combined with local amide I/amide II transition dipole 
derivatives obtained from the calculations on the 13C=18O and N–D isotopologues, 
respectively.  These spectra are in every case essentially identical to the full normal mode 
calculations from the DFT M05‐2X calculations (a, in black).  This provides strong 
evidence that the reduced-dimension HR and PED/HR approaches are able to capture the 
local amide I/amide II frequencies and coupling constants with quantitative accuracy, 
and, if combined with local amide I/amide II transition dipole derivatives obtained from 
the calculations on 13C=18O and N–D isotopologues, are able to capture the infrared 
intensities with sufficient accuracy to reproduce the experimental intensity patterns.     
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The bottom row stick spectra in figures 3.3-3.7 (c, in red) show the uncoupled 
local amide I/amide II frequencies and local amide I/amide II infrared intensities obtained 
from the calculations on the 13C=18O and N–D isotopologues, respectively. The 
comparison between the stick spectra in (b) and (c) gives some sense for the degree to 
which coupling between the amide I or amide II vibrations shifts the frequencies and 
changes their intensities.  As a result, in the discussion that follows, one can confidently 
use the reduced-dimension Hessian matrices and resulting normal mode eigenvectors to 
look for trends in the test data set.   
A full listing of the Hessian and eigenvector matrices for the 21-conformer 
primary test set is given in the appendix.50 The uncoupled frequencies/intensities report 
on the dependence of the amide I and amide II modes on their local environment.  The 
off-diagonal terms give quantitative results for the magnitude and sign of the nearest-
neighbor and next-nearest-neighbor amide groups couplings.  The ability to deconvolve 
the spectra into the diagonal-term uncoupled local mode frequencies and off-diagonal 
coupling terms provides a powerful and intuitive framework in which to analyze the data 
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a C7/Free designation for a particular amide I local mode has the C=O group of that 
amide in a C7 H‐bonded ring, and its NH free.  This order is reversed for the amide II 
vibrations, since here it is the NH group that is the main carrier of the normal mode 
vibration.  These results are summarized in pictorial form in figure 3.8 for the amide I 
region and figure 3.9 for amide II, where the range of frequencies of a given H‐bonding 
environment are shown with double-headed arrows in cases where multiple values are 
available, and as single points where a single example of a given structural type has been 
observed.  In cases where multiple examples of a given conformational family (e.g., 
C8a/C7) are observed in the broader set of 34 conformations, IR transitions for members 













Table 3.1 Uncoupled vibrational frequency ranges (cm-1) derived from the Hessian 
reconstruction (amide I) or  PED analysis (amide II) as a function of local amide group 
H-bonding configuration. 
 
C=O/NH Freq. Range NH/C=O Freq. Range
Free/C5 1702-1711 Free/C6 1522-1532 
Free/C6 1698-1706 Free/C7 1516, 1524 
Free/C7 1702-1728 Free/C8 1506-1519 
Free/C8,C11 1693, 1694 Free/C9 1537, 1542 
Free/C9 1701, 1708 Free/C10 1504, 1520 
Free/C10 1706, 1706 Free/C11 1513
Free/π (in C10) 1726, 1738 Free/Free,   π/Free 1513-1527 
Free/π (in C11) 1701 π/C5, C6, C7 1523-1537 
Stack/stack, stack+π 1714, 1697 Stack, stack+π/stack 1532, 1538 
C5/π 1702-1704 C5/Free 1500-1508
C6/Free, π 1689-1694 C6/Free 1503-1513 
C7/Free 1689-1701 C7/Free 1534-1559 
C8/Free 1682-1690 C8b/Free 1543
C9, C11/Free 1697-1703 C9/Free 1561, 1562 
C10/Free 1712, 1714 C10/Free  1548, 1550 
C11/Free 1531
C7/C7 1698 C5/C6b 1504
C7/C8 1661-1684 C6/C5+p 1531
C6/C6, C5 1671-1676 C6/C6 1515-1517 
C5/C6+π 1694 C8b', C8a/C7 1553, 1557 
C8c, C8d/C7 1517, 1518
C5+C7/π 1679 π/C5+C7 1522



































The amide I local mode frequencies are spread over 77 cm−1, stretching from 
1661 to 1738 cm−1, while amide II modes have frequencies from 1500–1562 cm−1, a 
range of 62 cm−1.  These are isolated molecule frequencies, and hence will undergo 
further shifts in a room temperature liquid solution.  The most natural comparison of the 
present results is with -peptides in non-polar solvents such as CHCl3 and CH2Cl2.  For 
instance, while the gas phase values for C5 conformers are 1702–1704 cm−1 (C5/) and 
1500–1508 cm−1 (C5/F) in amide I and amide II, respectively, the corresponding values 
for fully extended (all C5) structures in CDCl3 solution from Maekawa et al.10 are 
1650 cm−1 (amide I) and 1510–1515 cm−1 (amide II).  This represents a shift of about 
50 cm−1 in the amide I region, probably due in part to the weak C-H…O=C hydrogen 
bonds formed by these solvents.  By comparison, there is little change in the amide II 
region.  
The amide I local modes generally shift to lower frequency when placed in a 
H-bond, as is seen most readily in figure 3.8.  This relationship is one that has been 
known for decades.53  However, the correlation of the amide I frequency shift with the 
strength of the H-bond − as assessed by the magnitude of the red-shift of the NH stretch 
fundamental − is not straightforward.  For instance, the series of C8/C7 conformers 
C8c/C7eq(a), C8a/C7eq(g−,p+) and C8b’/C7eq(g−) have C8/F NH stretch fundamentals 
spread over almost 100 cm−1 (3380, 3278, and 3282 cm−1, respectively), with calculated 
NH…O H-bond distances of 2.20, 1.97, and 1.94 Å, respectively, yet the amide I local 




Figure 3.8 Uncoupled, local mode amide I frequencies as a function of local amide group 
H-bonding environment. 
The lowest frequency amide I fundamentals are those involving (i)  interior amide 
groups in which the C=O group acts as acceptor and the NH group as donor, and (ii) 
interior amides in bifurcated double rings in which the C=O group acts as a double 
acceptor, with the NH group in a weak  H-bond with the aromatic ring.  Thus, there is 
clearly an effect on the amide I vibration due both to direct H-bonds to the C=O group 
and indirectly via a “backside” H-bond to the NH group of the same amide.   
The diagram in figure 3.8 also makes clear that C=O groups which are not 
involved in H-bonds with another amide group (and thus are nominally “free”, figure 
3.8a) have amide I fundamentals spread over a surprisingly large range of 45 cm−1, 
stretching from 1693 to 1738 cm−1.  The set of seven F/C7 amide I fundamentals are 



























1728 cm−1), despite having the same amide–amide H-bonding environment.  Close 
inspection of the single-conformation structures reveals that the lower frequency 
members of this set all have a methyl CH…O=C and/or aromatic CH…O=C interactions 
that act much like NH H-bonds in lowering the amide I frequency.  The F/C8 
(C5/C8b(a)) and F/C11 (C11(g−)) amide I vibrations are also low in frequency (1693 and 
1694 cm−1, respectively) for the same reason, both engaging in aromatic CH…O=C 
interactions.  Thus, the entire local environment of a given C=O group contributes to its 
frequency, not just the interactions with other amide groups. 
Figure 3.9 summarizes the corresponding data for the amide II local mode 
frequencies.  A similar division of the test-set amide groups is made into four sub-
categories due to free NH groups (figure 3.9a), single-donor amides in which the NH 
group is in a H-bond, but its C=O is free (figure 3.9b), and a third category (figure 3.9c) 
composed of two sub-groups:  (i)  interior donor/acceptor amide groups in which both 
NH and C=O are involved in H-bonds, and (ii) interior /double acceptor amides in 
which the NH group is involved in a  H-bond and its C=O acts as a double acceptor in 
bifurcated double rings (C5+C7(a) and /C5+C8b(a)).  
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Figure 3.9 Uncoupled, local mode amide II frequencies as a function of local amide 
group H-bonding environment. 
The Cn/F and /F single donor amide groups (figure 3.9b) span the entire 
62 cm−1, with each sized ring taking up a characteristic wavenumber range.  The amide II 
local mode frequencies show a non-monotonic shift with ring size, with those in C5 
H-bonds lower in frequency than any of the free NH groups, C6 rings shifting slightly 
back to higher frequency, with larger rings substantially further shifted, with highest 
frequencies occurring for C7 and C10 H-bonds in -peptides, C8b rings in -peptides, 
and C9 rings in -peptides.  The magnitude of this shift correlates with the orientation and 
strength of the H-bond in which it is involved, with C5 rings in which the NH group is 
nearly parallel to the C=O acceptor, C6 rings at an oblique angle, and NH groups in C7, 
C9, and C10 rings pointing directly at the high electron density regions of the C=O 



























The frequency of the amide II fundamentals are quite sensitive to weak 
interactions, as is evident from the spread in frequency of the (nominally) free NH groups 
(figure 3.9a), which are spread over the range from 1504–1542 cm−1.  This spread is 
influenced to some degree also by the strength of the H-bond to the C=O group on the 
same amide.  However, interior amides in sequential or bifurcated double rings 
(figure 3.9c) often show relatively minor shifts from their single-donor values 
(figure 3.9b), suggesting that once an NH group is involved in a hydrogen bond, its 
sensitivity to binding at its C=O group is reduced.  A closer analysis of the correlation of 
these frequencies with the full range of amide environments is still needed, and may 
benefit from exploration of a larger range of peptide structures as the test set of molecules 
is expanded.    
3.4.1.2 Local Mode Intensities and Transition Dipole Moment Directions 
Successful modeling of the amide I and amide II regions for the present test set of 
single-conformation spectra also lends confidence to the local mode intensities predicted 
by the calculations on isotopically labeled structures, as described in Sec. II.C.2.  In the 
amide I region this is accomplished by carrying out calculations on structures in which 
one amide is unlabeled (12C=16O), while all others are 13C=18O.   It is these intensities that 
are used as the local mode intensities in the Hessian reconstruction and PED/HR analyses 
reported in figures 3.3–3.7 and summarized in table 3.1.  A full listing of the results of 
this analysis is included in the Appendix.50  The calculated intensities in the amide I and 
amide II regions based on the Hessian reconstruction and PED/HR analyses correctly 
predict the relative intensities and general spectral patterns observed experimentally.  
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Since current electrostatic models13-23 often assume that the local amide I and II 
intensities are independent of conformation or local H‐bonding environment, the present 
data offer a good test of this approximation. 
One might have anticipated that the local mode intensities would be greater in the 
amide I region than in amide II, but this turns out not to be the case.  The range of 
intensities spanned by the amide I and amide II modes in the test set (178–410 km/mol 
for amide I, 149–468 km/mol for amide II) is remarkably similar. Furthermore, these 
intensity ranges are large, spanning more than a factor of two in the amide I modes, and a 
factor of three in the amide II modes.  This would lead one to surmise that models of both 
regions should include a description of the conformation-specific intensities. 2, 13-24    
The amide I modes with greatest intensities are interior amide groups in C7/C7 or 
C7/C8b’ double rings or a C8a single-ring.  The three weakest intensity amide I local 
modes are all found in C6 rings (e.g., C6b/C5 interior, 178 km/mol).  This indicates a 
mechanism for intensity enhancement or suppression that is related to the local 
H‐bonding environment in which the amide C=O is found.  One might anticipate on this 
basis that the local mode intensity and frequency would be correlated; however, the most 
intense (C7/C8b’) and least intense (C6b/C5) amide I local modes have frequencies of 
1661 and 1672 cm−1, within 11 cm−1 of one another.  
In the present single-conformation data, the local amide II modes are every bit as 
intense as their amide I counterparts, on average.  The structural sensitivity of ‐peptides 
in the amide II region has been recently explored theoretically by Torii54, who has shown 
that amide II IR intensities are affected by an oscillating charge flux between the NH 
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group and the C=O group during the NH bending motion.  In the extended C5 
configuration, the dipole derivative and charge flux are nearly parallel to one another, 
working cooperatively to enhance the intensity, while in C7 rings, the charge transfer is 
nearly perpendicular to the dipole derivative, leading to negligible intensity 
enhancement.54  The present data provides a wider range of circumstances in which to 
test this mechanism.   
At the level of theory used to model the present single-conformation IR spectra, 
the C5 rings do not particularly stand out, with values ranging from 241 to 348 km/mol.  
Interestingly, the C6 rings in ‐peptide sub-units are characteristically even larger (407–
468 km/mol), as one might anticipate if the C6 rings, which are structurally similar to C5 
rings in ‐peptides,54 also facilitate charge flux in the same direction as the dipole 
derivative.  Equally striking, NH groups in H‐bonds with the phenyl ring of the Phe 
side chain also have amide II local mode vibrations that are unusually intense (424–
440 km/mol), but only when the NH bending motion oscillates towards the cloud (C7 
in C7(g+), /Free in C10 and C11 rings).  The /C5 amide in Ac‐Phe‐NHMe oscillates 
parallel to the  cloud, and has intensity among the lowest in the test set (165 km/mol).  
Thus, Torii’s model54 for intensity enhancement in amide II involving charge flux from 
the NH to the acceptor group seems a general phenomenon that extends to ‐ and 
‐peptides and to interactions with  clouds.    
Furthermore, the coupling between NH bending modes in C5 and C6 sequential 
double rings leads to a large additional intensity enhancement.  As figure 3.5A–C bears 
out, this coupling leads to an in-phase oscillation in the C6/C6, C5/C6, and C6/C5 
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sequential double rings that further enhances the lowest frequency amide II transition 
near 1500 cm-1, making it 2–3 times larger than any other transitions in the amide I and 
amide II regions. This intense, low-frequency amide II transition is a signature of an 
extended structure in which adjacent NH groups are in a nearly anti-parallel arrangement, 
and has been identified in infrared studies of model ‐sheet or extended structures in 
solution.10, 54 
Finally, also include summaries of the TDM angles for the amide I and II local 
modes. The amide I mode is primarily a C=O stretch, but includes some C–N stretch 
character that tips the TDM angle away from the C=O bond axis towards the N atom.  
Current models of the amide I region typically assume a constant value somewhere in the 
range 10–20o.13-23  Somewhat surprisingly, the TDM angles in the present test set span a 
range from 7–33 degrees relative to the C=O bond.  We have searched without success 
for a clear correlation of these TDM angle changes and properties of the amide group 
environment in which it is found.  While a range this size is not likely to have a dramatic 
effect on the relative intensities, it is nevertheless a significant change worth recognizing.   
3.4.2 Amide I/I and Amide II/II Coupling 
We now turn attention to the off-diagonal terms, i.e. the amide I/I and amide II/II 
coupling constants, in the HR and PED/HR analyses.  It is here that the connection with 
2D IR studies is perhaps most direct, since such studies reveal couplings between amide 
groups via off-diagonal peaks in the 2D IR spectrum.  The small capped diamides and 
triamides are ideally suited to test the nearest-neighbor and next-nearest-neighbor 
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couplings that are key components of the theoretical models used to simulate the 2D IR 
spectra, and to do so for a series that transcends the typical restrictions in distance and 
approach angles present in ‐peptides by including in the test set ‐peptides, ‐peptides, 
and mixed ‐peptides.  The ability of the HR and PED/HR analyses to reproduce the 
frequencies, splittings, and intensity patterns provides confidence that the amide I/I and 
amide II/II coupling constants derived from these analyses are quantitatively accurate.   
Careful inspection of the full set of off-diagonal Hessian matrix elements reveals 
a striking fact:  The magnitudes and signs of these coupling constants are characteristic of 
the C=O...HN H‐bonded ring size that connects the two amide groups.  Table 3.2 provides 
a summary of these results, categorized by H‐bonded ring size (or other defining 
structural parameter).  Inspection of the table confirms that the amide I/I and amide II/II 
coupling constants do indeed fall into narrow ranges that are characteristic of a given ring 
size, with examples in the single-conformation data ranging in size from 
5-membered (C5) to 11-membered (C11) rings.  The different C8 ring types are 
differentiated in the table only to the extent that they need to be to account for the ranges 
in coupling constants observed.  In this respect, the C8b rings were unique, showing a 
much smaller amide I nearest-neighbor coupling, and a much larger amide II coupling 
than the other C8 ring types (C8a, C8c, C8d).  A corollary to the characteristic coupling 
constants of the H-bonds is that, in most circumstances, non H-bonded groups have 
characteristically small I/I and II/II couplings, with values so close to zero that they could 
easily be set to zero with little consequence for the computed spectrum.    
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The deduction that H-bonds between amide groups dictate their I/I and II/II 
coupling is arguably the most important result arising from the present work.  This 
deduction should be viewed, not as entirely new or unanticipated, but arising out of an 
independent test that strengthens and clarifies it.  Previous studies of model secondary 
structures and small peptides in solution have clearly recognized that, of the possible 
through-bond, through-space, and through H-bond mechanisms for coupling amide 
vibrations, H-bonds play an important role.2-3, 55 The results of 2D IR experiments on 
model secondary structures4, 10-11, 16 have hinted at the same finding in deducing unique 
coupling matrix elements between amide groups for each secondary structure type.  
Nevertheless, the present single-conformation data in the gas phase places this deduction 
on a broader experimental footing, and proves its generalization beyond ‐peptides to the 
much wider set of H-bonding environments present in ‐‐and ‐peptides.   
Thus, the results in table 3.2 provide strong evidence that the principal physical 
mechanism by which two C=O groups on different amides couple their vibrational 
motions is through the NH…O=C H-bond that links the two amide groups involved. This 
is a qualitatively different picture than that provided by the transition dipole coupling 
(TDC)17, 56 or transition charge coupling (TCC)15-16, 21, 25, 57 models that have been the 




Table 3.2 Coupling constants (cm-1) as a function of H-bonded ring size or structural 
type linking the two amide groups. 
 
 
In the TDC model, the oscillating dipoles of the two C=O groups couple 
electrostatically to one another through-space. In the TCC model, contributions from 
higher order multipole terms are also included. While it has been recognized for some 
time15, 31 that TDC and TCC models do not provide quantitatively accurate descriptions 
of nearest-neighbor coupling (NNC) in peptides, they are used routinely for next nearest-
neighbor couplings (n-NNC) by current models.  Furthermore, the scheme invoked by 
most current models13-23 for prediction of amide I/I and II/II nearest-neighbor coupling 
H-bonded ring Amide Ia Amide IIb
C5(a) +6.5 to +6.8 −8.1 to −11.2 
C6(b) −0.3 to −1.5 −8.0 to −11.8 
C7(a) −5.6 to −7.1 0.0 to −3.2 
C8a,c,d (b) −7.3 to −8.2 −1.8 to −2.2 
C8b (b) −1.1 , −2.9 −9.3, −13.2 
C9 (g) −8.2 to −8.9 −1.4 to −2.3 
C10(a) –3.0 to –4.3 −4.4 
C11(a/b) −5.0 −5.0 
Non H-bonded −0.4 to +1.3 −0.9 to +1.2
Stacked(g) −7.4 −5.8 ( ),
C11(a,b) turn −3.4 to +1.9 −4.5 to -10.7
aRanges of coupling constant values from Hessian reconstruction and PED analysis. Cases
with only one or two examples are listed as single numbers or separated by a comma. 
bNearest-neighbor coupling between N-terminal and interior or interior and C-terminal
amide groups in a C10 or C11 ring.  
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lacks physical insight, instead relying on coupling maps, i.e. plots of nearest-neighbor 
coupling constant versus Ramachandran angles, to provide values for the nearest-
neighbor coupling constants as a function of conformation.   
The present data set provides a new opportunity to quantitatively test the amide I/I 
coupling constants against the predictions of TDC and TCC models and the coupling 
maps.  This comparison is shown in table 3.3 for nearest-neighbor and next-nearest 
neighbor coupling constants of the seven peptide conformations in our data set.  As is 
evident from the Table, TDC is not even qualitatively correct for nearest-neighbor 
couplings, even getting the wrong sign in some cases, but reproduces the HR result 
reasonably well for next-nearest neighbor couplings.  The TCC predictions give mixed 
results for both nearest and next-nearest neighbor couplings, and are not qualitatively 
better for next-nearest neighbor than TDC.  Not unexpectedly, predictions based on the 
coupling maps are reasonably good, since they were derived from a HR analysis.  
However, these maps are not available for - and -peptides.  At present, these 
conclusions are based on a limited data set of just seven -peptide conformations, and 
therefore must be considered tentative.  A more complete analysis will be taken up 
elsewhere58 in extending to the full 21-conformer data set and expanding its reach to 






Table 3.3 Amide I/I coupling constants obtained from Hessian reconstruction, TDC and 
TCC models, and a () Ramachandran angle coupling map.  aHessian reconstruction on 
DFT calculations at the M05-2X/6-31+G(d) level of theory.  bTDC model of ref. 23.  




Conformer Method N-term/Int Int/C-term N-/C-term
J12 J23 J13
Ac-a-Phe-NHMe C5(a) Hess. Rec.a 6.45 - -
TDCb -2.45 - -
TCCc -2.38 - -
Rama. mapd 5.95 - -
Ac-a-Phe-NHMe C7(a) Hess. Rec.a -6.32 - -
TDCb -1.60 - -
TCCc -6.30 - -
Rama. mapd -4.12 - -
Ac-a-Phe-NHMe C7(g+) Hess. Rec.a -5.76 - -
TDCb 0.37 - -
TCCc -5.81 - -
Rama. mapd -4.89 - -
Ac-a-Phe-a-Ala-NHMe C5/C7(a) Hess. Rec.a 6.72 -6.40 1.30
TDCb -2.61 -0.19 1.35
TCCc -2.38 -6.52 1.85
Rama. mapd 5.98 -5.31 -
Ac-a-Ala-a-Phe-NHMe C10a(g+) Hess. Rec.a 1.68 -0.43 -4.30
TDCb 4.01 5.81 -3.72
TCCc 3.74 2.86 -7.13
Rama. mapd -0.03 -0.14 -
Ac-a-Ala-a-Phe-NHMe C10b(g+) Hess. Rec.a 1.75 -0.81 -4.27
TDCb -7.73 5.23 -4.84
TCCc 5.53 1.86 -7.74
Rama. mapd 2.35 -0.59 -
Ac_a-Ala-a-Phe-NHMe C7/C7(g–) Hess. Rec.a -5.55 -6.20 1.28
TDCb -0.40 -0.47 1.08
TCCc -6.40 -6.43 3.40
Rama. mapd -4.76 -4.43 -
Amide I/I coupling constants
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Having established that hydrogen bonds are the primary means by which amide 
group vibrations couple to one another, table 3.2 shows how the magnitude and sign of 
the coupling constants depend on the ring size.  Several deductions can immediately be 
drawn from the data set. 
 Almost all the coupling constants for both amide I/I and II/II coupling are 
negative, with the C5 amide I/I coupling a notable exception.   
 The magnitudes of the coupling constants span a range from near-zero (C6 
I/I or C7 II/II) to as large as –13 cm–1. 
 The largest coupling constants are amide II/II rather than I/I, with C5 rings 
of ‐peptides and C6 and C8b rings of ‐peptides displaying the largest 
II/II couplings.    
 
 Importantly, the magnitude of the coupling constants are every bit as large 
in rings formed by ‐ and ‐peptide sub-units as they are in ‐peptides, 
indicating that the coupling is not affected significantly by the number of 
backbone C‐atoms separating the amide groups.  The C5 and C7 rings are 
nearest-neighbor configurations in ‐peptide sub-units, the C6 and 
C8 rings in ‐peptides, and the C9 rings in ‐peptides.  The current test set 
contains no C7 ‐peptide rings, which are in principle also possible, and 
have so far only been observed in ring-constrained ‐peptides.37  The C10 
and C11 rings involve next-nearest-neighbor interactions characteristic of 
an ‐peptide or mixed ‐peptide ‐turn, respectively. 
 
 The characteristic ranges of coupling constants hold both when the rings 
are isolated in a capped diamide, and when they are part of a triamide, 
where they form one of the rings in a sequential double ring or bifurcated 
double ring.  This fact makes it likely that, in larger peptides, one can 
construct a coupling matrix simply by inserting characteristic coupling 
constant values based solely on the H‐bonds involved.  However, this 
deduction needs further testing on larger peptides.     
 
 The amide II/II coupling constants cover a range of values similar to those 
of amide I/I, suggesting that the empirically derived conclusion that II/II 
coupling is more insensitive than I/I coupling to model secondary structure 
may need refinement.4    
 
Further comment needs to be made regarding circumstances in which the 
coupling is near zero.  As we have already mentioned, the general rule is that amide 
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groups that are not H-bonded to one another are, with rare exception, near zero (−0.4 to 
+1.3 cm−1 in I/I and −0.9 to +1.2 cm−1 in II/II).  However, two exceptions to this rule are 
noted in the last two rows in table 3.2.   
First, the amide stacked structure of Ac‐2‐hPhe‐NHMe has amide I/I and II/II 
coupling constants of −7.4 and −5.8 cm−1, respectively.  In this case, the close approach 
of the two amide groups in an anti-parallel, stacked arrangement produces strong 
coupling despite the absence of an NH…O=C H‐bond.  Moreover, in the amide II region, 
nearest-neighbor coupling in C10 and C11 turns are also larger than other non H‐bonded 
coupling constants.   Here, too, although the interior amide is not H‐bonded to either the 
N‐terminal or C‐terminal nearest neighbors, it is nevertheless acting as the center of a 
compact turn (C10 is a ‐turn in ‐peptides) that enhances the N‐terminal/interior and 
C‐terminal/interior coupling.  Both circumstances involve a close approach of the two 
amide groups to one another, with electrostatic interactions undoubtedly playing a key 
role in the coupling mechanism.  Such exceptions deserve close scrutiny in future work. 
Second, certain sized rings also have coupling constants near zero, suggesting that 
they give rise to a less favorable NH donor approach angle into the electron density of the 
C=O acceptor than other sized rings.  The C6 rings of ‐peptides are near zero for 
amide I/I coupling (−0.3 to +1.5 cm−1), while the C7 (0.0 to −3.2 cm−1) and C9 (−1.4 to 
−2.3 cm−1) rings have negligible amide II/II coupling in ‐ and ‐peptides, respectively. 
The physical mechanism of this dependence of the coupling constants in both the amide I 
and amide II regions on the H‐bond ring size deserves further investigation, and will be 
taken up elsewhere.58  
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3.4.3 Comparison with Coupling Constants Derived From Previous Studies 
While the coupling constants summarized in table 3.2 are unique results of the 
single-conformation methods employed here, the C5, C7, and C10 rings of ‐peptides 
provide points of comparison with the values deduced from 1D and 2D IR spectra in 
solution.4, 10, 59-61  These are summarized in table 3.4.  
Table 3.4 Coupling constants (cm-1) as a function of H-bonded ring size or structural 
type.  aThis work.  bRef. 6.  cJ.-H. Choi, M. Cho, Chem. Phys., 2009, 361, 168.  dRef. 4.  
eH. Maekawa, M. De Poli, A. Moretto, C. Toniolo, N.-H. Ge, J. Phys. Chem. B, 2009, 
113, 11775.  fRef. 47.  gP. Hamm and M. Zanni, in Concepts and Methods of 2D Infrared 




Structure type (f,y) Amide I Amide II
C5 ring (−155,+160) +6.5 to +6.8a −8.1 to −11.2a
(±180, ±180) +4.3b −3.5b
b-sheet (−139,+135) +6.8c −8.5d, +0.4e
C7 ring (-84, +55) −5.6 to −7.1a 0.0 to −3.2a
C7 ring (−55,+30) +8.0±0.5f —
C10a ring (−70, −13) +1.7a −9.5a
(−87, +3) −0.4a −9.2a
i→i+2 −4.3a −4.2a
C10b ring (+52, −135) +1.9a −4.5a
(−93, +12) +0.4a −10.7a
i→i+2 −3.0a −4.4a
(−57, −30) +3.4e −2.8e
i→i+1  −1.5c −2.4c
(−57, −30)
i→i+2
a-helix (−57, −47) ~+8g, +5.2c −8.7d, −1.9e
310 helix
310 helix −5.4e −3.1e
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For instance, in the amide I region, the C5 rings in the present test set have I/I 
coupling constants that all fall into a narrow range between +6.5 and +6.8 cm−1.  These 
compare favorably with the values deduced for I/I coupling in fully-extended ‐peptide 
chains composed only of C5 rings.  As Maekawa et al.10 discuss in some detail, the 
values deduced in previous studies fall in a range from +4.1 to +8.4 cm−1, compared to a 
value derived from 2D IR spectral fitting of +4.3 cm−1.    
The II/II coupling constant derived for fully extended structures (±180o, ±180o) in 
the work of Maekawa et al.10 is −3.5 cm−1, only about one-third the value derived in the 
present study for C5 rings (−8.1 to −11.2 cm−1).  However, the C5 rings in the 
conformations in the present test set have Ramachandran angles (−155o, +160o) 
somewhat closer to those in anti-parallel -sheets (−139o, +135o).  Tokmakoff4 has 
recently deduced an empirical value for the nearest-neighbor amide II’/II’ coupling 
constant in the ‐sheet of deuterated poly-L-lysine of −8.5 cm−1, in good agreement with 
the present result.   
Bagchi and Hochstrasser (BH)62 have recorded 2D IR spectra and modeled them 
to extract diagonal and off-diagonal Hessian matrix elements for the capped dipeptide 
N-acetyl-tryptophan methyl amide (NATMA), a molecule whose single-conformation 
infrared spectroscopy has been studied under jet-cooled conditions in the NH stretch 
region by our group.  BH deduce that NATMA is predominantly in a C7 conformation in 
CH2Cl2, and analyze the 2D IR spectra to obtain the dihedral angles and coupling 
constants shown in table 3.4, where they are compared with the range of values found for 
structures containing C7 rings in this work.  Interestingly, the dihedral angles differ by 
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about 30 degrees in CH2Cl2 from those in the gas phase, amounts small enough to 
nominally retain the C7 structure, but modified from that in the gas phase by the non-
polar solvent.  BH deduce the magnitude of the coupling constant at 8.0±0.5 cm−1, similar 
in magnitude to that deduced here.  It would be worthwhile to obtain single-conformation 
amide I and amide II spectra of NATMA in the gas phase,63-64 since to date, there is little 
data on the same molecules carried out both in the gas phase and in solution.      
Ge and co-workers11-12, 65 have recently studied model peptides designed to form a 
310 helix composed entirely of C10 H‐bonds, with Ramachandran angles of (−57o, −30o).  
They have developed a coupling map for I/I, I/II, II/I and II/II coupling that has values of 
+3.4 cm−1 for I/I nearest-neighbor coupling, −2.8 cm−1 for II/II, and −5.4/−3.1 cm−1 
values for I/I and II/II coupling across the C10 H-bond (i→i+2).  Our test set contains 
two C10 ‐peptide conformations arising from two C10 rings (C10a, C10b), with 
structures shown in figures 3.10a,b, respectively, differing in the dihedral angles in the 
C10 ring.  Table 3.4 compares these () angles with each other and with those present 
in an idealized 310 helix (−57o, −30o).  The Ramachandran angles of the C10a structure 
are somewhat closer to those of the 310 helix than C10b, particularly in the 
N‐terminal/interior () angle, which re-orients the N‐terminal amide so that the 
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composed of ‐peptides, ‐peptides, ‐peptides, and ‐peptides. As such, they 
represent a diverse set of H‐bonded structures, including single-rings, sequential double 
rings, bifurcated double rings, and amide stacked configurations, with hydrogen bonded 
rings sizes ranging from 5‐membered (C5) to 11‐membered (C11) in size.   
A subset of 21 of these structures was chosen as representative examples 
comprising a test set of molecules for more detailed analysis.  Using Cho’s Hessian 
reconstruction method13 in the amide I region and developing a combined potential 
energy distribution/Hessian reconstruction analysis for the amide II region, we have 
extracted local mode frequencies, IR intensities and coupling constants for the 
21‐member test set in both the amide I and amide II region.  The local mode frequencies 
span a range from 1671–1738 cm−1 in the amide I region and 1500–1562 cm−1 in the 
amide II region.   
While the amide I local mode frequencies are generally shifted down when the 
C=O group acts as acceptor in an NH…O=C H-bond, the correlation between strength of 
the H‐bond and magnitude of the shift is not very clear, with single rings of different size 
and H-bond strength sometimes surprisingly close to one another (e.g., C5 and C9 rings, 
figure 3.8b).  Furthermore, the nominally free C=O groups have local mode frequencies 
spanning a range of 45 cm−1. The lowest frequency amide I vibrations in the test set are 
those in which the C=O group and NH group are both in H‐bonds.   
In the amide II region, the local mode frequencies are better correlated with the 
strength of the H‐bond (figure 3.9b), but the shift is non-monotonic, reflecting sensitivity 
to the orientation of the H‐bond in which it is found.  When the NH group is in a C5 ring 
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in which it bends toward its acceptor carbonyl oxygen, the shift is slightly down in 
frequency.  C6 rings are just slightly higher in frequency, with larger rings and even 
NH… H‐bonds shifted 30–60 cm−1 higher in frequency, when the NH group orients itself 
more directly toward the maximum electron density on the acceptor C=O group, 
stiffening the bending mode.       
A key result of the present study is the experimental evidence it has provided that 
the magnitudes of the coupling constants between amide groups in both the amide I and 
amide II regions are, with few exceptions, only large when the two amide groups are 
linked by a H‐bond, and the value obtained is characteristic of the type of H‐bond (e.g., 
the H‐bonded ring size) in which it is involved.  In the present paper, we have reached 
this conclusion as an experimental fact.  We are currently exploring in more detail the 
physical mechanism by which the H‐bond imparts this coupling, since it is not obvious at 
first that the two local mode amide I vibrations, which involve motion primarily of the 
C=O groups, should be coupled to one another by the H‐bond formed by the NH group 
that links the acceptor C=O with the C=O not involved in the H‐bond.58  Similarly, 
coupling between amide II vibrations is mediated by the H‐bond linking the two amide 
groups, here between the NH group involved in the H‐bond and the NH on the amide 
group containing the C=O acting as H‐bond acceptor.  These deductions suggest a 
strategy for future models; namely, to ignore coupling between amide groups not 
involved in H-bonds with one another, except in rare configurations.  It will be important 
to submit this deduction to further experimental tests.  While the test set is an extensive 
one, it may under-sample certain conformations that are important in proteins.  As a first 
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step, extension of single-conformation spectroscopy to a wider range of ‐peptides, 
‐peptides, and ‐peptides would fill out the array of foldamers structures in the test 
set more completely.  The influence of bound water to the local mode frequencies and 
coupling constants is especially important, given the vital role played by aqueous solution 
in most peptide and protein structures of biological relevance.  Here, too, there is a role 
for single-conformation spectroscopy in a supersonic expansion, where molecules in the 
test set can be complexed with one or more water molecules, which are likely to bind to 
C=O groups, and may form bridges between amide groups.  Finally, it will be important 
to extend such studies to larger peptides, where secondary structural elements are more 
fully developed, and the presence of H‐bonds reaching further along the peptide chain 
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CHAPTER 4 TOWARDS A FIRST-PRINCIPLES MODEL OF FERMI RESONANCE 
IN THE ALKYL CH STRETCH REGION: APPLICATION TO 1,2 
DIPHENYLETHANE AND 2,2,2-PARACYCLOPHANE 
4.1 Introduction 
 The spectroscopy of large, flexible molecules isolated and cooled in a supersonic 
jet expansion has provided unique insights into the conformational preferences of 
molecules and molecular clusters, including a growing range of molecules with biological 
relevance, among them synthetic foldamers,1-3 peptides,4-6 carbohydrates,7 and DNA base 
pairs.8  Assigning the observed spectra to specific conformational isomers often involves 
a systematic search of the potential energy surface using molecular mechanics force 
fields, further optimization of a subset of the conformers using ab initio or density 
functional theory (DFT) methods, and calculating harmonic vibrational frequencies and 
infrared intensities of the optimized structures for comparison with experiment.   The 
strength of the structural assignment is based upon the close correspondence between the 
predictions of the calculations and the experimental spectra, using energetic 
considerations to constrain the structural search. 
In most molecules with biological relevance, intramolecular and/or intermolecular 
hydrogen bonds dictate the folded structures or cluster geometries formed.  Here, the 
frequencies and intensities characteristically reflect the hydrogen bonding arrangement, 
reporting, in the case of peptides, on the local environment of the hydrogen bonds in the 
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amide NH stretch, C=O stretch (amide I), and N−H bending (amide II) regions of the 
spectrum.   Due to the pervasive presence of alkyl groups in most large molecules, the 
alkyl CH stretch region offers some potential as an additional probe of molecular 
conformation.   Despite the comparatively weak IR intensities of the CH stretch 
oscillators, the high IR powers available in the 2800−3000 cm−1 region often make it 
possible to obtain high quality single conformation spectra in this region.  As a result, the 
alkyl CH stretch region was used as a basis for assignment of the conformations of the 
ethylamine side chain of both tryptamine9 and serotonin,10 and has provided some 
constraints on the structures present in isolated and complexed crown ethers.11-13  
Even in the absence of single conformation data, the CH stretch region is 
increasingly being used as a probe of molecular structure14-23 because these modes exhibit 
a surprising sensitivity to molecular structure.24-25  Motivated by this sensitivity to 
geometry, the Strauss group investigated the C−H vibrations of n-alkanes in a series of 
benchmark studies.24-25   His group obtained spectra at low temperatures for a range of 
alkanes with the goal to make definitive assignments of the CH stretching region.  Their 
work highlighted the role of Fermi resonances with the scissor modes in leading to 
spectral complexity.  Recent 2D-IR studies have targeted the CD stretch modes as probes 
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DPE is a flexible bichromophore with the two phenyl rings linked by a single ethano 
bridge (–CH2CH2–), while TCP is a trichromophore macrocycle with three ethano bridges 
between ultraviolet chromophores.  The structures of the two molecules are shown in 
figure 4.1 with the dihedral angles responsible for the flexibility of the two molecules 
placed on DPE.  As multichromophores, both TCP and DPE produce a set of close-lying 
electronic excited states with interesting consequences for their conformation-dependent 
vibronic coupling and electronic energy transfer.30-32  Furthermore, as an aromatic rich 
macrocycle, TCP can serve as a binding pocket for various molecules, most notably 
water.33  These aspects of the vibronic spectroscopy of DPE and TCP and of water 
binding to the binding pocket of TCP will be taken up in chapter 8.  
The purpose of the present paper is to determine the ground state conformational 
preferences of DPE and TCP, and then to use these conformations as model systems on 
which to develop a quantitatively accurate first-principles model of the alkyl CH stretch 
region.  As we shall see, the ground state CH stretch spectrum of TCP is not even 
approximately accounted for by harmonic vibrational frequency calculations due to the 
large Fermi resonance contributions.  The disconnect between experiment and theory in 
TCP motivated our study of a simpler analog of the macrocyle, DPE, to gain insight into 
the Fermi resonance coupling terms present there.    
The overall goal, then, is to develop a predictive model of the alkyl CH stretch 
region of DPE and TCP.  We do this in a local mode framework.  The local mode picture 
has emerged as a powerful alternative zero order representation.34-38  This approach 
continues to be developed and utilized for the interpretation of a variety of dynamical 
phenomena39-46 ranging from the OH stretches of water to the amide stretches of 
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biological molecules.  The great advantage of the local mode approach is the ease of 
interpretation.  This advantage is particularly compelling if one is interested in comparing 
a series of molecules and trying to sort out which variables, relevant to the interpretation 
of the spectra, are changing due to changes in environment.  For example, when 
considering how the secondary structure of the protein affects the amide stretch region, 
Weymuth et al.44 recently found that projecting the normal modes onto a set of localized 
modes leads to very similar local mode Hamiltonians that can then be analyzed to see 
how the Hamiltonian coupling parameters change as functions of various torsional 
angles. 
In this Chapter, CH local mode Hamiltonians, that have been dressed via second 
order Van Vleck perturbation theory, are shown to yield eigenvalues and intensities that 
are essentially the same as those that are obtained from a full normal mode analysis.  
Anharmonic couplings between these local modes and vibrational degrees of freedom 
involving adjacent atoms are calculated in order to include the role of Fermi resonance 
interactions.  We take as a starting point a full-dimensional DFT quadratic Hamiltonian 
that includes the above mentioned anharmonic terms in order to determine the mode-
mixing relevant to spectral prediction.  We find that the spectra calculated with this 
model are essentially identical to those calculated with reduced dimensional 
Hamiltonians that include just the local mode CH stretch and the scissor degrees of 
freedom.  We then scale the DFT values of select parameters in the reduced dimensional 
model Hamiltonian in order to fit the experimental spectrum of the C2h symmetry anti 
conformer of DPE.  Having determined the scale factors, we apply this Hamiltonian to 
molecules with considerably more complex spectra, the lower symmetry gauche 
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conformer of DPE and then extending the model to the two lowest energy conformers of 
TCP, which contain six CH2 groups.  The successes and limitations of this scaling are 
discussed by comparing our results to the experimental spectra. 
4.2 Conformational Assignment 
Electronic structure methods are used to identify conformers and their low 
frequency vibrations.  This information is compared to single and double resonance 
experiments in order record conformation-specific ultraviolet and infrared spectra.47   
The electronic structure calculations predict the presence of two conformers of 
DPE and TCP differing in symmetry.  Figure 4.2 presents the two optimized structures 
for the DPE and TCP conformers, respectively.  While there are three dihedral angles 
about which conformational minima may be found in DPE (figure 4.1), the alkylbenzenes 
display a strong preference for an out-of-plane orientation of C(β), with φ1 = φ2 ~ 90˚.48  
As a result, as in butane, there are two low lying conformational minima in DPE, 
differing in the central dihedral angle θ, anti (~ 180˚), and gauche (±60˚).  The anti 
conformer has C2h symmetry, while gauche has C2 symmetry.  According to the 
calculations, the gauche conformer is the global minimum with the anti conformation 
only 1.8 kJ/mol higher in energy.  The TCP conformers are distinguished from one 
another by the relative positions of the carbon atoms of each of the ethano bridges linking 
the three benzene rings, as either up (u) or down (d) with respect to the adjacent phenyl 
ring.  Conformer A has C2 symmetry (ud/du/du), while, as shown in figure 4.2(b), 
conformer B is C3 symmetric (du/du/du).   According to calculations at the ωB97XD/6-
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Figures 4.4(a) and 4.4(b) present the dispersed fluorescence (DFL) spectra from 
the S1 origins of conformers A and B of DPE, respectively.  Table 4.1 presents the 
calculated vibrational frequencies and symmetries of the low-frequency vibrations and a 
selected set of the ring-modes of the gauche and anti conformers of DPE.  The close 
comparison between experiment and theory lead to an assignment of conformer A as the 
gauche conformer, and B as anti.  First, the low-frequency vibronic structure of 
conformer A suggests more interaction between the two phenyl rings, consistent with the 
structure of the gauche isomer.  Second, the transitions at 27 cm−1 and 47 cm−1 in the 
spectrum of conformer A (figure 4.4(a)) match well with the calculated frequencies of the 
two lowest frequency totally symmetric fundamentals of the gauche conformer (30 and 
56 cm−1), but are inconsistent with the anti structure, which has no totally symmetric 
fundamentals below 120 cm−1 (table 4.1).  In the spectrum of conformer B, the transition 
at 120 cm−1 is assigned to this fundamental.    
Finally, fundamentals due to the ring modes shift in characteristic ways, most 
notably in the strong bands at 763 cm−1 in A, that shifts to 851 cm−1 in B (table 4.1).  
These transitions are assigned to fundamentals of a ring deformationmode equivalent to 
ν12 in benzene, that has a calculated unscaled frequency of 791 cm−1 in A (2301) that 
shifts to 874 cm−1 in B (2601).  Taken as a whole, then, the vibronic spectroscopy leads to 
the assignment of conformer A of DPE as the gauche conformer and B as the anti 
conformer (figure 4.2).  These assignments are confirmed and strengthened by the 
successful modeling of the alkyl CH stretch region reported in the results.    
Figure 4.3(b) presents the low energy region of the R2PI (top trace) and UVHB 
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Figure 4.4(c) shows the dispersed fluorescence spectrum from the S1 origin of the 
single observed conformer of TCP.   Low-frequency transitions at 16, 29, and 51 cm−1 are 
readily apparent in the spectrum.  These transitions correlate well with the three lowest 
frequency vibrations of the C2 conformer, with calculated frequencies of 16, 32, and 56 
cm−1.  The assignment of the 16 cm−1 transition to the “b” symmetry fundamental 
requires vibronic coupling, and likely arises because the “A” symmetry excited state has 
its origin in close proximity to the B-state origin, with the “b” fundamental built off the 
weak A origin.  As in DPE, the alkyl CH stretch region provides strong additional 
evidence for the assignment of the observed conformer of TCP as the C2 symmetry 
conformer, but this only after developing the theoretical model that is the primary subject 
of this chapter. 
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The alternative approach, referred to as the Wilson FG matrix approach,49 
involves choosing a set of internal coordinates S and expressing the vibrational 
Hamiltonian in terms of them and their conjugate momenta.  Since we are using 
GAUSSIAN0950 for our electronic structure calculations, our internal coordinates are 
chosen to coincide with the Z-matrix shown in Table 4.2 where the numbering scheme 
corresponds to the structure in Figure 4.5.  With these definitions, the CH stretch 
coordinates are {S1, S2, S3, S4} = {R52, R62, R73, R83}.   Having defined the coordinates, 
one determines the transformation matrix between internal coordinates and mass 
weighted Cartesian coordinates S = Bq.  This B-matrix can be constructed analytically 
using geometrical considerations.49  If one includes the center of mass coordinates and 
rotational constraints such as those of Eckart,49 along with the true internal coordinates, 
the B-matrix can be inverted.  The harmonic contribution to the internal coordinate 
Hamiltonian is   















HO SFSPGPH        (1) 
where 
BBG T           (2) 
and 
  11  VBBF T         (3) 
The elements of the G-matrix are obtained from geometrical considerations,49 and the 
Hessian V is obtained with electronic structure programs. 
We partition HHO into three parts 
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WHHH NMLM
HO         (4) 
The first contribution describes the L = 4 CH stretches {S1,S2, S3, S4.  The second 
contribution HNM is composed of the M = (3N − 6) − L modes that describe the remaining 
vibrations.  These modes are transformed to the normal coordinates and conjugate 










1           (5) 










''''         (6) 
The normal mode transformation is necessary, due to the large couplings between these 
modes.    
The simplest local mode approach is to ignore the coupling W, transform the HLM 
to raising and lowering operators and ignore the stretch-stretch coupling terms of the 
form [ai†aj† + h.c.].  With this approximation, the fundamentals can be described using a 
local mode basis L ,,, 321 , that consist of L basis functions with 
  L
i
iLN 1           (7) 
These are good approximations due the frequency mismatch between the CH stretches 
and the remaining degrees of freedom and the weak coupling between CH stretches.   An 
alternative approach is to develop a CH stretch Hamiltonian that has incorporated into it 
the effects of the coupling to the remaining M degrees of freedom.  Canonical Van Vleck 
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However, for lower frequency modes, we find that the curvilinear coordinates lead to 
smaller couplings, hence this representation is used throughout.    










kjiijk SSSFV         (8) 
The coordinates include those associated with the motions of the H-atoms of the 
ethano-bridge described in that last four lines of Table 4.2.  Only those terms that are 
linear in the alkyl CH stretches and bilinear in the bend and dihedral angles are 
calculated.  The force constants, which are calculated using finite difference methods, are 
projected onto the modes mixed local-normal coordinates of Eq.  3.   In order to calculate 
a spectrum associated with the CH stretches anharmonically coupled to the normal mode 
degrees of freedom, we set up and diagonalize a vibrational Hamiltonian that contains the 
CH stretch fundamental and all combination states and overtones with a total of two 
quanta of excitation and whose energies are within an energy window centered at the 




The above described procedure was applied to the two conformers of DPE and 
TCP shown in figures 2(a) and 2(b), respectively.  In this section, we describe the results 
of these calculations, beginning with several simplifications.    
The normal modes of DPE and TCP that are predominantly localized on the 
ethano bridge vibrational degrees of freedom typically have small admixtures of ring 
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modes.  These mixings lead to additional lines in the eigenstate resolved spectra.  
However, at lower resolution, there is minimal difference between model calculations 
that include the ring modes and those that do not.  The ring modes can be decoupled by 
doubling both the carbon and hydrogen masses of the atoms in the phenyl rings.  A 
simple example serves to illustrate the consequences of this doubling.  The unscaled 
Gaussian B3LYP calculation of anti-DPE yields two modes that are predominantly ring 
modes at 1481.8 and 1482.6 cm−1 as well as two modes that are predominantly the in-
phase and out-of-phase scissor modes at 1486.1 and 1503.5 cm−1, respectively.  Doubling 
the phenyl carbon and hydrogen masses leads to scissor modes with frequencies 1485.4 
and 1502.7 cm−1, respectively.  This shift upon mass doubling is a measure of the 
coupling between the scissor modes and the modes of the two phenyl rings.  Since the 
alkyl CH stretches have smaller couplings and larger energy mismatches between alkyl 
and phenyl CH stretches, this step has negligible consequences.    
The four CH stretches are anharmonically coupled to normal modes that are linear 
combinations of the ethano bridge bending and dihedral angles.  The relevant normal 
modes are those involving HCH bending and twisting, the highest frequency of which are 
the scissor modes [e.g., mode 5 of Figure 4.9].  By comparing calculations with and 
without the lower frequency modes, we find that only the scissor modes are relevant in 
the calculation of the spectra.   With this approximation, the dressed Hamiltonian for the 































aH     (9) 
The Hamiltonian subscript serves to identify the conformer, the anti and gauche 
conformers labeled a and g, respectively.   This 7 × 7 matrix includes the four CH stretch 
local modes and overtones and a combination band of the scissor modes.   We begin with 
a discussion of the stretches.   For the anti conformer all the CH stretches have the same 
environment, hence the first four diagonal elements are the same.  Hydrogen atoms 1 and 
2 form one CH2 group, and hydrogen atoms 3 and 4 form the other.  As expected the 
most significant coupling between the CH stretches is for those that share a carbon atom.   
The next most important coupling, which is −8 cm−1, is between CH stretches that are 
trans to one other.    
The nature of the coupling to the scissor modes is most apparent in a fully local 
representation, so we have taken plus/minus linear combinations of the in- and out-of-
phase scissor normal modes to obtain scissor modes that correspond to motion on the 
individual CH2 groups.  If 21 , ss nn  represent the localized scissor mode kets, then the 
three scissor states of relevance are 1,16,2,05   and 0,27  .  Now the only 
significant Fermi coupling, which is 32 cm−1, occurs between the stretches and scissor 
overtones of the individual CH2 groups.   Transforming to the local scissor mode 
representation leads to a 12 cm−1 bilinear coupling between these modes. 
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Similar Hamiltonians, to be discussed below, are obtained for the other conformer 
of DPE and those of TCP.  In order for these Hamiltonians to have predictive 
spectroscopic accuracy, some of their parameters need to be scaled.  We carry out this 
scaling using the above described anti conformer, fitting its calculated spectrum to the 
experimental one.  This conformer is chosen since its spectrum is the easiest to assign and 
interpret.  Having determined the fit parameters, the remaining Hamiltonians can be 
scaled in order to make predictions that are then compared to experiment.    
We first scale all the internal force constants by 0.984, this being a scaling factor 
that yields good scissor fundamental frequencies for 1,2-difluoroethane57 for calculations 
carried out with the B3LYP/6-311+G(d,p) method.  We then include four additional 
scaling factors: the CH force constants are scaled by αCH; the cubic Fermi coupling terms 
are scaled by αFC; the matrix elements of CH stretch Hamiltonian HLM are scaled as 
ijijij EHH  )1(  is the average of the CH stretch zero-order frequencies.  This 
choice leaves E unaffected by the β scaling.  Finally, we include a diagonal 
anharmonicity (Eanh) of the local scissor modes, so that the overtones are not resonant 
with the combination band.  These parameters are determined by adjusting the constants 
to fit the experimental spectrum of a single conformer.  In the absence of the Fermi 
resonance, adjusting αCH and β would allow one to fit exactly the two observed CH 
stretch transition frequencies.  In the presence of the scissors mode, there is Fermi 
coupling.  In order to get both the relative intensity sharing and the separation of the two 
Fermi coupled states, we adjust the position of the scissor modes with Eanh and the 
strength of the Fermi coupling using αFC.  We obtain {αCH, αFC, β,Eanh}={0.9595, 0.68, 
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0.85, −47cm−1}.  The 0.68 scaling factor for the Fermi coupling is, at first glance, 
surprising.   However, the discrepancy between matrix elements calculated directly from 
cubic coupling terms and those obtained from effective Hamiltonians, by fitting 
parameters to spectral data, has been noted previously.  For example, McCoy and Sibert58 
using curvilinear normal coordinates showed that the magnitude of the symmetric stretch 
fundamental to bend overtone matrix element in H2O decreased from 54.9 to 36.8 cm−1 in 
going from second to eighth order perturbation theory.  The decrease from the former 
value, obtained directly from the cubic coupling terms, is a result of indirect cubic 
coupling terms whose contributions enter at higher order perturbation theory.  The latter 
value agrees well with the 37.6 cm−1 value obtained from a parameter fit of an effective 
Hamiltonian.59  The anharmonicity is also relatively large.  We note that our results are 
sensitive to the position of the overtone, which depends on both the harmonic frequency 
and anharmonicity.  We have used a frequency scaling for the scissor modes based on 
1,2-difluoroethane.  If our scaled scissor frequencies are too high, this would explain the 
larger than expected anharmonicity value.    
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aH     (11) 
Comparing the Hamiltonians of these two conformers there are several points 
worth noting.   In contrast to the anti conformer, the CH stretches of the gauche do not 
have equivalent environments.  The strength of the Fermi coupling is the same for both 
conformers.  There is substantially less coupling between the localized scissor modes for 
the gauche conformer. 
In order to understand how these changes lead to spectra changes, we transform the 
stretch basis as follows:  
    
    
    












         (12) 
For the C2h conformer, these states have ag, bu, bg, and au symmetry, respectively.  For the 














        (13) 
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where the first two states have ag and a symmetry for the C2h and C2 conformers, 
respectively, while ψ7 has bu and b symmetry.  For the anti conformer, the stretch 
contribution of the Hamiltonian becomes diagonal since the four states of Eq. 10 
transform according to distinct irreducible representations of this C2h molecule.  
Moreover, a little analysis shows that the 2 infrared active states correspond to the 
stretches 2  and 4 .  In the absence of Fermi coupling, the energies and intensities 
are shown graphically in Figure 4.6.  The oscillator strengths of the symmetrized CH 
stretch states fundamentals of Eq.  10 are indicated by the vertical width of the boxes 
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For the gauche conformer the only appreciable coupling between the CH stretches 
is the 11 cm−1 coupling between the b symmetry states at 2905 and 2941 cm−1.  The 
coupling between that a symmetry states 1  and 4  is only −0.2 cm−1.  As a result, 
the symmetrized states are close approximations to the eigenstates of the dressed 
Hamiltonian, with the result that the left side of the panels in Figure 4.6 contain the same 
information as is given in the dressed local mode spectra.  These in turn are what one 
would obtain in the normal mode limit with scaling.    
We now return to the role of the Fermi resonance interactions.   The right side of 
each panel includes the scissor states obtained by diagonalizing the scissor Hamiltonian.  
This Hamiltonian corresponds to the last three rows and columns of the above 
Hamiltonian matrices.  The significantly larger quadratic coupling (12 versus 2 cm−1) 
between the scissor states for anti-DPE compared to gauche-DPE is the reason for the 
different splitting between the two lowest scissor states.    
The spectra that result from the coupling schemes depicted in Figure 4.6 are 
shown in Figures 4.7(a) and 4.7(b).  Also shown are the corresponding experimental 
spectra.  The agreement in (a) is expected, since the spectrum has been fit using the 
parameters described above and whose best fit values are given in the figure caption.  The 
left side panel of Figure 4.6 indicates that one expects the anti conformer spectrum to 
consist of three lines.  The highest frequency corresponds to 4 .   The next two lines 
are part of a Fermi dyad, being admixtures of 2  and 7 .  The relative intensities of 
the two highest peaks are similar to those found experimentally.  The differences are 
ameasure of the quality of the DFT calculated dipole derivatives, as none of the dipole 
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derivatives have been adjusted in this study.  For the gauche conformer, one expects six 
lines, two at low frequencies, and 4 at high frequencies, and this is what is calculated.  
The lowest energy line is composed of two unresolved lines. 
We now turn to the TCP molecule.  An inspection of the structures in Figure 4.2 
shows that the three ethano bridges have similar gauche configurations, hence we expect 
that distinguishing between the two TCP conformers should be substantially more 
challenging than distinguishing between those of DPE.  To highlight this similarity, we 
show the spectral results for the harmonic Hamiltonian model in Figure 4.8 along with 
the experimental result.  We find that at this level of theory the alkly CH spectra are so 
similar that they do not serve to distinguish between the two conformers of TCP.  The 
role of the Fermi coupling must be considered.  This same conclusion is reached from a 
normal mode analysis, since with the neglect of Fermi coupling our results are 

























 the C2 sym












 of the exper
PE, and (c)
metry TCP 
 blue. (d) sh
ectrum.  No
r conformer
 = 0.9595, α
 calculated a
h approxim
ess of the 
ue employi





 TCP. In eac
conformer r
ows the ud 
te the close
 C3. Scaling














 factors for 
β = 0.85, an
ussian lines








 top curve i












s.  We ach
































localization by adding nε to each of the diagonal G-matrix elements.  Here, n takes a 
different value (0, 1, or 2) depending on the −CH2CH2− bridge with which the internal 
coordinate is associated, and the value of ε is large enough to localized the resulting 
normal modes.  This procedure determines the transformation between normal and local 
modes of the altered Hamiltonian.  When applied to the ε = 0 Hamiltonian one obtains the 
same modes but with slightly different diagonal frequencies and the inclusion of small 
couplings between the modes of differing ethano bridges.  For a wide range of ε values, 
these couplings, are insensitiveto the value of ε.  Moreover, all these couplings are all less 
than a wavenumber, hence they can be ignored in the analysis.  This localization step 
does not visibly change the displayed spectra, but does greatly simplify the analysis.   
Inspection of Figure 4.2(b) shows that one of the ethano bridges rotates into the 
other under C2 rotation, whereas the third ethano bridge rotates into itself.  We will refer 
to the former as the du ethano bridges and the latter as the ud ethano bridge.  There are 
two scaled stretch-scissor Fermi coupled ethano bridge Hamiltonians for TCP, one for the 



























udH    (15) 




























duH      (16) 
Comparing these Hamiltonians to the gauche conformer of DPE, there are several 
similar features.  The cubic couplings are almost identical.  Apparently, these couplings, 
whose determination is the most time consuming part of the calculation, are transferable 
from one system to another for this class of molecules.  A second similarity is that the 
Hdrud Hamiltonian has the same structure as gauche-DPE, this being expected by 
symmetry.  There are also some differences.  The two local CH environments lead to a 
greater frequency difference between CH stretches in TCP than in gauche-DPE.  We 
consistently find that the CHs that are closer to parallel to the plane of the benzene ring 
have higher frequencies. 
Combining the above ud and du Hamiltonian resultsgives the middle spectrum in 
Figure 4.7(c).  Although the agreement is not as good as that found for the gauche 
conformer of DPE shown in (b), one can clearly correlate the peaks in the theoretical 
spectrum with those of the experiment.  The individual contributions to the C2 TCP 
spectrum are given in the lower two lines of Figure 4.7(d), with the middle line 
corresponding to Hdrud and the bottom line corresponding to Hdrdu.  Interestingly, the ud 
contribution is nearly identical to the C3 TCP conformer result displayed on the bottom 
line of figure 4.7(c).  In this higher symmetry conformer, all three ethano bridge 
Hamiltonians are found to be essentially the same, and they are all similar to the ud 
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Hamiltonian of Eq. 13.  This leads to a predicted C3 conformer spectrum with fewer lines 
than observed in the experimental spectrum.  The calculated spectra strongly suggest that 
the conformer observed experimentally is the C2 conformer, a result that is consistent 
with the conformational assignments described in Sec.  II.   It is worth considering why 
the Fermi resonances enable us to distinguish between conformers.  In the absence of 
Fermi coupling (figure 4.8), the C2 and C3 conformers are very similar, with the peaks of 
the C2 conformer being slightly broader, since the lines of the ud and du ethano bridges 
are separated by about 4 cm−1.  This result could have been anticipated by comparing the 
CH stretch contribution of the Hamiltonian matrices of Eqs.  13 and 14.  The latter has 
two CH stretch diagonal elements at 2895 and 2909 cm−1, while the former has the 
corresponding elements both at 2902 cm−1.  This difference, however, is reduced by the 
presence of the 3 cm−1 coupling between the CH stretch states, leading to a spectrum with 
just three readily resolved peaks.  As an aside there is also a very weak set of transitions 
corresponding to the excitation of the asymmetric stretch 4 .  The more significant 
difference between the ud and du ethano bridges is found for the scissor overtones that 
are degenerate for the former and separated by 18 cm−1 for the latter.  It is this large 
difference in combination with Fermi coupling that enables one to distinguish the 
conformers of TCP. 
 
4.5 Conclusions 
This paper presents a theoretical model of the alkyl CH stretch vibrations for use 
as a probe for distinguishing between conformers of relatively complex molecular 
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systems.  The conformers of the relatively complex molecules 1,2-diphenylethane and 
2,2,2-paracyclophane were used to illustrate the accuracy and limitations of the model.  
The model is based on a local mode representation in which CH oscillators couple to 
themselves and to nearly resonant states.  We find that single-conformation spectra 
reported here are insensitive to the rings modes and that simple model Hamiltonians, 
which include CH stretches Fermi coupled to nearby scissor modes, are adequate for 
describing the distinguishing spectral features.  The parameters of the Hamiltonian, 
which are initially calculated using density functional theory methods, serve as a starting 
point for our analysis.  Select parameters are then scaled to fit the spectrum of one the 
conformers of 1,2-diphenylethane.  Assuming the scaling factors are transferable, allows 
us to generate spectra for the remaining conformer of DPE, the single observed 
conformer of TCP, and provides predictions for the C3 conformer of TCP, which was not 
observed experimentally.   The simple, physically intuitive picture provided by this 
model shows promise for its application to a wider range of flexible molecules.  Among 
the targets for future work are the crown ethers,12-13, 60 short peptides,61-62 and model 
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CHAPTER 5 GROUND STATE CONFORMATIONAL PREFERENCES AND CH 
STRETCH-BEND COUPLING IN A MODEL ALKOXY CHAIN: 1,2-
DIPHENOXYETHANE 
5.1 Introduction 
1,2-diphenoxyethane (DPOE) is a model flexible bichromophore in which two 
phenyl rings cap the two ends of an O-CH2-CH2-O linkage that is the fundamental 
repeating unit of polyethylene glycol (PEG) or poly(ethylene oxide) (PEO) polymers.  
Those developing force fields for PEG and PEO have used 1,2-dimethoxyethane (CH3-O-
CH2-CH2-O-CH3, DMOE) as a model, mapping out the torsional potential energy surface 
via ab initio methods, and fitting the results to simple torsional potential energy functions 
that account for the energy dependence of the minima on the local and nearest-neighbor 
dihedral angles along the chain.1-6  The conformations of DMOE are characterized by 
three dihedral angles , , and 2 shown schematically below involving the C-O-C-C 
(1), O-C-C-O (), and C-C-O-C (2) groups.  These are characterized as trans, 
gauche(+), or gauche(-), with the tgt conformer having the greatest population in most 
circumstances, but ttt dominant in an Ar matrix.7  In DPOE, the orientation of the phenyl 
rings creates two additional dihedral angles (1 and 2).   
Experimental tests of these potentials in DMOE are provided by an array of bulk-
phase properties of DMOE,1-4, 6 by infrared studies in the gas phase8 and by temperature-
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dependent Raman studies9 of DMOE as a pure liquid and in its miscible solutions with 
H2O that provide populations of the conformations as a function of temperature.  
 
 Studies of the conformations of flexible molecules in the gas phase are 
complementary to those in solution, providing benchmark tests for calculations on 
conformational preferences in the absence of solvent effects.  When a supersonic 
expansion is used to cool the molecules, the most stable conformations can be studied in 
exquisite detail in the absence of isomerization.  When an aromatic moiety is 
incorporated into the molecule, IR-UV and UV-UV double resonance methods can be 
used to obtain spectroscopic signatures of individual conformations free from 
interference from one another.10-21  Furthermore, population transfer methods have been 
devised that determine the fractional abundances of the conformers, and measure the 
barriers to conformational isomerization.11, 15, 22-24   
The present work describes the results of single-conformation UV and IR 
spectroscopy and infrared population transfer spectroscopy on 1,2-diphenoxyethane.  By 
phenyl capping both ends of the O-CH2-CH2-O chain, a model flexible bichromophore is 
obtained, with interesting consequences for the UV spectroscopy, which now contains 









extension of other studies that have focused on vibronic coupling (sometimes termed 
‘internal mixing’) between the near-degenerate S1 and S2 states.25-31 To that end, 
experimental investigations of flexible bichromophores and molecular homodimers have 
fueled theoretical developments to explain the vibronic coupling present in 
bichromophores.  This includes extending the diabatic Fulton-Gouterman model to 
multiple dimensions32 and to account for asymmetric bichromophores.33  Recently, 
Luetwyler and co-workers developed an adiabatic approach for bichromophores in the 
weak coupling limit, reproducing the diabatic results for 2-aminopyridine, o-
cyanophenol, and 2-pyridone dimers.34-35  
While the excited states of DPOE are fascinating subjects, their proper 
interpretation rests on a foundation of firm conformational assignments of the conformers 
in the ground electronic state.  Furthermore, as its name implies, DPOE can be viewed as 
a disubstituted ethane, with a central CH2-CH2 group that will report on its local 
conformation via its alkyl CH stretch absorptions in the 2800-3000 cm-1 region.  This 
region is notoriously challenging to assign due to extensive stretch-bend Fermi 
resonance, which often make assignments based on simple normal mode analysis via 
calculated harmonic vibrational frequencies difficult or impossible.36-37    
In Chapter 4, a reduced-dimension model that was able to account for the Fermi 
resonance in 1,2-diphenylethane and  its macrocycle extension, 2.2.2-paracyclophane was 
developed.  Here, we describe the extension of this model to DPOE.  As we shall see, the 
alkyl CH stretch spectra have Fermi resonances that differ markedly from their 
counterparts in DPE and TCP.  Mid-IR spectra in the CH bend region help to pin down 
the wavenumber positions of their overtones, providing important input to the model.  
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While the UV spectroscopy plays a necessary role in making these conformational 
assignments, a more detailed characterization of the excited states themselves will be 
taken up elsewhere.38     
Having made the ground state assignments, we will return to the calculated 
ground state torsional potential energy surface to see how the conformational preferences 
compare to those in DMOE, and how the phenyl capping groups modify them.  We also 
compare our results with previous studies of other flexible bichromophores in which the 
two aromatic moieties are separated by a single covalently-linked chain of varying 
complexity, including diphenylmethane,25-26  bis-(2-hydroxyphenyl)methane,39-40 bis-(4-
hydroxyphenyl)methane,32 3-(4-Hydroxyphenyl)-N-benzylpropionamide,41 
diphenoxymethane,28 and Ac-Phe-Phe-NH2.42  The present work also provides a 
foundation for on-going work on the single-conformation spectroscopy of benzo and 
dibenzocrown ethers,36, 43-46 forming one of the initial motivations for the study of DPOE, 
which constitutes a segment of dibenzo-15-crown-5.47 
5.2 Infrared Population Transfer Spectroscopy 
Infrared population transfer spectroscopy (IRPT) was used to determine the 
fractional abundance of each conformer present in the supersonic jet expansion.12, 23, 48  
To do this, IRPT spectra were recorded while monitoring the downstream population of 
conformer ‘i'.  After proper normalization, ܫூோ௉்௜ 	is recorded as a fractional change in 
population of conformer ‘i’ as a function of IR wavenumber ߥ෤.  Since the total population 
of all conformers remains constant during the population transfer process, the fractional 
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abundance of each conformer ‘i’, Fi,  may be determined from the weighted sum of the 
IRPT scans that is zero over the entire IRPT wavenumber scan: 
∆N୲୭୲ሺν෤ሻ ൌ 0 ൌ ∑ F୧ ൈ I୍ୖ୔୘୧ ሺν෤ሻ୧  (1) 
Here ܫூோ௉்௜ 	is the IRPT spectrum of conformer ‘i’, recorded as a fractional 
population change under identical conditions.  A more detailed description of the 
conditions used for these scans is included in the Supplementary Material. 
5.3 Computational Methods 
In order to assign the observed spectra to particular conformers, the experimental 
data must be compared to calculated spectra for the possible conformational isomers of 
the molecule.  In a molecule the size of DPOE, an exhaustive search of the potential 
energy surface can be carried out in order to identify all possible conformational minima, 
initially using a molecular mechanics force field (MMFFs) as implemented in the 
MacroModel suite of programs.49  These structures were used as input geometries for 
DFT optimization, using the dispersion parameterized density functional M05-2X with a 
6-31+G(d) basis set.50-51  Harmonic vibrational frequencies were calculated at the same 
level of theory in order to compare the experimental frequencies to the optimized 
structures.  Using the force field minima as starting structures for geometry optimization, 
DFT M05-2X/6-31+G(d) optimizations produced 26 minima.  These structures are 
characterized by the five dihedral angles (, 1, , , ) linking the two phenyl groups.  
The middle three dihedral angles (C(ph)OCC, OCCO, and CCOC(ph)) are labeled as 
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trans, gauche(+), or gauche(-), while the phenyl ring orientations (C(ph2)C(ph1)OC) are 
labeled as in-plane or out-of-plane, using a cut-off of 20 degrees to distinguish the two.   
Relaxed potential energy scans for motion along each of the three unique 
dihedrals (e.g., (, 1/2, ) were calculated and transition states determined using the 
QST3 method as implemented in Gaussian 09.52  For each of the points on the potential 
energy scan, the dihedral angle of interest was set at a fixed angle while full geometry 
optimizations were carried out on all other coordinates.  The results of these scans and 
their consequences for the ground state conformational preferences of DPOE will be 
taken up in the Discussion section.     
5.4 Calculated Structure and Their Energies 
Table 5.1 lists the full set of conformational isomers for DPOE predicted by 
calculations at the DFT M05-2X/6-31+G(d) level of theory, arranged from lowest energy 
to highest energy.  There are a total of 26 minima, with two conformers (conformers 1 
and 18) that have inversion symmetry, while the other 24 are composed of 12 “chiral” 
pairs that are non-superimposable mirror images of one another.  The 14 unique 
structures are spread over 15 kJ/mol, with the C2h symmetry i/ttt/i structure the global 
minimum, and its C2 symmetry i/tg±t/i counterpart 2.67 kJ/mol higher in energy.  Figure 
5.1 shows the structures of these two lowest energy conformers, which differ primarily in 
the central OCCO dihedral (), whether trans or gauche. 
 
140 
Table 5.1  Dihedral angle labels and relative energies (kJ/mol) for the conformational 




(Degeneracy) φ1 θ1 τ θ2 φ2
Relative 
Energy
i/ttt/i (1) 180.0 ‐180.0 ‐180.0 ‐180.0 0.0 0.000
i/tg+t/i (2) ‐1.8 ‐177.9 71.6 ‐177.9 ‐1.8 2.670
i/ttg-/i (2) ‐179.4 178.1 178.9 ‐81.2 179.5 5.558
o+/g-g+t/i- (2) 25.0 ‐106.7 72.0 ‐175.3 ‐5.6 6.761
o+/g+g-g+/o- (2) 154.7 104.8 ‐75.8 104.8 ‐27.3 8.013
i/tg-g-/i- (2) ‐177.6 177.6 ‐69.9 ‐77.1 ‐5.5 8.606
o+/g+g+t/i (2) 73.6 61.8 60.7 ‐174.9 ‐4.2 8.908
i/g-g-g+/i- (2) ‐2.4 ‐79.4 ‐71.8 100.2 ‐11.8 10.615
o+/g-g+g+/o+ (2) 132.5 ‐86.8 60.8 66.9 21.7 11.103
i/g+tg-/i (1) ‐178.4 80.4 ‐180.0 ‐80.4 178.4 11.573
o+/g+tg+/i (2) 47.8 73.7 ‐176.9 79.7 ‐175.4 11.762
i/g-g-g-/i (2) 176.4 ‐77.1 ‐70.2 ‐77.1 ‐4.4 14.165
o-/g-g-g-/o+ (2) ‐76.0 ‐65.5 ‐53.7 ‐65.5 105.9 15.013
i-/g+g+g+/o- (2) ‐172.5 75.1 58.4 65.5 ‐112.2 15.183
*Angles ranging  between -5° ≤ φ1/φ2 ≤ 5° are designated "i", -5° > φ1/φ2 ≥ -20° as "i-",





























ts the LIF 
traces, blac




gles of the t
 global mini
rgy at the D
xperimental
excitation s
k) for the t
HB spectru
 DPOE soli













 the C2 sym
/6-31+G(d)














  The assign












IR spectrum.  The vibronic and infrared spectroscopy of DPOE-H2O will be taken up in 
chapter 7, and are not considered further here.  
 The UVHB spectra shown in figure 5.2 account for all the transitions observed in 
the LIF spectrum.  Previous studies of alkoxy-benzene derivatives, such as 1,2-
diethoxybenzene,36 indicate a strong preference for an in-plane geometry for the first 
alkyl carbon relative to the plane of the phenoxy group, associated with dihedrals and 
 .  The preference for in-plane structures near the phenyl ring was also observed in the 
benzo-crown ethers,36, 43-46 although in that case the potential for out-of-plane structures 
is enhanced by the constraints of the macrocycle.  Based on that work, it was possible to 
correlate unique S0-S1 frequency shifts associated with the degree of planarity of the C() 
and C() atoms relative to the phenoxy plane.36  In DPOE, the S0-S1 origin transitions of 
its two observed conformers occur at frequencies (36432 and 36519 cm-1), consistent 
with geometries for the phe-O-C()-C() that are in plane for both phenyl rings in the 
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the assignment of conformer A to the gauche structure (figure 5.1).  By contrast, the 
lowest frequency totally symmetric mode (ag symmetry) in the C2h ttt conformer is at 149 
cm-1, in reasonable agreement with the transitions at +146/149 in the UVHB spectrum of 
B.  The band at +46 cm-1 is assigned to a vibronically induced transition involving a bu 
symmetry fundamental with calculated ground state frequency of 51 cm-1.  Further 
consideration of the excited state spectroscopy will be taken up elsewhere.38   
In order to test these proposed assignments further, we recorded resonant ion-dip 
infrared spectra of the two conformers in the alkyl CH stretch and mid-infrared regions.  
These are shown in figure 5.3, where they are compared with the predictions of 
calculations for the ttt and tgt conformers.  The stick spectra are scaled, harmonic 
vibrational frequencies and infrared intensities from the M05-2X6-31+G(d) calculations 
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combinations of the CH2 asymmetric stretch.  The linear combination with bg symmetry 
is dipole forbidden, while the combination with au symmetry is dipole-allowed. 
Note that in conformer B, there is little evidence of Fermi resonance mixing with 
the CH bend overtones, enabling a clear match-up of the experimental transitions with 
calculation.  The scale factor used to match experiment with calculation in the alkyl CH 
stretch region was chosen based on this comparison in conformer B, leading to a best-fit 
scale factor of 0.928.   
The corresponding spectrum of conformer A (figure 5.3b, top) shows a total of six 
resolved transitions, suggesting that Fermi resonances with the CH bend overtones likely 
play a larger role here.  Nevertheless, the calculated results from the harmonic 
calculations faithfully reproduce the over-all pattern of transitions, confirming and 
strengthening the assignment of conformer A to the C2 symmetry tgt structure (figure 
5.1).  The lower symmetry of the tgt structure produces four allowed fundamentals that 
show a pattern similar to that in the experimental spectrum, with additional smaller 
splittings that motivate application of the model we have developed to quantitatively 
account for stretch/bend coupling in alkyl groups.53  To that end, it is useful to have 
infrared spectra that extend into the CH bend region in order to fix their fundamental 
frequencies.  More generally, the CH bend (1400-1550 cm-1) and C-O stretch (1200-1300 
cm-1) regions should be sensitive to the conformation, providing additional evidence for 
the assignments made.  An overview of the mid-infrared spectra of conformers A and B 
are shown in figure 5.3a, where they are compared with harmonic vibrational frequency 
calculations.  Here the scale factor was chosen to align the stick spectra best with the CO 
stretch, occurring experimentally at 1265 cm-1. 
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In the CO stretch region, the spectrum of conformer B is dominated by this 
transition at 1265 cm-1.  This transition is assigned as the out-of-phase combination of the 
two C-O stretch vibrations that stretches one C-O bond while the other contracts.  The in-
phase combination is IR forbidden, but calculated to appear 10 cm-1 higher in frequency.  
In the CH bend region, the experimental spectrum is dominated by two transitions at 
1503 and 1516 cm-1.  The calculations show two transitions in this region, which are 
complicated mixtures of both alkyl and aromatic CH bends.   
The corresponding spectrum of conformer A (figure 5.3a, top) has two rather 
intense transitions at 1476 and 1513 cm-1.  The calculations reproduce this pattern.  
Analysis of the normal modes of the tgt conformer shows that the lower frequency of the 
two is a nearly pure CH2 bend, while the higher frequency mode with large IR intensity is 
a mixed alkyl/aromatic CH bend.  Further details of these modes and their influence on 
the CH stretch region will be taken up in the next section.   
As a final aspect of the characterization of the conformations of DPOE, we have 
carried out infrared population transfer measurements (IRPT) on DPOE in the alkyl CH 
stretch region with the goal of determining the fractional abundances of the two 
conformers.  The individual IRPT spectra are shown in the middle (conformer A, black) 
and bottom (conformer B, red) traces, clearly displaying a kind of reflection symmetry 
that is anticipated for a case where only two conformers are present, with IR excitation 
leading to population transfer between them, leading to a depletion in the conformer 
undergoing IR excitation and gain in the signal from the conformational product.  The 
weighted sum shown in blue above the two IRPT spectra was obtained by recursively 
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5.6 Modeling the Alkyl CH Stretch Spectrum of DPOE Conformers 
Figure 5.5 presents stick diagrams of the scaled vibrational frequencies and IR 
intensities of the seven lowest energy conformers of DPOE in the three wavenumber 
ranges of most consequence for conformational assignments: the C-O stretch (1200-1350 
cm-1), CH bend (1450-1550 cm-1), and alkyl CH stretch (2800-3000 cm-1) regions.  The 
experimental single-conformation IR spectra of the ttt and tgt conformers are included for 
comparison.  This broader comparison strengthens the conformational assignments by 
showing the unique fit provided by the ttt structure to the spectrum of conformer B and 
tgt to that of conformer A.  The excellent fit to the spectra of the observed conformers 
also makes it possible to surmise the spectroscopic signatures of the other conformers 
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The vibrations are described using curvilinear coordinates with a Hamiltonian 
whose harmonic contribution HHO is comprised of the sum of three parts: (i) a local mode 
Hamiltonian HLO describing the CH alkyl stretches and the couplings between them, (ii) a 
normal mode contribution HNM describing the remaining degrees of freedom in a normal 
mode representation, and (iii) a coupling contribution W that includes bilinear couplings 
between the local and normal modes.  Second order Van Vleck perturbation theory is 
carried out to obtain a dressed Hamiltonian that has the same form as HHO but now 
without the coupling term W.  This dressed Hamiltonian, when combined with a dressed 
dipole moment function, predicts spectra that are in agreement with the full normal mode 
Hamiltonian.  
The Fermi resonance interactions are modeled by calculating the cubic couplings 
between the local mode CH stretches and the normal modes.  The couplings are 
calculated in the internal coordinates and only those stretches, bends, and dihedral angles 
that involve motion of the CH bond are included.  The bend and dihedral angle degrees of 
freedom are rewritten in terms of the normal coordinates of HNM. 
A central step in the analysis is to recognize that the above approach can be 
simplified.    The pioneering studies of the Strauss group,54-55 highlighted the pivotal role 
of the HCH scissor modes for describing the spectra of alkanes.  In the DPE study, it was 
found that the phenyl modes only weakly coupled to the scissor modes and hence had 
little role in the alkyl region of the CH spectrum.53  The mid-IR results reported in figure 
5.3a enable a more in-depth investigation of this coupling between scissor modes and 
ring modes and provide the appropriate scaling frequency scaling factors that need to be 
applied to the DFT results.  The following discussion focuses on the spectral lines in the 
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vicinity of the scissor mode transitions near 1500 cm-1 observed for the tgt conformer A.  
We choose this conformer, since the normal mode picture adequately describes the 
observed spectra.  Four peaks are observed, consistent with the DFT B3LYP/6-311+(d,p) 
predictions shown in table 5.2. These frequencies are reported as dressed HO results, but 
agree with the frequencies predicted by full normal mode harmonic calculations to within 
0.1 cm-1.  We also report frequency scaled results, where the scaling was chosen to 
improve overall agreement with experiment for these four modes. 
Table 5.2  Comparison of experimental and calculated dressed harmonic oscillator 
vibrational frequencies (in cm-1) and intensities (KM/mole) for the CH2 scissors modes 
of the C2 symmetry tgt DPOE conformer A.   
Sym. Exp. 
Unscaled 
Freq.     IR Int. 
Scaled (.989) 
Freq.     IR Int. 
Decoupled 
Freq.     IR Int. 
a 1471 1496.97     4.50 1480.5    4.5 1482.02    1.4 
b 1475 1497.86   112.3 1481.4   112.2 1484.30    31.2 
b 1514 1525.54   157.2 1508.8   157.3 1505.59    241.0 
a 1517 1527.06   11.9 1510.3   11.9 1508.54    14.9 
 
The experimental and dressed HHO results of table 5.2 contain two doublets 
separated by about 40 cm-1 and 28 cm-1, respectively.  The two higher frequency peaks 
mainly correspond to CH ring bends, while the two lower energy peaks correspond 
mainly to the scissor modes.  The relative intensities (figure 5.3a) are quite well matched 
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by the theoretical prediction with the exception that the DFT results predict too little 
intensity in the states of ‘a’ symmetry compared to those of ‘b’ symmetry.   
In order to better understand the nature of this mixing we vary the masses on 
various atoms, artificially tuning the states in and out of resonance.  A normal mode 
calculation with the masses on the phenyl rings doubled leads to the decoupled scissor 
frequencies of table 5.2.  Increasing the ethano bridge hydrogen mass by 1.2 leads to the 
decoupled phenyl mode frequencies reported in the table.  Regardless of the precise 
values of the masses, we find that there is a 2-3 cm-1 shift in frequency upon decoupling.  
A simple perturbative analysis of the shift upon decoupling indicates a coupling of 7-9 
cm-1 between the localized motions of the scissors and the ring modes.  This coupling is 
consistent with the substantial intensity sharing between modes of the same symmetry.   
We shall see below that the overtones of the scissor modes have sizeable 
anharmonicities.  As a result, the scissor overtones will shift out of resonance with these 
ring modes.  Comparing calculations that include ring modes with those that do not, we 
find additional lines in the stick spectra of the former calculation compared to the latter.  
When we artificially broaden the theoretical transitions as we have in figure 5.6, these 
differences are no longer discernible.  Moreover, the complicated eigenstate description 
of the full dimensional problem obscures the simpler underlying coupling structures that 
determine the observed spectral features.  This relatively simplicity is essential for it 
helps provide the necessary insights into how model parameters obtained via electronic 
structure calculations should be scaled to obtain spectroscopic accuracy.53   For this 
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the two Fermi coupled states; that is, those corresponding to the two lower energy states. 
More specifically, the CH force constants are scaled by CH, the cubic Fermi coupling 
terms are scaled by FC; the matrix elements of CH stretch Hamiltonian HLM are scaled as  
Hij = Hij + (1-)Eavgij         (2) 
where Eavg is the average of the CH stretch zero-order frequencies. This choice leaves 
Eavg unaffected by the  scaling. Finally we include a diagonal anharmonicity Eanh of the 
local scissor modes, so that the overtones are not resonant with the combination band.  
We obtained [CH, FC, , Eanh]=[0.9595, 0.68, 0.85, -47 cm-1].    The only difference 
between the DPOE and DPE model parameters is an overall scaling of all vibrational 
force constants, other than the alkyl CH stretches.  For DPOE we have used the scaling 
obtained by fitting the fundamental scissor modes of DPOE (table 5.2), while for DPE the 
scale factor was obtained by fitting the scissor modes of 1,2-difluoroethane.  This scaled 
Hamiltonian was then used to predict spectra for the C2 tgt conformer of DPOE (figure 
5.6d).  Further comparison of the scaling factors in DPE and DPOE is given in 
supplementary material.  
The agreement between the theoretical and experimental spectra in figure 5.6d for 
the C2 tgt conformer of DPOE is excellent.  The results clearly allow one to distinguish 
the ttt and tgt conformers of DPOE.  It is very encouraging that the model developed for 
DPE serves so well here with only a minor adjustment of the scissor overtone energy.  
There are two notable features of these spectra.  First, for both DPE and DPOE, the C2 
conformers possess twice the number of allowed IR transitions as the C2h conformers.  In 
these higher symmetry conformers half the states have g symmetry and are therefore not 
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IR active.   Second, there are profound differences between the spectra of the DPE and 
DPOE conformers of the same symmetry.  These differences arise from the higher 
frequency of the scissor modes in DPOE, as can be seen from the state designations 
provided in figure 5.6; states with little mixing are labeled symmetric stretch (ss), 
asymmetric stretch (as), or scissor overtone (ss).  The Fermi mixed states are labeled as 
(ss/so) or (so/ss) with the leading designation being the larger component.  Clearly the 
highest energy transitions in DPOE have leading so character while in DPE the lowest 
energy states have so character.   These features are discussed in more detail below in 
section 5.7.2. 
5.7 Discussion 
5.7.1 Conformational Preferences of DPOE 
The experimental data presented in this work have determined the presence of 
only two conformers of gas phase DPOE, ttt and tgt, following thermal equilibration at a 
pre-expansion temperature of 363 K and cooling in a supersonic expansion.  The IRPT 
measurements have also provided a quantitative measure of the relative populations of 
these two conformers, with a 53±1%:47±1% ttt:tgt population ratio observed.   
By comparison, calculations carried out at the DFT M05-02X/6-31+G(d) level of 
theory predict the ttt conformer as the global minimum, with the tgt counterpart second in 
energy, some 2.7 kJ/mol higher in energy.  In seeking to understand these experimental 
results, we note that the M05-2X/6-31+G(d) calculations give torsional mode frequencies 
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that are remarkably close to experiment (5.5 Results).  Furthermore, the barriers to 
conformational isomerization are sufficiently high (see below) that free energy 
calculations which treat the vibrations as harmonic should provide good predictions of 
the relative populations of the conformations.   
Table 5.3 summarizes the DFT M05-2X/6-31+G(d) predictions for the fractional 
abundances of DPOE and DMOE at room temperature, and the DPOE abundances at 363 
K, the pre-expansion temperature of the DPOE sample.   The measured fractional 
abundances of the ttt and tgt conformers (0.53:0.47) match well with the calculated 
relative abundances at 363 K.  However, since the experiment failed to detect any other 
higher-lying conformers, it seems likely that population initially present in the higher-
energy conformers undergoes isomerization to the lower-lying minima during the 
collisional cooling process, ending up either in the ttt or tgt minima.  In order to better 
understand the pathways for collisional cooling between minima, transition states 
connecting the low-lying conformational minima of DPOE were calculated at the same 
level of theory.  These are gathered into a pictorial summary in figure 5.7. 
Based on the heights of the barriers shown in figure 5.7, it seems plausible that 
the major pathways for collisional cooling are ones that retain the trans or gauche 
conformation about the central dihedral angle .     Thus, the ttg+ → ttt barrier is only 
6.17 kJ/mol, while that for g-g+t → tgt is even smaller (4.09 kJ/mol), funneling 
population within the trans or gauche sub-populations.  It is worth noting that the average 
internal energy of the conformers of DPOE at 363 K is ~40 kJ/mol (3400 cm-1), so that 
quenching of isomerization occurs at energies well below the initial internal energies of 
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Table 5.3  Comparison of the calculated relative energies and fractional abundances of 
DPOE and DMOE at the DFT M05-2X/6-31+G(d) level of theory. 
 
It is also worth comparing the present results with the conformational populations 
predicted for 1,2-dimethoxyethane (DMOE).  Its status as a model for PEG/PEO has 
made it the subject of a large number of investigations, both experimental8-9, 56-58 and 
theoretical.1-4, 6  One of the notable aspects of this work is the conclusion that there is an 
oxygen gauche effect4 in which adjacent O atoms in the O-CH2-CH2-O are lower in 
energy relative to trans than their purely alkyl counterparts.  This preference for gauche 
conformations about the C-C bonds is thought to be due to the absence of steric 
constraints involving the O atoms.  This is based on fractional abundances from electron 
diffraction57 and NMR56, 58 on gas phase DMOE,1 and from Raman measurements in 
solution.9  We see here that, despite this added stability of the gauche configuration for 




(kJ/mol) 298 K 363 K Exp. (kJ/mol) 298 K
i/ttt/i 0 0.43 0.34 0.53±.01 ttt 0 0.38
i/tg+t/i 2.67 0.29 0.28 0.47±.01 tg-g+ 2.586 0.27
i/ttg-/i 5.558 0.09 0.11 tg+t 3.067 0.22
o/g-g+t/i 6.761 0.06 0.07 ttg+ 6.073 0.07
o/g+g-
g+/o 8.013 0.03 0.05 g-g-g+ 8.696 0.02
i/tg-g-/i 8.606 0.03 0.04 g-g-g- 9.386 0.02
g+/g+g+t/
i 8.908 0.02 0.04 tg+g+ 9.431 0.02
i/g-g-g+/i 10.612 0.01 0.02 g-/g+g- 9.987 0.01
o/g-
g+g+/o 11.103 0.01 0.02 g-tg+ 11.678 0




the central  dihedral, the ttt conformer is still the lowest energy structure calculated for 
both DPOE and DMOE, as most of the recent theoretical treatments have surmised.1-4, 6 
The comparison shown in table 5.3 between the relative energies of the 
conformers in DPOE and DMOE shows a modest effect of the two capping phenyl rings 
on the conformational preferences of the OCCO chain.  In the lowest energy 
conformations, the phenyl rings seem to adapt their conformation to accommodate the 
preferences of the OCCO chain linking them.  More highly folded structures such as tgg 
and ggg conformers, tend to be lower in energy in DMOE than DPOE due to steric 
constraints imposed by the phenyl rings with these highly folded chains.  It would be 
useful for those developing force fields for PEG/PEO polymer to test those force fields 
against the data on DPOE provided here. 
5.7.2 Stretch-Bend Coupling in DPOE 
One of the most striking results of the present study is the comparison afforded by 
figure 5.6 between the alkyl CH stretch spectra of the C2h and C2 symmetry conformers 
of DPE and DPOE.  Spectra from the same-symmetry conformers of DPE and DPOE are 
remarkably different, despite the close similarity between the two structures themselves.  
The reason all four spectra are so different can be accounted for by examining the model 
ingredients from which the spectra were generated.  The symmetry of the CH stretch 
modes is illustrated in figure 5.8 for an ethano bridge linkage for both C2 and C2h 
geometries.  The symmetrized local mode bases are obtained by taking +/- linear 
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Having examined the symmetry we are now in a position to consider the mixing 
of the states, the central components of which are depicted in figure 5.9.  This figure 
shows on the vertical axis the energies of the CH stretch states of figure 5.8 on the left 
side, with their symmetry labels, and the scissor overtones and combination bands on the 
right side.    The width of the boxes shows the DFT predicted infrared transition 
intensities from the zero-point levels of each conformer.  For the C2h conformer only 
those states with u symmetry are IR active, whereas for the C2 conformer states of both a 
and b symmetries are IR active. 
The lines in figure 5.9 connecting the CH stretch states to the scissor overtones 
indicate that in all cases it is only the symmetric stretch states that are Fermi coupled to 
the scissor overtones.   For the C2h conformer this result directly follows from the scissor 
overtone states having either ag or bu symmetry, symmetries that correspond to the in- 
and out-of-phase symmetric stretch, respectively.  This lack of coupling to the 
asymmetric stretch modes, however, extends to the states of lower symmetry, so there 
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The nature of the Fermi coupling can be understood most readily in a fully local 
mode perspective.  We have found that the only significant Fermi coupling occurs within 
a single CH2 moiety and is linear in the CH stretch and bilinear in the scissor mode.  The 
corresponding coupling matrix elements between the local CH stretch and contiguous 
scissor overtone have very similar magnitudes, lying between 21 and 22 cm-1 for all 
conformers of DPOE and DPE.   The localized nature of the Fermi coupling to a single 
CH2 group explains why the scissor combination mode, corresponding to one quantum of 
excitation in each scissor of different CH2 moieties, is only weakly coupled to the 
stretches.   The similar magnitude of the coupling is the reason the asymmetric stretches 
are not coupled to the scissor modes, since this coupling scales as the difference between 
local mode couplings. 
Given that the asymmetric stretches are decoupled from the scissor modes, the 
only coupling between the asymmetric stretch and the scissor modes is the indirect 
coupling through the symmetric CH stretches, which occurs only in the C2 conformers.  
In DPOE, the coupling between the symmetric and asymmetric CH stretch states of 
figure 5.8 is -5 cm-1/ -15 cm-1 for the a/b symmetry states, while in DPE, the 
corresponding couplings are 0 cm-1/ -11 cm-1.  The magnitude of this coupling is small, 
since it results from the interactions between the two CH2 groups of the ethano bridge.  It 
should be noted that we have not shown this coupling in figure 5.9.  The only instance 
where this coupling has any consequence is for the higher energy transition of the tgt C2 
conformer of DPOE, which gives this state some asymmetric stretch character. 
Consequently, for a qualitative understanding, we can treat the asymmetric stretches as 
being decoupled from the remaining degrees of freedom.   
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Given the coupling pathways in figure 5.9, we expect six transitions to appear in 
the infrared spectra of the C2 conformers and three transitions for the C2h conformers. 
Moreover, based on figure 5.9d, the six transitions for the C2 conformer of DPOE are 
expected to appear as three a/b symmetry doublets.  The middle doublet corresponds to 
transitions to asymmetric stretch states.  The highest  and lowest frequency doublets 
correspond to transitions involving the Fermi coupled states whose principal character are 
described in the spectra of figure 5.6. 
The coupling between the basis states for DPE and DPOE are similar, however, 
the spectra are very different.  The principle reason for this difference lies in the 
frequencies of the scissor modes.    For DPE, the spectral complexity for the C2 
conformer (Figure 9b) is due to the overtone of the scissor modes pushing the symmetric 
CH stretches up to the asymmetric CH stretches, leading to intermixing of these four 
states. In this case, the lowest energy features consist of two transitions corresponding to 
the overtones of the scissors.  In DPOE, the scissor overtones are significantly higher in 
energy than the symmetric stretch states with which they are coupled.  Furthermore, their 
energy varies significantly between the two conformers, with frequencies almost 50 cm-1 
higher in the C2h ttt conformer than in C2 tgt.  As a result, in the C2 conformer (figure 
5.9d), the scissors overtones are pushed by mixing above the asymmetric stretch 
fundamentals (C2 conformer), while in the C2h conformer they appear at so high a 
frequency (figure 5.9c) that they hardly engage in mixing with the CH stretch states.   
Thus, the position and effect of the stretch-bend Fermi resonances in DPOE and DPE are 
qualitatively different, arguing for caution in assigning features to Fermi resonance bands 
in molecules where other information is lacking. 
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5.8 Conclusions 
The ground state conformational properties and spectroscopy of 1,2-
diphenoxyethane (DPOE) have been studied on a conformation-specific basis under jet-
cooled conditions in the gas phase.  Two conformers, of C2h and C2 symmetry, 
corresponding to ttt and tgt conformers, were observed and determined to be present with 
nearly equal populations in the expansion.  Calculations carried out at the DFT M05-
2X/6-31+G(d) level of theory account for the relative energies and conformational 
properties, and shed light on the torsional potential energy surface on which 
conformational isomerization occurs.  The results for DPOE were contrasted with those 
for 1,2-dimethoxyethane, which has played a role as model for polyethylene glycol 
(PEG) polymers.  The phenyl rings only shift the conformational energies of the main 
conformers by modest amounts, with lowest energy conformers predicted for both DPOE 
and DMOE to be due to the trans conformers about the central C-C bond.   
DPOE has been an excellent model system in which to further develop a stretch-
bend coupling model for the alkyl CH stretch region.  The frequencies of the CH stretch 
fundamentals and CH bend (scissors) overtones change dramatically in DPOE relative to 
DPE, leading to wholesale changes in the appearance, and relative energy ordering of the 
Fermi resonance split levels.  The prospects for extending this model from DPOE to 
DMOE, and on to PEG/PEO polymers and crown ethers, is excellent.   
There are several important extensions of this work remaining to be carried out.  
First, SEP-population transfer experiments24, 59-62 could be used to measure the barriers to 
isomerization in DPOE and DPE.  If successful, such measurements could also provide 
bounds on the relative energies of the ttt and tgt conformational minima.  Second, it 
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would be interesting to extend single-conformation studies of this type to longer chain 
analogs such as diphenoxybutane, in which the alkyl chain is sufficiently long to fold 
back on itself and facilitate interaction between the aromatic rings.  Third, DPOE is a 
model flexible bichromophore, with close-lying excited states whose spectroscopy and 
vibronic coupling can be studied in exquisite detail.  Finally, the spectroscopic signatures 
of the DPOE-H2O complex, whose presence so far has been viewed primarily as an 
annoyance arising from the hygroscopic nature of the sample (figure 5.2), can shed light 
on the way in which a single bound H2O molecule can affect the ground state 
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CHAPTER 6 EXCITONIC SPLITTING AND VIBRONIC COUPLING IN 1,2-
DIPHENOXYETHANE: CONFORMATION-SPECIFIC EFFECTS IN THE WEAK 
COUPLING LIMIT 
6.1 Introduction 
Excitonic and vibronic coupling between electronic chromophores plays an 
essential role in the absorption/emission properties and excited state dynamics of 
molecular samples with important applications, including light-harvesting complexes,1-4 
chromophore arrays (e.g., J- and H-aggregates),5-6 conjugated polymers,7-9 and 
fluorescence resonance energy transfer (FRET).10  This interest is fueled in part by new 
experimental methods such as 2D-electronic spectroscopy,11-12 which are providing new 
insight to the femtosecond dynamics of electronic energy transfer.  Among the issues 
under active investigation is the possible role played by electronic coherence in directing 
electronic energy transfer through an array of chromophores, and the extent to which 
vibrational motions are involved.13-14   
Regardless of the circumstance, the structural and dynamical consequences of 
electronic near-degeneracy provide a particular challenge to modern theories seeking to 
understand them.  While many of these applications involve multiple chromophores in a 
complex environment at room temperature, one useful strategy is to seek to control or 
remove many of the complicating factors in order to focus attention on the fundamental 
aspects of interchromophore coupling.  To that end, laser spectroscopy of the gas-phase 
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bichromophore cooled in a supersonic jet provides exquisite details of the vibronic 
coupling on a single-vibronic level basis free from the interference from solvent.15-22 
When the two chromophores are incorporated into separate molecules, the supersonic 
expansion serves as a means for synthesizing the molecular dimer and collapsing its 
population entirely into the ground state vibrational zero-point level.15-23     
The other circumstance in which multiple chromophores exist in close proximity 
is when they are incorporated as part of the same molecule.  Model bichromophores can 
either be held rigidly in a framework which defines the interchromophore separation and 
orientation,24-25 or as part of a flexible linker along which the interchromophore distance 
and orientation may vary.26-38  Flexible linkages offer the tantalizing prospect of studying 
interchromophore vibronic coupling on a conformation-specific basis under jet-cooled 
conditions in which population is collisionally cooled into more than one conformational 
zero-point level.  The uncoupled excited state energies and inter-chromophore electronic 
coupling will be modulated from one conformer to the next by changes in the distance 
and relative orientation of the chromophores, and the nature of the vibrational motions 
involved.   
Model flexible bichromophores can either incorporate two identical monomers,28-
35 or consist of chemically distinct donor and acceptor sub-units.39-40  In a few cases, 
conformation-specific data have shed light on the way in which the ground state 
conformation of the molecule dictates the excited state spectroscopy and dynamics, 
producing conformation-selective broadening in the excitation spectrum, red-shifted 
emission, or differing energy thresholds to exciplex formation.29-30, 39   
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Recent experiments and theory are shedding qualitative new light on the spectroscopic 
consequences of interchromophore coupling.16, 18-19, 41  Much of this work compares 
experiment with the predictions of a diabatic model of the vibronic coupling based on 
Förster theory,42 as developed by Fulton and Gouterman43-44 for the specific case of a 
bichromophore coupled by a single vibrational mode.  Extension of this model to 
multiple vibrational modes34, 41 and to asymmetric bichromophores41 have contributed to 
the growing ability to quantitatively account for the observed vibronic coupling patterns.   
Recently, Leutwyler, Köppel, and co-workers have developed an adiabatic 
vibronic coupling model and used it to obtain a quantitatively accurate account of the 
observed excitonic splitting in 2-aminopyridine, o-cyanophenol, 2-pyridone, and benzoic 
acid dimers, all of which are in the weak coupling limit.16, 45  The theory reproduces the 
experimental excitonic splitting determined by the diabatic model, but provides a more 
intuitive picture of the excitonic splitting in the weak coupling limit.  Here, the electronic 
energy transfer occurs through a barrier on the adiabatic surface, with the excitonic 
splitting modeled as a tunneling splitting in which both nuclear distortions and 
interchromophore electronic energy transfer contribute to the tunneling rate.      
In experiments to date on jet-cooled bichromophores, there are relatively few 
examples in which both the S0-S1 and S0-S2 transitions have been spectroscopically 
characterized.  When the two chromophores are sufficiently different, fast electronic 
energy transfer between the two chromophores inhibits the identification of the life-time 
broadened S2 state.  Furthermore, in cases where the two chromophores are identical and 
conformational symmetry exists, only one of the S0-S1 or S0-S2 transitions is often dipole-
allowed.17  In several aromatic dimers, Leutwyler and co-workers have cleverly 
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addressed this by breaking the symmetry through recording the spectrum of the singly 
13C substituted isotopomer in natural abundance using resonant two-photon ionization 
(R2PI) coupled with time-of-flight mass analysis.18-19, 46  
Previous work from our group has focused attention on a series of prototypical 
flexible bichromophores that possess a single conformational isomer for 
diphenylmethane (DPM)33, 35, and two isomers of both bis-(2-hydroxyphenyl)methane 
(2HDPM)32 and bis-(4-hydroxyphenyl)methane (b4HPM).34  In these molecules, the 
spectroscopic consequences of internal mixing between the two excited electronic states 
has been characterized in some detail.  In DPM, the excitonic splitting was determined to 
be 123 cm-1, leading to a dual emission from the (nominal) S2 origin that reported on its 
mixing with nearby vibrational levels built off the S1 origin.  This has stimulated 
theoretical developments that employ a multi-mode asymmetric vibronic coupling model 
as an extension of the theoretical framework developed by Fulton and Gouterman43, 47 for 
symmetric bichromophores.41   
Chapter 5 reported on the ground state conformational preferences of 1,2-
diphenoxyethane (C6H5-O-CH2-CH2-O-C6H5, DPOE) and provides the foundation for the 
current chapter, which we briefly summarize here.  A conformational search of the 
torsional potential energy surface for DPOE located 26 conformational minima.  Two of 
the conformational isomers possessed an inversion center, while the remaining twelve 
structures are composed of pairs of non-superimposable mirror images with dihedral 
angles of opposite sign but identical magnitude.  Experimentally, two conformational 
isomers were observed in the supersonic jet expansion and assigned based on infrared 
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monomers possessing a single 13C atom show a spectrum for the ttt conformer that 
possesses two dipole-allowed origins arising from near-complete localization of the 
electronic excitation in one or the other ring, with splitting of ~4 cm-1.  Thus, despite the 
seeming close proximity of the two chromophores, interchromophore coupling in DPOE 
is in the extreme limit of weak coupling.  The results for DPOE thus provide a window 
on the spectroscopic consequences of vibronic coupling in this weak coupling limit in 
which the two electronic states are no more than a few cm-1 from one another over much 
of the torsional potential energy surface, with electronic excitation localized or 
delocalized by minute asymmetries in the local environment.   
6.2 Computational Methods 
 Excited state structural optimizations and vibrational frequency calculations for 
the ttt and tgt conformers of DPOE were performed using time-dependent density 
functional theory (TDDFT) at the M05-2X/6-31+G(d) level of theory.  Rotationally 
resolved spectra were fit to an asymmetric rotor Hamiltonian using the genetic algorithm 
as implemented in the JB95 spectral fitting program.48  The two optimized structures, ttt 
and tgt, were used as input for fitting the rotational spectra. 
To better understand the excitonic splitting, the transition dipole coupling model 
(TDM) and the Fulton Gouterman (FG) model have been employed.43, 47  The transition 
dipole coupling model (TDM) is a simple electrostatic model in which the excitonic 
splitting is approximated utilizing the columbic interaction between the two electronic 
transition moments on the individual phenyl rings A and B.    The interchromophore 
coupling is given by 
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஺ܸ஻ ൌ ఓಲఓಳସగఌோయ ሺ2 cos ߠ஺ cos ߠ஻ െ sin ߠ஺ sin ߠ஻ cos߮ሻ    (1) 
where μ is the magnitude of the electronic transition moment, R is the distance between 
the two transition moment vectors, θ is the angle between the two transition moment 
vectors along R, and φ is the dihedral between the two vectors.   
The FG model for vibronic coupling uses a diabatic approach to model the 
vibronic structure observed in absorption and dispersed fluorescence.18,19  In earlier work, 
we implemented a version of this model to explain the multi-mode vibronic coupling 
observed in bis-(4-hydroxyphenyl)methane.34  We use this same program to compare the 
model predictions with experiment in DPOE.  Details of the model are given 











6.3.1 R2PI and Dispersed Fluorescence 
Figure 6.2 shows the 2C-R2PI spectrum (top trace) and the ultraviolet hole-
burning spectra (bottom traces) of the two monomer conformations present in the 
supersonic jet expansion.  2C-R2PI was employed to avoid saturating the excitation 
spectrum.  The small excursion from zero  marked with an asterisk in the figure is present 
due to incomplete subtraction through the gated integrator when tuning through the tgt 
S0-S1 origin.  As discussed in the previous study reporting on the ground state preferences 
of DPOE,49 the two isomers adopt geometries with C2 and C2h symmetry, differing 
exclusively by the central OCCO dihedral angle, gauche or trans.  For this reason, the C2 
symmetric conformer has been labeled tgt and the C2h isomer as ttt representing the 
gauche and trans isomers respectively.  The tgt origin occurs at 36423 cm-1 and the ttt 
origin at 36509 cm-1.  The calculations predict an in-plane geometry of both Ph-O-C 
groups in both conformers, as is observed in alkoxy-benzenes such as 1,2-
diethoxybenzene.50  
Given the C2 symmetry of the tgt conformer A, calculations predict that 
transitions from S0 to both the S1(A) and S2(B) electronic excited states will be dipole-
allowed.  The UVHB spectrum of the tgt conformer has several low-frequency vibronic 
transitions, including transitions +24, +26, +35, +99, +155, and +185 cm-1 from the 
origin (figure 6.2).  Of these, the transitions at +24, +35, +99, and +155 cm-1 are totally 
symmetric fundamentals with frequencies virtually unchanged from their values in the 
ground electronic state, as summarized in table 6.1.  As an example, the DFL spectrum of 
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the +24 cm-1 band is shown in figure 6.3a.  The spectrum is dominated by a false origin at 
-25 cm-1, with vibronic structure built off this false origin closely similar to that of the 
electronic origin.  The DFL spectra from the other totally symmetric fundamentals are 
similar, with false origins associated with X11 transitions dominating the spectrum.  These 
spectra are included in the appendix.  The two remaining transitions at +26 cm-1 and 
+185 cm-1 are b symmetry fundamentals.  Their DFL spectra are shown in figure 6.3a.  
These bands also display strong false origins in emission that confirm their assignments 
to ‘b’ fundamentals with ground state frequencies of 30 and 186 cm-1.  Table 6.1 
compares the observed ground and excited state frequencies of the tgt conformer with 
those predicted by calculation.  The close correspondence confirms the assignments 
given.  The ‘b’ symmetry fundamentals appear in excitation as a result of vibronic 
coupling between the S1 and S2 states.  It is striking that all vibronic transitions are 
assigned to vibronic bands built off the single observed origin at 36423 cm-1.  Thus, the 
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band at -46 cm-1, which should only appear from an Ag symmetry vibronic level (Buxbu) 
in the excited state, since its ground state vibronic symmetry is Agxbu=Bu. Its DFL 
spectrum also shows increased intensity in several ring modes relative to the Bu 000 
spectrum above it.  The enhancement of ring mode intensity in emission was previously 
observed in the spectrum of the S2 origin of bis-(4-hydroxyphenyl)methane34 and 
attributed to vibronic coupling effects. In that case, the Fulton-Gouterman (FG) model 
was able to give a quantitative account of these intensity changes.  We will present 
further analysis of this band using the FG model in the Discussion section. 
6.3.2 High Resolution UV Spectra 
One intriguing possibility for the location of the S0-S2 origin in the tgt conformer  
is that the electronic splitting is so small that it is unresolved from the S0-S1 origin.  
Motivated by this notion, we recorded a high resolution UV spectrum (~21 MHz 
resolution) of the band at 36423 cm-1 assigned to the S0-S1 origin.   The resulting 
spectrum is presented in figure 6.5(a) with the experimental spectrum as the top trace and 
the best fit produced by genetic algorithms as implemented in the JB95 spectral fitting 
program.48  As hypothesized, the band is indeed composed of two transitions with band 
centers separated by 1.02 cm-1.  The two transitions are assigned to the S0-S1 (36422.91 
cm-1) and S0-S2 (36423.93) origins.  The ground and excited state rotational constants and 
transition dipole moment (TDM) directions are summarized in table 6.2.  Note that the 
S0-S1 transition is a 23:77 a:c-type band while the S0-S2 origin is a pure b- type transition, 
with TDM directions that are perpendicular to one another.  Furthermore, the excited 
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anticipated based on the assignment of this transition to the bu symmetry R  fundamental 
built off the Ag excited state.  Given the close proximity of two electronic origins in the 
tgt conformer, and the position of the +46 cm-1 transition relative to its calculated 
frequency, it seems likely that the splitting between the Ag and Bu excited states should 
also be small.  Proof for this conjecture comes in the next section. 
Table 6.2  The rotational constants for the two isomers of DPOE.  The S0-S1 origin of 
the ttt conformer is dipole-forbidden and therefore not observed. Rotational constants 
have been rounded for clarity (see Table S1 of the appendix for a complete listing of 
fitted parameters including uncertainties). 
 
6.3.3 13C-Substitution R2PI Spectroscopy 
Following the lead of Leutwyler and co-workers,18-19, 46 we recorded R2PI spectra 
of DPOE while monitoring the M+1 mass channel associated with incorporation of a 
single 13C atom in the molecule, which contains 14 carbon atoms.  Since 12 of the 14 
carbons are in the two aromatic rings that typically give rise to similar electronic 
frequency shifts, the M+1 R2PI spectrum reflects primarily the effects of symmetry 
S0 State (MHz) S1 State  (MHz) S2 State  (MHz)
A 1873.8 ΔA -66.4 -66.2
B 177.9 ΔB 0.9 0.8
C 171.1 ΔC 0.6 0.6
24:76% a:c-type 100% b-type
A 2508.9 ΔA - -61.0
B 157.9 ΔB - -0.3
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produces a doublet at the tgt origin, split by 4.7 cm-1, which is now resolved even under 
low resolution.  The magnitude of this splitting is more than four times the excitonic 
splitting (1.02 cm-1), indicating that most of the splitting in the 13C spectrum is site 
splitting due to the fact that one ring contains a 13C atom, while the other does not.  On 
that basis, we surmise that the observed doublet should be interpreted as arising from 
electronic excitation largely localized on the all 12C or singly 13C substituted rings of 
DPOE.   
Similar arguments hold for the R2PI spectrum of the 13C ttt conformer.  Here, we 
see a partially resolved and somewhat broadened doublet with a splitting of 3.3 cm-1.  
Strikingly, the two transitions are nearly equal in intensity, as would occur if electronic 
excitation were completely localized on one or the other ring.  This is consistent with a 
splitting of 3.3 cm-1, which is 30% less than the splitting in the tgt conformer.  We 
surmise on this basis that the splitting of the electronic origins in the all 12C isotopomer is 
significantly smaller than 1 cm-1 for the ttt conformer.  The partially saturated spectra 
show that the band splittings present at the origins carry forward to other vibronic bands 
in the spectrum.   
6.3.4 Collisional Studies 
One important benefit of the 13C R2PI spectrum is that it provides the electronic 
frequency positions of these transitions relative to the all-12C spectrum.  In particular, the 
+46 cm-1 transition of the ttt conformer is directly overlapped with the main band of the 
12C spectrum, and would therefore be excited simultaneously under conditions for 
dispersed fluorescence.  This raises the possibility that the -46 cm-1 transition in the ttt 
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+46 cm-1 DFL spectrum (figure 6.6.3b) could arise from the 13C isotopomer, which 
would have an allowed transition with v=0 Franck-Condon factors to the bu 
fundamental in the ground electronic state.  Indeed, its intensity relative to the v = ±1 
transitions on either side of it, are approximately correct for ascribing the -46 cm-1 
transition to 13C DPOE.   
It is noteworthy that the +46 cm-1 DFL spectrum shown in figure 6.3b was 
recorded at x/D=38, far downstream relative to conditions often used for recording DFL 
spectra.  Under most circumstances, the effects of collisions on DFL spectra are minimal, 
since the collision frequency in the jet is typically slow relative to the excited state 
fluorescence lifetime (~30 ns in this case).  However, the emission from the +46 cm-1 
transition of ttt DPOE is a notable exception. 
Figure 6.7a and figure 6.7b present a series of DFL spectra from the +46 cm-1 
transition of ttt taken as a function of distances from the nozzle orifice (with diameter D), 
ranging from x/D=5.5 to 38.  A close-up of two regions of the DFL spectra are shown 
that highlight bands at -46 cm-1 and -889 cm-1 whose intensity is sensitive to the x/D 
position.  Clearly, both bands grow in intensity by more than a factor of five as excitation 
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The +46 cm-1 transition in the excitation spectrum is to a Bu vibronic state that is 
(nominally) the bu in-plane bending fundamental ( R ) built off the Ag electronic origin 
(Ag( R 10)).  This state gains its oscillator strength by vibronic coupling with the Bu 
electronic state, and produces v( R )=±1 Herzberg-Teller selection rules in emission to 
produce transitions at “0” (resonance fluorescence) and -95 cm-1 (ending in v=2 in the 
ground state).  There is no dipole-allowed or vibronically induced method of producing 
the v=0 emission from this level to the corresponding v=1 level (at -46 cm-1) in the 
ground state.  However, if collisions with buffer gas occur during the excited state 
lifetime (figure 6.7c), they can produce the other member of the v=1 tunneling doublet, 
which is less than 1 cm-1 away.  This level is of Buxbu=Ag vibronic symmetry, and has a 
dipole-allowed transition to the v=1 level in the ground state, with emission frequency -
46 cm-1 from resonance fluorescence, as observed.   
Interestingly, even at x/D = 38, some intensity remains in the -46 and -896 cm-1 
bands.  Although the remaining intensity could be attributed to collisions with an 
extremely large cross section for the collisional energy transfer process, it seemed more 
likely to us that this residual intensity arises from overlap with the 13C 000+46 cm-1 
transition (Sec. III.C).   As a final test of this conjecture, we recorded SEP ion-dip spectra 
from the ttt +46 cm-1 intermediate state while monitoring the 13C and all 12C mass 
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isotopomer is the likely source of the remaining -46 cm-1 intensity in figure 6.6.3b/7b.   
This transition is dipole-allowed in the 13C spectrum due to localization of the electronic 
excitation induced by one ring possessing a 13C atom. 
6.4 Discussion 
6.4.1 The Weak Vibronic Coupling Limit 
The primary goal of the present study has been to map out in some detail the 
conformational dependence of the excited state surfaces present in the model flexible 
bichromophore 1,2-diphenoxyethane (DPOE).  In earlier work, LIF excitation, UV-hole 
burning, and resonant ion-dip infrared spectra were used to observe and assign transitions 
due to two conformations, the ttt conformer of C2h symmetry, and the tgt conformer, with 
C2 symmetry.  In this paper, we have determined the magnitude of the excitonic splitting 
between the S1 and S2 states for both conformers, and determined and analyzed the 
spectroscopic signatures of vibronic coupling between the S1 and S2 states in the two 
conformations.        
Perhaps the most striking result of this work is the extraordinarily small excitonic 
splittings present in the two conformers, with the tgt conformer possessing a splitting of 
1.02 cm-1, and its ttt counterpart even smaller based on the spectrum of its isotopomer 
containing a single 13C atom in one of the rings.  This is to be compared with an 
electronic transition from S0 of more than 34,000 cm-1.  Thus, DPOE is in the extreme 
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limit of weak vibronic coupling, with an excitonic splitting similar in size to the recently-
studied benzoic acid dimer ( 0.94 cm-1).45   
The splittings of the exciton coupled S1 and S2 origins reported in previous jet-
cooled studies of the C2 symmetric bichromophores, bis-(4-hydroxyphenyl)methane34 and 
diphenylmethane33 were in excess of 100 cm-1 because of the close proximity of the two 
chromophores.  In these cases, both exciton states are orbitally allowed and the vibronic 
spectra built off of each origin are readily resolved.    The close proximity of the two 
rings rotates the direction of each ring’s TDM and induced an out-of-ring-plane TDM 
component, significantly increasing the excitonic coupling relative to a monomer point-
dipole model.35 In contrast, the chromophores of DPOE are more weakly coupled 
because of the larger inter-ring separations that minimize direct interactions between the 
rings. 
The weak coupling in DPOE is evident from predictions for the exciton splitting 
based on the transition dipole coupling of Förster theory,10 and from vertical splittings 
calculated at the TDDFT M05-2X/6-31+G(d) level of theory.  These are summarized in 
table 6.3 for DPOE.  The TDDFT vertical splittings (9 cm-1 for tgt, 25 cm-1 for ttt) and 
transition dipole coupling estimates (17 cm-1 for tgt, 43 cm-1 for ttt) are generally 
consistent with one another, and are quite small compared to those in DPM and b4HPM.   
For the ttt isomer of DPOE, the distance between the center-of-masses of the two 
aromatic rings is 8.6 Å, while in tgt this distance is 8.0 Å.  Yet, these estimates are still 
more than 10-fold too large compared to the experimental splittings between the S0-S1 
and S0-S2 origins (1 cm-1 or less).  
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Within the diabatic model typically used for analysis of excitonic splitting, the 
vertical splitting (elec) is vibrationally “quenched” by a Franck-Condon factor that 
accounts for the shift in excited state geometry relative to the ground state minimum.16  
This leads in the weak vibronic coupling limit to a “quenched” vibronic splitting vibron 
that is more than 10-fold smaller, with experimental splittings of 1.02 cm-1 (tgt) or less 
(ttt). 
 
Table 6.3  Calculated vertical frequencies, S1/S2 splittings and oscillator strengths at the 
TDDFT M05-2X/6-31+G(d) level of theory.  Comparison with experimental splittings 
and the excitonic splittings predicted with the transition dipole coupling model (TDM). 
 
 
In this circumstance, the observed splitting is understood most intuitively in an 









S0-S1 43617 36422.91 36422.91 0.0277
S0-S2 43628 36432.09 36423.93 0.0440
TDDFT Splitting  9 cm-1 Exp. Splitting









S0-S1 43737 36523.12 - 0.0000
S0-S2 43767 36548.17 36508.77 0.0683
TDDFT Splitting 25 cm-1 Exp. Splitting




splitting on the lower double-minimum potential energy surface.  This is shown 
schematically for the two conformers of DPOE in figure 6.9.   As Kopec et al. have laid 
out in some detail,46 this tunneling splitting cannot be calculated from the shape of the 
lower double minimum surface alone, since the tunneling is influenced by nonadiabatic 
interactions with the upper electronic state.   
At the same time, the rotational constants and TDM orientations extracted from 
the rotationally resolved spectra provide unequivocal evidence that the electronic 
excitation is completely delocalized over the two aromatic rings, with TDM directions 
consistent with excited states which are equal contributions from local excitations of 
anisole (C6H5OCH3).  In the end, this is a requirement of the symmetric configurations 
for the two conformers, in which the two aromatic chromophores are placed in equivalent 
configurations.   
 
 
Figure 6.9  Schematic adiabatic potential energy curves for the (a) tgt and (b) ttt 
conformers of DPOE showing (left) electronic delocalization of the symmetric all 12C 
structures with tunneling splittings of Δvibron=1.02 and ~1 cm-1, respectively, and 
(right) the electronic localization associated with incorporation of a single 13C atom into 









All 12C All 12CSingle 13C Single 13C
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 On this basis, one would anticipate that most other geometries that are away from 
these highly symmetric points on the excited state potential energy surfaces will be 
characterized by nearly localized electronic excitation of the two rings with even modest 
shifts of a few cm-1 in the site frequencies sufficient to cause electronic localization, since 
the nonadiabatic tunneling splittings at C2 and C2h geometries are 1 cm-1 or less.  This 
fact was brought home in dramatic fashion by the R2PI spectra of the singly 13C-
substituted isotopomer of DPOE, where shifts in the zero-point energies of the two 
excited states of 3-4 cm-1 led to substantial localization of the electronic excitation, as 
figure 6.9 illustrates.  In the ttt conformer, this turned a pair of electronic transitions in 
which one is dipole-allowed and the other dipole-forbidden into a pair of transitions that 
have nearly equal oscillator strengths, with excitation localized either on the 13C-
substituted ring or the non-substituted one, with a splitting of 3.3 cm-1.    One could 
imagine that, in the condensed phase, small asymmetries or fluctuations in the solvent 
surroundings will be sufficient to localize electronic excitation there too.  The effects of 
asymmetric solvation are seen already in the DPOE-H2O complex involving the 








6.4.2 Spectroscopic Signatures of Vibronic Coupling Involving Near-Degenerate Excited 
States 
 
We have just proven that in both the tgt and ttt conformers of DPOE, the first two 
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are separated in energy by no more than 1 cm-1 at the C2 and C2h geometries associated 
with the tgt and ttt conformers, respectively. This splitting is small compared to all 
vibrational frequencies in the tgt and ttt conformers.  As a result, each vibrational level is 
split by nonadiabatic effects into a pair of levels.  We focus in this section on the 
spectroscopic signatures of this near-degeneracy in the vibronic spectroscopy of the two 
conformers. 
In the C2 tgt conformer, both members of the tunneling doublet associated with 
each vibronic level carry oscillator strength from S0.  As a result, every vibronic 
transition in the tgt spectrum in figure 6.2 is in fact an unresolved doublet, as was shown 
in figure 6.5 to be the case at the electronic origin by high resolution spectroscopy.  
Furthermore, the strong intensities observed in the non-totally symmetric fundamentals 
result from vibronic coupling between the two states, with the S1 state borrowing 
intensity from S2 and vice versa.  Since the emission from both members of the pair is 
dipole-allowed, a strong v=0 false origin appears in the DFL spectra of both totally 
symmetric and non-totally symmetric fundamentals (figure 6.3a). 
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By contrast, the C2h ttt conformer has only one dipole-allowed electronic 
transition (Ag-Bu), but 13C R2PI spectra located the dipole-forbidden Ag-Ag origin split by 
only 3.3 cm-1.  Based on a comparison with the tgt, where a 4.7 cm-1 13C splitting arose 
from a 1.02 cm-1 non-adiabatic tunneling splitting, the two states are placed within 1 cm-1 
of one another.  As a result, once again, each vibronic band is split into a pair of 
transitions, but in this case only one member of each pair carries intensity.  Vibronic 
coupling nevertheless plays an important role in the spectrum, with the band 46 cm-1 
above the Ag-Bu origin assigned to bu symmetry R  fundamental built off the Ag 
electronic state, gaining its intensity purely through vibronic coupling.   
It is worth noting that the smaller splitting ascribed to the ttt conformer is opposite 
to the ordering of the splittings predicted by TDM model or TDDFT calculations (Table 
6.3).  One possible reason for this smaller splitting would be that the ttt conformer has a 
larger Franck-Condon quenching than tgt.  However, comparison of the DFL spectra of 
the S1 origins of ttt (Figure 6.6.3b) and tgt conformers (Figure 6.6.3a) show little 
difference between the two in the intensities of the ring modes that dominate this 
quenching factor.  In the end, the only experimentally measured quantity we report here 
for the ttt conformer is the 3.3 cm-1 splitting in the 13C R2PI spectrum, which is the 
composite of the quenched excitonic and zero-point energy effects that include 
contributions from the different sets of inter-ring modes for each conformer given in table 
6.1.  A direct measure of the splitting in the 12C isotopomer would require comparison of 
the one-photon and two-photon allowed transitions, a task left for future work. 
The adiabatic model developed by Kopec et al.16 projects non-adiabatic coupling 
onto a single effective vibrational coordinate, leading to accurate predictions for the 
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nonadiabatic tunneling splitting at the electronic origin in model homodimers.  By 
contrast, a multi-mode version of the diabatic Fulton-Gouterman model has recently been 
developed, providing a means for modeling the observed vibronic intensities in DPOE.  
The tgt conformer was not modeled due to the unresolved overlap of contributions from 
the two excited states in the excitation and dispersed fluorescence spectra.  In the ttt 
conformer, the model is able to account for the vibronic intensities in the R/ R  pair of 
interchromophore bends both in excitation and in dispersed fluorescence from the dipole-
allowed Bu origin.  Similar modeling of the intensities in the origin emission into the ring 
mode pairs 6a, 1, and 12 (in Varsanyi notation)52 at -590/-610, -802/-840, and -996/-1005 
cm-1 are similarly successful (figures 6.10-614).  Similar modeling of the Ag( R 1) 
emission (the +46 cm-1 band) accounts for the vibronically induced emission to v”=0,2.   
However, the strong emission bands from the Ag( R 1) level to transitions at -649, -849, 
and -1044 cm-1 are not accounted for in the FG model, pointing to the need for further 
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Table 6.4 presents estimates of the number of collisions experienced by DPOE 
during the lifetime of the excited state (30 nsec), assuming a gas-kinetic cross section for 
transfer between members of the tunneling doublet (coll = 75 Å2).  Under conditions 
closest to the nozzle, there are multiple collisions during the excited state lifetime, 
suggesting that the two tunneling states could have their populations equilibrated.  On the 
other hand, at x/D=38, where only 1% of the excited state molecules undergo a gas-
kinetic collision, the remaining intensity is likely to be mostly or entirely due to the 13C 
isotopomer.  Invoking these assumptions, the intensity ratio on the right of the table is the 
collision-induced intensity in the -46 cm-1 band relative to the sum of the “0” and -95 cm-
1 transitions.  This ratio falls off at a rate in keeping with the fall off in number of 
collisions.  While this data is not sufficient to quantify the magnitude of the collision 
cross section as a function of position in the expansion, it seems likely to us that very 
large cross sections for electronic energy transfer across this small tunneling doublet are 
at play, with glancing collisions with cross sections significantly exceeding gas kinetic 






Table 6.4  Fractional collision-induced intensity in the v84=0 transition of the ttt 
conformer of DPOE relative to that in the v84=±1 transitions as a function of distance 
from the nozzle in nozzle diameters, x/D. The number of gas-kinetic collisions 
experienced by DPOE in its excited state lifetime is given for comparison.  
 
 
It is interesting to consider how these studies under jet-cooled conditions in the 
gas phase transfer into condensed phase environments in which collisions are likely to 
provide an efficient means of interchromophore electronic energy transfer in 
chromophore arrays, multichromophore polymers, and the like. 
6.5 Conclusions 
We have presented detailed spectroscopic data on the close-lying S1/S2 states of 
DPOE that prove that the molecule is in the extreme limit of weak vibronic coupling.  At 
the C2 and C2h geometries, the electronic excitation is delocalized over the two rings (by 
symmetry), but the splitting between the two states is 1 cm-1 or less.  Given this weak 
coupling, it is likely that the two potential energy surfaces lie within a few cm-1 of one 
another over large regions of the torsional potential energy surface.  In this weak vibronic 
coupling limit, the excitonic splitting is best thought of as a nonadiabatic tunneling 
splitting on the lower double-minimum potential energy surfaces associated with 









electronic excitation on one or the other aromatic ring.  This splitting is more than a 
factor of 10 smaller than vertical splittings calculated via standard methods.  In light of 
this weak vibronic coupling, the smallest of perturbations to one of the rings is sufficient 
to localize the electronic excitation on one or the other ring.  This was illustrated in 
dramatic fashion in the spectra recorded for the 13C isotopomer that contains a single 13C 
atom somewhere in one or the two aromatic rings.  This zero-point asymmetry was 
enough to split the electronic origins by 4.7 cm-1 (tgt) and 3.3 cm-1 (ttt), and nearly 
completely localize the electronic excitation.  One would anticipate similar effects by 
asymmetric solvation in the condensed phase.  We will show elsewhere the interesting 
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CHAPTER 7 SOLVENT EFFECTS ON VIBRONIC COUPLING IN A FLEXIBLE 
BICHROMOPHORE: ELECTRONIC LOCALIZATION AND ENERGY TRANSFER 
INDUCED BY A SINGLE WATER MOLECULE 
7.1 Introduction 
Multichromophore arrays play an integral role in nature as antenna for the 
absorption of light and as a conduit for directing the electronic excitation to specific sites 
from which charge separation can occur.  At the heart of such processes are the excited 
state local site energies and inter-chromophore excitonic couplings in the array, which 
depend critically on the relative spatial positions, orientations, and local environments of 
the chromophores.1-2  One important component of the local environment is the exposure 
to and interaction with the solvent, which in most natural environments is water.  In the 
condensed phase, solvent effects are but one aspect of the local environment, and its 
influence can be difficult to separate from other effects.   
As a result, there is a role for studies that isolate particular aspects of the problem 
in model systems that can be studied in detail.   Investigations of isolated flexible 
bichromophores through single-conformation spectroscopy have provided unique insights 
to the intrinsic properties of close lying, vibronically coupled electronic states as a 
function of the conformation of the molecule.3-5  These have complemented elegant work 
on the close-lying excited states present in homomolecular dimers.6-7   By isolating the 
molecule in the gas phase, and cooling the molecule to its conformational zero-point 
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levels in a supersonic expansion, interrogation via single- and double-resonance laser 
spectroscopy and dispersed fluorescence (DFL) probes in exquisite detail the vibronic 
spectroscopy of each conformation and inter-chromophore coupling.3 
Here, we build on a recent study of vibronic coupling in 1,2-diphenoxyethane 
(DPOE)8-9  by forming the DPOE-(H2O)1 complex in a supersonic expansion and 
studying its single conformation infrared and ultraviolet spectroscopy. The bound water 
molecule plays a dual function, perturbing the local environments of the two 
chromophores and reporting on the perturbation via its OH stretch infrared spectrum.  To 
understand these effects, we must briefly review what is known about the DPOE 
monomer.  In the absence of H2O, DPOE spreads its population over two conformations, 
one of C2 symmetry (tgt) and the other of C2h symmetry (ttt).  The laser-induced 
fluorescence excitation spectrum and UV hole-burning spectra of the two conformers of 
DPOE are reproduced in figures 7.1a)-c).  The structures responsible for each are shown 
in figure 7.1e).  The two close-lying excited singlet states of DPOE (S1 and S2) have been 
proven to be delocalized over the two aromatic chromophores, but are extraordinarily 
weakly coupled to one another, with excitonic splittings of one cm-1 or less.8  While 
symmetry prevents seeing both electronic origins of the ttt isomer, for tgt, the S0-S1 and 
S0-S2 origin transitions are unresolved in the low-resolution spectrum in figure 7.1b), but 
have been rotationally resolved at high resolution, with a splitting of only 1.02 cm-1.8   In 
such circumstances, the effect of even a single water molecule bound to the 
bichromophore can substantially change the nature of the electronic excited states and 
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appearing in the DPOE monomer mass channel due to efficient fragmentation following 
photoionization, much as occurs in benzene-(H2O)n clusters.10-11  Figure 7.2 shows a 
portion of the R2PI spectra without (a) and with (b, c) water present in the expansion, 
when monitoring the DPOE monomer (a, b) and the [DPOE-H2O]+ mass channels (c).  
The transitions assigned to the DPOE-(H2O)1 complex appear most clearly among the 
transitions of the DPOE monomer in the monomer mass channel, with the complex 
undergoing fragmentation following photoionization with high efficiency.  This is 
analogous to the efficient fragmentation that occurred in benzene-(H2O)n clusters, in 
which the preferred geometries of the ionized clusters are very different than their neutral 
counterpart, leading to poor Franck-Condon factors to energies below the dissociation 
threshold for the complex.10, 12  The transitions in the [DPOE-H2O]+ mass channel are 
assigned to the DPOE-(H2O)2 cluster, which also fragments with near unit efficiency by 
loss of a single H2O molecule, in this case appearing in [DPOE-H2O]+ mass channel, with 
no significant interference in the DPOE+ monomer mass channel where we detect the 
DPOE-(H2O)1 complex.  As a result, the RIDIR spectra recorded for the DPOE-H2O 

















r (b) the DP










 (b) mark th
 recorded in
P
ant to the S
erved in th
 It is worth 
onomer ma
erve only d
4 will be tak
n ionization
hannel with










 water and  











, and 9320 tr
s channel w
, in proving 
c) are excl
ed fragmen



















 as a 
OE-
222 
Spectroscopic evidence points clearly to a structure for DPOE-(H2O)1 that retains 
the tgt structure for DPOE.  First, the DFL spectrum of the DPOE-(H2O)1 S1 origin 
(figure 7.3b) is nearly identical to that of the tgt isomer (figure 7.3a), with Franck-
Condon activity in ring modes that reflect the reduced symmetry of the tgt structure (C2 
symmetry) relative to the ttt conformer (C2h).  Second, resonant ion-dip infrared (RIDIR) 
spectra14 in the alkyl CH stretch (figure 7.4a) and mid-infrared regions (figure 7.4b) are 
nearly identical to those of the tgt monomer, and quite distinct from those in the ttt 
isomer.9  Although the symmetry of the ttt conformer would be reduced upon binding the 
water molecule, such structures built from the ttt scaffold are more than 7.0 kJ/mol higher 
in energy.  The alkyl CH stretch region is particularly clear in reflecting the tgt structure 
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π-cloud on the other ring.  The calculations predict OH stretch modes that are about 75% 
localized on a single OH group.17  In the mid-IR (figure 7.4c), the OH bend in DPOE-
(H2O)1 appears amidst the C=C bends of the aromatic rings at 1614 cm-1, 19 cm-1 higher 
in frequency than the free water bend (1599 cm-1), consistent with the OH group(s) 
involvement in H-bond(s).  
The calculated structure for DPOE-(H2O)1 (figure 7.1e) places the water molecule 
3.27 Å from the center of the phenyl π-cloud and 2.01 Å from the oxygen atom to which 
it is H-bonded.  At the DFT M05-2X/6-31+G(d) level of theory, the binding energy of 
DPOE-(H2O)1 was determined to be 30.3 kJ/mol after a correction for basis set 
superposition error (BSSE) using the counterpoise correction method.18-19  As a 
comparison, the binding energies of benzene-(H2O)1 and anisole-(H2O)1 at the same level 
of theory are 14.9 and 21.2 kJ/mol, respectively.  Thus, the calculated binding energy of 
DPOE-(H2O)1 is close to the sum of the binding energies of the two related complexes.  
The photodissociation spectrum presented in figure 7.5 shows gains in both the tgt and ttt  
monomer conformations.  Although no experimental determination of the binding energy 
was obtained, a single IR photon used (2929 cm-1) was enough energy to dissociate the 
cluster.  The fact that both tgt and ttt conformations are observed in the spectrum suggests 
that isomerization of the water cluster occurs prior to dissociation of the water, leading to 
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patterns in the excitation spectrum (figure 7.1d) and in the DFL from these levels (figure 
7.6) can be fit as a Franck-Condon progression in a low-frequency vibration that involves 
motion of the water molecule in re-adjusting its bridge position in response to electronic 
excitation.  That this Franck-Condon activity begins with the S1 +189 cm-1 transition 
suggests a change in electronic character beginning there.  
Figure 7.6 presents the first 300 cm-1 of the DFL spectra of the transitions +189, 
+203, and +217 cm-1 above the S1 origin of the tgt conformer of DPOE-H2O complex.  
All three spectra are comprised of two parts assignable to the S2 and S1(v) contributions 
to the excited state level.  The three transitions are assigned to the S0-S2 000 and a short 
progression in the lowest frequency vibration of the complex involving a rocking of the 
H2O molecule/DPOE framework, mode 93.  The DFL spectra in Figure S1 show how this 
Franck-Condon activity involving 93 were fit using an Excel spreadsheet based Franck-
Condon fitting program using the recursion formulae in Henderson et al.1  Stick diagrams 
in Figure S1 show the best-fit result for a displacement parameter of D=1.39.   
The remaining emission is S1(v) emission come from the portion of each excited 
state wave function due to S1(v) “background” levels that carry no oscillator strength in 
absorption, and therefore are “dark” states that are mixed with the S2 000, 931, and 932  
bright states carrying the oscillator strength in absorption from the ground state zero-
point level.  These S1(v) levels  undergo Δv=0 emission back to corresponding levels in 
the ground state, appearing with shifts from resonance fluorescence that are within a few 
cm-1 of their energy in excess of the S1 origin in excitation.  This emission is analogous to 
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DPOE-(H2O)1 is +40 cm-1 to the blue of the tgt monomer origin, similar to the +55 cm-1 
shift present in the OH…bound benzene-(H2O)1 complex.10, 12  By contrast, the anisole-
(H2O)1 complex, in which H2O binds to the phenoxy oxygen, produces a blue shift of 119 
cm-1 relative to anisole monomer,15 suggesting that the S2 state in DPOE-(H2O)1, which 
appears at +189 cm-1, involves excitation of the aromatic ring to which the H2O molecule 
is bound by donating a H-bond to the phenoxy oxygen.  Thus, the single H2O molecule 
has played an active role in perturbing the excited states of the tgt isomer, localizing the 
electronic excitation on one or the other ring, and splitting the two excited states by 189 
cm-1. 
In order to probe how the H2O molecule responds to electronic excitation on 
either ring, excited state RIDIR spectra were recorded.  To that end, figure 7.7 presents 
OH stretch RIDIR spectra following excitation of the S1 origin (figure 7.7b) and S2 origin 
(figure 7.7c), respectively, contrasting them with the ground state spectrum (figure 7.7a).  
The spectrum out of the S1 zero-point level shows that the O-bound OH stretch is 
unchanged in frequency (3598 cm-1) relative to its ground state value (3597 cm-1).  
However, the -bound OH group shifts -16 cm-1 to lower frequency, consistent with a 
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with the blue-shift in the electronic origin of the S2 state, which can be interpreted as the 
difference in binding energy of the DPOE-(H2O)1 complex between S0 and S2 states, with 
S2 state smaller by 189 cm-1.   If this interpretation of the S2 RIDIR spectrum is correct, it 
indicates that the transition assigned to the S2 origin is actually a mixed S1/S2 state, 
gaining most of its oscillator strength in excitation from the S2 zero-point level, but 
showing its mixed character in the doubling of the OH stretch IR fundamentals.   
As a check on this interpretation, the mixed excited state character should also be 
evident in the DFL spectrum of the S2 origin, which is shown in Figure 7.3c).  Indeed, 
while the emission near the resonance peak (relative wavenumber ‘0’) displays a Franck-
Condon progression in a 16 cm-1 mode characteristic of emission from the S2 state, the 
large band at -192 cm-1 shows little such Franck-Condon activity, and is much more like 
the S1 state in this respect.  Furthermore, its wavenumber position (-192 cm-1) accesses 
levels in the S0 state that are within a few cm-1 of the energy excited above the S1 origin 
(189 cm-1).  This emission is characteristic of S1(v) character in the mixed vibronic state 
where the density of states is about 6 states per cm-1, displaying v=0 Franck-Condon 
factors in its emission back down to the ground state.  More generally, the DFL spectrum 
of Figure 7.3c) can be understood as a sum of spectra from an electronically mixed upper 
state, with partial S2(00) and partial S1(v) character.  This spectroscopic signature of 
mixed electronic character has been identified in previous studies of flexible 
bichromophores, and has been studied in some detail in diphenylmethane,3 bis-(2-
hydroxyphenyl)methane,4 and bis-(4-hydroxyphenyl)methane.5, 22  Even the relative 
integrated intensities of the S1- and S2-components of the emission (59%:41%, S1:S2) are 
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in keeping with the relative intensities of the OH stretch depletions ascribed to S1 and S2 
character in the infrared (53%:47%, S1:S2).   
It is evident, then, that this single water molecule plays an extraordinary role as a 
solvent molecule, binding as a hydrogen-bonded double-donor bridge between the two 
chromophores in an asymmetric configuration, interacting principally with the cloud of 
one ring and the phenoxy O-atom of the other.  In so doing, it localizes the electronic 
excitation of this weakly coupled bichromophore and produces local site energies for the 
two electronic chromophores that differ by almost 200 cm-1.  Each OH group of the 
solvent H2O then responds to the chromophore to which it is principally bound, reporting 
on the strength of its H-bonds and on their changes in strength with electronic excitation.  
Finally, the S2-state OH stretch spectrum shows clear evidence for the mixed excited state 
character of the level, with frequencies and intensities that reflect the S1 and S2 
components of the mixing.  In this sense, the water molecule also provides a means by 
which, via proper choice of wavelength, the initial excitation can be directed to one or the 
other chromophore.  Furthermore, in a time-domain experiment on the DPOE-(H2O)1 
complex with a suitably short UV excitation pulse, initial absorption to the S2 state would 
localize excitation on the chromophore to which water is O-bound, with electronic energy 
transfer occurring to the -bound chromophore.  We anticipate the presence of quantum 
beats in the emission when monitoring the S2 or S1(v) emission.  These quantum beats 
may have a similar physical origin to those observed in photosynthetic chromophore 
arrays in solution.1-2  The extent to which the water molecule also mediates electronic 
energy transfer and/or coherent wave packet evolution is a subject worthy of further 
investigation from both theory and experiment. 
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7.3 Conclusions 
Size and conformation-specific ultraviolet and infrared spectra are used to probe 
the effects of binding a single water molecule on the close-lying excited states present in 
a model flexible bichromophore, 1,2-diphenoxyethane (DPOE).  The water molecule 
binds to DPOE asymmetrically, thereby localizing the two electronically excited states on 
one or the other ring, producing a S1/S2 splitting of 190 cm-1.  Electronic localization is 
reflected clearly in the OH stretch transitions in the excited states.  Since the S2 origin is 
imbedded in vibronic levels of the S1 manifold, its OH stretch spectrum reflects the 
vibronic coupling between these levels, producing four OH stretch transitions that are a 
sum of contributions from S2-localized and S1-localized excited states.  The single 
solvent water molecule thus plays multiple roles, localizing the electronic excitation in 
the bichromophore, inducing electronic energy transfer between the two rings, and 
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CHAPTER 8 BINDING WATER CLUSTERS TO AN AROMATIC-RICH 
HYDROPHOBIC POCKET: [2.2.2]PARACYCLOPHANE-(H2O)N, N=1-5 
8.1 Introduction 
[2.2.2]paracyclophane is a prototypical macrocycle with fascinating properties 
both as a multichromophore and as an aromatic-rich binding pocket for various ligands.  
More commonly known as tricyclophane (TCP), it incorporates three phenyl rings into 
the macrocycle, with ethano bridges substituted at para positions on the rings acting as 
linker groups between the rings, which can reorient to some degree to accommodate 
various binding partners.  In the absence of a ligand binding partner, the three phenyl 
rings adopt a face-to-face orientation much like [2.2]paracyclophane,1-4 but with an 
increased distanced and increased dihedral between ring planes.    
TCP is predicted by calculations to have two low-lying conformational minima, 
one with C3 symmetry, and the other with C2 symmetry, depending on the configuration 
of the ethano bridges relative to one another.  As Figure 8.1 shows, the carbon atoms in 
the ethano bridges are labeled as ‘u’ or ‘d’ to denote whether they are up or down relative 
to the plane that intersects the centers of the three rings.  In a previous study of the single-
conformation spectroscopy of TCP in the gas phase, a single conformer of TCP was 
observed following cooling in a supersonic expansion, and assigned based on evidence 
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One of the motivations for studying the spectroscopy of TCP is its status as a 
model trichromophore, with three chemically equivalent ultraviolet chromophores built 
into the macrocycle.  Thus, we anticipate that the ultraviolet spectrum will reflect the 
presence of the three excited states in close proximity.  When more than one ultraviolet 
chromophore is present, the vibronic spectroscopy itself is fascinating due to these close-
lying excited states.  Here the size of the excitonic splitting and the degree of localization 
or delocalization of the electronic excitation depends intimately on the relative distance, 
orientation, and symmetry of the three chromophores.6  Earlier studies have focused 
attention on similar issues in bichromophores and molecular dimers, leading to state-to-
state understanding of the vibronic coupling between the two intermingled excited states.  
Among the recent subjects of study are diphenylmethane,7-8 bis(2-
hydroxylphenyl)methane,9 bis(4-hydroxylphenyl)methane,10 1,2-diphenoxyethane,11 
benzoic acid dimer,12 2-aminopyridine dimer,13 and others.  Significant new insights have 
come from the quantitative multi-mode theoretical modeling by Köppel, Leutwyler and 
co-workers14 and Nebgen and Slipchenko.15  TCP, a trichromophore, is a natural 
extension to these studies with three close lying excited states.  However, here, the 
flexibility of TCP is limited by the formation of the macrocycle, placing the three 
ultraviolet chromophores in well-defined orientations, a subject more thoroughly 
investigated in [2.2]paracyclophane and its derivatives.1, 4, 16-18 
While the present work will necessarily touch on the vibronic spectroscopy of 
TCP, a detailed consideration of TCP and TCP-(H2O)n clusters as trichromophores is left 
for a future study that incorporates theoretical modeling which can help guide the 
interpretation of the complicated vibronic spectroscopy.  Instead, the primary objective of 
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the present work is to probe how well-defined numbers of H2O molecules bind to the 
TCP binding pocket.  Our focus will be on TCP-(H2O)n clusters with n=1-5.  
In one sense, the study of TCP-(H2O)n clusters is thus of the same genre as 
previous work directed towards the study of the conformational preferences and ligand 
binding of other prototypical macrocycles such as crown ethers and calixarenes.  The 
general objective is to determine where and how the ligand binds to the host molecule, 
especially when a large geometry change is observed for the host to accommodate its 
guest.  In several of these studies, multiple ultraviolet chromophores have been 
incorporated into the host guest complex, with interesting binding properties and 
photophysics resulting from the proximity and stiffness of the aromatic substituents.  In 
the case of the crown ethers, the chromophores are incorporated into a macrocycle that 
does not require the presence of the chromophore itself, while the calixarenes have the 
ultraviolet chomophores built directly into the macrocycle itself.  Both crown ethers and 
calixarenes have ether or OH groups which are natural hydrogen bond acceptor sites for 
H2O molecules.  For the crown ether-(H2O)1,2 complexes, the first water molecule has 
generally been observed donating both hydrogen atoms to the oxygen rich macrocycle, 
with the second water binding to either the opposite side of the mactrocycle or to the first 
water molecule.19-24   However, the recent study by Kusaka et al. proved that the 
calyx[4]arene-(H2O)1 complex preferentially binds the water molecule to the interior of 
the cavity through water OH…π interactions with the four aromatic rings.25-27  In so doing, 
the water molecule did not perturb the four intramolecular OH…OH hydrogen bonds that 
cap the calix[4]arene.       
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   The spectroscopy of TCP-(H2O)n clusters also bears a natural and important 
connection with other aromatic-(H2O)n clusters, principally with the prototypical 
aromatic benzene.28-29  Benzene-(H2O)n clusters with n=1-9 have been studying using 
resonant two-photon ionization (R2PI) spectroscopy and resonant ion-dip infrared 
(RIDIR) spectroscopy, two of the primary tools used in the present work.  In the cases 
where definitive structures have been assigned, all benzene-(H2O)n clusters incorporate 
the lowest-energy structure for the pure (H2O)n clusters, with benzene sitting of the 
“surface” of the cluster and bound to it by a π H-bond involving one of the otherwise free 
OH groups on the water cluster.   
Since benzene offers its open face to binding a single water molecule, this π-
bound H2O molecule can undergo large-amplitude tumbling about the benzene π cloud, 
showing evidence of this tumbling through  which can tumble about  the single aromatic 
ring, showing evidence thereof through strong combination bands involving the low 
frequency H2O librations built off the anti-symmetric stretch fundamental.30  Larger 
(H2O)n clusters interact in a less symmetric fashion with the benzene π cloud, but the 
presence of benzene is readily apparent in the infrared spectrum, producing a π-bound 
OH stretch fundamental near 3650 cm-1, and redistributing the intensities and shifting the 
frequencies of the H-bonded OH stretch fundamentals of the (H2O)n clusters.  
By contrast, in TCP-(H2O)n clusters, the binding pocket is more complicated, with 
three aromatic rings facing each other along the nominally triangular walls of the 
macrocycle. A first question we seek to address is whether the H2O molecule(s) bind to 
the interior or exterior of the pocket.  This question is intriguing in part because the 
interior has a radius of ~5 Å, similar to that of a single-walled carbon nanotube.31  The 
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binding of H2O molecules to carbon nanotubes is an on-going subject of intense 
investigation, as is the transport of single water and water chains along its tubular axis.  
Furthermore, TCP mimics the sub-nanometer diameter transmemebrane aquaporins, 
where the efficient transport of water through the cell membrane occurs.32  TCP bears a 
structural resemblance to a single ring of a carbon nanotube or aquaporin, especially with 
regards to the diameter and hydrophobicity,32 and studies of the spectroscopy of water 
confined by TCP may shed some light on how water binds and moves in these nanotubes. 
As we shall see, the R2PI and OH stretch infrared spectra of TCP-(H2O)n, n=1-5 
reflect structures in which the water molecule(s) take up a principal binding site on the 
interior of the macrocycle.  The first water binds sitting atop TCP, pointing both 
hydrogen atoms into the aromatic rich pocket, while the second water engages in a H-
bond as donor to the first.  The n=3-5 structures are all cyclic water clusters, with one 
free OH pointing into the TCP interior.  The H-bonded OH stretch regions of these 
clusters are remarkably similar to their benzene-(H2O)n counterparts.  With increasing 
size the cycles begin to spill out of, and wrap around the walls of the macrocycle.  In n=5, 
there is spectroscopic evidence for formation of a second H-bond, probably to the 
exterior in n=5.  We also study the effects of electronic excitation of TCP on the OH 
stretch infrared spectrum of TCP-(H2O)n, n=1-3, which show selective shifts of the OH 




8.2.1 R2PI and IR-UV Hole-Burning Spectra 
Previously, we reported on the conformational preferences of TCP monomer, 
developing a reduced dimension Hamiltonian with off-diagonal cubic couplings to model 
the alkyl CH bend/stretch Fermi resonance couplings present in the alkyl CH stretch 
region.5  The first-principles model was able to distinguish between the two predicted 
isomers calculated to have C2 (ud/du/du) and C3(du/du/du) symmetry, where up (u) and 
down (d) designate the position of the ethyl group carbons connecting the phenyl rings 
relative to the plane formed by the centers of the three phenyl rings.5  UV holeburning 
spectroscopy was used to prove that a single conformer is responsible for all observed 
vibronic transitions (figure 8.2), apart from a weak transition +8 cm-1 above the S1 origin 
of the main conformer, tentatively assigned to a second conformer with minor population.  
Based on the vibronic spectroscopy and infrared spectrum of the main conformer, it was 
assigned to the C2 symmetry structure presented in figure 8.1.   
As a trichromophore, the vibronic spectroscopy of the TCP monomer is 
fascinating in its own right due to the presence of three close-lying, coupled excited 
states.  Evidence for the presence of more than one excited state is most readily apparent 
in the set of strong transitions approximately 100 cm-1 above the S0-S1 origin (figure 8.2).   
However, the excitonic splittings and vibronic coupling in TCP and its water containing 
clusters is outside the scope of the present paper, and will be addressed elsewhere.  
Here, we focus attention on the spectroscopy of TCP-(H2O)n  clusters with n=1-5, 
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Table 8.1  A comparison between the experimental S0-S1 origin shifts for TCP-(H2O)n 
and Benzene-(H2O)n.  †Shifts relative to the TCP monomer are listed in parentheses.  
‡Benzene-(H2O)n shifts are relative to the 601 transition due to the dipole forbidden origin 
of benzene monomer.  The percent fragmentation for the TCP-(H2O)n clusters is also 
listed.   
 
 
Notably, TCP-(H2O)1 and TCP-(H2O)2 undergo efficient fragmentation following 
photo-ionization, while n=3-5 hardly fragment at all.  This behavior is most clearly 
observed in the set of R2PI spectra reported in Figure 3, where contributions attributable 
to the dissociation of the n=3-5 clusters into the n=0-2 R2PI spectra are negligible.  As 
has been described in detail elsewhere,40 efficient fragmentation following 
photoionization results from a large change in the preferred geometry of the H2O 
molecule(s) that accompanies photoionization of TCP.  The nature of this geometry 
change will be better evaluated once the structures of the netural TCP-(H2O)n clusters 
have been established.   However, one anticipates, based on previous experience with 
bound solvents to benzene (e.g., benzene-H2O39 or benzene-HCl40), that TCP-H2O and 
TCP-(H2O)2 engage H2O in a  H-bond with the positive end of its dipole nearest the 
Cluster Size (n)
Exp. S0 - S1    
(cm-1)†
Percent 
Fragmentation Cluster Size (n)
Exp. S0 - S1   
(cm-1)‡
n = 1 36365 (-64) > 90 % n = 1 +49
n = 2 36313 (-116) ~ 50 % n = 2 +75
n = 3 36397/36402    
(-32/-27)
< 1 % n = 3 +98
n = 4 36348 (-81) < 1 % n = 4 +100
n = 5 36347 (-82) <1 % n = 5 +97
TCP-(H2O)n Benzene-(H2O)n
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TCP pocket.  Upon photoionization, the positive charge on TCP would preferably bind 
H2O with its O-end towards the  cloud.  Vertical photoionization then places the cation 
cluster well above its adiabatic ionization threshold, where fragmentation by loss of H2O 
can occur.  The fact that this fragmentation is much reduced with n=3-5 suggests a 
significant change in the nature of the interaction of the water cluster beginning with the 
water trimer. 
Another striking feature of the R2PI spectra are the observed electronic frequency 
shifts for the S0-S1 transitions of the TCP-(H2O)n clusters relative to the TCP monomer.  
As figure 8.2 and table 8.1 show, the S0-S1 origins of TCP-(H2O)n are consistently red-
shifted from TCP monomer, a direction opposite to that found in the benzene-(H2O)n, 
which were consistently blue-shifted.41  Furthermore, the magnitude of the shift is not 
monotonic, with shifts of -65, -116,  -30, -81, and -82 cm-1 for n=1-5, respectively.   Once 
again, the largest and smallest shifts occur for n=2 and n=3, suggesting again a major 
structural rearrangement.  The interpretation of this electronic frequency shift is 
complicated by the presence of the three UV chromophores, whose uncoupled excited 
states could in principle shift independently, and even in opposite directions, from one 
another, depending on the nature of each ring’s interaction with the H2O molecule(s).  
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the TCP-(H2O)1 S0-S1 origin occurring at 36364 cm-1 is red shifted by -65 cm-1 from the 
monomer origin at 36429 cm-1, opposite in direction to the shift observed in benzene-
(H2O)1, which is blue shifted by +55 cm-1 from benzene monomer.41  Presumably, if the 
water molecule was bound to the outside of the TCP macrocycle, a similar blue shift of 
the electronic origin would be observed.  Furthermore, compared to the TCP monomer, 
the low frequency modes associated with the in-phase and out-of-phase ring torsions are 
shifted to higher frequency in TCP-(H2O)1.  Stiffening these low frequency vibrations is 
consistent with an intimate involvement of the H2O with the three phenyl rings.   
Hole-burning methods were required to record the UV spectrum of TCP-(H2O)1.  
Given the efficient fragmentation of the complex into the monomer mass channel, the 
transitions above the S0-S1 origin due to TCP-(H2O)1 were hard to observe amidst the 
much stronger transitions due to TCP monomer.  As a result, IR-UV hole-burning was 
carried out in the TCP-(H2O)1+ mass channel, where the primary interference was due to 
TCP-(H2O)2.  The results are shown as the red trace in figure 4.  As already mentioned, 
the TCP-(H2O)1 S0-S1 origin occurring at 36364 cm-1 is red shifted by -65 cm-1 from the 
monomer origin at 36429 cm-1, opposite in direction to the shift observed in benzene-
(H2O)1, which is blue shifted by +55 cm-1from benzene monomer.41  Presumably, if the 
water molecule was bound to the outside of the TCP macrocycle, a similar blue shift of 
the electronic origin would be observed.  Furthermore, compared to the TCP monomer, 
the low frequency modes associated with the in-phase and out-of-phase ring torsions are 
shifted to higher frequency in TCP-(H2O)1.  Stiffening these low frequency vibrations is 
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To gain a better insight to the binding motifs and H-bonded networks present in 
TCP-(H2O)n clusters,  ground and excited state infrared spectra in the OH stretch region 
were obtained for the TCP-(H2O)n clusters.  The RIDIR spectra are compared to 
vibrational frequency calculations at the DFT ωB97X-D/6-311+g(d,p) level of theory, the 
same level of theory that was required to account for the observed conformations of TCP 
monomer.5  Based upon the similarity between the experimental alkyl CH stretch spectra 
of the TCP monomer and TCP-(H2O)1,2 clusters, the TCP monomer was observed to 
maintain its C2 symmetry structure when binding the first two water molecules.  While 
we have no direct proof that this still holds in n=3-5, we carried out structure 
optimizations and vibrational frequency calculations only on structures that incorporate 
TCP in its C2 structure, with ud/du/du geometry. 
8.2.2 RIDIR Spectra in the OH Stretch Region 
Figure 8.6a presents the ground and excited RIDIR spectra of TCP-(H2O)1 in the 
OH stretch region while monitoring the ion signal with UV laser fixed on the R2PI 
transition at 36355 cm-1.  For comparison, the OH stretch RIDIR spectrum of benzene-
(H2O)1 is shown as the top trace, while the predictions for the IR spectra of TCP-H2O 
based on the B97X-D calculations are shown as stick spectra.  The experimental ground 
state spectrum is consistent with the water molecule acting as a double-donor into the 
pocket, forming π-hydrogen bonds with both its OH groups to the interior of the C2 
symmetry conformer of TCP monomer.  Both interior and exterior binding motifs are 
shown in figure 8.6b, with the latter more stable by 5.73 kJ/mol.  The splitting between 
the symmetric and antisymmetric OH stretch fundamentals in the experimental spectrum 
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is 69 cm-1 in the ground state.  The calculated splitting for the interior (67 cm-1) and 
exterior minima (78 cm-1), also point to the interior structure as that observed 
experimentally. 
In both the ground state and excited state spectra, the antisymmetric stretch region 
has several transitions, reminiscent of the spectrum of benzene-(H2O)1 shown above it.  
In the case of benzene-(H2O)1 these extra transitions were ascribed to the nearly free 
internal rotation and torsional tumbling motion of the H2O on the surface of the benzene 
ring.  For TCP-(H2O)1, the splitting between the these transition is significantly less, with 
the smallest splitting in the ground state spectrum being 4 cm-1.  Possible sources of these 
extra transitions are considered further in the Discussion section. 
The observed ground state splitting changes in the excited state to approximately 
9 cm-1.  In the excited spectrum, the symmetric and antisymmetric stretch vibrations are 
red shifted by -15 and -23 cm-1 respectively.  The shifts of the OH stretch fundamentals to 
lower frequency upon electronic excitation, coupled with the red-shifted S0-S1 origin of 
TCP-(H2O)1, support a higher binding energy of water to the electronically excited state 























b) the two c
xperimental
figure 8.7a. 
er.  The low
t can only 
H2O)2 struc
ocket, or w







 S0 and S1




















 acting as a 
re where th
cited state O

















-bond.  On 
 interior an













sides of the 
 dimer struc
he second w
r or as a don















was determined to be the global minimum, with the acceptor structure predicted to be 
15.6 kJ/mol less stable.  In what follows, we employ a nomenclature in which each water 
molecule is labeled by the H-bonds in which it is involved, with a capital letter (D or A) 
indicating donor or acceptor to another water molecule, and small letter (d) for a π H-
bond to TCP.  Thus, the global minimum structure is Add/D, while the 15.6 kJ/mol 
structure is Dd/A. 
In the experimental spectrum, the  two center-frequency transitions are due to two 
π hydrogen bonds to the TCP pocket, separated by 70 cm-1, similar to that in TCP-(H2O)1, 
but shifted down in frequency by approximately 32 cm-1.  There is a single free OH 
stretch transition occurring at 3712 cm-1 and a cooperatively strengthened hydrogen 
bonded OH stretch at 3475 cm-1.  Comparison of the two calculated spectra with 
experiment point clearly to the D/Add structure as that observed.  
Comparison of the excited state OH stretch spectrum with its ground state 
counterpart shows clearly how the water molecules respond to electronic excitation of the 
TCP binding pocket.  Note that both π hydrogen bonded OH stretch fundamentals are 
shifted down in frequency by -23 cm-1.  This confirms our assignment of the middle two 
transitions in the ground state TCP-(H2O)2 OH stretch spectrum to the TCP-bound water.  
Interestingly, the magnitude of shift (-23 cm-1 compared to -15 cm-1 in TCP-H2O) 
indicates that the water molecule that is bound to the TCP pocket in TCP-(H2O)2 interacts 
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similar in appearance to one another, and one must look to more subtle features to 
distinguish between them.  First, the experimental spectra of TCP-(H2O)3 are very 
similar in appearance to that of benzene-(H2O)3, which is due to a H-bonded cycle.  
Second, the splitting between the transitions at 3641 and 3557cm-1 (84 cm-1) is too large 
to be assigned to a double-donor H2O like that in the chain structure, which has splittings 
of 69 and 62 cm-1 in TCP-(H2O)1,2.  Third, the presence of two nearly isoenergetic 
isomers is most easily accounted for via the CW and CCW cycles.  Finally, the 
fragmentation and electronic frequency shifts in the UV spectra of TCP-(H2O)3 point to a 





































 two CW an
er #3 (see t
spectra in th
ssociated w
.   
ch spectra a










  Figure 8.
 water cyc
r numberin
















s.  In 
cting 
258 
principally with a single phenyl ring, and points its free OH group either up or down with 
respect to the phenyl ring.  Although we are unable to definitively assign the TCP-(H2O)4 
spectrum to a particular CW or CCW structure, evidence supports a structure pointing the 
hydrogen atom associated with water molecule #3 (see the numbering in the figure) away 
from the phenyl ring, nominally ‘up’.  In so doing, the water network increases its 
interaction with TCP, gaining CH···O interactions from all three water molecules (#2/#4) 
not engaged in the principle  H-bond with the interior, thereby increasing the over-all 
strength of binding of the water tetramer cycle to TCP.  This increased binding may 
contribute to the lack of fragmentation of TCP-(H2O)4 following photoionization. 
The TCP-(H2O)5 spectrum shown in figure 8.10 is perhaps the most interesting of 
the water cycle structures.  While its H-bonded OH stretch region is remarkably similar 
to the benzene-(H2O)5 OH stretch spectrum, its spectrum in the free/π-bound region is 
significantly more complicated.  Much like benzene-(H2O)5 there is a π hydrogen bond to 
the center of TCP, with its OH stretch fundamental at 3639cm-1, a value close to that in 
TCP-(H2O)3,4 and in benzene-(H2O)3-5.  The free OH stretch transitions appear as a 
closely-spaced doublet with a 2:1 intensity ratio, consistent with the presence of three 
free OH stretches in two different local environments (#2/#4 and #3).  Most intriguing, 
the OH stretch fundamental at 3676 cm-1 is two low in frequency to be a free OH stretch, 
serving as a signature that the water pentamer cycle is able to wrap around the TCP cage 
and interact a second free OH with the outside of one of the phenyl rings.  In this sense, 
the pentamer cycle is “spilling out” of the TCP binding pocket, and is thereby capable of 
forming one weak and one strong π H-bond with the two faces of the same phenyl ring, 
as the structures in figure 8.10b show. 
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The interior of the TCP pocket must be a bit too small and/or too electron rich to 
accommodate the H2O molecule taking up residence completely inside the pocket.  The 
calculated binding energy for TCP-(H2O) is 20.6 kJ/mol at the ωB97XD/6-311+g(d,p) 
level of theory, after correction for basis-set superposition error BSSE. This is 8.8 kJ/mol 
greater than the benzene-H2O binding calculated at the same level of theory. 
The side-on approach of the H2O molecule to the entire TCP binding pocket 
means that its interaction with any one of the three phenyl rings is quite different from 
that in benzene-H2O, in which the water molecule’s vibrationally-averaged position is on 
the six-fold axis of benzene, with the two hydrogens pointing (nominally) towards the 
phenyl ring in forming  H-bonds.  It is worth noting that the atop site is reminiscent of 
what is anticipated for the best way for H2O to interact with the interior of carbon 
nanotubes, in which H2O is thought to prefer a position near the nanotube axis, with its 
hydrogens pointing toward the nanotube walls. 
As Pribble et al. described in some detail,30 one of the most striking aspects of the 
structure of benzene-H2O is the large-amplitude motion the H2O molecule even at its 
zero-point level.  As the top trace of figure8. 6(a) shows, this “tumbling” of the H2O 
molecule on the  cloud of benzene produces an OH stretch infrared spectrum with 
transitions that reflect this tumbling in dramatic fashion.  The H2O molecule undergoes 
nearly free internal rotation about the six-fold axis of benzene (angle ), with m=0 () 
and m= ±1 () levels that correlate with para and ortho modifications of H2O.  The 
different nuclear spin statistics prevents cooling between these levels, thereby producing 
an OH stretch infrared spectrum that reflects transitions out of both and internal rotor 
levels.  In addition, the water molecule undergoes LAM in the plane of the H2O 
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molecule, along its torsional angle  in a double-minimum potential well that exchanges 
which H is pointing towards the  cloud.  In so doing, the dependence of the dipole 
moment, produces combination bands involving the OH stretch/torsion that are nearly as 
intense as the OH stretch fundamentals themselves.  Analysis of the observed infrared 
transitions provided the shape of the -dependent potential. 
The OH stretch region of TCP-H2O reflects the preference for double over single 
donation into the binding pocket in the frequencies of the (nominally) symmetric and 
antisymmetric stretch fundamentals (3615 cm-1 and 3684 cm-1, respectively).  As figure 
8.6 shows, the symmetric stretch is shifted down by -16 cm-1 from its value in benzene-
H2O, and -42 cm-1 relative to the free H2O monomer.  The 69 cm-1 splitting between SS 
and AS is 30% less than that in H2O monomer (3657 / 3756 cm-1).  This reduction in 
splitting is observed in other circumstances in which the H2O molecule engages both its 
OH groups in H-bonds (e.g., crown ethers, carboxylate anion).  This reduction in splitting 
is typically associated with a reduction in the bond angle for H2O, which leads to smaller 
inter-bond coupling as the angle approaches perpendicular.  According to the B97X-D 
calculations, TCP-H2O has a bond angle of 102.5o, compared to 105.2o for the H2O 
monomer. 
What is perhaps most striking about the OH stretch spectrum of TCP-H2O is the 
presence of a set of five transitions in the (nominally) AS region, with frequencies of 
3614.6, 3683.8, 3687.8, 3690.8, 3696.7, and 3700.0 cm-1.  In many ways, this set of 
transitions looks like a compressed version of the set of transitions observed in benzene-
H2O, suggesting that large-amplitude motion and tumbling of the H2O molecule in the 
TCP pocket may be responsible for them. 
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Two limiting-case scenarios need to be considered.  First, the extra transitions in 
the AS region may result from the presence of unresolved isomers.  According to the 
calculations, the H2O molecule prefers to line up along the C2 symmetry axis of the 
ud/ud/du conformer of TCP (figure 1a). In this orientation, one OH group points toward 
the center of the ‘base’ phenyl ring, while the other OH points mid-way between the two 
‘side’ phenyl rings.  There should be two other nearly degenerate orientations for the H2O 
molecule, placed ±120o from this position.  If the potential energy surface supports 
minima at each of these orientations, with barriers separating them that prevent cooling 
between them on the time-scale of the expansion, then the R2PI spectrum could contain 
contributions from all three.  If the electronic frequency shifts between them are small, 
the R2PI wavelength used for recording the RIDIR spectrum would contain contributions 
from all three.  If the AS fundamentals of each isomer are slightly different, they would 
give rise to the observed structure.   
In order to test this possibility, we carried out IR-UV holeburning scans sitting 
with the IR holeburn laser on different members of the set of transitions in the AS region.  
No clear shifts in the R2PI spectrum were observed.  Furthermore, the presence and 
stability of minima at the other orientations in the binding pocket is hard to establish 
clearly, varying with the level of theory used. 
In the opposite limit of free internal rotation in the pocket, the spectrum of TCP-
H2O should be qualitatively similar to that of benzene-H2O, with transitions spread over a 
much wider range of frequencies than observed experimentally. 
The actual potential energy surface in which the water molecule moves is likely to 
be somewhere between these high barrier and free limits  It is likely, then, that the 
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corrugation and asymmetry in the potential energy surface for large-amplitude motion of 
the H2O molecule in the TCP binding pocket is more restricted than that in benzene-H2O.  
Nevertheless, if the H2O molecule can undergo internal rotation and tumbling motion that 
leads to ortho/para H2O levels between which cooling cannot occur, this would still be 
reflected in the presence of a series of OH stretch/torsion combination bands.  The 
question is whether the frequency spread, splittings, and intensity patterns can be 
accounted for with potentials that are reasonable. 
We take here a first step towards providing such a model.  The anti-symmetric 
OH stretch region of TCP-(H2O)1 was simulated by confining the water molecule to a 1-
D torsional potential in both the ground and excited vibrational states and solving the 
hindered rotor Schrödinger equation 





    (1) 
The rotation of the water molecule is assumed to be nearly coaxial with TCP in a 
nominally six-fold barrier, with the internal rotation constant taken as the ‘b’ inertial axis 
of free H2O, =16 cm-1.30  The torsional potential was therefore approximated as a 
symmetric periodic potential with a truncated Fourier series containing elements from 
(Vn = 2, 4, 6) to account for the two-fold and nearly three-fold symmetry of H2O and TCP, 
respectively. 
  6 )cos1(21)( n n nVV        (2) 
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The eigenvalues and eigenvectors were determined variationally by diagonalizing 
the Hamiltonian for internal rotation with a basis of 50 expanded cosine/sine free rotor 








        (3) 




'', )(sin)()(cos)(  vvvvvvI    (4) 
assuming the electric field vector is parallel to the z-axis of the TCP-(H2O)1 complex. 
Given the lack of collisional cooling between the lowest ortho and para nuclear spin 
states of H2O, the calculated intensities were weighted by the nuclear spin statistical 
weights for transition originating from the ortho (m = 1, IH = 3) and para (m = 0, IH = 1) 
levels in the ground vibrational state.  Figure 8.11 provides a theoretical prediction that 
matches experiment reasonably well in terms of the over-all number and approximate 
spacing of the transitions.  No attempt was made to fit the periodic potential via 
minimizing the least-squares between the relative experimental frequencies and the 
calculated eigenvalues, since the goal was to see whether such a simple model could 
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involves only motion of the hydrogens of H2O.  The y-axis contains the C2 symmetry axis 
of the TCP monomer, giving rise to the V2 and V4 terms and the two degenerate minima 
on the potential energy surface.  Despite the magnitude of the V6 terms in the potentials, 
the barriers to rotation are only a small fraction (<10%) of the calculated BSSE corrected 
binding energy for the cluster, which is calculated to be 2057 cm-1 (20.6 kJ/mol).  
Overall, the model reproduces the six transitions observed experimentally with only 
minor discrepancies in the relative frequencies.  The intensities are not as well 
reproduced, probably pointing to the need for further refinement of the model, which is, 
after all, only a one-dimensional model.  For instance, it is likely that the actual hindered 
rotor pathway incorporates some heavy atom motion as well, since the global minimum 
structure for TCP-H2O predicts that the O-atom is off the (near) 3-fold axis of TCP.   
There is a substantial opportunity for further theoretical effort in seeking a 
quantitatively accurate potential energy surface for H2O molecule’s motion in the TCP 
pocket, and then modeling the OH stretch spectrum that would arise.  From an 
experimental stand-point, analogous studies of TCP-HOD and TCP-D2O would be 
helpful in providing further constraints on the potential energy surface. 
8.3.2 Perturbations Imposed on Water Clusters by TCP 
Having established the mode of binding of the first H2O molecule to TCP, we 
consider here in more detail the structures and mode of binding of water clusters 
containing 2-5 water molecules in order to better understand the development with cluster 
size of the interaction with TCP.  Figure 8.11 presents an overview of the ground state 
RIDIR spectra for the entire set of clusters, comparing them with that of liquid H2O at 
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room temperature.  A major deduction of the present work is that water clusters varying 
from dimer to pentamer all take up H-bonding architectures that are the same ones 
preferred by pure water clusters in the absence of the TCP solute.  It is noteworthy and 
intriguing that the frequency range subtended by the TCP-(H2O)n spectra approach the 
full range present in liquid H2O already with n=5.  Since there is a strong correlation 
between OH stretch frequency and H-bond distance and strength,43 one can anticipate on 
this basis that the H-bonded networks present in these small water clusters have H-bond 
strengths that are similar to the best environments present in the liquid.   
  In TCP-(H2O)2 (Figure 8.5b), the water molecule bound to TCP acts as the 
acceptor H2O in the water dimer, while the second water acts as single-donor to the first.  
This is not surprising in the sense that one anticipates water-water binding to be stronger 
than the interaction of a second water molecule with another site on the TCP (presumably 
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donation to TCP to single donation as the other OH is incorporated into the H-bonded 
water cycle.  That this should occur in TCP-(H2O)3 is not obvious, given the weak H-
bonds present in the trimer cycle.  In fact, calculations predict that the TCP-(H2O)3 chain 
is nearly isoenergetic with the cycle (figure 8.6b).  Given this fact, the exclusive presence 
of the cycle in TCP-(H2O)3 could point to a cluster formation mechanism in which the 
water trimer cycle is formed first and binds to TCP as a final step.   
In many ways, the perturbations imposed on the water cycles by TCP are similar 
to those present in benzene-(H2O)3-5.  The spectra of the free water cycles have just two 
types:  free (F) and H-bonded.  The H-bonded OH stretch transitions decrease in 
frequency as the cycle increases in size from n=3-5, leading to a widening gap between 
the free and H-bonded OH stretch fundamentals.  In benzene-(H2O)n and TCP-(H2O)n, 
one of the free OH stretch transitions is engaged in a H-bond, which in TCP is really an 
interaction with the interior of all three phenyl rings.  The frequency of this OH is near 
3640 cm-1 in n=3-5, about 10 cm-1 below the OH to benzene.   
Given the n-fold symmetry of (H2O)n cycles, the H-bonded OH stretch transitions 
spread over a range dictated by the strength of coupling between them.  Depending on the 
relative phases of oscillation of the OH groups, some of the H-bonded OH stretch 
fundamentals are dipole-forbidden.  In the presence of TCP, this symmetry is broken, 
with the -bound water now engaged in two H-bonds as a double donor, which weakens 
its OH…O H-bond relative to that in the free water clusters.  This structural distortion 
partially localizes the H-bonded OH stretch transitions, turning on intensity in the full set 
of IR fundamentals, and increasing the range of frequencies subtended.  According to the 
calculations, the highest frequency H-bonded OH stretch fundamental is due to the -
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bound H2O.  The shortest H-bond and lowest frequency OH stretch is that due to the OH 
donating to the -bound water.   
The comparison between the spectra of benzene-(H2O)3-5 and TCP-(H2O)3-5 in 
Figures 8.7-8.9 show a remarkably close resemblance in the H-bonded OH stretch region.  
Indeed, one can surmise on this basis that neither the difference in strength of the H-
bond nor the structural differences between the two binding sites produce a significant 
change in the H-bonded OH stretch modes. 
Secondary interactions of the water cycles with TCP occur through the other 
water molecules not involved in the interior  bond.  In the n=3 and 4 clusters, these 
other water molecules in the cycle orient their O-atoms so that they can gain additional 
stabilization from interactions with the CH groups on one of the phenyl rings in the TCP 
‘wall’, thus beginning to spill out of the pocket interior.  The pentamer cycle is large 
enough that, when it binds to TCP, the cycle can reshape so as to fold over the top of one 
phenyl ring, maintaining the strong interior  bond, but also accommodating a weaker 
second bond between the free OH group on W3 and the exterior of one of the rings.  
This secondary interaction is clearly observed as a weak band at 3677 cm-1.  Even the 
free OH groups now split into two resolved groups with a ~2:1 intensity ratio, suggesting 
that the more intense transition is an unresolved pair of bands. Thus, TCP presents an 
aromatic-rich template around which the water pentamer can distort to maximize its 
interaction with the  clouds of the phenyl rings.   
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8.3.3 Effect of Electronic Excitation on the TCP-H2O)n Interactions 
The present data set also affords a look at the effects of electronic excitation of 
this model aromatic-rich pocket on the binding of water molecule(s) to it.  The electronic 
frequency shifts of the S0-S1 origins of TCP-(H2O)n relative to the TCP monomer are first 
to the red (-65 cm-1 for n=1, -113 cm-1 for n=2) and then back towards the monomer 
origin for n=3 (-30cm-1) and n=4,5 (approximately -80cm-1).    The clear break in trend 
between n=2 and n=3 clearly reflects the shift from double donation to single-donation to 
the interior of the TCP pocket.  At the same time, it is important to note that these red-
shifts are opposite in direction to those observed in benzene-(H2O)n clusters.  The 
interpretation of these shifts is complicated by the presence of three excited states in close 
proximity.  The uncoupled excited state energies of the three phenyl rings and the degree 
of localization/delocalization of the electronic excitation among them can change with 
the strength and asymmetry of the interaction of the water molecule(s) with the three 
rings.   Theoretical modeling of the excited states and vibronic coupling in TCP is still 
needed in order to guide our understanding of the vibronic spectroscopy, and may open 
the way for a more thorough understanding of the effects of the water clusters on TCP 
excited states. 
The response of the water molecule(s) to electronic excitation is clearly observed 
in the comparison of ground state and excited state RIDIR spectra in the OH stretch 
region for n=1-3 (figures 8.4, 8.6, 8.7).  Several deductions can be drawn from these 
spectra.  First, as we have already observed in Sec. III, the OH group(s) bound to the 
pocket of TCP shift to lower frequency when TCP is electronically excited, indicating a 
strengthening of the OH group’s H-bonds upon electronic excitation.  Second, for n=1 
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and 2, both SS and AS of the -bound H2O shift to lower frequency by similar amounts 
in the excited state, confirming that the -bound H2O uses both its OH groups in binding 
to the TCP pocket, and that this binding is larger in the excited state than ground state.  
Third, the magnitude of these shifts is mode-selective.  In TCP-(H2O)2, the Add H2O has 
SS and AS fundamentals that shift by -24 and -23 cm-1 reflecting their direct binding to 
the pocket, while the free and H-bonded OH stretch transitions of W2 are -8 and -4 cm-1, 
consistent with their shifts being a secondary response to the -bond water.  In TCP-
(H2O)3, only the transitions ascribable to the bound water shift measurably, with the 
other two water molecules in the trimer cycle largely unaffected. Finally, electronic 
excitation has a surprisingly large effect on the complex set of transitions that appears in 
the AS region of the TCP-(H2O) complex (figure 8.4).  Besides a shift to lower 
frequency, the set of five or six transitions that appear in this region in the ground state 
now resolve into a more widely-spaced triplet of transitions.  The possible reasons for 
these changes are discussed further in supplementary material. 
Having seen these effects in TCP-(H2O)n clusters, it is worth speculating on their 
potential relationship to analogous processes in water’s interactions with carbon 
nanotubes.  If a single water molecule or water chain were to undergo a similar response 
to electronic excitation in a carbon nanotube, it would suggest that photoexcitation could 




TCP-(H2O)n clusters with n=1-5 have provided new molecular-scale insight to the 
way in which water binds to a model aromatic-rich binding pocket, and how this binding 
evolves with water cluster size.  Not surprisingly, the principle mode of interaction is 
with a single water molecule, either double-donating (in n=1,2) or singly donating (n=3-
5) into the pocket, but sitting atop the pocket rather than fully inserted within it.  The 
water clusters retain the same H-bonded networks as are preferred in the absence of TCP, 
but the presence of TCP changes the strengths and perturbs the symmetry of the clusters, 
as reflected in intimate detail by the OH stretch region of the infrared.  Notably, in the 
largest water cluster studied, the water pentamer, clear evidence is presented that the 
pentamer spills out of the interior of the pocket, wrapping its way around one of the 
phenyl rings and forming a second H-bond with its exterior.   
As so often occurs in modern spectroscopy, a full understanding of the electronic 
and infrared spectra will require moving beyond a static picture of these structures to 
consider a number of interesting dynamical issues.  The vibrational dynamics of water’s 
motion in this aromatic-rich pocket appear in the complex set of transitions observed in 
the TCP-H2O infrared spectrum, which change dramatically with electronic excitation.  
Vibronic coupling involving the three close-lying excited states of TCP awaits theoretical 
modeling, as does the perturbations imposed on these states by water molecule(s) bound 
to it.  Finally, it would be interesting to extend studies of this type to aromatic scaffolds 





1. Shen, T. L.; Jackson, J. E.; Yeh, J. H.; Nocera, D. G.; Leroi, G. E. Flourescence 
Excitation Spectroscopy of [2,2]Paracyclophane in Supersonic Jets. Chem. Phys. Lett. 
1992, 191 (1-2), 149-156. 
2. Lyssenko, K. A.; Antipin, M. Y.; Antonov, D. Y. The transannular interaction in 
[2.2]paracyclophane: Repulsive or attractive? ChemPhysChem 2003, 4 (8), 817-823. 
3. Henseler, D.; Hohlneicher, G. Theoretical study on the molecular distortions in 
[2.2]paracyclophane and cyclobutane. J. Phys. Chem. A 1998, 102 (52), 10828-10833. 
4. Caramori, G. F.; Galembeck, S. E. Computational study about through-bond and 
through-space interactions in [2.2]cyclophanes. J. Phys. Chem. A 2007, 111 (9), 1705-
1712. 
5. Buchanan, E. G.; Dean, J. C.; Zwier, T. S.; Sibert, E. L., III. Towards a first-principles 
model of Fermi resonance in the alkyl CH stretch region: Application to 1,2-
diphenylethane and 2,2,2-paracyclophane. Journal of Chemical Physics 2013, 138 (6). 
6. Scholes, G. D. Long-range resonance energy transfer in molecular systems. Annual 
Review of Physical Chemistry 2003, 54, 57-87. 
7. Stearns, J. A.; Pillsbury, N. R.; Douglass, K. O.; Mueller, C. W.; Zwier, T. S.; 
Plusquellic, D. F. Rotationally resolved studies of S-0 and the exciton coupled S-1/S-2 
origin regions of diphenylmethane and the d(12) isotopologue. Journal of Chemical 
Physics 2008, 129 (22). 
8. Pillsbury, N. R.; Stearns, J. A.; Muller, C. W.; Plusquellic, D. F.; Zwier, T. S. State-
specific studies of internal mixing in a prototypical flexible bichromophore: 
Diphenylmethane. Journal of Chemical Physics 2008, 129 (11), 114301. 
9. Pillsbury, N. R.; Muller, C. W.; Meerts, W. L.; Plusquellic, D. F.; Zwier, T. S. 
Conformational Effects on Excitonic Interactions in a Prototypical H-Bonded 
Bichromophore: Bis(2-hydroxyphenyl)methane. J. Phys. Chem. A 2009, 113 (17), 
5000-5012. 
10. Rodrigo, C. P.; Mueller, C. W.; Pillsbury, N. R.; James, W. H., III; Plusquellic, D. F.; 
Zwier, T. S. Conformer-specific vibronic spectroscopy and vibronic coupling in a 
flexible bichromophore: Bis-(4-hydroxyphenyl)methane. Journal of Chemical Physics 
2011, 134 (16). 
276 
11. Buchanan, E. G.; Walsh, P. S.; Plusquellic, D. F.; Zwier, T. S. Excitonic splitting and 
vibronic coupling in 1,2-diphenoxyethane: Conformation-specific effects in the weak 
coupling limit. Journal of Chemical Physics 2013, 138 (20). 
12. Ottiger, P.; Leutwyler, S. Excitonic splitting and coherent electronic energy transfer 
in the gas-phase benzoic acid dimer. Journal of Chemical Physics 2012, 137 (20). 
13. Ottiger, P.; Leutwyler, S.; Koppel, H. S-1/S-2 excitonic splittings and vibronic 
coupling in the excited state of the jet-cooled 2-aminopyridine dimer. Journal of 
Chemical Physics 2009, 131 (20). 
14. Kopec, S.; Ottiger, P.; Leutwyler, S.; Koeppel, H. Vibrational quenching of excitonic 
splittings in H-bonded molecular dimers: Adiabatic description and effective mode 
approximation. Journal of Chemical Physics 2012, 137 (18). 
15. Nebgen, B.; Emmert, F. L., III; Slipchenko, L. V. Vibronic coupling in asymmetric 
bichromophores: Theory and application to diphenylmethane. Journal of Chemical 
Physics 2012, 137 (8). 
16. Schon, C.; Roth, W.; Fischer, I.; Pfister, J.; Kaiser, C.; Fink, R. F.; Engels, B. 
Paracyclophanes as model compounds for strongly interacting pi-systems. Part 1. 
Pseudo-ortho-dihydroxy 2.2 paracyclophane. Phys. Chem. Chem. Phys. 2010, 12 (32), 
9339-9346. 
17. Schon, C.; Roth, W.; Fischer, I.; Pfister, J.; Fink, R. F.; Engels, B. Paracyclophanes as 
model compounds for strongly interacting pi-systems. Part 2: mono-hydroxy 2.2 
paracyclophane. Phys. Chem. Chem. Phys. 2011, 13 (23), 11076-11082. 
18. Pfister, J.; Schon, C.; Roth, W.; Kaiser, C.; Lambert, C.; Gruss, K.; Braunschweig, 
H.; Fischer, I.; Fink, R. F.; Engels, B. Paracyclophanes as Model Compounds for 
Strongly Interacting pi-Systems, Part 3: Influence of the Substitution Pattern on 
Photoabsorption Properties. J. Phys. Chem. A 2011, 115 (15), 3583-3591. 
19. Shubert, V. A.; Muller, C. W.; Zwier, T. S. Water's Role in Reshaping a Macrocycle's 
Binding Pocket: Infrared and Ultraviolet Spectroscopy of Benzo-15-crown-5-(H2O)(n) 
and 4 '-aminobenzo-15-crown-5-(H2O)(n), n=1, 2. J. Phys. Chem. A 2009, 113 (28), 
8067-8079. 
20. Shubert, V. A.; James, W. H., III; Zwier, T. S. Jet-Cooled Electronic and Vibrational 
Spectroscopy of Crown Ethers: Benzo-15-Crown-5 Ether and 4 '-Amino-Benzo-15-
Crown-5 Ether. J. Phys. Chem. A 2009, 113 (28), 8055-8066. 
277 
21. Kusaka, R.; Inokuchi, Y.; Ebata, T. Water-mediated conformer optimization in 
benzo-18-crown-6-ether/water system. Phys. Chem. Chem. Phys. 2009, 11 (40), 9132-
9140. 
22. Kusaka, R.; Inokuchi, Y.; Ebata, T. Structure of hydrated clusters of dibenzo-18-
crown-6-ether in a supersonic jet-encapsulation of water molecules in the crown 
cavity. Phys. Chem. Chem. Phys. 2008, 10 (41), 6238-6244. 
23. Kusaka, R.; Inokuchi, Y.; Ebata, T. Laser spectroscopic study on the conformations 
and the hydrated structures of benzo-18-crown-6-ether and dibenzo-18-crown-6-ether 
in supersonic jets. Phys. Chem. Chem. Phys. 2007, 9 (32), 4452-4459. 
24. Kokubu, S.; Kusaka, R.; Inokuchi, Y.; Haino, T.; Ebata, T. Laser spectroscopic study 
on (dibenzo-24-crown-8-ether)-water and -methanol complexes in supersonic jets. 
Phys. Chem. Chem. Phys. 2010, 12 (14), 3559-3565. 
25. Kusaka, R.; Inokuchi, Y.; Xantheas, S. S.; Ebata, T. Structures and Encapsulation 
Motifs of Functional Molecules Probed by Laser Spectroscopic and Theoretical 
Methods. Sensors 2010, 10 (4), 3519-3548. 
26. Hontama, N.; Inokuchi, Y.; Ebata, T.; Dedonder-Lardeux, C.; Jouvet, C.; Xantheas, 
S. S. Structure of the Calix 4 arene-(H(2)O) Cluster: The World's Smallest Cup of 
Water. J. Phys. Chem. A 2010, 114 (9), 2967-2972. 
27. Ebata, T.; Hodono, Y.; Ito, T.; Inokuchi, Y. Electronic spectra of jet-cooled 
calix[4]arene and its van der Waals clusters: Encapsulation of a neutral atom in a 
molecular bowl. Journal of Chemical Physics 2007, 126 (14). 
28. Pribble, R. N.; Zwier, T. S. SIZE-SPECIFIC INFRARED-SPECTRA OF BENZENE-
(H2O)(N) CLUSTERS (N=1 THROUGH 7) - EVIDENCE FOR NONCYCLIC 
(H2O)(N) STRUCTURES. Science 1994, 265 (5168), 75-79. 
29. Gruenloh, C. J.; Carney, J. R.; Arrington, C. A.; Zwier, T. S.; Fredericks, S. Y.; 
Jordan, K. D. Infrared spectrum of a molecular ice cube: The S-4 and D-2d water 
octamers in benzene-(water)(8). Science 1997, 276 (5319), 1678-1681. 
30. Pribble, R. N.; Garrett, A. W.; Haber, K.; Zwier, T. S. Resonant Ion-Dip Infrared-
Spectroscopy of Benzene-H2O and Benzene-HOD. Journal of Chemical Physics 1995, 
103 (2), 531-544. 
31. Iijima, S.; Ichihashi, T. SINGLE-SHELL CARBON NANOTUBES OF 1-NM 
DIAMETER. Nature 1993, 363 (6430), 603-605. 
278 
32. Park, H. G.; Jung, Y. Carbon nanofluidics of rapid water transport for energy 
applications. Chem. Soc. Rev. 2014, 43 (2), 565-576. 
33. Zwier, T. S. Laser probes of conformational isomerization in flexible molecules and 
complexes. J. Phys. Chem. A 2006, 110 (12), 4133-4150. 
34. Zwier, T. S. Laser spectroscopy of jet-cooled biomolecules and their water-containing 
clusters: Water bridges and molecular conformation. J. Phys. Chem. A 2001, 105 (39), 
8827-8839. 
35. Mohamadi, F.; Richards, N. G. J.; Guida, W. C.; Liskamp, R.; Lipton, M.; Caufield, 
C.; Chang, G.; Hendrickson, T.; Still, W. C. Macromodel - an Integrated Software 
System for Modeling Organic and Bioorganic Molecules Using Molecular Mechanics. 
Journal of Computational Chemistry 1990, 11 (4), 440-467. 
36. Chai, J. D.; Head-Gordon, M. Long-range corrected hybrid density functionals with 
damped atom-atom dispersion corrections. Phys. Chem. Chem. Phys. 2008, 10 (44), 
6615-6620. 
37. Gaussian 09, R. A., Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Scuseria, G. E.; 
Robb, M. A.; Cheeseman, J. R.; Scalmani, G.; Barone, V.; Mennucci, B.; Petersson, G. 
A.; Nakatsuji, H.; Caricato, M.; Li, X.; Hratchian, H. P.; Izmaylov, A. F.; Bloino, J.; 
Zheng, G.; Sonnenberg, J. L.; Hada, M.; Ehara, M.; Toyota, K.; Fukuda, R.; 
Hasegawa, J.; Ishida, M.; Nakajima, T.; Honda, Y.; Kitao, O.; Nakai, H.; Vreven, T.; 
Montgomery, Jr., J. A.; Peralta, J. E.; Ogliaro, F.; Bearpark, M.; Heyd, J. J.; Brothers, 
E.; Kudin, K. N.; Staroverov, V.N.; Kobayashi, R.; Normand, J.; Raghavachari, K.; 
Rendell, A.; Burant, J. C.; Iyengar, S. S.; Tomasi, J.; Cossi, M.; Rega, N.; Millam, N. 
J.; Klene, M.; Knox, J. E.; Cross, J. B.; Bakken, V.; Adamo, C.; Jaramillo, J.; 
Gomperts, R.; Stratmann, R. E.; Yazyev, O.; Austin, A.J.; Cammi, R.; Pomelli, C.; 
Ochterski, J. W.; Martin, R. L.; Morokuma, K.; Zakrzewski, V. G.; Voth, G. A.; 
Salvador, P.; Dannenberg, J. J.; Dapprich, S.; Daniels, A. D.; Farkas, Ö.; Foresman, J. 
B.; Ortiz, J.V.; Cioslowski, J.; Fox, D. J. Gaussian, Inc., Wallingford CT, 2009. 
38. Zhao, Y.; Schultz, N. E.; Truhlar, D. G. Design of density functionals by combining 
the method of constraint satisfaction with parametrization for thermochemistry, 
thermochemical kinetics, and noncovalent interactions. Journal of Chemical Theory 
and Computation 2006, 2 (2), 364-382. 
39. Gotch, A. J.; Zwier, T. S. MULTIPHOTON IONIZATION STUDIES OF 
CLUSTERS OF IMMISCIBLE LIQUIDS .1. C6H6-(H2O)N, N=1,2. Journal of 
Chemical Physics 1992, 96 (5), 3388-3401. 
279 
40. Gord, J. R.; Garrett, A. W.; Bandy, R. E.; Zwier, T. S. REMPI fragmentation as a 
probe of hydrogen bonding in aromatic-X clusters. Chem. Phys. Lett. 1990, 171 (5-6), 
443-450. 
41. Gotch, A. J.; Garrett, A. W.; Severance, D. L.; Zwier, T. S. The structure and 
photophysics of clusters of immiscible liquids:  C6H6-(H2O)n. Chem. Phys. Lett. 1991, 
178 (1), 121-129. 
42. Lewis, J. D.; Malloy, T. B.; Chao, T. H.; Laane, J. PERIODIC POTENTIAL 
FUNCTIONS FOR PSEUDOROTATION AND INTERNAL-ROTATION. Journal of 
Molecular Structure 1972, 12 (3), 427-&. 
43. Zwier, T. S. The spectroscopy of solvation in hydrogen-bonded aromatic clusters. 
Annual Review of Physical Chemistry 1996, 47, 205-241. 
44. Yang, M.; Skinner, J. L. Signatures of coherent vibrational energy transfer in IR and 




   To extract local amide I frequencies as well as nearest-neighbor and next-
nearest-neighbor amide I/I coupling constants from our DFT M05-2X/6-31+G(d) 
calculations, we used the original Hessian reconstruction scheme developed by Cho 
and coworkers (S. Ham, S. Cha, J. H. Choi, and M. Cho, J. Chem. Phys. 119 (3), 1451 
(2003)).  The matrix elements Uaj of the eigenvector matrix U were determined 
according to 
 0 rrNU jjj    (1) 
where ra0 denotes the C=O equilibrium bond lengths of each of the a C=O bonds, raj is 
the change in bond length caused by the jth amide I normal mode in the ath C=O bond, 
and Nj are factors normalizing separately each of the columns of the eigenvector 
matrix U.  The C=O equilibrium bond lengths ra0 and C=O bond length displacements 
raj were directly determined from the equilibrium structures and normal mode 
displacements in Cartesian coordinates, respectively, calculated at the DFT M05-
2X/6-31+G(d) level of theory.  The columnwise normalized U matrices obtained 
above were orthonormalized according to a procedure that has the advantage of being 
a generalization of the original scheme of Cho and co-workers to peptides with more 
than three amide groups.  Our procedure exploits the idea that a general and 
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straightforward way to represent an orthonormal matrix U(p) in a parameterized way 




p nnGGGGU      (2) 
where n is the number of amide groups present in the peptide, q1 through qk are the 
parameters, and the first two Givens matrices for a model peptide containing three 
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Orthonormalized matrices U(p) (see Table S5) were thereby determined which best 
represented our original U matrices in a least-squares fit procedure that minimized the 











   (5) 
through variation of the fit parameters q1 through qk. In the amide I region, the mean 
absolute error between the matrix elements Uaj and Uaj (p) is 2.34·10−3, the percentage 
error relative to the mean of the absolute values |Uajp| is 0.5%. This small deviation of 
the orthonormalized matrices U(p) from the  original matrices U indicates that amide I 
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normal modes can be well described as linear combinations of mainly C=O stretch 
local modes. Each orthonormal matrix U(p) was used to reconstruct the non-diagonal 
Hessian matrix H associated with each of the model di- and triamides. This was 
achieved through unitary transformation of the corresponding diagonal matrix L 
containing the DFT M05-2X/6-31+G(d) amide I normal mode frequencies of the 
model di- or triamide on its diagonal, yielding in the triamide cases, e.g., local amide I 
frequencies (w1, w2, w3), nearest-neighbor coupling constants (J12=J21, J23=J32) and 






















  (6) 
The eigenvector matrices U(p) in the amide I region and UPED(p) in the amide II region 












































   (8) 
The derivatives of the local amide I and amide II transition dipole moment 
vectors,∂µ(I)/∂Qa and ∂µ(II)/∂Qa (in D·Å–1·amu–1/2), were determined from the M05-





Evan Gardner Buchanan was born on December 4, 1984 to Robert and Lynn 
Buchanan.  Evan graduated from Forest Hills Central High School in 2003 and obtained a 
B.S. in chemistry and a minor in mathematics from Denison University in 2007.  Evan 
joined the research group of Timothy S. Zwier at Purdue University in 2007, obtaining 
his Ph.D in physical chemistry in 2014.  After Purdue, Evan will be a postdoctoral 
research associate working with David F. Plusquellic at the National Institute of 
Standards and Technology in Boulder, Colorado. 
 
PUBLICATION 
THE JOURNAL OF CHEMICAL PHYSICS 138, 204313 (2013)
Excitonic splitting and vibronic coupling in 1,2-diphenoxyethane:
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Vibrationally and rotationally resolved electronic spectra of 1,2-diphenoxyethane (C6H5–O–CH2–
CH2–O–C6H5, DPOE) are reported for the isolated molecule under jet-cooled conditions. The spec-
tra demonstrate that the two excited surfaces are within a few cm−1 of one another over significant
regions of the torsional potential energy surfaces that modulate the position and orientation of the two
aromatic rings with respect to one another. Two-color resonant two-photon ionization (2C-R2PI) and
laser-induced fluorescence excitation spectra were recorded in the near-ultraviolet in the region of
the close-lying S0–S1 and S0–S2 states (36 400–36 750 cm−1). In previous work, double resonance
spectroscopy in the ultraviolet and alkyl CH stretch regions of the infrared was used to identify
and assign transitions to two conformational isomers differing primarily in the central C–C dihe-
dral angle, a tgt conformation with C2 symmetry and a ttt conformation with C2h symmetry [E. G.
Buchanan, E. L. Sibert, and T. S. Zwier, J. Phys. Chem. A 117, 2800 (2013)]. Comparison of 2C-
R2PI spectra recorded in the m/z 214 (all 12C) and m/z 215 (one 13C) mass channels demonstrate
the close proximity of the S1 and S2 excited states for both conformations, with an upper bound of
4 cm−1 between them. High resolution spectra of the origin band of the tgt conformer reveal it to
consist of two transitions at 36 422.91 and 36 423.93 cm-1, with transition dipole moments perpen-
dicular to one another. These are assigned to the S0–S1 and S0–S2 origin transitions with excited
states of A and B symmetry, respectively, and an excitonic splitting of only 1.02 cm−1. The excited
state rotational constants and transition dipole coupling model directions prove that the electronic
excitation is delocalized over the two rings. The ttt conformer has only one dipole-allowed electronic
transition (Ag→Bu) giving rise to a pure b-type band at 36 508.77 cm−1. Here, the asymmetry in-
duced by a single 13C atom in one of the rings is sufficient to localize the electronic excitation in
one or the other ring. Dispersed fluorescence (DFL) spectra are used to provide assignments for all
vibronic structure in the first 200 cm−1of both conformers. In the tgt conformer, both “a” and “b”
symmetry fundamentals are observed, consistent with extensive vibronic coupling between the two
dipole-allowed, nearly degenerate excited states. In the ttt conformer, the lowest frequency vibronic
transition located 46 cm−1 above the Bu origin is assigned to a bu fundamental (labeled ¯R) built off
the dipole-forbidden Ag state origin. The DFL spectrum of the Ag( ¯R1) level contains strong transi-
tions to v′′( ¯R) = 0, 1, and 2, seemingly at odds with vibronic coupling models. Studies of the DFL
spectrum of this band as a function of distance from the nozzle reveal that much of the intensity in v′′
= 1 arises from collisions of DPOE while in the excited state Ag(vb′ = 1) level with He, producing
Bu( ¯R = 1) levels with large collision cross section. The remaining intensity in the fundamental at
large x/D is ascribed to emission from the 13C isotopomer, for which this emission is dipole-allowed.
© 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4807300]
I. INTRODUCTION
Excitonic and vibronic coupling between electronic
chromophores plays an essential role in the absorp-
tion/emission properties and excited state dynamics of molec-
ular samples with important applications, including light-
harvesting complexes,1–4 chromophore arrays (e.g., J- and
H-aggregates),5, 6 conjugated polymers,7–9 and fluorescence
resonance energy transfer (FRET).10 This interest is fueled
a)Authors to whom correspondence should be addressed. Electronic
addresses: david.plusquellic@nist.gov and Zwier@purdue.edu
in part by new experimental methods such as 2D-electronic
spectroscopy,11, 12 which are providing new insight to the fem-
tosecond dynamics of electronic energy transfer. Among the
issues under active investigation is the possible role played
by electronic coherence in directing electronic energy trans-
fer through an array of chromophores, and the extent to which
vibrational motions are involved.13, 14
Regardless of the circumstance, the structural and dy-
namical consequences of electronic near-degeneracy provide
a particular challenge to modern theories seeking to un-
derstand them. While many of these applications involve
multiple chromophores in a complex environment at room
0021-9606/2013/138(20)/204313/11/$30.00 © 2013 AIP Publishing LLC138, 204313-1
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temperature, one useful strategy is to seek to control or re-
move many of the complicating factors in order to focus
attention on the fundamental aspects of interchromophore
coupling. To that end, laser spectroscopy of the gas-phase
bichromophore cooled in a supersonic jet provides exquisite
details of the vibronic coupling on a single-vibronic level ba-
sis free from the interference from solvent.15–22 When the two
chromophores are incorporated into separate molecules, the
supersonic expansion serves as a means for synthesizing the
molecular dimer and collapsing its population entirely into
the ground state vibrational zero-point level.15–23
The other circumstance in which multiple chromophores
exist in close proximity is when they are incorporated as
part of the same molecule. Model bichromophores can ei-
ther be held rigidly in a framework which defines the inter-
chromophore separation and orientation,24, 25 or as part of a
flexible linker along which the interchromophore distance and
orientation may vary.26–38 Flexible linkages offer the tantaliz-
ing prospect of studying interchromophore vibronic coupling
on a conformation-specific basis under jet-cooled conditions
in which population is collisionally cooled into more than
one conformational zero-point level. The uncoupled excited
state energies and interchromophore electronic coupling will
be modulated from one conformer to the next by changes in
the distance and relative orientation of the chromophores, and
the nature of the vibrational motions involved.
Model flexible bichromophores can either incorporate
two identical monomers,28–35 or consist of chemically dis-
tinct donor and acceptor sub-units.39, 40 In a few cases,
conformation-specific data have shed light on the way in
which the ground state conformation of the molecule dic-
tates the excited state spectroscopy and dynamics, producing
conformation-selective broadening in the excitation spectrum,
redshifted emission, or differing energy thresholds to exciplex
formation.29, 30, 39
Recent experiments and theory are shedding qualitative
new light on the spectroscopic consequences of interchro-
mophore coupling.16, 18, 19, 41 Much of this work compares ex-
periment with the predictions of a diabatic model of the vi-
bronic coupling based on Förster theory,42 as developed by
Fulton and Gouterman (FG)43, 44 for the specific case of a
bichromophore coupled by a single vibrational mode. Exten-
sion of this model to multiple vibrational modes34, 41 and to
asymmetric bichromophores41 have contributed to the grow-
ing ability to quantitatively account for the observed vibronic
coupling patterns.
Recently, Leutwyler, Koppel, and co-workers16, 45 have
developed an adiabatic vibronic coupling model and used
it to obtain a quantitatively accurate account of the ob-
served excitonic splitting in 2-aminopyridine, o-cyanophenol,
2-pyridone, and benzoic acid dimers, all of which are in the
weak coupling limit. The theory reproduces the experimen-
tal excitonic splitting determined by the diabatic model, but
provides a more intuitive picture of the excitonic splitting in
the weak coupling limit. Here, the electronic energy trans-
fer occurs through a barrier on the adiabatic surface, with the
excitonic splitting modeled as a tunneling splitting in which
both nuclear distortions and interchromophore electronic en-
ergy transfer contribute to the tunneling rate.
In experiments to date on jet-cooled bichromophores,
there are relatively few examples in which both the S0–S1
and S0–S2 transitions have been spectroscopically character-
ized. When the two chromophores are sufficiently different,
fast electronic energy transfer between the two chromophores
inhibits the identification of the lifetime broadened S2 state.
Furthermore, in cases where the two chromophores are iden-
tical and conformational symmetry exists, only one of the
S0–S1 or S0–S2 transitions is often dipole-allowed.17 In sev-
eral aromatic dimers, Leutwyler and co-workers18, 19,16 have
cleverly addressed this by breaking the symmetry through
recording the spectrum of the singly 13C substituted iso-
topomer in natural abundance using resonant two-photon ion-
ization (R2PI) coupled with time-of-flight mass analysis.
Previous work from our group has focused at-
tention on a series of prototypical flexible bichro-
mophores that possess a single conformational isomer
for diphenylmethane (DPM),33, 35 and two isomers of both
bis-(2-hydroxyphenyl)methane (2HDPM)32 and bis-(4-
hydroxyphenyl)methane (b4HPM).34 In these molecules, the
spectroscopic consequences of internal mixing between the
two excited electronic states have been characterized in some
detail. In DPM, the excitonic splitting was determined to be
123 cm−1, leading to a dual emission from the (nominal) S2
origin that reported on its mixing with nearby vibrational
levels built off the S1 origin. This has stimulated theoretical
developments that employ a multi-mode asymmetric vibronic
coupling model as an extension of the theoretical framework
developed by Fulton and Gouterman43, 46 for symmetric
bichromophores.41
A previous study reporting on the ground state conforma-
tional preferences of 1,2-diphenoxyethane (C6H5–O–CH2–
CH2–O–C6H5, DPOE) provides the foundation for the present
work,47 which we briefly summarize here. A conformational
search of the torsional potential energy surface for DPOE lo-
cated 26 conformational minima. Two of the conformational
isomers possessed an inversion center, while the remaining
12 structures are composed of pairs of non-superimposable
mirror images with dihedral angles of opposite sign but iden-
tical magnitude. Experimentally, two conformational isomers
were observed in the supersonic jet expansion and assigned
based on infrared and vibronic data to the two lowest energy
conformers of DPOE, with C2 (tgt) and C2h (ttt) symmetry,
as shown in Figure 1. Here, the central three dihedral angles
are labeled as trans (t) or gauche (g). To establish the con-
formational assignments, calculated harmonic vibrational fre-
quency were compared to the experimental alkyl CH stretch,
CH bend, and CO stretch spectra. Using a reduced-dimension
model, the Fermi resonances present in the alkyl CH stretch
infrared spectrum were successfully modeled, confirming
and strengthening the assignments based on the vibronic
spectroscopy.
In the current paper, we provide a detailed spectroscopic
characterization of the vibronic and rovibronic spectroscopy
of DPOE in the region of the close-lying S1 and S2 state ori-
gins. High resolution ultraviolet spectra prove that the two
dipole-allowed S0–S1 and S0–S2 origins of the tgt isomer are
separated by 1.02 cm−1. Although the S0–S1 origin of the ttt
conformer is dipole-forbidden, 2C-R2PI spectra of the M+1
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FIG. 1. Optimized structures for the two observed conformers of DPOE,
with their relative energies calculated at the DFT M05-2X/6-31+G(d) level
of theory.
mass channel for monomers possessing a single 13C atom
show a spectrum for the ttt conformer that possesses two
dipole-allowed origins arising from near-complete localiza-
tion of the electronic excitation in one or the other ring, with
splitting of ∼4 cm−1. Thus, despite the seeming close prox-
imity of the two chromophores, interchromophore coupling
in DPOE is in the extreme limit of weak coupling. The results
for DPOE thus provide a window on the spectroscopic con-
sequences of vibronic coupling in this weak coupling limit in
which the two electronic states are no more than a few cm−1
from one another over much of the torsional potential energy
surface, with electronic excitation localized or delocalized by
minute asymmetries in the local environment.
II. EXPERIMENTAL METHODS
Single and double-resonance techniques used to ob-
tain the single-conformation ultraviolet and infrared spec-
tra have been reported previously.48 Details specific to the
current work are briefly provided here. 1,2-diphenoxyethane
(Aldrich) was heated to 90 ◦C inside a stainless steel reser-
voir to obtain a sufficient vapor pressure. DPOE was seeded
into a helium or neon buffer gas with a backing pressure of
∼3 bars and passed through a pulsed valve with a 500 μm
orifice (Parker General Valve Series 9) to form the supersonic
jet expansion.
Two-color resonant two-photon ionization (2C-R2PI)
was employed to record the total electronic spectrum of all
species present in the expansion. In 2C-R2PI, a 20 Hz UV
laser resonantly excited DPOE to an excited state with a sec-
ond lower-frequency, non-resonant 20 Hz UV laser used to
ionize the molecules for detection with a multichannel plate.49
Dispersed fluorescence (DFL) spectra were obtained in a flu-
orescence chamber described previously.50 A 34 -m monochro-
mator with 50 μm entrance slit provided DFL spectra with
∼9 cm−1 resolution. The dispersed emission was imaged onto
the face of an ICCD camera (Andor).
Ultraviolet hole-burning (UVHB) was employed to ob-
tain the conformation specific electronic spectra of the indi-
vidual conformers. UVHB is a double resonance technique,
requiring the spatially overlapped output of two ultraviolet
lasers, temporally separated by 200 ns. The 10 Hz hole-burn
laser is fixed on a transition due to a single conformer and
preceded the 20 Hz probe, which is tuned through the region
of interest. A difference spectrum is obtained by passing the
integrated signal through a gated integrator operating in active
baseline subtraction mode. Whenever the two lasers share the
same ground state energy level, a depletion is observed.
Stimulated-emission pumping (SEP) ion-dip
spectroscopy51 was performed in a molecular beam time-
of-flight mass spectrometer and used to record the 12C and
13C ground state spectra between 800 and 900 cm−1 above
the zero-point level of the ttt origin.52 Here, a 20 Hz UV
pump laser was fixed on a UV transition due to a single
conformation with a typical laser power of 0.1 mJ/pulse. The
power was sufficient to excite the molecule to an electronic
excited state, but produces a minimal amount of ion signal
from resonant two-photon ionization. The second 20 Hz UV
laser serves a dual purpose both as the second photon in
2C-R2PI and as the dump laser for SEP. The wavelength of
this laser was tuned red of the origin with a laser power of
1.0 mJ/pulse to stimulate the emission back to the ground
state in competition with ionization. Whenever the dump
laser was resonant with a transition back to the ground state,
a depletion in the total ion signal is observed. The technique
provides analogous information to DFL, however, with a
resolution predetermined by the laser linewidth. With mass
selectivity, the technique is able to distinguish the spectra
from 12C and 13C isotopomers even in the presence of spectral
overlap.
Finally, the rotationally resolved electronic spectra were
obtained at NIST by heating the sample to 135 ◦C in a quartz
nozzle with a 125 μm diameter orifice. Details to the specific
experimental apparatus have been reported previously.50, 53
The molecules were entrained in an argon backing gas with
a backing pressure of 0.2 bar. About 250 mW from an Ar+-
pumped cw ring dye laser using C521 laser dye was frequency
doubled in barium borate (BBO) in an external resonant cav-
ity and the output mildly focused on a skimmed molecular
beam 18 cm downstream of the source. The fluorescence was
collected by two spherical mirrors and detected by a pho-
tomultiplier tube and photon counting system. Typical laser
powers of 1–2 mW were used to record the rotationally re-
solved electronic spectra with a resolution of ∼21 MHz.
III. COMPUTATIONAL METHODS
Excited state structural optimizations and vibrational fre-
quency calculations for the ttt and tgt conformers of DPOE
were performed using time-dependent density functional the-
ory (TDDFT) at the M05-2X/6-31+G(d) level of theory. Ro-
tationally resolved spectra were fit to an asymmetric rotor
Hamiltonian using the genetic algorithm as implemented in
the JB95 spectral fitting program.54 The two optimized struc-
tures, ttt and tgt, were used as input for fitting the rotational
spectra.
To better understand the excitonic splitting, the transition
dipole coupling model (TDM) and the FG model have been
employed.43, 46 TDM is a simple electrostatic model in which
the excitonic splitting is approximated utilizing the coulombic
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
128.210.142.156 On: Mon, 03 Feb 2014 14:47:20
286
204313-4 Buchanan et al. J. Chem. Phys. 138, 204313 (2013)
interaction between the two electronic transition moments on
the individual phenyl rings A and B. The interchromophore
coupling is given by
VAB = μAμB4πεR3 (2 cos θA cos θB − sin θA sin θB cos ϕ), (1)
where μ is the magnitude of the electronic transition moment,
R is the distance between the two transition moment vectors, θ
is the angle between the two transition moment vectors along
R, and ϕ is the dihedral between the two vectors.
The FG model for vibronic coupling uses a diabatic ap-
proach to model the vibronic structure observed in absorption
and dispersed fluorescence.18, 19 In earlier work,34 we imple-
mented a version of this model to explain the multi-mode vi-
bronic coupling observed in bis-(4-hydroxyphenyl)methane.
We use this same program to compare the model predictions
with experiment in DPOE. Details of the model are given
elsewhere.34, 41
IV. RESULTS
A. R2PI and dispersed fluorescence spectra
Figure 2 shows the 2C-R2PI spectrum (top trace) and
the ultraviolet hole-burning spectra (bottom traces) of the two
monomer conformations present in the supersonic jet expan-
sion. 2C-R2PI was employed to avoid saturating the excita-
tion spectrum. The small excursion from zero marked with
an asterisk in the figure is present due to incomplete sub-
traction through the gated integrator when tuning through
the tgt S0–S1 origin. As discussed in the previous study re-
porting on the ground state preferences of DPOE,47 the two
isomers adopt geometries with C2 and C2h symmetry, differ-
ing exclusively by the central OCCO dihedral angle, gauche
or trans. For this reason, the C2 symmetric conformer has
been labeled tgt and the C2h isomer as ttt representing the
gauche and trans isomers, respectively. The tgt origin occurs
at 36 423 cm−1 and the ttt origin at 36 509 cm−1. The calcula-
tions predict an in-plane geometry of both Ph–O–C groups in
both conformers, as is observed in alkoxy-benzenes such as
1,2-diethoxybenzene.55
Given the C2 symmetry of the tgt conformer A, cal-
culations predict that transitions from S0 to both the S1(A)
and S2(B) electronic excited states will be dipole-allowed.
The UVHB spectrum of the tgt conformer has several low-
FIG. 2. 2C-R2PI and UVHB spectra of the two isomers present in the super-
sonic expansion. The asterisk marks an artifact due to incomplete subtraction
through the gated integrator. Both UVHB spectra show vibronically induced
fundamentals.
frequency vibronic transitions, including transitions +24,
+26, +35, +99, +155, and +185 cm−1 from the origin
(Figure 2). Of these, the transitions at +24, +35, +99, and
+155 cm−1 are totally symmetric fundamentals with frequen-
cies virtually unchanged from their values in the ground elec-
tronic state, as summarized in Table I. As an example, the
DFL spectrum of the +24 cm−1 band is shown in Figure 3(a).
The spectrum is dominated by a false origin at −25 cm−1,
with vibronic structure built off this false origin closely simi-
lar to that of the electronic origin. The DFL spectra from the
other totally symmetric fundamentals are similar, with false
origins associated with X11 transitions dominating the spec-
trum. These spectra are included in supplementary material.59
The two remaining transitions at +26 cm−1 and +185 cm−1
are b symmetry fundamentals. Their DFL spectra are shown
in Figure 3(a). These bands also display strong false origins
in emission that confirm their assignments to “b” funda-
mentals with ground state frequencies of 30 and 186 cm−1.
Table I compares the observed ground and excited state fre-
quencies of the tgt conformer with those predicted by cal-
culation. The close correspondence confirms the assignments
given. The “b” symmetry fundamentals appear in excitation as
TABLE I. A comparison of the calculated ground state vibrational frequencies to the experimental ground and
excited state vibrational frequencies (in cm−1) is presented. The Mulliken labeling scheme has been used for the
normal modes.
C2 (tgt) C2h (ttt)
Mode Calc. Exp. Exp. Symmetry Mode Calc. Exp. Exp. Symmetry
# frequency S0 freq S1 freq (mode) # frequency S0 freq S1 freq (mode)
40 158 157 154 a 28 (R) 149 147 146 ag
41 104 103 98 a 41 166 bg
42 36 36 34 a 55 141 au
43 25 25 24 a 56 38 au
82 194 186 185 b 57 22 au
84 30 30 26 b 84 ( ¯R) 51 46 46 bu
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FIG. 3. Dispersed fluorescence spectra of the origin and key vibronic bands
of (a) the tgt conformer and (b) the ttt conformer of DPOE.
a result of vibronic coupling between the S1 and S2 states. It
is striking that all vibronic transitions are assigned to vibronic
bands built off the single observed origin at 36 423 cm−1.
Thus, the location of the strong dipole-allowed S0–S2 origin
requires further investigation in what follows.
The C2h symmetry ttt conformation has S1(Ag) and
S2(Bu) electronic excited states with transitions from the
ground electronic state S0(Ag) that are dipole forbidden and
dipole-allowed, respectively. The UVHB spectrum of the ttt
conformer is shown in the bottom trace of Figure 2. Accord-
ing to the calculations, the lowest frequency totally symmet-
ric mode (ν28(ag), labeled R) in the C2h ttt conformer is at
149 cm−1, in reasonable agreement with the weak transition
at +146 cm−1 in the UVHB spectrum of the ttt isomer. The
band 46 cm−1 above the Bu origin is assigned to a vibron-
ically induced transition involving the lowest frequency bu
symmetry fundamental (ν84, labeled ¯R here) with calculated
ground state frequency of 46 cm−1 (Table I). Figure 4 presents
the form of the R and ¯R vibrational modes, which involve
symmetric and asymmetric in-plane bends of the two phenyl
rings. It would appear built off the dipole-forbidden Ag sym-
metry excited state (AgX bu), gaining its oscillator strength
completely through vibronic coupling. Its frequency position
(+46 cm−1) suggests that the dipole-forbidden origin must be
near to the allowed Ag–Bu origin at 36 509 cm−1.
The DFL spectra of the Bu electronic origin and Ag( ¯R10)
transitions are presented for the ttt conformer in Figure 3(b).
The origin emission spectrum has contributions only from ag
fundamentals, consistent with originating from a Bu excited
electronic state. The Ag( ¯R10) band, however, has unusual vi-
bronic activity, most notably in the triad of peaks observed
at 0, −46, and −95 cm−1. The 0 and −95 cm−1 transitions
FIG. 4. Form of the normal modes of the ttt conformer of DPOE for the (a)
bu symmetry ¯R vibration (46 cm−1) and (b) its ag counterpart R (149 cm−1).
are attributed to vibronic coupling, producing v84 = ±1
Herzberg-Teller selection rules. What is puzzling is the band
at −46 cm−1, which should only appear from an Ag symme-
try vibronic level (Buxbu) in the excited state, since its ground
state vibronic symmetry is Agxbu = Bu. Its DFL spectrum
also shows increased intensity in several ring modes relative
to the Bu 000 spectrum above it. The enhancement of ring
mode intensity in emission was previously observed in the
spectrum of the S2 origin of bis-(4-hydroxyphenyl)methane34
and attributed to vibronic coupling effects. In that case, the
FG model was able to give a quantitative account of these in-
tensity changes. We will present further analysis of this band
using the FG model in Sec. V.
B. High resolution UV spectra
One intriguing possibility for the location of the S0–S2
origin in the tgt conformer is that the electronic splitting is so
small that it is unresolved from the S0–S1 origin. Motivated
by this notion, we recorded a high resolution UV spectrum
(∼21 MHz resolution) of the band at 36 423 cm−1 assigned
to the S0–S1 origin. The resulting spectrum is presented in
Figure 5(a) with the experimental spectrum as the top trace
and the best fit produced by genetic algorithms as imple-
mented in the JB95 spectral fitting program.54 As hypoth-
esized, the band is indeed composed of two transitions
with band centers separated by 1.02 cm−1. The two transi-
tions are assigned to the S0–S1 (36 422.91 cm−1) and S0–S2
(36 423.93) origins. The ground and excited state rotational
constants and TDM directions are summarized in Table II.
Note that the S0–S1 transition is a 23:77 a:c-type band while
the S0–S2 origin is a pure b-type transition, with TDM direc-
tions that are perpendicular to one another. Furthermore, the
excited state rotational constants of the two overlapped origin
bands are remarkably similar to one another. Both these facts
point to the electronic excitation being delocalized over the
two rings, leading to geometry changes upon electronic exci-
tation that are shared between the two rings, consistent with
the C2 geometry for the tgt conformer.
Figure 5(b) presents the high resolution spectrum of the
S0–S1 origin of the ttt conformer. Once again, the fit is shown
FIG. 5. High resolution LIF excitation spectrum of the electronic origin
bands associated with the (a) tgt conformer and (b) ttt conformers. The fit to
the experimental spectrum is shown in the bottom trace alongside the residu-
als to the fit.
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
128.210.142.156 On: Mon, 03 Feb 2014 14:47:20
288
204313-6 Buchanan et al. J. Chem. Phys. 138, 204313 (2013)
TABLE II. The rotational constants for the two isomers of DPOE. The
S0–S1 origin of the ttt conformer is dipole-forbidden and therefore not ob-
served. Rotational constants have been rounded for clarity (see Table S1 of
the supplementary material59 for a complete listing of fitted parameters in-
cluding uncertainties).
C2 (tgt)
S0 state (MHz) S1 state (MHz) S2 state (MHz)
A 1873.8 A −66.4 −66.2
B 177.9 B 0.9 0.8
C 171.1 C 0.6 0.6
24:76% a:c-type 100% b-type
C2h (ttt)
A 2508.9 A . . . −61.0
B 157.9 B . . . −0.3
C 148.9 C . . . −0.5
100% b-type
below for comparison, with best fit parameters shown in
Table II. In this case, a single band is able to account for
all observed rovibronic structure. The band is a b-type band,
consistent with its assignment to the Ag–Bu transition of the
C2h ttt conformer. A high resolution scan of the +46 cm−1
transition of the ttt conformer is included in the supplemen-
tary material.59 This transition is also of b-type, as anticipated
based on the assignment of this transition to the bu symmetry
¯R fundamental built off the Ag excited state. Given the close
proximity of two electronic origins in the ttt conformer, and
the position of the +46 cm−1 transition relative to its calcu-
lated frequency, it seems likely that the splitting between the
Ag and Bu excited states should also be small. Proof for this
conjecture comes in Sec. IV C.
C. 13C-substituted R2PI spectroscopy
Following the lead of Leutwyler and co-workers,18, 19,16
we recorded R2PI spectra of DPOE while monitoring the
M+1 mass channel associated with incorporation of a single
13C atom in the molecule, which contains 14 carbon atoms.
Since 12 of the 14 carbons are in the two aromatic rings that
typically give rise to similar electronic frequency shifts, the
M+1 R2PI spectrum reflects primarily the effects of sym-
metry breaking on the electronic spectroscopy. These effects
are anticipated to be particularly striking in the ttt conformer,
since breaking the symmetry of the two rings can turn on in-
tensity in the dipole-forbidden Ag–Ag electronic transition.
Figure 6 compares R2PI spectra recorded in the m/z 214
mass channel (all 12C DPOE, top trace) to that in the M+1
mass channel, recorded under unsaturated (red, middle) and
partially saturated (blue, bottom) conditions. The 13C substi-
tution in the ring produces a doublet at the tgt origin, split
by 4.7 cm−1, which is now resolved even under low resolu-
tion. The magnitude of this splitting is more than four times
the excitonic splitting (1.02 cm−1), indicating that most of the
splitting in the 13C spectrum is site splitting due to the fact
that one ring contains a 13C atom, while the other does not.
On that basis, we surmise that the observed doublet should be
FIG. 6. R2PI spectra in the S0–S1/S2 origin regions of the tgt and ttt
conformers of DPOE monitoring (a) the all 12C parent mass channel, (b)
the M+1 mass channel associated with incorporation of one 13C into the
molecule under (b) unsaturated and (c) partially saturated conditions. The
observed splittings of 4.7 cm−1 and 3.3 cm−1 for the tgt and ttt conforma-
tions place upper bounds on the excitonic splittings of the two conformers.
See text for further discussion.
interpreted as arising from electronic excitation largely local-
ized on the all 12C or singly 13C substituted rings of DPOE.
Similar arguments hold for the R2PI spectrum of the 13C
ttt conformer. Here, we see a partially resolved and somewhat
broadened doublet with a splitting of 3.3 cm−1. Strikingly, the
two transitions are nearly equal in intensity, as would occur
if electronic excitation were completely localized on one or
the other ring. This is consistent with a splitting of 3.3 cm−1,
which is 30% less than the splitting in the tgt conformer. We
surmise on this basis that the splitting of the electronic origins
in the all 12C isotopomer is significantly smaller than 1 cm−1
for the ttt conformer. The partially saturated spectra show that
the band splittings present at the origins carry forward to other
vibronic bands in the spectrum.
D. Collisional studies
One important benefit of the 13C R2PI spectrum is that
it provides the electronic frequency positions of these tran-
sitions relative to the all-12C spectrum. In particular, the
+4 cm−1 transition of the ttt conformer is directly overlapped
with the main band of the 12C spectrum, and would therefore
be excited simultaneously under conditions for dispersed flu-
orescence. This raises the possibility that the −46 cm−1 tran-
sition in the ttt +46 cm−1 DFL spectrum (Figure 3(b)) could
arise from the 13C isotopomer, which would have an allowed
transition with v = 0 Franck-Condon factors to the bu fun-
damental in the ground electronic state. Indeed, its intensity
relative to the v = ±1 transitions on either side of it, are
approximately correct for ascribing the −46 cm−1 transition
to 13C DPOE.
It is noteworthy that the +46 cm−1 DFL spectrum shown
in Figure 3(b) was recorded at x/D = 38, far downstream
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FIG. 7. Close-up views of the (a) −800 to −950 cm−1 and (b) +50 to −150 cm−1 regions of the ttt +46 cm−1 DFL spectrum taken with laser excitation
occurring at different distances (x/D, D = nozzle diameter) from the nozzle in the expansion. Transitions marked with a dotted line grow in intensity at small
x/D due to collisions with the backing gas. (c) Energy level diagram depicting the excitation, emission, and collisional energy transfer processes responsible for
the collision free (“0,” −95 cm−1) and collision-induced (−46 cm−1) emission.
relative to conditions often used for recording DFL spectra.
Under most circumstances, the effects of collisions on DFL
spectra are minimal, since the collision frequency in the jet is
typically slow relative to the excited state fluorescence life-
time (∼30 ns in this case). However, the emission from the
+46 cm−1 transition of ttt DPOE is a notable exception.
Figures 7(a) and 7(b) present a series of DFL spectra
from the +46 cm−1 transition of ttt taken as a function of dis-
tances from the nozzle orifice (with diameter D), ranging from
x/D = 5.5 to 38. A close-up of two regions of the DFL spectra
are shown that highlight bands at −46 cm−1 and −889 cm−1
whose intensity is sensitive to the x/D position. Clearly, both
bands grow in intensity by more than a factor of five as exci-
tation occurs closer to the nozzle where collisions with buffer
gas are more frequent.
Figure 7(c) displays an energy level diagram that summa-
rizes the collisional mechanism responsible for the growth in
this −46 cm−1 emission. The two excited states are drawn in
an adiabatic representation in which the geometry changes ac-
companying electronic excitation of one or the other ring lead
to displacements producing two equivalent, displaced wells
in the excited state. The 1.02 cm−1 splitting between S0–S1
and S0–S2 origins is, in this adiabatic picture, a tunneling
splitting associated with a process in which both electronic
excitation and nuclear change accompany the tunneling. The
+46 cm−1 transition in the excitation spectrum is to a Bu vi-
bronic state that is (nominally) the bu in-plane bending fun-
damental ( ¯R) built off the Ag electronic origin (Ag( ¯R10)). This
state gains its oscillator strength by vibronic coupling with
the Bu electronic state, and produces v( ¯R) = ±1 Herzberg-
Teller selection rules in emission to produce transitions
at “0” (resonance fluorescence) and −95 cm−1 (ending in
v = 2 in the ground state). There is no dipole-allowed or vi-
bronically induced method of producing the v = 0 emis-
sion from this level to the corresponding v = 1 level (at
−46 cm−1) in the ground state. However, if collisions with
buffer gas occur during the excited state lifetime (Figure 7(c)),
they can produce the other member of the v = 1 tunneling
doublet, which is less than 1 cm−1 away. This level is of
Buxbu = Ag vibronic symmetry, and has a dipole-allowed
transition to the v = 1 level in the ground state, with emis-
sion frequency −46 cm−1 from resonance fluorescence, as
observed.
Interestingly, even at x/D = 38, some intensity remains
in the −46 and −896 cm−1 bands. Although the remaining
intensity could be attributed to collisions with an extremely
large cross section for the collisional energy transfer pro-
cess, it seemed more likely to us that this residual inten-
sity arises from overlap with the 13C 000+46 cm−1 transition
(Sec. III C). As a final test of this conjecture, we recorded SEP
ion-dip spectra from the ttt +46 cm−1 intermediate state while
monitoring the 13C and all 12C mass channels. The results are
shown in Figure 8.
Unfortunately, since the SEP “dump” laser frequency at
−46 cm−1 was near resonances in absorption for the tgt con-
former, the SEP ion-dip spectrum could not be recorded in
the region of Figure 7(b) where the −46 cm−1 transition
occurs. Instead, the corresponding collision-induced band at
−889 cm−1 (Figure 7(a)) was free from such interference. As
Figure 8 shows, the transition at −889 cm−1 is clearly ob-
served in the 13C spectrum, but is completely absent in the
12C spectrum, confirming that the 13C isotopomer is the likely
source of the remaining −46 cm−1 intensity in Figures 3(b)
and 7(b). This transition is dipole-allowed in the 13C spec-
trum due to localization of the electronic excitation induced
by one ring possessing a 13C atom.
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
128.210.142.156 On: Mon, 03 Feb 2014 14:47:20
290
204313-8 Buchanan et al. J. Chem. Phys. 138, 204313 (2013)
FIG. 8. The 12C and 13C stimulated emission pumping spectra indicating the
889 cm−1 transition is due to the 13C spectrum.
V. DISCUSSION
A. The weak vibronic coupling limit
The primary goal of the present study has been to map out
in some detail the conformational dependence of the excited
state surfaces present in the model flexible bichromophore
DPOE. In earlier work, LIF excitation, UV-hole burning, and
resonant ion-dip infrared spectra were used to observe and
assign transitions due to two conformations, the ttt conformer
of C2h symmetry, and the tgt conformer, with C2 symmetry.
In this paper, we have determined the magnitude of the exci-
tonic splitting between the S1 and S2 states for both conform-
ers, and determined and analyzed the spectroscopic signatures
of vibronic coupling between the S1 and S2 states in the two
conformations.
Perhaps the most striking result of this work is the ex-
traordinarily small excitonic splittings present in the two con-
formers, with the tgt conformer possessing a splitting of
1.02 cm−1, and its ttt counterpart even smaller based on the
spectrum of its isotopomer containing a single 13C atom in
one of the rings. This is to be compared with an electronic
transition from S0 of more than 34 000 cm−1. Thus, DPOE is
in the extreme limit of weak vibronic coupling, with an exci-
tonic splitting similar in size to the recently studied benzoic
acid dimer (0.94 cm−1).45
The splittings of the exciton coupled S1 and S2 origins
reported in previous jet-cooled studies of the C2 symmet-
ric bichromophores, bis-(4-hydroxyphenyl)methane,34 and
diphenylmethane33 were in excess of 100 cm−1 because of the
close proximity of the two chromophores. In these cases, both
exciton states are orbitally allowed and the vibronic spectra
built off of each origin are readily resolved. The close proxim-
ity of the two rings rotates the direction of each ring’s TDM
and induced an out-of-ring-plane TDM component, signifi-
cantly increasing the excitonic coupling relative to a monomer
point-dipole model.35 In contrast, the chromophores of DPOE
are more weakly coupled because of the larger inter-ring sep-
arations that minimize direct interactions between the rings.
The weak coupling in DPOE is evident from predictions
for the exciton splitting based on the transition dipole cou-
pling of Förster theory,10 and from vertical splittings cal-
culated at the TDDFT M05-2X/6-31+G(d) level of theory.
These are summarized in Table III for DPOE. The TDDFT
vertical splittings (9 cm−1 for tgt, 25 cm−1 for ttt) and transi-
tion dipole coupling estimates (17 cm−1 for tgt, 43 cm−1 for
ttt) are generally consistent with one another, and are quite
small compared to those in DPM and b4HPM. For the ttt iso-
mer of DPOE, the distance between the center-of-masses of
the two aromatic rings is 8.6 Å, while in tgt this distance is
8.0 Å. Yet, these estimates are still more than 10-fold too large
compared to the experimental splittings between the S0–S1
and S0–S2 origins (1 cm−1 or less).
Within the diabatic model typically used for analysis of
excitonic splitting, the vertical splitting (elec) is vibrationally
“quenched” by a Franck-Condon factor that accounts for the
shift in excited state geometry relative to the ground state
minimum.16 This leads in the weak vibronic coupling limit
to a “quenched” vibronic splitting vibron that is more than
TABLE III. Calculated vertical frequencies, S1/S2 splittings and oscillator strengths at the TDDFT M05-2X/6-
31+G(d) level of theory. Comparison with experimental splittings and the excitonic splittings predicted with the
transition dipole coupling model (TDM).
Conformer: tgt
Vertical Scaled vertical Exp. Calc. osc.
splitting (cm−1) splitting (cm−1) freq (cm−1) strength
S0–S1 43 617 36 422.91 36 422.91 0.0277
S0–S2 43 628 36 432.09 36 423.93 0.0440
TDDFT splitting 9 cm−1 Exp. splitting
TDM splitting 17 cm−1 1.02 cm−1
Conformer: ttt
Vertical Scaled vertical Exp. Calc. osc.
splitting (cm−1) splitting (cm−1) freq (cm−1) strength
S0–S1 43 737 36 523.12 . . . 0.0000
S0–S2 43 767 36 548.17 36 508.77 0.0683
TDDFT splitting 25 cm−1 Exp. splitting
TDM splitting 43 cm−1 ∼1.0 cm−1
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FIG. 9. Schematic adiabatic potential energy curves for the (a) tgt and (b)
ttt conformers of DPOE showing (left) electronic delocalization of the sym-
metric all 12C structures with tunneling splittings of vibron = 1.02 and
∼1 cm−1, respectively, and (right) the electronic localization associated with
incorporation of a single 13C atom into one of the rings, with S1/S2 splittings
of 4.7 and 3.3 cm−1, respectively.
10-fold smaller, with experimental splittings of 1.02 cm−1
(tgt) or less (ttt).
In this circumstance, the observed splitting is understood
most intuitively in an adiabatic model in which the observed
splitting is considered as a nonadiabatic tunneling splitting
on the lower double-minimum potential energy surface. This
is shown schematically for the two conformers of DPOE in
Figure 9. As Kopec et al.16 have laid out in some detail, this
tunneling splitting cannot be calculated from the shape of the
lower double minimum surface alone, since the tunneling is
influenced by nonadiabatic interactions with the upper elec-
tronic state.
At the same time, the rotational constants and TDM
orientations extracted from the rotationally resolved spectra
provide unequivocal evidence that the electronic excitation
is completely delocalized over the two aromatic rings, with
TDM directions consistent with excited states which are equal
contributions from local excitations of anisole (C6H5OCH3).
In the end, this is a requirement of the symmetric configura-
tions for the two conformers, in which the two aromatic chro-
mophores are placed in equivalent configurations.
On this basis, one would anticipate that most other ge-
ometries that are away from these highly symmetric points on
the excited state potential energy surfaces will be character-
ized by nearly localized electronic excitation of the two rings
with even modest shifts of a few cm−1 in the site frequencies
sufficient to cause electronic localization, since the nonadia-
batic tunneling splittings at C2 and C2h geometries are 1 cm−1
or less. This fact was brought home in dramatic fashion by
the R2PI spectra of the singly 13C-substituted isotopomer of
DPOE, where shifts in the zero-point energies of the two ex-
cited states of 3–4 cm−1 led to substantial localization of the
electronic excitation, as Figure 9 illustrates. In the ttt con-
former, this turned a pair of electronic transitions in which one
is dipole-allowed and the other dipole-forbidden into a pair
of transitions that have nearly equal oscillator strengths, with
excitation localized either on the 13C-substituted ring or the
non-substituted one, with a splitting of 3.3 cm−1. One could
imagine that, in the condensed phase, small asymmetries or
fluctuations in the solvent surroundings will be sufficient to
localize electronic excitation there too. The effects of asym-
metric solvation are seen already in the DPOE–H2O complex
involving the asymmetry induced by a single H2O molecule.56
B. Spectroscopic signatures of vibronic coupling
involving near-degenerate excited states
We have just proven that in both the tgt and ttt conform-
ers of DPOE, the first two levels on the adiabatic double-









are separated in energy by no more than 1 cm−1 at the C2 and
C2h geometries associated with the tgt and ttt conformers, re-
spectively. This splitting is small compared to all vibrational
frequencies in the tgt and ttt conformers. As a result, each vi-
brational level is split by nonadiabatic effects into a pair of
levels. We focus in this section on the spectroscopic signa-
tures of this near-degeneracy in the vibronic spectroscopy of
the two conformers.
In the C2 tgt conformer, both members of the tunneling
doublet associated with each vibronic level carry oscillator
strength from S0. As a result, every vibronic transition in the
tgt spectrum in Figure 2 is in fact an unresolved doublet, as
was shown in Figure 5 to be the case at the electronic origin
by high resolution spectroscopy. Furthermore, the strong in-
tensities observed in the non-totally symmetric fundamentals
result from vibronic coupling between the two states, with the
S1 state borrowing intensity from S2 and vice versa. Since the
emission from both members of the pair is dipole-allowed,
a strong v = 0 false origin appears in the DFL spectra of
both totally symmetric and non-totally symmetric fundamen-
tals (Figure 3(a)).
By contrast, the C2h ttt conformer has only one dipole-
allowed electronic transition (Ag–Bu), but 13C R2PI spec-
tra located the dipole-forbidden Ag–Ag origin split by only
3.3 cm−1. Based on a comparison with the tgt, where a
4.7 cm−1 13C splitting arose from a 1.02 cm−1 non-adiabatic
tunneling splitting, the two states are placed within 1 cm−1
of one another. As a result, once again, each vibronic band is
split into a pair of transitions, but in this case only one mem-
ber of each pair carries intensity. Vibronic coupling neverthe-
less plays an important role in the spectrum, with the band
46 cm−1 above the Ag–Bu origin assigned to bu symmetry ¯R
fundamental built off the Ag electronic state, gaining its inten-
sity purely through vibronic coupling.
It is worth noting that the smaller splitting ascribed to
the ttt conformer is opposite to the ordering of the splittings
predicted by TDM model or TDDFT calculations (Table III).
One possible reason for this smaller splitting would be that
the ttt conformer has a larger Franck-Condon quenching than
tgt. However, comparison of the DFL spectra of the S1 origins
of ttt (Figure 3(b)) and tgt conformers (Figure 3(a)) show lit-
tle difference between the two in the intensities of the ring
modes that dominate this quenching factor. In the end, the
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
128.210.142.156 On: Mon, 03 Feb 2014 14:47:20
292
204313-10 Buchanan et al. J. Chem. Phys. 138, 204313 (2013)
only experimentally measured quantity we report here for the
ttt conformer is the 3.3 cm−1 splitting in the 13C R2PI spec-
trum, which is the composite of the quenched excitonic and
zero-point energy effects that include contributions from the
different sets of inter-ring modes for each conformer given in
Table I. A direct measure of the splitting in the 12C isotopomer
would require comparison of the one-photon and two-photon
allowed transitions, a task left for future work.
The adiabatic model developed by Kopec et al.16 projects
non-adiabatic coupling onto a single effective vibrational co-
ordinate, leading to accurate predictions for the nonadia-
batic tunneling splitting at the electronic origin in model ho-
modimers. By contrast, a multi-mode version of the diabatic
Fulton-Gouterman model has recently been developed, pro-
viding a means for modeling the observed vibronic inten-
sities in DPOE. The tgt conformer was not modeled due
to the unresolved overlap of contributions from the two
excited states in the excitation and dispersed fluorescence
spectra. In the ttt conformer, the model is able to account
for the vibronic intensities in the R/ ¯R pair of interchro-
mophore bends both in excitation and in dispersed fluores-
cence from the dipole-allowed Bu origin (Fig. S1 of the
supplementary material59). Similar modeling of the intensi-
ties in the origin emission into the ring mode pairs 6a, 1,
and 12 (in Varsanyi notation)57 at −590/−610, −802/−840,
and −996/−1005 cm−1 are similarly successful (Figs. S2–
S4 of the supplementary material59). Similar modeling of the
Ag( ¯R1) emission (the +46 cm−1 band) accounts for the vi-
bronically induced emission to v′′ = 0, 2. However, the strong
emission bands from the Ag( ¯R1) level to transitions at −649,
−849, and −1044 cm−1 are not accounted for in the FG
model, pointing to the need for further refinement of inter-
mode coupling in the theory.
C. Collision-induced electronic energy transfer
One of the more striking results of the present study is the
unusual sensitivity of the DFL spectrum of the ttt +46 cm−1
band to collisions, as shown in Figures 7(a) and 7(b). As dis-
cussed in some detail in Sec. IV D and shown pictorially in
Figure 7(c), we have shown that the bands that grow in can
be ascribed to the lower member of the non-adiabatic tunnel-
ing doublet associated with the R10 fundamental. This state
is dipole forbidden from the S0 zero-point level, but its close
proximity (within 1 cm−1) to the other member of the tunnel-
ing doublet initially populated by the laser provides a path-
way for collisional energy transfer that is extremely facile,
and competes with fluorescence even under conditions under
which one would typically have thought were collision-free.
Table IV presents estimates of the number of collisions
experienced by DPOE during the lifetime of the excited state
(30 ns), assuming a gas-kinetic cross section for transfer be-
tween members of the tunneling doublet (σ coll = 75 Å2). Un-
der conditions closest to the nozzle, there are multiple colli-
sions during the excited state lifetime, suggesting that the two
tunneling states could have their populations equilibrated. On
the other hand, at x/D = 38, where only 1% of the excited
state molecules undergo a gas-kinetic collision, the remain-
ing intensity is likely to be mostly or entirely due to the 13C
TABLE IV. Fractional collision-induced intensity in the v84 = 0 transition
of the ttt conformer of DPOE relative to that in the v84 = ±1 transitions as
a function of distance from the nozzle in nozzle diameters, x/D. The number
of gas-kinetic collisions experienced by DPOE in its excited state lifetime is
given for comparison.
Fractional collision






aAssuming a gas-kinetic collision cross section of 75 Å2. Calculated using the equations
of Ref. 49.58
bBy assumption. See text for further discussion.
isotopomer. Invoking these assumptions, the intensity ratio on
the right of the table is the collision-induced intensity in the
−46 cm−1 band relative to the sum of the “0” and −95 cm−1
transitions. This ratio falls off at a rate in keeping with the
fall off in number of collisions. While these data are not suffi-
cient to quantify the magnitude of the collision cross section
as a function of position in the expansion, it seems likely to
us that very large cross sections for electronic energy transfer
across this small tunneling doublet are at play, with glancing
collisions with cross sections significantly exceeding gas ki-
netic are possible.
It is interesting to consider how these studies under jet-
cooled conditions in the gas phase transfer into condensed
phase environments in which collisions are likely to pro-
vide an efficient means of interchromophore electronic energy
transfer in chromophore arrays, multichromophore polymers,
and the like.
VI. CONCLUSIONS
We have presented detailed spectroscopic data on the
close-lying S1/S2 states of DPOE that prove that the molecule
is in the extreme limit of weak vibronic coupling. At the C2
and C2h geometries, the electronic excitation is delocalized
over the two rings (by symmetry), but the splitting between
the two states is 1 cm−1 or less. Given this weak coupling, it
is likely that the two potential energy surfaces lie within a few
cm−1 of one another over large regions of the torsional poten-
tial energy surface. In this weak vibronic coupling limit, the
excitonic splitting is best thought of as a nonadiabatic tunnel-
ing splitting on the lower double-minimum potential energy
surfaces associated with electronic excitation on one or the
other aromatic ring. This splitting is more than a factor of 10
smaller than vertical splittings calculated via standard meth-
ods. In light of this weak vibronic coupling, the smallest of
perturbations to one of the rings is sufficient to localize the
electronic excitation on one or the other ring. This was il-
lustrated in dramatic fashion in the spectra recorded for the
13C isotopomer that contains a single 13C atom somewhere in
one or the two aromatic rings. This zero-point asymmetry was
enough to split the electronic origins by 4.7 cm−1 (tgt) and
3.3 cm−1 (ttt), and nearly completely localize the electronic
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excitation. One would anticipate similar effects by asymmet-
ric solvation in the condensed phase. We will show elsewhere
the interesting effects associated with binding a single H2O
molecule to DPOE.56
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