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Two-dimensional crystals of ions stored in Penning traps are a leading platform for quantum
simulation and sensing experiments. For small amplitudes, the out-of-plane motion of such crystals
can be described by a discrete set of normal modes called the drumhead modes, which can be used
to implement a range of quantum information protocols. However, experimental observations of
crystals with Doppler-cooled and even near-ground-state-cooled drumhead modes reveal an unre-
solved drumhead mode spectrum. In this work, we establish in-plane thermal fluctuations in ion
positions as a major contributor to the broadening of the drumhead mode spectrum. In the process,
we demonstrate how the confining magnetic field leads to unconventional in-plane normal modes,
whose average potential and kinetic energies are not equal. This property, in turn, has implications
for the sampling procedure required to choose the in-plane initial conditions for molecular dynamics
simulations. For current operating conditions of the NIST Penning trap, our study suggests that
the two dimensional crystals produced in this trap undergo in-plane potential energy fluctuations
of the order of 10 mK. Our study therefore motivates the need for designing improved techniques
to cool the in-plane degrees of freedom.
I. INTRODUCTION
In the past decade, large crystals of ions stored in Pen-
ning traps have shown great promise for quantum simu-
lation and quantum sensing experiments. Such systems
have enabled the study of iconic and important spin and
spin-boson models [1–3], of the growth of entanglement
in large interacting systems [4, 5], and of metrologically
relevant protocols aimed at spin squeezing [6, 7] and mo-
tion sensing [8, 9]. A number of efforts are currently
underway to expand the toolbox for quantum informa-
tion processing with Penning traps, including the devel-
opment of miniaturized permanent-magnet systems that
offer portability [10] and traps with improved optical ac-
cess [11], the incorporation of sideband cooling [12], and
proposals for quantum computing and simulation in ar-
rays of Penning traps [13].
Equilibrium trapped-ion crystals result from a balance
between the external trapping fields and the inter-ion
Coulomb repulsion. In Penning traps, the trapping fields
consist of (a) an electric quadrupole field that ensures
confinement along the trap axis (z axis), and (b) a strong
magnetic field pointing along the trap axis, that, com-
bined with the electric field, provides radial confinement
[14, 15]. As a result of the magnetic field, the equilibrium
crystal is rotating about the trap axis in the lab frame.
This rotation frequency ωr can be stabilized by the ap-
plication of a weak quadrupole rotating wall potential
[14, 16, 17]. In general, Penning traps can be config-
ured to realize three-dimensional crystals. However, in
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the special case that the radial confinement is weak com-
pared to that along the axial direction, the ions organize
into a two-dimensional crystal in the x− y plane [18].
These two-dimensional crystals have attractive fea-
tures for quantum simulation and sensing. First, single-
ion laser addressing and detection is simplified in a pla-
nar configuration. Second, for small displacements, the
out-of-plane and in-plane motions decouple, leading to a
simple description of the out-of-plane dynamics in terms
of collective normal modes that obey simple harmonic
motion with discrete frequencies [18]. These modes are
referred to as the drumhead modes and are used to real-
ize the ion-ion interactions that are necessary for quan-
tum simulation and sensing protocols. On the other
hand, the nature of the in-plane modes is complicated
by the velocity-dependent Lorentz force produced by the
magnetic field. Broadly, the Lorentz force splits the in-
plane modes into two branches, one consisting of high
frequency cyclotron modes and the other consisting of
low frequency E×B modes [18].
Measurements of the motional modes of collections of
charged particles that form ion crystals or, more gen-
erally, non-neutral plasmas can provide useful diagnos-
tic information on temperatures and densities [19, 20].
Experimentally, the drumhead mode spectrum is probed
by the application of an optical dipole force (ODF) that
maps the out-of-plane motion at a particular frequency
onto the electronic population in a hyperfine level of the
ion [21–24]. The population in this level can be read
out via fluorescence detection and hence this level is re-
ferred to as the bright state. The motional frequency
that is probed can be varied by adjusting the difference
frequency of the pair of lasers used to generate the ODF.
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2FIG. 1. Comparison of (a) theoretically computed and (b) experimentally measured ODF spectra for a Doppler-cooled crystal
with 53 ions. The orange lines indicate the position of the theoretically computed normal modes. The theory computation
in (a) is performed according to the procedure described in Sec. V B 2 and assumes the same parameters as that used to
experimentally measure the data shown in (b). For the simulation in panel (a), we assume that the ions have zero temperature
in the crystal plane, while a temperature of 0.5 mK is assumed for their out-of-plane motion.
The fraction of ions found in the bright state as the ODF
difference frequency is scanned over the bandwidth of
drumhead modes provides qualitative and quantitative
information on the drumhead mode spectrum and is fre-
quently called the ODF spectrum.
Although linearized theory predicts a discrete set of
drumhead mode frequencies, features of experimentally
measured ODF spectra are in contradiction with this ex-
pectation [21, 23]. Figure 1 illustrates the disparity be-
tween theory predictions and experimental observations
of the ODF spectrum for a crystal with N = 53 ions
that has been subjected to Doppler laser cooling. The
theory curve in Fig. 1(a) is computed assuming that the
ions undergo thermal motion out-of-plane but have zero
temperature in the crystal plane. In this case, the out-
of-plane motion is seen to be well described by the lin-
earized theory and the ODF diagnostic partially resolves
the fixed, discrete set of drumhead modes over their en-
tire bandwidth, leading to a jagged spectrum.
However, the experimental data in Fig. 1(b) reveals
that only the first few highest frequency drumhead modes
are well resolved. In particular, the locations of the three
highest frequency peaks in the experimental data are well
described by the normal mode theory. The highest peak
marks the axial center of mass mode, whose frequency
is independent of the particle positions in an ideal har-
monic trap and is given by the axial trapping frequency
ω‖ (cf. Table I and Eq. (3)). The next two peaks respec-
tively correspond to tilt modes, i.e. tilts of the lattice out
of the crystal plane, and ‘potato chip’ modes, which are
long-wavelength bends to the lattice [18]. A cold fluid
theory for these modes [25, 26] predicts frequencies of√
ω2‖ − ω2⊥ and
√
ω2‖ − 7ω2⊥/4 respectively, where ω⊥ is
the effective radial trapping frequency (cf. Table I and
Eq. (3)). For large N the wavelengths of these modes
are large compared to the inter-ion spacing and there-
fore the frequencies of these modes are not very sensi-
tive to the underlying crystal configuration. Thus, the
widths of these peaks are small and their locations are
in good agreement with predictions from the cold fluid
theory. However, below these modes, the measured spec-
trum is essentially a smooth continuum over frequencies,
extending approximately until the lowest predicted mode
frequency. In Ref. [23], we attempted to numerically re-
produce qualitative features of the observed spectrum by
incorporating ad hoc mode frequency fluctuations, as-
suming that the variance increases with decreasing mode
frequency.
The objective of this paper is to develop a first-
principles model to understand and explain the broaden-
ing of the drumhead mode spectrum. Our study strongly
suggests that low frequency in-plane thermal fluctuations
in ion positions, attributable to the E×B modes, are an
important contributor to the broadening of the drumhead
spectrum.
Such a physical model for mode frequency fluctuations
is an essential starting point for attempts at improving
the mode resolution and in identifying opportunities for
refining the experimental system. First, improved mode
resolution will greatly expand the range of simulation
and sensing protocols possible with Penning traps; so
far, ion-ion interactions have been primarily mediated
by the well-resolved center-of-mass (c.m.) mode, which
is also the highest frequency drumhead mode. A variety
of network topologies can be realized if a large number of
drumhead modes are well resolved and individually ad-
dressable like the c.m. mode [27]. Second, for parameters
of the current experiments with the NIST Penning trap
[23], we typically find that in-plane fluctuations in the
ion crystal potential energy of the order of 10 mK are
required to numerically simulate drumhead spectra as
poorly resolved as the experimental measurements, in-
dicating the need for improved cooling of the in-plane
degrees of freedom.
3This paper is organized as follows. In Section II,
we first summarize the model for the dynamics of two-
dimensional trapped ion crystals in a Penning trap. Next,
we linearize the equations of motion and introduce the
formalism to study the in-plane normal modes. In Sec-
tion III, we illustrate the unconventional nature of the
in-plane modes by investigating the ratio Rn of the av-
erage potential energy to the average kinetic energy in
mode n. In the process, we show that the in-plane modes
can be attributed a direction of rotation because of the
presence of the magnetic field. In Section IV, we discuss
the implications of Rn 6= 1 for the in-plane thermal fluc-
tuations and for the initialization procedure to be used
for thermal molecular dynamics simulations of the crys-
tal motion. We then proceed to discuss drumhead mode
frequency fluctuations in Section V. We first present an
intuitive picture for the origin of these fluctuations that
is based on static thermal snapshots of in-plane crys-
tal configurations. Along the lines of the Shannon en-
tropy, we introduce a mode entropy to quantify the ex-
tent of delocalization of a mode, by which we are able
to qualitatively explain the varying sensitivity of differ-
ent drumhead modes to in-plane thermal fluctuations.
We then validate the findings from this intuitive picture
by performing molecular dynamics simulations with ap-
propriate initialization of the in-plane coordinates. We
use these simulations to study the power spectral den-
sity of the drumhead motion in the presence of in-plane
thermal fluctuations. We also extract ODF spectra from
these simulations, which can be used for direct qualita-
tive comparisons to experimental measurements. Finally,
we summarize our findings and conclude with an outlook
in Section VI.
II. PRELIMINARIES
We consider a collection of N ions of mass m and
charge e in a Penning trap. The magnetic field pointing
along the z axis has strength Bz > 0, while the electric
quadrupole potential is parametrized by an amplitude
V0 > 0. The strength of the magnetic field can also be
quantified by the bare cyloctron frequency ωc = eBz/m.
In addition, we assume that a rotating wall potential with
amplitude VW > 0 and frequency ωr > 0 is applied to
stabilize the crystal rotation frequency. A crystal stored
in this trap rigidly rotates with angular frequency ωr in
the clockwise sense when viewed from above the crystal
plane in the lab frame, i.e. when the line-of-sight is along
the −z axis. In a frame rotating at angular frequency ωr,
the Lagrangian becomes time independent and is given
by [18]
L =
N∑
j=1
[
m
2
r˙j · r˙j − eφj − mω
′
c
2
(x˙jyj − y˙jxj)
]
, (1)
Frequency Description
ωc = eBz/m bare cyclotron
ω′c = ωc − 2ωr effective cyclotron
ω‖ =
√
2eV0/m axial trapping
ω⊥ =
√
ωcωr − ω2r − ω2‖/2 radial trapping
ωW =
√
2eVW /m wall correction
TABLE I. Some characteristic frequencies governing the dy-
namics of ions in a frame rotating at frequency ωr in a Pen-
ning trap. With the exception of Fig. 1, the numerical results
presented in this paper correspond to a 120 ion crystal in
a trap characterized by the frequencies ωc/2pi ≈ 7.60 MHz,
ωr/2pi = 180 kHz, ω‖/2pi = 1.59 MHz, and ωW /2pi ≈ 68 kHz.
These values are typical of the current operational parame-
ters for producing crystals of 9Be+ ions in the NIST Penning
trap.
where ω′c = ωc − 2ωr is an effective cyclotron frequency
and
eφj = eV0z
2
j +
1
2
(
eBzωr −mω2r − eV0
)
(x2j + y
2
j )
+eVW (x
2
j − y2j ) +
kee
2
2
∑
k 6=j
1
rkj
(2)
is the effective potential energy of ion j. Here, xj , yj
are rotating frame coordinates and are related to the
lab frame coordinates through a time dependent rota-
tion matrix [18]. The position of an ion in the rotating
frame is compactly denoted by the vector rj = xjxˆ +
yjyˆ + zj zˆ. Finally, the Coulomb potential is expressed
using rkj =
√
(xk − xj)2 + (yk − yj)2 + (zk − zj)2 and
ke = 1/(4pi0), where 0 is the permittivity of free space.
Table I summarizes some characteristic frequencies
in terms of which we rewrite the Lagrangian, Eq. (1).
Specifically, the effective potential energy in Eq. (2) sim-
plifies to
eφj =
mω2‖
2
z2j +
mω2⊥
2
(x2j + y
2
j )
+
mω2W
2
(x2j − y2j ) +
kee
2
2
∑
k 6=j
1
rkj
. (3)
In this paper, we use the ‖ (⊥) subscript to indicate
motion parallel (perpendicular) to the direction of the
magnetic field.
A. Euler-Lagrange equations of motion
We obtain the equations of motion along the three di-
rections as a set of first order coupled differential equa-
tions in the positions and velocities. The positions are
updated trivially as
r˙j = vj (4)
4by construction. The velocity components evolve as
v˙xj = −
(
ω2⊥ + ω
2
W
)
xj + ω
′
cv
y
j +
kee
2
m
∑
k 6=j
xj − xk
r3kj
,
v˙yj = −
(
ω2⊥ − ω2W
)
yj − ω′cvxj +
kee
2
m
∑
k 6=j
yj − yk
r3kj
,
v˙zj = −ω2‖zj +
kee
2
m
∑
k 6=j
zj − zk
r3kj
. (5)
B. Linearized equations about stable equilibrium
A stable equilibrium two-dimensional crystal can be
found by determining the configuration of ions in the
x − y plane that minimizes the total potential energy
given by Φ =
∑N
j=1 eφj . Numerically, we perform the
minimization by starting from a seed lattice and itera-
tively finding a local minimum, as described in Ref. [18].
Alternatively, a global minimization technique such as
simulated annealing can also be employed which elimi-
nates the need for an initial guess (seed) configuration
[24].
We denote the equilibrium ion coordinates of ion j by
x0j , y
0
j , z
0
j . We can then write sj = s
0
j + δsj for each
coordinate s → x, y, z and consider the situation where
the displacements δsj are small compared to the lattice
spacing. In this limit, we can approximate
r−3kj ≈
((
r0kj
)2
+ 2
∑
s→x,y
(s0j − s0k)(δsj − δsk)
)−3/2
.
(6)
Since z0j = 0 ∀ j in the case of 2D crystals, r0kj =√
(x0k − x0j )2 + (y0k − y0j )2 and the s→ z term is omitted
in the summation appearing in Eq. (6). Taylor expanding
Eq. (6) gives
1
r3kj
≈ 1(
r0kj
)3 − 3 ∑
s→x,y
(s0j − s0k)(δsj − δsk)(
r0kj
)5 . (7)
We now make the substitution sj → s0j + δsj in Eq. (5)
and use the result Eq. (7). At zeroth order in δs, the RHS
of the velocity update equations vanish because the force
is zero in the equilibrium configuration. At first order in
δs, the equations can be expressed in matrix notation as
d
dt
|v⊥〉 = −K⊥
m
|δr⊥〉+ L |v⊥〉 ,
d
dt
|v‖〉 = −
K‖
m
|δr‖〉 . (8)
The vectors |v⊥〉 , |δr⊥〉 (|v‖〉 , |δr‖〉) are 2N (N) dimen-
sional as they account for the x, y (z) degrees of freedom
of all the ions. Here, K⊥ and K‖ are real, symmetric stiff-
ness matrices whose forms, for example, can be found
in Ref. [18]. Since they describe motion about a sta-
ble equilibrium, both stiffness matrices are positive def-
inite. In particular, a non-zero rotating wall strength,
i.e. |VW | > 0, breaks the cylindrical symmetry about the
trap axis ensuring that the eigenvalues of K⊥ are strictly
non-zero. The out-of-plane and in-plane dynamics de-
couple in the linear analysis. From the second line of
Eq. (8), the out-of-plane motion can clearly be described
by a set of decoupled simple harmonic oscillators. Fol-
lowing standard normal mode analysis [28], the discrete
frequency components of the out-of-plane motion can be
determined from the eigenvalues of K‖. However, the in-
plane dynamics is complicated by the Lorentz force en-
tering through the antisymmetric, block diagonal matrix
L that will be discussed in more detail in Section III B 1.
C. Hamiltonian
We write down the Hamiltonian corresponding to
Eq. (1) using the position and velocity coordinates, in-
stead of the canonical momenta. In these coordinates,
the Hamiltonian is separable and can be written as
H = T + V, (9)
where T = m (〈v⊥|v⊥〉+ 〈v‖|v‖〉) /2 is the kinetic energy
and V = ∑Nj=1 eφj is the potential energy. In the har-
monic approximation, V can be expressed as
V = V0 + 1
2
〈δr⊥|K⊥|δr⊥〉+ 1
2
〈δr‖|K‖|δr‖〉 , (10)
where V0 is the potential energy of the equilibrium con-
figuration. The Hamiltonians for the in-plane and out-
of-plane dynamics also decouple in the harmonic approx-
imation. We can identify the excess in-plane energy aris-
ing from position and velocity fluctuations as
H⊥ = T⊥ + V⊥ = m
2
〈v⊥|v⊥〉+ 1
2
〈δr⊥|K⊥|δr⊥〉 . (11)
D. Composite phase space vector
By introducing a composite phase space vector
|q⊥〉 =
(|δr⊥〉
|v⊥〉
)
, (12)
the in-plane dynamics in the harmonic approximation
can be expressed as d |q⊥〉 /dt = D |q⊥〉 [29], where D
is a 4N × 4N matrix given by
D =
(
02N×2N 12N
−K⊥m L
)
. (13)
In writing Eq. 13, we have introduced the notations 0r×c
and 1d to respectively express a r × c dimensional zero
5matrix and the d×d dimensional identity matrix. The in-
plane Hamiltonian can similarly be compactly expressed
as H⊥ = 〈q⊥|E|q⊥〉 /2, where
E = diag (K⊥,m12N ) (14)
is an energy matrix. We use the notation
diag (M1,M2, . . . ,MN ) to represent the block diago-
nal matrix obtained as the direct sum of the matrices
M1,M2, . . . ,MN .
E. Generalized eigenvalue problem
We make the ansatz |q⊥〉 ∼ |un〉 e−iωnt, where n =
1, . . . 4N labels the real eigenvalues ωn. The vectors |un〉
satisfy the eigenvalue equation
D |un〉 = −iωn |un〉 . (15)
Since D, ωn are real, complex conjugation of Eq. (15)
reveals that |u∗n〉 is also an eigenvector with eigenvalue
−ωn. Therefore, we can choose the first 2N eigenvectors
to have ωn > 0, while the last 2N eigenvectors are simply
related as ω2N+n = −ωn, for n = 1, . . . , 2N .
Multiplying Eq. (15) by E, we get
DH |un〉 = ωnE |un〉 , (16)
where the Hermitian matrix DH is
DH = i
(
0 K⊥
−K⊥ mL
)
. (17)
Equation (16) is a generalized eigenvalue problem of the
form A |un〉 = ωnB |un〉 with Hermitian matrices A and
B. Therefore, the eigenvectors are E-orthogonal, i.e. for
k 6= n, they satisfy
〈uk|E|un〉 = 0. (18)
In terms of these eigenvectors, the phase space vector
can be written as
|q⊥〉 =
2N∑
n=1
(
Ane
−iωnt |un〉+A∗neiωnt |u∗n〉
)
, (19)
where ω2N+n = −ωn and |u2N+n〉 = |u∗n〉 have been used,
the An are complex initial amplitudes for each mode and
A2N+n = A
∗
n has been imposed to ensure that |q⊥〉 is
real.
F. Potential and kinetic energy in a mode
Using Eq. (19) in the expression H⊥ = 〈q⊥|E|q⊥〉 /2,
the in-plane energy can be expanded in terms of a double
sum over the normal modes. Using the orthogonality
relation, Eq. (18), the expression can be reduced to a
single sum over the 2N in-plane modes given by
H⊥ =
2N∑
n=1
|An|2 〈un|E|un〉
=
2N∑
n=1
|An|2 (〈urn|K⊥|urn〉+m 〈uvn|uvn〉) , (20)
where we have denoted the position and velocity compo-
nents of |un〉 respectively by |urn〉 and |uvn〉. The position
and velocity contributions to the energy in each mode
can respectively be identified as the DC component or
the time-average of the potential and kinetic energy in
that mode.
III. RATIO OF POTENTIAL AND KINETIC
ENERGIES
In this Section, we investigate a characteristic property
of any given normal mode n, namely, the ratio Rn of
the DC component of the potential and kinetic energies,
which is defined as
Rn =
〈urn|K⊥|urn〉
m 〈uvn|uvn〉
. (21)
Clearly, Rn > 0 since K⊥ is positive definite. Expanding
Eq. (15), we observe that
|uvn〉 = −iωn |urn〉 ,
−K⊥ |urn〉+mL |uvn〉 = −imωn |uvn〉 . (22)
Using the first equation, we get
Rn =
〈urn|K⊥|urn〉
mω2n 〈urn|urn〉
. (23)
If L = 0, Eqs. (22) imply that K⊥ |urn〉 = mω2n |urn〉, i.e.
the dynamics reduces to that of a simple harmonic oscil-
lator (SHO) and Rn = 1 as expected.
However, such an equal contribution of potential and
kinetic energies is drastically altered when L 6= 0. We
can already anticipate a dramatic modification by gain-
ing intuition from the in-plane normal modes of a single
trapped ion.
A. Single ion case
We substitute the ansatz |q⊥〉 = e−iωnt |q0〉 in Eq. (4)
and Eq. (5) and solve for the positive eigenvalues. We
ignore the small correction due to ωW in this analysis.
The resulting mode frequencies, in the frame rotating at
frequency ωr, are
ω± =
√
ω′2c + 4ω2⊥ ± ω′c
2
. (24)
6The Lorentz force arising from the magnetic field, enter-
ing as the ω′c term in Eq. (5), splits the two bare SHO
modes at ω⊥ into a high frequency cyclotron mode at ω+
and a low frequency E × B mode, typically called the
magnetron mode, at ω− such that ω+ω− = ω2⊥. The hi-
erarchy of frequencies is apparent in the ω⊥  ω′c limit,
where we have ω−  ω⊥  ω+. Similarly, the eigenvec-
tors are easily found to be
|ur±〉 =
1√
2
(
1
∓i
)
, (25)
corresponding to clockwise circular motion at ω+ and
counterclockwise circular motion at ω−. In the single-
ion case, K⊥ = mω2⊥I2 trivially, leading to
R+ =
ω−
ω+
 1, R− = ω+
ω−
 1. (26)
Therefore, the energy of the cyclotron mode is almost en-
tirely kinetic whereas the energy of the magnetron mode
is almost entirely potential.
Intuitively, these results can be understood by consid-
ering a particle undergoing uniform circular motion at
fixed radius r and angular frequency ω± in a 2D harmonic
trap with trapping frequency ω⊥. The potential energy
is then fixed at mω2⊥r
2/2, whereas the kinetic energy is
mode dependent and is given by mω2±r
2/2. Taking the
ratio, we immediately recover R+  1 and R−  1.
B. Multi-ion case
In line with the single-ion picture, numerical studies
of multi-ion crystals reveal that the 2N bare frequencies
associated with the stiffness matrix K⊥ are split by the
Lorentz force, entering through the matrix L in Eq. (8),
into N low frequency E×B modes and N high frequency
cyclotron modes as shown in Fig. 2. The parameters
used correspond to typical operating conditions for the
NIST Penning trap. In Section III B 2, we will use this
hierarchy to understand certain features of the E×B and
cyclotron branches.
As a generalization of the single-ion case, modes in the
low frequency branch have Rn  1, whereas modes in
the high frequency branch display Rn  1. Figure 3
shows the variation of Rn in the two branches. These
results indicate that most of the energy in the E × B
branch is potential in nature, while the cyclotron modes
are dominated by kinetic energy.
1. Helicity
Further insight into the behavior of Rn in the two
branches can be obtained by analyzing Eq. (23) in more
detail. From Eq. (22), we get
〈urn|K⊥|urn〉 = mω2n 〈urn|urn〉+mωn 〈urn|(−iL)|urn〉 . (27)
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FIG. 2. Hierarchy of in-plane mode frequencies. The 2N
modes (green) corresponding to the bare simple harmonic
oscillator system with stiffness matrix K⊥ are split by the
Lorentz force into a low frequency E ×B branch (blue) and
a high cyclotron branch (orange). Relevant trap and crystal
parameters are reported in the caption of Table I.
Using this relation in Eq. (23) gives
Rn = 1 +
〈urn|(−iL)|urn〉
ωn 〈urn|urn〉
. (28)
The matrix −iL is Hermitian because L is anti-
symmetric. Furthermore, with the basis ordered as
{x1, y1, . . . , xN , yN}, −iL can be expressed as
−iL
ω′c
= diag (σˆy1 , σˆ
y
2 , . . . , σˆ
y
N ) , (29)
where σˆyj is the Pauli y matrix in the basis of xj , yj . The
block diagonal form allows for trivial diagonalization of
−iL/ω′c, which has eigenvalues λj± = ∓1 and 2N × 1
dimensional eigenvectors
|λj±〉 =

02(j−1)×1
1√
2
(
1
∓i
)
02(N−j)×1
 . (30)
The vector |λj+〉 (|λj−〉) has the usual interpretation of
clockwise (counterclockwise) circular motion for ion j.
We expand −iL = ω′c
∑N
j=1
(
|λj−〉 〈λj−| − |λj+〉 〈λj+|
)
and
define the helicity χn of a mode as
χn =
〈urn|(−iL)|urn〉
ω′c 〈urn|urn〉
=
∑N
j=1
(
|〈λj−|urn〉|2 − |〈λj+|urn〉|2
)
∑N
j=1
(
|〈λj−|urn〉|2 + |〈λj+|urn〉|2
) .
(31)
The helicity of a mode quantifies the normalized ten-
dency to rotate in the counterclockwise (0 < χn ≤ 1) or
clockwise (−1 ≤ χn < 0) direction. In terms of χn, Rn
takes the simple form
Rn = 1 +
ω′c
ωn
χn. (32)
7FIG. 3. Ratio of potential to kinetic energy Rn (circles) and the helicity χn (crosses) as a function of mode frequency in (a)
the E×B branch and (b) the cyclotron branch. The solid line in (b) is an analytic formula, Eq. (36), for the variation of Rn
with frequency in the cyclotron branch. Relevant trap and crystal parameters are reported in the caption of Table I.
Figure 3 also plots the helicity as a function of mode
frequency in the two branches. In the low frequency
branch, χn > 0, indicating that all E × B modes effec-
tively rotate counterclockwise. In contrast, in the high
frequency branch, χn ≈ −1 independent of mode fre-
quency, suggesting that all the cyclotron modes are es-
sentially linear superpositions of pure clockwise rotation
of all the ions.
2. Mode hierarchy, Rn and χn
The hierarchy of modes, as exemplified in Fig. 2, can
be used along with Eq. (27) to motivate the observed
trends for Rn and χn in the two branches.
In the E×B branch, the mode frequencies can be as-
sumed small compared to ω′c and the bare frequencies
associated with K⊥. Accordingly, Eq. (27) can be ap-
proximated as
mωn 〈urn|(−iL)|urn〉 ≈ 〈urn|K⊥|urn〉 . (33)
Since K⊥ is positive definite, we observe that
〈urn|(−iL)|urn〉 > 0 within this approximate relation.
That is, the helicity χn > 0 in the E×B branch. Further-
more, since ωn  ω′c, we may expect Rn ≈ χnω′c/ωn 
1. Both of these trends are indeed observed in Fig. 3(a).
In the cyclotron branch, the mode frequencies can be
assumed large compared to the bare frequencies associ-
ated with K⊥. Equation (27) then simplifies to
〈urn|(−iL)|urn〉 ≈ −ωn 〈urn|urn〉 . (34)
Directly using the relation Eq. (34) in Eq. (28) gives
Rn ≈ 0. However, we can obtain an improved estimate
by first using Eq. (34) in Eq. (31), which shows that
χn ≈ −1 in the cyclotron branch. This result is con-
firmed by the numerical data shown in Fig. 3(b). Next,
substituting χn = −1 in Eq. (32) gives Rn ≈ 1 − ω′c/ωn
in the cyclotron branch. Ignoring the correction due to
a rotating wall potential, the frequency of the lowest cy-
clotron mode in the multi-ion case coincides with ω+,
which is the lone cyclotron mode in the single ion case
(see Eq. (24)). Since the bandwidth of the cyclotron
modes is small compared to ω+, we can approximate
ω′c
ωn
≈ ω
′
c
ω+
− ω
′
c
ω2+
(ωn − ω+) . (35)
The expression for Rn then reduces to
Rn ≈ 1− ω
′
c
ω+
+
ω′c
ω2+
(ωn − ω+) . (36)
Equation (36) explains the linear relation between Rn
and ωn in the cyclotron branch. Figure 3(b) shows the
excellent agreement between the prediction from Eq. (36)
(solid line) and the numerical data (circles).
IV. INSIGHTS ENABLED BY Rn
The ratio Rn is a useful property to better understand
the in-plane modes since it enables us to quantify de-
viation from simple harmonic motion (R = 1). In this
Section, we use this ratio to gain certain insights into
the nature of the in-plane modes that will be relevant to
analyzing their role in the broadening of the drumhead
mode spectrum.
A. Mean-squared thermal displacement
In this Section, we will analyze the contribution of the
two in-plane mode branches to the mean squared thermal
displacement of the crystal, which is a measure of the
fluctuations in the in-plane positions of the ions. From
Eq. (20), the total energy in each mode decouples and
therefore every complex amplitude An can, in principle,
be independently sampled from a Boltzmann distribution
8in order to study thermal properties at a temperature
T . Accordingly, the mean energy in each mode is simply
kBT , independent of any details of the mode. In addition,
we have the following thermal averages (denoted by an
overbar) for the complex amplitudes An:
An = 0, AnAk = 0, ∀ n, k (37)
and
A∗nAk =
kBT
〈un|E|un〉δn,k. (38)
In the crystal plane, the total squared displacement of
all the ions is given by ρ2⊥ = 〈δr⊥|δr⊥〉. From Eq. (19),
we get
ρ2⊥ = 2
2N∑
n=1
kBT
〈un|E|un〉 〈u
r
n|urn〉 , (39)
where we have used the thermal averages according
to Eq. (37) and Eq. (38). Furthermore, the quantity
〈un|E|un〉 can be expressed as
〈un|E|un〉 = mω2n 〈urn|urn〉 (1 +Rn) . (40)
We can now write
ρ2⊥ =
2N∑
n=1
ρ2n, (41)
where ρ2n is the mean squared thermal displacement of
mode n and is given by
ρ2n =
2
(1 +Rn)
kBT
mω2n
. (42)
The simple factor 2/(1 + Rn) relates the mean squared
thermal displacement of an in-plane mode with that of
a SHO (R, 2/(1 + R) = 1) at the same frequency and
temperature.
In the E ×B branch, Rn ∼ O(100) and therefore, ρ2n
is typically 2 orders of magnitude smaller than that of a
SHO with the same ωn and T . In the cyclotron branch,
Rn ≈ 0, and ρ2n is approximately twice that of a SHO
with the same ωn and T .
We conservatively estimate the relative contribution
of the E×B and cyclotron branches to the total mean-
squared thermal displacement of the crystal as follows.
Selecting a representative mode for each branch, denoted
respectively by the subscripts m, c, the ratio of ρ2m/ρ
2
c is
ρ2m
ρ2c
=
1 +Rc
1 +Rm
ω2c
ω2m
. (43)
We can approximate 1 + Rc ≈ 1 and ωc/2pi ≈ 7.2
MHz from Fig. 3(b). For a conservative estimate, from
Fig. 3(a), we approximate ωm/2pi ≈ 100 kHz and Rm ≈
200, which leads to ρ2m/ρ
2
c ≈ 25. Therefore, the mean
squared displacement is predominantly due to the ther-
mal energy in the E×B modes. The E×B branch contri-
bution dominates despite the strong suppression arising
from the factor of 2/(1 + Rn). The reason is that ρ2n is
inversely proportional to ω2n, which is very small in this
branch.
B. Implications for molecular dynamics simulations
In molecular dynamics simulations of the crystal dy-
namics, a common initialization method is to provide ve-
locity kicks to the ions at a set temperature. Here we
investigate the energy provided to each mode by such an
initialization.
Assuming a temperature T , the in-plane initial veloci-
ties of the ions are sampled according to
vj,s⊥,0 = 0; v
j,s
⊥,0v
k,s′
⊥,0 =
kBT
m
δj,kδs,s′ , (44)
where s, s′ = x, y and j, k label the ions. Here, the over-
bar denotes an average over many realizations of the ini-
tial conditions. In the harmonic approximation, these
velocities translate to initial complex amplitudes An for
the in-plane modes, which in a single realization are set
according to
An =
imωn 〈urn|v⊥,0〉
〈un|E|un〉 . (45)
Clearly, An = 0, while the average energy in mode n,
given by Hn = A∗nAn 〈un|E|un〉, reduces to
Hn = kBT
1 +Rn
. (46)
For a system of coupled simple harmonic oscillators, such
as the crystal motion in the axial direction, Rn = 1 for
all the modes and such velocity kicks initialize each mode
with an average energy of kBT/2. Therefore, all the
modes can be initialized at temperature T , i.e. with av-
erage energy kBT , by simply providing velocity kicks at
2T . Such an initialization can be used to ensure statis-
tical properties for the position and velocity coordinates
that are identical to the thermal values up to the second
moments (see Appendix A).
For the in-plane modes, however, such velocity kicks
are seen to initialize the two mode branches with very
different energies. In the cyclotron branch, Rn ≈ 0 and
all the modes are initialized approximately with kBT as
desired. However, in the E × B branch, Rn ∼ 100, and
consequently the average energy in the modes is a factor
∼ 1/100 smaller than kBT .
In Sec. IV A, we established that the dominant con-
tribution to the mean squared thermal displacement of
the crystal is from the thermal occupation of the E×B
modes. However, the velocity kick method hardly excites
the E×B modes and therefore results in an initial con-
figuration with artificially suppressed ion position fluc-
tuations. As we will demonstrate in Sec. V A, modeling
9the in-plane ion position fluctuations is critical to study
the broadening effect of an in-plane temperature on the
drumhead mode spectrum. Therefore, for our molecular
dynamics simulations discussed in Sec. V B, we supple-
ment the velocity kick method with explicit initialization
of the in-plane spatial coordinates via the Metropolis-
Hastings (MH) algorithm [30].
For completeness, we end this section with a descrip-
tion of the initialization procedure we employ for our
molecular dynamics simulations. Our starting point is
the zero temperature equilibrium crystal, wherein all the
ions are at rest in the z = 0 plane. We allow for different
temperatures T⊥ and T‖, respectively, in the planar and
axial directions. We can thereby study the variation of
the drumhead spectrum at a fixed T‖ while T⊥ is varied.
The velocities along the x and y directions are initial-
ized using velocity kicks corresponding to temperature
T⊥. For the planar spatial coordinates, we employ the
MH algorithm: From an existing crystal configuration,
a new candidate configuration is generated by randomly
displacing a single ion within a circle of constant radius
centered on its current position. The new configuration
is immediately accepted if its potential energy, given by
Φ =
∑N
j=1 eφj (see Eq. (3)), is lower than that of the old
configuration. If the new potential energy is greater by
a value ∆Φ > 0, the new configuration is accepted with
probability e−β∆Φ, where β = 1/(kBT⊥) is the usual
Boltzmann factor. A single scan consists of repeating
this procedure sequentially for every ion in the crystal.
In turn, a large number of scans, & 1000, are required
to eventually achieve configurations that are typical of
the set temperature. The initial configuration for this
iterative procedure is the zero temperature equilibrium
configuration. Compared to this configuration, typical
configurations at a set temperature T⊥ correspond to an
average potential energy increase of approximately kBT⊥
per ion, accounting for the two spatial degrees of free-
dom. We enforce zj = 0 for all the ions while sampling
the in-plane coordinates.
Finally, in the axial direction, the complex drumhead
mode amplitudes are initialized with independent real
and imaginary parts corresponding to temperature T‖.
The z coordinates and velocities of the ions are then ini-
tialized as appropriate linear combinations of the mode
amplitudes, with the linear transformation matrix con-
structed out of the mode eigenvectors. The drumhead
mode frequencies and eigenvectors used in this proce-
dure are computed by diagonalizing the stiffness matrix
K‖, which in turn is obtained by linearizing the equations
for v˙zj (see Eqs. (5) and (8)) about the initial minimum
energy configuration.
V. DRUMHEAD MODE SPECTRUM
We are now ready to investigate the effect of in-plane
thermal fluctuations on the drumhead mode spectrum.
So far, we have worked in the harmonic approximation,
wherein the in-plane and out-of-plane motions decouple
as can be seen from Eq. (8). However, the Coulomb in-
teraction is intrinsically anharmonic, and large amplitude
in-plane motion eventually affects the spectrum of drum-
head modes significantly. We will first present an intu-
itive picture for why it is reasonable to expect a poorly
resolved drumhead mode spectrum as the in-plane tem-
perature increases. Next, we will verify and improve our
modeling of this effect using molecular dynamics simula-
tions.
A. Intuitive thermal snapshot picture
In-plane ion position fluctuations are essentially due to
the low frequency E×B motion, as seen by the contribu-
tion of this branch of modes to the mean-squared thermal
displacement of the crystal. Therefore, for the present
analysis, we ignore the fast cyclotron motion since their
contribution to position fluctuations is not significant.
During a single time period associated with a typical
E × B mode frequency (∼ 10 − 100 kHz), every drum-
head mode (& 1 MHz) completes several oscillations. In
an extreme simplification, we imagine the ions to be ther-
mally displaced but stationary in plane, while they exe-
cute rapid out-of-plane motion. We refer to such a sta-
tionary in-plane configuration as a thermal snapshot. We
then follow the procedure of Ref. [18] to perform a nor-
mal mode analysis in the out-of-plane direction and sort
the drumhead modes in descending order. We then re-
peat this exercise for a large number of thermal snapshots
that are typical of the set in-plane temperature and his-
togram the sorted drumhead modes into frequency bins
to study the spread in mode frequencies.
Thermal snapshots are generated by Metropolis-
Hastings sampling of the in-plane spatial coordinates, as
discussed in Sec. IV B. For a fixed value of T⊥, we perform
a normal mode analysis on 2000 thermal snapshots. Suc-
cessive snapshots are chosen 100 scans apart to ensure
that they are sufficiently uncorrelated. Figure 4 shows
the histograms of drumhead frequencies for T⊥ = 1 mK
and 10 mK. For reference, the normal mode spectrum
of the initial zero temperature equilibrium configuration
is overlaid on these histograms. As T⊥ increases, the
spectrum transitions into a smooth and continuous dis-
tribution where only the first few modes are well-resolved.
These histograms reflect the broadening effect of in-plane
ion position fluctuations on the drumhead spectrum.
To better understand the features of these histograms,
we investigate the spread in mode frequency as a function
of T⊥ and the mode number n. For each thermal snap-
shot, we label the modes such that the index n increases
with decreasing mode frequency. Figure 5(a) shows the
standard deviation in mode frequencies as a function of
mode number, as the in-plane temperature T⊥ is varied
from 200 µK to 10 mK in steps of 200 µK. We observe
that the highest frequency modes are fairly robust to T⊥
and only experience frequency fluctuations in the range
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FIG. 4. Histograms of sorted drumhead mode frequencies from 2000 thermal snapshots of a crystal with 120 ions, corresponding
to an in-plane temperature of (a) T⊥ = 1 mK, and (b) T⊥ = 10 mK. The frequencies of the initial zero-temperature equilibrium
configuration are overlaid for reference (orange). The histogram bin width is 500 Hz. Relevant trap and crystal parameters are
reported in the caption of Table I.
FIG. 5. Investigation of mode frequency fluctuations. (a) Surface plot showing the standard deviation (in Hz) of frequency
fluctuations as a function of mode number as the in-plane temperature is varied. For each temperature, 2000 thermal snapshots
were generated to aggregate statistics. (b) Horizontal cuts at constant values of T⊥ showing the standard deviation of frequency
fluctuations, now as a function of mode frequency. We have used the sorted mode frequencies of the initial zero temperature
equilibrium configuration for translating mode numbers into frequency values on the x axis. In both panels, the c.m. mode
(mode number n = 1) has been left out because, for a single-species crystal, its frequency is insensitive to in-plane thermal
fluctuations and is fixed at the axial trapping frequency ω‖. Relevant trap and crystal parameters are reported in the caption
of Table I.
of a few 100 Hz even around T⊥ = 10 mK. In contrast,
the lowest frequency modes are highly sensitive to T⊥
and experience frequency fluctuations in the range of 10
kHz as T⊥ increases. Although the general tendency is an
increase in frequency fluctuations at higher mode num-
bers (lower mode frequencies), a remarkable feature is
the appearance of bands of modes at intermediate fre-
quencies that are significantly more sensitive to T⊥ than
nearby modes. These features can also be inferred from
Fig. 5(b), where we plot horizontal cuts of the surface
plot shown in Fig. 5(a) for fixed T⊥ values. For a num-
ber of modes, the standard deviation in their frequencies
is proportional to
√
T⊥. This trend is particularly easy
to observe in the case of the well-resolved high frequency
modes.
The variation in the sensitivity of the drumhead modes
to in-plane thermal fluctuations can be partially ex-
plained by the following intuitive argument. A highly
delocalized mode, i.e. one that is supported by a large
number of ions, can be expected to be fairly insensitive
to a random fluctuation in the position of any single ion.
In contrast, a highly localized mode that is supported
only by a small number of ions is likely to be very sensi-
tive to a fluctuation in the position of one of these ions.
To quantify the extent of delocalization of a drumhead
mode, we introduce the mode entropy H
‖
n. In terms of
the orthonormal drumhead mode eigenvectors, which are
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FIG. 6. Correlation between frequency fluctuations and sup-
port number. (a) Standard deviation of frequency fluctua-
tions as a function of mode frequency at T⊥ = 200 µK. (b)
Inverse support number as a function of mode frequency (see
Eq. (48)). Once again, the c.m. mode is omitted. Relevant
trap and crystal parameters are reported in the caption of
Table I.
denoted by |b‖n〉 and whose elements b‖jn quantify the dis-
placement of ion j as a result of mode n, the entropy for
mode n is defined as
H‖n = −
N∑
j=1
|b‖jn|2 log2|b‖jn|2. (47)
This definition is inspired from that of the Shannon en-
tropy in information theory. Such a definition is enabled
by the realization that, since
∑N
j=1|b‖jn|2 = 1, the squared
mode amplitudes can be interpreted as probabilities for
selecting an ion j based on its contribution to the total
power in mode n. For a highly delocalized mode, such
as the c.m. mode, |b‖j,1|2 = 1/N ∀ j = 1, . . . , N and
H
‖
1 = log2N . For a hypothetical mode n
′ that is only
supported by one ion j′, H‖n′ = 0, where we have eval-
uated the entropy in the limit that |b‖j′,n′ |2 → 1 while
|b‖j,n′ |2 → 0 ∀ j 6= j′.
For better physical intuition, we can convert this en-
tropy into an effective number of ions supporting a mode.
We define the support number S
‖
n for mode n as
S‖n = 2
H‖n . (48)
The support number is independent of the choice of base,
chosen here to be 2, as long as the same base is used
in calculating H
‖
n. The c.m. mode has the maximum
support number given by S
‖
1 = N , implying that it is
supported by all the ions in the crystal, and hence, it is
the most delocalized mode. For our hypothetical mode
supported by a single ion, we recover S
‖
n′ = 1 as expected.
All the other drumhead modes have support numbers in
between these two extremes.
In Fig. 6, we investigate the correlation between fre-
quency fluctuations and the support number. Figure 6(a)
shows the standard deviation of frequency fluctuations
as a function of mode frequency at T⊥ = 200 µK. In
Fig. 6(b), we plot the inverse of the support number ver-
sus the mode frequency. The mode amplitudes used for
this calculation correspond to the drumhead modes of the
zero temperature equilibrium configuration. The striking
similarity between the two panels validates our hypothe-
sis that a poorly supported mode is generally more sensi-
tive to in-plane thermal fluctuations. Figure 6(b) reveals
the existence of bands of poorly supported modes at in-
termediate frequencies. In turn, these bands are more
sensitive to T⊥ and exhibit higher levels of frequency fluc-
tuations compared to neighboring modes that are better
supported.
B. Molecular dynamics simulations
We now proceed to investigate the effect of in-plane
thermal fluctuations on the drumhead mode spectrum
using molecular dynamics simulations. We first initialize
the position and velocity degrees of freedom according to
the discussion in Section IV B. Next, we use a 4th order
Runge-Kutta integrator to numerically evolve the equa-
tions of motion given by Eq. (4) and Eq. (5). Observables
are averaged over 96 realizations of the crystal dynamics,
in order to account for the random nature of the thermal
initial conditions. The total simulation time in each re-
alization is Ttot = 560 µs, which is a typical time taken
for a single experimental sequence probing the drumhead
spectrum (see Section V B 2). The crystal energy is ex-
pected to be constant over time and fluctuations in this
quantity can be considered as a measure of the numerical
accuracy. We have found that the energy fluctuates at a
fractional level < 2×10−6 relative to the total crystal en-
ergy. Alternatively, in terms of the thermal energy of the
crystal, which is the excess over the potential energy of
the equilibrium configuration, the fractional energy fluc-
tuations do not exceed 2× 10−3.
1. Power spectral density
We analyze the power spectral density (PSD) of
the out-of-plane and in-plane motion to investigate the
broadening effect and its physical origin. The details of
the PSD computation are presented in Appendix B.
Figure 7 shows the power spectral density (PSD) of
the drumhead motion in a 120 ion crystal for three dif-
ferent in-plane temperatures, T⊥ = 0, 1 mK and 10 mK.
The out-of-plane temperature is assumed to be T‖ = 0.5
mK, which results in a mean thermal occupation of
n¯c.m. ≈ kBT‖/(~ω‖) ≈ 6.5 phonons in the c.m. mode.
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FIG. 7. Power spectral density (PSD) of the drumhead motion for a 120 ion crystal with (a) T⊥ = 0, (b) T⊥ = 1 mK and (c)
T⊥ = 10 mK. The frequencies predicted from a normal mode analysis of the zero-temperature equilibrium configuration are
overlaid for reference (orange). Relevant trap and crystal parameters are reported in the caption of Table I.
FIG. 8. Importance of Metropolis-Hastings sampling of in-plane spatial coordinates. (a) The red curve shows the PSD (in dB)
of the in-plane motion when it is initialized using only velocity kicks (VK) at twice the in-plane temperature of T⊥ = 10 mK,
while the blue curve is the PSD when the motion is initialized using a combination of velocity kicks and Metropolis-Hastings
sampling (MH-VK) of the planar spatial coordinates (both implemented with temperature T⊥). Inset: Magnified view of the
PSD in the VK and MH-VK cases in the cyclotron branch. The main panel also shows the in-plane PSD when T⊥ = 0 mK
for reference. This PSD is not identically zero possibly because of (i) the finite accuracy in obtaining the zero temperature
equilibrium configuration and in the subsequent numerical time evolution, (ii) the MH sampling, which may occasionally find
lower-energy configurations than the initial input configuration, and (iii) nonlinear coupling between the out-of-plane and in-
plane degrees of freedom. (b) PSD of the drumhead motion in the VK case. Relevant trap and crystal parameters are reported
in the caption of Table I.
This value is slightly larger than typical c.m. mode oc-
cupations measured after Doppler cooling [23].
Figure 7(a) shows that the PSD is fairly well-resolved
in the absence of in-plane motion. The location of the
peaks are consistent with the frequencies expected from
a normal mode analysis (orange). As T⊥ is increased to
1 mK, sharp features begin to broaden out as depicted in
Fig. 7(b). Further increasing T⊥ to 10 mK (panel (c)), we
observe that the PSD becomes a smooth continuum over
modes and only the first few highest frequency modes
are well-resolved. The qualitative features observed in
the 10 mK spectrum are consistent with experimental
measurements of the drumhead spectrum.
To verify the importance of Metropolis-Hastings sam-
pling of the in-plane spatial coordinates, we now assume
that the in-plane degrees of freedom can be initialized
analogous to simple harmonic oscillators, i.e. by pro-
viding velocity kicks at twice the in-plane temperature,
chosen here to be T⊥ = 10 mK (see Section IV B). In
Fig. 8(a), we compare the PSD (in dB) of the in-plane
motion resulting from an initialization employing only
velocity kicks at 2T⊥ (red, henceforth referred to as VK)
versus the PSD ensuing from the combined initialization
using velocity kicks and Metropolis-Hastings sampling of
the in-plane spatial coordinates, both of which are imple-
mented with temperature T⊥ (blue, referred to as MH-
VK). First, the difference between the two PSD profiles
is at least 15 dB over the entire frequency range from
0 to 100 kHz. Therefore, the E × B branch in the VK
case carries at least ∼ 30 times lower power than in the
MH-VK case. Second, as seen in the inset, the VK PSD
is roughly 3 dB higher than the MH-VK PSD in the cy-
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clotron branch, corresponding to twice as much power in
this frequency range. Both of these observations are con-
sistent with our conclusion in Section IV B that velocity
kicks predominantly initialize only the cyclotron branch
and poorly initialize the E ×B branch; since such kicks
are provided at 2T⊥ in the VK case, the PSD is corre-
spondingly larger by a factor of 2 in the cyclotron branch.
Figure 8(b) shows the drumhead PSD at T⊥ = 10 mK
in the VK case. In contrast to Fig. 7(c), the spectrum is
now well resolved and in fact resembles the T⊥ = 0 mK
case (Fig. 7(a)), confirming that the broadening of the
drumhead spectrum can be attributed to energy in the
E×B branch. Combined with the result that modes in
this low-frequency branch are excited almost exclusively
by MH sampling of the spatial coordinates, this observa-
tion also lends further support to our intuitive thermal
snapshot picture discussed in Section V A.
2. ODF spectrum
Experimental observations of the drumhead mode
spectrum are enabled by the application of an optical
dipole force (ODF). The experimental setup to realize
the ODF and its physical interpretation in the context of
thermometry have been described in detail elsewhere, for
example, see Refs. [21, 22, 24]. For our present purposes,
we recall that this interaction engineers a motion-induced
dephasing of an equal superposition of two hyperfine lev-
els constituting a pseudospin-1/2 system. The ODF in-
teraction Hamiltonian for ion j is
HˆjODF = F0 cos (µRt) zˆj σˆ
z
j , (49)
where F0 is the ODF magnitude, µR is the difference fre-
quency of the two lasers used to generate this interaction,
zˆj is the z-position operator for ion j, and σˆ
z
j is the Pauli
matrix for the pseudospin-1/2 system.
Fig. 9 depicts the thermometry sequence along with
Bloch sphere visualizations of any single pseudospin at
various stages of this protocol. The protocol is a Ramsey-
like sequence where the pseudospin is first initialized in
an equal superposition of the two spin states using a pi/2
pulse. Next, the ODF couples the motion and spin de-
grees of freedom for a total time 2τ with a spin-echo pulse
of duration tpi sandwiched in between. The echo can-
cels additional dephasing such as that arising from slowly
varying magnetic field inhomogeneities. Under the influ-
ence of the ODF, the Bloch vector accumulates a phase
that is dependent on the ion motion. The contribution of
specific motional frequency components to the accumu-
lated phase can be near resonantly enhanced by adjusting
the ODF difference frequency µR close to these compo-
nents. The final pi/2 pulse maps the azimuthal angle on
to the polar angle in the Bloch sphere, and therefore,
the phase accumulated can be measured via the popula-
tion in the |↑〉 spin state, which is the bright state. For
thermal motion, the phase accumulated in each repeti-
tion of the sequence varies, resulting in effective motion-
FIG. 9. Experimental sequence for thermometry using the
optical dipole force (ODF). Bloch spheres qualitatively depict
the pseudospin state of any single ion at various stages of the
thermometry protocol.
induced spin dephasing [22, 24] when averaged over all
the repetitions. A plot of the fraction of ions in the bright
state versus the ODF difference frequency µR as the lat-
ter is varied over the full bandwidth of drumhead modes
is called the ODF spectrum. Such a plot gives quali-
tative information about the energy content at various
frequencies and can be used to quantitatively estimate
the temperature of well resolved drumhead modes.
The objective in this Section is to demonstrate how
the ODF spectrum can be estimated from molecular dy-
namics simulations and then study qualitative features
of the simulated ODF spectra. To do so, we investigate
the effect of HˆjODF on the motion and spin dynamics in
a mean field approximation. In addition to the trap dy-
namics (Eq. (5)), the equation of motion for vzj picks up
an additional acceleration aODFj given by
aODFj = −
F0
m
cos (µRt) 〈σˆzj 〉. (50)
However, 〈σˆzj 〉 ≈ 0 since all the ions are initialized in an
equal superposition by the first pi/2 pulse. Therefore, the
effect of the ODF on the ion motion vanishes in the mean
field approximation.
For the quantity 〈σˆ+j 〉 = 〈σˆxj 〉/2 + i〈σˆyj 〉/2, the expec-
tation value of the Pauli excitation operator, we get
d
dt
〈σˆ+j 〉 =
2iF0
~
cos (µRt) zj〈σˆ+j 〉, (51)
where we have replaced 〈zˆj〉 by the classical coordinate
zj . Since the first pi/2 pulse prepares ions along the x axis
of the Bloch sphere, 〈σˆ+j (0)〉 = 1/2, and its time evolu-
tion is then given by 〈σˆ+j (t)〉 = exp (iAj(t)) /2, where
Aj(t) =
2F0
~
∫ t
0
dt′zj(t′) cos (µRt′) . (52)
The effect of the spin echo pulse can be accounted for
by introducing an additional modulation g(t) in the in-
tegrand appearing in Eq. (52). The function g(t) takes
the value +1 when 0 < t < τ , 0 when τ < t < τ + tpi
(ODF lasers switched off), and −1 when τ + tpi < t <
Ttot ≡ 2τ + tpi (to account for the sign change in the y
component of the spin after the echo pulse).
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FIG. 10. Simulated ODF spectrum corresponding to the drumhead motion of a 120-ion crystal with (a) T⊥ = 0, (b) T⊥ = 1
mK and (c) T⊥ = 10 mK. The frequencies predicted from a normal mode analysis are overlaid for reference (orange). Relevant
trap and crystal parameters are reported in the caption of Table I.
The final pi/2 pulse maps the azimuthal angle on to
the polar angle, i.e. −〈σˆxj 〉 → 〈σˆzj 〉. After this pulse, the
probability of finding an ion j in the bright state, given
by (1 + 〈σˆzj 〉)/2, is
Pj (↑) = 1
2
(
1− e−2Γτ cos (Aj(2τ + tpi))
)
. (53)
In writing Eq. (53), we have accounted for additional de-
phasing arising from off-resonant scattering of the ODF
lasers at rate Γ by the ions [21, 23]. Rather than the pop-
ulation of any single ion, the experimental observable is
the total fraction of ions in the bright state, measured by
detecting the net fluorescence intensity from the crystal.
Because of the mean-field approximation and the clas-
sical treatment of ion motion, the ODF spectrum esti-
mated in this manner does not capture the dephasing
arising from zero-point motion and the phonon-mediated
spin-spin interactions [24]. However, for a first qualita-
tive analysis, both of these effects may be assumed as
small corrections when the mean phonon occupations in
the drumhead modes are large, which is indeed the case
after Doppler cooling.
In Fig. 10, we qualitatively compare the simulated
ODF spectrum for three different values of the in-plane
temperature, namely, T⊥ = 0, 1 mK and 10 mK. Sim-
ilar to the PSD, we find that the ODF spectrum par-
tially resolves the drumhead modes in the absence of in-
plane thermal fluctuations but broadens into a poorly
resolved spectrum as T⊥ increases. Experimentally mea-
sured ODF spectra are qualitatively most similar in ap-
pearance to the simulated spectrum at T⊥ = 10 mK (see
Fig. 1(b)). Together with our conclusion that thermal
energy in the E × B modes are responsible for drum-
head frequency fluctuations, this observation indicates
that Doppler cooling of the E×B motion is not very effi-
cient under the current operating conditions of the NIST
Penning trap.
VI. CONCLUSION AND OUTLOOK
We have demonstrated that in-plane thermal fluctu-
ations of ion positions have a strong broadening effect
on the spectrum of drumhead modes in two-dimensional
crystals stored in Penning traps. These position fluctu-
ations can be predominantly attributed to thermal en-
ergy in the low frequency E × B modes. The energy in
these modes is predominantly potential energy arising by
virtue of the ion displacements from equilibrium, whereas
the energy in the high frequency cyclotron modes is pre-
dominantly kinetic and arises by virtue of ion motion. We
demonstrated this unconventional feature, arising from
the presence of a strong magnetic field, by showing that
the ratio Rn of time-averaged potential to kinetic en-
ergy in a mode is  1 ( 1) for the E × B (cyclotron)
modes. For current parameters of the NIST Penning
trap, these ratios are typically in the range Rn ∼ 200
(Rn ∼ 0.005) for the E ×B (cyclotron) branches. From
the perspective of molecular dynamics simulations, these
values imply that initializing the crystal by providing
velocity kicks to the ions largely provides energy input
only to the cyclotron modes, whereas the E×B branch
remains largely unexcited. To overcome this problem,
we proposed to supplement velocity kicks by explicit ini-
tialization of the in-plane spatial coordinates using the
Metropolis-Hastings algorithm.
To understand the effect of these fluctuations on the
drumhead modes, we first studied the histogram of drum-
head mode frequencies obtained from a normal mode
analysis of an ensemble of static thermal snapshots of the
in-plane ion crystal configuration. We observed that the
histogram broadens as fluctuations in the ion positions
increase with increasing in-plane temperature. We qual-
itatively explained the sensitivity of the frequency of any
single drumhead mode to in-plane fluctuations by intro-
ducing a metric called the support number. This metric
quantifies the extent to which a mode is delocalized over
a crystal and generally revealed that the frequency of a
highly delocalized (localized) mode is less (more) sensi-
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tive to in-plane fluctuations.
Subsequent to this intuitive analysis, we verified the
broadening of the drumhead spectrum in the presence
of in-plane thermal fluctuations by carrying out molec-
ular dynamics simulations of the crystal dynamics. We
verified that the resolution of the drumhead spectrum
degrades with increasing in-plane temperature. We also
demonstrated that the broadening effect cannot be ob-
served if the in-plane degrees of freedom are initialized
using only velocity kicks and that additional MH initial-
iziation of spatial coordinates is required. By studying
the in-plane power spectrum, we showed that the veloc-
ity kicks predominantly provide energy to the cyclotron
branch and leave the E×B branch poorly initialized.
While the drumhead power spectrum is a useful sim-
ulation diagnostic, it does not directly correspond to an
observable in a real experiment. Rather, the drumhead
spectrum is probed by mapping the ion motion on to the
population in an electronic level using the optical dipole
force (ODF). Therefore, we demonstrated how the ODF
spectrum can be extracted from molecular dynamics sim-
ulations for direct comparison to experimentally mea-
sured spectra. By observing the simulated ODF spec-
tra at various in-plane temperatures, we concluded that
in-plane temperatures of the order of T⊥ ∼ 10 mK are
required to obtain spectra as poorly resolved as that ob-
served in experiments. In the future, the ODF spectrum
diagnostic can be incorporated into simulations that ex-
plicitly model the Doppler cooling process [31] so that
the simulated spectra can be directly compared to the
experimental data. Through such comparisons, we are
interested to see if the broadening of the drumhead spec-
trum can be used to indirectly estimate the in-plane tem-
perature, which is an observable that has so far proved
difficult to measure.
Previous studies have investigated the efficiency of
perpendicular Doppler laser cooling on in-plane motion
and have indicated that in-plane temperatures as low as
T⊥ ≈ 1 mK may be possible [31, 32]. However, we em-
phasize that these studies define the temperature based
on only the kinetic energy of the in-plane motion and
do not consider thermal potential energy fluctuations.
Therefore, their conclusions only concern the tempera-
ture of the cyclotron modes. On the other hand, Doppler
cooling may not be very efficient in removing potential
energy from the E×B modes that likely carry energy of
the order of 10 mK per mode.
Our study therefore motivates the need for techniques
that improve the cooling of the E × B modes. For sin-
gle ions in Penning traps, improved cooling of the E×B
motion has been proposed and demonstrated by apply-
ing a resonant drive that couples this mode to either the
cyclotron mode or the out-of-plane mode, both of which
are efficiently Doppler cooled. Recently, such ‘axializa-
tion’ techniques have been used to cool the E×B motion
of a single ion down to the regime where sideband cool-
ing can subsequently be used to further cool this mode
to its ground state [12].1 Axialization has also recently
been theoretically demonstrated to improve the cooling
of E × B modes in small ion crystals stored in a Pen-
ning trap array [13]. Future investigations of axialization
techniques may also open avenues for improved cooling of
E×B modes in large crystals stored in a single Penning
trap. A related possibility is to simply increase the ro-
tating wall frequency so that the bandwidth of the drum-
head modes increases sufficiently to partly overlap with
the E ×B modes. Even in the absence of an additional
drive, the Coulomb interaction will then cause energy ex-
change with the drumhead modes and potentially lead to
more efficient cooling of the E×B modes.
A different attempt at directly improving the efficiency
of Doppler cooling involves operating in a regime where
the in-plane modes are less strongly magnetized. Such
a regime can be accessed by lowering the cyclotron fre-
quency, either by decreasing the magnetic field or by us-
ing a heavier mass ion. The motivation is that the value
of Rn for the E ×B modes will then be closer to unity,
and cooling of these modes will then be more similar to
the Doppler cooling of simple harmonic oscillator modes.
Another more speculative idea is the use of a co-rotating
‘tweezer’ beam (or beams) near the crystal boundary for
stabilizing the crystal structure and possibly mitigating
the impact of potential energy fluctuations [33].
Other processes, such as rearrangements of the ion
crystal from background gas collisions, could also possi-
bly contribute to the broadening of the drumhead mode
spectrum. Nevertheless, our study indicates that a non-
zero in-plane temperature is an important source of
drumhead spectral broadening and emphasizes the need
for improved cooling of the E × B modes, which will
undoubtedly have more general benefits. For instance,
reducing the in-plane position fluctuations greatly im-
proves the prospects for site-resolved addressing of ions
in these two-dimensional crystals, further enhancing the
range of quantum information protocols that can be im-
plemented on such devices.
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Appendix A: Velocity kick initialization of a simple
harmonic oscillator
Frequently velocity kicks are used to realize a thermal
ensemble. Here we show that velocity kicks followed by
a random mixing time does not strictly realize a thermal
ensemble.
We consider a simple harmonic oscillator described by
the Hamiltonian
H = 1
2
mv2 +
1
2
kx2, (A1)
written in terms of the position x and velocity v. We
consider two methods to initialize the oscillator at tem-
perature T and compare the resulting moments.
1. Method 1
We independently sample the position and velocity ac-
cording to Gaussian distributions with x = 0, v = 0 and
variances
x2 =
kBT
k
, v2 =
kBT
m
. (A2)
Since the sampling is independent, xv = 0. The fourth
order moment x2v2 is then given by
x2v2 = x2 · v2 = k
2
BT
2
km
. (A3)
2. Method 2
We initialize using pure velocity kicks, i.e. x = 0 in
each realization and vmax is chosen such that vmax = 0
and the variance
v2max =
2kBT
m
. (A4)
Note the factor of 2 in the variance, which is required
in this method as we are always sampling the maximum
velocity when the oscillator is passing through its equi-
librium position (x = 0).
However, a thermal ensemble must have a randomized
phase of oscillation, whereas in the current method the
oscillator is always initialized at x = 0 and maximum
velocity. To randomize the phase, we can allow the oscil-
lator to freely evolve for a mixing time tmix that is ran-
domly set in each trajectory. At t = tmix, the oscillator
coordinates are
x =
vmax
ω
sinωtmix v = vmax cosωtmix, (A5)
where ω =
√
k/m is the oscillator frequency. We can
consider these coordinates as the new initial conditions,
since we have effectively randomized the phase via tmix.
Clearly x = v = 0, whereas
x2 =
v2max
ω2
sin2(ωtmix) =
kBT
k
, (A6)
while a similar calculation yields v2 = kBT/m. Sim-
ilarly, xv = 0. In computing these averages, we
have used sin(ωtmix) = cos(ωtmix) = 0, sin
2(ωtmix) =
cos2(ωtmix) = 1/2, and sin(ωtmix) cos(ωtmix) = 0.
Let us consider the fourth moment x2v2. This quantity
evaluates to
x2v2 =
v4max
ω2
sin2(ωtmix) cos2(ωtmix) =
3
2
k2BT
2
km
, (A7)
where we have used sin2(ωtmix) cos2(ωtmix) = 1/8 and
v4max = 3v
2
max
2
. This last expression is valid because
vmax is a Gaussian random variable with zero mean.
While the second moments from both the methods
agree, the fourth moments disagree. Therefore, method
2, i.e. initialization using a velocity kick followed by a
random mixing time, does not strictly realize a thermal
ensemble.
Appendix B: Computation of the power spectral
density
We follow a standard procedure to compute the PSD of
the ion motion using tools and documentation available
in MATLAB. We sketch the procedure in this Appendix.
To compute the PSD, say along the z direction, we first
compute the Fourier transform of an ion coordinate as
z˜j(ω) =
1√Ttot
∫ Ttot
0
dt zj(t)e
−iωt. (B1)
Next, we compute the one-sided PSD as Pz(ω) =∑N
j=1|z˜j(ω)|2 +
∑N
j=1|z˜j(−ω)|2. The PSD for motion
in the x and y directions are computed similarly. We
use the coordinates in the rotating frame to eliminate
the large contribution to the PSD from the rigid body
crystal rotation at frequency ωr. The in-plane PSD is
obtained as the sum of Px(ω) and Py(ω). Details of a
similar procedure to compute the PSD can be found in
Ref. [31], where the normalization used differs from the
one in Eq. (B1) by a factor of
√Ttot. Finally, to sample
the thermal initial conditions, we average the PSD over
96 realizations, or trajectories, of the crystal dynamics.
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