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Abstract
We consider the fully nonlinear integral systems involving Wolff potentials:{
u(x) = Wβ,γ
(
vq
)
(x), x ∈ Rn,
v(x) = Wβ,γ
(
up
)
(x), x ∈ Rn; (1)
where
Wβ,γ (f )(x) =
∞∫
0
[∫
Bt (x)
f (y) dy
tn−βγ
] 1
γ−1 dt
t
.
This system includes many known systems as special cases, in particular, when β = α2 and γ = 2, system(1) reduces to
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
u(x) =
∫
Rn
1
|x − y|n−α v(y)
q dy, x ∈ Rn,
v(x) =
∫
Rn
1
|x − y|n−α u(y)
p dy, x ∈ Rn.
(2)
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C. Ma et al. / Advances in Mathematics 226 (2011) 2676–2699 2677The solutions (u, v) of (2) are critical points of the functional associated with the well-known Hardy–
Littlewood–Sobolev inequality. We can show that (2) is equivalent to a system of semi-linear elliptic PDEs
{
(−)α/2u = vq, in Rn,
(−)α/2v = up, in Rn,
which comprises the well-known Lane–Emden system and Yamabe equation.
We obtain integrability and regularity for the positive solutions to systems (1). A regularity lifting method
by contracting operators is used in proving the integrability, and while deriving the Lipschitz continuity, a
brand new idea – Lifting Regularity by Shrinking Operators is introduced. We hope to see many more
applications of this new idea in lifting regularities of solutions for nonlinear problems.
© 2010 Elsevier Inc. All rights reserved.
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1. Introduction
The Wolff potentials is defined for any nonnegative Borel measure μ:
Wβ,γ μ(x) =
∞∫
0
[
μ(Bt (x))
tn−βγ
] 1
γ−1 dt
t
where 1 < γ < ∞, β > 0, βγ < n, and Bt(x) is the ball of radius t centered at point x.
If dμ = f dx with f  0 and f ∈ L1loc(Rn), we write:
Wβ,γ (f )(x) =
∞∫
0
[∫
Bt (x)
f (y) dy
tn−βγ
] 1
γ−1 dt
t
.
It is easy to verify that W1,2(·) is the well-known Newton potential and Wα2 ,2(·) (0 < α < n) the
Riesz potential. As a consequence,
u(x) = Wα
2 ,2
(
u
n+α
n−α
)
(x) (3)
represents the semi-linear integral equation
u(x) =
∫
Rn
1
|x − y|n−α u
n+α
n−α (y) dy (4)
associated to the well-known Hardy–Littlewood–Sobolev inequality.
It is also known that when β = 1, γ = p,
u(x) = W1,p
(
uq
)
(x) (5)
corresponds to the p-Laplacian equation
−div(|∇u|p−2∇u)= uq(x); (6)
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k+1 and γ = k + 1,
u(x) = W 2k
k+1 ,k+1
(
uq
)
(x) (7)
corresponds to the well-known k-Hessian equation
Fk[−u] = uq(x), k = 1,2, . . . , n. (8)
Here
Fk[u] = Sk
(
λ
(
D2u
))
, λ
(
D2u
)= (λ1, . . . , λn)
with λi being eigenvalues of the Hessian matrix (D2u), and Sk(·) the k-th symmetric function:
Sk(λ) =
∑
1i1<···<ikn
λi1λi2 · · ·λik .
Two special cases are:
F1[u] = u and Fn[u] = det
(
D2u
)
.
An alternative expression for Fk[u] is the sum of all principle k × k-minors of the matrix
D2u. Let Φk(Rn) denote the class of all k-subharmonic functions which are not identically
equal to −∞. In [32], Trudinger and Wang introduced the Hessian measure μk[u] which is
fundamental to potential theory associated with Hessian operators. Namely, for each u ∈ Φk(Rn),
there exists a nonnegative Borel measure μk[u] such that μk[u] = F [u] for u ∈ C2.
There have been a series of studies on the relations between the Wolff potentials and the
nonlinear PDEs (for example, see [18] and [30] and the references therein). Among them, an
interesting one is the point-wise estimate:
Proposition 1. (See Phuc and Verbitsky [30].) Assume that u  0 is a solution of (8) with 1 
k < n2 , −u ∈ Φk(Rn), and infRn u = 0. Then there exists a constant C > 0, such that
1
C
u(x)W 2k
k+1 ,k+1
(
uq
)
(x) Cu(x).
The same point-wise estimates hold for the solutions of p-Laplace equation (6). In [30], an
integral estimate between the Wolff potential and Riesz potential was also established:
C1‖Wβ,pμ‖qLq(Rn)  ‖Iβpμ‖
q
p−1
L
q
p−1 (Rn)
 C2‖Wβ,pμ‖qLq(Rn), (9)
where q > p − 1 and
Iαμ(x) =
∞∫
0
μ(Bt (x))
tn−α
dt
t
= C
∫
Rn
dμ(y)
|x − y|n−α
is the Riesz potential.
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{
u(x) = Wβ,γ
(
vq
)
(x), v > 0, x ∈ Rn,
v(x) = Wβ,γ
(
up
)
(x), u > 0, x ∈ Rn. (10)
We consider the case when
γ − 1
p + γ − 1 +
γ − 1
q + γ − 1 =
n− βγ
n
. (11)
We prove the integrability and regularity for positive solutions.
In a special case when β = α2 and γ = 2, system (10) reduces to
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
u(x) =
∫
Rn
1
|x − y|n−α v(y)
q dy, v > 0, x ∈ Rn,
v(x) =
∫
Rn
1
|x − y|n−α u(y)
p dy, u > 0, x ∈ Rn.
(12)
The solutions (u, v) of (12) are critical points of the functional associated with the well-known
Hardy–Littlewood–Sobolev inequality (see [16,31]):
∫
Rn
∫
Rn
f (x)
1
|x − y|n−α g(y) dx dy  C(n, s,α)‖f ‖r‖g‖s (13)
where 0 < α < n; s, r > 1 such that 1
r
+ 1
s
= n+α
n
; f ∈ Lr(Rn), g ∈ Ls(Rn), and ‖f ‖r is the
abbreviation for ‖f ‖Lr(Rn).
To find the best constant C = C(n, s,α) in the inequality, one can maximize the functional
J (f,g) =
∫
Rn
∫
Rn
f (x)|x − y|α−ng(y) dx dy (14)
under the constraints
‖f ‖r = ‖g‖s = 1. (15)
Let (f, g) be a maximizer, or more generally, a pair of critical points of (14) under the con-
straints (15). Letting u = λ1f r−1, v = λ2gs−1, p = 1r−1 , q = 1s−1 , and by a proper choice of
constants λ1 and λ2, one can see that (u, v) satisfies system (12).
It is shown in [9] that the integral system (12) is equivalent to the system of partial differential
equations
{
(−)α/2u = vq, v > 0, in Rn,
α/2 p n (16)(−) v = u , u > 0, in R .
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n−α , and u(x) = v(x), system (12) becomes the single
integral equation (4) and the equivalent PDE is the well-known family of semi-linear equations
(−)α/2u = u(n+α)/(n−α), u > 0, in Rn. (17)
In particular, when n 3, and α = 2, (17) becomes
−u = u(n+2)/(n−2), u > 0, in Rn. (18)
The classification of the solutions of (18) has provided an important ingredient in the study of
the well-known Yamabe problem and the prescribing scalar curvature problem. It is also essential
in deriving a priori estimates in many related nonlinear elliptic equations.
Solutions to (18) were studied by Gidas, Ni, and Nirenberg [13]. They proved that all the
positive solutions of (18) with reasonable behavior at infinity
u(x) = O
(
1
|x|n−2
)
(19)
are radially symmetric and therefore assume the form of
c
(
t
t2 + |x − xo|2
)(n−2)/2
(20)
with some positive constants c and t . Later, in their fundamental paper [1], Caffarelli, Gidas,
and Spruck removed the growth condition (19) and obtained the same result. Then Chen and
Li [4], and Li [19] simplified their proof. Recently, Wei and Xu [33] generalized this result to
the solutions of more general equation (17) with α being any even numbers between 0 and n.
Apparently, for other real values of α between 0 and n, Eq. (17) is also of practical interest and
importance.
In [23], Lieb classified all the maximizers of the functional (14) under the constraint (15) in the
special case where p = q = n+α
n−α , and thus obtained the best constant in the H–L–S inequalities in
that case. He then posed the classification of all the critical points of the functional – the solutions
of the integral equation (4) as an open problem, which was solved in [10]:
Proposition 2 (Chen–Li–Ou). All solutions of partial differential equation (17) satisfy the in-
tegral equation (4), and vice versa. Every positive solution u(x) ∈ L
2n
n−α
loc (R
n) of (4) or (17) is
radially symmetric and decreasing about some point xo and therefore assumes the form of (20).
Later, Y. Li [20] obtained the same classification result by using a different method – the
method of moving spheres, and then he showed that all L
2n
n−α
loc (R
n) solutions are smooth.
Then the radial symmetry for solutions of system (12) in critical case was obtained in [12]:
Proposition 3 (Chen–Li–Ou). Let (u, v) be a pair of solutions of (12) and with p,q  1 and
1
q+1 + 1p+1 = n−αn . Assume that u ∈ Lp+1(Rn) and v ∈ Lq+1(Rn). Then u and v are radially
symmetric and decreasing about some point xo.
C. Ma et al. / Advances in Mathematics 226 (2011) 2676–2699 2681In [24], Liu considered the particular integral equation of Wolff type
u(x) = W1,p
(
up
∗−1)(x), u > 0, x ∈ Rn
and the system ⎧⎪⎪⎨
⎪⎪⎩
u(x) = W1,p(uv)(x), u > 0, x ∈ Rn;
v(x) =
∫
Rn
|u(y)|2
|x − y|γ dy, x ∈ R
n; (21)
where p∗ = np
n−p is the critical Sobolev exponent. Using our method of moving planes in integral
forms, he proved the radial symmetry and monotonicity of the solutions. A particular case of
system (21) is the integral type of ground state Hartree equation⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
u(x) =
∫
Rn
u(y)v(y)
|x − y|n−2 dy, x ∈ R
n,
v(x) =
∫
Rn
|u(y)|2
|x − y|4 dy, x ∈ R
n,
which has seen many interesting applications in the quantum theory of large systems of nonrela-
tivistic bosonic atoms and molecules.
For more general system (10) involving Wolff potentials, the radial symmetry of positive
solutions were obtained in [7].
Proposition 4 (Chen–Li). Let 1 < γ  2. Assume that (u, v) is a pair of positive solutions of
(10) with (11) and
u ∈ Lp+γ−1(Rn), v ∈ Lq+γ−1(Rn). (22)
Then (u, v) must be radially symmetric and monotone decreasing about some point in Rn.
For more articles concerning integral equations and systems, please see [2–6,11,14,15,17,21,
22,25–29].
In this paper, we further investigate qualitative properties of the solutions and obtain integra-
bility and regularities for the positive solutions.
Theorem 1. Let (u, v) ∈ Lp+γ−1(Rn) × Lq+γ−1(Rn) be a pair of positive solutions for system
(10) with (11). Further assume p > 1, q > 1, and 1 < γ  2. Without loss of generality, assume
p  q . Then (u, v) ∈ Lr(Rn)×Ls(Rn) whenever r and s are in the following range:
n(γ − 1)
n − γβ < r < ∞ and
1
m
< s < ∞
where
m = min
{
n − γβ
,
p + γ − 1 }
.n(γ − 1) (γ − 1)(q + γ − 1)
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n−γβ or if s < 1m , then ‖u‖Lr(Rn) =‖v‖Ls(Rn) = ∞.
Remark 1. One can easily verify that
n(γ − 1)
n− γβ < p + γ − 1 and
1
m
< q + γ − 1.
The theorem infers that if we start from the integrability (u, v) ∈ Lp+γ−1(Rn) × Lq+γ−1(Rn),
then through the system, the exponent of the integrability of u can be greatly extended (down to
n(γ−1)
n−γβ and up to ∞). Similar is true for v.
Based on Theorem 1, we derive
Theorem 2. Under the same conditions as in Theorem 1, we have u,v ∈ L∞(Rn).
Then we further arrive at higher regularity.
Theorem 3. Under the same conditions of Theorem 1, u and v are Lipschitz continuous.
In Section 2, we prove Theorem 1. In Section 3, we establish Theorems 2 and 3. To obtain the
Lipschitz continuity of the solutions, we introduce a brand new idea involving “shrinking” oper-
ators. In Section 4, to summarized the new idea, we prove a general Regularity Lifting Theorem,
in which both contracting and “shrinking” operators are employed. We believe that this theorem
and the idea of using “shrinking” operators will become a useful tool in lifting regularities of
solutions in many other nonlinear problems. Contracting operators have been used quite com-
monly to lift regularities. For a linear operator, if it is “shrinking”, then it is contracting. While
for a nonlinear operator, as will be seen in Sections 3 and 4, sometimes it is extremely difficult,
or even impossible, to prove that it is contracting in a certain space. However, one can show that
it is “shrinking”, and can still lift the regularity of solutions in many cases.
2. Integrability of solutions
In this section, we prove Theorem 1. For convenience of the proof, we state it in the following
equivalent form.
Theorem 2.1. Let (u, v) ∈ Lp+γ−1(Rn)×Lq+γ−1(Rn) be a pair of positive solutions for system
(10) in the case (11). Further assume p > 1, q > 1, and 1 < γ  2. Without loss of generality,
assume p  q . Then (u, v) ∈ Lr(Rn)× Ls(Rn) whenever r and s are in the following range:
(
1
r
,
1
s
)
∈
(
0,
n − γβ
n(γ − 1)
)
×
(
0,min
{
n− γβ
n(γ − 1) ,
1
γ − 1
p + γ − 1
q + γ − 1
})
.
The right end values are optimal in the sense that if 1
r
or 1
s
exceed the right end values, ‖u‖r =
‖v‖s = ∞.
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To prove the theorem, we need the following equivalent form of Hardy–Littlewood–Sobolev
inequality and the integral estimate on the Wolff potential.
Lemma 2.1. (See [3].) Let
h(x) =
∫
Rn
|x − y|α−nf (y) dy.
Then for any t > n
n−α , we have
‖h‖t  C(n, s,α)‖f ‖ nt
n+αt . (23)
This together with (9) implies
Corollary 2.1.
∥∥Wβ,γ (f )∥∥q  C‖f ‖ 1γ−1r (24)
where γ−1
q
= 1
r
− γβ
n
.
We also need the following Regularity Lifting Lemma. An earlier version was introduced
in [8]. The one we present here is slightly different.
Let V be a topological vector space. Suppose there are two extended norms (i.e. the norm of
an element in V might be infinity) defined on V ,
‖ · ‖X,‖ · ‖Y :V → [0,∞].
Let
X := {v ∈ V : ‖v‖X < ∞} and Y := {v ∈ V : ‖v‖Y < ∞}.
Lemma 2.2. Let T be a contraction map from X into itself and from Y into itself. Assume that
f ∈ X, and that there exits a function g ∈ Z := X ∩ Y such that f = Tf + g in X. Then f also
belongs to Z.
Remark 2.1. In practice, we usually choose V to be the space of distributions, and X, Y be
Sobolev spaces, or Hölder spaces, etc. We start from a function f in a lower regularity space
X, say X = Lp(Rn), and through the lemma, we can lift it to a higher regularity space, say
Z = Lp(Rn)∩ L∞(Rn).
Proof of Lemma 2.2. Step 1. Let
√
‖ · ‖2 + ‖ · ‖2X Y
2684 C. Ma et al. / Advances in Mathematics 226 (2011) 2676–2699be a norm on Z. We first show that T :Z → Z is a contraction. Since T is a contraction on X,
there exists a constant θ1, 0 < θ1 < 1 such that
‖T h1 − T h2‖X  θ1‖h1 − h2‖X, ∀h1, h2 ∈ X.
Similarly, we can find a constant θ2, 0 < θ2 < 1 such that
‖T h1 − T h2‖Y  θ2‖h1 − h2‖Y , ∀h1, h2 ∈ Y.
Let θ = max{θ1, θ2}. Then, for any h1, h2 ∈ Z,
‖T h1 − T h2‖Z =
√
‖T h1 − T h2‖2X + ‖T h1 − T h2‖2Y

√
θ21 ‖h1 − h2‖2X + θ22 ‖h1 − h2‖2Y
 θ‖h1 − h2‖Z.
Step 2. Since T :Z → Z is a contraction, given g ∈ Z, we can find a solution h ∈ Z such
that h = T h + g. Notice that T :X → X is also a contraction and g ∈ Z ⊂ X, the solution of
the equation x = T x + g must be unique in X. Because both h and f are solutions of the same
equation x = T x + g in X, we deduce that f = h ∈ Z. 
Proof of Theorem 2.1. Let
vA(x) =
{
v(x), if v(x) > A or |x| >A;
0, otherwise.
Let vB(x) = v(x)− vA(x). Similar for uA(x) and uB(x). Define
T1g :=
∞∫
0
(∫
Bt (x)
vq dy
tn−γβ
) 2−γ
γ−1(∫
Bt (x)
v
q−1
A g dy
tn−γβ
)
dt
t
and
F :=
∞∫
0
(∫
Bt (x)
vq dy
tn−γβ
) 2−γ
γ−1(∫
Bt (x)
v
q
B dy
tn−γβ
)
dt
t
.
Similarly, we can define T2 and G by replacing v by u. Write
T (f,g) := (T1g,T2f ).
Consider the equation
(f, g) = T (f,g)+ (F,G). (25)
C. Ma et al. / Advances in Mathematics 226 (2011) 2676–2699 2685Obviously (u, v) is a pair of solutions
(u, v) = T (u, v)+ (F,G),
since there is no intersection between the supports of vA and of vB .
Step 1. We first estimate T1g and T2f .
By Hölder inequality, we have
|T1g| u2−γ
(
T 01 g
)γ−1
,
where
T 01 g :=
∞∫
0
(∫
Bt (x)
v
q−1
A g dy
tn−γβ
) 1
γ−1 dt
t
.
Consequently,
‖T1g‖r  ‖u‖2−γr0
∥∥T 01 g∥∥γ−1r , (26)
with 1
r
= 2−γ
r0
+ γ−1
r
. While by (24), we have
∥∥T 01 g∥∥r  C∥∥vq−1A g∥∥ 1γ−1 nr
n(γ−1)+γβr
 C‖vA‖
q−1
γ−1
s0 ‖g‖
1
γ−1
s (27)
where γ−1
r
< 1 − γβ
n
and γ−1
r
− 1
s
= q−1
s0
− γβ
n
.
Similar estimates hold for T2f and T 02 f . From (26) and (27), we arrive at the basic estimates:
‖T1g‖r  C‖u‖2−γr0 ‖vA‖q−1s0 ‖g‖s , (28)
‖T2f ‖s  C‖v‖2−γs0 ‖uA‖p−1r0 ‖f ‖r . (29)
It follows that for A sufficiently large,
T1 :L
s
(
Rn
)→ Lr(Rn) and T2 :Lr(Rn)→ Ls(Rn)
are contraction maps, and hence T is a contraction map from Lr(Rn) × Ls(Rn) to itself, under
the following conditions:
1
r
= 2 − γ
r0
+ γ − 1
r
, (30)
γ − 1
r
− 1
s
= q − 1
s0
− γβ
n
, (31)
1 − 1 = 2 − γ + q − 1 − γβ , (32)
r s r0 s0 n
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s
= 2 − γ
s0
+ γ − 1
s
, (33)
γ − 1
s
− 1
r
= p − 1
r0
− γβ
n
, (34)
1
s
− 1
r
= 2 − γ
s0
+ p − 1
r0
− γβ
n
, (35)
γ − 1
r
< 1 − γβ
n
, (36)
γ − 1
s
< 1 − γβ
n
. (37)
Actually, one can derive some of the above conditions from the others. If we start from r0 =
p + γ − 1, s0 = q + γ − 1. Then by (11), both conditions (32) and (35) become
1
r
− 1
s
= 1
r0
− 1
s0
,
and the set of conditions (30)–(37) can now be simplified as
1
r
= 2 − γ
r0
+ γ − 1
r
, (38)
1
r
− 1
s
= 1
r0
− 1
s0
, (39)
1
s
= 2 − γ
s0
+ γ − 1
s
, (40)
γ − 1
r
< 1 − γβ
n
, (41)
γ − 1
s
< 1 − γβ
n
. (42)
Step 2. Secondly, we estimate F and G.
This is exactly the same as in Step 1. Let
F0 :=
∞∫
0
(∫
Bt (x)
v
q
B dy
tn−γβ
) 1
γ−1 dt
t
.
Define G0 similarly. We have:
‖F‖r  ‖u‖2−γr0 ‖F0‖γ−1r , (43)
‖G‖s  ‖v‖2−γs0 ‖G0‖γ−1s (44)
where r, s, r0, s0, r, and s satisfy Eqs. (38) and (40).
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r0
− 1
s0
is positive. To be more intuitive, we consider a
co-ordinate plane with 1
r
as its horizontal co-ordinate and 1
s
the vertical co-ordinate. Then (39)
represents a line on this plane. Let L denote part of this line which is diagonal to the open square
B :=
(
1
r0
− 1
s0
,
1
r0
+ 1
s0
)
×
(
0,
2
s0
)
.
Let
B1 =
(
1
r0
− γ − 1
s0
,
1
r0
+ γ − 1
s0
)
×
(
2 − γ
s0
,
γ
s0
)
be a sub-square of B with the same center.
We will first show that (u, v) ∈ Lr × Ls for any ( 1
r
, 1
s
) ∈ L1, a diagonal of B1 and a subset
of L. Then we will extend this result to B through L, under the condition that n−γβ
n(γ−1)  1. In
this case, for short, we will just say that (u, v) “belongs” to L1 (or L, or B). Once we show that
(u, v) “belongs” to a diagonal, then we can immediately extend this result to the whole square.
For instance, suppose (u, v) (as a pair) “belongs” to L, in particular, u “belongs” to the lower
end and upper end of L, then by interpolations, u “belongs” to the whole L regardless of where
v “belongs” to. Similarly for v. This way, we derive that (u, v) “belongs” to the whole square B.
Hence, in the following, we only need to show that (u, v) “belongs” to L.
For any ( 1
r
, 1
s
) ∈ L1, one can find r¯ and s¯, so that all conditions (38)–(42) are met; hence T
is a contraction for (f, g) “belongs” to L1, (F,G) also “belongs” to L1. Since (u, v) satisfies
Eq. (25) and “belongs” to
(
1
r0
,
1
s0
)
=
(
1
p + γ − 1 ,
1
q + γ − 1
)
∈ L1,
by the Regularity Lifting Lemma 2.2, (u, v) “belongs” to L1. Hence (u, v) also “belongs” to B1.
To see how Lemma 2.2 is applied, we may take, for instance, X = Lr0 ×Ls0 , Y = Lr ×Ls for any
( 1
r
, 1
s
) ∈ L1, and Z = X ∩Y . Then the lemma “lifts” (u, v) from X to Z. By interpolation, (u, v)
“belongs” to the whole line segment between ( 1
r0
, 1
S0
) and ( 1
r
, 1
s
). Since ( 1
r
, 1
s
) is an arbitrary
point on L1, we conclude that (u, v) “belongs” to L1.
In order to prove that (u, v) actually “belongs” to L, we apply Corollary 2.1 to derive
‖v‖s∗  C‖u‖
p
γ−1
pns∗
n(γ−1)+γβs∗
= C‖u‖
p
γ−1
r
where
γ − 1
s∗
= p
r
− γβ
n
. (45)
Similarly, we have
‖u‖r∗  C‖v‖
q
γ−1
s
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γ − 1
r∗
= p
s
− γβ
n
. (46)
Conditions (45) and (46) together with (11) are equivalent to
1
s∗
− 1
s0
= p
γ − 1
(
1
r
− 1
r0
)
= p
γ − 1
(
1
s
− 1
s0
)
, (47)
1
r∗
− 1
r0
= q
γ − 1
(
1
s
− 1
s0
)
= q
γ − 1
(
1
r
− 1
r0
)
. (48)
Notice that both p
γ−1 and
q
γ−1 are greater that 1, we can extend the range of
1
s
and 1
r
through
(47) and (48). This way, we can extend the range where (u, v) “belongs” to from L1 to L. To be
more rigorous, we argue by contradiction. Suppose the largest range where (u, v) “belongs” to is
L2, a proper subset of L. For example, suppose the coordinate of the right-upper endpoint of L2
is (P,Q), and (P,Q) is not the right-upper endpoint ( 1
r0
+ 1
s0
, 2
s0
) of L. Then either ‖u‖r = ∞ if
1
r
> P or ‖v‖s = ∞ if 1s > Q. Without loss of generality, we assume ‖v‖s = ∞ if 1s > Q. Then,
choose 1
r
less than and close to P , by Eq. (47), we have v ∈ Ls for some 1
s
= 1
s∗ >Q, which is a
contradiction.
Step 4. Applying Corollary 2.1 on
u = Wβ,γ
(
vq
)
and v = Wβ,γ
(
up
)
,
we can further lift the regularity. We have
‖u‖r =
∥∥Wβ,γ (vq)∥∥r  C∥∥vq∥∥ 1γ−1 nr
n(γ−1)+γβr
(49)
provided
nr
n(γ − 1)+ γβr > 1, (50)
that is
1
r
<
n − γβ
n(γ − 1) .
From the result in Step 3, we know that, in order the right-hand side of (49) to be finite, we only
need
0 <
n(γ − 1)+ γβr
nqr
<
2
s0
= 2
q + γ − 1 ,
and this is indeed true under conditions (50), γ − 1 < 1, and q > 1. This way, we deduce that
u ∈ Lr for any 0 < 1 < n− γβ .
r n(γ − 1)
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v ∈ Ls for any 0 < 1
s
< min
{
n− γβ
n(γ − 1) ,
1
γ − 1
p + γ − 1
q + γ − 1
}
.
Therefore, (u, v) ∈ Lr × Ls for any
(
1
r
,
1
s
)
∈
(
0,
n− γβ
n(γ − 1)
)
×
(
0,min
{
n− γβ
n(γ − 1) ,
1
γ − 1
p + γ − 1
q + γ − 1
})
.
Step 5. Now we prove that the right end values in the above are optimal. We only present the
case for 1
r
, while the argument is similar for 1
s
.
For |x| large enough, we have:
u(x)
4|x|∫
2|x|
(∫
Bt (x)
vq
tn−γβ
) 1
γ−1 dt
t
 C
4|x|∫
2|x|
1
t
n−γβ
γ−1
dt
t
 C 1
|x| n−γβγ−1
.
In order that u ∈ Lr(Rn), we should have n−γβ
γ−1 r > n, that is
1
r
<
n−γβ
n(γ−1) . Similarly
v(x) C 1
|x| n−γβγ−1
.
With this result, again when |x| large enough, we have:
u(x)
|x|
2∫
0
(∫
Bt (x)
vq dy
tn−γβ
) 1
γ−1 dt
t
 C
|x|
2∫
0
(∫
Bt (x)
1
|x|
n−γβ
γ−1 q
dy
tn−γβ
) 1
γ−1
dt
t
 C
|x|
2∫
0
1
|x|
n−γβ
(γ−1)2 q
t
γβ
γ−1 −1 dt
 C 1
n−γβ
(γ−1)2 q−
γβ
γ−1
.|x|
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r
< 1
γ−1
q+γ−1
p+γ−1 . Therefore, the necessary
condition for u ∈ Lr(Rn) is
1
r
< min
{
n− γβ
n(γ − 1) ,
1
γ − 1
q + γ − 1
p + γ − 1
}
. (51)
Similarly,
1
s
< min
{
n− γβ
n(γ − 1) ,
1
γ − 1
p + γ − 1
q + γ − 1
}
.
Under our assumption p  q , the right-hand side of (51) is actually the same as n−γβ
n(γ−1) .
Now we have shown that the right end values are optimal and thus completed the proof of the
theorem. 
3. Regularity of solutions
Based on the integrability of solutions obtained in the previous section, we will further lift it
first to L∞ and then to Lipschitz continuous.
Theorem 3.1. Under the same conditions as in Theorem 1, we have u,v ∈ L∞(Rn).
Proof. Suppose |x − y| = δ < 1, then
u(x) =
1∫
0
(∫
Bt (x)
vq
tn−γβ
) 1
γ−1 dt
t
+
∞∫
1
(∫
Bt (x)
vq
tn−γβ
) 1
γ−1 dt
t
 C1 +
∞∫
1
( ∫
Bt+δ(y) v
q
(t + δ)n−γβ
) 1
γ−1(
1 + δ
t
) n−γβ
γ−1 +1 dt
t + δ
 C1 +
∞∫
1+δ
(∫
Bt (y)
vq
tn−γβ
) 1
γ−1 dt
t
(1 + δ) n−γβγ−1 +1
 C1 + C2u(y). (52)
Here C1 and C2 are independent of x and y. In estimating the first integral, we have applied
Hölder inequality to
∫
Bt (x)
1 · vq(z) dz
and used the fact that v ∈ Ls(Rn) for any large s.
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∫
Bδ(x)
ur(x) dy  C
∫
Bδ(x)
ur(y) dy + C  C
∫
Rn
ur(y) dy +C  C
where r is large enough such that u ∈ Lr(Rn), and C denotes different constants in different
situations. Noticing these constants are independent of x, we have u(x) < C for all x. 
Theorem 3.2. Under the same condition as in Theorem 1, u and v are Lipschitz continuous.
Proof. Again let C denote different constants in different positions. We have
u(x) =
∞∫
0
(∫
Bt (x)
vq(z) dz
tn−γβ
) 1
γ−1 dt
t
=
1
A∫
0
+
1∫
1
A
+
∞∫
1
= Ix + IIx + IIIx
where A is a large number to be determined later. Let |x − y| = δ for small δ (e.g. for δ < 14 ).
The estimate of IIIx is the same as in Theorem 3.1:
IIIx − IIIy 
∞∫
1+δ
(∫
Bt (y)
vq
tn−γβ
) 1
γ−1 dt
t
(1 + δ) n−γβγ−1 +1 − IIIy
 C · IIIy · δ  C · δ;
IIx − IIy  C
1∫
1
A
∫
Bt (x)
vq(z) dz − ∫
Bt (y)
vq(z) dz
tn−γβ
(∫
Bt (x)
vq(z) dz + ∫
Bt (y)
vq(z) dz
tn−γβ
) 2−γ
γ−1 dt
t
 C
1∫
1
A
(
tn−1δ
tn−γβ
)(
tn
tn−γβ
) 2−γ
γ−1 dt
t
 Cδt
γβ
γ−1 −1∣∣11
A
= C(A)δ.
Here we have used the fact that, when |x − y| = δ,
the volume of
(
Bt(x) \Bt(y)
)∪ (Bt(y) \Bt(x)) Ctn−1δ
for some constant C.
So far we have almost done with estimating IIx − IIy and IIIx − IIIy .
To estimate Ix − Iy , we need to use some new ideas. First, suppose that v is Lipschitz contin-
uous and let |v|C0,1 be its Lipschitz norm. Then we would have
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1
A∫
0
∫
Bt (0) v
q(z + x)− vq(z + y)dz
tn−γβ
(∫
Bt (x)
vq(z) dz + ∫
Bt (y)
vq(z) dz
tn−γβ
) 2−γ
γ−1 dt
t
 C
1
A∫
0
∫
Bt (0) v
q−1(x + z)+ vq−1(y + z) dz
tn−γβ
|v|C0,1δ
(∫
Bt (x)
vq + ∫
Bt (y)
vq
tn−γβ
) 2−γ
γ−1 dt
t
 C · M qγ−1 −1t γβγ−1 ∣∣ 1A0 · |v|C0,1δ  C(A,M)|v|C0,1δ
where C(A,M) is a constant depending on maximum value M of v and the constant A.
Define
T1g(x) =
1
A∫
0
(∫
Bt (x)
gq(z) dz
tn−γβ
) 1
γ−1 dt
t
.
Let
X = {g ∈ L∞(Rn): |g|∞  2|u|∞ + 2|v|∞}
and
Y = {g ∈ C0,1(Rn): |g|∞  2|u|∞ + 2|v|∞},
where |g|∞ is L∞(Rn) norm of g. One can see that X and Y are closed subsets of Banach spaces
equipped with L∞(Rn) norm and Lipschitz norm |g|C0,1(Rn) respectively. Same as in estimating
Ix − Iy , we derive that:
∣∣∣∣T1g(x) − T1g(y)x − y
∣∣∣∣ C|g| qγ−1 −1∞
(
1
A
) γβ
γ−1 |g|C0,1 .
It follows that, for A sufficiently large,
‖T1g‖C0,1(Rn)  θ‖g‖C0,1(Rn) for some 0 < θ < 1.
In this situation, we say that T1 is a shrinking operator from Y to itself under the Lipschitz norm.
(Here, it seems very difficult, if not impossible, to prove that it is a contracting operator on Y
under the Lipschitz norm. However, as you will see below, this “shrinking” property is sufficient
in our purpose.)
One can also show that if A is large enough, T1 is a contraction from X to X. In fact, for
f,g ∈ X, we have:
T1g(x)− T1f (x) C
1
A∫ ∫
Bt (x)
gq(z) − f q(z) dz
tn−γβ
(∫
Bt (x)
gq(z) + f q(z) dz
tn−γβ
) 2−γ
γ−1 dt
t
0
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1
A∫
0
∫
Bt (x)
(g(z) − f (z))qξ(z) dz
tn−γβ
(∫
Bt (x)
gq + f q
tn−γβ
) 2−γ
γ−1 dt
t
 C ·M qγ−1 −1t γβγ−1 ∣∣ 1A0 · |g − f |∞
where M = 2|u|∞ + 2|v|∞, and the second inequality is derived by Mean Value Theorem with
ξ(z) valued between f (z) and g(z). It follows that for A sufficiently large
|T1g − T1f |∞  12 |g − f |∞.
Thus, T1 is a contraction from X to itself.
Similarly, we can define another map on X and Y
T2f =
1
A∫
0
(∫
Bt (x)
f p(z) dz
tn−γβ
) 1
γ−1 dt
t
.
On the product X × X with the norm
∣∣(f, g)∣∣
L∞ = |f |L∞ + |g|L∞
and on Y × Y with the norm
∣∣(f, g)∣∣
C0,1 = |f |C0,1 + |g|C0,1 ,
consider the equation
(f, g) = T (f,g)+ (F,G)
where T (f,g) = (T1g,T2f ),
F(x) =
∞∫
1
A
(∫
Bt (x)
vq(z) dz
tn−γβ
) 1
γ−1 dt
t
,
and
G(x) =
∞∫
1
A
(∫
Bt (x)
up(z) dz
tn−γβ
) 1
γ−1 dt
t
.
Notice that, for large A, T is a shrinking map on Y×Y under Lipschitz norm, and a contraction
on X×X under L∞(Rn) norm. From the estimates for IIx − IIy and IIIx − IIIy , one can see that
both F and G are Lipschitz continuous.
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(u, v) = T (u, v)+ (F,G).
Let f0 = g0 = 0, and fn = T1gn−1 + F , gn = T2fn−1 +G. That is
(fn, gn) = T (fn−1, gn−1)+ (F,G), n = 1,2,3, . . . .
Choosing A sufficiently large we can guarantee that
|gn|C0,1  2|F |C0,1 + 2|G|C0,1 and |fn|C0,1  2|F |C0,1 + 2|G|C0,1 .
Noticing that {(fn, gn)} is a point-wise monotone increasing sequence, and T1 and T2 are con-
tractions on X, we derive
fn → u(x) and gn → v(x), as n → ∞
point-wise, where (u(x), v(x)) is the solution of system (10). Next, we show that u(x), v(x) ∈
C0,1. In fact,
|u(x)− u(y)|
|x − y| 
|fn(x)− u(x)|
|x − y| +
|fn(x) − fn(y)|
|x − y| +
|fn(y)− u(y)|
|x − y| .
The first and the last terms on the right-hand side approach 0 as n → ∞ while the boundedness
of the middle term is due to
|fn|C0,1  2|F |C0,1 + 2|G|C0,1 .
Similarly for v. Thus (u, v) is local Lipschitz. Together with the boundedness of u,v, we con-
clude that (u, v) is Lipschitz in Rn. 
4. Shrinking operators and a general Regularity Lifting Theorem
To better illustrate and summarize the idea in the proof of Lipschitz continuity in the previous
section, we introduce the following definition, property and a more general Regularity Lifting
Theorem on the combined use of contracting and shrinking operators.
In [8], we established a Regularity Lifting Theorem (also see Lemma 2.2) by utilizing con-
tracting operators, and it has been applied widely and conveniently in proving regularities for
solutions of PDEs and integral equations. In Section 2, we used it to derive the higher integrabil-
ity for solutions of the Wolff type integral system. In that theorem, in order to lift the regularity
of a solution from a lower to a higher (in terms of regularity) space, we require the operator T
be contracting in both spaces. However, for a nonlinear operator in certain spaces, sometimes, as
one has seen in the previous section, it is very difficult, or even impossible, to prove to be con-
tracting; while one would still be able to show that it is “shrinking”. Here we introduce a more
general theorem which only require the operator be contracting in one space and be “shrinking”
in the other space. We believe this theorem will find more applications in many other situations
in nonlinear analysis.
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the norm of an element in V might be infinity) defined on V ,
‖ · ‖X,‖ · ‖Y :V → [0,∞].
Let
X := {v ∈ V : ‖v‖X < ∞} and Y := {v ∈ V : ‖v‖Y < ∞}.
We also assume that the topology in V is weaker than the topology of X and the weak topology
of Y , which means that the convergence in X or weak convergence in Y will imply convergence
in V .
Definition 4.1 (“XY -pair”). The pair of spaces (X,Y ) described above is called an “XY -pair”,
if whenever the sequence {un} ⊂ X with un → u in X, ‖un‖Y  C implies u ∈ Y .
In practice, we usually choose V to be the space of distributions and X,Y be function spaces
such as Lp spaces, Hölder spaces, and Sobolev spaces, etc. There are many commonly used
function spaces that are “XY -pairs”, as will be illustrated by some examples at the end of this
section.
Theorem 4.1 (Regularity Lifting). Suppose Banach spaces X,Y are an “XY -pair”, both con-
tained in some larger topological space V satisfying properties described above. Let B1 and B2
be closed subsets of X and Y respectively. Suppose T :B1 → B1 is a contraction, and T :B2 → Y
is shrinking:
‖Ty‖Y  θ‖y‖Y , ∀y ∈ B2 and for some constant 0 < θ < 1.
Define
Sf = Tf + F for some F ∈ B1 ∩ B2.
Moreover, assume that
S :B1 ∩ B2 → B1 ∩B2.
Then there exists a unique solution u of u = Su in B1, and more importantly,
u ∈ Y.
Proof. Define
f0 = F and fn = Sfn−1 = Tfn−1 + F, n = 1,2, . . . .
Since T a contraction in X, {fn} is a Cauchy sequence in X and
fn → u ∈ B1, as n → ∞.
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‖fn‖Y  11 − θ ‖F‖Y .
In fact, we have
‖f0‖Y = ‖F‖Y  11 − θ ‖F‖Y .
If
‖fn−1‖Y  11 − θ ‖F‖Y ,
then
‖fn‖Y  ‖Tfn−1‖Y + ‖F‖Y  θ
(
1
1 − θ ‖F‖Y
)
+ ‖F‖Y = 11 − θ ‖F‖Y .
Hence {fn} is bounded in Y . Now by the property of “XY -pair”, we arrive at u ∈ Y . 
Remark 4.1. In some situations, one can choose B1 = X and B2 = Y .
In practice, if one knows a solution u of u = Su belongs to X (usually with lower regularity),
then by Theorem 4.1, one can lift the regularity of u up to u ∈ X ∩ Y (with higher regularity).
Remark 4.2. The “XY -pairs” are quite common, as one can see from the following examples.
• X = Lp(U) for 1 p ∞, Y = C0,α(U) for 0 < α  1. And V is the space of distributions.
• X is a Banach space. Y is a reflexive Banach space. And they are both in some bigger
topological space V . Of course, we assume V is Hausdorff and has topology weaker than
the topology of X and the weak topology of Y . Then for any un → u ∈ X and ‖un‖Y  C,
we have u ∈ Y .
Proof. Case (i): Let {un} be a sequence such that
un → u ∈ Lp(U) and |un|C0,α(U) M.
We first consider the restriction on any compact set K ⊂ U . Since {un} is uniformly bounded
in the Hölder space Y , by the Arzela–Ascoli Theorem, there exists a subsequence converging
uniformly to some function v. And since un → u in Lp(K), we have
v = u in Lp(K).
Moreover, by
∣∣u(x)∣∣ ∣∣u(x)− un(x)∣∣+ ∣∣un(x)∣∣
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∣∣u(x)− u(y)∣∣ ∣∣un(x) − u(x)∣∣+ ∣∣un(x)− un(y)∣∣+ ∣∣un(y) − u(y)∣∣,
we can choose n large enough, so that
∣∣u(x)∣∣ 1 + |un|∞ and |u(x) − u(y)||x − y|α  2 + sup |un(x) − un(y)||x − y|α .
It follows that
|u|C0,α(K) M + 3.
Notice that the upper bound is independent of K , we arrive at u ∈ C0,α(U). Therefore
u ∈ X ∩ Y.
Case (ii): Suppose un → u in X and un is bounded in Y . Since Y is reflexive, so there exists
a weakly convergent subsequence unj ⇀ v for some v ∈ Y . Since the topology of V is weaker
than topology of X and weak topology of Y , we have unj → u in V and unj → v in V . Since V
is Hausdorff, so u = v ∈ Y . 
Remark 4.3. The proof of Lipschitz continuity in the previous section is a special case when
X = L∞(Rn) × L∞(Rn) and Y = C0,1(Rn) × C0,1(Rn). By the above remark, they form an
“XY -pair”. And the closed subset in X,Y are:
B1 = X × X with X =
{
g ∈ L∞(Rn): |g|∞  2|u|∞ + 2|v|∞},
B2 = Y × Y with Y =
{
g ∈ C0,1(Rn): |g|∞  2|u|∞ + 2|v|∞}.
Then Theorem 4.1 here infers that the bounded solution is Lipschitz.
Remark 4.4. There are counter examples which fails to be an “XY -pair”. For example,
X = L1[0,1] and Y = C[0,1].
Define
un(x) = 0 for 0 x  12 −
1
n
, un(x) = 1 for 12 +
1
n
 x  1
and linearly on
[
1
2
− 1
n
,
1
2
+ 1
n
]
.
Then although {un} converges in X and is bounded in Y , but it fails to converge in Y = C[0,1].
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