An investigation of singular fields emerging in the process of transforming QCD to the axial gauge is presented. The structure of the singularities is analyzed. It is shown that apart from well known neutral magnetic monopole singularities, the field configurations also exhibit singularities in their charged and transverse components. This complex singularity structure guarantees finite non-Abelian field strength and thus finite action if expressed in terms of gauge fixed fields. A relation between the monopole charges of singular field configurations and their topological charge is derived. Qualitative dynamical aspects of the role of the monopoles are discussed. It is argued that the entropy associated with monopoles increases with decreasing temperature and that the coupling to quantum fluctuations favors monopole-antimonopole binding.
Introduction
A fundamental and possibly far reaching difference in the formal structure of QED and QCD emerges when formulating these gauge theories in terms of physical, unconstrained variables. While this can be achieved in QED by a global -for all field configurations valid -choice of variables this is possible in QCD only at the expense of introducing coordinate singularities and thus of including singular gauge field configurations in such gauge fixed formulations [1] . It is tempting to associate the vastly different physical properties of these two theories with this basic geometrical difference. Formation of Gribov horizons [2] or condensation of magnetic monopoles [3, 4] represent two prominent attempts in which the emergence of confinement is linked directly to the presence of singularities in gauge fields after gauge fixing. It appears that QCD lattice calculations [5, 6] confirm the dynamical picture of confinement via the dual Meissner effect. Conclusive results have been obtained within the "maximal Abelian gauge". It is, however, not unambiguously established that these mechanisms are operative also in other formulations of Abelian projected QCD, and the relation to mechanisms for confinement in fundamentally different gauges, such as the Coulomb gauge, is not understood. Lattice calculations also seem to support the hypothesis of "Abelian dominance" [7] according to which long range phenomena and specifically confinement are dominated by the "neutral" components of the gauge fields. For instance, contributions of the charged components to the string tension seem to be negligible [8] . While favored in lattice calculations, the maximal Abelian gauge is not particularly suited for explicit analytical investigations. Although selected analytical results have been obtained, in particular concerning the connection between monopoles and instantons [9, 10] , a complete resolution of the maximal Abelian gauge condition is not possible nor can the singular field configurations be classified systematically. In this work we will present an analytical study of the structure and the dynamical role of singular field configurations within the modified axial (temporal) gauge representation of QCD. The reason for this particular choice is primarily technical; it is the only case where complete gauge fixing can be explicitly performed and by which a representation of QCD can be achieved in terms of unconstrained variables only. The resulting formulation has remarkable properties which are useful for clarification of both the formal structure and the dynamical implications of singular field configurations. The crucial step in the gauge fixing procedure at which singularities are generated is the diagonalization of the (untraced) Polyakov loop. The trace thereof is the order parameter characterizing the confined and deconfined phases and its values determine the presence of singularities. Furthermore, in this gauge, this order parameter is represented by an elementary rather than a composite field.
Gauge fixing by which coordinate singularities are generated is achieved through gauge transformations. Therefore, gauge invariant quantities associated with fields which become singular by gauge fixing must remain finite. This determines to a large extent the basic structure of singular field configurations. In particular singularities in the gauge field must not show up in the (non-Abelian) field strength and thus singularities necessarily occur in neutral and charged components of the gauge field simultaneously. Abelian dominance is not an immediate consequence of the singular structure of these field configurations. This elementary discussion is carried out in detail in Section 2 for gauge choices which involve diagonalization of the Polyakov loop. With gauge invariant quantities not affected by the presence of singularities in the gauge fields it is possible to remove those parts of spacetime where the gauge fields become singular and to account for the singularities by appropriate boundary conditions -a procedure similar in spirit to the YangWu construction [11] . This program is explicitly carried out in Section 3 for axial gauge QCD and, as a particular consequence, the Dirac quantization condition for charged fields moving in the background of singular fields is obtained. In axial gauge QCD, variables characterizing the orientation of the Polyakov loops have been eliminated. Therefore the singularities must be determined completely by the gauge invariant eigenvalues of the Polyakov loops. Explicit expressions in terms of these eigenvalues for the gauge fixed fields close to the singularities are given in Section 4. As a byproduct, this discussion will also show that the singularities have additional structures not determined by topological arguments. For instance singularities with continuously variable strength may occur in transverse Abelian magnetic fields. In general, emergence of singularities in the gauge fixing procedure does not point to any peculiar dynamics. However there are circumstances in which the presence of singularities is actually required. This issue is discussed in Section 5 where it will be shown that a non-vanishing topological charge associated with a gauge fixed field configuration is possible only if this configuration is singular. With the gauge fixed fields satisfying trivial boundary conditions, the topological charge receives contributions exclusively from the surface of those parts of space-time which had to be removed due to the presence of singularities. In this way, a relation between topological charge and monopole charges can be established. Apart from a short summary, the concluding section contains a qualitative discussion of the physics content of the formalism developed up to this point. We do not carry out any dynamical calculation but rather interpret well known properties of QCD in terms of monopole dynamics and address specifically the issue of monopole condensation and its possible relevance for the properties of the confined and deconfined phases.
Singularities from Diagonalization of Polyakov Loops
In this section we discuss the occurrence of singular gauge fields in the process of gauge fixing. We assume that the gauge fixing procedure involves diagonalization of the Polyakov loop as is the case in axial gauge. The focus of this discussion will be on the singularity structure of the fields after gauge fixing. Throughout this work we consider SU(2) QCD at finite temperature, i.e., in Euclidean space with compact imaginary time direction of length β. Fields are assumed to be periodic in time, continuous before gauge fixing and to approach pure gauges at spatial infinity. The (untraced) Polyakov loops
are of particular importance. They are parametrized by the fields a c 0 (x) whose modulus satisfies 0 ≤ a 0 (x) ≤ π/gβ. In the absence of quarks, the expectation value of the (traced) Polyakov loops serves as order parameter for characterization of the confined and deconfined phases. In the axial (temporal) gauge representation, the Polyakov loop variables a c 0 appear as elementary rather than composite degrees of freedom. This representation of QCD is obtained as a result of the following gauge transformation performed in three steps [12] ,
In the presence of the third factor only, the gauge transformation would eliminate A 0 completely. The second term reintroduces zero mode fields to preserve the periodic boundary conditions of the gauge fields and finally Ω D diagonalizes these zero mode fields or, equivalently, the Polyakov loops of Eq. (1),
As a result of the gauge fixing transformation (2), the time component of the gauge field is eliminated apart from a diagonal zero mode field,
The diagonalization (3) can also be interpreted as a choice of coordinates in color space. With Eq. (3), the color 3-direction is chosen to be that of the Polyakov loop at given x. This diagonalization is the crucial element of the gauge fixing procedure by which singular field configurations emerge. It is most easily studied explicitly by introducing polar (θ) and azimuthal (ϕ) angles in color space,
Note thatã is a continuous function of the (untraced) Polyakov loop P . With this choice of coordinates, the matrix Ω D (x) can be represented as
Consequences related to the ambiguities in the definition of Ω D will be discussed later. To improve readability, we suppress the arguments of θ and ϕ in the following. In general, diagonalization, or equivalently the choice of coordinates, is not everywhere well defined and consequently (coordinate-)singularities occur in the associated transformations of the gauge fields. Starting from an everywhere-regular gauge field A i , the transformed field
with
is in general singular with Ω D . While the homogeneous term can at most be discontinuous, the inhomogeneous term diverges in general. We decompose this inhomogeneous term into neutral (τ 3 ) and charged (τ ± = (τ 1 ± iτ 2 )/2) components with respect to the color orientation of the Polyakov loop,
where
with the standard choice of unit vectorŝ
In order to make the singularity structure manifest we have expressed s i in terms of the continuous fieldã present before gauge fixing (cf. Eq. (5)). Singularities (poles) occur at points x N,S , where the Polyakov loop passes through the center of the group and does not define a direction in color space,
This requirement determines a point on the group manifold S 3 and thus, for generic cases, fixes (locally) uniquely the position x N,S . In 4-space the transformed gauge fields are thus singular on straight lines parallel to the time axis, i.e., they represent static singular field configurations. The static nature of the singularities is a trivial consequence of the static Polyakov loop which has been selected for introducing coordinates in color space. The singularities can be distinguished by the value of the Polyakov loop and we shall refer to them as north (gβa 0 (x N ) = 0) and south (gβa 0 (x S ) = π) pole singularities. In addition to poles, the field a s i also exhibits (static) string like singularities along the line θ = 0 representing a surface in 4-space. The charged gluon fields too have poles at x N,S and discontinuities along the strings θ = 0. Although the points x N,S are characterized by Eq. (12) in a gauge invariant way (by the degeneracy of two gauge invariant eigenvalues), in general those points have no particular significance in other gauges.
Before continuing with our general discussion we consider special field configurations in which color and spatial orientations are identified,
Thereby the singular field a s i (x) in Eq. (10) becomes exactly the vector potential of a Dirac monopole [13] of charge ±2π/g,
with Abelian (neutral) magnetic field
Associated with the singular neutral component is a singular charged component which is given by
In returning to the formal development, we introduce the Abelian field strength
an important quantity in Abelian projected theories. It is singular at the position of the monopoles. On the other hand, the complete non-Abelian field strength built from the inhomogeneous term s i of Eq. (8) actually vanishes,
i.e., the singular Abelian field strength is exactly canceled by the non-Abelian contribution to F generated by the singularities in the charged gluon fields. A non-vanishing field strength can occur only at the singularities of the pure gauge field s i . Application of the Gauss theorem shows that the non-Abelian field strength does not contain monopole singularities and by application of the standard (Abelian) Yang-Wu construction [11] strings can be completely avoided. The cancellation of the singularities in the Abelian field strength by the non-Abelian commutator must happen quite generally. The singular fields arise as coordinate singularities since we insist on fixing the gauge globally. In adopting a generalized Yang-Wu construction with some other (non-Abelian) gauge choice on charts which cover the neighborhood of the points x N,S , occurrence of any singularity can be avoided. It is important for the following that despite the singularities generated in the gauge fields the gauge fixing procedure does not affect gauge invariant quantities even at the positions of the monopoles and along the strings. This will allow us to remove these points and strings from space-time at the expense of formulating appropriate boundary conditions for the gauge fields. A further consequence of the non-Abelian field strength being finite is the rigid connection between neutral and charged singular components of the gauge fields. Abelian dominance is thus not realized at the level of the singular field configurations. Instead of applying a Yang-Wu construction, one may proceed by regularizing the singular field configurations (cf. [14] ). In this way the "coordinate" transformation corresponding to Eq. (2) does not necessarily remain a gauge transformation and therefore values of gauge invariant quantities like tr(F 2 ) do not remain invariant and may even become infinite when removing the regulator.
Unlike the points x N,S which are determined in a gauge invariant way (cf. Eq. (12)) the location of the strings is to a large extent still arbitrary since the gauge transformation Ω of Eq. (2) does not fix the gauge completely. An Abelian rotation with an x-dependent gauge function does not affect the gauge condition (4). Complete gauge fixing can be achieved for instance by imposing a standard gauge condition on the zero modes of the neutral gluons ( [15] . For the investigation of the singular fields it is advantageous not to perform this final step in gauge fixing and to use the residual gauge freedom to change the location of the strings. Indeed, a time independent Abelian gauge transformation corresponds to a redefinition of
with arbitrary ψ. The related changes in the singular gauge fields are
Using this ambiguity in the diagonalization of the Polyakov loop, i.e., the residual gauge freedom, strings can be deformed in space. For instance, the gauge function
changes a string along θ(x) = 0 into a string along θ(x) = π. More generally, the gauge function which transforms a gauge field with string s 1 (x) into a field with string s 2 (x) can be constructed by using identities well known from magnetostatics and is given by [16] 
where the integral is performed over an arbitrary surface bounded by the two strings (and possibly extending to infinity). Topological considerations [5] can be used to characterize some (but not all; cf. chapter 4) of the properties of the singularities from a more general point of view. The residual Abelian symmetry provides the basis for this discussion. The ambiguity in the definition of Ω D expressed by Eq. (19) suggests one can interpret Ω D as an element of SU(2)/U(1). Poles appear where the eigenvalues of P are degenerate and Ω D is ill-defined. Due to the non-triviality of the second homotopy group π 2 (SU(2)/U(1)) = Z a winding number can be assigned to this singularity. A configuration of Ω D on a sphere around x N,S with a non-vanishing winding number is not smoothly deformable to a constant and a discontinuity will remain upon shrinking the sphere to a point. The winding number of Ω D around x N,S can be expressed as
As it should be, n is invariant under multiplication of Ω D with an (x-dependent) diagonal matrix from the left. With the winding number density being a total derivative, n can be different from zero only if Ω D is discontinuous at some point x 0 on any sphere surrounding x N,S . These points will form a string of discontinuity emanating from x N,S . The discontinuity is due to the undetermined U(1) factor of Ω D . When lifting a function from S 2 to SU(2)/U(1) having a non-vanishing windingnumber to SU(2), points with an Abelian discontinuity can not be avoided [17] :
Here, ψ changes by an integer multiple of 2π when the string is encircled once. We may think of this integer as a winding number assigned to the string,
where the integrals are performed over a curve C around the string. By Eq. (23), this winding number, or if there are several discontinuities the sum of the respective winding numbers, equals the winding number of the monopole n. For our particular parameterization, Eq. (6), Ω D becomes discontinuous when approaching the curve θ = 0,
Note that the Abelian magnetic field associated with the singular field a
is proportional to the integrand in Eq. (23) . Thus, all topologically non-trivial point singularities give rise to magnetic monopoles with quantized charges 2πn/g.
Continuous and Singular Fields in Axial Gauge
In this section we construct the singular gauge field configurations in the axial gauge.
To this end, we have to account for the other two factors appearing in the gauge fixing transformation of Eq. (2) besides the diagonalization (Ω D ) of the Polyakov loops. This construction allows one to decompose the gauge field A ′ i into regular and singular terms which separately are periodic in time. Such a decomposition is a prerequisite for formulating the (gauge fixed) path integral in the presence of singular field configurations. It is obvious that for such a sum of regular and singular terms to correspond to a continuous field before gauge fixing, the regular term has to satisfy certain conditions in the neighborhood of the singularities which will be derived now. The starting point is the continuity of the original field configuration. The first step in the gauge fixing procedure does not produce any singularities,
because the path ordered integral is continuous in x (but not periodic in x 0 ). The remaining steps can be written as
where we have pulled the second factor in Eq. (2) through Ω D and inserted the singular field s i arising from the diagonalization (cf. Eq. (8)). We observe that the off-diagonal part of the singular field acquires a time dependent (and non-periodic) phase 2ga 0 x 0 . At the north pole, this phase vanishes and does not influence the divergent part of s i . At the south pole, however, ga 0 → π/β, and a time-dependent (but now periodic) phase persists. Since we do not want to introduce a non-periodic singular field, we decompose the gauge field as
whereω is the diagonal matrix
with ω(x) satisfying
With this choice,Â i is finite. To investigate its discontinuity, we consider
The r.h.s. of this equation is continuous at the strings because there the discontinuity of φ s i is canceled by the discontinuity of Ω D . An expansion in terms of gβa 0 or π − gβa 0 yields that it is also continuous at the monopoles. On the l.h.s., we can replace exp(iga 0 x 0 τ 3 ) byω. The final continuity requirement forÂ i reads
The discontinuous factor Ω D implies a discontinuity inÂ i which cannot be absorbed into a redefinition of the inhomogeneous singular terms s i in Eq. (30). For the following it is convenient to introduce a spherical color basis,
In this basis the continuity requirement reads cos θÂ
which determines the behavior of the fieldsÂ i in the neighborhood of monopoles and strings. In particular, along the strings, Eq. (36) reduces to e −2iϕΦ i = continuous at the string,
a condition familiar from the treatment of the motion of a charged particle in the field of a Dirac monopole. Continuity of the original field configuration guarantees "invisibility" of strings and monopoles. These continuity requirements clearly differentiate between charged and neutral components. In particular, the neutral fieldŝ A 3 i are not affected by the presence of the strings. Abelian dominance, though not valid for the singular configurations, possibly has its origin in this distinction and thus would be a property of the fluctuating fields. On the basis of the decomposition (30), the field-strength associated with singular field configurations is straightforwardly calculated. The definition of charged gluon fields in the spherical color basis of Eq. (35) suggests introduction, alongside the neutral component
of the following charged component of the field-strength,
The spatial part of the Yang-Mills Lagrangian is then given by
It is furthermore convenient to include the Polyakov loop variables a 0 (x) into the definition of the singular field configuration. In this way, the dependence on the original variable A 0 is completely absorbed into the singular part α µ defined by
The total field is given by
where in axial gaugeÂ 0 = 0. The field strength is accordingly decomposed,
with the covariant derivativeD
being defined in terms of the singular fields. For the evaluation of the field strength we observe that for ω(x) ≡ 1 (cf. Eq. (32)) the singular gauge field α i is a spatial pure gauge, i.e., the spatial field strength components vanish in this limit. This simplifies the expressions and we easily find
As could be expected, these explicit formulae for the Yang-Mills field strength components display that in general no particularly large or even divergent action is associated with singular gauge field configurations, i.e., monopoles generated by gauge fixing have finite action. More subtle in these expressions for the field strength is the distinction between configurations which contain one type of singularity (north or south poles only) from configurations in which both types occur as a function of x. In the former case we can choose ω(x) = 1 for configurations with north and ω(x) = exp(2iπx 0 /β) for configurations with south pole singularities only and the action generated by such configurations can be arbitrarily small. In this case the spatial components of the associated field strength vanish, F ij = 0. If both types of singularity are present, there are necessarily spatial components which contribute to the action. As we shall see below, instantons belong to field configurations of this second type. Fluctuations around the singular fields are described by the fieldsÂ µ in Eq. (42). The covariant derivativeD µ of Eq. (44) couples these two fields. The boundary conditions (36) imposed on the fluctuating fields guarantee finiteness of the total action. The relevance of these expressions for formulation of the quantum theory in the presence of singular field configurations is obvious. Finally, we point out the residual local gauge invariance of the action
The effect on S of rotating the color components,
can be compensated for by an appropriate change in the singular background field (cf. Eq. (20)),
Monopole Parameters
In the completely gauge fixed formulation there can be no dependence on the orientation of the Polyakov loops (or, equivalently, ofã). This is not manifest in our formulation since the expressions for the singular field configurations (10) depend explicitly on the orientation ofã. Quantities like the Abelian magnetic field which are invariant under residual gauge transformations (Eqs. (20, 48) ) are, however, independent of these redundant orientational variables. For the following discussion, we focus on fields in the neighborhood of a monopole which we assume to be located at the origin. Once more, the starting point is the regularity of the Polyakov-loop variablesã before gauge fixing which allows for the Taylor expansioñ
In polar decomposition, the matrix M is written as
with a symmetric matrix m and an orthogonal matrix ρ with positive determinant. We have
Thus, the matrix m is given in terms of the gauge invariant variables a 0 (x). Close to the origin, the Abelian magnetic field of the monopole (cf. Eq. (10)) is given by
It is thus determined exclusively by the properties of a 0 (x). More generally, the matrix ρ of the decomposition (50) describes a rotation of the color coordinate system which can be accounted for by a residual gauge transformation (cf. Eqs. (47, 48)) and therefore does not affect gauge invariant quantities like the action (Eq. (46)). This can be seen in the following way. For fixed m, the orthogonal matrix ρ can also be interpreted as a rotation of the spatial coordinate y = mx. If expressed in terms of y, the fields a s and φ s are just rotated by ρ. As mentioned above this rotation can be undone by performing an appropriate residual gauge transformation (20) .
Thus, in the neighborhood of the points x N,S the singularities can be characterized completely by the gauge invariant Polyakov loop variables a 0 (x). This is trivially correct for those properties which are determined by general topological requirements. However our discussion also indicates that topological arguments are not sufficient to fully characterize the singularities. We illustrate this by rewriting the expression (52) for the magnetic field. Integration of Eq. (52) over a closed surface Σ around x = 0 yields the magnetic charge
which, as already follows from homotopy arguments, is independent of the details of the matrix m. 1 We decompose the magnetic field as
By construction, the magnetic charge of b tr k vanishes,
Thus, b tr k has identically vanishing divergence, i.e., it is a transverse singular field. This transverse field is in turn determined by currents which are generated by the charged components of the singular field configuration (10). For ω(x) ≡ 1 or ω(x) ≡ exp(2iπx 0 /β), the non-Abelian field strength has no spatial components which implies the transverse Abelian magnetic field to satisfy the Maxwell equation
Monopoles and Instantons
Up to this point our discussion has focused on the properties of the singularities which are generated in axial gauge if the Polyakov loop passes through the center of the group. In this section we establish a physically important sufficient condition for the presence of such singularities by relating the monopole charges associated with a certain field configuration to its topological charge. That such a relation must exist in the axial gauge is easily understood. As is well known, the topological charge
can be written as a surface integral,
with the topological current given by
In the axial gauge representation, the fields satisfy trivial boundary conditions and a finite topological charge can thus arise only if singularities are present. In this case ν receives its full contribution from a surface surrounding the singularities. More technically, to establish this relation we assume space to be a 3-dimensional sphere. Generalizations to other compact manifolds or R 3 are possible. We may cover S 3 by two charts whose overlap does not contain any singularities (and where P = ±1). In order for the gauge fields on both charts to fulfill the gauge condition (4), the transition function relating the two charts must be Abelian and time-independent and can therefore be continuously deformed to unity. The interpolating function can be used to transform the transition function away. Since the fields are furthermore periodic in time in the gauge chosen, we can, apart from the singularities, assume trivial boundary conditions. We furthermore assume that only generic singularities occur, i.e., points x i where P (x i ) = ±1 and strings x α (s) with 0 ≤ s ≤ 1 which may either connect two singular points x i or be closed. In the volume formula for the Pontrjagin index (58) we then exclude small regions around the singularities. The correct result will be recovered after shrinking these regions to zero volume, because the non-Abelian field strength is finite everywhere. In the surface integral (59), only the boundaries of the excluded regions will appear.
Because the singularities are time independent, µ in Eq. (59) is a spatial index. The second term in Eq. (60) therefore necessarily involves a 0 ,
Under the trace, only the off-diagonal components of A k and A l contribute. These are finite at the strings and diverge linearly at the monopoles (cf. Eqs. (30, 9, 10) ). At the monopoles only the quadratic singularity generated by the divergent parts of both field components contributes,
The diagonal matricesω andω † cancel under the trace. The integration over surfaces oriented towards the monopoles splits into a (trivial) time integral and an integral over spheres around monopoles, which we choose to be oriented outwards:
where we have identified the monopole winding number (23) .
In the first term of Eq. (60), the field strength is finite because it transforms homogeneously under gauge transformations. Therefore, this term can at most diverge linearly and will contribute only at the strings. There, only the diagonal part of A ν is singular (cf. Eq. (10)). In the field strength
the commutator is purely off-diagonal and the first term integrates to zero because A l is periodic and the singular fields are time independent. Therefore, the contribution to the winding number reads
Again,ω andω † drop out. Inserting the explicit expression for the diagonal singular field, Eq. (10), we obtain
where the winding number carried by the strings, Eq. (25), has been inserted. Eq. (65) shows that closed strings, for which x α (1) = x α (0), do not contribute to the Pontrjagin index. Open strings must emanate from (end on) monopoles of the same (opposite) charge as the string. Therefore, Eq. (65) gives the same contribution as Eq. (63). If we further make use of the fact that on a compact manifold the total magnetic charge must vanish, 2 we can split this into contributions from northern and southern poles,
i.e., in axial gauge, the Pontrjagin index is given by the difference in the total charge of north (P = 1) and of south poles (P = −1). Thus, an instanton configuration or a continuous deformation thereof must contain at least two magnetic monopoles.
On the other hand, the presence of magnetic monopoles does not necessarily give rise to a topological charge. For instance, configurations describing oscillations of the Polyakov loop around the north pole which are most likely relevant for the deconfined phase generate a succession of P = 1 poles and antipoles and thus do not contribute to the total charge at all. It is plausible that such oscillations around P = 1 can be continuously deformed to a constant and the presence of two types of singularity is therefore required for a non-vanishing topological charge. The relation (66) actually displays the topological origin of the difference between field configurations containing only one or both types of singularity which has already been observed in our discussion of the expressions (45) for the field strength.
The above relation between instanton number and axial gauge monopoles has been derived before in a different framework [18] in which, however, not only the gauge field but also the non-Abelian field strength becomes singular. The coincidence of both results is remarkable since in our approach it is essential that the non-Abelian field strength transforms covariantly under the gauge fixing transformation (2).
Physics of Axial Gauge MonopolesConclusions
We have presented a detailed analysis of the singular field configurations which occur when representing QCD in (modified) axial (temporal) gauge. (Most of our results actually also apply to the only partially fixed Polyakov gauge.) Singular gauge fields emerge as coordinate singularities when diagonalizing the (untraced) Polyakov loop or, equivalently, when defining the (local) color coordinate system by the direction of the Polyakov loop. This coordinate choice becomes ill-defined whenever the Polyakov loop is in the center of the group. At these points, the gauge fixed fields necessarily develop singularities. As is well known, homotopy arguments guarantee that, for a generic field configuration, the neutral Abelian field strength associated with the gauge fixed field configuration develops a monopole singularity. The complete and gauge covariant non-Abelian field strength must remain regular in the course of gauge fixing. Therefore, the charged components of the gauge fixed field configurations necessarily also develop singularities such that the singularities in the Abelian field strength are exactly canceled by the nonAbelian commutator. Furthermore, not only do the field configurations exhibit singular charged in addition to the singular Abelian components, these Abelian components in general also possess singularities in the transverse components in addition to the longitudinal ones. The presence of these singular transverse Abelian fields is not dictated by any topological requirement and, accordingly, their strength is arbitrary. Their sources are currents generated by the singular charged fields.
Although we have performed this detailed study of the structure of the singular fields for a particular gauge choice, the arguments directly apply whenever gauge fixing is achieved by diagonalization of a local quantity in the adjoint representation. Locally the structure of the singular fields as derived above remains valid for other gauges of this type. Globally, however, the fields are in general not independent of one of the space-time coordinates. Despite this common structure of the singularities, the physics consequences must be expected to be quite different for different gauge choices. This is indicated by the connection which we have derived between monopole charges and the instanton number. The presence of trivial boundary conditions in the gauge fixed formulation is essential in establishing a relation between instantons and monopoles. The necessity of the presence of two distinct types of singularity (north and south pole) points to properties of this relation which are specific for axial type gauges in which a group element is actually diagonalized. Finally, the simultaneous role of the Polyakov loop in characterizing confined and deconfined phases on the one hand and in determining positions and strengths of the singular gauge fields on the other, is obviously a very particular property of the axial gauge which we shall exploit in this concluding paragraph.
The central result of our investigations is summarized in the expression for the axial gauge QCD partition function
The sum over field configurations has been decomposed according to the number n = (n N , n S ) of north (n N ) and south (n S ) pole singularities; i.e., the path integral in Z n is performed over field configurations in which the Polyakov loop passes n N,S times through north and south pole respectively. For this decomposition to be meaningful, regularization of the generating functional is required. According to our analysis above, the singular component α (cf. Eq. (41)) is completely determined by the Polyakov loop variables,
The quantum fluctuationsÂ around the singular field configurations give rise to infinite values of the action unless they satisfy the boundary conditions (36). In the generating functional A 0 has been eliminated up to the gauge invariant Polyakov loop variables. Apart from singularities, this elimination also generates a non-trivial but explicitly calculable measure D [a n 0 ], the Haar measure of SU(2) (cf. [12] ). The action is easily calculated in terms of singular and regular fields by using the explicit expressions (43, 45) for the field strength components. (The inclusion of quarks into the formalism is straightforward since it does not affect the gauge fixing procedure.)
Starting from the above generating functional, a dynamical picture can be developed by integrating out the Polyakov loop variables. Application of techniques developed for the n = (0, 0) sector in Ref. [15] will yield an effective theory of QCD with A 0 completely removed and with the other degrees of freedom being coupled to the singular field configurations discussed above. In a qualitative discussion we now attempt to anticipate some of the main properties of such a formulation of QCD. We first discuss issues concerning the number of singularities typically involved in a generic field configuration starting with a brief discussion of the Polyakov loop associated with instantons. This will lead to an estimate for the monopole density associated with a dilute gas of instantons. Explicit expressions for finite temperature instantons of size λ are given in Ref. [19] ,
Using these expressions, the associated Polyakov loops are easily calculated,
The function
decreases monotonically from the value 1 at u = 0 with increasing u and vanishes at u = ∞. Thus, the Polyakov loop associated with an instanton passes through the south pole at u = 0 (the center of the instanton) and approaches the north pole at asymptotic distances. As is well known, instantons carry one unit of topological charge which determines the value 8π 2 /g 2 of the action. We have seen above that with both north and south poles occurring in a certain field configuration the corresponding magnetic field strength is necessarily different from zero (|ω(x)| = 1 in Eq. (45)). The necessarily finite value of the action is minimized if the choice of ω(x) corresponds to an instanton.
Results of the instanton liquid model [20] and of lattice QCD [21] suggest the presence of a finite density n I of instantons in the confined phase. In order to relate instanton and monopole densities, we treat the instantons as independent; in this case the Polyakov loop is given by a product over the Polyakov loops associated with single instantons (or anti-instantons). For small instanton sizes λ ≪ β, the number of instantons plus anti-instantons integrated over in the time integral of the Polyakov loop for fixed x is of the order of βn I λ 3 . On the average, the number of instantons and anti-instantons will be the same and thus the phase accumulated in the time integral will be given by the fluctuations and is thus expected to be of the order of π √ βn I λ 3 . When changing the position x by an instanton size of λ we expect, in the absence of correlations between the instantons, a different value of the phase which however is of the same order of magnitude. Thus, in this change of x the Polyakov loop will typically pass √ βn I λ 3 times through the center of the group which implies the following estimate for the monopole density (counting both poles and antipoles) at low temperatures
while for high temperatures, the integral involves at most one instanton and we therefore expect
Surprisingly, the result (73) implies an infinite monopole density in the zero temperature limit. Although derived on the basis of a finite value of the instanton density, this result is to a large extent independent of the particular model. Let us consider more generally a field configuration with significant variations on length scales ≥ λ 1 before gauge fixing. Using similar arguments as above, such a configuration will typically lead to a value of π β/λ 1 for the phase of the Polyakov loop and if the field configurations are correlated over distances λ 2 the value (β/λ 1 λ 2 2 ) 3/2 for the monopole density follows. The characteristic β 3/2 dependence is mostly a consequence of the integration over the time interval which becomes ill-defined in the zero temperature limit. It thus appears that irrespective of the temperature, axial gauge monopoles condense. Even a gas of smooth field configurations with small values of the action gives rise to a finite and in the zero temperature limit divergent monopole density.
Beyond condensation of magnetic monopoles via instantons, the system has the additional option of condensation involving one type (north or south) of poles and corresponding antipoles only. As our discussion of the singularity structure shows, such field configurations do not require non-vanishing magnetic field strength and the electric field contribution to the action can be made arbitrarily small for sufficiently smooth Polyakov loop variables. Thus, suppression of such field configurations could only come through their coupling to the quantum fluctuations. Since it appears that instantons may not be able to account for confinement [22] or, more precisely, for a realistic value of the string constant [21] , this additional option could be relevant and, by a correspondingly increased monopole density, generate the missing strength for the dual Meissner effect.
In axial gauge, condensation of monopoles must be expected to persist beyond the deconfinement transition. With the center symmetry broken, the Polyakov loop is not distributed symmetrically around the equator of S 3 any more. It rather approaches more and more either the north or the south pole with increasing temperature. An expectation value P = ±1 in the infinite temperature limit is compatible neither with the Stefan-Boltzmann law (cf. [23] ) nor with the expected dimensional reduction to 2+1 dimensional QCD (cf. [15] ). Thus, as the Polyakov loop approaches one of the poles, the probability to pass through this pole and therefore the monopole density must be expected to increase. On the other hand, for this increased density to be compatible with perturbation theory and, in particular, not to lead to confinement, one might expect poles and antipoles to compensate each other to a large extent. This would be the case if poles and antipoles are strongly correlated with each other. We thus expect the high-temperature phase to consist of a gas of magnetic dipoles.
So far our qualitative arguments have dealt mainly with the entropy associated with a finite monopole density. Dynamics has been involved only implicitly when invoking the instanton gas picture. In concluding we now present qualitative arguments concerning basic dynamical issues. As our formal development shows, singular monopole configurations can have vanishing magnetic field energy and may contribute only little to the action (cf. Eq. (45)). For this reason we focus on the coupling of the quantum fluctuations to the singular fields which is contained in the covariant derivative in Eq. (44). In the presence of singularities quantum fluctuations have to satisfy the conditions (36), otherwise infinite action results; this condition just expresses finiteness of the action before gauge fixing. Given a finite monopole density, and assuming no particular correlations between the monopoles, this condition cannot be satisfied for long wave-length fluctuations, i.e., we expect fluctuations with wave number
to be dynamically suppressed. On the other hand, long wave length excitations associated with bilinears such as Φ † (x) · Φ(x) which might be interpreted as 2-gluon states are not necessarily affected by the continuity conditions and may be associated with excitation energies which remain finite at T = 0. Thus, a high density of monopoles indeed seems to generate confinement-like phenomena. At high temperatures, appropriate correlations between poles and antipoles must make this mechanism ineffective.
In order to further illustrate effects of the coupling to magnetic monopoles, we consider the following contribution to the action generated by the coupling of the charged quantum fluctuations to the Abelian monopole fields via the 4-gluon vertex,
At long wave-lengths the quantum fluctuations thus acquire a mass δm by coupling to the Abelian magnetic field,
To compute this mass term we assume the singular field a s (x) to be given by a superposition of the standard monopole fields of Eq. (14),
with positions x i of the monopoles and charges n i = ±1 and vanishing total magnetic charge,
In this way the functional integral over the Polyakov loop variables in (67) has effectively been replaced by a summation over positions x i and charges n i of these prescribed representative fields. Using standard identities from electrostatics, the mass term can be written as
Similarly, neutral gauge field fluctuations acquire a mass δm 3 by coupling to the singular charged components,
Evaluation of this expression by using the charged partner (Eq. (16)) of the Dirac monopole field yields δm
Equation (80) displays the resistance of the system to proliferate production of monopoles. Furthermore since δm 2 decreases with decreasing "distance" between monopoles, coupling to quantum fluctuations effectively induces an attractive interaction between monopoles and antimonopoles which, if strong enough, leads to monopole-antimonopole annihilation and ultimately to a vanishing δm 2 . Also note the confining nature of the interaction between magnetic monopoles of opposite charge which is due to the standard Meissner effect with the fieldΦ playing the role of the Higgs field. If still valid in the confining phase, this perturbative treatment would point to a gluon mass which, with decreasing temperature, increases with the monopole density (cf. Eq. (73)). Without specifying the distribution of the monopoles, a reliable estimate of the gluon mass is not possible. At high temperatures, as argued above, we might expect the dynamics to favor monopoles of opposite charge to be bound in dipoles. If the extension of the dipoles is much smaller than their separation, the expression (80) can be simplified and yields a gluon mass
determined by the monopole density and the average dipole size d. In such a description of the high temperature phase as a gas of strongly correlated magnetic monopoles, the appearance of a magnetic gluon mass is rather natural. Temperature or coupling constant dependence of such a magnetic mass are implicitly determined by monopole density and dipole size and cannot be obtained by these simple arguments.
The picture of the monopole dynamics which we have developed is of some relevance for the interpretation of results obtained in QCD lattice calculations. The axial gauge discussed here is closely related to the Polyakov gauge employed in lattice calculations. If the full local Abelian gauge symmetry still present in the Polyakov gauge is fixed by eliminating A 3 0 (x) up to the zero modes a 3 0 (x), the axial gauge representation is obtained. The properties of the monopoles are identical in these two gauges. When comparing our qualitative arguments with numerical results [5] we find support for persistence of a monopole condensate beyond the deconfinement transition. It is not known, though suggested by calculations for 2 + 1 dimensional QCD [24] , whether the strong correlations between poles and antipoles as indicated by our arguments indeed exist in the high temperature phase nor has a relation between magnetic mass and monopole properties like Eq. (83) been established numerically. Such results would be helpful for clarifying non-perturbative properties of the high temperature phase. Lattice calculations exhibit strong dependence in the monopole dynamics on the particular gauge choice. In the maximal Abelian gauge, a significant monopole density is present only in the confined phase [25, 26, 6] . This qualitative difference between axial or Polyakov gauge on the one hand and the maximal Abelian gauge on the other may be due to the very different properties of the gauge condition in the weak coupling limit. The differential form of the maximal Abelian gauge condition [4, 5] ,
reduces for weak coupling to the standard Lorentz gauge. This gauge is (up to overall zero modes) well defined. In the absence of gauge ambiguities no monopoles are present. On the other hand, in the same weak coupling limit, the Polyakov loop approaches the north pole
i.e., space gets filled with static monopoles in axial or Polyakov gauge. This suggests the possibility of a unified picture of monopole dynamics for the confined phase only and monopole condensation as a signature of confinement only in gauges which become well defined in the weak coupling limit. In summary, we have identified in this qualitative discussion of the physics of axial gauge monopoles two conflicting tendencies of monopole dynamics. On the one side, entropy arguments naturally favor production of monopoles. Our discussion moreover suggests an unusual increase in entropy with decreasing temperature. On the other side, monopole interactions mediated by coupling to quantum fluctuations induce attractive monopole-antimonopole interactions which ultimately will induce annihilation of monopole-antimonopole pairs. These two conflicting tendencies suggest an interpretation of the confined phase as a phase with a finite and at T = 0 divergent density of weakly correlated monopoles, while in the deconfined phase, monopoles are bound into dipoles. The confinement-deconfinement transition is thus similar to the phase transition in the 2-dimensional XY model which occurs by vortex unbinding, however with high and low temperature phases interchanged. Unlike in standard systems, in QCD the entropy associated with monopoles increases with decreasing temperature which might be ultimately the source of the unusual phenomenon of spontaneous symmetry breakdown in the high temperature phase.
