We propose a technique for exploring the abelian complexity of recurrent infinite words, focusing particularly on infinite words associated with Parry numbers. Using that technique, we give the affirmative answer to the open question posed by Richomme, Saari and Zamboni, whether the abelian complexity of the Tribonacci word attains each value in {4, 5, 6} infinitely many times.
Introduction
Abelian complexity is now a widely studied property of infinite words. The first appearance of the idea dates back to the seventies, when Coven and Hedlund realized that periodic words and Sturmian words can be alternatively characterized using Parikh vectors [1] . Their results have been recently generalized by Richomme, Saari and Zamboni in [2] , where the term "abelian complexity" itself has been introduced. That work initiated a systematic study of abelian properties of words: [2] was quickly followed by a series of related papers, both on general topics in abelian complexity [3, 4] and on abelian complexity of concrete infinite words [5] as well as of certain families of words [6, 7] .
In general, calculating AC(n) for a given infinite word is a difficult problem. Only a few results, as well as effective methods, are known so far. Even the simpler question, whether a given value k of the function AC is attained finitely or infinitely many times, is usually hard to be answered, expecially for k different from the extremal values max AC, min AC. For example, it is known that the abelian complexity of the Tribonacci word t (recall that t is the fixed point of the substitution 0 → 01, 1 → 02, 2 → 0) satisfies AC t (n) ∈ {3, 4, 5, 6, 7} for all n, but only for the values 3 and 7 it is proved that they are attained infinitely many times, see [5] . Similarly, for u (p) being the fixed point of the substitution L → L p S, S → M , M → L p−1 S for an arbitrary p ≥ 2, it has been proved AC u (p) (n) ∈ {3, 4, 5, 6, 7}, but so far only the value 7 is known to be attained infinitely many times [6] (for additional information on those words see [8, 9] ). In this paper we develop a method for dealing with the abelian complexity of recurrent infinite words, which is fitted especially to infinite words associated with Parry numbers. It can be used for an effective calculation of AC(n) for a given n, as well as for proving that a certain value of AC is attained infinitely many times. To demonstrate that, we consider an open question posed by Richomme, Saari and Zamboni in [5] , whether the abelian complexity of the Tribonacci word attains each value in {4, 5, 6} infinitely often; with the help of the method, we obtain the affirmative answer.
Preliminaries
An alphabet A is a finite set of symbols called letters. Any concatenation of letters from A is called a word. The set A * of all finite words over A including the empty word ε is a free monoid. For any w = w 0 w 1 w 2 · · · w n−1 ∈ A * , the length of w is defined as |w| = n. The length of the empty word is by definition |ε| = 0.
An infinite sequence of letters from A is called infinite word and the set of all infinite words over A is denoted by A N . A finite word w is a factor of a (finite or infinite) word v if there exists a finite word x and a (finite or infinite, respectively) word y such that v = xwy. The word w is called a prefix of v if x = ε, and a suffix of v, if y = ε.
An infinite word v is recurrent if any factor of v occurs infinitely often in v.
If w ∈ A * and k ∈ N, w k stands for the concatenation of k words w, thus w k = ww · · · w k times w . We also set w 0 = ε. One can introduce negative powers as well. If a word v ∈ A * has the prefix w k , k ∈ N, then the symbol w −k v denotes the word satisfying w k w −k v = v. Similarly, if a v ∈ A N has the suffix w k for a k ∈ N, then vw −k denotes the word with the property vw −k w k = v.
Parikh vectors, abelian complexity, and relative Parikh vectors
Let A = {0, 1, 2, . . . , m − 1}. For any ℓ ∈ A and for any w ∈ A * , the symbol |w| ℓ denotes the number of occurences of the letter ℓ in the word w. The Parikh vector of w is the m-tuple Ψ(w) = (|w| 0 , |w| 1 , . . . , |w| m−1 ); note that
For any given infinite word u, we set P u (n) = {Ψ(w) | w is a factor of u, |w| = n } , thus P u (n) denotes the set of all Parikh vectors corresponding to factors of u having the length n. Abelian complexity of the word u is the function AC u :
where # denotes the cardinality. Let us introduce two new terms:
denote the prefix of u of the length n ∈ N 0 .
• If w is a factor of u of the length n, then the relative Parikh vector of w is defined as
• The set of relative Parikh vectors corresponding to the length n is the set
Remark 2.2. The idea of transforming the Parikh vectors Ψ(w) into the relative Parikh vectors Ψ rel (w) slightly resembles a technique of Adamczewski used in [10] , where frequencies of letters were employed for a simplification of the study of balance properties of fixed points of primitive substitutions.
Since prefixes of u will play an important role in the sequel, the symbol u [n] will be used in the same meaning throughout the whole paper.
Note that the cardinality of P rel u (n) is equal to the cardinality of P u (n), whence we obtain, with regard to (1),
An infinite word u is said to be c-balanced, if for every ℓ ∈ A and for every pair of factors v, w of u such that |v| = |w|, it holds ||v| ℓ − |w| ℓ | ≤ c. Observation 2.3. For all n ∈ N, the set of relative Parikh vectors has the following properties:
Proof. (i) It is easy to see that 0 is the relative Parikh vector of u [n] , hence 0 ∈ P rel u (n). (ii) Let w be a factor of u such that (ψ
Since u is c-balanced, for any pair v, w of factors of u, it holds ||w| ℓ − |v| ℓ | ≤ c for all ℓ ∈ A. Particular choice v = u [n] gives the statement (ii).
Remark 2.4. Let u be a c-balanced word. With regard to the part (ii) of Observation 2.3, the main advantage of dealing with relative Parikh vectors instead of with "standard" Parikh vectors is twofold:
• The components of Ψ(w) grow to infinity with growing |w| (because |w| 0 + |w| 1 +· · ·+|w| m−1 = |w|), whereas the components of Ψ rel (w) are bounded.
• The set of all Parikh vectors { Ψ(w)| w is a factor of u} is infinite, whereas the set of all relative Parikh vectors Ψ rel (w) w is a factor of u is finite. (This is a very important advantage.)
Fixed points of substitutions, normal F -representation
A morphism is fully determined if we define ϕ(ℓ) for all ℓ ∈ A. A morphism is called a substitution if ϕ(ℓ) = ε for all ℓ ∈ A and at the same time there is an ℓ ′ ∈ A such that |ϕ(ℓ ′ )| > 1. The action of ϕ can be naturally extended to infinite words in the way
An infinite word u is called a fixed point of the substitution ϕ if ϕ(u) = u.
For a given substitution ϕ, let us set
is strictly increasing, thus allows to construct the normal F -representations (cf. [11] ) of positive integers. For any n ∈ N 0 , the normal F -representation of n, denoted by n F , takes the form
where n = N i=0 d i F i , and moreover, the coefficients d i are obtained by the greedy algorithm: 
Note that the number N can be chosen as any integer such that n < F N +1 , i.e., not necessarily the smallest one satisfying F N ≤ n < F N +1 . The normal F -representation of n can therefore begin with a block of zeros, and for the same reason, the normal F -representations (0, 0, .
Infinite words associated with Parry numbers
An important class of infinite words is represented by fixed points of substitutions associated with Parry numbers. There exist two types of them, see [12] :
• Infinite words associated with simple Parry numbers are fixed points of substitutions of the type
• Infinite words associated with non-simple Parry numbers are fixed points of substitutions of the type
The exponents α j in (4) and (5) obey certain conditions (see [13, 12] ), in particular:
both substitutions (4), (5):
Hence we obtain an observation:
Observation 2.5. For any ℓ ∈ A, the word ϕ m (ℓ) for ϕ given by (4) and the word ϕ m+p (ℓ) for ϕ given by (5) begin with 0.
For both substitutions (4) and (5), the corresponding fixed points can be formally written as u = lim k→∞ ϕ k (0). We will mostly call them Parry words, and where appropriate, the notions simple Parry word and non-simple Parry word will be used.
Remark 2.6. Denoting the letters by numeric symbols 0, 1, 2, . . ., such as in (4) and (5), allows to identify every letter ℓ ∈ A with the corresponding integer ℓ ∈ N 0 . Thanks to this conveninent feature we can, for instance, regard the symbol ℓ + j as a letter corresponding to the value of the sum.
For any substitution (4) and (5), a normal F -representation (3) of integers can be constructed. Its coefficients d i are all less than or equal to α 0 , which follows from the inequality
Importantly, if u is a Parry word, then n F essentially describes the struc-
Proposition 2.7. Let u be a fixed point of the substitution ϕ associated to a Parry number. Let u [n] be a prefix of u of the length n, n ∈ N.
Abelian co-decomposition
The method for calculating AC(n) we are going to establish is based on counting the number of relative Parikh vectors (see (2)). In this section we present its keynote, further development will follow in subsequent sections.
Observation 3.1. Let u be a recurrent infinite word. Then for any n ∈ N there exists a number B(n) such that the prefix u [B(n)] of u has these properties:
contains all factors of u of the length n,
• u [B(n)] begins and ends with u [n] .
Proof. The word u has finitely many factors of the length n (their number is bounded by (#A) n ), thus there is an R ′ (n) ∈ N such that all these factors occur in the prefix u [R ′ (n)] (cf. also [14] ). Since u is recurrent, it is possible to extend u [R ′ (n)] to the right to get a longer prefix u [B(n)] of u which ends with u [n] .
From now on let B(n) have the meaning introduced in Observation 3.1. Note that B(n) (and u [B(n)] ) depends on the given recurrent word u. Proposition 3.2. Let u be a recurrent word. A word w is a factor of u of the length n if and only if it can be written as
where x is a prefix of
[n] , y is the prefix of u
, and |x| = |y|.
Proof. Let w be a factor of u of the length n. It follows from the definition of B(n) that w is a factor of u [B(n)] , therefore u [B(n)] has a prefix xw for a certain word x. At the same time
is not longer than xw (because |xw| ≥ |w| = n), the word u [n] is a prefix of xw, thus there exists a word y such that xw = u [n] y. This equality implies
Conversely, if a word w is given by (7), then obviously |w| = n and w is a factor of u [B(n)] , therefore w is a factor of u of the length n. Corollary 3.3. Let u be a recurrent word and n ∈ N. Then
y is a prefix of u
w is a factor of u, |w| = n . According to Proposition 3.2, factors of u of the length n are the words given as
, which together with the definition of P rel u (n) gives the formula (8) . Corollary 3.3 transforms the calculation of AC(n) into a comparison of prefixes of certain words. Let us proceed to a trivial observation.
Definition 3.5. Let v, w be finite words such that Ψ(v) = Ψ(w), and let
for non-empty factors z 0 , z 1 , . . . , z h andz 0 ,z 1 , . . . ,z h satisfying Ψ(z j ) = Ψ(z j ) for all j ∈ {0, 1, . . . , h}. Then the set of ordered pairs
is called abelian co-decomposition of the ordered pair v w .
Remark 3.6.
• Abelian co-decomposition (10) is in general not unique.
• For any v, w such that Ψ(v) = Ψ(w) there exists at least one abelian co-decomposition, namely v w .
With regard to Observation 3.4, the abelian co-decomposition is applicable to the pair of factors
Definition 3.7. For a given recurrent word u and for any n ∈ N, we denote
Note that since Dec
is not uniquely given, Z u (n) is not uniquely given, too. However, knowing any Z u (n) allows to calculate the set of relative Parikh vectors corresponding to the number n, as we will see in Proposition 3.8 below, and thus to solve the problem of determining AC u (n), because AC u (n) is nothing but the cardinality of P rel u (n), see formula (2).
Proposition 3.8. Let u be a recurrent word. For any n ∈ N, it holds
Proof. With regard to the definition of Z u (n), we can write
where
Now we apply formula (8) . Let x be a prefix of
[n] , y be the prefix of u −1
[n] u [B(n)] and |x| = |y|. Then, with regard to (13),
for a certain h ′ < h, an r being a prefix of z h ′ +1 and an s being a prefix ofz (12) is proved.
Obviously, practical usefulness of the formula (12) depends on whether one can obtain Z u (n) efficiently. In this paper we will show a solution for infinite words associated with Parry numbers; it is likely that suitable ways can be found also for other families of recurrent words.
On the recurrence of Parry words
Any Parry word u is recurrent, which can be easily checked directly (and also it follows e.g. from [15, 16] ), therefore the method of abelian co-decomposition can be applied. The aim of this section is to determine, for any given n ∈ N, the prefix u [B(n)] , introduced in Observation 3.1. Recall that the knowledge of u [B(n)] is needed to calculate Z u (n), see formula (11) .
Let us start with a trivial observation.
Observation 4.1. Let u be a Parry word, i.e., the fixed point of a substitution given by (4) or (5). If w is a factor of u of the length n ≤ F k = |ϕ k (0)|, then w is a factor of ϕ k (0t0) for a certain word t not containing the letter 0 (t may be the empty word).
In other words, to find all factors of u of the length n ≤ F k , it suffices to explore the factors ϕ k (0t0) for t not containing 0. Let us denote T = {0t0 | 0t0 is a factor of u, |t| 0 = 0}, and find a prefix of u containing all factors from T . We will deal with the simple Parry words at first.
Observation 4.2. Let u be the fixed point of (4) and 0t0 ∈ T .
(i) If t = ε and t ends with a letter ℓ ∈ {1, 2, . . . , m − 1}, then 0t0 is a suffix of ϕ ℓ (0)0.
(ii) If t = ε, then 0t0 = 00 is a suffix of ϕ m (0)0. If moreover α 0 ≥ 2, then 00 is also a prefix of u.
Proof. (i) Let
In the proposition below we find an R s such that ϕ Rs (0)0 is a prefix of u containing all factors from T . Proposition 4.4. Let u be the fixed point of (4). Let us set
Then ϕ Rs (0)0 is a prefix of u such that every 0t0 ∈ T is a factor of ϕ Rs (0)0.
Proof. Let α 0 ≥ 2. The word u has the prefix 00, and thus also ϕ j (00) = ϕ j (0)0 · · · for all j ∈ N. Therefore, ϕ ℓ (0)0 is a prefix of u for all ℓ = 1, 2, . . . , m− 1 = R s . The statement then follows from Remark 4.3.
Let α 0 = 1. The word u has the prefix 01, thus also ϕ j (01) for all j ∈ N. Note that j ≥ ℓ ′ ⇒ ϕ j (1) = 0 · · · , hence for all j ≥ ℓ ′ , the word ϕ j (0)0 is a prefix of u, in particular for j = ℓ ′ , ℓ ′ + 1, . . . , m. The prefix ϕ m (0)0 of u ends with 00. Therefore
hence for all j ∈ N, the word ϕ m+j (0)0 is a prefix of u and ϕ j (0)0 is its factor. From now on let us focus on j = 1, 2, . . . , ℓ ′ − 1. All the corresponding prefixes ϕ m+j (0)0 of u are factors of the longest prefix ϕ (i) If t = ε, then 0t0 = 00 is a prefix of u.
(ii) If t = ε and its last letter ℓ satisfies ℓ < m or ℓ > h ′ , then 0t0 is a suffix of ϕ ℓ (0)0 and ϕ ℓ (0)0 is a factor of u.
(iii) If t = ε and its last letter ℓ satisfies m ≤ ℓ ≤ h ′ , then 0t0 is a suffix of ϕ ℓ (0)0 and ϕ ℓ (0)0 is a factor of u, or 0t0 is a suffix of ϕ ℓ+p (0)0 and ϕ ℓ+p (0)0 is a factor of u.
Proof. At first note that the definition of h ′ is correct with regard to (6). (i) If 00 ∈ T , there exists an ℓ ∈ A such that α ℓ ≥ 2. Since α ℓ ≤ α 0 for all ℓ ∈ A due to (6), we have α 0 ≥ 2, hence 00 is a prefix of u.
(ii), (iii) Considering (5), 0t0 is necessarily a suffix of a factor ϕ j (v0)0 of u, where j = ℓ for ℓ < m, ℓ + ip with a certain i ∈ N 0 for ℓ ≥ m.
Since |ϕ j (0)| 0 ≥ 1 (recall that α 0 ≥ 1) and we assume |t| 0 = 0, we have |ϕ j (0)0| 0 ≥ |0t0| 0 , hence 0t0 is not longer than ϕ j (0)0, in other words, 0t0 is a suffix of ϕ j (0)0 and one can consider v = ε. In the rest of the proof we explain why we can assume i = 0 for ℓ > h ′ and i ≤ 1 for m ≤ ℓ ≤ h ′ . Let ℓ > h ′ and 0t0 be a suffix of ϕ ℓ+ip (0)0 for an i > 0. Our goal is to show that 0t0 is a suffix of ϕ ℓ (0)0 and at the same time, ϕ ℓ (0)0 is a factor of u. Applying the substitution (5), we find that 0t0 is a suffix of
It holds |0t0| 0 = 2 (we assume |t| 0 = 0) and |ϕ
′ and 0t0 be a suffix of ϕ ℓ+ip (0)0 for an i > 1. We will show that i can be set to 1. It holds
The assumption ℓ ≥ m together with conditions (6) imply |ϕ p (ℓ)0| 0 ≥ 2, and since at the same time |0t0| 0 = 2, we have |0t0| 0 ≤ |ϕ p (ℓ)0| 0 , hence 0t0 is a suffix of ϕ p (ℓ)0. The letter ℓ is a suffix of ϕ ℓ (0), thus 0t0 is a suffix of ϕ ℓ+p (0)0. Finally, the word ϕ ℓ+p (0)0 is a prefix, and thus a factor, of u due to ℓ+p ≥ m+p and, e.g., Observation 2.5.
Remark 4.6. Observation 4.5 implies that for any 0t0 ∈ T there exists a j ∈ {1, 2, . . . , m + p − 1} ∪ {m + p, m + 1 + p, . . . , h ′ + p} = {1, 2, . . . , h ′ + p} such that 0t0 is a factor of ϕ j (0)0 and ϕ j (0)0 is a factor of u.
Proposition 4.7. Let u be the fixed point of (5) and h ′ = min{ℓ ≥ m | α ℓ ≥ 1}. Let us set
Then ϕ Rns (0)0 is a prefix of u such that every 0t0 ∈ T is a factor of ϕ Rns (0)0.
Proof. With regard to Remark 4.6, it suffices to prove that ϕ Rns (0)0 is a prefix of u and to verify the implication (j ≤ h ′ + p and ϕ j (0)0 is a factor of u) ⇒ ϕ j (0)0 is a factor of ϕ Rns (0)0. Let α 0 ≥ 2. The word u has the prefix 00, and thus also ϕ j (00) = ϕ j (0)0 · · · for all j ∈ N. Consequently, ϕ Rns (0)0 for R ns = h ′ + p is a prefix of u which trivially contains all the required shorter prefixes ϕ j (0)0 for j ≤ h ′ + p. Let α 0 = 1. The word u has the prefix 01, and thus also ϕ j (01) for all j ∈ N.
0 is a prefix of u, and ϕ j (0)0 is a prefix of ϕ Rns (0)0 for all j = h ′ , h ′ + 1, . . . , h ′ + p. Let us proceed to j < h ′ . Generally, if ϕ j (0)0 is a factor of u, then there is an ℓ ∈ A such that ϕ j (0)0 is a prefix of ϕ j (0ℓ). We see from (5) that 0ℓ is a suffix of ϕ(l) (wherel = ℓ − 1 for ℓ = m andl ∈ {m − 1, m + p − 1} for ℓ = m), hence ϕ j (0)0 is a factor of ϕ j+1 (l). Sincel is a suffix of ϕl (0), we conclude that
In the proposition below we find the formula for u [B(n)] , valid for any Parry word. (14) if u is a fixed point of (4), R ns from (15) if u is a fixed point of (5). (16) For any number n we can set
where k is any integer such that n ≤ F k .
Proof. We shall show that ϕ k+R (0)u [n] is a prefix of u containing all factors of u of the length n.
Due to Observation 4.1, any factor of u of the length n ≤ F k is a factor of ϕ k (0t0) for a certain 0t0 ∈ T . According to Propositions 4.4 or 4.7, every 0t0 ∈ T is a factor of ϕ R (0)0, and ϕ R (0)0 is a prefix of u. Putting these facts together, we see that the the word ϕ
is a prefix of u containing all factors of u of the length n. Since ϕ k+R (0)ϕ k (0) begins (and ends) with ϕ k (0) and it holds |ϕ k (0)| ≥ n, we can write
Now we note that any factor of the length n of this word which at least partially overlaps with the suffix u −1
[n] ϕ k (0) is fully contained in the suffix ϕ k (0) (it follows from |w| ≤ n), and, therefore, it is fully contained also in the prefix ϕ k (0). Consequently, the suffix u −1
[n] ϕ k (0) is redundant and can be left out. To sum up,
is a prefix of u ending with u [n] and containing all factors of u of the length n.
Properties of the abelian co-decomposition applied to Parry words
Let u denote a Parry word, i.e., u = lim k→∞ ϕ k (0), where ϕ is given by (4) or by (5) , and let n F be the corresponding normal F -representation of n ∈ N 0 . In this section we derive several relations useful for calculating the sets Z u (n) for n ∈ N that result from the relation between the structure of u [n] and n F , described in Proposition 2.7.
Proposition 5.1. Let the normal F -representation of an n ∈ N take the form
and let Q and q be the numbers given by the normal F -representations
If a Z u (Q) has the property
Proof. It follows from the assumptions that n ≤ F k+K , Q ≤ F K , and with regard to Proposition 2.7 also
The set Z u (Q) is defined as an abelian co-decomposition of
. Therefore we can decompose
and, with regard to the abovementionned equality
Recall that ϕ k (z j ) have the prefix u [q] for all j due to the assumptions, thus we can write
) for all j, the co-decomposition can be applied to those pairs as well, thus
hence we obtain (19).
in Proposition 5.1 is technical and can be always satisfied by a suitable Z u (Q).
Corollary 5.3. Let the number n satisfy n F = ( Q F , 0, 0, . . . , 0
Proof. The statement is obtained from Proposition 5.1 for q = 0.
Proposition 5.4. Let
Proof. Equation (19) in Proposition 5.1 implies Z u (n 1 ) = Z u (n 2 ), and equation (12) then gives P rel (n 1 ) = P rel (n 2 ).
Remark 5.5. Proposition 5.4 can be used for proving that a certain value of AC u is attained infinitely many times. Let n i F = ( Q i F , q F ), where q F is the normal F -representation of a fixed number q and {Q i } ∞ i=0 is a sequence with the property Z u (Q i ) = Z u (Q 1 ) for all i ∈ N, and moreover satisfying (ii) from Proposition 5.4. Then P rel (n i ) is constant for all i ∈ N, i.e., AC attains the value AC(n 1 ) infinitely many times. It will be demonstrated on a concrete example in Section 7.
6 Algorithm for calculating AC u (n)
Let us summarize the results in the form of an explicit algorithm.
Let u be a Parry word.
1. Find R from (16). (11) using (17):
Find n
is not unique; with the view of a correct functionality in the next step, choose the decomposition
so that for all j ∈ {1, . . . , h}, ϕ(z h ) has the prefix 0 α0 . For the optimality, take h ∈ N 0 maximal possible.
For all
is not unique; with the view of a correct functionality in the next step, choose all the decompositions
so that for all j ∈ {1, . . . , h i }, ϕ(z ′ j ) has the prefix 0 α0 . For the optimality, take h i ∈ N 0 maximal possible. (21) is a substitution of the type (4), thus t is a simple Parry word.
Since
The abelian complexity of the Tribonacci word has been examined by Richomme, Saari and Zamboni in [2] , where it has been shown that AC t (n) ∈ {3, 4, 5, 6, 7} for all n ∈ N and that each of these five values is assumed. It has been also proved that the extreme values 3 and 7 are attained infinitely often, but the question whether AC t (n) attains also other values (4, 5, 6 ) infinitely many times remained open. Here we give the answer, applying the method of abelian co-decomposition developed above. Proof. At first, we compute Z(n 0 ) from the definition (11), wherefore we need to determine t [n0] and t [B(n0)] . We have n 0 F = (1), hence n 0 = 1 and t [n0] = 0. Since n 0 ≤ 1 = F 0 and equation (14) implies R = m, we have t [B(n0)] = ϕ 0+3 (0)0 from (17). Therefore (11) takes the form Let us proceed to i ≥ 1. Since it holds n i F = ( n i−1 F , 0, 1) for all i ∈ N, the decomposition Z(n i ) will be derived from Z(n i−1 ) using formula (19) with q F = (0, 1) (whence t [q] = 0) and Q = n i−1 :
AC attains the value 4 infinitely many times
For the use of (19) we need that ϕ 2 (z) has the prefix 0 for all z z ∈ Z(n i−1 ), in other words, that ϕ 2 (z) begins with 0. With regard to (21), this condition is trivially satisfied for anyz.
Let i = 1. Then
We have 
and since Z(n 1 ) = Z(n 0 ) ∪ 201 102 , 0201 1020 , it holds
We have
Consequently, the abelian complexity of the Tribonacci word attains the value 4 infinitely many times.
Proof. We apply formula (12) on the results of Proposition 7. Proof. The statement can be proved using formula (12) in the same way as Corollary 7.2.
Proof. The statement can be proved using formula (12) in the same way as Corollary 7.2.
Remark 7.7. The reader may wonder how to find, for a given word u, the sequence (n i ) i such that AC u (n i ) = k for all i ≥ i 0 . The simplest way is usually either to directly check "nice" sequences, like e.g. n i F = ((1, 0 ℓ ) i , 1) for various ℓ, or to conduct a computer experiment and then choose (n i ) i according to its results, or to combine these two approaches.
Conclusions
We have proposed a method for dealing with the abelian complexity of infinite words, based on the recurrence property of the given word and on the use of the so called relative Parikh vectors. For the sake of simplicity and clarity, we have concentrated mainly on infinite words associated with Parry numbers, however, it is likely that other recurrent words, especially those which are fixed points of primitive substitutions, could be explored similarly.
In order to demonstrate the use of the method, we have solved an open problem related to the Tribonacci word t. The word t is simple Parry, nonsimple Parry words can be treated in the same way: for example, we are able to prove for the words u (p) (with a parameter p > 2) mentioned in the Introduction that every value of AC u (p) is attained infinitely many times as well. Naturally, involving a parameter makes the analysis generally more complicated, but it is still feasible.
It is possible that further development of this approach can help to solve also the more difficult problem of characterizing all numbers n for which AC u (n) attains a specified value, at least in cases when the images of AC u have low cardinalities.
The application of the abelian co-decomposition to the Parry words relies on the associated normal F -representations. It is noteworthy that the procedure of determining AC u (n) seems to be particularly efficient if n F is periodic. This fact together with the property described in Remark 5.5 indicates that there probably exists a very close relation between AC u (n) and the coefficients of n F , in other words, if an explicit formula for AC u (n) is sought, it shall be sought in terms of n F , similarly as it has already been done for infinite words associated with quadratic Parry numbers in [7] .
