Abstract-In this paper we consider a synchronization problem between nodes A and B that are connected through a two-way communication channel. Node A contains a binary file X of length n and node B contains a binary file Y that is generated by randomly deleting bits from X, by a small deletion rate β. We offer a deterministic synchronization scheme between nodes A and B that needs O(nβ log 1/β) 1 transmissions to reconstruct X at node B. The rate of our scheme matches the optimal rate for this channel up to a multiplicative constant and the running time of our scheme is O(n 4 β 6 ).
I. INTRODUCTION
In many applications such as file backup or file sharing systems, it often happens that one node in the network needs to synchronize its "mis-synchronized" content with another source in the network that has the original file. The missynchronization can be due to different edits in the original file, by e.g., deletion or addition of some bits at random places in the original file. Even few editing operations between two files may lead to considerable mis-synchronization.
Let node A be the source of a binary file X of length n and let node B contain a file Y of length m ≤ n that is generated from X by randomly and independently deleting each bit of X with probability β. We are interested in a communication/synchronization scheme between nodes A and B that optimally reconstructs file X at node B when the deletion probability β is small. In this paper we focus on the minimal number of transmitted bits between nodes A and B on a two-way communication channel. A simple lower bound on the minimal number of transmitted bits can be derived through a genie-aided scheme where node A knows file Y. In this way, the genie finds out the places of deletions in Y , and then it sends the locations of deletions along with their values of X to node B. Since approximately βn bits are deleted from X, for large n, the scheme needs approximately log n nβ ≈ nH(β) 2 bits to communicate the pattern of deletions, and an extra βn bits to communicate the values of X at the deleted places. . All logarithms in this paper are in base 2. 3 It's worth noting that according to [3] , this is not the best scheme that the genie can use, because he doesn't have to describe the locations of deletions precisely when the deletions are located in runs. Fortunately, this phenomenon only affects the O(nβ) bits and the leading term remains unchanged.
There has been an extensive body of work on communication over editing channels and synchronization from editing errors. In [1] , [2] the authors prove the existence of a communication scheme that can correct δ deletions and insertions between two nodes. When δ is fixed, the size of source file is n, and n is large, the algorithm needs O(δ log n) bits of oneway communication for the zero error reconstruction. While the algorithm in [2] has a high decoding complexity and needs an exhaustive search over all possible scenarios, the authors in [5] consider a relaxation of the problem where they allow for nonzero but vanishing error in reconstruction of the source file. In this case, [5] offers a low complexity algorithm on a twoway communication channel that also needs O(δ log n) transmitted bits. In this paper we are interested in a more practical scenario where the number of editing operations grows linearly with the size of source file X. The synchronization problem in this case is closely related to two other well-studied problems in communication theory: 1) Channel coding over editing channels [9] , [10] , [8] , and 2) Source coding with side information [6] , [7] when the side information is the edited file Y [3] . Recent results of [9] , [10] give the achievability bounds on the capacity of a channel with a small probability of deletion. The paper [3] considers a synchronization channel with correlated deletion patterns and uses results in source coding with side information ( [6] , [7] ) to find upper bounds on the minimum number of transmitted bits that is needed to reconstruct the source file X at node B. The result in [3] is tight for a small probability of deletion and matches the results of [9] , [10] ; however the authors of [3] do not offer an explicit communication scheme or the reconstruction algorithm. While most of the previous work on synchronization channels with fixed but small rate of editing, have focused on deriving capacity results and upper bounds on the minimum number of transmissions, in this work we consider a more practical approach of constructing coding schemes for such scenarios. The rest of the paper is organized as follows. In Section II we present the problem setting and the main result along with a sketch of the our synchronization scheme. In Section III we present the mathematical details of our coding scheme and the proof of the main result in the paper. Section IV discusses practical implications of our coding scheme for lowcomplexity synchronization algorithms.
II. PROBLEM SETTING AND THE MAIN RESULT

A. Preliminaries
We represent a binary string X of length n by X = X(1), X(2), · · · , X(n). For 1 ≤ i ≤ j ≤ n, X(i, j) denotes the substring X(i), X(i + 1), · · · , X(j) of X. If X is a string of length n and Y is a string of length m, we denote by X, Y the string of length n + m obtained by concatenation of X and Y. For a string X we let |X| denote the length of X. A deletion channel is a channel that deletes a subset of the bits of the input string. A deletion channel is characterized by a deletion pattern D which is a binary string of the same length as the input string. Let X be the input to the deletion channel with deletion pattern D and Y be the output of the channel. Deletion channel deletes the bit X(i) from the input X if D(i) = 1 and transmits the bit X(i) if D(i) = 0. For example, the output of a deletion channel with input X = 101 and deletion pattern D = 010, is Y = 11.
Corresponding to the deletion pattern D, we define a function f D which maps the indices of bits in the input string, to their corresponding indices in the output string. If for index i,
where i is the largest index, smaller than i, for which D(i ) = 0.
B. Problem Setting and the Main Result
Suppose that node A contains a file that is represented by a binary string X of length n. Let node B contain a file Y of length m that is the output of a deletion channel with input X and deletion pattern D. We assume that the deletion pattern is unknown to nodes A and B. Suppose that the source file X is generated by an i.i.d Bernoulli source of parameter 0.5 and that the deletion channel deletes bits of X independently and with probability β 1. We are interested in a two-way communication scheme between nodes A and B so that node B can recover the string X from the string Y with a small probability of error at the end of the communication session. Our main contribution is the following theorem: Theorem 1. There exists a deterministic communication scheme between nodes A and B that transmits O(nβ log 1/β) bits and generates an estimateX =X(1), · · · ,X(n) of X at node B, such that Pr X (i) = X(i) ≤ 2 −Ω(n) for every
In this section we present an overview of our synchronization scheme and in the next section we provide a detailed proof of Theorem 1.
The decoding is performed in three steps. Suppose X is divided into substrings as follows
(For convenience, S 0 and S k are assumed fixed.)
1) The first step of the decoding process is performed by the synchronization module. In this step, node A sends pivot strings S i , 1 ≤ i ≤ k − 1, to node B. Upon receiving the pivots, the synchronization module attempts to figure out the position of pivots in Y . Notice that, if the pivots are correctly synchronized in Y , the substring between every two consecutive pivots in Y is indeed a deleted version of the data substring between the same pivots in X.
2) The next step is performed by the deletion recovery module. This module sends the lengths of the substrings between the consecutive pivots in Y to node A. Depending on the number of deleted bits in each such substring, node A then sends back a certain message to aid in the recovery of these substrings. Suppose that δ i is the number of bits deleted from the data substring T i . If the deletion recovery module uses for example the deterministic protocol of [1] , [2] , it suffices for node A to send an extra 2δ i log L T bits to enable node B to recover from deletions in T i . The output of the deletion recovery module is a stringX of length n.
3) Due to the deletions within pivots and the existence of multiple copies of a pivot in the received sequence Y , the synchronization module may encounter some error in detecting positions of pivots in string Y . If for two consecutive pivots S i−1 and S i in X the position of at least one of them in Y is detected incorrectly, the substring between the detected pivots in Y is not necessarily a deleted version of T i and hence the recovery module will not recover T i correctly. To recover from these errors we can use a known error-correction code such as an LDPC code. If an α fraction of the pivots are detected at wrong positions in Y , at most 2α fraction of the data substrings will not be correctly recovered at the output of the deletion recovery module and therefore Pr X (i) = X(i) ≤ 2α. We can therefore considerX as an output of a binary symmetric channel (BSC) with input X and the crossover probability 2α. In the final step, node B sends parity check bits of the LDPC code to recover from errors inX and generates an outputX with Pr
Recall that L S = O(log 1/β). The number of bit transmissions for sending pivots from node A to node B is (k − 1)L S = O(nβ log 1/β). In the second step, the total number of transmissions is nβ log L T bits from B to A and 2 k i=1 δ i log L T bits from A to B. Since k i=1 δ i is the total number of deletions in Y and is approximately nβ, the number of transmissions in the deletion recovery module is approximately 3nβ log L T = O(nβ log 1/β). Finally, suppose that the error probability α is less than β. Node B needs to send n(1 − H(2α)) = O(nβ log 1/β) parity check bits to the LDPC decoder to recoverX fromX. We conclude that the total number of transmissions is O(nβ log 1/β). We next provide a more rigorous analysis of our scheme.
III. DECODER PERFORMANCE
Recall that the string X is partitioned into substrings as
, and k ≈ nβ. Let us denote the index of the first bit of S i in X byš i and the index of the last bit of S i in X byŝ i . Similarly, the first and last indices of T i are denoted byť i andt i . Therefore X(š i ,ŝ i ) = S i and
, T k be the received string at node B, where S i is the deleted version of S i and T i is the deleted 3 version of T i . The task of the synchronization module is to identify substrings S i and T i in Y.
In the first decoding step, node A sends the pivot substrings to node B. Upon receiving the pivots, the synchronization module forms a graph G of ordered pivot consistencies as follows. The graph G has k + 1 layers of nodes which are denoted by
We divide copies (nodes) of S i (in Λ i ) into good and bad copies (nodes) according to the following criteria:
• Suppose that D(š i ,ŝ i ) = 00 · · · 0 (i.e., there is no deletion within S i ) and furthermore
Then the good copy of S i is the node u in
. All other nodes in Λ i are bad copies.
• Suppose that D(š i ,ŝ i ) is nonzero and has exactly one '1', and furthermore
it is called a good copy. Other copies in Λ i are bad copies. Notice that there are potentially two good copies in Λ i representing pivot S i in this case.
• All other nodes in other layers are considered bad nodes. By definition, s and t are good nodes.
The definition of good copies is based on the fact that if for some substring T i , we can find a node u which is a good copy of S i−1 and another node v which is a good copy of S i then it is easy to verify that Y (û+1,v −1) is the string T i after some deletions. If we can successfully identify u and v, then we can recover T i from Y (û + 1,v − 1). Similarly, if for some indices i < j, u and v are good copies of S i and S j respectively, then Y (û + 1,v − 1) is the string T i+1 , S i+1 , · · · , S j−1 , T j after some deletions. Our aim for the rest of the argument is to locate good nodes for a sufficiently large number of pivots.
Next, we define the edges of the graph G. For two layers Λ i and Λ j with i < j, there is a directed edge e(u, v) from u ∈ Λ i to v ∈ Λ j if and only if
Suppose that v 1 ∈ Λ i1 , · · · , v r ∈ Λ ir with i 1 < · · · < i r are good nodes. It is easy to see that s − v 1 − · · · − v r − t is a path in graph G. Our approach for finding good nodes is through finding s − t paths in graph G. First, by the following theorem we characterize the average number of good nodes for a random (X, D) pair. 
where the last bound holds for β sufficiently smaller than 1/5.
By the union bound
The probability that D(š i ,ŝ i ) = 00 · · · 0 is (1 − β) L S . Therefore there are on average (1 − β) L S k pivots S i 's with no deletions. Therefore, the average number of good nodes with no deleted bit in S i is
For a pivot S i , the probability that exactly only the hth bit is deleted is
If the hth bit of S i is deleted, the probability that there is a node u
) and the probability that there is a node v ∈ Λ i withv = f D (ŝ i ) is 2 −h . The probability that both of the events happen is 2 −(L S +1) which happens only when S i is all zeros or all ones string. We conclude that the average number of good nodes with one deletion in S i is
Therefore the average number of good nodes is
By a concentration argument, e.g., Hoeffding theorem [11] , for large enough values of n, a random pair of (X, D) has Rk+o(β)k layers with good nodes with probability 1−2
−Ω(n) . From now on, we assume that the randomly chosen pair of (X, D) has Rk + o(β)k layers with good nodes.
Our previous argument implies that, there exists an s − t path in G with Rk + o(β)k nodes which are all good nodes. Theorem 3. For a random pair of (X, D) with distributions of Theorem 2, if we pick any path from s to t with Rk + o(β)k nodes, then the path has at least Rk − βk + o(β)k good nodes with probability at least 1 − 2
−Ω(n) .
Theorem 3 is not only an existence statement, but also has an algorithmic implication. The theorem basically says that if we pick any path from s to t with Rk + o(β)k nodes, the path has many good nodes and with probability at least 1 − β, a node on the path is a good node. Since finding s − t paths in G is a computationally tractable task, finding a large fraction of good nodes is also a tractable task.
Proof: We begin by finding an upper bound on the probability of the existence of a path Q from s to t with Rk + o(β)k total nodes of which αk are bad nodes, for some 0 ≤ α ≤ 1. There are k + 1 layers and with probability 1 − 2
−Ω(n) there are Rk + o(β)k layers with good nodes in the graph G.
Let us first consider α < 1 2 . We will later consider the case α ≥ 1 2 . For α < 1 2 , first we fix the layers which have a node on the path Q. Since there are Rk − αk + o(β) good nodes on the path Q by assumption, the selection of good nodes on the path Q can be done in the following number of ways
where the first term stands for the number of ways we choose the layers with good nodes on the path Q and the second term stands for the number of ways we can choose the layers with bad nodes from the remaining available layers.
Suppose the path Q has nodes from layers
where I g is the set of indices of layers with good nodes and I b is the set of indices of layers with bad nodes in Q. (The sets I g and I b are disjoint.) That is, a layer Λ ij with j ∈ I g is a layer with a good node in Q and a layer Λ ij with j ∈ I b is a layer with a bad node in Q.
Now we count the number of possible configurations of bad nodes and the probability of such configurations. Notice that, since the good nodes are pinned down on the path Q. Furthermore, the bad nodes should be placed on the graph such that all nodes on the path satisfy Condition (1) and therefore there exist edges between the nodes to form a path. Let us write path Q as s − v i1 − v i2 − · · · − v i Rk+o(β)k − t where v ij ∈ Λ ij . Then for every j ∈ I we need to have
For j ∈ I let us define a new variable h j :=v ij+1 −v ij − 1. It is easy to observe that h j 's uniquely determinev ij 's. We can rewrite (2) as:
Fix the deletion pattern D. Since the deletion pattern is fixed, the values ofv ij with j ∈ I g are fixed. This implies a new constraint on h j , j ∈ I, as follows. Let j 1 < j 2 be two consecutive indices in I g . Then sincev ij 1 andv ij 2 are fixed, we have the following constraint
Notice that if j 2 = j 1 +1 then h j1 is determined from equation above.
Using the pigeonhole principle we can show that for at least Rk − 2αk + o(β)k of the indices j ∈ I, the value h j can be determined in this way, and for at most 2αk+o(β)k of indices j ∈ I, h j 's are undetermined.
The next step is to find the number of solutions of h j 's that satisfy the constraints in (3) and (4). Let us denote by H (H ⊂ I) the set of j's for which h j is undetermined. For
Then by a change of variables, (3) can be written as
To find an upper bound on the number of possible solutions for δ j 's, we relax the constraint above to 0 ≤ δ j . Notice that
, whereš ij and s ij are the first and the last indices of S ij in X, respectively. Therefore,
is the number of deletions that occurred between S ij 1 and S ij 2 .
Our next simplification is to relax constraints (5) over all j's into a single constraint by adding them together:
Here H c = I \ H is the set of indices j for which h j is known; i.e., v i j +1 and v i j are both good nodes. Furthermore, δ j is the number of deleted bits from S i j +1 to S i j and nβ is the total number of deleted bits in X. Since Q has Rk + o(β)k nodes, on average, the distance between consecutively chosen good nodes in X is n Rk+o(β)k and the average number of deletions inbetween them is
−Ω(n) the following holds
(6) Under the constraint that δ j ≥ 0, the number of solutions for δ j under Condition (6) , is given by
The probability of any given realization of locations of αk bad nodes (as specified by the choice of δ j 's) is 2 −L S αk . Then, using (6) and (7), we conclude that the probability of the existence of a path Q with αk bad nodes is upperbounded by 2 ∆αk where
Next we find an upper bound for ∆ α . Since α < 1 2 , for small enough β, R > α. It is not hard to show (details are omitted for the lack of space) that ∆ α < α(−2 log α + 9 − L S + o(β)).
We now consider the remaining case of α ≥ 1 2 . We again seek to bound the probability of the existence of a path Q from s to t with Rk + o(β)k total nodes and αk bad nodes. Let the path Q be denoted by s−v i1 −v i2 −· · ·−v i Rk+o(β)k −t and let δ j denote the number of deleted bits between nodes v ij and v ij+1 . Clearly, the sum of δ j is the total number of deletions in string Y , that is Rk+o(β)k j=0 δ j = nβ = k. The number of solutions for δ j ≥ 0 under this constraint is The probability of each solution of δ j 's to represent a valid s−t path is at most 2 −L S αk . Therefore, an upper bound on the probability of existence of a path Q in this case is 2 (2−L S α)k . Finally, putting both cases for the range of α together, the probability of the existence of a path Q with Rk + o(β)k nodes between s and t with at least βk bad nodes can be upperbounded by the sum of two integrals:
If we pick L S > 11 + 2 log
For this choice of L S we can upper bound the sum of the two integrals bŷ
This yields the result. In order to verify the result of Theorem 3 in a practical setting, we have plotted graph G for randomly generated string X and randomly generated deletion pattern D with parameter β = 0.01, for two values of L S in Figure 1 . To avoid visual complications, we have only plotted edges that connect nodes on two consecutive layers. As it is clear from the figure, for small values of L S , there are many edges in the graph and there are potentially many paths that connect s to t which do not share many nodes with the correct path. However, for larger values of L S , the irrelevant edges disappear from the graph and the only path that remains is the one formed by good nodes of the graph. For β = 0.01, Theorem 3 states that L S > 11 + 2 log 1 β ≈ 17 is sufficient for our purpose. In practice, we observe values of L S around 8 are sufficient for distinguishing good nodes on graph G.
IV. PRACTICAL ALGORITHMS
In this section we discuss a practical implementation of our synchronization algorithm, consisting of the three modules described earlier. For the deletion recovery module we can implement the deterministic error-free algorithm developed in [1] , [2] or the more recent algorithm proposed in [5] , which has a low complexity of implementation at the expense of a small error of the decoded sequence. This error can be later recovered by the LDPC decoder module. In this section we therefore focus on the implementation of the graphbased algorithm explained in the previous section for the synchronization module. The result of Theorem 3 indicates that to find a large number of matches for pivots in the received string Y , it suffices to find an s−t path with Rk+o(β)k nodes in graph G. We now argue that this problem can be cast as the well known "shortest path problem" in a directed graph, so it can be efficiently solved in polynomial time.
As the first step, we only keep nodes in graph G which have an edge to node t and remove all other nodes. Since all good nodes are connected together, this step does not eliminate any good node from graph G. As the second step, we find an s − t path in the modified graph G with the maximum number of nodes. Since there is a path formed from layers with good nodes with Rk + o(β)k nodes the resulting path has at least Rk + o(β)k nodes. Finally, we modify the discovered path into a path with only Rk + o(β)k nodes by keeping only the first Rk + o(β)k nodes on the path. Since all nodes in the graph have an edge to node t, the resulting nodes from this step form a path with Rk + o(β)k nodes from s to t.
The only step of the above procedure which is computationally demanding is the second step for finding an s − t path in the modified graph G with the maximum number of nodes. If we assign weight 1 to each edge of the modified graph G, it is easy to observe that an s − t path with the maximum number of nodes is in fact the longest s − t path in the graph. The longest path problem in an acyclic graph G, can be reduced to the shortest s−t path problem in graph G by negating the weight of edges. The latter problem is solvable in time O(|G| 2 ), for instance by Dijkstra's algorithm [12] , where |G| is the number of nodes in graph G. To approximate |G|, we notice that there are nβ layers in graph G and the number of nodes in layer Λ i is the number of copies of pivot S i in Y , which is approximately 2 −L S |Y | = O(nβ 2 ). Therefore, |G| ≈ O((nβ 2 ) · (nβ)) = O(n 2 β 3 ). We conclude that the complexity of synchronizing pivots in graph G is O(|G| 2 ) = O(n 4 β 6 ). ACKNOWLEDGEMENT
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