Using numerical techniques, we study the collapse of a scalar field configuration in the Newtonian limit of the spherically symmetric Einstein-Klein-Gordon (EKG) system, which results in the so called Schrödinger-Newton (SN) set of equations. We present the numerical code developed to evolve the SN system and topics related, like equilibrium configurations and boundary conditions. Also, we analyze the evolution of different initial configurations and the physical quantities associated to them. In particular, we readdress the issue of the gravitational cooling mechanism for Newtonian systems and find that all systems settle down onto a 0-node equilibrium configuration.
I. INTRODUCTION
In a previous paper of ours [1] , we studied the formation of a gravitationally bounded object comprised of scalar particles, under the influence of Newtonian gravity. The dynamics of the system is described by the coupled Schrödinger-Newton (SN) system of equations, which is nothing but the weak field limit of its general relativistic counterpart, the Einstein-Klein-Gordon (EKG) system.
As at the moment we have no hints to finding an analytic solution for the evolution, we found necessary to develop numerical techniques to study the formation process of the scalar objects. The study of the dynamical properties of the fully time-dependent SN system has been done before in the literature [2, 3, 4, 5] , but more is needed in order to understand the gravitational collapse of a weakly gravitating scalar field.
The main aim of this paper is to perform an exhaustive numerical study of the collapse and evolution of a spherically symmetric scalar object in the Newtonian regime. Here, we develop a numerical strategy to evolve the SN system, and study important issues like the stability and the formation process of gravitationally bound scalar systems, a topic that has recently become attractive in Cosmology [1, 2, 5, 6, 7, 8, 9] .
A summary of the paper is as follows. In Sec. II, we present the relativistic EKG and Newtonian SN equations that describe the evolution of a self-gravitating scalar field in the spherically symmetric case. Correspondingly, it is described how the EKG and the SN † Current address * Electronic address: guzman@cct.lsu.edu ‡ Electronic address: lurena@fisica.ugto.mx equations are solved in order to obtain regular and asymptotically flat solutions. These solutions are known as boson stars and oscillatons, respectively, for complex and real scalar fields. However, we focus our attention on their corresponding weak field limit, SN system and its properties. In Sec. III, we present an appropriate numerical code to evolve the SN system, providing details about the algorithms used. The issues concerning the physical boundary conditions imposed on the SN system and the accuracy of the code are of particular importance.
The results of the numerical evolutions are given in Sec. IV. We systematically test the boundary conditions, the convergence of the numerical solutions and how the latter reproduces the expected results for the equilibrium configurations of the SN system. Sec. V is devoted to the study of the gravitational cooling mechanism, first described in [4] . Finally, the conclusions are collected in Sec. VI.
II. MATHEMATICAL BACKGROUND
Here we describe the mathematical basis to deal with classical scalar fields, complex and real, in both the relativistic and Newtonian limits. The latter is given in much more detail as it will be our system of interest for the rest of this paper.
To begin with, we write the equations that describe a scalar system within General Relativity, which are the coupled Einstein-Klein-Gordon equations (EKG). For simplicity, we deal only with the spherically symmetric case for a single scalar fluctuation. Then, we describe how the EKG equations can be solved to obtain regular and asymptotically flat solutions, which are known in the literature as boson stars and oscillatons. Some com-ments on the stability of these relativistic solutions are also given.
After that, we obtain the Newtonian limit of the EKG system through a post-Newtonian procedure, which yields the so called Schrödinger-Newton (SN) equations. The Newtonian limit is quite interesting by itself because many physical quantities can be defined and measured, quantities that are useful to describe the system in a detailed manner. Moreover, the SN system obeys a scale transformation such that the study of all the possible equilibrium configurations is reduced to the study of properly sized profiles, and this includes the evolution process too.
The SN system can be solved to find stationary solutions that we shall call Newtonian equilibrium configurations. These are called Newtonian boson stars and Newtonian oscillatons, following the relativistic nomenclature. Though Newtonian oscillatons are described by a larger set of equations than Newtonian bosons stars, their dynamical evolution is governed by the same SN system. Finally, we will also calculate the perturbations of the 0-node equilibrium configurations. These perturbations are a particular imprint of 0-node solutions of the SN system, and also indicate that the latter are intrinsically stable. This information will be useful for the numerical studies performed in the following sections.
A. The Einstein-Klein-Gordon equations
The energy-momentum tensor of a complex scalar field Φ (c) endowed with a scalar potential V (|Φ 
whereas for a real scalar field Φ (r) endowed with a potential V (Φ (r) ) = (1/2)m 2 Φ (r)2 , is given by
,µ Φ (r)
The parameter m is interpreted in both cases as the mass of the scalar particles. As we will work on the Newtonian limit of the scalar fields, we represent them using the same variables since much of the analytical treatment is similar for both type of fields. It is, however, easy to distinguish each case, as we will refer to complex fields wherever a complex conjugation appears in the formulas.
The equation of motion governing the evolution of the scalar field is the Klein-Gordon (KG) equation, which appears from the conservation of the energy-momentum tensor T (c,r)µν ;ν = 0. Hence, the KG equation is written, respectively for the complex and real cases, as
2Φ
(c,r) − m 2 Φ (c,r) = 0 ,
where 2 =
Within General Relativity, the evolution of the system is governed by the KG equation coupled to the Einstein equations. For simplicity, we consider the spherically symmetric case in the polar-areal slicing, for which the metric is written in the form
where α(t, r) and a(t, r) are functions to be determined self-consistently from the matter distribution. The Einstein equations are written as usually, G µν = 8πGT µν , being G µν the Einstein tensor corresponding to the metric Eq. (4). The term on the right hand side is the energy-momentum tensor (1) or (2) . Notice that we are using units in which c = = 1, and then the Planck mass is given by m Pl = G −1/2 .
B. Relativistic equilibrium configurations
Non-trivial solutions of the (spherically symmetric) EKG system exist that are regular everywhere, asymptotically flat, and for which the scalar field is confined to a finite region. These solutions are equilibrium configurations known as boson stars and oscillatons, whether we speak of complex or real scalar fields, respectively. We give here a brief description of both solutions.
Boson stars
Boson stars are the simplest solutions since the KleinGordon field admits an stationary solution of the form √ 4πG Φ (c) (t, r) = e −iωt φ(r), where φ(r) is a real function and ω is called the fundamental frequency of the boson star. Then, the metric functions are time-independent, which can be seen from the cancellation of the time dependence in the expression for the energy-momentum tensor (1) .
The EKG system becomes a set of coupled ordinary differential equations that has to be solved numerically. By imposing the conditions of regularity at the center, a(r = 0) = 1 and φ ′ (r = 0) = 0, together with the condition of asymptotic flatness, the EKG system becomes an eigenvalue problem. For each value of the field at the center, φ(r = 0) ≡ φ 0 , there are unique (eigen)values of ω and α(r = 0) ≡ α 0 for which the conditions mentioned above are satisfied.
The resulting boson stars have been widely studied in the literature [3, 4, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20] , including the cases of non-spherically symmetric equilibrium configurations [21, 22, 23, 24] . Their simple properties have also inspired some models of dark matter in galaxies. We will not comment more on boson stars, but the interested reader will find useful information in the references given above and in the reviews [25, 26] .
Oscillatons
For the case of a real scalar field, it is not possible to propose regular and stationary solutions such that the metric functions are time-independent. Rather, it has to be taken into account that all fields are time-dependent. For this, it is usually assumed that a Fourier expansion of the field and the metric coefficients suffices to set up the behavior of the equilibrium configurations [6, 27, 28] , as described next.
First of all, we take the following Fourier expansions [6, 28] 
and substitute them into the EKG equations. Here, A(t, r) = a 2 (t, r), C(t, r) = a 2 (t, r)/α 2 (t, r), and ω is the fundamental frequency of the system.
A set of coupled ordinary differential equations is obtained by setting each collected Fourier coefficient to zero. The non-linearity of the Einstein equations shows up because the different modes are mixed, and then the equations for all the modes have to be solved simultaneously. In order to avoid an infinite set of equations a cut-off mode is introduced, and thus expansions (5) are taken up to a maximum value j = j max , and then modes for which j > j max are eliminated by hand.
As for the boson star case, we impose the condition of regularity at the center, which now reads φ ′ j (r = 0) = 0 and a 0 (r = 0) = 1 , a j≥1 (r = 0) = 0. Again, we assume asymptotic flatness which converts the solution of the EKG system into an eigenvalue problem. The different solutions can be labeled by the value at the center of the first scalar field coefficient φ 1 (r = 0) ≡ φ 0 , for which there is a set of eigenvalues of ω, φ j≥2 (r = 0) ≡ φ j 0 , and C j (r = 0) ≡ C j 0 found to satisfy the boundary conditions. In practice, only the odd modes of the scalar field and the even modes of the metric functions are non trivial.
As would have been guessed, the properties of oscillatons are similar to those of boson stars, and this has motivated the inclusion of oscillatons as models of galaxy dark matter [34] . However, they have not been as exhaustively studied as boson stars, and many of their properties may remain undiscovered.
Stability
Stability of boson stars has been studied both numerically and analytically [3, 18] . Restricting ourselves to the ground state configurations (also called 0-node solutions), it has been shown that there are stable equilibrium configurations, generating the S-branch, which are stable against radial perturbations. That they are stable is also indicated by the fact that S-configurations are indeed final states for a wide variety of initial configurations -including those in excited states-settle down onto at the end of numerical evolutions. Other initial configurations either collapse to form a black hole or disperse away to infinity.
On the other hand, oscillatons have been only barely studied and it is commonly believed that they are intrinsically unstable. Though there is not an analytical proof for the intrinsic stability of oscillatons, numerical evolutions have shown that oscillatons can be classified into unstable and stable configurations, the latter being called S-branch oscillatons, following the boson star nomenclature. S-oscillatons are stable against radial perturbations, and they indeed play the role of final states of evolved systems made of real scalar fields [6] . However, this is not a rigorous proof of the stability of oscillatons, and it is still possible that they have a long life time and decay very slowly [29] .
C. The Newtonian limit
Now, we are interested in the weak field limit version of the coupled Einstein-Klein-Gordon (EKG) equations, for which | √ 4πGΦ (c,r) (t, r)| ≪ 1 and, correspondingly, |α 2 (t, r) − 1| ≪ 1 and |a 2 (t, r) − 1| ≪ 1. It turns out that the weak field limit of boson stars and oscillatons are quite similar. A common feature that simplifies the calculations is that weak equilibrium configurations have only one frequency, ω ≃ m, whose corresponding Fourier mode is the dominant one in the case of oscillatons.
As it was shown in [1, 3] , the weak field version of the EKG system is found through the standard postNewtonian treatment, for both complex and real scalar fields. For this reason, we shall call them Newtonian boson stars and Newtonian oscillatons, respectively.
Newtonian boson stars
We start with the complex case following [3] . First, we express the scalar field and metric coefficients in terms of the Newtonian fields ψ, U, A as
where we have also introduced the dimensionless quantities τ = mt, x = mr. Notice that U (τ, x) and A(τ, x) are real valued fields.
Next, we assume that the new fields are of order O(ǫ 2 ) ≪ 1, and that their derivatives obey the standard post-Newtonian rules ∂ τ ∼ ǫ∂ x ∼ O(ǫ 4 ). Therefore, considering the leading order terms only, the EKG equations become
Notice that ψ(τ, x) is a typical complex Schrödinger wave function, now coupled to U (τ, x), which is the usual Newtonian gravitational potential. For this reason, Eqs. (7) and (8) are named the Schrödinger-Newton (SN) system [3, 15, 16, 17, 28] .
Newtonian oscillatons
The post-Newtonian approximation for oscillatons proceeds in a similar manner as for the complex scalar field. However, to take into account the oscillating nature of oscillatons we need to take extra fields, and then we should consider the expansions
Notice that the fields ψ(τ, x), U (τ, x) and A(τ, x) have the same interpretation as in Eqs. (6) . But, this time we have introduced two new complex fields U 2 (τ, x) and A 2 (τ, x) to take into account the oscillating nature of oscillatons.
In any case, all fields are considered to obey the post-Newtonian rules depicted above. Therefore, the evolution equations for ψ(τ, x), U (τ, x) and A(τ, x) are Eqs. (7), (8) and (9) . In addition, an extra equation needed is
3. Final remarks on the weak field limit
Despite the presence of Eqs. (9) and (11), it should be noticed that the dynamical evolution of both Newtonian boson stars and Newtonian oscillatons is dictated by the SN system only, Eqs. (7) and (8) . This only means that boson stars and oscillatons are quite similar at the weak field limit.
So far, we have only used the {t, t} and {r, r} components of the Einstein equations to obtain Eqs. (8) , (9) and (11) . The {t, r} component of the Einstein equa- 
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tions, in the weak field limit, reads
Eq. (12) is just the conservation of probability as we know it from Quantum Mechanics. Eq. (13) only appears for Newtonian oscillatons, and represents the oscillatory behavior of the metric coefficient g rr . The rest of the Einstein components do not provide independent information.
We should also mention here what we mean by the weakness of a Newtonian systems. The weakness of our configurations can be parametrized by the normalized value of the scalar field, and then we speak of the Newtonian limit if | √ 4πGΦ (c,r) (t, r)| ≤ 10 −3 [28] . Any configuration with a larger value should be treated using the fully relativistic EKG system.
D. Properties of the Schrödinger-Newton system
The properties of the scalar solitons, boson stars and oscillatons, can be more easily studied in the Newtonian limit, where we have a better understanding on the physical processes involved.
To begin with, we can unambiguously define many physical quantities that will help us to study the evolution and formation of weak scalar solitons. Some of them are listed in Table I . These quantities are directly linked to their relativistic counterparts, whenever the latter can be properly defined. For instance, the mass number M (τ, x) is related to the total mass M T of the soliton configurations through
where ρ Φ = −T t t in Eqs. (1) and (2), for which we also find that
Pl ψψ * in the weak field limit.
Scaling properties
Finally, we want to point out that Eqs. (7-8) obey a scaling symmetry of the form [1] {τ,
where λ is an arbitrary parameter.
This means that, once we have found a solution to the SN system, there is a complete family of solutions which are related one to each other just by a scaling transformation. Likewise, the quantities shown in Table I obey the scaling transformation
Eq. (15) can be used to reduce significantly the space of possible equilibrium Newtonian configurations we need to study as follows. We will find solutions of the SN system for 'hat' quantities only, and then the 'non-hat' quantities will be obtained by applying the inverse of the scaling transformation (15) . With this in mind, all quantities should be thought of as 'hat' quantities henceforth; we will write a 'hat' explicitly only when confusion can arise.
Furthermore, we can always solve the 'hat' system taking plainly that |ψ(0, 0)| = 1. Thus, the weak field limit condition is translated into a constraint on the scale parameter as λ 2 ≤ 10 −3 . Notice that the scaling transformation (15) does not apply for Eq. (13) , but the latter indicates that A 2 (τ, x) is, at least, λ 2 -times smaller than the other Newtonian fields. In this respect, we can say that the g rr metric coefficient is time-independent for both kind of Newtonian configurations.
E. Newtonian equilibrium configurations
The SN system can be solved to obtain non-singular self-gravitating configurations. These so called equilibrium configurations are of the form ψ(τ, x) = e −iγτ φ(x), for which Eqs. (7), (8), (9) and (11) become the following system of ordinary differential equations
where U 2 (τ, x) = e −2iγτ u 2 (x). If we look for regular (φ ,x (0) = A(0) = 0) and finite configurations (φ(x → ∞) → 0), the SN system becomes an eigenvalue problem. For φ(x = 0) = 1, there are unique values of γ, U (0) and u 2 (0), for which the boundary conditions are fulfilled. Eigenvalues of Newtonian equilibrium configurations. Shown also are their corresponding mass M , the 95% mass radius x95, and the kinetic K and gravitational W energies. The precision of these numbers is in terms of the tolerance we used in our shooting routine to solve the initial value problem, with the boundaries placed at least three times x95. Although the system (17) has to be solved numerically, we can enunciate some analytical properties [15, 17] that simplify the numerical treatment. Eqs. (9) and (17) can be formally integrated up to
The relativistic condition of asymptotic flatness translates into U (x → ∞) = −M/x and u 2 (x → ∞) = 0, from which we obtain
The numerical solutions are then found by using a shooting method to adjust the value of γ, which is the only free eigenvalue, since the other two can be considered output values through Eq. (19) [28] .
In Fig. 1 we show the equilibrium configurations for a 0-node and a 5-node configurations, and the required eigenvalues for different node configurations are shown in Table II .
Some remarks are in turn. According to (6a) and (10a), the fundamental angular frequency of the scalar field Φ (c,r) is given by ω/m = 1 + γ with γ = λ 2γ . Due to the weakness restriction, λ 2 ≤ 10 −3 , Φ (c,r) has an angular frequency (in full units) of about ω ≃ m, but such that ω/m ≤ 1, as it is the case for gravitationally bound configurations [28] .
From the Schrödinger equation (7), we find that the mass number (M ), and the kinetic (K) and gravitational potential (W ) energies are related through γM = Table II for details.
K + 2W , while the total classical energy is E T = K + W . A common feature of any Newtonian equilibrium configuration is that, irrespectively of the number of nodes it may have, they all are virialized since K/|W | = 0.5, see Table II . Therefore, E T = (1/2)W = (1/3)γM < 0, which also indicates that all of the equilibrium configurations are gravitationally bound objects.
F. Analysis of perturbations
As we shall see later, our numerical simulations will be perturbed due to the discretization error, so we find illustrative to show how a first order perturbation model can predict extra modes that should appear in the evolution of equilibrium configurations. In this section, we restrict ourselves to the perturbations of 0-node Newtonian equilibrium configurations.
An important concept here is that of quasinormal mode. This is an oscillation mode which is characteristic of an equilibrium configuration which manifests when the system is perturbed. In relativistic studies, once the quasinormal frequency is known the mass of the equilibrium configuration can be determined, thus it is possible to know the mass of the configuration a perturbed system is approaching to, without the need to follow the simulation until it settles down completely [3] . We shall show that the same can be done for weak field solitons.
First of all, we assume that
where ψ (0) = φ(x)e −iγτ and U (0) (x) are, respectively, the wave function and the gravitational potential calculated for the unperturbed system (17) . Taking δψ = ϕ(x, t)e −iγt , the equations for the perturbations read
where we have neglected lower order terms. This system possesses similar scaling relations as those for the unperturbed SN: {δU, ϕ} → {λ 4 δÛ , λ 4φ }. Note that this indicates that the perturbations are suppressed faster than the unperturbed quantities as λ → 0.
We then assume that the system (21) admits a stationary solution of the form ϕ(x, t) = ϕ 1 (x)e −iστ +ϕ 2 (x)e iστ , where ϕ 1 and ϕ 2 are real functions and σ is a real frequency. To first order, the resulting perturbations of the wave function, the energy density and the number of particles read, respectively,
and then we see that the perturbation of the gravitational potential admits the expansion δU (τ, x) = δu(x)(e −iστ + e iστ ). Hence, the perturbation equations (21) are further reduced to
The process followed to solve the system of equations (23) is the same as that used to solve the unperturbed equations (17) . As before, we will restrict ourselves again to 'hat' quantities only in an implicit manner, so that we fix the central value of one of the functions arbitrarily to ϕ 1 (0) = 1. The parameters ϕ 2 (0), δu(0) and σ are free. Then, a shooting method is used to fix the values of the free quantities provided the boundary conditions δM (τ, x → ∞) = ϕ 1 (x → ∞) = ϕ 2 (x → ∞) = 0, while at the same time we ask for regularity at the origin.
The resulting perturbation profiles of ϕ 1 , ϕ 2 and δu, are shown in Fig. 2 . The angular eigenfrequency of the perturbations is σ = 0.2916, which coincides with other independent calculations [10, 15] 1 . 
Profiles of linear perturbations of the wave function denoted by ϕ1 and ϕ2, and of the gravitational potential δu for a 0-node equilibrium configuration, see Eqs. (21) . These perturbation modes correspond to a quasinormal frequency f = 0.046.
The above solution means that the energy density and the gravitational potential of a 0-node configuration should oscillate with an angular frequency σ when slightly perturbed (recall that the aforementioned quantities are strictly time-independent for an unperturbed configuration), and then f = σ/(2π) ≃ 0.046 would be the quasinormal frequency 2 of the Newtonian boson system when perturbed. It should be noticed that the quasinormal frequency f is absent in the wave function perturbation, but for this case, there are two perturbation frequencies, γ ± σ.
The perturbation mode δψ in Eq. (20a) is stationary since σ is real. As it has been shown in [15] , this also means that the 0-node Newtonian configuration is stable against small radial perturbations. The stability analysis of excited equilibrium configurations will be performed with numerical simulations in the following sections. 1 We should be careful when comparing values due to different scaling choices in the references. For [15] , take the first value of ν 1 in Table I , and then σ =ν 1 / √ 2. As for [11] , take the first value in Table II and use the conversion formula σ = σ/ √ 6 × 10 −2 . 2 This should be compared with the values given by the formula (4.3) in [3] , which in terms of 'hat' quantities readŝ
When applied to a 0-node equilibrium configurations, it gives the valuef = 0.033, which is at variance with our previous calculations. Hereafter, we will refer tof = 0.046 as the correct value of the quasinormal mode of 0-node equilibrium configurations.
III. NUMERICAL TREATMENT
In this section we give explicit details of the implementation of a numerical code appropriate to solve the time-dependent SN system, Eqs. (7) and (8) . The issues covered are the discretization of the system of differential equations, boundary conditions and the accuracy of the solutions.
A. The evolution
The time-dependent Schrödinger equation is solved using a fully implicit Crank-Nicholson scheme, which for equation (7) reads
being n the label of the time slice, ∆τ is the separation between time slices and the Hamiltonian H = − 1 2 ∇ 2 + U is written using second order centered finite differencing. This evolution scheme is found to be appropriate for the present problem since the approximation we use for the evolution operator is unitary, which allows one to preserve the number of particles
The discretization of the Hamiltonian is second order accurate, and we handle the second term in the Laplacian as 2 x ∂ψ ∂x = 4 ∂ψ ∂x 2 , being the last one a derivative with respect to x 2 in order to avoid divergence at the origin. At the end, the finite differencing equation for the evolution of the wave function (24) is
where ρ 1 = ∆τ /4(∆x) 2 and ρ 2 = ∆τ /(4∆x). The upper indices n still label time slices and lower indices label spatial grid points with j = 0, 1..N , where N labeling the last point of the grid. It is now defined a set of arrays that will help in the solution of this linear system at each time step,
for each grid point, with the special cases a 0 = 0,
Then, the following linear system of equations arises
Such tridiagonal linear system is solved for the wave function ψ n+1 at each time slice using a simple algorithm [30] .
B. The Poisson equation
In order to solve the Poisson equation we write it down in the form ∂ 2 x (xU ) = x|ψ| 2 and integrate inwards from the outer boundary. For this we use the Numerov algorithm, whose finite differencing expression for the gravitational potential reads
This algorithm serves to integrate second order ordinary differential equations, and is locally sixth order accurate (see [31] for details). As we are solving the evolution equation (7) with a second order accurate differencing algorithm, the fact that we are solving the constraint (8) with a more accurate algorithm does not mean that the evolution itself should be better than second order.
C. Boundary conditions
Eq. (27) is to be integrated inwards and thus it is necessary to fix the value of the gravitational potential at the two outermost points of the numerical grid, i.e., we should deal now with boundary conditions. The easiest boundary condition for the gravitational potential is
However, this boundary condition has to be taken carefully. Strictly speaking, (28) is only valid and consistent if the total mass is confined to the region x < x N −1 (or equivalently, M (x N −1 ) = M (x N )), since Eq. (28) is the form the gravitational potential takes in vacuum.
In consequence, expression (28) is equivalent to impose the condition |ψ(τ, x N )| → 0 on the wave function. This is, for example, the shooting condition to find equilibrium configurations we applied in Sec. II E. Thus, we are forcing the system not to leave ever the computational domain, and then there cannot be outgoing waves at all: the outer boundary is a perfect reflective wall.
The boundary condition is an important issue since there is no chance to apply the Sommerfeld boundary condition on the wave function ψ as in the relativistic case [3, 6] , because in the present situation the evolution equation is not hyperbolic. Moreover, if the boundary condition (28) were applied alone, it would only work for the equilibrium configurations -for which the number of particles has to be preserved-but the evolution of other arbitrary systems, including those that eject matter, would be incorrect.
In order to avoid this, we implemented a sponge over the outermost points of the grid, which consists in adding an imaginary potential V (x) to the Schrödinger equation; the expression we use is
which is a smooth version of a step function with amplitude V 0 and width δ. We choose this shape for the imaginary potential because in the absence of gravity, the wave function decays exponentially (see Sec. III C 1 below), and the smoothness is to diminish the effects of our finite differencing schemes.
Notice that the definition of an imaginary potential makes physical sense and fits well into the SN system. This is seen if we recalculate the conservation of probability which now reads (see Eq. (12))
The source term on the r.h.s. is always proportional to the density of particles, and the minus sign warranties the decay of the number of particles at the outer parts of our integration domain, that is, the imaginary potential behaves as a sink of particles. One last remark. Our original SN system is not physically related to the sponge region. Then, we adjust the parameters of the sponge so that it only covers some points at the outer part of our grid; actually, we have fixed the spatial range of the sponge to ∆
and set δ = ∆ sponge /10. Notice too that V N = −iV 0 . In this manner, we shall call physical region to the grid points that accomplish x j ≤ (x N − ∆ sponge ), and this will be our region of physical interest.
Toy model: Imaginary 1-D square well potential
However, the sponge (29) is not a perfect absorber, and to see how it works in reality we consider the following toy model (a more general discussion can be found in [32] ).
We simplify the system and consider that at the last points of our numerical grid, where the sponge is implemented, the gravitational potential can be neglected. Then, our physical system at the last points would be similar to the case in which a Schrödinger wave function is scattered back off by an imaginary square well potential of the form V (0 ≤ x ≤ x c ) = −iV 0 and V (x) = 0 elsewhere.
As in usual quantum mechanics examples, the radial Schrödinger wave function xψ(τ, x) = u r (x)e −iEτ has the form
where k = E/V 0 and k ′ 2 = i+k 2 are the wave numbers outside and inside the well potential, respectively. The presence of imaginary number i reveals the imaginary nature of the well potential.
The coefficients R, P , and Q are already normalized with respect to the incident wave e ikx , while the spatial coordinate is normalized in the formx = x √ 2V 0 and then ℓ = ∆ sponge √ 2V 0 . Notice that we have added the condition of perfect reflection at the right boundaryx = ℓ, as it is the case for our numerical system.
Using the continuity and differentiability conditions for the wave function at the boundariesx = 0 andx = ℓ, we find the following expression for the reflection coefficient
This formula is also valid for a real well potential under the same boundary conditions, and for such case it gives the obvious solution |R| 2 = 1. A graph of the reflection coefficient |R| 2 as a function of (k, ℓ) is shown in Fig. 3 , where we see that |R| 2 is highly suppressed for k ≫ 1 and ℓ ≫ 1. The former condition means that more modes can get into the sponge, while the latter one means that the sponge region is sufficiently large as to let the modes die out inside the sponge.
Going back to our original system, it is then obvious that low energy modes will always be reflected in some amount and they will always contaminate what we called the physical region. However, the reflected amount of matter is not as large as in the toy model above, since the imaginary potential (29) is a smooth function. Then, the depth and the size of the imaginary potential can be adjusted to let most of the modes enter the sponge.
Fortunately, because of the fitness of the imaginary potential into the SN system, the sponge region could be larger than the region of physical interest without resulting in an erroneous evolution of the SN system. The appropriateness of the sponge is analyzed in Sec. IV A.
D. Accuracy
In the relativistic case, the EKG system is redundant and one of the Einstein equations can be used to measure how accurate the numerical solution is. For instance, in [6] , the {t, t} and {r, r} components of the Einstein equations were solved and then it was determined whether the {t, r} component was accurately satisfied.
Following the relativistic case, Eq. (30) gives a criterion to measure the accuracy of our numerical code for the complete grid of integration, since it is an equation our system should accomplish independently of the potential involved. As said before, such equation is the weak-field constraint equation of the relativistic system. Then, we define our accuracy parameter to be:
In the continuum limit, β ≡ 0 holds for an exact solution, thus the magnitude of this quantity will tell us how close our numerical solution is to the exact one. However, it should be noticed that our accuracy parameter obeys the scaling transformation β = λ 6β . So, the value of β should be interpreted carefully otherwise we could claim that the most accurate physical solution is that with the smallest value of λ, which cannot be true (accuracy cannot be just a matter of scaling).
In most cases (see for instance Sec. IV D), it would be more useful to define a λ-independent parameter. A simple and straightforward definition we can think of is a relative error parameter of the form
Here, β i is each of the terms that appear in the momentum constraint, whether relativistic or non-relativistic. For instance, β i represents each of the terms we need to calculate our accuracy parameter β in Eq. (33); see [6] for the definition of a β for a relativistic system. Clearly, ∆β = ∆β for the SN system, and we will indicate its value whenever the interpretation ofβ is confusing.
As a final note, we should mention that the accuracy of the evolutions depends on the ratio ∆τ /(∆x)
2 , the latter should be less than unity in order to have a reliable evolution of the Schrödinger equation, see [30] . However, it should be noticed here that, according to the scale transformation (15) , ∆τ /(∆x) 2 = ∆τ /(∆x) 2 , and then the computational effort is the same for the original configuration as for the properly sized one. Actually, the condition ∆τ /(∆x) 2 < 1 is a very restrictive one, and the responsible for the very large runs we need in order to get a reliable evolution at late times.
IV. RESULTS
In this section, we show representative runs of the different issues discussed in the previous sections. The numerical method to evolve the SN system is tested thoroughly about the effect of the boundary conditions, accuracy and convergence of the numerical results. In brief, the tests show that the numerical results are reliable even in long runs, as far as the boundary conditions are set up appropriately.
Another test considered is the evolution of 0-node equilibrium configurations and their perturbations. The numerical evolution reproduces the semianalytical results of the previous sections and shows that 0-node equilibrium configurations are intrinsically stable. On the other hand, it is shown that the numerical method preserves the scaling properties of the SN system even in the cases of non-equilibrium solutions. Also and for completeness, the equivalence of the (relativistic) EKG and the SN systems is studied in the weak field limit and found to be correct within the numerical accuracy. Finally, excited equilibrium configurations are found to be intrinsically unstable and that they all decay to 0-node solutions.
A. Boundary effects
Being the boundary conditions an issue of particular importance in this work, it is important to determine the reliability of the sponge for the purposes of this paper, since part of the initial mass could be ejected to infinity and forced to interact with the imaginary potential at the outer boundary.
The form in which we test our boundary condition is as follows. The ideal numerical evolution is that in which the numerical boundary is very far away from the physical boundary, x p ≪ x N , so that no scalar matter has reached x N for the time range the numerical evolution is followed. In this manner, we can assure that the solution inside the physical region 0 ≤ x ≤ x p is the correct one.
On the other hand, let us suppose that x p ∼ x N . and that a sponge is implemented on the region x p < x ≤ x N . If the numerical evolution in the range 0 ≤ x ≤ x p coincides with that of the ideal case above, then we say that an appropriate sponge was implemented.
With this in mind, we have numerically evolved the initial Gaussian profile shown in Fig. 4 , which is of the form
; also shown is the corresponding metric function A(0, x), see Eq. (10c). We have marked the radii x 95 (the so called 95% mass radius) and x max , where the latter indicates the radius at which A(t, x) reaches its maximum value. In the relativistic systems, x max has been a good quantity to follow the evolution of scalar systems, see [6, 27] .
The time and space resolutions of the numerical evolution were, respectively, ∆τ = 3 × 10 −3 and ∆x = 0.08. Also, the numerical and physical boundaries were x N = 960 and x p = 40, respectively, and no sponge was implemented. We shall call this case Run I. In Fig. 5 we show the evolution of x max and x 95 for Run I. We notice that x max oscillates and approaches to a finite fixed value, while x 95 grows almost linearly for all the time the evolution was followed.
Roughly speaking, x max gives us an estimate of the radius at which most of the gravitational interaction is contained in, while x 95 can be seen as a tracer of the ejected mass that escapes to infinity. Thus, we can say that a finite sized configuration is formed, and that the ejected scalar matter is far from reaching the numerical boundary. That is, the solid curves in Fig. 5 and 6 are what we would see in the ideal numerical evolution.
Shown in Fig. 6 is the mass contained inside the physical region 0 ≤ x ≤ 40 as the evolution proceeds. For the case of Run I (solid curves), we notice that part of the mass leaves the physical region (τ ∼ 300) but a little bit of it returns (τ ∼ 500) and leaves again (τ ∼ 600). This return of scalar matter cannot be attributed to reflection at x N since no matter has reached the numerical boundary. But, this effect is due to matter that leaves the physical region with a velocity less than the escape velocity of the system.
Being Run I an example free of noise from the numerical boundary, we will compare it with other runs in order to test the reliability of a sponge as a boundary condition. For sake of simplicity, the width of the imaginary potential was fixed to δ = (x N − x p )/10 in the runs described next. Run II has the same time and space resolutions as Run I, but the values of the physical and numerical boundaries are, respectively, x p = 40 and x N = 240, and the sponge depth (see Eq. (29)) is V 0 = 55.0. For this case, x 95 reaches a maximum value but never reaches the value of the numerical boundary; this means that the ejected matter leaves the physical boundary (from τ ∼ 100 on) and is absorbed by the sponge.
On the other hand, the value of x max (see Fig. 5 ) again oscillates and approaches to a finite value, but we note a shift in the oscillations with respect to Run I. The reason for this can be found if we look at the plot of the mass number M (τ, x = 40) in Fig. 6 . First of all, the reflection of matter is noticeable around τ ∼ 200, which is due to the sharpness of the sponge, recall that V 0 = 55.0. Also, the size of the physical region is very small, since the sponge absorbs matter that should have returned to the physical region because it did not have the required velocity to escape to infinity, as it is shown by Run I. At the end of the run, there is a mass difference of about 5% between Run I and Run II in Fig. 6 , which is sufficient to make Run II evolve apart from Run I at late times.
Run III uses the same parameters as Run II, but now V 0 = 1.0. In general, the results are qualitatively the same as for Run II, but the amounts of reflected and absorbed matter are drastically reduced now that the sponge is smoother. As seen in the corresponding x 95 in Fig. 5 , the ejected matter can travel a longer distance inside the sponge region and some of it can return to the physical region without being completely annihilated. The mass difference with respect to Run I at the end of the run is around 0.1% (see Fig. 6 ), and then the oscillations of x max are not shifted noticeably with respect to those of Run I.
Run IV has the same parameters as Run III, except for the physical and numerical boundaries now at x p = 80 and at x N = 280, respectively. That is, the sponge region has the same size in Runs II,III and IV. The latter is the most similar to Run I, being the mass deviation in Fig. 6 less than 0.001% at the end of the simulation. This is because the physical region is larger than in Run III, and then more ejected matter can return to the region x < 40 without being affected by the sponge.
All the results presented here show that with an appropriate sponge we can obtain the same results as if the numerical boundary were very far away, with the advantage that Run IV needs less numerical efforts than Run
Finally, we show in Fig. 7 a comparison of the final profiles of x 2 ρ corresponding to Run I and Run IV. As it should be for a good boundary condition, the profiles are quite similar inside the physical region, which is our region of interest. Moreover, it is seen that the expected behavior |ψ(τ, x N )| → 0 is achieved, which is the boundary condition compatible with Eq. (28). In conclusion, the implementation of a good sponge should follow, in general, the indications found in Sec. III C 1: a smooth and large sponge will make it well. However, the examples presented in this section gives more details about how smooth and how large a sponge could be in order to have a reliable run and a low numerical effort. Also, we learned that a good sponge should be accompanied by a sufficiently large physical region.
B. Accuracy and Convergence
Once we have shown the reliability of the boundary conditions, we can perform accuracy and convergence tests.
To begin with, we show in Fig. 8 how ||β|| 2 evolves in time; its value is less than 10 −8 for Runs I, II, III and IV. The values of ||β|| 2 are the same because the ratio ∆τ /(∆x) 2 is also the same for all runs. It is clear here that all deviations from Run I are due to matter reflected by the sponge. 3 The runs were followed up toτ = 600, but recall that the physical dimensionless time is such that τ > 10 3τ ; thus, as far as we know, the runs in this section are the largest reported in the literature. Another test we consider important is that of convergence, that is, whether the solutions of our numerical scheme approach the exact solution as we increase the spatial resolution. To investigate this, we perform four different runs for the same system as in Run IV with a fixed time step ∆τ = 2 × 10 −4 , and four spatial resolutions ∆x = 0.02, 0.04, 0.08 and 0.16; the corresponding evolutions of x max are shown in Fig. 8 .
Only the coarsest run (∆x = 0.16) deviates to second order in phase from the other three, and it was found that such coarse resolution is out of the convergence regime after certain finite time of evolution; such deviation should be attributed to the discretization used and not to reflected matter. Moreover, it can be noticed that the solutions indeed converge to the solid line as the spatial resolution is increased.
We also show the deviations when we compare the runs by pairs, f (2∆x) − f (∆x) , where f (∆x) is any function of our system that was solved using a fixed spatial resolution ∆. For the case of x max , we notice in Fig. 8 that the deviations are four times smaller when the spatial resolution is doubled.
C. Equilibrium configurations in the ground state
Another important test is provided by the existence of stationary solutions of the SN system of equations which were found in Section II E. In short, these solutions are obtained by assuming that the time dependence of the Schrödinger field is of the form ψ = e iγτ φ(r), which in turn implies that both the gravitational potential U (x) and the probability density ρ = |ψ| 2 are timeindependent.
In Fig. 9 , it is shown the evolution of Re(ψ(τ, 0)) for a 0-node equilibrium configuration. The boundaries were located at x = 50 with a time resolution of ∆t = 0.001 and a spatial resolution of ∆x = 0.02. It is observed that the wave function oscillates harmonically, as its Fourier transform (FT) shows a unique harmonic mode with an angular frequency γ = 0.697, in good agreement with the eigenvalue solution found in Section II E.
As was discussed in Section III C, the boundary condition (28) imposed on the gravitational potential makes the energy density vanish at the outer boundary. As there is not any violent collapse or explosion in this system, such boundary condition is appropriate for 0-node equilibrium configurations. Fig. 9 also shows that the numerical code is stable and, within numerical precision, reproduces the expected analytical results.
Observing extra modes
The evolution of the 0-node configuration was observed carefully in order to look for the modes predicted by the perturbation theory described in Sec. II F. For this, we searched for the perturbations of the energy density as they can be easily isolated, see Eqs. (22) . We show in Fig. 10 the oscillations on the energy density of the system due to the perturbations introduced by the discretization of our grid. Actually, we are comparing three runs with three different resolutions ∆x = 0.04, 0.08, 0.16 with the time resolution fixed at ∆τ = 10 −3 . It is noticed that the perturbations with the smallest amplitude corresponds to the run with the finest spatial resolution, as it can be seen from the FT of the oscillations also shown in Fig. 10 . This plot also indicates that the oscillation frequency f ≃ 0.046 is the same despite the resolution used, which coincides with the value found by solving the perturbation equations for the 0-node configuration in Section II F. Last but not least, the amplitude of the perturbations also show that the numerical code is second order convergent: for a fixed ∆τ , the amplitude of the perturbations are four times smaller if we double the spatial resolution, in concord with the results of Sec. IV B.
For further comparison, we show in Fig. 11 the profiles of the perturbations as obtained from the evolved systems and the perturbation equations (23) . Although the correspondence is not exact, the results still suggest that the perturbations in Figs. 2 and 10 are of the same kind.
A general conclusion of this section is that, as anticipated from the perturbations analysis, 0-node equilibrium configurations are intrinsically stable under small radial perturbations.
D. Scaling relations
For the scale invariance (15) to be really useful, we have to be sure that the initial scaling relation is preserved by the numerical code during the evolution of the SN system. Also, we would like to test the post-Newtonian approximation made for the relativistic system, i.e., whether the . The plots show that the numerical code is second order convergent. It can be observed that for the finest resolution there is an initial noise due to the fact that the quantity ∆t/(∆x) 2 is bigger than in the other two cases. (Right) The FT of ρ(τ, 0) shows the first peak which we associate to the quasinormal frequency at f ≃ 0.046, see Sec. II F.
SN system is the weak field limit of the EKG equations. That the latter is true has been shown before in the case of boson stars [27] , but we want to show it also for the case of oscillatons.
To test both features above in one stroke, we show the numerical evolution of a 0-node Newtonian oscillaton which was perturbed so that its mass was increased roughly by 20%; such initial profile was used to feed the relativistic numerical scheme used in [6] , following Eqs. (10) .
The scale invariant quantities we used for the SN system were ∆x = 0.04,τ = 3.0 × 10 −4 , with the physical and numerical boundaries atx p = 80 and atx N = 160, respectively. The numerical evolution of the SN system was followed up to a timeτ = 27.
On the other hand, to set up the initial profile for the relativistic case, the EKG system, we take the scaling parameter λ = 0.032. Because of the scale transformation, the spatial and time resolutions used were ∆x = 1.25 and ∆τ = 0.0125, respectively, while the physical boundary was fixed at x p = 2500. The relativistic run was followed up to τ = 25000, that is, just 10 crossing times. The resulting graphs of the energy density ρ(τ, 0) for both the (post-Newtonian) SN and the (relativistic) EKG systems are shown in Fig. 12 . To begin with, a simple comparison of the scaled and non-scaled quantities tells us that the SN evolution is simpler and needs less computational effort when evolving weak field configurations. Also, we see from the plots that both evolutions are quite similar and then we can be confident that the SN system is also the weak-field approximation of oscillatons.
The discrepancies seen in the graphs, which are less than 4%, can be attributed to the numerical error of the relativistic system (the system is too weak and the metric functions are pretty close to the values of the flat space, which makes them difficult to evolve accurately), and to the fact that we are at the edge of validity of the weak-field approximation. As it was first discussed in [28] , Newtonian oscillatons are valid if √ 8πG|Φ| = 2λ 2 ≤ √ 2 × 10 −3 , and the scale parameter used in our example is just above this limit. Had we taken a weaker configuration, the EKG solution would have been even less accurate.
In order to support the latter statement, we show in Fig. 12 the relative error ∆β, Eq. (34), for the relativistic [6] and non-relativistic runs. Thus, we conclude that the SN result (∆β ∼ 10 −7 ) is more accurate than the EKG one (∆β ∼ 10 −3 ). The numerical evolution of the maximum of the matter density ρmax(τ ) using the relativistic EKG system and a properly sized SN system. The initial scalar profile was a perturbed Newtonian oscillaton with 20% of mass excess, see text for details. (Bottom) Comparison of the relative violation of the momentum constraint ∆β for both the EKG [6] and the SN system, see Eq. (34) . It can be seen that the Newtonian run is more accurate than the relativistic one; the reason for this difference is that the evolved system is too weak for the relativistic code. In both figures, the axes used for the relativistic system are labeled (EKG), while the label (SN) appears for the non-relativistic system. The output data files for both systems are plotted without scaling, instead the scale transformation relating the runs can be calculated from the ranges shown in the axes. λ = 0.032 for the case shown in here.
We have also evolved the SN system for different initial configurations related initially by a scaling transformation. An example of two Gaussians related initially by ψ 0 = 4ψ 0 is shown in Fig. 13 , where we plot the resulting gravitational potential. It can be seen that the scaling transformation is preserved always. In fact, for all cases we studied, the scaling transformation (15) was obeyed very accurately all along the evolution
The scaling transformation of the perturbations in the energy density can also be seen in the evolved systems. In Fig. 14 we show again the perturbations of the configuration that appears in Figs. 9 and 11 (left axis), and the corresponding ones for the scaled system with λ = 0.1 
The minimum of the gravitational potential for the initial configurationψ(x,0) = e −(x/2.75) 2 is shown. Superposed it is also the rescaled evolution for the corresponding configuration using λ = 2, that is ψ(x, 0) = 4.0e
The data files were not modified, and the ranges shown in the axis confirm the scaling properties of the SN system. For this case, |Umin − λ 2Û min| < 2 × 10 −6 , i.e., the difference is unnoticeable in the plot.
(right axis). As stated in Sec. II F, it is easily seen that the perturbations are related by the scaling transformation δρ = λ 4 δρ. 
E. Equilibrium configurations in excited states
Excited equilibrium configurations (also called n-node configurations) are also stationary solutions of the SN system, and the aim of this section is to investigate whether they are stable. What we find here is that, in general, all excited configurations are intrinsically unstable and decay onto 0-node configurations by emitting scalar matter.
As a representative example of such decay, we show the numerical evolution of a 1-node equilibrium configuration in Fig. 15 . Even though this excited configuration is initially virialized (K/|W | = 0.5) and only perturbed by means of the discretization error, it ejects mass and settles down onto a 0-node equilibrium configuration, as it can be seen from the plots of the profiles of x 2 ρ as the evolution proceeds.
At later times, the energy density of the evolved 1-node system oscillates with frequency f = 0.0976, which means that it will settle down onto a 0-node equilibrium configuration with a scale parameter λ = f /f = 1.457, wheref is the quasinormal mode found in Sec. II F. That is, the final state is that with M = 3.0 and x max = 1.77. This last fact can be seen in a plot of M vs x max , as in Fig. 16 , where the migration path of a 1-node system can be followed until it ends up at a 0-node equilibrium configuration. The migration paths of different excited equilibrium configurations are also shown in Fig. 16 . Without any added perturbation (apart from the discretization error), they all decay and migrate to a 0-node solution. The latter are represented by the solid curve drawn by the formula
with M 0-node = 2.0622 and x 0-node max = 2.58. This last formula appears from the fact that the scale parameter is given by λ = M/M =x max /x max , see Eq. (15). 
V. GRAVITATIONAL COOLING
In this section, we investigate an interesting issue which arises in the formation of gravitationally bounded objects, in particular, the scalar objects of this manuscript.
It was discovered numerically [4] that, for the SN system, an arbitrary initial configuration settles down into a stable configuration through the emission of scalar matter, with the property that the ratio K/|W | approaches and oscillates around 0.5 at late times, which means that the system is around virialization.
This so-called gravitational cooling is so efficient, that allows the virialization of overwarmed systems for which K/|W | > 1 initially. This is to be compared to the inability of the violent relaxation process to virialize such systems.
For the rest of this section, we study with more detail the gravitational cooling of arbitrary scalar systems whose evolution is dictated by the SN system. As we shall see, the results confirm the ability of the gravitational cooling to virialize all possible initial configu-rations, even if they are too overwarmed. This section complements the relativistic studies in [6] .
To begin with, we evolve the same configuration presented in [4] , but properly scaled in the form ψ(0,x) = 4.5e
that is, we are using the scale parameter λ = 0.01. The spatial and time resolutions were ∆x = 5 × 10 −3 and ∆τ = 1.25 × 10 −5 , respectively; and the run was followed up toτ = 6 while the physical boundary was set atx p = 15 (which correspond to τ = 6 × 10 4 and x p = 1500 as in [4] ).
In Fig. 17 , we show the same quantities shown in Fig. 3  of[4] , which are the virialization K/|W | and the total energy of the system E = K + W ; the corresponding graph of the mass is shown in Fig. 18 and will be discussed later. Even though the results agree qualitatively, we find that the values of the mass and the total energy at the end of the run are not the same. The system seems to settle down onto an equilibrium configuration with a (non-scaled) mass of around M = 0.45. But, this value is within the relativistic realm, since for Newtonian equilibrium configurations M < 0.08. Thus, we consider it would be more appropriate to evolve the system (36) using the relativistic EKG equations.
We made a numerical run of the EKG system for a real scalar field, using the following initial profiles for the scalar field and its time derivative, respectively,
as follows from Eq. (10a) and the post-Newtonian rules. The spatial and time resolutions of this relativistic evolution were ∆x = 0.5 and ∆τ = 0.01, respectively, while the numerical boundary was set at x N = 1500.
For comparison, we plot in Fig. 18 the total mass of the SN system with that of the EKG system. Initially, both systems have the same mass, but the path followed by each system is different as the evolution proceeds. As we mentioned before, we believe that the true final state is that of the relativistic system, which in this cases corresponds to a relativistic oscillaton.
At this point, we would like to mention that the comparison between violent relaxation and the gravitational cooling is not appropriate in this example. As Fig. 18 shows, the initial configuration is so massive that it cannot disperse away because of the intervention of strong gravitational effects fully accounted by the Einstein equations, despite the large initial ratio K/|W | = 1.4. Actually, the inclusion of relativistic effects can prevent the appearance of the gravitational cooling and make the systems collapse into a black hole [6] . Nevertheless, we have indeed found that the gravitational cooling is a very efficient mechanism for Newtonian systems (for the relativistic case see [4, 6] ) even in the case in which K/|W | > 1.
To investigate this, we have made runs with an initial Gaussian profile of the form ψ(0, x) = ψ 0 e will take a longer time for them to virialize completely.
The examples with ψ 0 = 0.93 (K/|W | τ =0 = 1.225) and ψ 0 = 0.92 (K/|W | τ =0 = 1.252) illustrate how long it takes for a system to virialize as we consider lower values of ψ 0 . For instance, for ψ 0 = 0.92, the system will need much more time than shown in Fig. 19 to begin to virialize, but we can anticipate that it will follow a similar path as ψ 0 = 0.93. Actually, the migration paths of these systems were obtained by evolving them up to times of the order τ > 10 4 . These examples show that all overcooled profiles (K/|W | < 0.5) rapidly settle down onto a 0-node equilibrium configuration, but overwarmed profiles require much longer times to stabilize, a fact that makes them difficult to evolve numerically.
Despite of this, we conclude that if the overwarmed runs are followed during a sufficient long time, they will always find their way to an appropriate 0-node equilibrium configuration. The reason for this is that there is an infinite number of 0-node equilibrium configurations, including those in which the scale parameter is too small, λ ≪ 1; that is, there is always an equilibrium configuration available for any evolved initial profile.
VI. CONCLUSIONS
In this paper, we have studied the evolution of a selfgravitating scalar field in the Newtonian regime using numerical methods. The latter were systematically tested for their accuracy, convergence and reliability. In all cases, the numerical code gave the expected correct results of the 0-node equilibrium configurations and its perturbations. Also, the numerical code preserved the scaling invariance of the SN system all along the time of the evolutions.
An important point was the boundary condition imposed on the SN system. We found that the implementation of a sponge by adding an imaginary potential is an appropriate boundary condition. It allowed us to maintain under control the amount of scalar matter reflected by the numerical boundary.
Our results imply that 0-node equilibrium configurations are intrinsically stable against radial perturbations, and that they play the important role of final states arbitrary scalar systems settle down onto in the Newtonian regime. On the contrary, excited equilibrium configurations were found to be intrinsically unstable configurations. Even though they are initially virialized, they evolve towards a 0-node solution.
An important point here is that, due to the scaling properties of the SN system, the study of the whole space of possible equilibrium configurations was reduced to the analysis of some properly sized configurations. Moreover, the same was done to study non-equilibrium configurations to give simplified and accurate simulations.
Last but not least, we retook the analysis of the gravitational cooling within the Newtonian regime of scalar fields. The main result is that, in the weak field limit, the gravitational cooling is a very efficient mechanism, which allows any initial configurations to decay into a 0-node Newtonian scalar soliton. So far, we have not found any evidence for systems that disperse away by ejecting all their mass.
We expect that the results presented here would provide useful information about structure formation in the universe, not only regarding models of scalar field dark matter as in [1, 5, 33, 34, 35] , but also about other models whose dynamics is governed by the SN system beyond spherical symmetry as in [2] , case about which we expect to report in the near future. fruitful discussions. L.A.U-L. acknowledges the kind hospitality of the AEI where part of this work was developed, and the support from PROMEP and Guanajuato University projects. This research is partly supported by the bilateral project DFG-Conacyt 444-113/16/3-1.
