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Multi-Agent-System based Distributed Coordinated Control for 
Radial DC Microgrid Considering Transmission Time Delays 
Chunxia Dou , Dong Yue, Senior, IEEE, Josep M. Guerrero, Fellow, IEEE, Xiangpeng Xie, and Songlin Hu 
Abstract—This paper focuses on a multi-agent based distributed 
coordinated control for radial DC microgrid considering trans-
mission time delays. Firstly, a two-level multi-agent system is 
constructed, where local control is formulated based on local 
states and executed by means of the first-level agent, and dis-
tributed coordinated control law is formulated based on 
wide-area information and executed by means of the secondary- 
level agent in order to improve the voltage control performances. 
Afterwards, the research mainly focuses on designing the local 
controller and the distributed coordinated controller. For pur-
pose of robust stability, the local control is designed as local 
state-feedback based H∞ robust controller. It is worth mention-
ing that the distributed coordinated control consists of local state 
feedback control and decoupling coordinated control law that 
only come from adjacent DER units. Moreover, the distributed 
coordinated controller is designed by means of delay-dependent 
H∞ robust control method taking into account transmission time 
delays. Finally, the validity of the proposed control scheme is 
demonstrated by means of simulation results. 
Index terms—DC microgrid, multi-agent-system, distributed 
coordinated control, time delay, robust control 
I.  INTRODUCTION 
H
so
E increasing penetration of DC renewable energy 
urces and increasing use of DC loads have motivated a 
growing interest in DC microgrid (MG) [1], [2]. The DC 
network can integrate various kinds of small DC or non-60Hz 
frequency distributed energy resources (DERs) such as 
photovoltaic arrays, wind turbine and battery etc. to supply 
DC loads more efficiently. DC MGs have several advantages 
over their AC counterparts [3]. For instance, the control re-
garding reactive power and frequency is not an issue. So DC 
MGs have been widely regarded as one of the best means of 
using renewable energy resources to meet DC load demand.  
The major concern in the stabilization operation problem of 
DC MGs is how to design a feasible and efficient control 
scheme to maintain bus voltage stabilization. In the last a few 
years, many researches considered the decentralized “peer to 
peer” control, which means that each DER subsystem is con-
trolled independently based on its local available information, 
for example local droop control scheme [4]. This control 
mode is obviously feasible and efficient [5], [6]. However, the 
bus voltage of each DER subsystem usually changes with the 
DER operation state. Therefore, the decentralized “peer to 
peer” control scheme may lead to a large steady voltage de-
viation between two DER units. In order to solve this problem, 
many researchers proposed hierarchical coordinated strategies 
[7]-[9]. The secondary coordinated strategies are ordinarily 
divided into three types: the centralized communication and 
control scheme [10], centralized communication and decen-
tralized control scheme [11] and distributed coordinated con-
trol scheme [12]-[17]. Due to huge dimensionality of MG and 
communication pressure, the first scheme is neither applicable 
nor economic. Although the second scheme implements sec-
ondary adjustment in a decentralized manner, but it still de-
pends on global information, which leads to communication 
pressure and decreased reliability. On the contrary, as an ef-
fective means, the third scheme recently has attracted more 
attentions. In the distributed coordinated control scheme, a 
local controller of each DER unit at the first level is helped by 
a distributed coordinated controller at the secondary level. 
The secondary-level controller uses remote transmission sig-
nals that only come from the adjacent DER unit to synthesize 
decoupling control law in order to improve control perform-
ance. So this kind of scheme only depends on low bandwidth 
communication. However, In a MG, DERs are very dispersive 
and loosely connected to each other, so even two adjacent 
DERs are far away. When the control signals that come from 
adjacent DER unit are transmitted through the transmission 
line, communication delay is unavoidably introduced [18]. In 
general, the communication delay can vary from tens to sev-
eral hundred milliseconds or more [18], [19]. The existence of 
time delays would deteriorate the control performance. 
Therefore, when designing the distributed coordinated control 
scheme, the time delay should be taken into consideration. 
The time delay stabilization problem can be classified into 
two types: delay-independent stabilization [20] and de-
lay-dependent one [21].The delay-independent stabilization is 
considered more conservative in general than the de-
lay-dependent one, especially for the system where time delay 
is actually small. Due to communication delays in MG are 
within the range of several hundred milliseconds [19], so the 
less conservative delay-dependent stabilization approach is 
more suitable for designing the distributed coordinated con-
trol scheme.  
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Moreover, with respect to the two-level distributed coordi-
nated scheme, the multi-agent system (MAS) technique is one 
of the best choices to make the control much intelligent and 
flexible [22]. MAS is composed of multiple agents, where 
each agent is not only autonomous and intelligent, but also 
interacts with each other in a cooperation manner, so that 
MAS is able to handle complex problems in a more flexible 
and intelligent way. So far, the researches regarding manage-
ment and control of MGs had been done in multi-agent ap-
proach [23], [24]. In this paper, a two-level MAS based dis-
tributed coordinated control scheme is proposed, where each 
DER unit is associated with a unit control agent at the first 
level to deal with local control for its unit system, also where 
there is a distributed coordinated agent at the secondary level 
to implement the distributed coordinated control.  
The research is decomposed into the following steps: (i) 
The MAS based distributed coordinated control scheme is 
constructed. Also the structures of two levels of agents are 
designed, respectively. (ii) According to the bus voltage de-
viation between any two adjacent DER units, the secon-
dary-level agent determines what kind of control mode it 
needs to execute. (iii) Both local and distributed coordinated 
controllers in four kinds of control modes are designed. For 
purpose of robust stability, the local control is designed as 
local state-feedback based H∞ robust controller. It is worth 
mentioning that, the distributed coordinated control consists 
of local state-feedback control and decoupling coordinated 
control law that only come from adjacent DER units, so that 
communication pressure is decreased largely. Moreover, for 
improving control performance, the distributed coordinated 
control is designed by means of delay-dependent H∞ robust 
control method taking into account the communication time 
delays. The sufficient conditions for controller existence in 
four kinds of control modes are transformed into line matrix 
inequality (LMI) convex optimization problem. (iv) The va-
lidity of the proposed control scheme is demonstrated by 
means of simulation study.  
II. THE MAS BASED DISTRIBUTED COORDINATED CONTROL 
SCHEME OF DC MG 
The proposed MAS based distributed coordinated control 
scheme for radial DC MG is depicted in Fig.1. The radial DC 
MG contains multiple DER units connected with each other in 
proper order through a DC line. And each DER unit supplies a 
local load connected on the point of common coupling (PCC) 
node. Here, a hierarchical MAS that consists of first-level unit 
control agents and secondary-level distributed coordinated 
control agents, is proposed to implement distributed coordi-
nated control for the radial DC MG.   
 
Fig.1 MAS based distributed coordinated control scheme 
Corresponding to Fig.1, each first-level unit control agent is 
mainly responsible for formulating and implementing the lo-
cal control for its DER unit. It is designed as hybrid agent, 
which is composed of reactive layer and deliberative layer as 
shown in Fig.2. The reactive layer is defined as “recognition, 
perception and action” and has priority to respond quickly to 
emergencies of environment. The deliberative layer is defined 
as “belief, desire and intention”, and has high intelligence to 
control the dynamic behavior of its DER unit.  
D
istributed 
C
oordinated 
C
ontrol Law
 
Fig.2 Structure of the first-level unit control agent 
Each secondary-level distributed coordinated control agent 
is mainly responsible determining what kind of control mode 
and implementing the distribution coordinated control law for 
its DER unit to improve control performance. The distributed 
coordinated control law is formulated by using wide-area 
states that only come from the adjacent DER unit. Each sec-
ondary-level agent is designed as a deliberative agent. The 
voltage deviation between any two adjacent DER units is es-
timated in voltage assessment module. The distributed coor-
dinated control law is formulated in decision-making module. 
When the voltage deviation is larger than a specified threshed, 
the distributed coordinated control law is executed through 
action implementation module. 
In the hierarchical MAS, the interactive manner among 
agents divides into two categories [25]: no fixed master-slave 
mode and master-slave mode. For example, when the request 
of one unit agent is responded by another unit agent, this kind 
of interaction is no fixed master-slave mode. While when the 
distributed coordinated control agent requests to send the co-
ordinated control law to the unit agent, the request must be 
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responded by the unit agent, in this case this kind of interac-
tion is master-slave mode. The request of the coordinated 
control agent has the higher priority than that of any unit 
agent. 
Knowledge
Base
Decision Making Module—
Distributed Coordinated  Controller
Action Implementation Module—
Implement Coordinated Control
Voltage Assessment  
Module
Control Flow Information and Data Transmission Unit Control Agent
D
istributed 
C
oordinated 
C
ontrol Law
 
Fig.3 Structure of the secondary-level distributed coordinated control agent 
III. CONTROL MODE AND DYNAMIC MODELING  
Corresponding to Fig.1, the dynamic model of any three 
adjacent DER units is built as shown in Fig.4. In Fig.4, the pth 
DER is connected among both qth and rth DERs through DC 
lines with different impedances specified by parameters Rpq 
=Rqp > 0, Lpq > 0, Rpr =Rrp > 0 and Lpr > 0. In each DER unit, a 
Buck converter is presented to supply a local DC load con-
nected to the PCC through a LC filter. The local load is un-
known and is treated as current disturbance. 
 
Fig.4 Dynamic model of three adjacent DER units 
Corresponding to Fig.4, according to Kirchoff’s voltage 
law and Kirchoff’s current law, the following set of equations 
is obtained 
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As [25], since and are currents on DC transmission 
line, 
pqi pri
0 didtdipq dtqp  and 0 dtdidtdi qrpr . Therefore, 
the following equations are given 
pqpqqppq Ruuii )(                (3) 
prprrppr Ruuii )(                (4) 
Remark 3.1: According to Eqs. (3) and (4), when
pqpq uu   
and
prpr uu  , where pq and pr are small specified thresh-
olds, 
pqi and pri are very small, since and are con-
stant. In this case, 
pqR prR
prpq ii  , and are regarded as cur-
rent disturbances, then the three DER units can be described 
as follows 
pqi
)(tvi
pri
)(ti },,{)(DER rqpiti ii )(t iii  ，： Dx ωBxA      (5) 
where  T)(tti),()( itut ii x is state vectors; )()( tutv tii  is input 
variables;  Tpri) pqLp tit (()( ，p it )( ω t ))( ,  Tqp ti )(，Lqq tit )()( ω  
and  Tt)(rpLrr itit )()( ，ω  are disturbance vectors of the three 
DER units, respectively; the coefficient matrices are as fol-
lows 



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i
i LRL
C
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i 1 tiL
0
B ; 


00
11 ii
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D . 
Since there is not coupling in Eq.(5), the three DER units 
can be respectively controlled only by means of their own 
local controller in the first-level unit agent. The local control-
ler design will be discussed in Section IV. A. According to 
Remark 3.1, the control mode of the three DER units is de-
fined as control mode 1.  
Remark 3.2: When 
pq andpq uu  prpr uu  , pqi is no 
longer very small, thus and are also no longer 
deemed as current disturbances. In this case, taking into ac-
count transmission time delay, both pth and qth DER units are 
described in the following form 
prpq ii  pqi
)(~)()()(~)(DER tttvtti iiijjijiiiiji ωDxABxAx  ：     (6)  
where jiqpjqpi  },,{},,{ ; )0(   ，qppq is the trans-
mission time delay between pth DER and qth DER,  T)(),() ijtjijjij titu   B(j t x , is in the same form of Eq.(5), i

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  In Eq.(6), since there is coupling between pth DER and qth 
DER, the two DER units need to be controlled by means of 
the local controller combined with the decoupling coordinated 
control law. The MAS based delay-dependent distributed co-
ordinated controller will be studied in Section IV. B. While 
the rth DER units is still described in the same form of Eq.(5), 
where only ri  . Therefore, the rth DER unit can be con-
trolled only by means of the local controller in the first-level 
unit agent. According to Remark 3.2, the control mode of the 
three DER units is defined as control mode 2. 
Remark 3.3: When 
prpr uu  and pqpq uu  , for the 
same reason, both pth and kth DER units are described in a 
similar form of Eq.(6), where only jirpjrpi  },,{},,{ , 
)0(   ，rppr  is the transmission time delay between the 
pth DER and the rth DER. In this case, the two DER units 
need to be controlled by means of the MAS based de-
lay-dependent distributed coordinated controller. While the 
qth DER units can be described in the same form of 
Eq.(5) ,where only qi  . Therefore, the qth DER unit can be 
controlled only by means of the local controller in the 
first-level unit agent. According to Remark 3.3, the control 
mode of the three DER units is defined as control mode 3. 
Remark 3.4: When 
pqpq uu  and prpr uu  , all currents 
including 
prpq ii  , pq  and pr are no longer dealt as current 
disturbances. In this case, both qth and kth DER units are de-
i i
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4 
scribed in a similar form of Eq.(6) where only pjkqi  },,{
)(~
. 
While the pth DER unit is described as 
)()(
)()(~)(DER
tt
tvttp
prrprpqqpq
ppppqrp
xAxA
BxAx


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tppωD
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where, 




tptptp
ppprppq
pqr LRL
CCRCR
1
111~A , other coefficient 
matrices are in a similar form of Eq.(6) only i },{, rqjp 
)(tix
 TT t)(
. 
The three DER units need to be controlled by means of the 
MAS based delay-dependent distributed coordinated control-
ler. According to Remark 3.4, the control mode of the three 
DER units is defined as control mode 4. 
No matter the local controller or the distributed coordinated 
controller, their control goal is to guarantee the state variables 
(voltage and current) to track their reference values. Therefore, 
here, the tracking reference model is given for the pth, qth and 
rth DER units as follows 
},,{)()()( rqpittt iririri  ，rxAx            (8) 
where represents a desired trajectory for  to fol-
low. ri is a specific asymptotically stable matrix, and 
denotes bounded reference input. 
)(trix
A
)(tir
IV. THE CONTROLLER DESIGN 
A. Local Controller Design in First-level Unit Agent 
When one DER unit (including each DER unit in remark 
3.1, the rth DER unit in remark 3.2, and the qth DER unit in 
remark 3.3) is modeled in the form of Eq.(5), it can be con-
trolled by means of only local controller in the first-level unit 
control agent. The local controller is designed as 
},,{)]()([)( rqpitttv riiii  ，xxK           (9) 
where is local controller parameter matrix of ith DER unit.  iK
Then, by using Eq (5) and Eq.(8), the ith DER tracking con-
trol system under the local controller (9) is written in the fol-
lowing form 
)(ˆˆ)(ˆˆ)(ˆ:DER ttti iiiii ωDxAx             (10) 
where, , , and  T)()()(ˆ ttt TriTii xxx ， iTii tt )()(ˆ rωω ，
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H∞ control performance regarding the tracking error is 
given in the following form 
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where denotes terminal time of control, and the weighting 
matrix . Physical meaning of (11) is that effect of 
any on tracking error  must be attenuated 
below a desire level i
ft
iQ
)(ˆ tiω
0 TiQ
)()( tt rii xx  from viewpoint of energy. H∞ control 
performance with a prescribed attenuation level is useful for a 
robust control design without knowledge of and . )(tiω )(tir
ii )0(ˆ) xP
Considering the initial condition, H∞ control performance 
can be rewritten as follows: 
  ff t TiiTiiiit Ti dtttdttt 020 0(ˆ)(ˆ)(ˆ)(ˆˆ)(ˆ xωωxQx     (12) 
where , and weighting matrix . 




ii
ii
i QQ
QQ
Qˆ 0 ii PP T
According to the following Theorem 4.1, the first-level unit 
control agent can determine the local controller (9) for the ith 
tracking system (10) with the guaranteed H∞ control per-
formance (12) for .  )(ˆ tiω
Theorem 4.1 The ith DER unit tracking control system (10) is 
asymptotically stable with the guaranteed H∞ control per-
formance in (12) for  if there exists , sat-
isfying the following matrix inequality 
)(ˆ tiω 0 Tii PP
0ˆ
ˆˆˆˆ
2
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The proof is given in Appendix A 
The inequality (13) can be transformed into linear matrix 
inequality (LMI) according to the following procedures 
(1) Denote a new matrix  






I
P
I
W
W
0
0
0
0 1ii
i
 
where 01  iiTi PWW , left and right multiplying it into 
(14), it can be obtained 
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(2) Define  
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it is easy to gain  
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1
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iiiiii
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Hence, the inequality (14) is equivalent to LMI. 
Remark 4.1 The local controller design in (9) is transformed 
into the following LMI convex optimization problem  
2
ˆmin iKW ii ， , 
subject to 0 Tii WW  and (14).          (15) 
B. MAS based Distributed Coordinated Controller Design 
1. Distributed coordinated controller design between two 
DER units 
When two DER units (including both pth and qth DER 
units in remark 3.2, as well as both pth and rth DER units in 
remark 3.3) are modeled in the form of Eq.(6), they need to be 
controlled by means of the two-level MAS. The distributed 
coordinated controller is designed as 
)()]()([)( ijjijriiii ttttv  xKxxK          (16) 
where jiqpjqpi  },,{},,{ ; or jirpjrpi  },,{},,{ ; 
is local controller parameter matrix of the ith DER unit, 
is decoupling coordinated control law that comes form jth 
DER unit.  
iK
ijK
By Eqs (6) and (8), the ith tracking control system under 
the controller (16) is given as follows 
)(ˆ)(ˆ)(ˆ)(ˆDER tttti iiijjijiiji ωDxAxAx  ：       (17) 
where jiqpjqpi  },,{},,{ ; or jirpjrpi  },,{},,{ , 
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Then augmented system by integrating the ith DER with the 
jth DER is described as 
)(~~)-(~)(~~)(~DER ttttij ij ωDxAxAx  
：  (18) 
where ; },{, rqjpi   T)(),(),(),()( ~ ttttt TrjTjTriTi xxxxx   ),()(
is the 
state vector of the augmented system, T)(~ tvtvtv ji
 TTjTi ttt )()()(~ ωωω ，
is 
the input vector and is the disturbance 
vector of the augmented system. Moreover, 
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Corresponding to the augmented system (18), H∞ control 
performance can be given as follows: 
  ff t Tt T dtttdttt 020 )0(V)(~)(~)(~~)(~ ωωxQx   (19) 
where , V(0) is Lyapunov function 
initial value. 
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By mans of the following Theorem 4. 2, the two-level 
agents can determine the distributed coordinated controller 
(16) for the augmented system (18) with the guaranteed H∞ 
control performance (19) for .  )(~ tω
Theorem 4.2 Given allowable upper bound  of the time 
delays, the controlled system (18) is asymptotically stable for 
all time-delays satisfying ],0[  ij with the H∞ control per-
formance in (19), if there exist symmetric positive definite 
matrices , ,P S Z , X satisfying the following matrix ine-
qualities   
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and .0


ZY
YX
T
where, , },{, rqjpi  TT YYXPAAPSQ   ~~~ .
The proof is given in the Appendix B. 
The inequality (20) is not linear, so left multiply and right 
multiply matrix  11 ,,,  ZIIPdiag , then define
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~  PKK ii , ,11 PKK jj 11~  PKK ijij , ,11~  PKK jiji
11~  XPPX , 11~  SPPS , 11 ~  PQPQ , 11~ YPPY , 
it is easy to gain, 
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Then the inequality (20) is transformed to LMI (21). 
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  (21) 
where TT YYXAPPASQ ~~~~~~~ 11     . 
Remark 4.2 The distributed coordinated controller design in 
(16) is transformed into the following LMI convex optimiza-
tion problem  
2
~,~,~,~,1min jiijji KKKKP , 
subject to , , and (21)   (22) 01   TPP 0


ZY
YX
T
where },{, rqjpi  . 
2. Distributed coordinated controller design among three
DER units
When three DER units are described as remark 3.4, the 
two-level MAS needs to implement the distributed coordi-
nated control among three DER units. In this case, the distrib-
uted coordinated controller is designed as 
)()]()([)( ijjijriiii ttttv  xKxxK , pjrqi  },,{    (23) 
)()()]()([)( prrprpqqpqrpppp tttttv   xKxKxxK     (24) 
where the definition regarding controller parameters is similar 
to Eq.(16). 
By Eqs (6) and (8), the ith tracking control system under 
the controller (23) is given as follows 
)(ˆ)(ˆ)(ˆ)(ˆDER tttti iiijjijiiji ωDxAxAx  ： , pjrqi  },,{  (25) 
where the coefficient matrices are in a similar form of Eq.(17), 
only pjrqi  },,{ . 
By Eqs (7) and (8), the pth tracking control system under 
the controller (24) is given as follows 
)(ˆ)(ˆ)(ˆ)(ˆ)(ˆDER tttttp ppprrprpqqpqipqrp ωDxAxAxAx  ：   (26) 
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0
~ , other coefficient matrices are 
in a similar form of Eq.(17) only . },{, rqjpi 
Then augmented system by integrating the three DER units is 
described as 
)(~~)-(~)(~~)(~DER 111 ttttpqr ωDxAxAx  
：   (27) 
where  T)(),(),(),(),(),()(~ ttttttt TrrTrTrqTqTrpTp xxxxxxx  is the state 
vector,  T)(), tTrrpr x(),(),(),(),()(~ tttttt TrTrqpqTqTrpTp xxxxxx   T)(),(),()(~ tvtvtv rqptv  is the input vector of the augmented 
system, and  TTrTqTp tttt )()()()(~ ωωωω ，， is the disturbance vec-
tor. Moreover, 
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Remark 4.3 According to the similar design process of Theo-
rem 4.2, the distributed coordinated controller design in (23) 
and (24) is transformed into the following LMI convex opti-
mization problem  
2
~,~,~,~,~,~,~,1
min 
rpprqppqrqp KKKKKKKP
 , 
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regarding  is similar to 
remark 4.2. 
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C. Implementation of the Distributed Coordinated Control 
The pth DER unit in DC MG can be controlled in four 
kinds of modes. The first mode is that the DER unit is con-
trolled only by the local controller in the first-level unit agent. 
The second mode is that the DER unit is controlled by the 
distributed coordinated controller between both pth and qth 
DERs based on MAS. The third mode is by the distributed 
coordinated controller between both pth and rth DERs. The 
fourth mode is by the distributed coordinated controller 
among the pth, qth and rth DERs. The implementation flow-
chart of four kinds of control modes is given in Fig.5. 
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Fig.5 Implementation flowchart of four kinds of control modes based on the MAS 
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V. EXPERIMENT STUDIES 
To evaluate the performance of the distributed coordinated 
control in a radial DC MG, two kinds of cases are designed in 
order to test different scenarios. The two cases mainly focus 
on two aspects: the control performance in response to dif-
ferent load changes, as well as the control performance in 
different time delays. The simulation parameters are given in 
Table.1. 
TABLE 1. SIMULATION PARAMETERS  
Parameter Symbol Value 
DC power supply UDC 1kV 
Output capacitance Cp 2.2mF 
Output capacitance Cq 2.0mF 
Output capacitance Cr 1.8mF 
Converter inductance Ltp 2.0mH 
Converter inductance Ltq 1.8mH 
Converter inductance Ltr 1.6mH 
Converter resistance Rtp 0.2  
Converter resistance Rtq 0.2  
Converter resistance Rtr 0.2  
Transmission line inductance Lpq 2.0 H  
Transmission line resistance Rpq 0.05  
Transmission line inductance Lpr 2.2 H  
Transmission line resistance Rpr 0.06  
A. Case 1: the load demand doubled in the DERj 
The load demand in the DERq increases twice at t=3s in-
stant as shown in Fig.6(a). The load current disturbance leads 
to a big bus voltage deviation between both pth and qth DER 
units, i.e. 
pqpq uu  and prpr uu  . In this case, the secon-
dary-level agent determines to execute the distributed coordi-
nated control mode 2 in both pth and qth DER units after t=3s, 
while the rth DER unit is still controlled by local control 
mode 1. By solving LMI convex optimization problem in 
Remark 4.2, we find that the integrated system of both pth 
and qth DER units is robust stable for any time delays satis-
fying s2848.20  . For the comparison purpose, in 
Figs.6(b) and (c), we firstly give the PCC voltage perform-
ance of both pth and qth DER units still in local control mode 
1 after t=3s. Then the PCC voltage performance in the pro-
posed distributed coordinated control mode 2 is displayed in 
Figs.6(d)-(g) taking into account different time delays. 
 
 
 
 
 
Fig.6 PCC control performance in Case 1 
(a) Load currents in the DERp and DERq; (b) PCC voltage of the DERp in the 
local control mode 1 when =20ms; (c) PCC voltage of the DERq in the local 
control mode 1 when =20ms; (d) PCC voltage of the DERp in the distributed 
coordinated control mode 2 when =20ms; (e) PCC voltage of the DERq in 
the distributed coordinated control mode 2 when =20ms; (f) PCC voltage of 
the DERp in the distributed coordinated control mode 2 when =2s; (g) PCC 
voltage of the DERq in the distributed coordinated control mode 2 when =2s 
From Figs.6(b) and (c), it can be shown that if the two DER 
units are still controlled by means of the local control mode 1 
after t=3s, the PCC bus voltages, especially the PCCq voltage, 
have larger fluctuation. It is because that, only by local con-
troller in each unit control agent, no decoupling control signal 
eliminates the coupling effect between both pth and qth DER 
units, so that the bus voltage deviation can not be controlled 
effectively. From Figs.6(d)-(g), it can be implied that, by 
means of the proposed distributed coordinated control mode 2, 
the PCC voltages of both pth and qth DER units can be stabi-
lized within the secure range with less bus voltage deviation. 
Moreover, although taking into account different time delays, 
the PCC voltage performance in each DER is almost same. It 
is because that, by solving LMI convex optimization problem 
in Remark 4.2, as long as ],0[  pq , the designed distributed 
coordinated controller can guarantee the system optimal con-
trol performance. The above simulation results imply that the 
MAS based distributed coordinated control can improve bus 
voltage performance in response to the load change and dif-
ferent transmission time delays. 
Also for comparison purpose, Fig.7 gives the voltage per-
formance by means of the proposed method of reference [12] 
in Case 1.  
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Fig.7 PCC control performance by means of the proposed method of refer-
ence [12] in Case 1 
(a) PCC voltage of the DERp when =20ms; (b) PCC voltage of the DERq 
when =20ms; (c) PCC voltage of the DERp when =2s; (d) PCC voltage of 
the DERq when =2s 
   When =20ms, the voltage performance in Figs.7(a) and 
(b) by means of the proposed method of reference [12] is 
similar to that in Figs.6(d) and (e), only there is a bit larger 
deviation between both pth and qth bus voltages than in 
Figs.6(d) and (e). While when =2s, compared with Figs.6(f) 
and (g), there are larger voltage fluctuations in Figs.7(c) and 
(d) by means of the proposed method of reference [12] after 
t=3s. These voltage fluctuations can lead to much larger volt-
age deviation between both pth and qth DER units. The com-
parative results above imply that the proposed MAS based 
distributed coordinated control has better control performance 
especially in large time delays. 
B. Case 2: the load changes in both DERp and DERq 
The load demand in the DERq increases twice at t=3s in-
stant, at the same time, the load demand in the DERp de-
creases half as shown in Fig.7(a). The load changes in the two 
DER units result in a larger bus voltage deviation among 
three adjacent DER units, i.e.
pqpq uu  and prpr uu  . 
Therefore, the secondary-level agent determines to execute 
the distributed coordinated control mode 4 for the pth, qth and 
rth DER units after t=3s. By using LMI convex optimization 
technique in Remark 4.3, it can be found that the augmented 
system by integrating the pth, qth and rth DER units is as-
ymptotically stable for any time delays satisfying 
s1774.20  . To evaluate the performance of the distrib-
uted coordinated control by comparison with the local control, 
the PCC voltage performance in the local control mode 1 is 
firstly given in Figs.7(b)-(d). Then taking into account differ-
ent time delays, the PCC voltage performance in the distrib-
uted coordinated control mode 4 is displayed in Figs.7(e)-(j). 
 
 
 
 
Fig.8 PCC voltage control performance in Case 2 
(a) Load currents in the DERp and DERq; (b) PCC voltage of the DERp in the 
local control mode 1 when =200ms; (c) PCC voltage of the DERq in the 
local control mode 1 when =200ms; (d) PCC voltage of the DERr in the 
local control mode 1 when =200ms; (e) PCC voltage of the DERp in the 
distributed coordinated control mode 4 when =200ms; (f) PCC voltage of the 
DERq in the distributed coordinated control mode 4 when =200ms; (g) PCC 
voltage of the DERr in the distributed coordinated control mode 4 
when =200ms; (h) PCC voltage of the DERp in the distributed coordinated 
control mode 4 when =2s; (i) PCC voltage of the DERq in the distributed 
coordinated control mode 4 when =2s; (i) PCC voltage of the DERr in the 
distributed coordinated control mode 4 when =2s 
From Figs.8(b)-(d), it can seen that the local control is not 
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able to maintain the PCC bus voltage stabilization in Case 2. 
There are very large voltage deviations especially between 
both pth and qth DER units since there are larger load changes 
in the two units. From Figs.8(e)-(j), it can shown that by 
means of the proposed distributed coordinated control mode 4, 
at the t=3s instant, the larger load disturbances only lead to a 
bit bus voltage fluctuations in the three DER units, afterwards 
the PCC voltages are rapidly stabilized down almost without 
any deviation in different time delays. The simulation results 
above indicate that the proposed MAS based distributed coor-
dinated control still can ensure the bus voltages performance 
better in the face of larger load disturbances. 
In order to testify the performance regarding current shar-
ing by comparison with the proposed method of reference 
[12], the current performance is given in Fig.9 by using two 
kinds of methods taking into account different time delays in 
Case 2.   
 
 
 
Fig.9 Current control performance in Case 2 
(a) Current of the DERp in the proposed control mode 4 when =200ms; (b) 
Current of the DERq in the proposed control mode 4 when =200ms; (c) 
Current of the DERr in the proposed control mode 4 when =200ms; (d) 
Current of the DERp in the proposed method of reference [12] when =200ms; 
(e) Current of the DERq in the proposed method of reference [12] 
when =200ms; (f) Current of the DERr in the proposed method of reference 
[12] when =200ms; (g) Current of the DERp in the proposed control mode 4 
when  =2s; (h) Current of the DERq in the proposed control mode 4  
when  =2s; (i) Current of the DERr in the proposed control mode 4  
when =2s; (j) Current of the DERp in the proposed method of reference [12]  
when =2s; (k) Current of the DERq in the proposed method of reference [12]   
when =2s; (l) Current of the DERr in the proposed method of reference [12]  
when =2s 
  From Figs.9(a)-(f), it can be shown that when =200ms, the 
current sharing in the three DER units by means of the pro-
posed control mode 4 is a bit better than that in the proposed 
method of reference [12], since after t=4.5s there are a bit cur-
rent deviation among the three DER units by means of the 
proposed method of reference [12]. When =2s, the current 
sharing is almost similar to that when =200ms in the each 
DER unit by means of the proposed control mode 4 as shown 
in Figs.(g)-(i). While by means of the proposed method of 
reference [12], when =2s, after t=3s there are very large cur-
rent fluctuations in the three DER units, which leads to much 
larger current sharing deviation among the three DER units. 
The results above imply that when there is a large time delay, 
the proposed method in this paper can achieve better per-
formance regarding current sharing.  
  In order to illustrate the robust performance of the proposed 
method, we assume that there is a failure of the communica-
tion link between both pth and qth secondary-level agents. 
Still in Case 2, the voltage performance of the three DER units 
is shown in Fig.10. 
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Fig.10 Voltage control performance when there is a failure of the communi-
cation in Case 2 when =200ms 
(a) PCC voltage of the DERp; (b) PCC voltage of the DERq; (c) PCC voltage 
of the DERr  
  If there is no failure of the communication link between 
both pth and qth secondary-level agents, in case 2 the voltage 
performance in the three DER units should be the same as 
Figs.8(e)-(g). Therefore, compared with Figs.8(e)-(g), the 
PCC voltage fluctuations in the three DER units as shown in 
Figs.10(a)-(c) are a bit larger. However, the voltage fluctua-
tions can damp down after t=4.5s. it is because that, though 
there is a failure of the communication link between both pth 
and qth secondary-level agents, but based on the MAS plat-
form, through the interactions between first-level and secon-
dary-level agents of pth DER unit and of qth DER units, as 
well as the interaction between both pth and qth first-level 
agents, the coordinated control laws between both pth and qth 
DER units can be still sent. Therefore, the proposed MAS 
distributed coordinated control method still can guarantee the 
PCC voltage stabilization. Only since it takes a larger time 
when the coordinated control laws are sent than that without 
failure, PCC voltage fluctuations are a bit larger.  
VI. CONCLUSION 
This paper develops a delay-dependent distributed coordi-
nated control based on the two-level MAS, so that the DC 
MG can ensure voltage and current sharing performance bet-
ter in response to large load disturbances and different time 
delays. Compared with the relevant research results, this pa-
per contributes the following original works: The MAS based 
distributed coordinated control is proposed, where beside lo-
cal-state-feedback control in unit control agent, the remote 
states that only come from adjacent DER based on low band-
width communication are used to synthesize decoupling coor-
dinated control law by means of the distributed coordinated 
control agent. Moreover, taking into account transmission 
time delays, the distributed coordinated control is designed by 
means of delay-dependent H∞ robust control method. Finally, 
the better control performance has been demonstrated by 
means of simulation results. 
However, the MAS based distributed coordinated control 
scheme still a bit relies on communication technology. Based 
on communication technology, the scheme can not only be 
applied into DC MG, but also be feasible for controlling any 
kind of smart grids with multiple DERs by extending the con-
trol function of the agents and creating additional agents in 
the system. The future development of this study will focus 
on extending application. 
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Appendix A. Proof of Theorem 4.1: 
Define a Lyapunov function for the tracking system (10) as 
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By the above inequality, it can be implied that if the ine-
quality (13) is satisfied, the ith augmented DER unit system 
(10) is asymptotically stable with the guaranteed H∞ control 
performance in (12) for . The proof is completed. )(ˆ tiω
Appendix B. Proof of Theorem 4.2 
In order to prove the Theorem 4.2, firstly give a Lemma. 
Lemma 1[21] : For all vectors a and b, matrices N、X、Y、Z 
with appropriate dimensions，if , then 0
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where, X and Z are symmetrical positive matrices. 
Define a delay-dependent Lyapunov function for the system 
(18) as 
)(V)(V)(V)(V 321 tttt             (1B) 
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And , ,P S Z  are symmetric positive definite weighting ma-
trices. 
The derivative of along the trajectory of system (18) 
satisfies that 
)(V1 t
  ttTiTi dtttt  )(~)(~2)(~)(~2)(V1 xAPxxAAPx  ）（ )(~~)(~2 ttT ωDPx  
By using Lemma 3.1, it is very easy to obtain 
)(~)(~)(~))((~)(~])()[(~
)(~)(~)(~)(~2


xZxxAPYxxAPYx
xXxxAPx


TTTTT
TT
tt
ttt

  
Then )(~}~~)(~{)(V1 ttt TTT xYYXPAAPx  （  
)}(~~)(~2)(~)(~)(~))((~2 ttdtt T
t
t
TT ωDPxxZxxAPYx       . (2B) 
The derivative of other Lyapunov functions along the trajec-
tory of system (18) satisfy that 
)(~)(~)(~)(~)(V2   ttttt TT xSxxSx        (3B) 


dttt
t
t
TT )(~)(~)(~)(~)(V3 xZxxZx           (4B) 
Then, it can be obtained 
dtttttdttt
ff t T
f
t
T )}(V)(~~)(~{ )(V)0(V)(~~)(~
00
  xQxxQx  
)(~)~~~)((~{)0(V
0
tt TT
t
Tf xYYXPAAPSQx     
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)(~)(~)(~~)(~2)(~))((~2   tttttt TTT xSxωDPxxAPYx   
)(~)(~ ttT xZx  dttttt TT )}(~)(~)(~)(~ 22 ωωωω    
dttt
t
t
t
t
t
t
T
T
t
T
f
)}(~)(~
)(~
)(~
)(~
~
~
~
~
**
0*
~
)(~
)(~
)(~
)0(V
2
0
2
ωω
ω
x
x
D
A
A
Z
D
A
A
S
DPYAP
ω
x
x


























































 


According to the above inequality, by using Schur com-
plement, it is easy to obtain that, if the inequality (20) hold, 
the system (18) is asymptotically stable with the H∞ per-
formance in (19). This completes the proof. 
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