Recently, a new regularized least squares approach to linear system identification has been introduced where the penalty term on the impulse response is defined by so called stable spline kernels. They encode information on regularity and BIBO stability, and depend on a small number of parameters that can be estimated from data. In this paper, we provide new nonsmooth formulations of the stable spline estimator. In particular, we consider linear system identification problems in a very broad context, where regularization functionals and data misfits can come from a rich set of piecewise linear quadratic functions. Moreover, our analysis includes polyhedral inequality constraints on the unknown impulse response. For any formulation in this class, we show that interior point methods can be used to solve the system identification problem, with complexity O(n 3 ) + O(mn 2 ) in each iteration, where n and m are the number of impulse response coefficients and measurements, respectively. The usefulness of the framework is illustrated via a numerical experiment where output measurements are contaminated by outliers.
I. INTRODUCTION
The classical approach to linear system identification is given by Parametric Prediction Error Methods (PEM) [1] , [2] . First, models of different and unknown order, e.g. ARX or ARMAX, are postulated and identified from data. Then, they are compared using either complexity measures such as AIC or cross validation (CV) [3] , [4] . Some limitations of this approach have been recently described in [5] (see also [6] for an analysis of CV). This has led to the introduction of an alternative technique, where identification is seen as a function learning problem formulated in a possibly infinite-dimensional space [5] , [7] . In particular, the problem is cast in the framework of Gaussian regression [8] : the unknown impulse response is modeled as a Gaussian process, whose autocovariance encodes available prior knowledge. This approach was subsequently given an interpretation in a Regularized Least Squares framework [9] . The new estimators proposed in [5] , [10] rely on a class of autocovariances, called stable spline kernels, which include information on the exponential stability of the unknown system. The impulse response is modeled as the m-fold integration of white Gaussian noise subject to an exponential time transformation. The first-order stable spline kernel has been recently derived using deterministic arguments [9] , and named the TC kernel. An even more sophisticated covariance for system identification, the so called DC kernel, is also described in [9] . All of these kernels are defined by a small number of unknown hyperparameters, which can be learned from data, e.g. by optimizing the marginal likelihood [11] . This procedure resembles model order selection in the classical parametric paradigm, and theoretical arguments supporting it are given in [12] . Once the hyperparameters are found, the estimate of the system impulse response becomes available in closed form. Extensive simulation studies have shown that these new estimators may hold significant advantages over classical estimators. All of the new kernel-based approaches discussed in [5] , [7] , [9] rely on quadratic loss and and penalty functions. As a result, in some circumstances they may perform poorly. In fact, quadratic penalties are not robust when outliers are present in the data [13] , [14] . In addition, they neither promote sparse solutions, nor select small subsets of measurements or impulse response coefficients with the greatest impact on the predictive capability for future data. These are key issues for feature selection and compressed sensing [15] , [16] , [17] . The limitations of quadratic penalties motivate alternatives for both loss and regularization functionals. For example, popular regularizers are the the 1 -norm, as in the LASSO [18] , or a weighted combination of 1 and 2 , as in the elastic net procedure [19] . Popular fitting measures robust to outliers are the 1 -norm, the Huber loss [13] , and the Vapnik εinsensitive loss [20] . Recently, all of these approaches have been cast in a unified statistical modeling framework [12] , [21] , where solutions to all models can be computed using interior point (IP) methods. The aim of this paper is to extend this framework to the linear system identification problem. In particular, we propose new impulse response estimators that are constructed using stable spline kernels and arbitrary piecewise linear quadratic (PLQ) penalties. Generalizing the work in [12] , [21] , we also allow the inclusion of inequality constraints on the unknown parameters. This generalization can be used to efficiently include additional information -for example, nonnegativity and unimodality of the impulse response -into the final estimate. We show that all of these models can be solved with IP techniques, with complexity that scales well with the number of output measurements. These new identification procedures are tested via a Monte Carlo study where output error models are randomly generated and output data is corrupted by outliers. We compare the performance of the classical stable spline estimator that uses a quadratic loss with the performance of the new estimator that uses 1 loss. The structure of the paper is as follows. In Section II, we formulate the problem and briefly review the stable spline estimator described in [5] , [9] . In Section III we introduce the new class of non smooth stable spline estimators, review the class of PLQ penalties, and generalize the framework in [22] by including affine inequality constraints. We also demonstrate how IP methods can be used to efficiently compute the impulse response estimates. In Section IV, the new approach is tested via a Monte Carlo study, where measurements are corrupted by outliers. We end the paper with Conclusions, and include additional proofs in the Appendix.
II. PROBLEM STATEMENT AND THE STABLE SPLINE ESTIMATOR

A. Statement of the problem
Consider the following linear time-invariant discrete-time system
where s is the output, q is the shift operator (qu(t) = u(t +1)), G(q) is the linear operator associated with the true system, assumed stable, u the input and e the i.i.d. random noise. Assuming the input u known, our problem is to estimate the system impulse response from noisy measurements of s.
B. The stable spline estimator
We now briefly review the regularized approach to system identification proposed in [5] , [9] . For this purpose, denote by x ∈ R n the (column) vector containing the impulse response coefficients. Here, in contrast to classical approaches to system identification, the size n is chosen sufficiently large to capture system dynamics rather than to establish any kind of trade-off between bias and variance. It is useful to rewrite the measurement model (II.1) using the following matrix-vector notation
where the vector z ∈ R m contains the m output measurements, H is a suitable matrix defined by input values, and E denotes the noise of unknown variance σ 2 . Then, the stable spline estimator is defined by the following regularized least squares problem:
where the positive scalar γ is a regularization parameter, and Q ∈ R n×n can be taken from the class of stable spline kernels [10] . In particular, adopting the discrete-time version of the stable spline kernel of order 1, the (i, j) entry of Q is
Above, α is a kernel hyperparameter which corresponds to the dominant pole of the system, and is typically unknown. This kernel was also studied in [9] , where it was called the tuned/correlated (TC) kernel. Motivations underlying the particular shape (II.4) have been discussed under both a statistical and a deterministic framework, see [23] and [24] . Note that the estimator (II.3), equipped with the kernel (II.4), contains the unknown hyperparameters α and γ. These can be obtained as follows. First, the estimateσ 2 of σ 2 can be computed by fitting a low-bias model for the impulse response using least squares. Then, one can exploit the Bayesian interpretation underlying problem (II.3): if the noise is Gaussian, it provides the minimum variance estimate of x when the impulse response is modeled as a Gaussian vector independent of E with autocovariance λ Q. Here, λ is an unknown scale factor equal to σ 2 /γ. The estimates of λ and α are obtained by maximizing the marginal likelihood (obtained by integrating x out of the joint density of z and x). This gives
and I m the m × m identity matrix (see [5] for details). LetQ be the matrix defined in (II.4) with α set to its estimateα. Then, setting Q toQ and γ toσ 2 /λ in (II.3), we obtain the impulse response estimatê
III. NEW NON SMOOTH FORMULATIONS OF THE STABLE
SPLINE ESTIMATOR
To simplify the problem formulation, it is useful to introduce an auxiliary variable y, and to rewrite the classical stable spline estimator (II.3) using the following relationships:
It is apparent that this estimator uses quadratic functions to define both the loss (z − HLy) 2 and the regularizer y 2 .
In the rest of the paper we study a generalization of (III.2) given by
where Y is a polyhedral set (which can be used e.g. to provide nonnegativity information on the impulse response x = Ly), and V , W are defined by the piecewise linear quadratic functions introduced in the next subsection.
A. PLQ penalties where U ⊂ R K is a nonempty polyhedral set, defined by When 0 ∈ U, the associated function is a penalty, since it is necessarily non-negative. {uy} .
The function inside the sup is maximized by taking u = sign(y), hence ρ(y) = |y|. 2) Huber: Take U = [−κ, κ], M = 1, b = 0, and B = 1.
We obtain
with three explicit cases: a) If y < −κ, take u = −κ to obtain −κy − 1 2 κ 2 . b) If −κ ≤ y ≤ κ, take u = y to obtain 1 2 y 2 . c) If y > κ, take u = κ to obtain a contribution of κy − 1 2 κ 2 . 3) Vapnik loss is given by (y − ε) + + (−y − ε) + . We obtain its PLQ representation by taking where Y is a polyhedral set, described by
B. Optimization with PLQ penalties
with A ∈ R N×P . After studying this problem, we will come back to consider the estimator (III.3). It turns out that a wide class of problems (III.6) are solvable by interior point (IP) methods [26] , [27] . IP methods solve nonsmooth optimization problems by working directly with smooth systems of equations characterizing the optimality of these problems. [22, Theorem 13 ] presents a full convergence analysis for IP methods for formulations (III.6) without inequality constraints, so Y = R n in (III.6). While a generalization of the full analysis to cover inequality constraints is out of the scope of this paper, we present an important computational result showing that constraints can be included in a straightforward manner, and provide the computational complexity of each interior point iteration. Moreover, the proof of the result (given in Appendix) shows that constraints help the numerical stability of the interior point iterations. 
(III.8) Corollary 3.5: Suppose also that M and C have on the order of K entries, and C is such that CC T is diagonal. Then problem (III.3) can be formulated as a minimization problem of the form (III.6), and every interior point iterations can be computed with complexity O((P + K + n)n 2 ). When A has on the order of n entries and K ∼ O(n + m), this simplifies to O(n 2 (m + n)).
The assumptions on the structure of M and C are satisfied for many common PLQ penalties. For example, for 2 we have M = I and C = 0, while for 1 , M = 0 and C contains two copies of the identity matrix.
Note that the computational complexity of the IP method scales linearly with the data set size m which, in the system identification scenario, is typically much larger than the number of unknown impulse response coefficients n.
IV. MONTE CARLO STUDY
We consider a Monte Carlo study of 300 runs. At each run, a discrete-time system of 30th order is randomly obtained following the approach described in [9] . The system input at each run is white Gaussian noise of unit variance. The input delay is always equal to 1, and this information is given to every estimator used in the Monte Carlo study described below. Data consists of 400 input-output pairs, which are collected after getting rid of initial conditions, and corrupted by a noise generated as a mixture of two normals with a fraction of outlier contamination equal to 0.2; i.e., e i ∼ 0.8N(0, σ 2 ) + 0.2N(0, 100σ 2 ).
Here, σ 2 is randomly generated in each run as the variance of the noiseless output divided by the realization of a random variable uniformly distributed on [1, 10] . With probability 0.2, each measurement may be contaminated by a random error whose standard deviation is 10σ . The quality of an estimator is measured by computing the fit measure at every run. To be more specific, given a generic dynamic system represented by S(q), let S(q) 2 denote the
During the Monte Carlo simulations, the following 5 estimators are used: In comparison with the other estimators, the performance of SS+ 2 and Oe+CV is negatively influenced by the presence of data contamination. The reason is that both of these estimators use quadratic loss functions. However, SS+ 2 largely outperforms Oe+CV. Focusing now on numerical schemes equipped with robust losses, we see that SS+ 1 outperforms Oe+CVrob. It provides the best results among all the estimators that can be practically implemented: the stable spline kernel introduces a suitable regularization, while the 1 loss guards against outliers.
V. CONCLUSIONS
We have extended the stable spline estimator to a nonsmooth setting. Quadratic losses and regularizers can now be replaced by general PLQ functions, which allow new applications, such as robust estimators in the presence of outliers in the data. In addition, we presented an extended formulation that is able to incorporate affine inequality constraints on the unknown impulse response, which can be used (for example) to incorporate non-negativity of the impulse response into the estimate. We have shown that the corresponding generalized estimates can be computed in an efficient way by interior point methods. Finally, our simulation results showed a significant performance improvement of the stable spline kernel with 1 loss over previous art.
VI. APPENDIX
A. Proof of Theorem 3.4
From [25] [Example 11.47], the Lagrangian for problem (III.6) for feasible (y, u) is given by
Using the explicit characterizations of U and W , the optimality conditions for (III.6) are
(see [25] and [28] for more details). The inequality constraint in the definition of U in (III.5) can be reformulated using slack variables s, r:
All of these equations yield the KKT system for (III.6):
The last two sets of equations in (VI.2) are known as the complementarity conditions. Solving the problem (III.6) is then equivalent to satisfying (VI.2), and there is a vast optimization literature on working directly with the KKT system. In the Kalman filtering/smoothing application, interior point methods have been used to solve the KKT system (VI.2) in a numerically stable and efficient manner, see e.g. [29] . An interior point approach applies damped Newton iterations to a relaxed version of VI.2:
The relaxation parameter µ is driven aggressively to 0 as the method proceeds. Every Newton iteration solves
Using the row operations
we arrive at the system 
Note that s, q, r, and w are componentwise positive (which holds for every nonzero µ), while B is injective (see Definition 3.1), hence B T T −1 B is a square matrix of full rank. The term AR −1 WA T is also positive semidefinite, and only serves to stabilize the inversion of the final term. Therefore, we can carry out Newton iterations on the µ-relaxed system. To show the computational complexity, we give the full interior point iteration, which is derived by applying the row operations used to obtain the upper triangular system to the right hand side −F µ , then solving for ∆y, and back substituting.
(VI.5) Note that if C has on the order of K entries, the matrix T can be constructed in O(K) operations. If T is diagonal, building B T T −1 B takes O(n 2 K) operations. The matrix ADA T can be formed in O(Pn 2 ) operations in general, and in O(n) operations when A has on the order of n entries. Ω is in R n×n , so can be inverted in O(n 3 ) operations. These operations dominate the complexity, giving the worst case bound O((P + K + n)n 2 ), given the assumptions on C and T .
B. Proof of Corollary 3.5
To translate (III.3) to (III.6), we have to specify the structures A, B, b,C, c, which capture the impulse response constraints, the injective linear model, and the structure of U, respectively.
Suppose that ρ w (y) and ρ v (x) are given by Adding ρ v and ρ w together, we obtain the general system identification objective with the following specification:
The matrix A and vector a encodes the constraints, as given by (III.7). This completes the specification. The complexity result follows immediately from the assumptions on A, B,C and Theorem 3.4. It is also worthwhile to consider the structure of (VI.5). First, note that
so in fact T is block diagonal. This fact gives a more explicit formula for Ω:
When A is sparse and K ∼ O(n + m), Ω can be formed and inverted in n 2 (m + n) operations, which is linear in m as claimed.
