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(Manuscript received 21 September 2011, in final form 4 June 2012)
ABSTRACT
The trends in wind speed at a typical wind turbine hub height (80 m) are analyzed using the North
American Regional Reanalysis (NARR) dataset for 1979–2009. A method, assuming the wind profile in the
lower boundary layer as power-law functions of altitude, is developed to invert the power exponent (in the
power-law equation) from the NARR data and to compute the following variables at 80 m that are needed for
the estimation and interpretation of the trend in wind speed: air density, zonal wind u, meridional wind y, and
wind speed. Statistically significant and positive annual trends are found to be predominant over the contiguous United States, with spring and winter being the two largest contributing seasons. Positive trends in
surface wind speed are generally smaller than those at 80 m, with less spatial coverage, reflecting stronger
increases in wind speed at altitudes above the 80-m level. Large and positive trends in winds over the
southeastern region and high-mountain region are primarily due to the increasing trend in southerly wind,
while the trends over the northern states (near the Canadian border) are primarily due to the increasing trend
in westerly wind. Trends in the 90th percentile of the annual wind speed, a better indicator for the trend in
wind power recourses, are 40%–50% larger than but geographically similar to the trends in the annual mean
wind speed. The probable climatic drivers for change in wind speed and direction are discussed, and further
studies are needed to evaluate the fidelity of wind speed and direction in the NARR.

1. Introduction
Fossil fuels provide almost 80% of the world’s energy
supply (Metz et al. 2007). In an effort to reduce the
greenhouse gases emitted from the burning of fossil
fuels, the last two decades have seen a rapid growth in
harvesting wind power, an important form of renewable
power. Between 1996 and 2010, the global installed wind
power capacity increased from nearly 1280 MW to
35 802 MW (GWEC 2011). In the United States, the
wind power–generating capacity has grown by an average of 29% per annum from 2003 to 2007 (AWEA 2009),
and was reported as 1032 GW according to McElroy
et al. (2009). Archer and Jacobson (2003), based upon
surface observation data and radiosonde data, found
that one-quarter of the United States may be suitable for
providing electric power from wind at a direct cost equal
to that of the costs required to extract new natural gas or
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coal. While wind is often considered a sustainable power
source, many recent studies based upon surface observations found a declining trend in surface wind speed
over the last five decades in many parts of the world (as
summarized in Table 1), including Australia (Roderick
et al. 2007; McVicar et al. 2008), China (Xu et al.
2006a,b), Europe (Pirazzoli and Tomasin 2003), and
North America (Klink 1999; Tuller 2004; Pryor et al.
2007; Hundecha et al. 2008). Over the United States,
Pryor et al. (2009) found a 0.84 6 0.32 m s21 decrease in
the 90th-percentile 10-m winds from 1973 to 2005.
Admittedly, the declining trends of surface wind
reported by previous studies generally are small
(,0.1 m s21 yr21; Table 1) and hence are unlikely to
interrupt the sustainability of wind energy resources, at
least during the life span of a typical wind power plant
(presumably 20–30 years) (Pryor and Barthelmie 2011).
It is still important to assess the distribution of the trend
in wind speed at the continental to global scale, however, to better understand the causes of the trend as well
as to develop wind farms strategically and economically
(Pryor et al. 2009; Griffin et al. 2010). This is especially
true in the continental United States, where wind farms
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TABLE 1. Summary of previous work showing the declining trend in near-surface wind speed.

Location

Time span

No. of sites

Trend (m s21 yr21)

Heighta (m)

Reference

Australia
Australia
United States
United States
China
China
Loess Plateau, China
Italy

1975–2006
1975–2004
1960–90
1973–2005b
1960–2000
1969–2000
1980–2000
1955–96

163
41
176
193
150
305
52
17

20.009
20.01
20.004
20.026
20.008
20.2
20.01
20.013

Station data: 2; model data: 10
2
6–21
10
10
10
10
Unavailable

Canada
Canada

1979–2004
1950–95c

13
4

Variable
20.017

10
3–92

McVicar et al. (2008)
Roderick et al. (2007)
Klink (1999)
Pryor et al. (2009)
Xu et al. (2006a)
Xu et al. (2006b)
McVicar et al. (2005)
Pirazzoli and
Tomasin (2003)
Hundecha et al. (2008)
Tuller (2004)

a
b
c

The altitude at which the wind speed is measured or analyzed.
Period of record includes 1979–2000.
Years are approximate; each station has a different period of record.

(triangles in Fig. 1) have undergone rapid commercial
development (Foltz et al. 2007) and carry a potential to
accommodate up to 16 times the current U.S. demand
for electricity (Lu et al. 2009).
Previous assessments of surface wind speed trend over
the continental United States were conducted by Klink
(1999) for 1961–90 and more recently by Pryor et al.
(2009) for 1973–2005, with ground-based observations.
Pryor et al. (2009) noted, however, that the ground-based

observations, despite their accuracy, are not sufficient
to provide a coherent analysis of the distribution of
the trend in wind speed at the continental scale because
of the limited spatial coverage, temporal discontinuity,
and heterogeneity in the wind measurements. Another
limitation involves inconsistent altitudes (ranging from
2 to 30 m; Table 1) at which wind speeds were measured.
Furthermore, it was found that tree growth around
surface stations can explain between 25% and 60% of

FIG. 1. Mean of annually averaged 80-m wind speeds (m s21) for 1979–2009. The 80-m wind speeds are estimated assuming the wind
profile in the boundary layer as the power-law distribution [Eq. (5)], and their annual averages are computed from their monthly
averages. Triangles represent the location of all U.S. wind farms (as of 31 Dec 2009), with their size being proportional to the farms’
power capacity (kW). Also shown are the western, central, and eastern regions of the contiguous United States, as defined in this
study for the regional analysis of wind power.

2190

JOURNAL OF APPLIED METEOROLOGY AND CLIMATOLOGY

the observed surface wind trend decrease from 1979 to
2008 over many stations around the globe (Vautard et al.
2010).
In contrast, the use of model-based data, given the
uncertainties and occasional errors in the model, allows
for the analysis of wind speed at a continental scale to be
amenable to the physics of that model, which consequently can help with the interpretation of regional
trends (if any) from a synoptic point of view. To evaluate
the trends in wind speed, many recent studies have used
a meteorological reanalysis dataset, which is an optimal
combination of model data and observational data
(McVicar et al. 2008; Pryor et al. 2009; Li et al. 2010;
Vautard et al. 2010). In addition to the negative trends
found in the ground-based observation record, Pryor
et al. (2009) also showed the dominance of positive trends
in the National Centers for Environmental Prediction–
National Center for Atmospheric Research (NCEP–
NCAR) reanalysis and the 40-yr European Centre for
Medium-Range Weather Forecasts (ECMWF) ReAnalysis (ERA-40) for the 50th-percentile and 90thpercentile annual mean wind speed and further found
that wind speed trends at 0000 and 1200 UTC from the
North American Regional Reanalysis (NARR) are opposite in sign over the west. Overall, past studies support
the synthesis by Pryor et al. (2009) that the surface wind
speeds over the continental United States exhibit different and sometimes opposite trends depending on the
dataset used, the time period examined, and the region of
interest (Pryor et al. 2007; McVicar et al. 2008; Pryor et al.
2009; Li et al. 2010; Griffin et al. 2010).
While the implication of the trend in surface wind
speed has often been interpreted in the context of the
development of wind energy (in many aforementioned
studies), it is at 80 m above the surface (i.e., a typical
height for a wind turbine) where wind energy is harvested. Given that wind speed generally increases
(nonlinearly) with altitude in the planetary boundary
layer (Arya 2001), the trend in surface wind that is estimated or measured at either 8 or 10 m above the surface may not be representative of the trend in wind
speed at 80 m. Indeed, in contrast to the widely reported
decline in surface wind speed (see references in last
three paragraphs), Vautard et al. (2010) found an increase in wind speed in the lower-to-midtroposphere
using radiosonde data. Furthermore, because wind
power is proportional to the third power of wind speed
at 80 m (if neglecting friction and other mechanical
losses), the trend in wind speed at 80 m, while expected
to have the same sign, may have different values (and
statistical significance) than the trend in wind power
potential. Hence, further studies are needed to reveal
the link between the trend in wind speed at the surface
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and the respective trends for the wind speed at 80 m and
its cube at that same height.
In this study, we explore the trends in wind speed at
80 m above the surface over the continental United
States using the NARR data from 1979 to 2009. Our
analysis differs from past studies in that we 1) focus on
the trend in the wind speed at a typical wind turbine hub
height [80 m; Ray et al. (2006)], 2) include estimates of
the trends for zonal and meridional wind speed at 80 m,
and 3) discuss the likely climate drivers for any trends we
find. The assessment of the trend in wind speed in the
zonal and meridional directions is important, because
this knowledge is lacking from past studies and is necessary to explain and/or hypothesize the likely cause for
climatic change in wind speed. We describe the NARR
data and our analysis method in sections 2 and 3, respectively; present the results and their interpretation in
sections 4 and 5, respectively; discuss the implication of
this study for the trend in wind power potential in section 6; and summarize the paper in section 7.

2. NARR data
The primary dataset used for this analysis is the
NARR dataset, which is archived at the National Climatic Data Center. The NARR data are derived from
the NCEP–U.S. Department of Energy (DOE) Global
Reanalysis, the NCEP regional Eta Model and its data
assimilation system, and a version of the ‘‘Noah’’ land
surface model (Mesinger et al. 2006). The dataset has 45
vertical layers with a horizontal grid spacing of approximately 32 km 3 32 km over the continent of North
America. The NARR has a vertical grid spacing of
25 hPa (;200 m) from 1000 to 800 hPa, which is arguably more coarse than what is needed for a detailed
representation of the vertical atmospheric structure but
still is among the available climate datasets with finest
resolution for studying wind power, especially considering that the NARR dataset spans from 1979 to the
present, every 3 h (0000–2100 UTC) with assimilation
using the Regional Climate Data Assimilation System
(R-CDAS; Ebisuzaki et al. 2004). Extensive tests to assess the impact of assimilating surface observations
found that the 10-m winds and 2-m temperatures in the
NARR dataset are improved relative to the NCEP–
DOE Global Reanalysis dataset (Mesinger et al. 2006).
The boundary layer scheme for the NARR or in the
NCEP Eta Model is based upon the Mellor–Yamada
turbulence closure scheme (Mellor and Yamada 1974),
but with refinement in the parameterization (of length
scale) and an improvement in the handling of reliability
(Janjic 1994). Mesinger (2010) summarized the progress
of the Eta Model’s output after various recent refinements
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in the boundary layer scheme and the assimilation of
wind data from surface observations and rawinsondes,
and found improved accuracy in wind speed in the
NARR dataset (when compared with the NCEP–NCAR
reanalysis).
Of particular interest to this study is the NARRreported wind speeds at 10 and 30 m (Mesinger et al.
2006). As pointed out by Pryor et al. (2009) and NCEP
(http://www.emc.ncep.noaa.gov/mmb/rreanl/faq.html),
both wind speeds are extrapolated on the basis of midlayer winds at the four neighboring mass points at the
lowest of 45 model layers following a procedure originally developed by Lobocki (1993) and described in
detail by Chuang et al. (2001). Since a minor error is
found in the code for the calculation of 30-m wind speed,
which results in zero values in high terrain and coastal
regions (http://www.emc.ncep.noaa.gov/mmb/rreanl/faq.
html#zero-30m-winds), 30-m wind speed is disregarded
in the analysis of this study. Mesinger et al. (2006)
evaluated the 10-m wind speed in the NARR over the
450 meteorological stations across the continental
United States for January 1988 and July 1988 and found
a low bias within 1 m s21 on daily average. While the
NARR 10-m wind data have also been used in Li et al.
(2010) and Pryor et al. (2009), respectively, for studying
the trend in 80-m wind speed in the Great Lake regions
and surface wind trend over the continental United
States, the question about the link between trends in
surface wind speed and wind speed at 80 m in the
NARR still remains.

3. Methods
a. Method for estimating the 80-m wind vector
We derive 80-m winds every 3 h from the corresponding 10-m and level-based wind data from 1979 to
2009. At each model grid and time, our method is to first
find two vertical layers from all model layers (including
the 10-m layer) in the NARR that bracket the 80-m altitude and then to estimate the wind speed at 80 m
through interpolation on the basis of the wind speeds in
these two layers. We argue that extrapolation or interpolation of the wind at turbine height is usually necessary because neither measured nor modeled wind data
are common at 80 m (Peterson and Hennessey 1978;
Archer and Jacobson 2005; also Table 1).
To be specific, we first find the model pressure level
that is closest to and above the target height and denote
this level as P1. With the NARR’s fine vertical resolution (25 hPa or 200 m) near the surface, the geometric
thickness from the surface to P1 can be computed with
the hydrostatic equation:

Dh1 5

DP Psfc 2 P1
5
,
rg
rg

(1)

where DP is a difference in pressure (Pa), Psfc is surface
pressure, r is air density (g m23), and g denotes the gravitational acceleration rate (9.81 m s22). Note that r varies
with elevation and moisture content in the air and that
such variability is taken into account in our calculations.
If the thickness Dh1 is larger than 80 m, then the wind
speeds at 10 m and at the pressure level P1 will be used
in the interpolation to estimate the wind speed at 80 m.
Otherwise, we will compute the thickness Dh2 between
P1 and the pressure level right above P1 (hereinafter P2).
Because the vertical gridpoint spacing of the NARR is
equal to or larger than 25 hPa, Dh2 is usually larger than
80 m, which makes P2 the model pressure level right
above the altitude of 80 m from the surface. In cases
in which Dh1 is less than 80 m (which can be true depending on surface pressure), we will use the wind speed
between P1 and P2 for the interpolation at 80 m. With
the method above, we can identify the two closest model
levels that bracket the 80-m height and can infer the
height of both levels above the surface (hereinafter Zb80
and Za80).
To use winds speeds (Vb80 and Va80, respectively) at
altitudes of Zb80 and Za80 for estimating winds at 80 m
requires an assumption about the variation of wind
speed with height (i.e., a wind profile). Two types of
wind profiles are commonly used in the literature. One is
the logarithmic profile that describes the wind speed at
altitude Z as
VZ 5 Va80

ln(Z/z0 )
,
ln(Za80 /z0 )

(2)

where z0 is surface roughness. While Eq. (2) is widely
used in estimating the change in wind speed in the
boundary layer according to the recent literature
(Robeson and Shein 1997; Archer and Jacobson 2005;
Klink 2007; Capps and Zender 2009), it is expected to
have higher accuracy over the surface in areas with low
canopy height and when the surface layer is neutral
(Arya 2001). Over surfaces that are covered by tall trees
or buildings, the displacement height must be subtracted from the altitude Z in Eq. (2); the displacement
height is smaller than but close to the height of the
surface canopy (i.e., trees or buildings) and is the
height at which the wind speed is zero (Arya 2001).
Since Eq. (2), without consideration of displacement
height, gives a zero wind speed at surface roughness z0
that is ;0.1–0.2 of the displacement height, it may
yield a significant overestimation of wind speed over
areas with tall trees or buildings.
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Another commonly used profile is the power-law
profile (Robeson and Shein 1997; Elliot et al. 1986; Arya
2001; Archer and Jacobson 2003):

VZ 5 Va80

Za80
Z

a
,

(3)

where the exponent a is the friction coefficient and
generally increases with roughness length z0. In comparison with the logarithmic profile, which has a more
sound physical basis and appears to be valid within the
neutral surface layer, the power-law profile essentially is
an empirical formula and can be a good fit to the logarithmic profile when the surface layer is neutral and Z
does not deviate significantly from the reference height
[here Za80 in Eqs. (2) and (3); Arya (2001)]. As argued
by Archer and Jacobson (2003), however, the surface
layer is seldom neutral, and their analysis of rawinsonde
data collected at 80 stations during 2000 showed that
Eqs. (2) and (3) on average underestimate the wind
speed at 80 m by 1.7 and 1.3 m s21, respectively. Given
that Eq. (3) has similar (if not slightly better) accuracy in
comparison with Eq. (2), it is used in this study to be
consistent with previous studies of trend analysis (Pryor
and Barthelmie 2011). To reduce the uncertainties in the
future estimation of 80 m from the use of either the
power-law profile or the log profile, we recommended
that numerical models add a vertical layer as close as
possible to 80 m and then archive it in the reanalysis.
Although this study assumes a power-law profile that
is similar to those used in many previous studies, our
approach of using Eq. (3) is different in that we consider the variation of a due to the change of surface
roughness or atmospheric stability (Arya 2001). A
constant value of a (51/ 7) has been used in the development of the Wind Resource Map at the National
Resource Energy Laboratory (NREL) as well as in
a recent model-based assessment of future wind energy
trends (Pryor and Barthelmie 2011). Applying Eq. (3)
to 80 m and selecting Zb80 and Za80 as the reference
heights, we can derive
Vb80
Va80
a5
Zb80
ln
Za80

(4)

V80 5 Vb80 (80/Zb80 )a .

(5)

ln

and

On the basis of Eqs. (4) and (5), the 80-m wind V80 can
be derived. As shown in section 4a, this approach yields
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results that are more reasonable than using a constant
a (51/ 7).
After the wind speed at 80 m is calculated, the next
step is to estimate the u and y components at 80 m
(hereinafter u80 and y 80, respectively). We derive the
wind directions g at two different levels below and
above 80 m, and the wind direction g80 at 80 m is computed under the assumption that wind direction varies
linearly as a function of altitude. In the numerical realization of this method, the value of the wind direction
is defined as 0 for westerly wind and 3p/2 for northerly
wind. The sequential change in wind directions at Zb80,
80 m, and Za80 is ensured to be no larger than p as we
assume that the wind shear cannot be larger than p
within the NARR’s vertical resolution (25 hPa, or
120 m). Regardless of any backing or veering that may
be taking place at a given point, this assumption results
in the smallest (and also often sequential and continuous) change in wind direction as the altitude changes
from Zb80 to 80 m or from 80 m to Za80. This assumption certainly is not always true, and Arya (2001)
showed a case in which a 1808 change in wind direction
is observed in as little as 32 m, but such cases are presumably rare.
After the wind direction at 80 m is correctly computed, the u and y components at 80 m are estimated as
u80 5 V80 cos(g80) and y 80 5 V80 sin(g80). Figure 2
presents sample wind profiles at two different locations
to illustrate the accountability for the varying topography (and hence surface pressure) in our methods of using power-law and linear interpolation to estimate winds
at 80 m. In Fig. 2a, the surface pressure is 1014 hPa, and
our method is able to find the model pressure level right
above 80 m, which is 1000 hPa. In Fig. 2b, for which the
surface pressure is 992 hPa, our method is able to correctly find the pressure level right above 80 m as
975 hPa. Hence, depending on local terrain/pressure
variations, either the surface pressure or a pressure level
within the NARR is used as the base level for interpolation. Both Figs. 2a and 2b indicate that the location and magnitude of the calculated u80, y 80, and total
wind speed at 80 m above the surface are consistent with
the NARR wind profile.

b. Method for analysis of wind trend
The trends in wind (at each grid point) from 1979 to
2009 are investigated using linear regression [i.e., ordinary least squares methods (OLS)] after correction of
temporal autocorrelation in the time series. Only the
linear trends at the 90% significance level or higher are
considered to be statistically significant [similar to what
what is used in Pryor et al. (2009)], using a two-tailed
t test for each grid point. OLS is widely used in the
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FIG. 2. (a) Vertical profile for winds at different NARR levels and the winds estimated at 80 m above the surface on
0000 UTC 1 Jan 1979 at 35.138N, 98.108W. Shown are NARR pressure levels and surface pressure (hPa) on the right
y axis and the corresponding estimated height above the surface (m) on the left y axis. (b) As in (a), but for 31.988N,
111.058W to illustrate the accountability for the varying topography (and hence surface pressure) in our methods of
estimating wind at 80 m (see section 3a for details).

analysis of wind trend (McVicar et al. 2008; Pryor et al.
2009; Li et al. 2010), but Pryor and Ledolter (2010) and
Griffin et al. (2010) recently noted that significant temporal autocorrelation of wind may occur in a time span
of 30 years, depending on the geographical location, and
must be filtered out of the time series before applying
OLS; otherwise, the temporal autocorrelation may exaggerate the statistical significance of the trend.
Development of an ideal method to remove the temporal autocorrelation in the time series is practically
challenging because the mechanisms that govern the
interannual and intraannual variability of wind speed
are not well known (Pryor and Barthelmie 2011). Nevertheless, the Durbin–Watson (DW) test (Wilks 2006)
is used here to test the statistical significance of temporal autocorrelation, and the Cochrane–Orcutt (CO)
method described in Thejll and Schmith (2005) is used
to correct any significant temporal autocorrelation in
the time series of wind data at each model grid. In brief,
consider a linear regression model for the time series of
wind speed V:
Vt 5 a 1 Rt 1 dt ,

(6)

where t represents time (in unit of months or years in this
study), R and a are slope and intercept, respectively, and
dt is the residual term. In the CO method as described in
Thejll and Schmith (2005), the first-order autoregression
model is used to simulate dt:
dt 5 rdt21 1 «t ,

(7)

where r is lag-1 autocorrelation correlation and « is
a serially independent number with a mean of zero and
constant variance. Hence, with the CO method, the key
is to find r so that 1) the DW distance of the resultant d
[or the residual in Eq. (6)] is larger than a critical value
needed to ensure that the null hypothesis of no temporal correlation in d cannot be rejected (Wilks 2006)
and 2) the resultant Eq. (6) can be statistically significant with the OLS method. As recommended in Thejll
and Schmith (2005), r can be first started with some
initial values, and then r and the pair of a and R are
computed iteratively using Eqs. (6) and (7) (within the
framework of the OLS approach) until their values
converge. Failure to meet conditions 1 and 2 indicates
that there is no significant linear trend in the wind
speed.
From a statistic point of view, we found that 80% of
the time series of wind speed data analyzed in this study
need the correction of temporal autocorrelation. After
using the CO method to remedy the effect of the temporal autocorrelation, the significance of trends in most
time series is lowered, but often by less than 5%. This
result is similar to that of Pryor and Ledolter (2010),
who showed that ‘‘treatment of temporal autocorrelation slightly reduces the number of stations for which
the linear trends in 10-m wind speed are deemed significant (at the 90% confidence level),’’ and the magnitudes of the wind speed trends reported using OLR
may also be relatively insensitive to (untreated) temporal autocorrelation. Examples showing the statistics
computed from linear regression with the OC method
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FIG. 3. (a) Geographical distribution of the mean of the 1979–2009 annual averages of a, the exponent used in the power-law equation
for deriving wind at 80 m and computed from Eq. (4) in the text. (b) Geographic distribution of the trend in annually averaged a. Areas in
white indicate the regions that either are covered by a water surface or have statistically insignificant trends. (c),(d) As in (a), but for the
mean during summer and winter, respectively, during 1979–2009.

are shown in Fig. 6 (described later) and are discussed
in section 4e.

4. Results
a. Geographical distribution of the wind and power
exponent a climatology
Figure 1 shows the 30-yr normal (‘‘climatology’’) of
annually averaged 80-m wind speed throughout the
contiguous United States. Larger values (;7–8 m s21)
are evident over the Dakotas, Minnesota, and Nebraska,
with lower values (3–4 m s21) over the coastal regions.
Higher values of wind power generally indicate the
regions with the most potential for commercial development, which has been the case, as shown in Fig. 1.
Topographic effects on the wind are evident over the
mountainous western regions, as well as the Appalachian Mountains region.
As discussed in section 3a, past methods for estimating the wind speed at 80 m above the surface have

assumed a constant value for the power exponent [i.e., a
in Eqs. (2) and (3)] of either 1/ 7 [;0.14; Pryor and
Barthelmie (2011)] or 1 [i.e., linear interpolation; Li et al.
(2010)] regardless of season and geographical location.
For comparison, Fig. 3a shows the map of the 1979–2009
climatology of a as estimated using the method [Eq. (4)]
in this study. A remarkable finding is that a values over
the majority of the United States are in the range of
0.16–0.20 and, thus, are consistent with the value of 0.17
used by NREL, as well as in Pryor and Barthelmie
(2011). As summarized by Arya (2001), however, the
exponent a usually changes with time and space and
increases with both surface roughness and boundary
layer stability. In the NARR, the surface roughness
length does not change with time and is set to 0.1 plus the
correction for topography (Pryor et al. 2009). Nevertheless, we argue that our method of using wind speeds
at two vertically adjacent layers to invert (recover)
power exponent a (which is not saved in the NARR) has
its advantage (over past methods), because the atmospheric stability and orographic effects have been
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considered in the NARR’s boundary layer scheme to
estimate the winds near the surface (Mellor and Yamada
1974; Lobocki 1993; Janjic 1994). These advantages
should be illustrated best by using daily or weekly
data, but they are still partially reflected in the climatology in Fig. 3a where larger a values are found in the
U.S. western and southeastern mountainous regions,
reflecting the impact of topography on the wind profile.
Furthermore, the contrast of the calculated climatology
of a values in the summer and winter, as shown in Figs.
3c and 3d, also manifests the effect of lower-atmospheric
stability. For instance, a more stable boundary layer
during the winter over the western and central United
States generally results in a larger a (as shown in Fig. 3d)
for these regions (Arya 2001). The growth of the canopy
(leading to larger a values) and the decrease in atmospheric stability (leading to smaller a values) in the
summer over the eastern United States may counteract
each other, which would lead to a smaller change in a
values between the summer and the winter (cf. Figs. 3c
and 3d).

b. Geographical distribution of trends of friction
coefficient a
Vautard et al. (2010) attributed the decline in the
measurements of surface wind to the increase in surface
roughness. The database of surface roughness is generally prescribed in the weather models, however, and
hence is unlikely to explain any trend in wind speed we
may find from the NARR. For curiosity, we show the
trend in the friction coefficient a in Fig. 3b, indicating an
increase in a over most of the contiguous United States,
with larger trends in the Southeast, high plains, and Intermountain West regions. Note that the trend values
shown in Fig. 3b have been multiplied by 1000. A 15%–
20% increase in a can be found over the Southeast and
the high plains over the course of 31 years.
Interpretation of the increase in a needs further
investigation, but it could be related to the change
in atmospheric stability [as theoretically modeled in
Barthelmie (1999)], the increase (decrease) of wind
above (below) 80 m, or a combination thereof. It is thus
expected that, in regions where a increases, a smaller
increasing trend in surface wind may lead to a disproportionally larger increasing trend in the wind
speed at 80 m [Eq. (5)], which is indeed the case, as
shown in section 4c.

c. Geographical distribution of trends in annually
averaged wind
Our calculations indicate a consistent positive trend
[;0.15 m s21 (10 yr)21] of 10-m wind speed over many
parts of the contiguous United States during 1979–2009
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(Fig. 4a). Trends of up to 0.3 m s21 (10 yr)21 for 10-m
wind speed are found in areas of the central plains and
upper Midwest. From a geographic perspective, these
positive trends are consistent with the time-truncated
analysis of the 90th percentile of 10-m wind trends in the
1979–2006 NCEP global reanalysis dataset at both 0000
and 1200 UTC and in the NARR data at 0000 UTC
(Pryor et al. 2009), especially over the Midwest.
Trends in 80-m wind (Fig. 4b) are more positive
[usually larger than 0.1 m s21 (10 yr)21] than their
counterparts at 10 m. Since topography generates more
mechanical turbulence and shear in the mountainous
regions, trends in 10-m wind are more representative of
those at 80 m, which explains the relatively smaller
differences between Figs. 4a and 4b over the mountain
regions. Conversely, over flatter regions such as the
Great Plains, 80-m winds are more influenced by
winds higher in the boundary layer and the free atmosphere, explaining some of the large differences in
trends between 10 and 80 m. Winds at 80 m (Fig. 4b)
have shown increases of up to 0.25 m s21 (10 yr)21 for
low-topographic areas, with little (if any statistically)
discernible areas of declining trends. Consistent with
Li et al. (2010), we found a positive but slightly larger
trend over the Great Lakes region, likely reflecting
the wind profile difference [i.e., the power law in this
study vs linear interpolation in Li et al. (2010)] in the
estimates of 80-m wind. The regions containing the
more-positive trends are the Midwest; eastern Colorado
and New Mexico; Montana and North Dakota; and parts
of Appalachia.
The positive trends in u and y wind speed at 80 m
over the United States (Figs. 4c and 4d) showed that
over the southeastern United States the trend in y wind
is much stronger than that of u, suggesting the possibility of a stronger low-level jet from the Gulf of
Mexico to the Great Plains. In a similar way, the increasing trend in wind in the northern states (close to
the border with Canada) is more due to the change of u,
possibly indicative of changes in the midlatitude jet.
An investigation of these possibilities requires a seasonal trend analysis of the wind speeds in different
directions.

d. Seasonal trends
Figure 5 shows the trends for the seasonal averages of
westerly, easterly, northerly, and southerly winds at
80 m for the following four seasons: winter (December–
February), spring (March–May), summer (June–August),
and autumn (September–November). One consistent feature we see in Fig. 5 is the generally larger positive trends
in westerly and southerly winds during all seasons, which is
not found with the easterly and northerly winds.
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FIG. 4. (a) Geographical distribution of linear trends [m s21 (10 yr)21] for annually averaged 10-m wind speed from 1979 to 2009.
(b)–(d) As in (a), but for the trends of 80-m wind speed, 80-m zonal (u) wind speed, and 80-m meridional (y) wind speed, respectively.
Shaded regions indicate that the trends are at the 90% significance level or higher. Areas in white indicate that the regions either are
covered by a water surface or have statistically insignificant trends.

In geographic terms, positive trends as large as
;0.24 m s21 (10 yr)21 are found for the westerly wind
in all seasons over states from the west to the Great
Lakes near the border with Canada (Figs. 5a, 5e, 5i,
and 5m), and similar magnitudes of the trends for the
southerly wind are consistently found over the western
part of the high plains region of eastern Colorado,
New Mexico, and parts of the Dakotas, Nebraska, and
Minnesota (Figs. 5c, 5g, 5k, and 5o). In winter and
spring, the southerly wind shows a consistently large
trend over the southeastern part of the United States.
In contrast, larger trends for easterly wind are found
over the Great Lakes region in all seasons except autumn (Fig. 5n). For northerly wind, larger trends are
found over Arizona during winter and autumn, northern California in autumn, and the Nebraska panhandle
region in spring. The lower Mississippi River valley has
similar trends during the spring, summer, and autumn
(Figs. 5h, 5l, and 5p). No significant trends are found

over the New England region and Florida for all
seasons.
Overall, comparison between Fig. 5 and Figs. 4b and 4c
reveals that the large trends in annual wind speeds and
zonal wind speeds in the northern border states are primarily influenced by the westerly wind in all seasons
(except in spring and summer when the easterly wind also
plays an equal role in Minnesota and North Dakota). The
large trends in annual wind speed and meridional wind
speeds in the high plains regions of eastern New Mexico,
Colorado, and Wyoming; western Nebraska; and Kansas
are primarily affected by the trends in southerly wind
during all seasons. The large trends in annual wind speed
over the southeastern United States are driven both by
westerly and southerly winds during the spring and winter
and by the westerly, easterly, and northerly winds during
autumn. In terms of seasons, spring and winter are the
two seasons that contributes the most to the annual trend,
whereas the summer contributes the least. The summer
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FIG. 5. Geographical distribution of linear trends [m s21 (10 yr)21], respectively, for seasonal averages of 80-m (left) westerly, (left center)
easterly, (right center) southerly, and (right) northerly wind during (top) winter, (top middle) spring, (bottom middle) summer, and (bottom)
autumn for 1979–2009. Areas in white indicate that the regions either are covered by a water surface or have statistically insignificant trends.

season does significantly influence the annual u and y
component trends over the Midwest and parts of the high
plains, however, with the y (both northerly and southerly
wind) component trends generally being larger than the u
(easterly and westerly) component trends. The autumn
season also influences the annually averaged trends, but
only significantly so over the Dakotas and Minnesota.
The region with the most consistent positive trends for
zonal and meridional wind speed in all seasons is the high
plains region of eastern New Mexico, Colorado, and
Wyoming, in which the trend in the southerly wind
component is the primary contributor. Over the Great
Lakes region and the northern border states, the trends in
westerly wind are the primary contributor. Both regions
contain the most consistent wind power source and
should be recommended as a prime area for future
commercial wind power development (if disregarding
other factors such as transmission-line limitations and
environmental impacts in those regions).

e. Regional trend
After investigating the annual and seasonal trends for
every grid point over the contiguous United States,

trends in annual mean wind and wind power are analyzed by region. Grid points for three U.S. regions
(Fig. 1) are averaged for 80-m u, y, and total wind
speed. The annually averaged u and y components have
similar values in the range of 3–3.3 m s21 in the western
region (triangles in Figs. 6a and 6b), with both showing
a steady positive trend from 1979 to 2009 (regression
lines in Figs. 6a and 6b) with u at 0.06 m s21 (10 yr)21
and y at 0.07 m s21 (10 yr)21. As a result, the corresponding total wind shows a positive trend of 0.1 m s21
(10 yr)21 (Fig. 6c). Relative to the western region, the
central region shows larger values of u in the range of 3.7–
4 m s21 (Fig. 6d), and y in the range of 3.3–3.5 m s21
(Fig. 6e), as well as larger total wind values in the range of
5.5–6.0 m s21 (Fig. 6f). These values are averaged
annually. The trends in u, y, and total wind over the
central United States during 1979–2009 are, respectively, 0.08, 0.08, and 0.12 m s21 (10 yr)21 at the
95% significance level, and all are larger than their
counterparts for the western region by 20%–30%. For
the eastern region of the United States, u (Fig. 6g),
y (Fig. 6h), and total wind (Fig. 6i) all show virtually
no changes in the range of their values, but their
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FIG. 6. The 1979–2009 time series of annually averaged (top) 80-m u wind, (middle) 80-m y wind, and (bottom) 80-m total wind speed
over three U.S. regions: (left) west, (center) central, and (right) east. The definitions of regions follow Fig. 1. In each panel, the solid line
shows the best linear fits of the variation of variables (y axis) with time (x axis) during 1979–2009. The statistics for the linear fit, based upon
the OLS, including the correlation coefficient R, number of data samples N, the equation of the fit, and the statistical significance P, are
also shown. Also shown in the fourth line (from the top) of the statistics in each panel is either the pass of the DW test for temporal
autocorrelation in the corresponding time series data (D–W test, no TAC) or the final P after removing the temporal autocorrelation
(denoted as TAC. remv.) on the basis of the CO method.

corresponding trends are generally smaller by 20%–
30% (when compared with their counterparts in the
central United States). Overall, Fig. 6 again shows that
stronger winds combined with a relatively uniform
topography make the central United States a relatively appealing place for the development of wind
power plants in the United States, although the electrical transmission capacity, the density and distance
of population and urban centers, and local and regional policies are other important factors that should
be considered.

5. Interpretation of results and discussion of
uncertainties
On the basis of section 4, we conclude that significant
positive trends in the wind speed (at 10 and 80 m above

the surface) are evident over much of the continental
United States. This result is in contrast to previous
studies that used near-surface (10 m) wind speeds from
ground-based observations and found slight declines in
wind trends (Pryor et al. 2007; Vautard et al. 2010) but,
to a large extent, does support the positive trend found
in the global reanalysis data (Pryor and Ledolter 2010).
In addition, our analysis also supports the findings of
Vautard et al. (2010) that the trend in 80-m wind speed is
larger than the trend at 10 m, reflecting the influence of
the increasing trend in wind in the upper part of the
boundary layer. Inconsistency between observations
and model results of wind trends is thought to be due to
deficiencies and/or missing key processes (such as landuse changes) in the models (Pryor and Ledolter 2010;
Vautard et al. 2010), while the increase in surface
roughness (due to tree growth and urban development)
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might also be a major source of artificial error in the
surface observations (Vautard et al. 2010; DeGaetano
1998). Hence, interpretation of the results in this study
should be done cautiously and with consideration of
at least the following caveats and challenges: 1) the explanation of the physical mechanisms for the wind
trends and 2) the fidelity of the wind data in the NARR.
A thorough investigation of the mechanisms for the
wind trend revealed in this study will be part of future
work. Our analysis of the trend in u and y, which has not
been conducted in past research, is intriguing enough
to hypothesize that the wind trend found here is linked
in part to past reported climate changes, such as the
strengthening of the low-level jet, the subtropical highs,
and the zonal winds. From climate-model simulations,
Kushner et al. (2001) showed that, within a warming
climate, the upper-level zonal wind and eddy kinetic
energy are likely to increase in response to the thermal
wind balance from tropospheric warming and stratospheric cooling (Lorenz and DeWeaver 2007). Furthermore, Lu et al. (2008) showed in their modeling
studies that, in response to global warming, the mid- to
low-level subtropical air temperature gradient decreases, the zonal mean midlatitude westerlies and tropospheric zonal jet shift poleward, and the subtropical
highs move poleward. Their proposed mechanisms further support Lorenz and DeWeaver (2007) in suggesting
that the change in the height of the tropopause may also
be responsible for the poleward shifts in the tropospheric jets and synoptic-scale storm tracks, leaving
much of the Great Plains susceptible to intensified
subtropical (Bermuda) highs that favor more-frequent
southerly and westerly low-level jet formation (Song
et al. 2005). In fact, analysis of the NARR indicates that
the core of the low-level jet over the Great Plains
has strengthened/expanded by 38% from 1979 to 2003
(Weaver and Nigam 2008). These modeling-based
studies and analyses all support and can also explain our
major findings: 1) The trend in southerly wind (and to
some extent the trend in westerly wind) is distinct over
the Southeast, including Arkansas, Texas, Oklahoma,
and Louisiana during the winter and spring seasons because of the poleward shift of the subtropical Bermuda
high and strengthening of the low-level jet emanating
from Gulf of Mexico (Fig. 5). 2) The trend in westerly
wind is distinct in the northern states bordering Canada
in all seasons (Fig. 5) because of the poleward shift and
strengthening (expansion) of the tropospheric midlatitude zonal jets. 3) The trend in wind speed is large
over the high plains because of an increase in midlatitude cyclone intensity (Lambert 1995; McCabe et al.
2001), specifically cyclones that develop off of the leeward side of the Rocky Mountains. For the future,
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model simulations contributing to the Intergovernmental Panel on Climate Change report all showed
continuous warming, but different global model simulations may not give a consistent trend in wind speed
(Pryor and Barthelmie 2011), and a downscaling technique
is needed to study the trend at the regional scale (Pryor
et al. 2005).
The results presented in section 4 are subject to any
deficiencies in the NARR dataset, because this study
uses only NARR data. Past investigations show that the
surface (10 m) wind data in the NARR have a much
better accuracy than other global reanalysis datasets but
also have a slightly negative bias (,0.5 m s21 when
compared with surface observations) in both summer
and winter (Mesinger et al. 2006). Pryor et al. (2009)
showed that 10-m wind in the NARR has different (and
sometime opposite) trends relative to those from
ground-based observations, although the ground-based
data themselves are subject to uncertainties and errors
from instrumentation (Pryor et al. 2009). At the regional
scale, Li et al. (2010) compared their 80-m wind estimate
(assuming a linear profile of the wind) with those from
radiosonde data and found that the standard-deviation
error in their estimation is 0.28 m s21 with a correlation
coefficient of generally larger than or close to 0.8. No
evidence has been shown that the bias in the NARR
wind data affects the trend analysis (Pryor et al. 2009).
More analyses with other modeled data and evaluations
of these data with well-calibrated observed wind data
certainly are warranted (Pryor and Barthelmie 2011).

6. Implication for the trend in wind power potential
Because wind power is proportional to the wind speed
cubed, the trend in larger wind speed has a disproportionally larger impact on the trend in wind power than
the does the trend for smaller wind speed. Archer and
Jacobson (2003) assess the wind resource in the United
States for wind speeds of no less than 3 m s21 because
many turbines may not be able to produce power at wind
speeds that are lower than this threshold. In this paper
we compute the trends for both annual averages of 80-m
wind speed $3 m s21 and the 90th quantile of the annual wind speeds; the latter is used more often in recent
assessments of wind power trends [see review in Pryor
and Barthelmie (2011)].
We found that the geographical distribution of both
trends is similar except that the trend for annual averages of wind speed $3 m s21 is ;20%–30% smaller
than that of the 90th quantile of the annual wind speed;
the latter is shown in Fig. 7a together with the trends for
the 90th quantile of horizontal wind speed (absolute value
of u) and meridional wind speed (absolute value of y) in
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to 0.4 m s21 (10 yr)21] are found over states in the
Southeast (including Arkansas, Tennessee, Kentucky,
Alabama, and Georgia), in the northern border states
(including Minnesota, North Dakota, and Montana),
and in the west-central United States (including northwestern Texas, New Mexico, eastern Colorado, and
Wyoming). Similar geographical distributions are found
for 90th-quantile trends in horizontal (Fig. 7b) and meridional wind speeds (Fig. 7c), with the following exceptions: 1) trends over the northern states are
dominated by the horizontal winds, 2) horizontal wind
trends over the southeastern United States are larger
than (if not equal to) that of the meridional winds, and
3) trends in horizontal winds over states in the westcentral United States are of a similar magnitude to
(although slightly larger than) that of the meridional
wind speed.
Overall, the analysis of trend for the 90th percentile of
wind speed reveals the same pattern that we find in the
analysis of the trend for the annual wind speed—both
showing increases in wind power resources from 1979
to 2009 over the majority of the contiguous United States
(except in the Northeast and Intermountain West regions), with larger trends over the northern border regions, the high plains, and the southeastern United States.

7. Summary

FIG. 7. (a) Trend in the 90th percentile of annual wind speed
during 1979–2009. (b),(c) As in (a), but for the 90th percentile of
the horizontal and meridional wind speeds, respectively. Areas in
white indicate the regions that either are covered by a water surface
or have statistically insignificant trends.

Figs. 7b and 7c, respectively. The trends for the 90th
quantile of the annual wind speed (Fig. 7a) are generally
40%–50% larger than, but with similar geographical
distributions to, its counterpart for annual averages of
80-m wind speed (Fig. 4a). Larger positive trends [up

This study has provided a statistical assessment of the
linear trends of wind at a common hub height of 80 m
using the NARR gridded dataset. Linear trends in 80-m
wind speed from 1979 to 2009 in each NARR model grid
box over the contiguous United States are analyzed.
One emphasis of this work focuses on the estimates of
the u and y components of wind at 80 m so that the trend
in wind speed at 80 m can be better interpreted within
the context of the reported changes of various synoptic
systems (low-level jet over the Great Plains, tropospheric zonal jet, subtropical high, etc.). Critical to our
estimate of the wind at 80 m is the location of two altitudes that are directly below and above 80 m and have
available wind data from the NARR. This is done
through the use of the hydrostatic equation while accounting for terrain and air-density variations.
Over the majority of the United States, it is found that
high wind speed and the trend in wind speed are evident
over the west-central section of the country, representing the regions with the largest wind resources and the
most potential for commercial development. This finding is consistent with that of Archer and Jacobson
(2003), although other factors such as transmission-line
proximity and government policies may also play an
important role in the commercial development of wind
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entities. Trends are found to be generally positive from
1979 to 2009 for all wind variables studied. The trends at
the surface are relatively small, however. In contrast,
trends at 80 m are mostly positive with large values in
the Southeast, the west-central states, and the northern
border states. Our results contrast with previous works
that show negative trends at the surface using observational stations (while citing significant errors) but is
consistent with positive trends higher in the boundary
layer that were found in Li et al. (2010) and Vautard
et al. (2010).
Seasonal analyses show that spring and winter are
the two seasons that contribute the most to the increasing trend in annually averaged wind power,
whereas summer contributes the least. The positive
trend in southerly wind exists over the southeastern
United States in all seasons and has distinctly larger
values in spring and winter, which may reflect the
strengthening of the subtropical highs in response to
climate change (Lorenz and DeWeaver 2007). Furthermore, the strong positive trend in southerly wind is
also found in all seasons in the high plains, suggesting
the role of the strengthening low-level jet over the
southern plains and the Gulf Coast region (Lorenz and
DeWeaver 2007). In contrast, the large positive trend in
westerly winds is found in all seasons over the northern
states along the Canadian border, which can be interpreted as the result of the enhancement and polar shift
of midlatitude zonal jets (Lu et al. 2008). Further modeling studies are needed to evaluate our proposed link
between the wind trend and climate change, and more
observational-based analyses are required to validate our
trend analysis and to resolve differences among different
studies.
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