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Abstract
Multimedia data ranging from images to videos and time series is created in
numerous scientiﬁc, commercial and home applications. Access to increas-
ingly large data volumes stored in multimedia databases is a core task to
retrieve similar objects or to generate an overview of the entire content. Ex-
amples include retrieval of similar magnetic resonance images for diagnostic
purposes, or automatic detection of customer segments for sales promotion.
Meaningful retrieval and pattern detection require content-based methods
that describe the relevant characteristics of multimedia objects. As opposed
to manual keyword annotation techniques that are typically infeasible for
large data volumes, content-based approaches use similarity models to pro-
cess multimedia data. Similarity models specify appropriate features and
their relationship for eﬀective content based access.
As most multimedia features require many diﬀerent attributes, high di-
mensionality of multimedia features and huge database sizes are major chal-
lenges for eﬃcient and eﬀective retrieval and mining.
In this work, very common feature types for multimedia data are stud-
ied: histogram and time series data. Histograms are used for a variety of
features such as color, shape or texture. Time series data is prevalent for
sensor measurements, stock data, and may even be applied to shapes and
other features as well. For these data types, eﬀective adaptable similarity
3models are usually computationally far too complex for usage in large high
dimensional multimedia databases. Therefore eﬃcient algorithms for these
eﬀective models are proposed.
In this work, indexing techniques are used that allow for eﬃcient query
processing and mining by restricting the search space to task relevant data.
Multistep ﬁlter-and-reﬁne approaches using novel ﬁlter functions with quality
guarantees ensure that fast response times are achieved without any loss of
result accuracy.
This thesis is structured as follows: ﬁrst, in the Preliminaries, an overview
over the thesis and the major challenges in multimedia retrieval and mining
is given. Part I discusses histogram retrieval, Part II studies time series re-
trieval. In Part III, eﬃcient and eﬀective histogram data mining is proposed,
and Part IV presents novel time series mining techniques. Finally, this work
is concluded and future research directions are suggested.
Zusammenfassung
Multimediadaten, von Bildern u¨ber Videos bis hin zu Zeitreihen, entste-
hen in vielen wissenschaftlichen, kommerziellen oder privaten Anwendun-
gen. Der Zugriﬀ auf die zunehmend großen Datenmengen, die in Multi-
mediadatenbanken gespeichert werden, ist eine Hauptaufgabe fu¨r die Suche
a¨hnlicher Objekte oder fu¨r U¨berblicksdarstellungen des gesamten Daten-
bankinhalts. Beispiele sind die Kernspinresonanztomographie fu¨r diagnos-
tische Zwecke oder automatische Ermittlung von Kundengruppen fu¨r die
Verkaufsfo¨rderung.
Sinnvolle Suche und Mustererkennung setzen inhaltsbasierte Methoden
voraus, die die relevanten Charakteristika der Multimediadaten beschreiben.
Im Gegensatz zur manuellen Verschlagwortung, die typischerweise fu¨r große
Datenmengen nicht praktikabel ist, verwenden inhaltsbasierte Methoden A¨hn-
lichkeitsmodelle um Multimediadaten zu verarbeiten. A¨hnlichkeitsmodelle
speziﬁzieren entsprechende Merkmale und deren Verha¨ltnis fu¨r eﬀektiven in-
haltsbasierten Zugriﬀ.
Da die meisten Multimediamerkmale viele verschiedene Attribute voraus-
setzen, stellen die hohe Dimensionalita¨t der Multimediamerkmale sowie die
riesigen Datenbankgro¨ßen hauptsa¨chliche Herausforderungen fu¨r eﬃzienten
und eﬀektiven Suchzugriﬀ und Data Mining dar.
In dieser Arbeit werden weitverbreitete Merkmalstypen fu¨r Multimedi-
5adaten untersucht: Histogramm- und Zeitreihendaten. Histogramme wer-
den fu¨r viele verschiedene Merkmale wie Farbe, Form oder Textur genutzt.
Zeitreihen sind vorherrschend im Bereich Sensormesswerte, Bo¨rsendaten und
ko¨nnen sogar fu¨r Formen und weitere Merkmale verwendet werden. Fu¨r diese
Datentypen sind eﬀektive A¨hnlichkeitsmodelle normalerweise von zu hoher
Berechnungskomplexita¨t, als daß sie in großen hochdimensionalen Multime-
diadatenbanken eingesetzt werden ko¨nnten. Daher werden eﬃziente Algo-
rithmen fu¨r diese eﬀektiven Modelle vorgeschlagen.
Genutzt werden in dieser Arbeit Indexierungstechniken, die eﬃziente
Anfragebearbeitung und Mining ermo¨glichen, indem sie den Suchraum auf
die fu¨r die Aufgabe relevanten Daten beschra¨nken. Mehrstuﬁge Filter-und-
Verfeinerungsansa¨tze mit neuen Filterfunktionen, die Qualita¨tsgarantien er-
fu¨llen, stellen sicher, daß schnelle Antwortzeiten ohne Qualita¨tsverlust erre-
icht werden.
Diese Arbeit ist wie folgt gegliedert: zuna¨chst wird in der Einleitung ein
U¨berblick u¨ber die Arbeit und die Hauptherausforderungen im Zugriﬀ und
Mining auf Multimediadaten gegeben. Teil I ero¨rtert Zugriﬀ auf Histogram-
mdaten, Teil II auf Zeitreihen. In Teil III wird eﬃzientes und eﬀektives Data
Mining fu¨r Histogramme vorgeschlagen, und Teil IV stellt neue Miningtech-
niken fu¨r Zeitreihen vor. Zum Schluß wird diese Arbeit zusammengefasst
und zuku¨nftige Forschungsrichtungen werden vorgeschlagen.
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Figure 1: Examples of multimedia data
Multimedia Databases
There is tremendous growth in multimedia data in application domains such
as medicine, engineering, biology and numerous others. New technologies
such as computer tomography or digital photography produce increasingly
large volumes of data. At the same time, decreasing storage prices allow
archiving large amounts of multimedia data at relatively low cost. For
database technology, large multimedia databases require eﬃcient and eﬀec-
tive strategies for accessing and processing of multimedia data. In this part,
we give an overview over the novel challenges when dealing with large vol-
umes of multimedia data, outline the main characteristics of typical data
types and the query and mining tasks typically associated with multimedia
applications.
Multimedia (lat. multum, medium) data is the combination of multi-
ple types of information representations. Typical examples include images,
audio, time series, or video. Multimedia is typically characterized by diﬀer-
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ent channels of communication (senses) in humans. Humans listen to audio,
look at images, or use both senses in video. Their combination to multimedia
allows humans to access information in various ways. Examples of typical
multimedia content are given in Figure 1: stock data time series, music,
medical magnetic resonance images, shape and color images, as well as gene
expression data.
Storing and accessing multimedia content may be supported by database
technology [Pra97]. Traditional database management systems have estab-
lished themselves as reliable and powerful techniques for archiving and re-
trieving textual or numeric data. Providing guarantees in terms of recovery,
concurrency control, multi-user isolation, and data durability, database man-
agement systems provide indexes on stored content for eﬃcient access. Data
is accessed in a key-based manner, which is appropriate for traditional data
types.
Multimedia content access leads to novel challenges in database technol-
ogy. Besides direct retrieval based on key values such as the date an image
was created, novel access methods are required. Meta data information is
typically not adequate for most applications, e.g. users typically search for
images not with respect to their size on hard disk, but with respect to con-
tent related features like color or shape. Consequently, multimedia database
systems should provide content-based access. This allows users to access the
data in a meaningful way, e.g. by supporting the diagnostic process of medi-
cal experts by automatically retrieving magnetic resonance images of similar
medical examination results.
Likewise, aggregating the content of multimedia databases is not straight-
forward. Unlike traditional reporting tasks where database queries for the
(aggregated) number of sales in a given month for a certain store do not ex-
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tend to multimedia content in a straightforward manner. Aggregating mul-
timedia objects, or, more precisely, their respective feature values, in such a
way, is not meaningful. For example, the average feature distribution is not
an information that allows users to understand the content of their multime-
dia databases. Knowledge extraction techniques aggregate multimedia data
with respect to type of media and application focus such that meaningful
summaries are formed. This allows users to understand the type of data that
is gathered by their applications and to detect trends and constant patterns
that might remain unknown to them otherwise.
Multimedia databases thus should provide
• content-based access
• generation of knowledge
• handling of usually large data volumes
• coping with typically high dimensional features
• good response time performance
In this work, we focus on eﬃcient content-based retrieval and mining.
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Figure 2: Similarity search
Similarity search and retrieval
Content-based retrieval searches for similar multimedia objects to a query
object (Figure 2) [Fal96]. It requires eﬃcient algorithms on eﬀective similar-
ity models. Depending on the feature model, the distance function and the
type of query, eﬃcient algorithms should retrieve the correct result set.
Depending on the type of query, either all objects that do not deviate from
the query by more than tolerance threshold are retrieved (range query), or a
ﬁxed number of most similar objects forms the result set (nearest neighbor
query). Figure 3 illustrates a range query in a two-dimensional feature space
(left image). Given a tolerance threshold ε, all objects within at most ε

query
query
Figure 3: Range query (left) and nearest neighbor query (right)
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Figure 4: Distance between image histogram features
distance (depicted as a circular range around the query q) are retrieved. On
the right hand side, a nearest neighbor query is illustrated. Given a ﬁxed
number k of neighbors, return all those k objects that are more similar to
the query q than the rest of the database. In the illustration, the 1-nearest
neighbor, the most similar object to the query, is marked in gray.
Eﬃcient and eﬀective retrieval requires adequate similarity models for
the application domain. Similarity models deﬁne the relevant characteristics
of multimedia objects, for example color distribution in images, or pixel
frequencies in shapes. Such histogram features can be compared via distance
functions which assign a degree of dissimilarity to any pair of histograms.
An example is given in Figure 4. Two images and their respective color
histograms, i.e. the relative frequencies of color pixels in each image, are
depicted. To compare the images, distance functions compute a dissimilarity
value on their histogram features.
The type of distance function is crucial for the eﬀectivity of the simi-
larity search process, as it models which multimedia objects are considered
alike. For diﬀerent types of features, diﬀerent similarity models have been
proposed. One of the simpler models that is commonly used for both his-
tograms and time series is the Euclidean distance, a distance from the family
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of Lp norms. Based on the diﬀerences of corresponding histogram bins or
time series values, respectively, the overall dissimilarity between features is
computed. Adaptable similarity models allow for incorporation of expert
knowledge on application domain. The Earth Mover’s Distance, introduced
in computer vision, computes an overall match on two (histogram) features
based on a ground distance in feature space. Likewise, Dynamic Time Warp-
ing, originally from speech recognition, allows for stretching and squeezing
of time series to match time series features. We will formalize the respec-
tive distance functions and propose new eﬃcient retrieval methods for these
models in the course of this thesis.
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data integration
and cleaning
transformation
and projection data mining
visualization
and evaluation
raw data
integrated data task relevant data pattern knowledge
Figure 5: The knowledge discovery process
Data Mining
Knowledge discovery in databases (KDD) extracts novel, potentially useful
patterns from databases for generation of knowledge about the database
content as a whole.
The KDD process, depicted in Figure 5, consists of four steps from the
original raw data to the actual knowledge generation [HK01]. In the ﬁrst step,
the data is integrated and cleaned of potential errors, then it is transformed
and projected to the task relevant parts of the data. The central step, the
data mining step, extracts patterns from this task relevant data, which is
then visualized for human evaluation.
For data mining, a number of sub-tasks can be identiﬁed, depending on
the focus of patterns that users are interested in. For example, classiﬁcation
assigns class labels to objects based on models trained on historical data, and
association rule mining extracts general rules from transaction data. In this
work, we focus on automatic aggregation of the data into meaningful groups,
the so-called clustering.
Clustering groups objects such that similar ones are within the same
group, whereas dissimilar ones are in diﬀerent groups. Several clustering
paradigms exist in the literature. The density-based paradigm deﬁnes clus-
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ters as groups of density-based objects that are separated by sparsely popu-
lated regions.
We study eﬃcient and eﬀective density-based clustering for high dimen-
sional and large databases in the course of this thesis.
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Structure of this thesis
In this work, we focus on eﬃcient and eﬀective retrieval and mining of mul-
timedia data. We propose eﬃcient algorithms for eﬀective models on both
histogram and time series data.
Key techniques of our work are database methods. Indexing organizes
the data such that during query processing or mining, only relevant parts
of the data have to be accessed to allow for eﬃcient runtimes. Coupled
with multistep ﬁlter-and-reﬁne architectures, we are able to further enhance
runtime performance by fast generation of candidate sets in a ﬁlter step that
is reﬁned to ensure neither false negatives nor false positives. This means,
that no true result is dropped from the answer set, and that no unwanted
object is included in the answer set. Figure 6 illustrates the basic idea:
using an approximative index query, a set of candidates is generated, which
is reﬁned using the original database representation to yield the ﬁnal result.
This thesis is thus organized in four parts: Parts I and II discuss retrieval
of histogram data and time series data, respectively. In Parts III and IV,
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histogram and time series data mining is studied, respectively. Finally, we
conclude this thesis and outline future work.
Part I
Retrieving histogram data
Chapter 1
Introduction
Content-based similarity search requires eﬀective similarity models as well
as eﬃcient query processing. Many multimedia features can be represented
as histograms, i.e. vectors of attributes. For meaningful comparison of his-
togram features, distance functions provide dissimilarity values.
The Earth Mover’s Distance was introduced in computer vision to model
human perceptual similarities. Its computation, however, is too complex for
usage in interactive multimedia database scenarios. In order to enable ef-
ﬁcient query processing in large databases, we propose an index-supported
multistep algorithm. We therefore develop new lower bounding approxima-
tion techniques for the Earth Mover’s Distance which satisfy high quality
criteria including completeness (no false dismissals), index-suitability and
fast computation. We demonstrate the eﬃciency of our approach in exten-
sive experiments on large image databases.
This part is structured as follows: In Chapter 2 we establish the notions
and properties of the Earth Mover’s Distance needed for our technique.
We then explain possible multistep algorithm concepts and their respec-
tive suitability in Chapter 3.
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Chapter 4 presents several novel approximations of the Earth Mover’s
Distance along with an analysis of their properties and proofs of complete-
ness. We give an extensive experimental evaluation of our multistep approach
using real world color image databases.
Chapter 5 presents a case study for eﬃcient video stream similarity search
based on this multistep approach.
Exact indexing of the Earth Mover’s Distance is discussed in Chapter 6.
For high-dimensional histograms, Chapter 7 introduces the vector approx-
imation ﬁle and eﬃcient similarity search using new Earth Mover’s Distance.
This includes new lower bounding approximation techniques in a multistep
architecture.
Finally, we describe dimensionality reduction techniques on very high
dimensional histograms for the Earth Mover’s Distance in Chapter 8.
Chapter 2
Similarity search on histograms
There is tremendous growth in data produced and ﬁled by applications in
medicine, engineering, biology and numerous others. This is due to new tech-
nologies such as computer tomography as well as decreasing storage prices
which allows ﬁling of the data produced. These huge amounts of data call
for eﬃcient strategies for storing and retrieving multimedia data.
There has been substantial progress, especially in the area of content-
based image retrieval (CBIR) where color images are retrieved from multi-
media databases using three main concepts: ﬁrst, a feature extraction model,
which maps each image to a set of attributes, the so-called features. Secondly,
a distance measure between these features which reﬂects the underlying sim-
ilarity model. And ﬁnally, storage and retrieval methods for large image
databases.
Several models have been proposed for the feature extraction process.
The histogram approach, which maps each image to a vector of attributes
encoding e.g. color distribution [HSE+95, SH94, SK97], texture [NBE+93,
RPTB99], shape [AKKS99], has proven its usefulness in numerous applica-
tions and CBIR systems such as IBM’s QBIC [FBF+94].
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Comparing image histograms using Lp-norms such as the Euclidean dis-
tance is very sensitive to minor shifts in feature value distribution. Quadratic
Forms use a ground similarity between feature bins to milden this sensitivity
(cf. [FBF+94]). A recent approach from computer vision towards human
similarity perception, the Earth Mover’s Distance (EMD) [RGT97] models
similarity as the amount of changes necessary to transform one image feature
into another one.
The quality of the Earth Mover’s Distance for image similarity has been
demonstrated in several application scenarios: color [JLZZ04, RGT97], con-
tour matching [GD04], texture [LSP03], melodies [TGV+03, TVW04], graphs
[DSD+04], vector ﬁelds [LBH98], etc. Its high quality for image similar-
ity search has been demonstrated in an extensive survey on distances for
CBIR [RPTB99]. It has been and is being successfully used in a large
number of similarity search settings including phishing detection [FWD06],
medicine [DMHE+06], document retrieval [WP05], video news story tracking
[UHMS06], speaker recognition [KUTR06] and many more. To beneﬁt from
the Earth Mover’s Distance’s high quality retrieval in these settings, eﬃcient
storage and query processing is crucial.
Formally, the Earth Mover’s Distance is deﬁned as a Linear Programming
problem which can be solved using the simplex method as in [Dan51, HL90].
It is far too complex, however, for application in large multimedia databases.
To cope with this problem, we propose a database indexing and multistep
approach similar to the GEMINI (generic multimedia indexing) or KNOP (k
nearest neighbor optimal processing) frameworks [FRM94, SK98]. Related
works following this paradigm have been successfully applied for multimedia
data such as time series [CN04, FRM94] or ellipsoid queries [ABKS98, SK97].
For eﬃcient multistep query processing, which uses an approximative ﬁlter
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function to reduce the computation times of the original distance function, a
tight and computationally simple approximation of the Earth Mover’s Dis-
tance is essential. Our ﬁlters are motivated by geometric intuition of the
Earth Mover’s Distance and possible lower bounding distances. This leads
to valuable insights on the nature of the Earth Mover’s Distance computa-
tion, which is used to develop a more complex, but also more selective ﬁlter
suitable for higher dimensionalities. The analysis of our ﬁlter properties such
as index applicability and eﬃciency are used to conceptualise a multistep al-
gorithm which combines the advantages of the respective ﬁlters. We proof
the completeness of our approach to guarantee no false dismissals in image
retrieval. Our experiments on high-dimensional color histograms in large
image databases validate our ﬁndings.
The Earth Mover’s Distance is ﬂexible in adapting to various applica-
tions by employing diﬀerent ground distances encoded in the cost matrix.
It can also be used in a number of extensions for additional scenarios such
as partial matching (losing its metric property) or generalized histograms,
i.e. so-called signatures encoding image pixel clusters. In this chapter we
concentrate on histograms and metric ground distances as they are a widely
used representation in color image retrieval.
2.1 Distance functions
The Earth Mover’s Distance was introduced in computer vision in 1997 by
Rubner, Guibas and Tomasi [RGT97, RT01] to overcome inconsistencies with
perceptual similarity observed in (weighted) Lp-norms and quadratic forms.
To understand these diﬃculties, let us recall how these distance measures are
deﬁned.
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Deﬁnition 2.1 Lp norms
Lp norms are deﬁned for two histograms x = (x1, . . . , xn) and y = (y1, . . . , yn),
where xi and yi denote the bin entries, as follows:
Lp(x, y) =
p
√√√√ n∑
i=1
(xi − yi)p
From this formula we immediately see that only corresponding ‘bins’ of
the histograms are compared, ignoring relationships between ‘neighboring’
bins. To see what this means, consider three images and their corresponding
color histograms as in Figure 2.1 (based on [RT01]). The top left one and
the lower left one are diﬀerent only by a slight shift in color tone. The
lower right one, however, exhibits a completely diﬀerent color distribution.
A comparison using (weighted) Lp norms does not accurately reﬂect this. As
diﬀerence is calculated bin-by-bin, i.e. only entries corresponding to the exact
same color tones are compared, the distance between the left two images is
larger than between the two ones on the right.
hJ
hI
hJ’
hI
Figure 2.1: Motivation of the Earth Mover’s Distance
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Quadratic forms were introduced to overcome these diﬃculties [HSE+95,
SH94]. A similarity matrix A = [aij] is used to reﬂect the perceived color
distances between bin i and bin j. Formally,
Deﬁnition 2.2 Quadratic forms
Quadratic forms are deﬁned for two histograms x = (x1, . . . , xn) and y =
(y1, . . . , yn), where xi and yi denote the bin entries, and a similarity matrix
A = [aij] where entry aij denotes the similarity between bin i and bin j as
follows:
QFA(x, y) =
√√√√ n∑
i=1
n∑
j=1
(xi − yi)aij(xj − yj)
This means that all diﬀerences between arbitrary bins i and j inﬂuence
the resulting distance measure weighted by aij. Reconsidering our example in
Figure 2.1, depending on the similarity matrix A, the diﬀerences are merely
‘smoothed’ over all bins, meaning that still structural diﬀerences in images
cannot be distinguished from color shifts.
2.2 The Earth Mover’s Distance
The Earth Mover’s Distance also uses a cost matrix C = [cij] to describe
distances between bins. These matrix entries cij reﬂect the perceived dis-
similarity between the bins i and j which is called ground distance. A best
match between the two images represented through their histograms x and
y is then calculated by transferring all histogram entries in x to those in y
at minimal cost.
Technically, this means that matrix entries do not merely weigh the dif-
ferences of bin entries as in quadratic forms, but instead guide the distance
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calculation. An assignment of one histogram entry xi to another yj is deter-
mined based on the cost of their corresponding matrix element cij.
Formally, the Earth Mover’s Distance can be formalized as the search for
a minimum in a linear programming scheme.
Deﬁnition 2.3 The Earth Mover’s Distance
The Earth Mover’s Distance between histograms x and y with respect to a cost
matrix C = [cij] is deﬁned as the minimum over all possible ﬂows F = [fij]
between x and y as follows:
EMDC(x, y) = min
F
{
n∑
i=1
n∑
j=1
cij
m
fij, fij ≥ 0,
n∑
j=1
fij = xi,
n∑
i=1
fij = yj
}
The denominator m :=
∑n
i=1
∑n
j=1 fij normalizes the Earth Mover’s Dis-
tance by the total ﬂow, i.e. the mass of the histograms.
For notationally convenience, we alternatively denote the individual con-
straints for the Earth Mover’s Distance as positivity, source and target con-
straints, respectively:
positivity constraint CPos: ∀ 1 ≤ i, j ≤ d : fij ≥ 0
source constraint CSource: ∀ 1 ≤ i ≤ d : ∑dj=1 fij = xi
target constraint CTarget: ∀ 1 ≤ j ≤ d : ∑di=1 fij = yj
When deﬁned this way, i.e. for histograms of equal total mass, the Earth
Mover’s Distance is metric as long as the ground distance is metric, i.e. it
fulﬁlls deﬁniteness, symmetry and the triangle inequality. Formally,
Deﬁnition 2.4 Metric.
A distance function dist between histograms is a metric if
∀ histograms x, y, z:
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• dist(x, y) = 0 ⇔ x = y (deﬁnite)
• dist(x, y) = dist(y, x) (symmetric)
• dist(x, z) ≤ dist(x, y) + dist(y, z) (triangle inequality)
Thus, the Earth Mover’s Distance measures the eﬀort to match one his-
togram against the other. All entries in one histogram need to be transferred
to entries in the other at minimal cost. Similar images will only cause minor
eﬀort as there will be little diﬀerences in bin entries. Reconsidering Figure
2.1, we see that using an adequate cost matrix will indeed lead to a larger
diﬀerence for the rightmost images as shifting all bin entries by one is less
eﬀort than moving some of the entries to entirely diﬀerent bins.
Figure 2.2 gives an example of the Earth Mover’s Distance shape in a two-
dimensional feature space. An exemplary iso-contour, i.e. points which have
the same Earth Mover’s Distance value from the center point, is highlighted.
Additionally, all image pixels are colored according to their distance, where
smaller distances are visualized using darker gray tones. We can see that
the Earth Mover’s Distance is bounded by hyperplanes, thus a good ﬁlter
Figure 2.2: Iso-lines of the Earth Mover’s Distance
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approximation should describe a closely surrounding geometry. As we will
see in Section 4.2, this is a good starting point for lower bounds of the Earth
Mover’s Distance.
The Earth Mover’s Distance can be calculated using a streamlined linear
programming scheme, the simplex algorithm as found in numerical mathe-
matics literature (see e.g. [Dan51, HL90]). While this provides a solution
for pairwise comparison of two histograms, it is much too expensive for large
databases where numerous objects have to be compared. We therefore use a
multistep algorithm to reduce expensive Earth Mover’s Distance calculations
while guaranteeing correctness and completeness of the result.
Chapter 3
Multistep retrieval
The need for speeding up retrieval algorithms has brought forth several ap-
proaches for avoiding unnecessary distance calculations on images which are
just ‘too far away’ by ﬁltering them out in advance. This is crucial for inter-
active similarity retrieval applications.
3.1 Multistep ﬁlter-and-reﬁne architectures
Index structures are used to organize the data with the objective that only
a small percentage needs to be accessed during query processing. They can
be used in any setting where only distances between objects are given (e.g. M-
tree [CPZ97]). Performance, however, is much better in a (multi-)dimensional
space, where index structures such as R-trees or X-trees [BKK96, Gut84,
MNPT06] can be used, since they do not only rely on distances to index the
data. Additionally, information on individual dimensions in feature space is
exploited.
In multidimensional index structures, the main idea is to use the infor-
mation contained in the individual dimensions. Hierarchical index structures
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Figure 3.1: Minimum bounding rectangles geometrically
create a small-size directory of the entire database based on those dimensions.
This directory is used to direct the similarity search process to determine the
result set. To do so, multidimensional features are grouped together accord-
ing to their respective values. They are summarized by bounding geometries
kept at the next higher levels in the directory. During retrieval, the query
is compared to these bounding geometries to direct the search towards the
answer. In Figure 3.1, two-dimensional points are grouped in a hierarchy of
minimum bounding rectangles. These rectangles are stored in a tree (Figure
3.2). Starting at the root, the query is compared to the rectangles, thus
choosing only paths down to the data that are relevant for the query.
Index usage can be even more accelerated by calculating faster approx-
imate distances on the index; thus generating candidate results which are
then evaluated with the original distance to obtain the true results. Such
a multistep approach has been successfully employed in several application
scenarios: time series [CN04, FRM94], tumor shapes [KSF+96], GIS (geo-
graphic information systems) [BKSS94], ellipsoid queries [ABKS98, SK97],
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and dimensionality reduction in general [Fal96].
The eﬃciency of multistep retrieval depends on the chosen ﬁlter dis-
tance which has to be tailored for the original distance function. For tumor
shapes, the max morphological distance was approximated by a more eﬃcient
max granulometric ﬁlter distance [KSF+96]; for time series a dimensionality-
reduced Chebyshev coeﬃcient metric is shown to lower bound the original
high-dimensional Euclidean distance [CN04].
The general idea of multistep retrieval algorithms is summarized in Figure
3.3. A query is ﬁrst executed as an approximative query using a suitable index
structure. This ﬁlter step, based on an approximate ﬁlter distance function,
generates a set of candidates which is then evaluated using the real distance
function to retrieve the desired result from the database.
3.2 Query processing
Range queries are a common query type in multimedia databases to access
objects similar to an example object. A range query is deﬁned as the set of
all objects from the database DB who have a distance to a query object q
Figure 3.2: Hierarchy of minimum bounding rectangles
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Figure 3.3: Multistep retrieval
of less than or equal to ε. Formally:
Sε(q) = {i ∈ DB | distexact(i, q) ≤ ε}
Range queries can be accelerated using the GEMINI multistep retrieval tech-
niques [Fal96, FRM94]. An index is queried using the same ε threshold, but
with an appropriate ﬁlter distance:
Candε(q) = {i ∈ DB | distfilter(i, q) ≤ ε}
This candidate set is then evaluated to see if the actual object distance is
not larger than ε. In real world applications, it is often not easy to specify
a suitable ε threshold. If ε is chosen too small, the result set may be empty;
if it is chosen too large, there may be too many results - in a worst case
scenario the whole database may be output.
This motivates k-Nearest Neighbor (k-NN) queries, which do not require
the user to specify such an ε. To a query object q the database DB is queried
for those k objects which have the smallest distance from q. That is,
Sk(q) is the smallest subset of the database DB with
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∀i ∈ Sk(q) ∀j ∈ DB − Sk(q) : distexact(i, q) ≤ distexact(j, q)
In the GEMINI framework, the index is ﬁrst queried using a ﬁlter dis-
tance to retrieve k candidates. The distance ε′ of the k-th farthest candidate
object is then used to determine the actual k-NN result by a range query.
The authors show that, provided the lower bounding property holds for the
distance function and the respective ﬁlter distance, the resulting output is
indeed correct and complete.
An optimal competing multistep algorithm for k-NN queries which makes
use of the distance information from those candidates already ﬁltered out
was devised in previous work [SK98]. First, candidates are generated using a
ranking procedure on the index based on the ﬁlter distance. Here, however,
as they are generated, for each candidate object the exact distance to the
query q is computed and the ε′ range is lowered accordingly. This guarantees
optimality as to the number of candidates generated while still being correct
and complete.
3.3 Filter properties
Crucial for the eﬃciency of multistep algorithms is the quality of the ﬁl-
ter distance measure. This measure should meet a number of criteria (see
Figure 3.4):
• Completeness means that the multistep algorithm does not produce
false dismissals, i.e. in the ﬁlter step no actual result object should be
discarded. For all of the algorithms revised in Section 3.2, completeness
can be assured by a corresponding lower bounding lemma which adheres
the following observation:
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Lemma 3.1 Completeness of lower bound ﬁlters
If a ﬁlter distance distfilter lower bounds the actual object distance
distexact, i.e.
distfilter(x, y) ≤ distexact(x, y)∀ x, y ∈ DB
then the multistep algorithms discussed in Section 3.2 guarantee com-
pleteness.
Proofs: see [FRM94, KSF+96, SK98].
• Selectivity means that the ﬁlter distance should produce a candidate
set as small as possible. In a worst case scenario, i.e. the ﬁlter distance
returns zero for all object distances, the ﬁlter simply returns the entire
database. Good selectivity is achieved by a ﬁlter which approximates
the true distance as closely as possible, i.e. returns preferably large
values without violating the lower bounding property.
• Eﬃciency, i.e. fast single pair computation is important for ac-
celeration of the total response time. In larger databases, numerous

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Figure 3.4: ICES ﬁlter criteria for multistep retrieval
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ﬁlter distance computations are necessary, so eﬃciency is important
for performance of the ﬁrst search step.
• Index enabled: multistep algorithms are generally capable of working
on an indexing structure which allows the search process to be guided
according to the structure of the index storage. A ﬁlter distance should
thus be capable of being applied in such a scenario in order to beneﬁt
from index support.
Chapter 4
Lower bounds of the Earth
Mover’s Distance
We present several new lower bounds for the Earth Mover’s Distance in this
chapter. Before doing so, we review a lower bound given in the original Earth
Mover’s Distance paper.
4.1 3D-averaging lower bound
The basic idea of a lower bound introduced by Rubner et al. [RTG98] is
to average the features in the underlying color space. Let ri denote the bin
representatives (centroids), then the 3D-color averages, a weighted sum of
the bin representatives, form a simple lower bound for the Earth Mover’s
Distance:
EMD(x, y) ≥ ‖
n∑
i=0
xiri
m
−
n∑
i=0
yiri
m
‖
As shown in [RTG98], this lower bound does help improve the computa-
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tion time in smaller settings (i.e. in their case 8-dimensional features in a
20,000 color image collection). Since this lower bound (which we denote by
LBAvg) is ﬁxed to three dimensions by the color space, there is no ﬂexibility
in adapting it to other dimensionalities. As shown in the experiments, the
eﬃciency gains are thus not suﬃcient for high-dimensional settings. (Section
4.5).
4.2 Lp-norm-based lower bounds
Our ﬁrst approach to develop lower bounding ﬁlter distances follows the
geometric intuition which has been successfully applied to other complex
distance functions including quadratic forms [ABKS98, BKSS94]. Common
conservative approximations such as minimum bounding rectangles or min-
imum bounding spheres are well suited for spatial objects and, analogously,
for similarity range queries that have a rigid geometry bounded by the range
parameter ε.
For k-nearest neighbor queries, however, the boundary of the query re-
gion is not known in advance when query processing starts. What has to be
provided as approximations are (unbounded) distance functions instead. The
corresponding distance functions for rectangles and spheres are represented
by weighted maximum norms (L∞) and weighted Euclidean norms (L2), re-
spectively. More precisely, by our geometric approach we aim at providing
the lower bounding weighted Lp norms (p = 1, 2,∞) as ﬁlter distances.
The advantages of using (weighted) Lp norms are two-fold. First, a single
comparison is computed in linear time O(n) in an n dimensional histogram
space. Secondly, these distance functions are immediately index enabled and
supported by any available multi-dimensional indexing structure.
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Figure 4.1: Iso-contours of weighted Lp norms
Geometrically, the iso-surfaces of the weighted Lp norms correspond to
rectangles, spheres, and diamonds (Figure 4.1). Since the Earth Mover’s
Distance’s iso-surface is bound by hyperplanes as can be observed from Figure
2.2, a hyperdiamond (L1) or hyperrectangle (L∞) is expected to result in a
better approximation than a hypersphere (L2).
4.2.1 Weighted L1 lower bound
As discussed above, (weighted) Lp norms base their distance calculation on
the diﬀerence between individual bin entries. The weighted L1 (Manhattan)
distance is deﬁned by
WL1(x, y) =
n∑
i=1
wi|xi − yi|
where the wi represent weights for the individual dimensions. These weights
have to be determined as parameters of the ﬁlter. Geometrically, they stretch
or compress the corresponding hyperdiamond to optimally enclose the Earth
Mover’s Distance iso-surface.
To determine weights which best lower bound the Earth Mover’s Distance,
let us take a closer look at how the Earth Mover’s Distance is computed.
Since we only consider metric ground distances, in our costmatrix C, the
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Figure 4.2: EMD ﬂows between histograms
diagonal entries cii are zero (deﬁniteness) and cij = cji (symmetry). When
searching for the minimal ﬂow as described in Section 2.2, as much mass as
possible will be moved at zero cost, i.e. between corresponding bin entries.
The amount of mass which can be moved is limited by the corresponding
entries in each histogram as deﬁned in Section 2.2:
m =
n∑
i=1
n∑
j=1
fij =
n∑
i=1
xi =
n∑
j=1
yj
Figure 4.2 illustrates the computation procedure between two histograms
x = (x1, . . . , xn) and y = (y1, . . . , yn). Let us assume that xi ≥ yi. As
mentioned above, zero cost cii is the minimum, i.e. ﬁrst, earth of xi will be
moved to yi until yi is ﬁlled. If there is more earth available in xi, it cannot
be absorbed by yi. The remaining mass (|xi−yi|) will thus have to be moved
at higher cost. If, to the contrary, yi is larger than xi all of xi will be moved
to yi and the remaining capacity of yi (|xi − yi|) will be ﬁlled at higher cost
by other entries of x. This leads to the following theorem:
Theorem Weighted L1 lower bound LBMan
For any metric ground distance encoded in a costmatrix C = [cij], the
Earth Mover’s Distance between two histograms x = (x1, . . . , xn) and y =
(y1, . . . , yn) with the same total mass, i.e. m =
∑n
i=1 xi =
∑n
i=1 yi, is al-
ways greater than or equal to the weighted Manhattan distance with weights
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wi = minj,i=j{ cij2·m}. Formally:
EMD(x, y) ≥
n∑
i=1
min
j
i=j
{ cij
2 ·m}|xi − yi|
Proof:
EMD(x, y) =
n∑
i=1
n∑
j=1
i=j
cij
m
fij (4.1)
≥
n∑
i=1
min
j
i=j
{cij
m
}
n∑
j=1
i=j
fij (4.2)
≥
n∑
i=1
min
j
i=j
{ cij
2 ·m}|xi − yi| (4.3)
By deﬁnition, the Earth Mover’s Distance between histograms x and y is the
minimal transfer of entries in x to those in y (or vice versa). As described
above, entries between corresponding bins are moved at zero cost (cii = 0)
which does not contribute to the Earth Mover’s Distance value. We therefore
consider only the remainder |xi− yi| which has to be moved to diﬀerent bins
j 	= i (Equation 4.1).
Approximating each of the cost entries cij in one row i by their minimum
allows us to combine the individual coeﬃcients into a single one for the entire
sum (Equation 4.2).
As seen before, the sum of ﬂows from any bin xi equals its mass:
∑n
j=1 fij =
xi. Since cii = 0 is always minimal, fii is as large as possible, i.e. fii = yi if
xi > yi (yi cannot absorb more). Thus
∑n
j=1,i =j fij = xi−yi if xi > yi. Anal-
ogously,
∑n
j=1,i=j fij = yi − xi if xi < yi. In sum, 2
∑n
j=1,i =j fij = |xi − yi|.
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Thus, we replace the sum of ﬂows by half the absolute bin diﬀerences (Equa-
tion 4.3). ♦
Thus, our weighted Manhattan distance LBMan lower bounds the Earth
Mover’s Distance which guarantees completeness in a multistep retrieval
scheme as outlined in Section 3.
4.2.2 Weighted L∞ lower bound
For the minimum bounding rectangle approximation, the corresponding ﬁlter
distance function is represented by a weighted maximum norm (L∞):
WL∞(x, y) =
n
max
i=1
{wi|xi − yi|}
Geometrically, this norm corresponds to a rectilinear hyperrectangle. By
similar arguments as in the L1 case, we obtain:
Theorem Weighted L∞ lower bound LBMax
For any metric ground distance encoded in a costmatrix C = [cij], histograms
x = (x1, . . . , xn) and y = (y1, . . . , yn) with m =
∑n
i=1 xi =
∑n
i=1 yi, we have:
EMD(x, y) ≥ max
i
{min
j
i=j
{cij
m
}|xi − yi|}
Proof:
EMD(x, y) ≥
n∑
i=1
xi≤yi
min
j
{cij
m
}|xi − yi| (4.4)
≥ max
i
xi≤yi
{min
j
i=j
{cij
m
}|xi − yi|} (4.5)
EMD(x, y) ≥ max
i
{min
j
i=j
{cij
m
}|xi − yi|} (4.6)
The proof of our weighted L1 norm implies that considering only those cases
where xi ≤ yi, we obtain Equation 4.4. We approximate the sum by its
maximum summand, thus yielding Equation 4.5.
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Instead of approximating the Earth Mover’s Distance by those cases
where xi ≤ yi, we could also do so by those cases where xi ≥ yi. As both
results lower bound the Earth Mover’s Distance, we can choose the larger
one of them by simply taking the maximum (Equation 4.6). ♦
4.2.3 Weighted L2 lower bound
Another frequently used Lp norm is the L2 norm, the Euclidean Distance:
WL2(x, y) =
√√√√ n∑
i=1
wi(xi − yi)2
Geometrically, the iso-surface of the Euclidean Distance is a (hyper-)sphere,
if weighted, we obtain iso-oriented ellipsoids.
Theorem Weighted L2 lower bound LBEucl
For any metric ground distance encoded in a costmatrix C = [cij], histograms
x = (x1, . . . , xn) and y = (y1, . . . , yn) with m =
∑n
i=1 xi =
∑n
i=1 yi, we have:
EMD(x, y) ≥
√√√√ n∑
i=1
(min
j
i=j
{ cij
2 ·m})
2(xi − yi)2
Proof:
EMD(x, y) ≥
n∑
i=1
min
j
i=j
{ cij
2 ·m}|xi − yi| (4.7)
=
n∑
i=1
√
(min
j
i=j
{ cij
2 ·m})
2(xi − yi)2 (4.8)
≥
√√√√ n∑
i=1
(min
j
i=j
{ cij
2 ·m})
2(xi − yi)2 (4.9)
Equation 4.7 was proven for the weighted Manhattan lower bound. We
replace the absolute value by the root of the squared value (Equation 4.8).
Then the sum can be pulled inside the root, which is done in Equation 4.9.♦
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We already see from this proof that the Euclidean lower bound encloses
the Manhattan lower bound and is thus of worse selectivity if used in a ﬁlter
step.
While lower bounds based on Lp norms are well suited for index support
and can be eﬃciently computed, their selectivity decreases for higher dimen-
sions due to the so-called “curse of dimensionality”. Whenever the number
of bins, and therefore, the number of cost matrix entries, increases, the min-
imum of these is bound to decrease. Therefore, in high-dimensional settings,
the selectivity of bounds based on these minima drops. This is also validated
in the experiments in Section 4.5.
Moreover, index structures fall prey to the curse of dimensionality as well.
In high-dimensional settings, sequential scan eventually performs better than
any index structure [BBK01, WSB98]. In these high-dimensional settings,
additional techniques are needed for eﬃcient query processing. In the next
section, we reﬁne the idea of the geometrically inspired weighted Lp lower
bounds. Computing for each dimension the amount of mass which has to be
moved by at least the minimum cost for that dimension can be extended to
a tighter, i.e. more selective, lower bound. After that, we show how these
lower bounds can be combined to beneﬁt most from their respective eﬃciency
improvements.
4.3 Independent minimization lower bound
As stated above, we extend the concept of independently minimizing the
cost for moving the mass in individual histogram bins. In contrast to the
weighted Lp norms however, we do not stop at picking one minimum for each
histogram dimensions. Instead, we re-approach the essential Earth Mover’s
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Distance method by taking into consideration that histogram bins can only
absorb the mass corresponding to their respective entries (
∑n
i=1 fij = yj).
That is, for each dimension, we reinstall the constraint that each histogram
bin should not receive more mass than speciﬁed by its value (fij ≤ yj). The
diﬀerence to the Earth Mover’s Distance remaining is then, that this con-
straint is weakened to the eﬀect that the sum of ﬂows for diﬀerent dimensions
might well be above this limit. To understand this, recall the Earth Mover’s
Distance deﬁnition:
EMD(x, y) = min
F
{
n∑
i=1
n∑
j=1
cij
m
fij, fij ≥ 0,
n∑
j=1
fij = xi,
n∑
i=1
fij = yj
}
The Independent Minimization lower bound (LBIM) is then deﬁned as
follows:
LBIM(x, y) = min
F
{
n∑
i=1
n∑
j=1
cij
m
fij, fij ≥ 0,
n∑
j=1
fij = xi,∀ j fij ≤ yj
}
This formalizes that the diﬀerence between the new LBIM and the Earth
Mover’s Distance is the constraint on how much mass one histogram bin may
receive, the target constraint CTarget in the original Earth Mover’s Distance
versus the new, weaker constraint CTarget* for LBIM :
CTarget : ∀ 1 ≤ j ≤ d : ∑di=1 fij = yj
CTarget∗ : ∀1 ≤ j ≤ d : fij ≤ yj
While the Earth Mover’s Distance requires that the sum of ﬂows to a
certain bin equals its mass over all dimensions, the LBIM only ensures that
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for any single dimension the incoming ﬂows do not exceed its mass. We now
show that LBIM indeed lower bounds the Earth Mover’s Distance.
Theorem LBIM lower bound
For any metric ground distance encoded in a costmatrix C = [cij], histograms
x = (x1, . . . , xn) and y = (y1, . . . , yn) with m =
∑n
i=1 xi =
∑n
i=1 yi, we have:
EMD(x, y) ≥ LBIM(x, y).
Proof:
We start by proving that the constraints in LBIM are indeed a weaker version
of those for the Earth Mover’s Distance, i.e. that for any i:
n∑
i=1
fij = yj ∧ fij ≥ 0 ⇒ fij ≤ yj
Assume to the contrary that there exists a j such that fij > yj. Then we
have for the sum
∑n
i=1 fij > yj as well, which is a contradiction.
From this we infer for the two sets to be minimized:
SEMD :=
{
n∑
i=1
n∑
j=1
cij
m
fij, fij ≥ 0,
n∑
j=1
fij = xi, fij ≤ yj
}
⊂
{
n∑
i=1
n∑
j=1
cij
m
fij, fij ≥ 0,
n∑
j=1
fij = xi,
n∑
i=1
fij = yj
}
:= SLBIM
Next, note that for any two sets, where one is a subset of the other, the
minimum of one set is always larger than or equal to that of its superset:
s ⊂ S ⇒ min(S) = min(min(s),min(S \ s)) ≤ min(s)
Consequently, the minimum determined as the Earth Mover’s Distance is
larger than or equal to that determined as the Independent Minimization
lower bound:
LBIM(x, y) = min(SLBIM ) ≤ min(SEMD) = EMD(x, y) ♦
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Intuitively speaking, the proof uses the fact that the Earth Mover’s Dis-
tance is minimized in a more restricted space than the LBIM . The minimum
as speciﬁed by the Earth Mover’s Distance constraints is thus always included
in the search space of the LBIM which can therefore only result in the same
or a smaller minimum.
We have shown that the Independent Minimization indeed lower bounds
the Earth Mover’s Distance and is thus a complete ﬁlter. We next analyze
how it can be eﬃciently computed. By restricting the search for a minimum
by constraints over the outgoing dimensions i only, we can decompose the
LBIM computation into a series of smaller problems for each i. In other
words, each of the three constraints, i.e.
• positivity of the ﬂows (fij ≥ 0),
• equality of outgoing ﬂows to the mass of each bin (∑j fij = xi) and
• limitation of ﬂows to the target bins mass (fij ≤ yj)
can be checked for individual dimensions. The positivity of all ﬂows fij is
a constraint which does not require the consideration of more than one di-
mension i at a time. The same is true for the sum over all outgoing ﬂows∑
j fij: since the constraint needs to be validated for individual xi, a sepa-
rated computation yields the same result. And the last constraint on ﬂows fij
to the target bins yj has been “individualized”: the sum of ﬂows to a target
bin does no longer have to equal its mass as in the Earth Mover’s Distance
case (
∑
i fij = yj). Instead, it merely limits the amount of mass for each i
(fij ≤ yj). Note that this last constraint is violated by the Lp-norm-based
lower bounds, where no check on the receiving bins except the corresponding
one (fjj ≤ yj) is required; the remainder (|xi − yi|) is moved at minimal
cost cij, i 	= j independent of the mass in yj, i 	= j. Instead of minimizing
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ﬂows for all bins simultaneously via the simplex method, we are now able
to minimize the cost for each histogram bin separately. This substantially
decreases computation times as demonstrated in Section 4.5.
We can further improve the Independent Minimization lower bounds by
adapting two properties seen for Lp-norm-based lower bounds:
(i) Restricting the ﬂows to fjj + fij ≤ yj, i 	= j, instead of simply to
fij ≤ yj, can be easily fulﬁlled before minimization starts: we know
that the ﬂow between identical histogram bins is the mass of the smaller
entry: fjj = min(xj, yj). Since cjj = 0, we can subtract these ﬂows fjj
from yj as they do not contribute to the Earth Mover’s Distance value
to improve the selectivity of LBIM . (Cf. the proof of LBMan, Section
4.2.1).
Example.
Let x = [4, 3, 5, 4, 5] and y = [1, 2, 3, 8, 8].
Compute x1 = [xi −min(xi, yi)] = [3, 2, 2, 0, 0]
and y1 = [yi −min(xi, yi)] = [0, 0, 0, 4, 3].
These histograms have the same Earth Mover’s Distance value as the
original ones, but further restrict for each bin the possibility of mass
movement (i.e. the limit yj is lowered), which results in a better selec-
tivity of our LBIM ﬁlter.
(ii) As for the LBMax lower bound (Section 4.2.2), we can pick the max-
imum of LBIM(x, y) and LBIM(y, x). Switching the roles of x and
y means relaxing the constraint
∑n
j=1 fij = xi to fij ≤ xi instead of
relaxing
∑n
i=1 fij = yj to fij ≤ yj. The lower bounding property is
fulﬁlled in either case, thus we choose the larger, more selective, lower
bound, i.e. the maximum of LBIM(x, y) and LBIM(x, y).
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Example.
Let C =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 2 3 4
1 0 1 2 3
2 1 0 1 2
3 2 1 0 1
4 3 2 1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Independent Minimization yields for the above x1 to y1:
LBIM(x, y) = x1 ∗ c14 + x2 ∗ c24 + x3 ∗ c34 = 3 ∗ 3 + 2 ∗ 2 + 2 ∗ 1 = 15,
whereas the computation from y1 to x1 yields:
LBIM(y, x) = 1/2∗y4 ∗c43 ∗1/2∗y4+c42+2/3∗y5 ∗c53+1/3∗y5 ∗c52 =
2 ∗ 1 + 2 ∗ 2 + 2 ∗ 2 + 1 ∗ 3 = 13.
By taking the maximum over these two values, we are sure to obtain
the LBIM value closest to the Earth Mover’s Distance.
4.4 Multistep ﬁlter concept
We mentioned that Lp-norm-based ﬁlters are well suited for index support
and have low one-to-one computation times. As they do not provide op-
timal selectivity for increasing dimensionality, they are best used for low-
dimensional problems. As dimensionality increases, our LBIM lower bound
is favorable as it yields better selectivity which eventually means that overall
computation times are lower in high dimensions where many more candidates
might be generated otherwise.
The combination of ﬁlters further reduces the computation time as they
dismiss diﬀerent sets of objects as non-candidates. Therefore, a sequential
scan using a good-selectivity-ﬁlter in high dimensions on the output of an
eﬃcient low-dimensional, index-supported ﬁlter makes best use of database
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Figure 4.3: Multistep concept for lower bounds of EMD
technology available.
While index support can substantially improve response times, it has
been shown many times, that with increasing dimensionality, starting as
low as dimensions six or eight, indexing structures fall prey to the so-called
“curse of dimensionality” [BBK01, WSB98]. This means that with higher
dimensionality, large portions of the index have to be accessed, which in turn
means that many more I/O activities have to be performed.
We therefore propose to integrate a reduction of dimensionality into a two-
phase multistep algorithm which combines the advantages of low-dimensional
index-support with the good selectivity of our multi-dimensional LBIM ﬁl-
ter (Figure 4.3). We therefore construct three-dimensional indexes based
on the averaging lower bound (which can only handle three dimensions in
a three-dimensional color space) or three-dimensional indexes based on the
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weighted Manhattan lower bound, which, as experiments conﬁrm, is best
among our Lp-based ﬁlters. Dimensionality reduction for the weighted Man-
hattan lower bound is performed by simply determining those three dimen-
sions with highest variability and discarding all other dimensions. The result-
ing distances are necessarily smaller, thus, lower bounding is not jeopardized.
Recall the deﬁnition of the weighted Manhattan distance from Section 4.2.1:
WL1(x, y) =
∑n
i=1 wi|xi − yi|. By reducing this to three dimensions (e.g.
the ﬁrst ones) we have WL1(x
3, y3) =
∑3
i=1 wi|xi − yi|. Since we only drop
positive summands, we are sure to lower the resulting distance value. The
three-dimensional index is then built on weighted reduced histograms w3 ·x3.
Similarly, for the LBAvg = ‖
∑n
i=1
xiri
m
−∑ni=1 yirim ‖ lower bound, the color
averages ai =
∑n
i=1
xiri
m
have to be precalculated to preserve lower bound-
ing. The corresponding 3d-index is then built on these color averages. The
resulting candidate set of the ﬁrst 3d-ﬁlter may be large, but its generation
involves relatively few index operations. The candidate set is then further
reduced by using our LBIM lower bound which has better selectivity. The
ﬁnal reﬁnement computations using the Earth Mover’s Distance are thus re-
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Figure 4.5: Scalability, response time in seconds
duced as much as possible. As we will see in the experimental evaluation in
Section 4.5 this two-phase multistep algorithm indeed outperforms all other
ﬁlter techniques.
4.5 Experiments
We ran extensive experiments on an extended version (200,000 images) of the
color image database used in [ABKS98]. We implemented all lower bounds
and the Earth Mover’s Distance in Java (the latter is based on the original
C code by Rubner [Rub98]). We used the R-tree index by Hadjieleftheriou
[Had02] from the R-tree Portal. Experiments were run on Pentium 4 2.4
GHz workstations.
Using optimal query processing, we varied the number k of nearest neigh-
bors from 1 to 20, histogram sizes from 16 to 64 dimensions, and tested the
scalability of our approach by varying the database size. Using the average
of 200 randomly selected query images, we recorded selectivity ratios as well
as total response times for query processing.
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Scalability. In our ﬁrst experiment, we evaluated the performance of our
lower bounding ﬁlters by measuring the selectivity for various database sizes.
The smallest database contains 25.000 images, the largest all 200,000 images.
We compared our most promising ﬁlter techniques for k nearest neighbor
queries, where k was set to 10 and histograms were of highest resolution 64.
The selectivity is then given as the average percentage of database images
for which Earth Mover’s Distance computation is necessary.
The LBEucl weighted L2 lower bound’s performance is, as was already
analyzed in Section 4.2.3, far inferior to LBMax, i.e. weighted L∞ lower
bound and to LBMan, i.e. weighted L1, lower bound. We therefore did not
include it in our diagrams.
In the diagram in Figure 4.4 we can see that the weighted L∞ lower bound
LBMax produces many more candidates than the weighted L1 lower bound
LBMan or the averaging lower bound LBAvg; its selectivity is inferior by an
order of magnitude. This means that the Earth Mover’s Distance is more
closely surrounded by the hyperdiamond which corresponds to our weighted
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Figure 4.7: Dimensionality, response time in seconds
L1 lower bound than by the hyperrectangle belonging to our weighted L∞
lower bound. As LBMax has far worse performance, we no longer include it
in our ﬁgures.
Our new ﬁlter, the LBIM lower bound is of noticeably higher selectiv-
ity. It outputs far less than 0.1% of the data as candidates for all database
sizes. This is an improvement by more than two orders of magnitude to
the second-best lower bound LBAvg. In Figure 4.5 we see that for the same
setup, the response times of LBMan and LBAvg are closely related to their
selectivity as their computational overhead is low. LBIM requires more com-
putational eﬀort, thus despite its far superior selectivity, it shows only similar
response times. However, the combination with the former two lower bounds
as presented in Section 4.4, yields the lowest response times.
Dimensionality. Another important parameter for the performance of lower
bounding approximations is the size of the histograms involved. We varied
histograms from dimension 16 to 64. We can see in the diagram in Figure
4.6, where the largest database with 200,000 was queried for k = 10 nearest
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neighbors, that our LBIM lower bound yields clearly best selectivity results
in all cases. For ﬁner histogram resolutions, the LBIM lower bound has
selectivity gains of more than two orders of magnitude. The second best
lower bound is the weighted L1 lower bound, followed by the averaging lower
bound.
Figure 4.7 shows for response times that with increasing dimensionality,
the computation of LBAvg increases in complexity. The response times of
LBMan are more closely related to its selectivity ratios. As in the previous
experiment, the overhead of LBIM is greater than that of the other two lower
bounds. Once again, its combination with a low-dimensional LBAvg-index
yields the best performance improvements. We include the sequential scan
Earth Mover’s Distance computation times as a baseline comparison. Note
that the improvement for 64 dimensions comparing Earth Mover’s Distance
and the best multistep concept is from 1000 seconds to less than one second,
i.e. more than three orders of magnitude.
Result size. To determine the inﬂuence of the number of nearest neighbors
54 CHAPTER 4. EMD LOWER BOUNDS
10,0
100,0
LB_Man LB_IM
LB_Avg LB_Man+LB_IM
LB_Avg+LB_IM
0,1
1,0
1 2 3 5 10 15 20
Figure 4.9: Result size, response time in seconds
queried for, we ran an experiment on the largest database of 200,000 images
using 64-dimensional-histograms and searched for 1 to 20 similar images. We
see in Figure 4.8 that the weighted Manhattan lower bound LBMan and the
color averaging approach LBAvg show similar selectivity ratios, which are far
inferior to those of LBIM lower bound by far. In Figure 4.9 we see that the
response times show corresponding behavior, where the multistep concept of
Section 4.4 is once again clearly the fastest.
Query processing. Query processing performance, as discussed in Section
3.2, is illustrated for two exemplary lower bounds in Figure 4.10 and Figure
4.11. As we can see, optimal multistep query processing is noticeably more
eﬃcient than the original GEMINI approach, especially for the lower bound
LBMan where selectivity is improved by one order of magnitude. As the
LBIM lower bound already retrieves substantially fewer candidates, its selec-
tivity gains are smaller, but still noticeable. The response times reﬂect these
selectivity ratios. This means that choosing the optimal algorithm results in
more eﬃcient query processing.
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Figure 4.10: Multistep algorithm, selectivity percentage
In summary, our experiments demonstrate that the best strategy for query
processing is a combination of assets. We compared computation times of
two diﬀerent approaches: LBMan, LBAvg, and LBIM were tested in “simple”
multistep query processing as presented in Section 3, which means that each
of these ﬁlter functions is immediately followed by the exact Earth Mover’s
Distance calculation. Their response times were only acceptable for low di-
mensions and non-interactive scenarios. We compared these three with the
two proposed combinations of Section 4.4, where three-dimensional LBMan
and LBAvg were evaluated in a ﬁrst step. Their candidate set is then sub-
stantially reduced by the best-selectivity-ﬁlter, the LBIM . As we can see,
this concept indeed results in noticeable speed-up ratios. The high selec-
tivity of LBIM thus results in the expected eﬃciency improvements. By
building a small three-dimensional index based on simpler ﬁlter functions
and combining it with a highly selective second LBIM ﬁlter, index support
can be proﬁted from while expensive Earth Mover’s Distance computations
are minimized.
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4.6 Conclusion
Search in large image or other multimedia databases highly dependends on
the underlying similarity model. The Earth Mover’s Distance, proposed in
computer vision literature, is an interesting new approach towards achieving
high-quality content-based retrieval. Despite its advantages, this distance
measure is computed via a linear programming algorithm which is too slow
for today’s huge and interactive multimedia applications.
We therefore developed several new ﬁlters designed for usage in a mul-
tistep retrieval concept. We analyzed and demonstrated in our experiments
that Lp-norm-based ﬁlters are easy to compute, they can be used with in-
dexing structures, and achieve satisfactory selectivity for smaller dimensions
and non-interactive settings. As dimensionality increases, more complex ﬁl-
ters with higher selectivity ratios are needed. We present such an approach
which is indeed closer to the Earth Mover’s Distance, the LBIM lower bound.
We combined our ﬁlters in a multistep algorithm making use of the advan-
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tages of the ﬁlters involved. High dimensions are problematic for most index
structures; we therefore use a dimensionality reduction implicit in the av-
eraging lower bound or explicit in our Manhattan reduction. As this still
leaves us with far too many candidates, two-phase ﬁltering that combines
the power of the individual ﬁlters, ensures an eﬃcient retrieval procedure.
Chapter 5
Case study:
video stream retrieval
In this chapter, we study an application of the multistep concept for the
Earth Mover’s Distance as discussed in the previous chapters. Using this
concept, we are able to eﬃciently retrieve similar image tiles in real time ap-
plications. This case study thus demonstrates both eﬃciency and eﬀectivity
in a practical context.
The idea of the prototype system is to attract customers by a video
streaming application. A video camera records people passing by, and a
monitor shows an alienated version of the setting accordingly. The idea is to
replace the image on the video screen by a mosaic of similar images to draw
peoples’ attention to the location. Our aim is to alienate the video stream
of a camera and project the result onto a screen for passers-by.
This “mosaic” of video stream data is a challenge for state of the art tech-
nology. For successful implementation, several aspects are of key importance:
real-time computation of the alienated images, and, at the same time, a sim-
ilarity computation similar to human perception for resulting recognizable
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mosaic tiles.
Brief, our system has to meet the following requirements:
• good correspondence with human perception of similarity ⇒ Earth
Mover’s Distance
• real time responses ⇒ our multistep concept
• scalability ⇒ our multistep concept
• robustness to small changes in incoming video frames ⇒ priority or-
dering according to the degree of change
Our prototype, called AttentionAttractor, takes frames coming in from
the video camera, breaks them down into tiles for the alienation module.
This module sorts incoming tiles by a priority score depending on the changes
perceived in the video image and holds them in a priority queue. Similarity
search is subsequently performed on an image database making use of index-
ing and multistep query processing, thus ensuring real time response times.
The resulting alienated tiles are handed over to the graphical user interface
(GUI) for display on the screen.
This project makes use of three important building blocks: on the one
hand, we adopt a similarity model capable of capturing important aspects of
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Figure 5.1: Concept of the AttentionAttractor
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human perception, and, on the other hand, we use multistep query processing
to speed up computation times. Moreover, we explore inherent characteristics
of video stream data, such as repetition or slow change to deal with the
challenges the demanding application poses. These aspects are discussed
with more detail in the following.
5.1 Similarity search and prioritizing
In real-time video stream processing, it is important to ensure that the com-
putational power is well spent. As video images change, their corresponding
tiles should be updated accordingly. It is important to prioritize tile similar-
ity search according to the following aspects as lengthy computations may
be outdated by the time they are completed.
One aspect to consider is the similarity model. It should be of high quality,
as noted before, to ensure convincing results for human eyes. However, the
degree of similarity reﬁnement should be adjustable according to the degree of
change encountered in the video stream. Whenever changes occur only locally
or only small changes are detected, more time can be spent on computing
similarity for other tiles.
Another aspect is the immediate reﬂection of change in the video. If
all tiles are queried for most similar alienations before the entire image is
updated, the delay in response times is infeasible. Therefore, progressive
computation of results, displaying processed tiles immediately, enhances the
overall impression of the quality of the mosaic video.
Finally, we have the aspect of ordering of tiles: if tiles are simply processed
in the order arriving from left to right, top-down, the result is less likely to
immediately reﬂect the areas of greatest change. These areas, however, are
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Figure 5.2: Architecture of the AttentionAttractor
noticed ﬁrst by human spectators.
We use the previously discussed lower bounding multistep query process-
ing of the Earth Mover’s Distance for eﬃciency. The fact that several lower
bounds can be used in sequence allows using diﬀerent degrees of reﬁnement
during similarity search. That is, tiles can be processed only up to a certain
level of ﬁlter function if tiles of higher priority arrive in the meantime.
5.2 System architecture
In order to attract attention it is important to process the video stream in
real-time. To guarantee performance for interactive mosaic video the Atten-
tionAttractor uses three priority queues to order the tiles according to their
importance (see Figure 5.2). For human perception a mosaic tile should be
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updated if the tile currently shown on screen is signiﬁcantly diﬀerent from
the current actual tile. Thus the dissimilarity between the current tile and
the new tile is used as the job priority.
Since the tiles in a video stream change constantly it is important to
eﬃciently measure the dissimilarity between tiles. Thus, instead of only using
the time consuming Earth Mover’s Distance function the AttentionAttractor
makes use of less time consuming lower bound distance functions.
Each priority queue is processed by the corresponding module:
1. The “Video Module” extracts the tiles from the live video stream. The
extracted tiles are inserted into the video priority queue. Recall that
the tile with the greatest change has the highest priority. Next the
tiles added to the video priority queue are passed down to the image
database module.
2. The “Image Database Module” consecutively receives tiles from the
“Video Module”. For each tile the dissimilarity between the tile and
its corresponding counterpart received from the “Mosaic Module” is
measured. Afterwards the tile is added to the database priority queue.
The database queue is used as input for the query processor which seeks
the most similar image from the image database. The query processor
is described in detail in Section 5.3.
3. The job of the “Presentation Module” is to update the mosaic tiles.
Thus it receives new tiles from the “Image Database Module”, measures
the dissimilarity between the new tile and the displayed counterpart
and updates the tile priority queue. The tile with the highest priority
is updated ﬁrst. To illustrate updates of the mosaic image the modiﬁed
tile can additionally be highlighted.
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Each module of the AttentionAttractor can use a diﬀerent distance func-
tion for determining the priority of tiles. Which distance function is best
depends on the image database size and the performance of the computer.
Figure 5.3 presents the setup dialog of the AttentionAttractor for choosing
individual distance functions for each module.
< Zurück Weiter > Abbrechen
Specify the distance functions used by the different 
modules of AttentionAttractor:
Setup Dialog – Distance Functions
Video tiles:
Database tiles:
Mosaic tiles:
Refinement step:
Database queries:
3D-Averaging
3D-Averaging
Independent Minimization
3D-Averaging
Weighted L1-Norm
Weighted L2-Norm
Weighted L-Norm
Independent Minimization
Earth Movers Distance
I t i i iz ti
Figure 5.3: Setup Dialog of the AttentionAttractor
5.3 The Query Processor
The Query Processor consists of three components: the query cache, an index
structure and the image database. The cache is important for storing tiles
queried often by the image database module. Particularly tiles belonging to
the background are queried repeatedly. The main memory cache signiﬁcantly
improves the response times for these tiles which is very important for the
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interactive visualization of the mosaic video.
If the cache does not contain the tile queried an R*-Tree [BKSS90] index-
ing structure is used to search for the nearest neighbor. We use the multistep
approach from the previous chapters. As it uses a ranking query to retrieve
candidates from the index structure [SK98], we exploit this for priority based
interruption. After a candidate is retrieved the query processor updates the
priority distance for the tile queried. Before the query processor continues
with the reﬁnement step the queue is checked if another tile now has a higher
priority. If so the query is suspended and stored with the current tile while
the query processor continues with the tile now having the highest priority.
Thus, our approach allows for interrupting the similarity search for one tile
in favor of one with higher priority.
Even though a suspended candidate is not the correct nearest neighbor
it is nevertheless a good approximation and passed down to the presentation
module. It may be later reﬁned further if no tiles of higher priority are
queued. If a tile has been reﬁned to the highest possible degree, it is removed
from the database queue.
We implemented a prototype system that shows the aspects of video
stream similarity search as described above. The video camera image is
displayed along with its alienated version.
The AttentionAttractor prototype system has been successfully used on
several occasions to demonstrate the eﬃciency and eﬀectivity of our multi-
step Earth Mover’s Distance algorithm in a practical application setting (see
Figure 5.4).
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Figure 5.4: The demo system live (top) and screenshot of the demo (bottom)
Chapter 6
Exact indexing
Direct indexing of the Earth Mover’s Distance without additional lower
bounds requires computation of the so-called “mindist” function. Thismindist
is the minimum distance between query and index region (cf. Figure 6.1),
and is used to decide which subtrees have to be accessed for similarity search.
We enable directly indexing the Earth Mover’s Distance in structures such
as the R-tree and the vector approximation ﬁle (VA-ﬁle) by providing the
accurate mindist function to any bounding rectangle in the index. We exploit
the computational structure of the new mindist to derive a new lower bound
for the Earth Mover’s Distance mindist for the vector approximation ﬁle
which is assembled from quantized partial solutions yielding very fast query
processing times. We prove completeness of our approach in a multistep
scheme.
6.1 Introduction
We formally introduce the mindist function allowing for direct indexing of
the metric Earth Mover’s Distance on histogram data. While the results are
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Figure 6.1: mindist for the Earth Mover’s Distance
good for dimensionalities up to around ten, drastically faster query processing
times for higher dimensional data are achieved through the analysis and
decomposition of newly introduced mindist lower bounds. While the Earth
Mover’s Distance is intrinsically dimension-interdependent, we reduce our
point-to-rectangle Earth Mover’s Distance lower bound to dimension-wise
distance components. Thus, we are able to transfer our results to the vector
approximation ﬁle (VA-ﬁle) [WSB98], where the apriori knowledge of all
occurring rectangle boundaries stemming from the quantized view on the
data is exploited.
In summary, our contributions include:
• the exact indexing of the Earth Mover’s Distance by introducing an ex-
act point-to-rectangle mindist function and showing how this function
can be computed algorithmically (Section 6.3)
• quantization-based optimization of Earth Mover’s distance based re-
trieval by introducing lower bound of the mindist for histogram-based
Earth Mover’s Distance that is decomposed into dimension-wise com-
ponents (Sections 7.1 and 7.2)
• a thorough empirical evaluation using real world data sets (Section 7.3)
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6.2 Related work
As mentioned before, the Earth Mover’s Distance is deﬁned in terms of a lin-
ear optimization which can be solved using an adopted version of the simplex
method [Dan51, HL90]. Even though the theoretically exponential complex-
ity of the simplex method is not observed in practice, this method has at
least quadratic complexity. For larger databases with higher dimensional
histograms, our previous approach proposes indexing of ﬁlter approxima-
tions. In [LBS06], the authors compute lower bounds for homogeneous color
images where diﬀerences in images are typically small [CPZ97]. However,
exact indexing using R-trees or related indexing structures is not feasible
without computation of the mindist function. Multidimensional indexes like
the R-tree require computation of the distance between query histogram and
MBRs (minimum bounding rectangles) which summarize the database his-
tograms. In this chapter, we introduce this mindist to provide the means
for direct indexing.
Indexing structures organize the data such that similarity search has to
access only relevant parts of the database. Multi-dimensional indexing struc-
tures such as the R-tree or X-tree summarize histograms in minimum bound-
ing rectangles [Gut84, BKK96]. During query processing, the query point is
compared to the minimum bounding rectangles in a top-down manner to de-
cide whether the subtrees summarized by the minimum bounding rectangle
are relevant to the query. For high dimensionality, the minimum bounding
rectangles tend to overlap due to the “curse of dimensionality” [BGRS99]
which forces most minimum bounding rectangles to be examined, requiring
random accesses to almost the entire database. Consequently, the sequential
scan is eventually faster [WSB98].
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This has spurred the search for alternative means of indexing. The vec-
tor approximation ﬁle quantizes the data space to provide compact repre-
sentation of features for optimized sequential scans [WSB98]. In the next
chapter, we show how vector approximation ﬁle based indexing can also be
employed using our mindist deﬁnition. Moreover, we enhance eﬃciency of
query processing by deriving mindist components which can be precomputed
and stored in the vector approximation ﬁle lookup table to reduce online
computation time.
6.3 Indexing of the Earth Mover’s Distance
Exact indexing which relies on bounding regions to describe similar his-
tograms on an abstract level requires computation of the mindist between
a query and the bounding region stored in the index. In this chapter, we
develop the mindist for direct indexing of the Earth Mover’s Distance using
any index based on rectangular bounding regions such as the R-tree family
[Gut84, BKSS90].
The Earth Mover’s Distance mindist for a query and an index bounding
rectangle is the smallest Earth Mover’s Distance value for any histogram in
the bounding rectangle. This is formalized in the following minimization:
Deﬁnition 6.1 mindist
For a cost matrix C, a non-negative d-dimensional histogram x of mass mx
and a d-dimensional rectangle with lower and upper boundaries l and u with
ml ≤ mx ≤ mu, the EMD mindist is deﬁned as
mindistC(x, l, u) = min
y
{EMDC(x, y)|Consmindist}
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where Consmindist = CMass ∧ CL ∧ CU :
CMass :
∑d
j=1 yj =
∑d
i=1 xi
CL : ∀1 ≤ j ≤ d : yj ≥ lj
CU : ∀1 ≤ j ≤ d : yj ≤ uj
CMass ensures that only data points of suitable mass within the rectangle
are considered.
Recall the deﬁnition of the Earth Mover’s Distance as a minimization:
Deﬁnition 6.2 Earth Mover’s Distance
For two non-negative d-dimensional histograms x and y (∀1 ≤ i ≤ d : xi ≥
0∧yi ≥ 0) of equal total mass mx :=
∑d
i=1 xi = my :=
∑d
i=1 yi = 1 and a cost
matrix C = [cij], the EMD is deﬁned as a minimization over all possible ﬂows
F = [fij] under positivity constraints CPos, source constraints CSource and
target constraints CTarget:
EMDC(x, y) = min
F
{
d∑
i=1
d∑
j=1
cijfij|Constraints} (6.1)
with Constraints = CPos ∧ CSource ∧ CTarget :
CPos : ∀1 ≤ i, j ≤ d : fij ≥ 0 (6.2)
CSource : ∀1 ≤ i ≤ d : ∑dj=1 fij = xi (6.3)
CTarget : ∀1 ≤ j ≤ d : ∑di=1 fij = yj (6.4)
For solving the Earth Mover’s Distance mindist minimization in practice,
we will restate the mindist as a ﬂow minimization and then transform it into
a transportation problem.
Theorem 6.1 mindist as ﬂow minimization
For a cost matrix C, a non-negative d-dimensional histogram x of mass mx
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and a d-dimensional rectangle with lower and upper boundaries l and u with
ml ≤ mx ≤ mu, CPos and CSource according to Deﬁnition 6.2, the EMD
mindist can be stated as
mindistC(x, l, u) = min
F
{
d∑
i=1
d∑
j=1
cijfij|Constraints′}
with Constraints′ = CPos ∧ CSource ∧ CMin ∧ CMax:
CMin : ∀1 ≤ j ≤ d : ∑di=1 fij ≥ lj (6.5)
CMax : ∀1 ≤ j ≤ d : ∑di=1 fij ≤ uj (6.6)
Proof.
We start by combining the mindist and EMD deﬁnition and merging the
two minimizations.
mindistC(x, l, u)
= min
y
{min
F
{
d∑
i=1
d∑
j=1
cijfij|Constraints}|Consmindist}
= min
y,F
{
d∑
i=1
d∑
j=1
cijfij|CPos ∧ CSource ∧ CTarget∧ CMass ∧ CL ∧ CU}
We substitute yj in CMass, CL and CU with the sum of ﬂows going to yj
according to CTarget. Thus, we no longer search for an optimal ﬂow F given
some y conforming with Consmindist. Instead, we search for the optimal ﬂow
F that results in a target which conforms with Consmindist. The choice of F
entirely determines y. Hence, we can eliminate CTarget from the constraints
and y from the minimization space.
= min
F
{
d∑
i=1
d∑
j=1
cijfij | CPos ∧ CSource ∧
d∑
j=1
d∑
i=1
fij =
d∑
i=1
xi ∧
∀1 ≤ j ≤ d :
d∑
i=1
fij ≥ lj∧ ∀1 ≤ j ≤ d :
d∑
i=1
fij ≤ uj}
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The substituted CMass is a relaxation of CSource and thus reduntant
while CL and CU become equivalent to CMin and CMax which concludes
the proof.
= min
F
{
d∑
i=1
d∑
j=1
cijfij|CPos∧ CSource∧ CMin∧ CMax} ♦
While also a linear programming problem, this formulation is not in the
form of a transportation problem due to the inequalities (6.5) and (6.6). For
a transportation problem, which has a favorable structure that allows for
more eﬃcient solving, the total mass of both the source and the target must
match exactly and all mass from the source must be moved to the target.
This can be remedied according to [HL90] by transforming the problem such
that each target dimension j is split into two parts that are each aﬀorded
their own target dimension j and d + j in the transformed problem. The
ﬁrst part records how much ﬂow has to at least be sent towards the old
target dimension (lj). The other tracks the amount of ﬂow that additionally
could have been allotted to the old target dimension (uj − lj). The source
is extended with the additional mass required to match the mass of the
transformed target.
Theorem 6.2 mindist as Transportation Problem
For C, x, l and u according to Theorem 6.1, the EMD mindist can be stated
as
mindistC′′(x
′′, y′′) = min
F
{
d+1∑
i=1
2d∑
j=1
c′′ijfij|Constraints′′}
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with Constraints′′ = CPos′′ ∧ CSource′′ ∧ CTarget′′ and
C ′′ =
⎡
⎣ C C
∞· · ·∞ 0 · · · 0
⎤
⎦
x′′ = (x1, ..., xd,Δm)
y′′ = (l1, ..., ld, (u1 − l1), ..., (ud − ld))
where Δm := mu −mx. CPos′′, CSource′′ and CTarget′′ as in Equations
(6.2), (6.3) and (6.4) but for the adapted indexes i, j and the replacement of
x, y with x′′, y′′.
Proof. (Sketch)
To obtain a so-called augmented linear program that ﬁts the transportation
problem model, inequality constraints are converted to equivalent equalities
using slack variables as discussed in detail in [HL90]. The augmented model
represents exactly the same solution space, but provides favorable algebraic
properties. The original variables (histogram dimensions of query and lower
bound) are preserved. Slack variables are introduced for the variable source
or target assignments (range between bounds). Columns of C are doubled
in C ′′ since pairs of original and slack variables in the augmented model are
the equivalent of original variables in the initial linear program.
Finally, the problem can be simpliﬁed by removing columns from C ′′ and
y′′ where either the lower ﬂow limit is zero or the range of additional ﬂow
is zero or the mass available in a source dimension exceeds even the upper
limit of the respective target dimension. ♦
The mindist allows for eﬃcient query processing for two reasons. One,
index structures using bounding rectangles can be utilized, and second, since
74 CHAPTER 6. EXACT INDEXING
the mindist is formulated as a transportation problem just like the original
EMD, existing lower bound ﬁlter distances can be used.
In Chapter 4, the independent minimization (LBIM) ﬁlter was introduced
and proven to be a lower bound to the Earth Mover’s Distance. As opposed
to the Earth Mover’s Distance, LBIM can be computed for each j inde-
pendently as the ﬂows must not exceed individual target masses. As the
remaining constraints are untouched, the extension of this lower bound to
the corresponding mindist is straightforward.
Chapter 7
Vector approximation
Our multistep approach using the independent minimization lower bound
LBIM as a ﬁlter in a ﬁlter-and-reﬁne algorithm reduces the number of Earth
Mover’s Distance computations in query processing by reducing the mindist
into dimension-wise distance components. However, as we will also see in the
experiments, the overall runtime is still too high for applicability in very large
multimedia databases. This is due to the fact that the Earth Mover’s Dis-
tance mindist or LBIM -mindist computations require repeated calculations
of the query to the lower and upper bounds of the bounding rectangles in the
index structure. This has to be done online while descending the hierarchy
of the index.
We propose to reduce the computational overhead during query process-
ing by precomputing distances between query and bounding rectangles of-
ﬂine. This requires three properties: one, the upper and lower bounds are
known apriori, two, the mindist computation can be reduced to dimension-
wise distance components, and three, these distance components can be ef-
ﬁciently recombined into the overall mindist. In the next section, we show
how quantization provides apriori knowledge on upper and lower bounds.
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7.1 Quantization and lookup table
Data-independent indexing refers to techniques which decompose the feature
space. Features are indexed according to the intervals they fall into in the
diﬀerent dimensions. By contrast, in data-dependent indexes such as the R-
tree, individual bounding rectangles around features describe the data. This
hinders precomputation of distance components. In the following, we demon-
strate how distance components are precomputed from the apriori knowledge
of the boundaries in a quantization approach.
Quantization maps continuous feature values to ﬁxed intervals in each
dimension. Instead of the exact features, bit codes of intervals are stored.
Given a histogram x with continuous values xi and a quantization of each
dimension into intervals b1, . . . , bn of range [l1, u1), . . . , [ln, un), record bj for
dimension i if xi ∈ bj. The interval ranges [l1, u1), . . . , [ln, un) constitute
000
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Figure 7.1: Quantization
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apriori knowledge on possible upper and lower boundaries of all indexed
features.
In Figure 7.1, a two-dimensional feature space of length one in each dimen-
sion is quantized using a regular decomposition with three bits, i.e. 23 = 8
intervals. For example, x = (0.5375, 0.6875) in b5 = 100 in the ﬁrst dimen-
sion and b6 = 101 in the second dimension has a quantized representation
b5b6 = 100101. Its bounding rectangle is given by the corresponding interval
ranges [l5, u5), [l6, u6)=[0.5, 0.625), [0.625, 0.75).
Analogously, all possible upper and lower bounds are known apriori, i.e.
regardless of the query or the data stored. This allows us to store the mindist
components which correspond to any possible upper or lower bound per di-
mension in a lookup table as suggested in the original VA-ﬁle (vector ap-
proximation ﬁle) [WSB98]. These components can be eﬃciently recombined
to generate the mindist to the bounding rectangle which consists of these
intervals.
For each of the possible boundaries that are known apriori, the lookup
table stores the distance component in this dimension. For example, for
Euclidean distance, instead of computing the distance between query x and
the bounding rectangle b as
√∑
i(xi − bi)2, compute
√∑
i lookupi(bi). This
avoids repeated computation of the distance between the query and the same
boundary limits over and over again. Please note that using a lookup table is
straightforward for dimension-wise distances. However, for the Earth Mover’s
Distance which minimizes across rows and columns at the same time, direct
usage of a lookup table is not possible. In the next section, we show which
distance components may be stored in a lookup table.
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7.2 Lookup table lower bound
As direct usage of a lookup-table is not possible for the Earth Mover’s Dis-
tance mindist, we propose a new lower bound which contains exactly the
lookup-table compliant components. The idea is to relax the source con-
straint to obtain a dimension-wise minimization. As the exact mass in each
interval range is unknown apriori, we require that at least the mass of the
lower bound is moved in those dimensions where the query is below the lower
bound. Formally, the lookup table lower bound LBLT is deﬁned as follows:
Deﬁnition 7.1 mindist lookup table lower bound LBLT .
For C, x′′ and y′′ according to Theorems 6.1 and 6.2, the lookup table lower
bound LBLT is deﬁned as a minimization over all possible ﬂows F = [fij]
under positivity constraints CPos′′, source constraints CSourceLT and target
constraints CTargetLT :
LBLTC (x
′′, y′′) = min
F
{
d+1∑
i=1
2d∑
j=1
c′′ijfij|ConstraintsLT}
with ConstraintsLT = CPos
′′ ∧ CSourceLT ∧ CTargetLT :
CSourceLT : ∀1≤i≤d∀1≤j≤d,j =i fij ≤ x′′i
CTargetLT : ∀1≤j≤d x′′j < lj :
d∑
i=1
fij = lj
The following theorem states that the above deﬁnition indeed constitutes
a lower bound of the Earth Mover’s Distance mindist.
Theorem 7.1 LBLT lower bounds Earth Mover’s Distance mindist.
For C, x′′ and y′′ according to theorems 6.1 and 6.2:
LBLTC (x
′′, y′′) ≤ EMDC(x′′, y′′).
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Proof.
The diﬀerence in the deﬁnition of LBLT and the mindist of the Earth Mover’s
Distance in Theorem 6.2 is a weaker set of constraints.
LBLT ′′C (x
′′, y′′) ≤ mindistC′′(x′′, y′′)
⇔ min
F
{
d+1∑
i=1
2d∑
j=1
c′′ijfij|ConstraintsLT}
≤ min
F
{
d+1∑
i=1
2d∑
j=1
c′′ijfij|Constraints′′} (7.1)
⇔ ConstraintsLT ⊇ Constraints′′ (7.2)
⇔ CPos′′ ∧ CSourceLT ∧ CTargetLT
⊇ CPos′′ ∧ CSource′′ ∧ CTarget′′
The positivity constraint is identical, and the source constraint relaxes the
requirement that the sum of ﬂows for any dimension i is exactly xi to the
weaker one that at most xi has to be moved:
∀1≤i≤d∀1≤j≤d,j =i fij ≤ x′′i ⇐ ∀1≤i≤d+1
2d∑
j=1
fij = x
′′
i
Similarly, the target constraint is restricted to dimensions where x′′j < lj:
∀x′′j <lj
d∑
i=1
fij = lj ⇐ ∀1≤j≤d
d∑
i=1
fij = lj
This means that the solution space for minimization grows, which can only
result in a smaller or at most the same minimum (Equations 7.1 to 7.2).
Consequently, LBLT is a lower bound. 
The computation of an entry delta[j][k] in the lookup table is given in
Algorithm 1. If xj is less than the k
th lower boundary value in dimension j,
the mass diﬀerence is successively minimized using an array rows[j] which
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contains the row indices (.idx) and cost entries (.cost) of the jth column in
ascending cost order. If the mass in the next cheapest dimension of query x is
larger than mass, mass is assigned to this dimension and the corresponding
cost is recorded in deltadist. Otherwise, only the mass allowed in this
dimension is assigned and the remainder is distributed iteratively to the next
dimensions indicated by rows.
Algorithm 1: lookup table entry computation
deltadist = 0;1
if x[j] < b[j][k] then2
mass = b[j][k] - x[j];3
for each row in rows[j] in ascending cost order do4
if x[row.idx] > mass then5
deltadist += row.cost * mass;6
else7
deltadist += row.cost * x[row.idx];8
mass -= x[row.idx];9
if mass <= 0 then10
break;11
delta[j][k] = deltadist;12
The lookup table lower bound LBLT uses the information available for
oﬄine computation. During online query processing, the mass distribution of
the query with respect to the intervals is known. We incorporate knowledge
of the actual query to further optimize our ﬁlter on the candidates generated
by LBLT .
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7.2.1 Online query processing
Note that deﬁniteness in the metric Earth Mover’s Distance mindist means
that diagonal entries in the cost matrix are zero: cii = 0. Consequently, the
minimum assigns as much mass as possible to fii. There are three cases of
mass distribution for each dimension i (Figure 7.2). The query mass in this
dimension may be smaller than the lower bound xi < li (bottom), it may
be inside the interval li < xi < ui (center), or contain more mass than the
interval xi > ui (top). So far in minimization of LBLT , only two constraints
on these ﬂows apply. CTargetLT restricts minimization to those cases where
x′′j < lj. Likewise, CSourceLT constrains ﬂows in dimension i to at most the
mass in x′′i .
Figure 7.3 depicts the eﬀect of these constraints for the minimization
process. Consider the ﬁrst case, dimension i with xi > ui: as LBLT restricts
ﬂows to cases where the query mass is less than or equal to the lower bound,
these dimensions are not taken into account. In the ﬁgure, we see that the
minimum of xi and ui (i.e. ui) is correctly assigned to the diagonal entries,
leaving xi−ui. ui is split up into the part that corresponds to the lower bound
xi
li ui
xi
li ui
xi
li ui
case 1: xi> ui
case 2: li<xi< ui
case 3: xi< li
Figure 7.2: Mass distribution: three cases
82 CHAPTER 7. VECTOR APPROXIMATION
i
i j j
m
j
j i i
i i i
j
Figure 7.3: Flows in minimization
li (left part of the matrix) and the part that corresponds to the interval range
li − ui (right part of the matrix). The remaining mass, depicted to the right
as xi − ui is assigned zero cost even though the Earth Mover’s Distance
mindist would yield non-zero cost for this mass as it would otherwise violate
constraint CTarget′′.
In the second case, just as in the ﬁrst, the minimum of li and xi has been
considered so far, i.e. li. Their diﬀerence in mass, xi − li, has not yet been
taken into account. This is in agreement with the Earth Mover’s Distance
mindist computation, as only the boundaries li and ui are known.
Consider the third case, illustrated for dimension j with x′′j < lj. This is
taken into account according to CTargetLT , and the mass xj is assigned to
the entry fjj. The mass still lacking to ﬁll at least target lj is assigned from
elsewhere.
Thus, for x′′i > ui the mass x
′′
i − ui is not yet considered and for x′′j ≤ lj,
the mass lj − x′′j has already been used. For closer approximation of the
Earth Mover’s Distance mindist, we use the actual mass distribution of the
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query during candidate processing to further reduce the number of reﬁnement
computations. We do this simply by adding a second minimization of the
objective function under the same constraints, but additionally restricted to
the above mentioned ﬂows:
if x′′i > ui : fji = 0 ∀ j 	= i (7.3)
m =
∑
x′′i >ui
(x′′i − ui)−
∑
x′′i <li
(li − x′′i ) (7.4)
In Equation 7.3, remove all other column entries fij, i 	= j from minimiza-
tion where the source xi already covers the maximum target ui, i.e. fii = xi.
This ensures that these ﬂows are constrained just as in the Earth Mover’s
Distance mindist computation. As analyzed above, ﬂows which either exceed
the target or source constrains, are exactly the ones which are now subject
to an additional minimization (Equation 7.4). This second minimization is
performed independently as an additional pruning step. As the objective
function is the same, constraints are still weaker than the Earth Mover’s Dis-
tance mindist ones, this optimization does not violate the lower bounding
property.
7.2.2 Multistep algorithm
The lookup table lower bound LBLT proposed allows for eﬃcient query pro-
cessing in a nearest neighbor multistep algorithm [SK98]. As illustrated in
Figure 7.4, the lower bound LBLT+, i.e. LBLT on the lookup table plus our
online optimization, is used as a ﬁlter on the database to quickly generate
a small set of candidates. Additionally, LBIM further reduces this candi-
date set. Finally, Earth Mover’s Distance reﬁnement ensures that the actual
result set is obtained. Since lower bounds underestimate the true Earth
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Figure 7.4: Multistep algorithm
Mover’s Distance mindist, completeness in multistep processing is ensured
[Fal96, SK98].
We begin by computation of a ranking according to the mindist of the
lookup table lower bound LBLT . As mentioned before, this ranking ensures
that the number of computations in query processing is minimized [SK98].
The ranking is computed using an eﬃcient sequential scan on quantized his-
tograms of the compact VA-ﬁle [WSB98]. Starting with the nearest neighbors
according to this ﬁlter distance, exact representations of the histograms are
loaded and their distance is computed. This ﬁlter value is compared against
the best true nearest neighbors according to the Earth Mover’s Distance,
and, as long as this ﬁlter value is smaller, the corresponding histogram is
reﬁned. If the Earth Mover’s Distance value is smaller, the nearest neighbor
set and the current resultdist are updated accordingly.
7.3 Experiments
Our main experiments use a database of 200,000 color images captured from
several TV stations at an interval of at least 5 seconds. For a random sample
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Figure 7.5: dimensionality vs selectivity
of the images (size 10,000), a random sample of pixels (size 500) was selected.
For those pixels, relative x and y position, color features L, a and b according
to CIE Lab and local texture measures contrast and coarseness were com-
puted and normalized according to their standard deviation. The resulting
ﬁve million seven-dimensional feature vectors were clustered using k-means
to determine a given number of cluster centers which served as Voronoi cen-
ters for the subsequent histogram computation of all images. The Euclidean
distance between those centers was used to compute the cost matrix for the
Earth Mover’s Distance. A second image data set consisted of 50,000 het-
erogeneous digital photos and was processed in the same manner. For each
set, 50 separate images were selected as query images.
All experiments were executed on Pentium 4 2.4GHz work stations with
1GB of RAM running Windows XP where we simulated a warmed up system
state by posing 25 queries and then recording the query processing times for
25 diﬀerent queries.
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Besides the vector approximation ﬁle (VA ﬁle) using our extended new
lower bound for the mindist for a regular 4 bit quantization grid, our mindist
was utilized for the direct indexing of the Earth Mover’s Distance in an R-
Tree with a node block size of 16kb. For the vector approximation ﬁle with
its ranking based nearest neighbor search, we count the number of times that
a reﬁnement step on the non-quantized data is required and record it as the
selectivity after dividing by the database size. For the R-Tree the selectivity
is the number of histograms read in a data node divided by the database size.
In addition, we performed a linear scan over the database. In all three cases,
the expensive Earth Mover’s Distance in the reﬁnement step is preceded by
an LBIM ﬁlter computation.
In our ﬁrst set of experiments, we ﬁxed the database size to 100,000
histograms and computed 10 nearest neighbors for dimensionalities between
5 and 100. As was expected and is shown in Figure 7.5, the selectivity of the
R-Tree drops rapidly and crosses the 50 percent line at around 10 dimensions.
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At the same time, the vector approximation ﬁle with LBLT+ manages to
maintain a very good selectivity over the complete range of dimensionalities.
The low number of histograms that have to be examined by the LBIM
in the reﬁnement step leads to a low number of expensive Earth Mover’s
Distance computations that have to be computed in the end. Figure 7.6
shows that out of 100,000 histograms on average no more than 70 extra
Earth Mover’s Distance computations have to be performed by the vector
approximation ﬁle approach to ﬁnd the 10 nearest neighbors. Even though
the R-Tree does not prune many histograms from the search space for high
dimensionalites, it still manages to beat the linear scan in the number of
Earth Mover’s Distance computations as the mindist order of accessing the
data nodes guides the search to more quickly ﬁnd histograms whose Earth
Mover’s Distance values are small resulting in more candidate dismissals
by the LBIM in the following reﬁnement steps. However, the R-Tree uses
additional expensive mindist computations during the search.
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Figure 7.7 shows the average query time for a ten nearest neighbor search
with a logarithmic scale. Up to a dimensionality of ten, the R-Tree exhibited
the fastest response times, making it our prefered choice for the low dimen-
sional case. After that, the random accesses and the increasingly expensive
mindist computations during the directory traversal make the R-Tree per-
formance decrease fast. Contrary to that, from dimensionality ten onwards,
the vector approximation ﬁle runs about one order of magintude faster than
the linear scan utilizing LBIM making it the clear favorite for the medium
to high-dimensional case.
Next, we looked at the performance dependency of the vector approxima-
tion ﬁle approach for smaller and larger database sizes with a ﬁxed dimension-
ality of 50. Figure 7.8 displays the result of that experiment, also including
the linear scan and the R-Tree results. As discussed before, the R-Tree can-
not compete in this 50-dimensional setting. The vector approximation ﬁle
on the other hand scales very well. Its slightly super-linear behaviour can be
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explained by the logarithmic time operations on the larger heap it maintains
during query processing.
With a slowly decreasing selectivity (11.4% at 50,000 histograms and
6.9% at 200,000 histograms) the average number of Earth Mover’s Distance
computations stayed virtually constant for the vector approximation ﬁle ir-
respective of database cardinality (cf. Figure 7.9). The bump at at database
size of 150,000 for the linear scan was likely due to a slightly more fortu-
nate ordering of the database as each smaller database was retrieved from
the next larger set via random sampling. For the linear scan with a ﬁlter,
close points at the start of the database translate to a low number of Earth
Mover’s Distance computations while an unfortunate ordering results in a
larger number of Earth Mover’s Distance computations.
The next parameter we varied was the number k of nearest neighbors
that the queries were to return. Since a higher number k increases the maxi-
mum ﬁlter distance that still requires reﬁnement, the selectivity is bound to
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increase. Still, at 100,000 histograms with 50 dimensions, the vector approxi-
mation ﬁle only had to reﬁne up to 11.2% at 20 nearest neighbors, resulting in
an average of 98.7 actual Earth Mover’s Distance computations. The query
response times are depicted in Figure 7.10 and show a stable behaviour for
both the linear scan and the vector approximation ﬁle, the latter at a much
lower level.
In order to see whether the behaviour of the three approaches was highly
speciﬁc to the TV data set where some dense clusters exist (scenes with long
lasting backgrounds), we also ran a subset of the experiments on a more
heterogeneous data set consisting of a web collection of user-uploaded digital
photos with a large variety of categories. As Figure 7.11 shows, there was
hardly any diﬀerence in behaviour for identical dimensionalities.
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7.4 Conclusion
For large and high dimensional multimedia databases, we provide themindist
function as a prerequisite for eﬃciency beneﬁts of index structures based on
multidimensional bounding rectangles. Moreover, we propose an optimized
quantization-based indexing in the vector approximation ﬁle. Devising both
oﬄine precomputation in a lookup table and online conservative approxima-
tion of the mindist, eﬀective pruning is obtained. We prove completeness of
our multistep algorithm by showing that our ﬁlter is indeed a lower bound.
We show the high eﬃciency of our approach in experiments on several real
world data sets. Our multistep algorithm yields substantially better results
by orders of magnitude and scales extremely well both in terms of dimen-
sionality and in terms of database size.
Chapter 8
Clustering-based
dimensionality reduction
In dimensionality reduction, the goal is eﬃcient query processing through
transformation of the features. Transformation of the orginal high dimen-
sional histogram representation to a lower dimensional representation, al-
lows using the original Earth Mover’s Distance function, on the reduced
histograms as a ﬁlter in a multistep architecture. For this ﬁlter, the ICES
(index enabled, completeness, eﬃciency, selectivity) criteria as introduced in
Chapter 3 apply.
Dimensionality reduction is especially helpful for eﬃciency gains in dis-
tance functions with superlinear complexity, like the Earth Mover’s Distance.
For smaller dimensionalities, distance calculations can be performed in rea-
sonable time. Moreover, dimensionality reduction can be chained with exist-
ing ﬁlter functions for the Earth Mover’s Distance, i.e an existing ﬁlter can
additionally be applied to the reduced data as the result of the dimensionality
reduction is again an Earth Mover’s Distance.
For most bin-by-bin distances like Lp norms, simple dimensionality re-
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Figure 8.1: Dimensionality reduction and lower bounding
duction is straightforward. By discarding histogram dimensions, only non-
negative addends are dropped, thus the resulting distance is guaranteed to
be a lower bound. For the Earth Mover’s Distance, discarding dimensions
can result in larger distances, as the resulting match might be worse than
the original one.
Consider the example in Figure 8.1: removing two dimensions results
in a larger Earth Mover’s Distance value. For example, on the left in the
original histogram representation, x1 may be moved at rather low cost to y2.
Discarding dimension two leads to higher cost for the reduced histograms on
the right, as x′1 has to be moved to y
′
5. Overall, the distance between x and
y is only 10, however, by discarding dimensions as in this example, it is 20.
Thus, discarding dimensions may violate the lower bounding property.
Consequently, to avoid false dismissals, simply discarding dimensions is not
a valid option. A special case of Earth Mover’s Distance dimensionality
reduction is discussed in [LBS06]. Focusing on bioinformatics image data,
separate measures are computed for a tiling of the images. Each image is
associated with independent features. For these features, the authors de-
rive a hierarchy of ﬁlters, constructed by merging “neighboring” histogram
bins, where “neighboring” means adjacent with respect to the tiling of the
images. This merging constitutes a special case of dimensionality reduction.
As additional “dummy tiles” are assumed, this approach does not generalize
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to arbitrary Earth Mover’s Distance applications. We therefore propose a
generalized Earth Mover’s Distance dimensionality reduction.
In general, a reduced Earth Mover’s Distance is deﬁned via reduction
matrices for the query and the database histograms (cf. Figure 8.2). Any
reduction of the dimensionality of the Earth Mover’s Distance requires spec-
iﬁcation of a corresponding reduced cost matrix:
Deﬁnition 8.1 Reduced Earth Mover’s Distance.
For two d-dimensional histograms x, y and a cost matrix C according to
Deﬁnition 6.2 and for two reduction matrices R1 ∈ d,d1 and R2 ∈ d,d2, the
lower-bounding reduced Earth Mover’s Distance is deﬁned as:
EMDR1,R2C (x, y) = EMDC′(x ·R1, y ·R2) (8.1)
where C ′ ∈ Rd1×d2 is a lower-bounding reduced cost matrix.
The optimal cost matrix with respect to given reduction matrices is the
one which provides the largest lower bound to the Earth Mover’s Distance in
the original dimensionality. As we will prove, the tightest possible reduced
cost matrix consists of minima over the original cost entries.
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To illustrate why those minima have to be chosen, we give an example of
the worst case that leads to this condition: To ensure the lower bound prop-
erty, underestimating the true distance means assuming the worst case, i.e.
the original mass was transfered at minimum cost. Consider x = (0, 1, 0, 0)
and y = (0, 0, 1, 0) and Manhattan (L1 norm) ground distance. Their Earth
Mover’s Distance is then simply 1 (moving one unit of mass from dimension
x2 to y3 at ground distance 1: 1 ∗ 1). Combining the ﬁrst two and the last
two dimensions, the reduced features are x′ = (1, 0) and y′ = (0, 1). The
minimum cost entry from the original dimensions x1 and x2 to dimensions
y3 or y4 is the cost from x2 to y3 which is indeed the 1 that was used in the
original Earth Mover’s Distance. If this value were to be exceeded, the lower
bound property would be lost.
We formalize this for merging reduction matrices (i.e. binary entries):
Deﬁnition 8.2 Optimal Reduced Cost Matrix.
For two d-dimensional histograms x, y and a cost matrix C according to
Deﬁnition 6.2 and for a reduced EMDR1,R2C according to Deﬁnition 8.1, the
optimal reduced cost matrix C ′ = [c′i′j′ ] is deﬁned by:
c′i′j′ = min{cij|r1ii′ = 1 ∧ r2jj′ = 1}
Thus, the optimal reduced cost matrix entry ci′j′ between reduced dimen-
sions i′ and j′ is the one that takes the minimum cost over all dimensions i, j
that were merged into i′ and j′, i.e. those dimensions where the correspond-
ing reduction matrix entry is set to one.
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8.1 Reduced Earth Mover’s Distance
As discussed above, optimal reduction of the cost matrix in the Earth Mover’s
Distance depends on the reduction matrices. We deﬁne what would consti-
tute an optimal choice of R. As that R is not attainable in practice, we then
introduce a clustering-based approach for eﬃcient reductions.
Given a d-dimensional query histogram x and a query distance ε, the
optimal reduction R ∈ d,d′ to dimensionality d′ can be deﬁned in terms of
the number of reﬁnements required to answer an ε range query for a database
DB:
R = argminR′∈	d,d′ |{y ∈ DB | EMDR
′
C (x, y) ≤ ε}|
We propose a method that combines the original dimensions in such a way
that the distances between the resulting reduced dimensions are as great as
possible. At the same time the distance information that is lost shall be as
small as possible. These two demands correspond to the well known goals
of maximum inter-class dissimilarity and minimum intra-class dissimilarity
aimed for by clustering algorithms.
Figure 8.3 gives an example for d = 4 and d′ = 2, where the original
dimensions d1, d2 are combined to the reduced dimension d1′ and d3, d4 to
d2′. The lost distance information within d1′ is c12 = c21 = 1 and within d2′
it is c34 = c43 = 1. The distance that is preserved between d1
′ and d2′ is
c23 = c32 = 2 which is the minimum and thus consistent with Deﬁnition 8.2.
A further postulate is ﬂexibility in terms of the number of reduced di-
mensions d′. This ﬂexibility allows users full control of the trade-oﬀ between
the quality of the approximation and the eﬃciency of the ﬁlter step com-
putation. This is a unique advantage of our new method that none of the
existing approximation techniques for the Earth Mover’s Distance provide.
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Figure 8.3: Clustering on EMD cost matrix entries.
We meet these demands for ﬂexible data independent dimensionality re-
duction by clustering on the cost matrix entries between dimensions in the
Earth Mover’s Distance. Speciﬁcation of d′ is possible with partitioning clus-
tering algorithms such as k-means or k-medoids [KR87, KR90]. Both of these
algorithms start with an initial random partition of the data into k groups,
where k is the user speciﬁed number of clusters. Working in an iterative
manner, these algorithms assign points to the nearest cluster center and re-
compute these centers for the new partitioning until the clustering is stable
with respect to a quality criterion. k-means uses the arithmetic mean as
center of clusters, whereas k-medoids chooses a central point from the data
set as representative. The points in our case refer to the original dimensions
of the feature space.
We opt for the k-medoids algorithm, because, unlike k-means, it does
not require an explicit distance function for the feature space. Thus we
can handle any data set if the two inputs for the Earth Mover’s Distance
calculation are provided (histograms and cost matrix). This holds even if
the ground distance function underlying the cost matrix is not explicitly
known.
We sketch our k-medoids algorithm on the Earth Mover’s Distance di-
mensions in the following, for details please refer to [KR87, KR90]. The
algorithm starts by randomly choosing k representatives (medoids) from the
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set of original dimensions and assigns the remaining ones to their nearest
medoid according to the cost matrix. The quality of the clustering is deter-
mined via the total distance deﬁned as:
TD =
d′∑
i′=1
∑
{i|rii′=1}
c imi′
where mi′ is the representing medoid of the cluster that corresponds to the
reduced dimension i′. The total distance thus reﬂects the degree of dissimilar-
ity within the clusters, i.e. the objective function that the algorithm tries to
minimize. In the next step, the algorithm aims at improving the clustering.
It determines the total distance that results when swapping a non-medoid
with a medoid. In a greedy manner, the conﬁguration with the lowest total
distance is chosen and the corresponding pair is swapped. The algorithm
terminates if no swapping leads to further improvement of the total distance.
The result is a clustering into k partitions.
In our case each of the k clusters corresponds to one of the d′ reduced
dimensions. By setting the parameter k, the reduced dimensionality can
thus be ﬂexibly chosen. The elements contained in cluster i′ are the original
dimensions that were combined to i′. This approach requires no knowledge
about the underlying data set.
8.2 Query processing algorithm
We use reduced Earth Mover’s Distance in a multistep algorithm as discussed
before, following the optimal (with respect to the number of reﬁnements)
framework [SK98]. For a k nearest neighbor query, k initial results are re-
trieved from the ﬁlter ranking. They are reﬁned and inserted into the result
set, sorted with respect to their actual distance from the query. Then, the
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Figure 8.4: Multistep setup for dimensionality reduction
next best histograms with respect to the ﬁlter distance are retrieved. If the
ﬁlter distance is smaller than the current kth nearest neighbor, the corre-
sponding histogram is reﬁned and compared against the current kth nearest
neighbor with respect to the actual distance. If smaller, it is sorted into the
result set, displacing the furthest one from the set. This is repeated until
the ﬁlter distance is larger than the current kth result. As soon as the ﬁlter
distance is larger, none of the remaining histograms have a smaller ﬁlter dis-
tance. And since the ﬁlter distance is a lower bound of the actual distance,
their actual distance is also larger. The result set now contains the actual k
nearest neighbors.
8.3 Experiments
Setup.
Our experiments use a database of 10, 000 radiography images from the Im-
age Retrieval in Medical Applications (IRMA) project [LGT+04, DKN05].
The data set is available for download from [LSOL05] and was part of the
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Figure 8.5: IRMA data
2005 ImageCLEFmed image retrieval competition [DMC+07]. The features
are 199-dimensional histograms, and Euclidean distance is used for the cost
matrix.
The reported results in this section are averages over a workload of 100
k-nearest neighbor queries. From the complete database, a query set of 100
query histograms was extracted. All experiments were executed on Pentium
4 2.4GHz work stations with 1GB of RAM running Windows XP.
Reduced dimensionality.
For 50 nearest neighbors, Figure 8.6 shows the runtime performance for vary-
ing degrees of dimensionality reduction, from using only 20 dimensions up
to 90 dimensions. We can see that the two approaches which do not rely
on a dimensionality reduction, the averaging lower bound LBAvg and the
independent minimization lower bound LBIM (cf. Chapter 4), decrease the
response times to between 3 and 4 minutes (depicted at the very left as single
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measurements). Our dimensionality reduction technique performs similarly
well when reducing the dimensionality to between 10% and 15% of the orig-
inal dimensionality and reaches its optimum of just below 1 minute around
dimensionality 60. Compared to the 17 minutes of the sequential scan and to
the 3 minutes of the next best competing approach this equates to a speedup
of factor close to 22 and close to 4 respectively for our techniques.
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Figure 8.7: Computation time vs. number of nearest neighbors
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Result size.
We varied the parameter k of nearest neighbors in the next experiment,
illustrated in Figure 8.7. Of foremost interest in this experiment was how
our approach fares compared to the independent minimization lower bound
LBIM when k is chosen to be lower than 50. While independent minimization
LBIM shows a comparatively low selectivity and a fast average response time,
our reduction technique outperforms LBIM by a factor of about two.
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Figure 8.8: Computation time vs. cardinality
Scalability.
To asses whether our approach performs equally well over a range of database
cardinalities, we subsampled the database in three steps, yielding databases
of 1,000, 4,000, and 7,000 objects, respectively, as well as the entire database
of 10,000 objects. As Figure 8.8 depicts, our approach scales well, and the
querying improvements reported above transfer to these sets.
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8.4 Conclusion
We propose clustering-based dimensionality reduction for the Earth Mover’s
Distance. Clustering based reduction relies only on the original cost matrix
information to create reduced cost matrices. Our technique is ﬂexible in the
reduced dimensionality of both the data and the query, allows for chaining
with existing approaches, and guarantees completeness in multistep query
processing. Experimental evaluation on real world data demonstrates that
dimensionality reduction yield substantial eﬃciency gains.
Part II
Retrieving time series data
Chapter 9
Eﬃcient Time Series Search
and Retrieval
Continuous growth in sensor data and other temporal data increases the
importance of retrieval and similarity search in time series data. Eﬃcient
time series query processing is crucial for interactive applications. Existing
multidimensional indexes like the R-tree provide eﬃcient querying for only
relatively few dimensions. Time series are typically long which corresponds
to extremely high dimensional data in multidimensional indexes where time
series are treated as histograms. Due to massive overlap of index descriptors,
multidimensional indexes degenerate for high dimensions and access the en-
tire data by random I/O. Consequently, the eﬃciency beneﬁts of indexing
are lost.
We propose the TS-tree (time series tree), an index structure for eﬃcient
time series retrieval and similarity search. Exploiting inherent properties of
time series quantization and dimensionality reduction, the TS-tree indexes
high-dimensional data in an overlap-free manner. During query processing,
powerful pruning via quantized separator and meta data information greatly
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reduces the number of pages which have to be accessed, resulting in sub-
stantial speed-up. In thorough experiments on synthetic and real world time
series data we demonstrate that our TS-tree outperforms existing approaches
like the R*-tree or the quantized A-tree.
9.1 Introduction
Many applications in science, e-commerce and surveillance monitoring rely
on recording sensor information in regular time intervals. As a consequence,
time series data has been growing tremendously. This ﬂood of data requires
data management for fast and easy storage and access. Similarity search on
time series data is a typical requirement for such data bases. Similar patterns
in sensor data might indicate a common cause or provide a prediction for
future sensor values.
To enable eﬃcient similarity search, R-trees and other multidimensional
indexing structures have been used [Keo02]. These multi-purpose indexing
structures, however, are designed for relatively low-dimensional data. For the
special case of time series data, they are usually not adequate. Most time
series are long, which corresponds to many dimensions in multidimensional
indexes. Multidimensional indexes, however, are known to provide eﬃciency
gains only up to a certain dimensionality [WSB98]. In the case of the R-
tree, sequential scan is faster from about 16 dimensions, depending on the
application [BKSS90]. One of the reasons why R-trees will eventually fail
is that in high-dimensional spaces MBRs (minimum bounding rectangles)
of the subtrees overlap to a high degree. Therefore more paths have to be
accessed in query processing, requiring expensive random reads of index and
data pages.
9.1 Introduction 107
In time series data, this problem is often aggravated. Summarizing data
in minimum bounding regions, the sequential nature of time series is not
captured. For example, in temperature measurements, successive values are
typically within a range of few degrees. Consequently, overlap in these dense
areas is large, resulting in voluminous MBRs with large proportions of empty
space. As typical queries intersect with many of these MBRs, the number of
excess page reads increases further. Consequently, these indexes degenerate
to random read of the entire data.
B-trees are another family of indexes that have been used for sequences
e.g. in the Preﬁx B-tree, with further compression of blocks via Patricia tries
in the String B-tree [BU77, FG99]. Preﬁxes are used as separators between
subtrees. Since only the preﬁx is actually used to index the data this leads
to poor pruning power for similarity search on long time series data. In turn,
many paths have to be accessed as well, negating eﬃciency gains.
To formalize similarity such that sensor data can be searched accordingly,
Lp norms and Dynamic Time Warping (DTW) are the most common models.
Lp norms, such as Euclidean distance, compare time series one position at
a time and have been shown to work well in a number of applications. To
allow matching of slight shifts in time series, DTW stretches or squeezes the
time series along the time axis to align their value patterns. The remaining
diﬀerences between these best matches constitute the distance [BC94]. For
indexing, envelope-style upper and lower bounds have been proposed [Keo02].
They allow for exact indexing of time series at the expense of additional
relevant regions. Therefore, DTW-based similarity search typically entails
more page reads.
We propose a novel index structure, the TS-tree (time series tree) that is
specialized for eﬃcient similarity search on time series. The TS-tree avoids
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overlap and provides compact meta data information on the subtress, thus
reducing the search space very eﬀectively. To ensure high fanout, which
in turn results in small and eﬃcient trees, index entries are quantized and
dimensionality reduced. Depending on the nature of the time series, e.g.
smooth or bursty, quantization brings out the relevant characteristics via
SAX (symbolic aggregate approximation) or dimensionality reduction tech-
niques extract the most relevant dimensions using wavelet analysis, respec-
tively [LKLC03, SZ04b]. For powerful pruning, we provide a formal mindist
function between any query time series and the entire available meta data.
This mindist enables eﬃcient query processing without false dismissals.
Our contributions include
• a novel overlap-free index structure for time series
• eﬃcient query processing on highly descriptive meta data
• support for the most common time series similarity models
This part is structured as follows: we review related work in Section 9.2.
An analysis of inherent properties of time series and indexing paradigms is
presented in Section 9.3. We deﬁne and discuss our novel TS-tree in Chapter
10. Query processing techniques and algorithms are discussed in Section 10.1.
We demonstrate substantial eﬃciency gains in the Experiments, Section 10.2,
and conclude in Section 10.3.
9.2 Related work
For eﬃcient and eﬀective time series indexing, multistep ﬁlter-and-reﬁne ap-
proaches have been proposed, as discussed in Section 10.1.3 in greater de-
tail. Due to the length of time series, dimensionality reduction is typically
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Figure 9.1: R-tree indexing of time series
required. Time series may contain hundreds of values which hinders ap-
plicability of multidimensional indexing structures as is. Piecewise aggre-
gate approximation (PAA) and symbolic aggregate approximation (SAX)
[KCPM01, YF00, LKLC03] outperform other dimensionality reduction tech-
niques like singular value secomposition or discrete fourier transform (SVD,
DFT) for time series data [SZ04b].
Multidimensional indexing structures like the R-tree or R*-tree organize
data in minimum bounding rectangles (MBR), i.e. upper and lower bounds
per dimension. This approach works well for spatial or point data in lower
dimensional settings. For high dimensionality, as found in typical time series,
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Figure 9.2: B-tree split for indexing of time series as used in our approach
R-trees and their variants fall prey to the curse of dimensionality, which leads
to overlapping MBR regions [BGRS99, BBK01].
We illustrate this eﬀect in Figure 9.1. We generated several time series of
length six according to the random walk 2 model (see also the experiments
in Section 10.2) and reduced them to a three-dimensional space for visual-
ization purposes. They were inserted into a three-dimensional R-tree. As
we can see from this toy example, time series data indexed in R-trees may
create voluminous, largely empty, minimum bounding rectangles around the
corresponding data points at the center of the data space. These eﬀects on
time series are discussed in more detail in Section 9.3.2.
B-trees [BM70, BM72], on which most hierarchical indexing structures
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are based, were originally developed for one-dimensional data. They have
been adapted for string data in [BU77, FG99]. B-trees use preﬁx separators,
thus no overlap for unique data objects is guaranteed.
Using B-trees to index time series can be done using lexicographic order on
their values. This way, time series are separated according to their common
preﬁxes (“separator split”). This splitting strategy suits time series data very
well, as we illustrate for our example time series data in Figure 9.2. As we
can see, the central time series are very concisely summarized in the middle
node, whereas those time series which are further away from the central
diagonal are separated in the left and right nodes. Clearly, there is no overlap.
This is highly advantageous for query processing, where many nodes may be
pruned from the search. Thus, our approach is based on the B-tree separator
split. Note however, that in traditional B-trees, the separators would span
across the entire feature range between separator boundaries. Our approach
combines B-tree separator split with meta data as in R-trees for the compact
index node ranges as depicted in the ﬁgure. This concept is presented in
Section 9.3.2.
Specialized indexing structures for high dimensions have been presented
in the literature. The X-tree (extended node tree), for example, uses a dif-
ferent split strategy to reduce overlap [BKK96]. When low-overlap split is
impossible, supernodes of double size are created, eventually degenerating
into sequential scan. Our analysis of the disadvantages of MBR-structure
in R-trees in principle generalizes to X-trees. The A-tree (approximation
tree) uses VA-ﬁle-style (vector approximation ﬁle) quantization of the data
space to store both MBR and VBR (virtual bounding rectangle) lower and
upper bounds [BBK+00, SYUK00, WSB98]. While VBRs provide additional
pruning information about the subtrees, the overhead of additional meta data
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reduces fanout. For time series, both MBR and VBR information suﬀer from
the drawbacks as in R-trees. As the VBRs are quantized lower and upper
bounds with respect to the MBRs, problems with overlap persist.
The TV-tree (telescopic vector tree) is an extension of the R-tree [LJF94].
It uses minimum bounding regions (spheres, rectangles or diamonds, depend-
ing on the type of Lp norm used) restricted to a subset of active dimensions.
Active dimensions are the ﬁrst few dimensions which allow for discrimination
between subtrees. As the dimensionality in index nodes is reduced, fanout
increases. However, overlap is still high, especially in the dimensions not con-
sidered during query processing. For similarity search, non-active dimensions
have to assumed as inﬁnite, resulting in poor pruning power.
The most popular similarity models for time series are Lp norms (typically
Euclidean distance) and dynamic time warping (DTW). Lp norms compare
values of corresponding points in time. DTW stretches or squeezes the time
axis to compute the best match [SC71]. Using an envelope of upper and lower
bounds around time series, indexing of short (about 16 dimensions) time
series is eﬃcient [Keo02, ZS03]. We discuss similarity models and indexing
in greater detail in the following.
9.3 Time series similarity search
Sensor data or other types of measurements result in sequences of values
called “time series”. Examples include stock data (see Figure 9.3), tempera-
ture measurements and network traﬃc volume. Most time series are period-
ical recordings. This means that subsequent values are typically measured
at regular intervals, e.g. on a daily or hourly basis.
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9.3.1 Time series
Time series are sequences of values ordered with respect to the time associ-
ated with the values. Formally:
Deﬁnition 9.1 Time series.
A time series t is a temporally ordered sequence of values
t = (t1, . . . , tn), ti ∈ IR,
where time point f(i) is before f(i + 1): f(i) < f(i + 1),
and f : IN → IR is a function mapping indices to time points.
Typically, time series are very long. Consider daily stock data measurements
for periods of several years or even hourly temperature measurements for
decades. Other applications of sensor based monitoring might record impor-
tant values per hour or per minute. This is an important property which
distinguishes time series data from many other multimedia data. Long time
series data which is treated as histogram data, corresponds to very high
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Figure 9.3: Time series data: stocks (2006)
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dimensional feature spaces. This is a challenge for similarity search and
indexing, as we will discuss later on.
In many applications, time series are smooth, i.e. subsequent values are
within predictable ranges of one another [SZ04b]. For example, stock data
as illustrated in Figure 9.3 typically exhibits only small changes within a few
percentage points per day. Similarly, temperatures in a climate monitoring
application do not jump from -20◦C to +20◦C. Rather, if one day’s temper-
ature is 10◦C, we would expect the following day to have a temperature only
a few degrees higher or lower. Thus, most time series data exhibits a cor-
relation between subsequent values. This correlation is often used to mimic
time series by synthetic random walk sequences [Cha96, AFS93].
9.3.2 Core concept
The design goal of the TS-tree is to create a compact yet detailed index
structure for time series similarity search and retrieval. Compactness means
that similar time series should be located in the same subtree using mini-
mal storage space and directory overhead in overlap-free subtrees. Detailed
information is necessary for powerful pruning during similarity search. The
TS-tree exploits the inherent properties of time series. We describe the core
concepts before giving formal deﬁnitions.
The TS-tree core concepts:
• Hierarchical tree structure: provides directory information on sev-
eral levels for subtree data. As discussed above, we have to avoid degen-
eration into random read of the entire data base. Existing multidimen-
sional indexing structure do not scale to high dimensions [BGRS99,
WSB98, BBK01] and produce largely overlapping descriptors. We
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therefore focus on compact, overlap-free descriptors for time series that
provide substantial pruning power.
• Large capacity: is necessary for small trees with high fanout. Di-
mensionality reduction substantially shortens time series, requiring less
memory while keeping the most relevant information. Similarly, quan-
tization of the exact time series values to discrete symbols increases
capacity of index nodes.
• Overlap-free compact subtrees: Like R-trees or B-trees, the TS-
tree is a balanced tree that grows in a bottom-up fashion. Time series
inserts into leaf nodes may lead to overﬂow, entailing node splits that
may propagate up the tree. Splitting strategy is crucial for trees as
it aﬀects the compactness and utilization of the entire index. Most
notably, overlap-free splitting is a major concern as time series are
high-dimensional, which leads to degenerative overlap in R-tree family
indexes.
– Overlap-free. Overlap-free indexing is possible by exploiting lex-
icographic ordering on time series. Developed originally for one-
dimensional data in B-trees, TS-tree separators are time series
preﬁxes [BM70]. These preﬁxes separate time series smaller than
the separator from large ones with respect to lexicographic order.
Smaller time series are located in subtrees to the left of the sep-
arator, larger ones in subtrees to its right. This is unambiguous
as lexicographic order is a total order. Splitting in lexicographic
manner thus ensures overlap-free subtrees TS-tree descriptors.
– Compact. Obviously, for real values common preﬁxes are rare.
Short separators in the ﬁrst few dimensions provide little infor-
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mation. While this is desirable for large fan-outs, pruning power
is poor. Rough quantization of separators using discretization to
very few symbols yields longer separators which actually provide
more information in more dimensions. Moreover, rough quantiza-
tion maps similar time series to the same quantized representation.
This means that they are very likely stored in the same subtrees,
resulting in compact TS-trees.
– Descriptive. Separators split one dimension at a time in lexi-
cographic order. The TS-tree exploits the order of dimensional-
ity reduction through DWT (discrete wavelet transform) or PCA
(principle components analysis). Ordering is according to degree
of information in dimensions, measured as variance or level of de-
tail. In TS-tree this ordering means that dimensions with more
descriptive content are split ﬁrst, leading to descriptive separators.
• Overlap-free detailed subtrees: during query processing, long sep-
arators provide meaningful information for powerful pruning on the
dimensions covered by the separators. More detailed information on
those dimensions that have not (yet) been split, is provided by addi-
tional, and more ﬁnely quantized, meta data in TS-trees. They consist
of upper and lower bounds per dimension of the time series values in
the corresponding subtree, like MBRs (minimum bounding rectangles)
as used in R-tree family indexes [Gut84]. In TS-trees, they provide
additional descriptor information for query processing. Note that sub-
trees are still overlap-free, as we keep separator split and do not adopt
MBR-split.
In summary, TS-trees exploit the inherent properties of time series. Lexico-
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graphic separator split in coarsely quantized time series ordered with respect
to the most descriptive reduced dimensions are coupled with ﬁnely quan-
tized meta data information for powerful pruning. This allows for eﬃcient
and eﬀective similarity queries for time series data. In the next chapter,
we detail the structure of TS-trees in a formal manner before proceeding to
query processing on the complex descriptor information.
Chapter 10
The TS-tree
In this chapter, we formalize the TS-tree. It is a hierarchical structure which
extends the node structure of R-trees or B-trees and uses B-tree split (“sepa-
rator split”) to ensure balancing. The descriptors stored in the TS-tree nodes
are lower and upper bounds of the dimensionality reduced time series data
as well as quantized separators between subtrees. Separators are preﬁxes of
time series, typically much shorter than the entries in data leafs, that are
lexicographically larger than subtrees to the left and smaller than subtrees
to the right:
Deﬁnition 10.1 Separator.
A separator S between two time series tl and tr is a time series with:
• tl ≤ S (lexicographically larger than left time series)
• S ≤ tr (lexicographically smaller than right time series)
• 	 ∃S′ : |S′| ≤ |S| ∧ tl ≤ S′ ≤ tr (as short as possible)
where lexicographically smaller is deﬁned as: a ≤ b iﬀ
(∃j ≤ min{|a|, |b|} ∀i ∈ {1, . . . , j − 1} : ai = bi ∧ aj < bj)∨
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Figure 10.1: Separators
(|a| ≤ |b| ∧ ∀i ∈ {1, . . . , |a|} : ai = bi)
A separator is thus the shortest possible time series that diﬀerentiates
between time series to the left and to the right in nodes. Lexicographic
ordering is the numeric order in the ﬁrst dimension in which time series diﬀer
(if any, else the shorter one is smaller). Separators are illustrated in Figure
10.1. The root node contains the one-dimensional time series separators 8.9
and 10.5, the left subtree’s time series all begin with values smaller than 8.9,
the time series to the right start with larger values. All elements in the middle
subtree are time series which begin with a value between 8.9 and 10.5. As
we can see from this small example, for continuous values, common preﬁxes
are rare and separators are extremely short. Thus, there is only information
on the very ﬁrst dimension’s value ranges. Comparing a query time series
against short separators leads to very low distance values that are typically
not suﬃcient for pruning.
The TS-tree uses quantization to group similar values. Mapping similar
values to discrete symbols, common preﬁxes are more likely to occur. Conse-
quently, separators are enlarged and pruning power is enhanced. Quantiza-
tion is deﬁned as any mapping of continuous time series values to time series
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of discrete symbols:
Deﬁnition 10.2 Quantization.
A time series q = (q1, . . . , qn) is a quantization of a time series t = (t1, . . . , tn)
with respect to a set of symbols {s1, . . . , sk} iﬀ
• each symbol sj represents an interval range
sj := [s
l
j to s
u
j )
• symbol ranges are disjoint and adjacent
suj = s
l
j+1 ∀j < k
• symbols range over the entire value range
sl1 = MINV ALUE and s
u
k = MAXV ALUE
• q is a mapping of the values of t to covering symbol ranges
qi = sj iﬀ s
l
j ≤ ti < suj
Quantization is thus a transformation of the continuous value range of
the time series to relatively few symbolic representatives of value intervals.
Diﬀerent symbol quantization techniques may be used. The most common
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Figure 10.2: Quantized separators
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ones are equiwidth and equidepth quantization. Equiwidth quantization di-
vides the value range into intervals of equal length. Each of these intervals
corresponds to one symbol. Equidepth quantization tries to create intervals
with roughly the same number of entries each. SAX (symbolic approximate
aggregation) uses the quantiles of the normal distribution [LKLC03].
Reconsider our separator example for quantization (Figure 10.2). Symbol
ranges are A: 0-2, B: 2-4, C: 4-6, and so on. Mapping the bottom time series
of the left subtree (8.67,8.18,8.72) to these symbols yields (E,E,D). To sepa-
rate it from the ﬁrst entry in the next subtree (8.90,10.10,7.85) → (E,E,E),
more than the one dimension (8.9) is required (see also ﬁrst example). The
separator has to be extended to EEE, thus automatically providing informa-
tion not only on the ﬁrst time series dimension, but on three dimensions.
The TS-tree combines quantized separators with additional quantized
meta data, i.e. upper and lower bounds per dimension as used in R-trees.
Meta data MD = ((l1, u1), . . . , (ln, un)) thus consists of lower bounds li, the
smallest value in dimension i, and upper bounds ui, the largest value in di-
mension i, of the respective subtree. These bounds provide additional infor-
mation on the value ranges of the subtree for query processing, as discussed
in Section 10.1. However, unlike R-trees, TS-trees do not use this meta data
for splitting of nodes, but use separator split to ensure overlap-free subtrees.
The nodes in TS-trees thus store separators, meta data and pointers to
subtrees. For compact nodes and splitting of more dimensions, separators are
roughly quantized (cf. the experiments in Section 10.2). Additional detailed
information for query processing is provided by ﬁnely quantized meta data
and ﬁnely quantized leaf level information:
122 CHAPTER 10. THE TS-TREE
Deﬁnition 10.3 TS-tree inner node.
An inner node of the TS-tree with branching factor m, rough quantization
parameter r and ﬁne quantization parameter f fulﬁlls the following properties:
• a inner node contains k entries (m ≤ k ≤ 2m) with k pointers to
subtrees, k − 1 separators and k meta data bounds.
• a root inner node contains k entries (2 ≤ k ≤ 2m) with k pointers to
subtrees, k − 1 separators and k meta data bounds.
• separators are roughly quantized to r symbols and preﬁx compressed,
i.e. common preﬁxes are not materialized.
• meta data upper and lower bounds are ﬁnely quantized to f symbols.
Deﬁnition 10.4 TS-tree leaf node.
A leaf node of the TS-tree with branching factor n and ﬁne quantization
parameter f fulﬁlls the following properties:
• a leaf node contains i entries (n ≤ i ≤ 2n) with i pointers to time
series.
• a root leaf node contains 1 ≤ i ≤ 2n entries.
• entries are ﬁnely quantized to f symbols.
Thus, the TS-tree uses rough quantization for long separators on inner
nodes while keeping more information through ﬁne quantization of meta data
and leaf node entries.
The combined meta data and separator descriptors are illustrated in Fig-
ure 10.3: meta data bounds are lower and upper bounds in each dimension.
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Figure 10.3: Descriptor in TS-trees geometrically
In this example, dimensions x and y both have lower bounds C and upper
bounds E, corresponding geometrically to a (hyper-)rectangle. The separa-
tor information, CD to EC however corresponds to the area stretching to the
end of the data range in the C interval of dimension x above D in dimension
y, the entire data range in the D interval of dimension x and ﬁnally from
the beginning of the data range in the E interval up to the C interval in
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Figure 10.4: Structure of TS-trees
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dimension y. The intersection of the two geometries, i.e. the indexed subtree
range, is marked in gray.
The deﬁnition of TS-tree nodes is illustrated in Figure 10.4: nodes contain
both quantized compressed separators as well as meta data information to
describe the quantized time series in the subtrees.
Dimensionality reduction of time series is employed in TS-trees to ensure
reasonable fanout. Typical time series are long, and dimensionality reduction
limits storage requirements for time series. The basic idea is to represent the
original time series by a shorter representation, keeping as much information
as possible. Diﬀerent approaches for generation of shorter representations
may be used, e.g. PAA (piecewise aggregate approximation) a specialized
approach for time series [KCPM01]. PAA replaces the original time series
by piecewise averages of the time series values. The new time series length
is thus the old length divided by the length of pieces. Another approach
commonly used for time series is DWT (discrete wavelet transform). DWT
with Haar wavelet basis builds successive averages and diﬀerences to these
averages to aggregate the original dimensions. Alternatively, general purpose
dimensionality reduction techniques like PCA (principal components analy-
sis) may be used. PCA analyzes the statistical covariance in the dimensions.
Using eigenvalue decomposition on the covariance matrix, the original di-
mensionality may be reduced to the ﬁrst (with respect to their variance) of
the resulting new dimensions. We analyze the performance of these three
methods in the experiments. This concludes the formalization of the TS-
tree. In the next section we discuss query processing based on the descriptor
information.
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10.1 Query processing in TS-trees
Comparing time series is usually done using the Euclidean distance or the
Dynamic Time Warping Distance (DTW). While the former simply compares
synchronous time series values, DTW allows for stretching and squeezing of
the time series in the time dimension. In either case, k nearest neighbor pro-
cessing in index structures requires computation of the mindist: at any node
of the tree, the minimal distance between the query and the descriptor infor-
mation in the node has to be calculated. This is crucial for pruning without
loss of completeness of subtrees which are dissimilar and for ranking of po-
tentially relevant nodes in k nearest neighbor search (or for discarding nodes
exceeding the range threshold of range queries). We ﬁrst give the mindist for
TS-trees using Euclidean distance. The extension to DTW, which is based
on the mindist for Euclidean distance, is discussed subsequently.
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Figure 10.5: Mindist to meta data
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Figure 10.6: Mindist to separators
10.1.1 TS-tree mindist
During query processing in the TS-tree, the query q = (q1, . . . , qn) is com-
pared against the descriptor information D. The descriptor contains both
separators and meta data D = (S,MD), which both delimit the region in-
dexed by the corresponding subtree. Consequently, the S-mindist to left
and right separators Sl and Sr, as well as the MD-mindist to meta data
lower and upper bounds l and u, could be computed. We compute an even
tighter overall mindist to the intersection of the two regions as illustrated
in Figures 10.5 to 10.7. Figure 10.5 depicts the MD-mindist from query
q, Figure 10.6 the S-mindist, and Figure 10.7 the overall mindist, respec-
tively. As we can see, the overall mindist is neither the MD-mindist nor
the S-mindist, but is actually located on the intersection of the regions.
The distance to upper and lower boundaries of the meta data can be com-
puted in a straightforward manner as a sum over dimension wise diﬀerences:
Deﬁnition 10.5 MD-mindist.
The MD-mindist between query q = (q1, . . . , qn) and meta data MD =
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Figure 10.7: Mindist to intersection of meta data and separators
((l1, u1), . . . , (ln, un)) is deﬁned as:
MD-mindist(q,MD)2 =
∑i=1
n
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(qi − li)2 qi < li
(qi − ui)2 ui < qi
0 else
This meta data mindist function is a lower bound to any time series in the
corresponding subtree, as known from e.g. the mindist to MBRs in R-trees
[Gut84]. The meta data is simply a dimension-wise information on lower
and upper bounds, whereas the separator information is lexicographically
ordered, which cannot be assessed in a dimension related manner. Conse-
quently, mindist computation for these two descriptor types diﬀers. Consid-
ering Figure 10.8, we see that the distance from the query to the separator
is not the dimension wise addition of diﬀerences. Clearly, lexicographically,
the query is smaller than the separator. Computing the distances dimension
by dimension, the query would be considered larger than the separator in
the second dimension. To compute the S-mindist correctly, we thus have
to take previous dimension into account and cannot compute in a dimension
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Figure 10.8: Lexicographic mindist computation
wise fashion.
As illustrated in Figure 10.6, the S-mindist is either the diﬀerence in
the current dimension Δx plus the distance in the next dimension y or, if
the separator in dimension y is larger than the query as is the case in this
example, one step further in dimension x, i.e. Δx + 1 to immediately reach
the separator bounds.
Additionally, we have to take care not to exceed the right separator
bounds. Figure 10.9 shows that the right separator in the next dimension
may be actually smaller than the query. In this case, computing Δx+1 would
yield a wrong result of the mindist. Summing up all of these cases, we give
a recursive deﬁnition of the S-mindist where the query is smaller than the
separator (cf. Figure 10.10). The S-mindist from the right is analogous.
Deﬁnition 10.6 S-mindist.
The S-mindist between query q = (q1, . . . , qn) and left Sl = (Sl1, . . . ,Sln) and
right Sr = (Sr1, . . . ,Srn) separators of a subtree is deﬁned as the distance to
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the left separator if the query is smaller than the subtree or the distance to
the right separator if it is larger. If the query is within the separator bounds,
S-mindist is zero:
S-mindist(q,S) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Sl-mindist(q1,S) q ≤ Sl (a)
Sr-mindist(q1,S) q ≥ Sr (b)
0 else (c)
where:
Sl-mindist(qi,S) =
min
⎧⎨
⎩ |qi − Sli|+ Sl-mindist(qi+1,S) (d)|qi − (Sli + 1)| (e)
Sr-mindist(qi,S) =
min
⎧⎨
⎩ |qi − Sri|+ Sr-mindist(qi+1,S) (d
′)
|qi − (Sri − 1)| (e′)
Note that in rare cases, the separator ends prematurely
(cf. Figure 10.9) and the minimum is reduced to (d), (d’),
i.e. (e) or (e’) does not apply iﬀ:
(e) : Sli + 1 < Sri ∨ (Sli + 1 ≤ Sri ∧ Sli+1 ≤ Sri+1)
(e′) : Sri + 1 < Sli ∨ (Sri + 1 ≤ Sli ∧ Sri+1 ≤ Sli+1)
This separator mindist lower bounds the distance to any time series in
the corresponding subtree, as in each recursive step, the closest possible time
series on the separator bounds is used to compute the mindist. Thus, if the
query is smaller than the left separator (a), the S-mindist is the recursively
deﬁned left sided distance. Likewise, if the query is larger than the right
separator (b), the analogous recursion from the right applies. If the query
is inside the region delimited by the separators (c), the S-mindist is clearly
zero.
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Figure 10.9: End of lexicographic separator
The recursive Sl-mindist takes two aspects into account: for one, as
long as the separator bounds have not yet been reached, the diﬀerence in
the current dimension may contribute to the overall distance and the same
choice applies recursively for the next dimension (d). Second, as soon as the
bounds are reached by going further an additional symbol, the remaining
diﬀerences are zero (e).
(a) is a recursive choice denoted as Sl-mindist(qi,S). Moreover, care has
to be taken, not to exceed the right separator. Likewise, (b) is the symmet-
ric case of (a) for queries which are larger than the right separator. The
Sl-mindist is then the minimum of these choices in reaching the separator
boundaries.
Reconsidering Figure 10.7, we see that the overall mindist is based on
both the MD-mindist and the S-mindist. In a recursive fashion, as for the
S-mindist, we proceed until the separator bounds are reached. At this point,
however, we may take the MD-mindist for the remaining dimensions into
10.1 Query processing in TS-trees 131
F G H
10
8
6
4
2
0
A
B
C
D
E
F
A B C D
y
x
(e)
(d)
(c)
(a)
(b)
Figure 10.10: Lexicographic separator mindist
account to exploit the additional meta data information and reach a larger
overall mindist. Note that a larger mindist is favorable as this allows for
better pruning.
Deﬁnition 10.7 mindist.
The mindist between query q = (q1, . . . , qn) and descriptor D = (MD,S) of
a subtree is deﬁned as:
mindist(q,D) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
l-mindist(q1,D) q ≤ Sl (a)
r-mindist(q1,D) q ≥ Sr (b)
0 else (c)
where:
l-mindist(qi,D) =
min
⎧⎨
⎩ |qi − Sli|+l-mindist(qi+1,D) (d)|qi − (Sli + 1)|+MD-mindist((qi+1, . . . , qn)) (e)
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r-mindist(qi,D) =
min
⎧⎨
⎩ |qi − Sri|+r-mindist(qi+1,D) (d
′)
|qi − (Sri − 1)|+MD-mindist((qi+1, . . . , qn)) (e′)
as before, if the separator ends prematurely only (d) or (d’) applies,
i.e. (e) or (e’) does not apply iﬀ:
(e) : Sli + 1 < Sri ∨ (Sli + 1 ≤ Sri ∧ Sli+1 ≤ Sri+1)
(e′) : Sri + 1 < Sli ∨ (Sri + 1 ≤ Sli ∧ Sri+1 ≤ Sli+1)
Thus the overall mindist to the descriptors in TS-tree nodes is the dis-
tance to the intersection of left and right separators and the meta data. This
mindist function constitutes a lower bound for the distance between any
query q and any time series t in a subtree delimited by D = (MD,S), i.e.
mindist(q,D) ≤ dist(q, t). Lower bounding follows from the derivation of
the mindist in a straightforward manner. By taking the minimum of the
distance to separator and meta data bounds in each dimension, the closest
time series on the descriptor bounds is assumed. Note that this mindist
function is also the largest such lower bound. Any larger function would
violate the lower bounding property of the mindist since in each case of the
recursive minimum computation, the bounds of separator or meta data may
be reached, and thus potentially a time series in the respective subtree.
10.1.2 Extension to Dynamic Time Warping
The TS-tree is a ﬂexible time series indexing structure that supports Eu-
clidean distance, as seen before, as well as Dynamic Time Warping (DTW).
Dynamic Time Warping allows for stretching and scaling of the time axis
to detect slightly shifted or scaled patterns. An example is given in Fig-
ure 10.11: two time series are compared using the Euclidean Distance (left)
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or Dynamic Time Warping (right). Horizontal lines indicate which values
are matched by the respective distance functions. Both Euclidean distance
and Dynamic Time Warping are commonly used for time series similarity
search [Keo02]. We brieﬂy review Dynamic Time Warping before detailing
Dynamic Time Warping based query processing on TS-trees.
Dynamic Time Warping computes the best possible match between time
series with respect to the overall warping cost. Typically, warping is re-
stricted to some k-band neighborhood around a time series element to avoid
degenerated matchings (e.g. all but one values of a time series are matched
to a single element of the other). Formally, the deﬁnition of local k-band
Dynamic Time Warping is:
Deﬁnition 10.8 k-band Dynamic Time Warping.
The Dynamic Time Warping distance between two time series s, t with re-
spect to a bandwidth k is deﬁned as:
D2DTW (s, t) = D
2
DTW (bandk(s), bandk(t))+min
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
D2DTW (start(s), start(t))
D2DTW (s, start(t))
D2DTW (start(s), t)
with
D2DTW (bandk(s), bandk(t)) =
⎧⎨
⎩ D
2
DTW (si, ti) |i− j| ≤ k
∞ else
Thus, Dynamic Time Warping is deﬁned recursively on the minimal cost
Figure 10.11: Euclidean Distance (left) and Dynamic Time Warping (right)
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of possible matches of preﬁxes shorter by one element. There are three
possibilities: either match preﬁxes of both s and t, or match s with the
preﬁx of t, or vice versa. The diﬀerence between overall preﬁx lengths is
restricted to a band of width k in the time dimension by setting the cost
of all overstretched matches to inﬁnity. Euclidean distance can be seen as a
special case of Dynamic Time Warping with a band of width zero. Dynamic
Time Warping can be computed via a dynamic programming algorithm in
O(mn) time and space, where m,n are the lengths of the time series. Using
a k-band, this is reduced to O(k ∗max{m,n}). For eﬃcient query processing
this is still a limiting factor. Indexing Dynamic Time Warping is possible by
exploiting k-band restriction. Without this restriction, arbitrary stretching
hinders pruning. Consequently, indexing k-Dynamic Time Warping using
lower bounds has been proposed [Keo02, ZS03]. An “envelope” around the
time series with respect to the k-band is deﬁned. The squared Euclidean
distance between values above or below the envelope of the other time series
lower bound the actual k-Dynamic Time Warping distance. We review the
closest existing lower bound:
DTWLB =
√√√√√√√√
n∑
i=1
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(si − Ui)2 si > Ui
(si − Li)2 si < Li
0 else
U i =
N
n
(u n
N
(i−1)+1 + · · ·+ u n
N
(i)) and
Li =
N
n
(l n
N
(i−1)+1 + · · ·+ l n
N
(i))
A detailed discussion of this bound can be found in [ZS03]. It is an exten-
sion of the original envelope for exact indexing of Dynamic Time Warping,
LBKeogh [Keo02].
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As we can see from the deﬁnition of the lower bound, this approach is a
dimension-wise computation of distances. Thus, the mindist function intro-
duced in the previous section can be extended to Dynamic Time Warping in
a straightforward manner by computing the mindist not to a single query
time series, but to upper and lower envelope time series.
Lower bounds are useful as ﬁlters in multistep query processing to eﬃ-
ciently compute a set of candidates which is then reﬁned using the original
distance function.
10.1.3 Multistep query processing
Multistep query processing was introduced in the GEMINI framework (GEneric
Multimedia object INdexIng, [Fal96]). In a ﬁrst step, the set of candidates
is generated using a ﬁlter distance on the index structure. These are then
reﬁned sequentially using the original distance (Figure 10.12).
To ensure completeness, ﬁlter distances must fulﬁll the lower bounding
property. Dimensionality reduction and quantization as proposed above fullﬁl
the lower bounding property for euclidean distances. Dynamic Time Warping
band also fulﬁlls the lower bounding property as proven in [ZS03].
The number of reﬁnement steps is reduced to its minimum in KNOP (k
nearest neighbor optimal query processing) [SK98] by a direct feedback loop
between reﬁnement and candidate generation: objects are ordered according
Data
base
Candidates ResultFilter Refinement
Figure 10.12: Multistep query processing
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Figure 10.13: Optimal multistep query processing for time series
to their ﬁlter distance via a ranking query and reﬁned until the ﬁlter distance
is larger than the largest exact distance so far (Figure 10.13). Besides re-
duction of reﬁnement computations, the KNOP approach is especially useful
for our evaluation of diﬀerent time series indexing structures: the number
of time series which has to be reﬁned using the original distance function
is independent of the indexing structure used. This is due to the ranking
query used on the index: since time series are processed in the same order
regardless of the index, the number of time series which have to be reﬁned is
ﬁxed. Thus, directory page accesses measure the performance of indexes for
identical time series representations.
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Theorem 10.1 Number of reﬁnement computations.
The number of reﬁnement computations in KNOP query processing is con-
stant for any index.
Proof.
Let q denote the query time series, ti, tj denote database time series with
dimensionality reduced representations ri, rj, rq, respectively. Then, as re-
quired in KNOP, ﬁlter distances underestimate the exact distance:
distf (ri, rq) ≤ diste(ti, q)
KNOP uses a ranking query, thus tj is processed before ti if its ﬁlter distance
is smaller:
distf (ri, rq) ≤ distf (rj, rq)
KNOP reﬁnes time series until the ﬁlter distance of the next time series tn
in the queue exceeds the kth nearest neighbor candidate reﬁned so far:
distf (rn) ≥ dmax
with dmax := max{diste(tc1), . . . , diste(tck)}, where c1 through ck denote the
current candidate k nearest neighbors. Thus, time series are only reﬁned
until the next reduced representation has a higher ﬁlter distance than the
exact distance of the k best original representations. In summary, the set of
time series reﬁned Ref is
Ref := {ti | distf (ti) ≤ dmax}
regardless of the underlying index structure.
Note that for diﬀerent representations, e.g. quantizations or dimension-
ality reductions, the number of reﬁnements may still vary.
Since the number of reﬁnement steps given a certain time series represen-
tation cannot be reduced by any indexing structure, performance depends
on the number of directory node accesses.
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10.2 Experiments
The experiments are divided into three sections. First, we investigate the
structure of TS-tree by measuring the average distances of the node entries
and the capacity of the constructed nodes. The next section evaluates the
performance of the TS-tree using Euclidean Distance based nearest neighbor
queries on synthetic data followed by experiments on real world data sets.
The last section evaluates Dynamic Time Warping (DTW) nearest neighbor
queries.
Hierarchical indexing structures like R-trees or TS-trees grow very slowly
in height when indexing more data. Thus very large data sets are used to
evaluate indexing structures of appropriate height (four or ﬁve).
Data sets. Our experiments use the following data sets (two synthetic
and three real world data sets):
1. RW1: A synthetic data set based on the random walk model one.
The increments between two consecutive values are independent and
identically distributed. We use a standard normal distribution N (0, 1)
for each increment: ti+1 = N (ti, 1). We generated four diﬀerent data
sets each containing 250,000 time-series of length 256, 512, 1024 and
2048, respectively.
2. RW2: The second version of the random walk model uses indepen-
dent but not identically distributed values for the increments. The
increments of RW2 time series depend on the last increment: ti+1 =
N (2ti−ti−1, 1). We also generated four diﬀerent data sets each contain-
ing 250,000 time-series of length 256, 512, 1024 and 2048, respectively.
3. Financial: Historical time-series from
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http://ﬁnance.yahoo.com. We use end of day stock quotes for more
than 8,000 indices, corporate bonds, warrants etc. Overall the data set
consists of 1,000,000 overlapping time series of length 256.
4. Weather: The weather data set contains 1,000,000 overlapping time
series of length 128. The temperature data was retrieved from an inter-
connection of weather stations gathering agrarian meteorological data.
5. EEG: 128Hz-electroencephalographic data from the department of phys-
iology (University of Bologna). Available from the UCR time series
archive [Keo06]. We extracted 1,000,000 overlapping EEG time series
of length 128.
The synthetic data experiments demonstrate the scalability of the TS-
tree while the real world data illustrates the performance of the TS-tree in
practical applications. The ﬁnancial and random walk data set are mean and
variance normalized [KK02]. These data sets are quantized using symbols
based on the quantiles of the normal distribution (SAX [LKLC03]). The
temperature and EEG data set is not normalized and thus indexed using
equiwidth symbols. Disk page settings are 1kb and 4kb for synthetic and
real world data sets, respectively. The temperature data set is very smooth
while the ﬁnancial data set contains some short changes. The last data set,
the EEG data is bursty.
Experimental setup. We compare the TS-tree to the R*-tree [BKSS90],
an extension of the R-tree [Gut84]. The R*-tree and R-tree both use mini-
mum bounding rectangles (MBR) to describe the data contained in a subtree.
We also investigated the performance of the R-tree with linear and quadratic
split but as the R*-tree always outperformed the R-tree we only report results
of the R*-tree.
140 CHAPTER 10. THE TS-TREE
The A-tree, a recent hierarchical indexing structure which approximates
minimum bounding rectangles and data objects by quantized symbols, is also
included in the experiments. Each node of the A-tree stores an exact repre-
sentation of the subtree and quantized VBRs (virtual bounding rectangles)
for subtrees. The A-tree originally uses q = 6 or q = 12 in its experimental
evaluation. These quantizations would need bit shifting and masking which
is very time consuming. We performed preliminary experiments with A-tree
of q = 8 and q = 16, where the latter showed much worse performance due
to lower fanout. We thus set q = 8, i.e. quantization with 28 = 256 symbols.
The TS-tree is also set to 256 symbols for the leaf nodes. Where less
symbols are used by TS-tree separators (this is a parameter we vary in the
experiments) we still use one byte to store each symbol for simplicity.
The R*-tree implementation uses four bytes (ﬂoats) per dimension to
store the continuous values of the minimum bounding rectangles.
All indexing structures (the R*-tree, the A-tree and the TS-tree) are
implemented using Java 1.6. We use implementation invariant performance
measure like the number of pages accessed or the size of the regions indexed
by a subtree as well as the number of reﬁnements necessary.
10.2.1 Evaluation of structural tree properties
This section studies the indexing structure of TS-trees, R*-trees and A-trees.
We measure capacity and compactness of nodes.
Capacity. The ﬁrst experiment investigates the average capacity of the
index nodes. Figure 10.14 shows the storage capacity averaged for the data
sets RW1 and RW2. Overall 250,000 time series of length 256 are stored by
each index and reduced to dimensionality 16 to 32. In this experiment we
use piecewise aggregate approximation to reduce the dimensionality.
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Tree Type Dimension
16 20 24 28 32 
R*-Tree
Non-Leaf 5.46 4.60 3.92 3.26 2.48 
Leaf 10.22 8.72 7.61 6.28 5.61 
A-Tree
Non-Leaf 5.24 3.85 3.07 2.47 1.69 
Leaf 24.07 18.19 13.81 10.52 7.59 
TS-Tree4
Non-Leaf 14,84 12.10 10.96 9.82 8.30 
Leaf 30,47 25.52 22.62 19.13 17.13 
TS-Tree16
Non-Leaf 15.23 12.71 11.04 9.82 8.80 
Leaf 32.91 27.64 24.03 20.96 18.68 
TS-Tree64
Non-Leaf 15.18 13.27 11.22 9.97 9.12 
Leaf 35.19 29.33 25.12 22.04 19.65 

Figure 10.14: Capacity: average number of entries per node
Increasing resolution of the separators of TS-tree leads to longer sepa-
rators, slightly reducing fanout. Consequently, using more symbols leads to
better capacity results. Overall, the average capacity of all TS-trees inner
nodes is much higher than that of the index structures. This is due to com-
pact symbolic representation. The inner nodes of the A-tree do not show a
signiﬁcantly higher fanout than the nodes of the R*-tree. This is due to the
storage overhead for exact minimum bounding rectangles and exact centroid
per subtree in addition to quantized virtual bounding rectangles. The leaf
nodes of the TS-trees also show the highest average storage capacity due to
quantization and compression of common preﬁxes.
Compactness. The second experiment investigates compactness of sub-
trees. We measure the average width per indexed region, i.e. levelwise av-
erage distances of descriptors. We normalize the tree structures R*-tree,
A-tree, and TS-tree to approximatively the same number of leaf nodes per
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Figure 10.15: Compactness: average width per level
index in trees of height ﬁve. This normalization means that levelwise aver-
age widths are comparable across all three indexes. Figure 10.15 presents
the result for the three inner levels of each index for the RW2 data set.
“Level 1” denotes all nodes directly above leaves, “Level 2” two levels above
leaves and “Level 3” three levels above leaves, respectively. The A-tree shows
slightly higher average width than the R*-tree. This is due to the fact that
the A-tree stores approximated virtual bounding rectangles, that are actu-
ally lower bounds of the exact minimum bounding rectangles. Both A-tree
and R*-tree have greater width, which is probably due to overlap of large
minimum bounding rectangle regions.
The compactness of the TS-tree depends on the resolution of the sep-
arators. As discussed before, rough quantization means that similar time
series have the same quantization and are thus located in the same subtree.
As we can see from the graphs, the roughest quantization (only 4 symbols)
performs best. It is not only better than resolutions using 16 or 64 symbols,
but is clearly more compact than R*-tree or A-tree. Small average width for
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Figure 10.16: Compactness: average width per dimension
regions leads to better pruned during query processing, as each subtree is
more clearly separated from the others.
Quantization. As claimed in Section 9.3.2, splitting of the most infor-
mative dimensions yields more compact descriptors. This is illustrated in a
more detailed analysis of average width for individual dimensions in Figure
10.16 for “Level 2” nodes. The separator split in TS-trees splits dimensions
successively. Thus, as can be seen in the left part of the ﬁgure, the TS-tree
has much smaller average width in the ﬁrst dimensions than in the later ones.
In contrast to the TS-tree, both the A-tree’s and the R*-tree’s strategy to
globally optimize the minimum bounding rectangles split falls behind. Even
the average width of the TS-tree4’s last dimension is lower than that of the
R*-tree.
The right part of Figure 10.16 analyzes the eﬀect of diﬀerent separator
resolutions for TS-trees. As discussed before, rough quantization indeed leads
to longer separators, i.e. later dimensions are split as well. The TS-tree with
4 symbols shows lower average width for later dimensions, and slightly higher
average width for the ﬁrst dimensions. As seen in the previous experiment
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Figure 10.17: Number of page accesses for RW1 time series
in Figure 10.15, TS-tree4 performs best overall. As the TS-tree beneﬁts
from using less symbols for separators, we report only TS-trees with 4 or 16
symbols for separators in the following.
10.2.2 L2 norm similarity search
In this section we investigate the scalability and the query performance of
the TS-tree on synthetic and real world data sets using the L2 norm, i.e.
Euclidean distance.
Scalability with respect to dimensionality. To analyze scalability,
we report the number of pages read averaged over 25 nearest neighbor queries.
For each query we count both index and data pages. The more the dimen-
sionality of a time series data set is reduced the more time series typically
have to be reﬁned in multistep query processing. Thus scalability in terms
of dimensionality is very important for indexing time series.
Figures 10.17 and 10.18 illustrate the results for the RW1 and RW2 data
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Figure 10.18: Number of page accesses for RW2 time series
sets, respectively, for time series length 256, reduced to dimensionality 16
to 32 using piecewise aggregate approximation. The TS-tree scales very
well for both data sets. This is mainly due to the fact that its overlap-free
separator split is not impaired by eﬀects of high dimensional data spaces
(“curse of dimensionality”). The R*-tree and A-tree, however, fall prey to
the curse of dimensionality and degrade with increasing dimensionality (cf.
also [BKSS90, BKK96, BBK+00]). For the RW2 data set the TS-tree is only
barely inﬂuenced by the dimensionality of the data. This is due to decreas-
ing number of reﬁnement steps. For 16 dimensions 8% of the pages read
are reﬁnement steps while only 4% are reﬁnement steps if 32 dimensions are
indexed. Thus, more dimensions require less reﬁnement page reads whereas
fewer dimensions require less directory page reads. Overall, the TS-tree out-
performs both A-tree and R*-tree by nearly one order of magnitude.
Scalability with respect to time series length. We generated time
series of diﬀerent length (256, 512, 1024) and reduced them to 16 dimensions.
As before, the TS-tree outperforms the R*-tree and A-tree (see Figure 10.19).
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Figure 10.19: Number of page accesses for RW1 time series of varying length
With increasing length the number of reﬁnement steps increases which inﬂu-
ences all index structures in the same way, as proven in Section 10.1.3. As
shown in the previous experiment, TS-trees may compensate this eﬀect by
indexing more dimensions.
Performance of dimensionality reduction techniques. We inves-
tigate three dimensionality reduction techniques: piecewise aggregate ap-
proximation (PAA), discrete wavelet transform with Haar basis (DWT) and
principal component analysis (PCA). As mentioned before, principal compo-
nents analysis orders new (reduced) dimensions in descending order of their
variance. Discrete wavelet transform orders the dimensions according to their
level of detail. Since TS-trees split the dimensions according to their order,
it beneﬁts from those dimensionality reduction techniques that provide an
inherent ordering. Figure 10.20 shows the number of pages read, depicting
data pages (lower bar), and index pages (upper bar) for the RW1 data set.
As we can see, the R*-tree fails to capture the inherent dimensionality order.
While the A-tree and TS-tree beneﬁt from the ordering, the R*-tree actually
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Figure 10.20: Page access vs. dimensionality reduction
degrades.
Note that the number of reﬁnement steps is identical in discrete wavelet
transform and piecewise aggregate approximation as both reduce to the same
details in time series. However, the ordering is diﬀerent, which results in dif-
ferent splits during index construction. Although the TS-tree accesses more
pages for reﬁnement than the other two indexes, it always performs more
than twice as good as the A-tree, due to much more compact index pages.
Using 16 instead of 4 symbols further reduces page access in TS-trees us-
ing discrete wavelet transform or principal components analysis. One reason
for this is rough quantization. Using only four symbols, the ﬁrst dimen-
sions are split less often. As these ﬁrst dimensions carry more information
in principal components analysis or discrete wavelet transform, using more
symbols makes better use of the inherent ordering by focusing split to the
ﬁrst dimensions. Thus, we use 16 symbols for the separators in the following.
Performance on real world data. We investigate the performance of
the TS-tree on three real world data sets.
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Figure 10.21: Page access for ﬁnancial and weather data
Performance on smooth time series. The left part of Figure 10.21
shows the result for the ﬁnancial data reduced to 16 dimensions using dis-
crete wavelet transform. As discrete wavelet transform shows much better
results than piecewise aggregate approximation we only report the result for
discrete wavelet transform. Like before the R*-tree reads many index pages.
Again the TS-tree needs more reﬁnement steps than the A-tree but only half
the number of index pages (the A-tree needs 3,552 and the TS-tree 1,785).
The right part illustrates results for the time series weather data. Since the
weather time series are very smooth, piecewise aggregate approximation is
suﬃcient to reduce the dimensionality. Dimensionality reduction techniques
like piecewise aggregate approximation capture the main characteristics of
smooth time series very well. Hence, for the weather data set only a few
reﬁnement steps are necessary. The TS-tree again clearly outperforms the
other two index structures.
Performance on bursty time series. Next, we analyze the query per-
formance on bursty time series in the EEG data set. Bursts are typically
smoothed away by dimensionality reduction techniques and more reﬁnement
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Figure 10.22: Number of pages accessed for the EEG data
steps are necessary for bursty data. As discussed, the number of reﬁnement
steps can be reduced by increasing the number of indexed dimensions. For
the EEG data we obtained the best result by indexing 32 dimensions. Fig-
ure 10.22 shows the result for the number of reﬁnement and index pages read
for all three dimensionality reduction techniques. As already evaluated in the
last section, the R*-tree slows down as more dimensions are indexed. For
the EEG data principal components analysis is able to reduce the number of
reﬁnement steps by more than a factor of two. Considering the number of
index pages read, the TS-tree also shows better results than the other index
structures. Especially for the principal components analysis reduced data
set, the TS-tree again reduces the number of index pages read.
10.2.3 Dynamic Time Warping similarity search
In this section we evaluate the applicability of Dynamic Time Warping queries
using hierarchical index structures. In [ZS03] many linear transformations
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Figure 10.23: Pages access vs. warping width
have been tested but piecewise aggregate approximation has been shown to
be the best dimensionality reduction technique for Dynamic Time Warp-
ing queries. Thus we use piecewise aggregate approximation to reduce the
dimensionality of the data with the lower bound presented in Section 10.1.3.
The ﬁrst experiment evaluates the inﬂuence of diﬀerent Dynamic Time
Warping band width on the query performance (Figure 10.23). For this
experiment we use the RW1 data set. As the increments of the time series
are independent in RW1 data, many time series have to be reﬁned as the
warping width is increased. Hence the total number disk pages read quickly
increases with increasing warping width. As the number of reﬁnement steps
dominate the number of index pages read, the advantage of using the TS-tree
is reduced for larger warping widths. For a small warping path the TS-tree
clearly outperforms the R*-tree and A-tree and even with a larger warping
width the TS-tree is still more eﬃcient the the other two index structures.
The last experiment investigates the query performance of Dynamic Time
Warping time series queries on real world data. We use a warping width of
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Figure 10.24: Page accesses for Dynamic Time Warping
3 and 5 for the weather and ﬁnancial data set, respectively. For the weather
data set, 32 dimensions are indexed and for the ﬁnancial data set, 64 dimen-
sions are necessary to reduce the number of reﬁnement steps to a reasonable
number. Figure 10.24 illustrates the result for both data sets. Again, the
TS-tree works faster for both data sets. The TS-tree clearly outperforms
both other index structures using Dynamic Time Warping queries, especially
for the weather data set.
10.3 Conclusion
We demonstrated the importance of overlap-free tight bounding regions in
hierarchical indexing structures for eﬃcient time series query processing. We
proposed the TS-tree which exploits the inherent properties of time series
for compact descriptors and overlap-free indexing. Descriptors provide supe-
rior pruning power through quantization of separators. Quantization leads
to automatic aggregation of similar time series, longer separators and better
pruning power. Our mindist takes both separator and meta data into ac-
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count to prune many index nodes as demonstrated in the experiments. The
TS-tree clearly outperforms existing tree structures like the R*-tree and the
quantization based A-tree.
Part III
Mining histogram data
Chapter 11
Subspace clustering
Clustering is a data mining task for summarizing data such that similar
objects are grouped together while dissimilar ones are separated. In high-
dimensional data, clusters are typically concealed by irrelevant attributes and
do not show across the full space.
Subspace clustering mines clusters hidden in subspaces of high-dimensional
data sets. Density-based approaches have been shown to successfully mine
clusters of arbitrary shape even in the presence of noise in full space cluster-
ing. Direct extensions of density-based approaches to subspace clustering,
however, entail runtimes which are infeasible for large high-dimensional data
sets, since the number of possible subspace projections is exponential in the
dimensionality of the data. Consequently, existing subspace clustering al-
gorithms trade-oﬀ eﬃciency for accuracy. Grid-based space discretization
or heuristics render subspace clustering eﬃcient, yet these approaches lose
clusters which were cut apart by the grid or were wrongfully pruned.
We propose lossless eﬃcient detection of subspace clusters via a new
density-conserving grid data structure which beneﬁts from eﬃciency gains
without losing any clusters. By detecting clusters in a depth-ﬁrst manner,
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our algorithm avoids excessive candidate generation found in existing apriori-
based subspace clustering algorithms. In thorough experiments on synthetic
and real world data sets, we demonstrate that our lossless approach yields
accurate clusters and is faster than existing subspace clustering algorithms
by orders of magnitude.
11.1 Introduction
Subspace clustering aims at automatically detecting clusters and their rele-
vant attribute projections. The idea is to mine clusters in all of the possible
subspaces of the high-dimensional data space. As the number of possible sub-
spaces is exponential in the number of dimensions, this is a computationally
challenging task.
In traditional full-space clustering, density-based approaches have shown
to successfully mine clusters even in the presence of noise. They deﬁne clus-
ters as dense areas separated by sparsely populated areas and have been
extended to subspace clustering in previous work.
As naive re-running of full-space clustering algorithms for the exponen-
tially number of subspace projections is usually infeasible, grid-based dis-
cretization of the space or other lossy approximations have been proposed.
Whereas these algorithms show far better runtimes, they lose clusters which
are cut apart by the grid.
Many subspace clustering algorithms are based on the apriori princi-
ple: assuming monotonicity of clusters with respect to the dimensionality
of the subspace, higher dimensional projections of sparse regions are dis-
carded as they are sparse regions as well. Apriori-based algorithms suﬀer
from several drawbacks: ﬁrst, they have to generate the entire set of one-
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and two-dimensional subspace clusters before any pruning can be performed.
Second, they require cluster monotonicity which ignores the eﬀect of decreas-
ing average densities for growing dimensionality of subspace clusters. Thus
monotonous density thresholds detect either virtually no high-dimensional
subspace clusters, or excessive low-dimensional subspace clusters. And ﬁ-
nally, many redundant subspace clusters are reported: for all subspace clus-
ters, all of their lower dimensional projections are included in the result set.
Whereas this could be ﬁltered out in a post-processing step, apriori-based
algorithms cannot prune redundant subspace clusters in process, resulting in
higher runtimes.
In this part, we propose a new concept for overcoming the existing trade-
oﬀ between accuracy and eﬃciency. We present a subspace clustering algo-
rithm which mines subspace clusters of any dimensionality by a novel eﬃcient
lossless algorithm. Our EDSC (Eﬃcient Density-based Subspace Clustering)
incorporates:
• Accuracy: lossless non-redundant density-based subspace clustering
in arbitrary dimensionalities
• Eﬃciency: eﬃcient depth-ﬁrst subspace clustering algorithm
We review related work on subspace clustering in Section 11.2, before deﬁning
non-redundant density-based subspace clusters that take the eﬀect of diﬀer-
ent subspace dimensionalities into account (Section 12). A novel lossless
density-conserving grid is proposed which is indexed for depth-ﬁrst mining,
thus avoiding apriori-based candidate generation (Section 12.1). Our mul-
tistep algorithm quickly generates potential subspace clusters without false
dismissals, i.e. completeness is guaranteed. We analyze our algorithm on
both synthetic and real world data sets in the experiments in Section 12.2.
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We demonstrate far better runtimes than existing subspace clustering ap-
proaches. Moreover, our eﬃcient density-based subspace clustering approach
clearly outperforms existing algorithms in terms of accuracy.
11.2 Related work
Full space density-based algorithms like DBSCAN (Density-Based Spatial
Clustering of Applications with Noise) are capable of detecting arbitrarily
shaped clusters even in noisy data [EKSX96, HK98, HK99]. These full space
clustering algorithms do not scale to high-dimensional spaces. They suﬀer
from the “curse of dimensionality”, i.e. distances grow increasingly simi-
lar with increasing dimensionality and clusters can no longer be detected
[BGRS99].
Dimensionality reduction aims at discarding irrelevant dimensions [Jol86].
In many practical applications, however, no globally irrelevant dimensions
exist, but only locally irrelevant dimensions for each cluster are observed.
Projected clustering computes a partition into projected clusterings. Over-
lapping clusters in diﬀerent projections cannot be detected [AY00, MSE06].
Subspace clustering mines clusters in arbitrary, possibly overlapping, sub-
spaces. As the number of subspaces is exponential in the number of dimen-
sions, existing algorithms trade-oﬀ eﬃciency for accuracy.
Grid-based approaches discretize the search space and typically mine the
space in a bottom-up apriori-based algorithm [AGGR98]. Grids greatly re-
duce the computational complexity, yet clusters which spread across cells
are missed and results are sensitive to the position of the grid. A general
problem of these apriori-based algorithms is generation of huge numbers of
candidates in low dimensional subspaces.
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SUBCLU (SUBspace CLUstering) extends DBSCAN to subspace clus-
tering via an apriori-based algorithm [KKK04]. Runtimes are better than
for naive re-runs of DBSCAN, yet still not feasible for practical applications.
Moreover, ﬁxed thresholds either lose high-dimensional clusters or generate
excessive low-dimensional subspace clusters.
SCHISM (Support and Chernoﬀ-Hoeﬀding bound-based Interesting Sub-
space Miner) extends grid-based subspace clustering using a variable thresh-
old adapted to the dimensionality of subspaces [SZ04a]. As the apriori prop-
erty does not hold for variable thresholds, heuristics and a grid-based dis-
cretization are used for pruning. Consequently, clusters are lost as well.
FIRES (FIlter REﬁnement Subspace clustering) is another approxima-
tive approach which uses one-dimensional clusters only to estimate a set of
potential high-dimensional subspace cluster candidates [KKRW05]. As this
set is approximative, actual subspace clusters are lost.
RIS (Ranking Interesting Subspaces) only searches subspaces which might
potentially contain clusters using a heuristic adaptation to the dimensionality
of the subspace [KKKW03]. Clusters are mined in a second step using any
traditional clustering algorithm. As there is no connection between these
two steps, repeated computation of core properties of clusters results in high
runtimes.
Chapter 12
EDSC:
Eﬃcient Density-based
Subspace Clustering
In this chapter, we propose a novel eﬃcient algorithm for mining of density-
based subspace clusters of any dimensionality.
For notational convenience, let us assume the following terminology: the
database DB contains d attributes Ai ∈ [0, v] with N object features rep-
resented as histograms o = (o1 . . . od). A s-dimensional subspace is de-
noted by S = {k1, ..., ks} ⊆ D = {1, ..., d}. A projection of o to S is
oS = (ok1 , ..., oks). The distance between two objects o and p in subspace
S is calculated by restricting the calculation to the respective dimensions of
the subspace: distS(o, p) =
√∑
i∈S(oi − pi)2.
In density-based clustering, clusters are deﬁned as dense areas separated
by sparsely populated areas. Density is evaluated for each object. In the
original DBSCAN approach [EKSX96], objects are dense core objects if their
neighborhood, speciﬁed by an ε-range around the object, contains more than
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the threshold minPoints many objects. Chains of density-connected objects
form the actual clusters. Consequently, arbitrarily shaped clusters can be
successfully detected even in noisy settings [EKSX96]:
Deﬁnition 12.1 Density and Connectivity.
An object o is dense if at least minPoints objects are in its ε-neighborhood
Nε(o) = {p ∈ DB | dist(o, p) ≤ ε}:
o dense : ⇔ |Nε(o)| ≥ minPoints
Two dense objects o and p are density-connected if there is a chain of
dense neighboring objects between them:
∃ q1 . . . qn ∈ DB : q1 = p, qn = o
∧ ∀ i = 1 . . . n− 1 : dense(qi) ∧ dist(qi, qi+1) ≤ ε.
Density-connected objects are thus elements of chains of objects which
are mutually included in one another‘s neighborhoods.
SUBCLU extends the DBSCAN model to subspace clustering in a straight-
forward manner [KKK04]. In each subspace, clusters must exceed the same,
ﬁxed minPoints threshold according to the same ε neighborhood. This is
useful for apriori-based pruning, as monotonicity on density holds.
However, with increasing dimensionality, distances grow and typical den-
sities drop. In high dimensional subspaces, the expected density is smaller
than in low dimensional spaces. Consequently, large thresholds are almost
never exceeded in high dimensional spaces, resulting in cluster loss. On the
other hand, small thresholds that ﬁnd high dimensional clusters produce
tremendous amounts of trivial low dimensional subspace clusters.
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Hence, a constant threshold for all dimensionalities does not provide the
means to compare subspace clusters of diﬀerent dimensionalities and there-
fore it is virtually impossible to set up accurately. This eﬀect is also dis-
cussed in [KKKW03, SZ04a]. Adapting to the changes in expected density
in diﬀerent dimensionalities increases the accuracy of the model. However,
complexity increases and apriori-based pruning is no longer possible. These
approaches therefore revert to heuristics to approximate subspace clusters.
We deﬁne subspace clusters with respect to the expected density of sub-
spaces to ensure that the result is comparable across subspaces of diﬀerent
dimensionality. The expected density without a priori knowledge on the data
distribution, i.e. assuming uniformly distributed data, is simply the average
number of objects in the ε-neighborhood with respect to the dimensional-
ity. This can be computed as the ratio of the volume of the ε-sphere to the
volume of the subspace.
Deﬁnition 12.2 Normalized Density.
An object o is dense in subspace S of dimensionality s if its ε neighborhood
in S, NSε (o) = {p ∈ DB | distS(o, p) ≤ ε}, contains more than minPoints
objects and exceeds the expected density in this subspace by at least a factor
F :
o dense in S :⇔ |NSε (o)| ≥ max{minPoints, F · expDen(s)}
with the expected density expDen(s) in the s-dimensional subspace
expDen(s) = N · cs · ε
s
vs
, and cs the volume of the unit sphere in the
s-dimensional subspace cs =
π
s
2
Γ( s
2
+ 1)
deﬁned via
Γ(n + 1) = n · Γ(n),Γ(1) = 1,Γ(1
2
) =
√
π the Gamma function.
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Density in subspaces is thus normalized with respect to the dimension-
ality by adapting the threshold to the expected density. This ensures that
subspace clusters of diﬀerent dimensionalities are comparable and thus can
be detected using a ﬁxed threshold factor F .
Another eﬀect to be taken into consideration in subspace clustering is
the huge output generated by most algorithms. Subspace cluster projections
to lower dimensional subspaces are likely to be subspace clusters as well.
Removing these redundant projections is crucial in constraining the output
to reasonable sizes. Moreover, meaningful subspace clusters should contain
a minimum number of objects, which we model via a parameter minSize.
Summarizing these requirements, density-based subspace clusters are deﬁned
as follows:
Deﬁnition 12.3 Subspace Cluster.
A set of objects C ⊆ DB in subspace S ⊆ D with |C| > minSize is a
subspace cluster if:
• C density-connected: ∀o, p ∈ C:
oS, pS density-connected with respect to normalized density (Deﬁnition 12.2).
• C maximal: ∀o, p ∈ DB:
o ∈ C and oS, pS density-connected ⇒ p ∈ C.
• C non-redundant:
there is no higher-dimensional cluster containing objects in C.
Thus, subspace clusters are sets of density-connected objects where dimen-
sionality of the subspace is taken into account for density estimation. These
sets are maximal, i.e. all density-connected objects are assigned to the same
subspace cluster. Additionally, we do not consider one-dimensional clusters
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as they are typically uninteresting for the user. These clusters reﬂect merely
the distribution of individual attributes which is usually known or analyzed
using standard analytic methods. Hence, clusters of just one dimension, clus-
ters containing less than minSize objects or which are redundant projections
are excluded from the result set.
12.1 Depth-ﬁrst multistep algorithm
Subspace clustering is a highly complex task. The number of possible sub-
spaces is exponential in the number of attributes. Hence pruning the search
space is crucial. Existing subspace clustering algorithms use an apriori-based
approach to prune possible subspace clusters. These algorithms in general use
a breadth ﬁrst search to identify sparse regions in low dimensional spaces.
Those regions are then used to exclude higher-dimensional projections of
these sparse regions from search. As discussed before, to identify higher-
dimensional clusters the density threshold has to be decreased with respect to
the expected density in higher dimensions. Thus in practical settings nearly
no low-dimensional subspace projection can be pruned as this threshold is
almost always exceeded. Consequently, in breadth-ﬁrst traversal, nearly all
low-dimensional subspaces are generated as candidate sets. This eﬀect causes
an extreme degeneration of the runtime behavior as the complete candidate
sets of lower dimensions have to be available to apply the apriori property.
Further on, redundancy pruning is not possible as information about higher-
dimensional clusters is only available after all low-dimensional projections
have been processed.
To the best of our knowledge, we propose the ﬁrst algorithm for subspace
clustering that proceeds in depth-ﬁrst order. A cluster mined in a low dimen-
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sional space is extended to the highest possible projection before the next low
dimensional subspace cluster is analyzed. As not all clusters in all projec-
tions of the same dimensionality have to be determined simultaneously our
algorithm overcomes the huge memory need of existing subspace clustering
algorithms. Moreover, the depth-ﬁrst approach makes redundancy pruning
possible since information about high dimensional clusters is available before
the next low dimensional subspace cluster is investigated.
A time consuming task in density-based subspace clustering is to identify
density connected regions. As described in the last section, a neighborhood
query is required to determine if an object is dense. Indexing according to
all possible subspaces is not practicable, thus a sequential scan is necessary
to determine the number of objects in an ε-neighborhood. Consequently, the
complexity for clustering a subspace region is quadratic in the number of data
objects contained in that region [EKSX96]. The number of subspaces which
has to be investigated is typically very high and, consequently, the number of
regions which have to be investigated is huge. Thus the computational cost
of density-based clustering is problematic for large high dimensional data
sets.
We reduce the computational cost by a multistep algorithm for subspace
clustering with a ﬁlter step which eﬃciently determines candidate regions, i.e.
regions that potentially contain density connected clusters. Multistep query
processing uses approximations to eﬃciently determine candidate sets. By
ensuring that each approximative step is optimistic, no true result is dropped.
This guarantees completeness of the result. In the last step, candidate sets
are reﬁned to obtain the ﬁnal result. Thus, the accuracy is preserved [FRM94,
SK98].
We propose a ﬁlter step for subspace clustering based on a novel density
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conserving grid. Traditional grid based clustering methods lose accuracy as
the result is inﬂuenced by the position and resolution of the grid [Sil86].
Moreover, dense regions might be cut apart. Our novel density conserving
grid does not lose any density connected cluster and still reduces the number
of necessary scans for density connected regions. Hence, the good runtime
performance of grid based algorithms is preserved.
In our multistep depth-ﬁrst search we combine the following three meth-
ods to an Eﬃcient Density-based Subspace Clustering (EDSC) algorithm:
(1) a density conserving grid which ensures completeness
(2) two eﬀective ﬁlters for pruning the search space
(3) an in-process pruning of redundant subspace clusters
The rest of this section is organized as follows: we ﬁrst give the deﬁni-
tion of a density conserving grid before we prove monotonicity properties for
pruning the search space. We then propose the EDSC algorithm which based
on the density conserving grid eﬃciently mines density connected subspace
clusters.
12.1.1 Density conserving grid
Density connected clusters might spread across multiple grid cells. To de-
tect these clusters, we introduce a novel density conserving grid by devising
connectivity barriers. Subspace clusters which are density-connected across
cells can be detected along the connectivity barriers between cells. In the
algorithm, these cells are merged until completely enclosing hypercubes for
each subspace cluster are found.
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Deﬁnition 12.4 Density-conserving grid.
A density conserving grid is a regular grid with connectivity barriers:
• A regular grid is a partition of the attribute range v into g =  v
w

intervals pi of equal width w and pi = [w · (i− 1) , w · i), i = 1 . . . g.
• connectivity barriers are intervals of ε-width at the upper border of
each cell in each dimension bi = [w · i− ε, w · i), i = 1, . . . , g
• A s-dimensional subspace cell Cα1,...,αd is given by an index vector
α1, . . . , αd of the corresponding intervals pαj , αj ∈ {1, . . . , g, ∗}, where
(d− s) stars (“*”) denote the unconstrained dimensions of the cell.
• A barrier Bα1,...,αk,...,αd in dimension k is given by the index vector
α1, . . . , αk, . . . , αd of its cell Cα1,...,αd, where the dash (“-”)denotes the
barrier dimension k.
In Figure 12.1 we illustrate our approach by an example of a two-dimensional
space where each attribute range v is from 0 to 30. For example, cell C3,4
contains two connectivity barriers B3,4 and B3,4. In the example, C3,4 is a
2-dimensional cell which is restricted in interval 3 for dimension 1 and in
interval 4 for dimension 2. C6,∗ is a 1-dimensional cell restricted in interval
6 for dimension 1 and not constrained in dimension 2. Hypercubes con-
sist of merged cells, given by interval ranges per dimension. H[2,3][1,1] is a
2-dimensional example hypercube.
|H[a1,b1]...[ad,bd]| denotes the number of objects in a hypercube. A full space
hypercube H is projected to a subspace HS with S = {k1, . . . , ks} by remov-
ing the restriction in all other dimensions (i.e. setting the indices of i 	∈ S
of H to “∗”). For example |H[2,3][1,1]| contains 9 objects, while its less con-
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Figure 12.1: Density conserving grid in subspace of dimensions 1 and 2
strained projection to dimension one H[2,3][∗] contains 35 objects (all objects
contained in the 2nd and 3rd interval).
12.1.2 Monotonicity properties
For good runtime performance it is important to prune regions from the
search space. Safely pruning without jeopardizing completeness requires a
monotonicity on cluster properties. Monotonicity ensures that if a region
which is not a subspace cluster in a subspace S implies that this region cannot
be a subspace cluster in any higher dimensional subspace T (S ⊆ T ⊆ D),
we may safely prune this region from further consideration.
We exploit two monotonicity properties in our EDSC algorithm. The
ﬁrst monotonicity property states that a higher dimensional projection of
any hypercube contains at most the same number of objects.
(A) |HS[a1,b1]...[ad,bd]| ≥ |HT[a1,b1]...[ad,bd]|
This monotonicity for hypercubes is used by grid-based subspace clus-
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tering algorithms to prune the search space and proven e.g. in [AGGR98].
Our EDSC algorithm uses this monotonicity property in conjunction with
the density conserving grid to prune sparse regions.
The second monotonicity property is used by traditional density-based
subspace clustering algorithms to remove objects which violate the density
constraint. It states that the number of objects contained in a neighbor-
hood is monotonously decreasing with increasing dimensionality (proof in
[KKK04]).
(B) |NSε (o)| ≥ |NTε (o)|
Monotonicity does not hold for |NSε (o)| with respect to normalized den-
sity as the expected density expDen decreases with growing dimensionality
(Deﬁnition 12.2). We device a weaker density criterion based on the expected
density in the highest dimensionality d which can be used for pruning.
Deﬁnition 12.5 Weak Density:
An object o ∈ DB is weak dense in S if:
|NSε (o)| ≥ max{minPoints, F · expDen(d)}
Based on Deﬁnition 12.5 we derive the following pruning theorem.
Theorem 12.1 Pruning weak dense objects: for all subspaces T with S ⊆
T ⊆ D and |T | = t holds:
If an object is not weak dense in S it is not dense in T .
Following the weak density theorem, an object o can be pruned if it violates
the weak density condition, as o is not dense in any higher dimensional
subspace.
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Proof:
|NSε (o)| ≤ max{minPoints, F · expDen(d)} (12.1)
⇒ |NTε (o)| ≤ max{minPoints, F · expDen(d)} (12.2)
⇒ |NTε (o)| ≤ max{minPoints, F · expDen(t)} (12.3)
Using monotonicity property (B) the left side of inequality (12.1 → 12.2)
is monotonically decreasing with increasing dimensionality. As the expected
density (expDen) is calculated as the ratio of the volume of the ε-sphere
to the volume of the subspace, expDen is monotonously decreasing with
increasing dimensionality. Hence, the subspace of the highest dimensionality
d has the lowest density: expDen(d) ≤ expDen(t). Thus the maximum on
the right side of inequality (12.2) is less than or equal to the maximum in
inequality (12.3). 
12.1.3 The EDSC algorithm
Our multistep EDSC algorithm is based on two novel ﬁlters (Figure 12.2).
The ﬁrst ﬁlter step (hypercube approximation ﬁlter) approximates each den-
sity connected subspace cluster by a hypercube in the density conserving
grid. Using the monotonicity criterion for hypercubes (A), a hypercube en-
closing a density-connected set can be pruned if it contains less than minSize
objects. The second ﬁlter step (weak density ﬁlter) evaluates the hypercube
according to weak density. Following Theorem 12.1, a region can be pruned
if the objects in that region violate the weak density condition. Thus the
multistep approach of the EDSC algorithm combines the pruning criterion
of grid-based and density-based subspace clustering algorithms (Figure 12.2).
Pruning based on these two properties is lossless in the sense that no cluster
is wrongfully dropped from consideration.
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Figure 12.2: Multistep EDSC algorithm
As mentioned above, density connected clusters might extend into several
grid cells. The hypercube approximation ﬁlter thus merges adjacent cells
until an enclosing hypercube for each subspace cluster is found. For eﬃciency
reasons we process cells in lexicographical order to ensure that each cell
has to be processed only once. We mark future merges with respect to
lexicographic order as induced merges ; when these marked cells are actually
processed, performed merges combine the cells. Lexicographically greater
cells are processed in the future, hence we denote them as future cells, and
lexicographically smaller cells as past cells. An enclosing hypercube is found
if no more induced merges and performed merges are necessary from the
current cell.
If a density-connected subspace cluster stretches from one cell into an-
other, the connectivity barrier contains at least one object. Otherwise, as
we set the barrier width exactly to the neighborhood range ε, objects in one
cell cannot be in the ε-neighborhood of the other (Deﬁnition 12.1). When a
cell is processed, the connectivity barriers of the cell are checked. For each
barrier which contains an object a merge is induced into the corresponding
adjacent cell. If both connectivity barriers contain an object a cluster might
also extend into the diagonal cell, i.e. adjacent to the intersection of both
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barriers, ensuring an induced merge to this diagonal cell.
When processing a cell, ﬁrst merges into future cells are induced and then
merges with past cells are performed. A merge is always performed with a
past cell which induced a merge into the cell. When all induced merges of a
hypercube have been performed the entire enclosing hypercube of a subspace
cluster has been detected.
Using the method of induced and performed merges guarantees that we
do not cut a cluster into two parts and that each subspace cluster induces
exactly one enclosing hypercube (Theorem 12.2). The hypercube approxi-
mation ﬁlter is an optimistic ﬁlter, a conservative approximation which does
not always contain a subspace cluster. The next ﬁlter steps remove all “false
alarms”, i.e., all hypercubes which do not contain a subspace cluster.
Figure 12.3 illustrates the merge steps performed to identify a hypercube
enclosing the example cluster. We start by processing each cell of dimen-
sionality two, beginning with cell C1,1. The number of objects is determined,
and if the cell is not empty, its connectivity barriers are tested. Cell C1,1 is
empty and hence no merge is induced. Next, cell C2,1 is processed. As both
connectivity barriers contain an object, cell C2,1 induces a merge into C3,1,
C2,2 and into C3,2. Next, cell C3,1 performs the merge with C2,1, creating
H[2,3][1,1]. When C2,2 is processed, it is merged with C1,2 to H[1,2][2,2]. After
this, the next merge induced into C2,2 is performed (center image in Figure
12.3). This merge step creates the hypercube H[1,3][1,2]. Finally, cell C3,2 is
processed. As C3,2 was already merged with both cells, only its counter for in-
duced merges is decremented. After this step, no more merges are necessary
and H[1,3][1,2] is completely detected.
Once an enclosing hypercube is complete, the EDSC algorithm checks if
the hypercube contains more than a number of minSize objects. If the region
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Figure 12.3: Induced and performed merges
does not contain enough objects, the hypercube and all higher dimensional
projections of that hypercube are pruned (monotonicity property (A)). Thus
the regions identiﬁed by the density conserving grid are used to reduce the
number of time consuming scans for density connected clusters and to prune
the search spaces.
Working depth-ﬁrst, our EDSC analyzes only one hypercube at a time
by successively extending it in all dimensions (Section 12.1.1). Hence the
EDSC algorithm avoids generating more than one subspace cluster candi-
date at the same time. When a hypercube is extended to a new dimension
it is successively restricted. For example, a two dimensional hypercube in a
four dimensional space H[1,3][1,2][∗][∗] can be extended into dimensions three
and four. We ﬁrst extend it in dimension three and restrict it to cell one
(H[1,3][1,2][1,1][∗]). Afterwards the merge procedure is applied recursively. As-
sume that the merge step mines H[1,3][1,2][1,2][∗]. It is next restricted in dimen-
sion four: H[1,3][1,2][1,2][1,1]. After this step the next hypercube (H[1,3][1,2][∗][1,1])
is analyzed and processed accordingly.
For simplicity, we demonstrate the extension step using a one-dimensional
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Figure 12.4: Extending a hypercube to next dimension
hypercube H[1,3][∗]. After extending the hypercube H[1,3][∗] to dimensions two
and restricting it to the ﬁrst grid cell H[1,3][1,1] the merge procedure is applied
again. As the corresponding connectivity barrier is not empty a merge is
induced and performed directly afterwards, resulting in hypercube H[1,3][1,2].
H[1,3][1,2] is complete in subspace S = {1, 2} as its connectivity barrier is
empty.
Density-conserving grid cells are a very compact representation of poten-
tial subspace clusters. By mapping cells to item sets, we can extend the fre-
quent pattern tree (FP-tree) structure to support our EDSC algorithm. The
FP-tree [HPY00] was originally devised for mining frequent item sets without
candidate generation in association rule mining. We extend the FP-tree to
manage both cells and connectivity barriers. Moreover, conditional FP-trees
are merged eﬃciently to represent hypercubes. Our extended FP-tree uses
cell-ids as item sets such that paths are annotated with the number of ob-
jects per cell/hypercube. The item sets are organized in lexicographic order,
supporting the depth-ﬁrst approach of the EDSC algorithm. All information
about cells and connectivity barrier is stored in the tree. Thus the number
of objects contained in a cell or connectivity barrier can be determined very
eﬃciently without any additional database scans.
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We now proof completeness by showing that each cluster induces exactly
one enclosing hypercube.
Theorem 12.2 EDSC is complete:
For each subspace cluster the enclosing hypercube is mined.
Proof: Each cluster induces exactly one enclosing hypercube:
• Start with the lexicographically ﬁrst cell C1 of a cluster. As C1 is the
ﬁrst cell no past cell contains objects belonging to the cluster and hence
no merge with a past cell is necessary.
• If the cluster is density-connected to a future cell Cf , the corresponding
connectivity barrier contains at least one object. Thus the cell induces
a merge into Cf .
• As Cf is processed in the future, the induced merge is performed later.
After the merge step, the hypercube encloses cell Cf . Thus after pro-
cessing a cell Cf no merge with a past cell is necessary.
• When the counter of induced merges is zero, the connectivity barriers
are all empty. Consequently, no more future merges are necessary.
Thus, the entire enclosing hypercube for the cluster is found. 
Algorithm 2 outlines the computation of the hypercube approxima-
tion ﬁlter (Line 1-12). The ﬁrst ﬁlter step recursively calls the other ﬁlter
steps of our multistep algorithm. Recall that each enclosing hypercubes are
conservative approximations of subspace clusters (subspace cluster candi-
dates). Using monotonicity property (A) hypercubes and all their higher
dimensional projections can be pruned if they contain less than minSize
objects (Line 14).
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Algorithm 2: EDSC(C, dfirst)
for k = dfirst . . . d do /* for each dimension and */1
for i = 1 . . . g do /* each cell in each dimension */2
C = restrictCell(C, [k, i]); /* restrict C in dimension k */3
if restrictions(C) < 2 then /* no testing yet */4
EDSC(C, k + 1) ; /* continue EDSC recursion */5
else6
if restrictions(C) == 2 then7
I = testBarriers(C) ; /* test all barriers */8
else if restrictions(C) > 2 then9
I = testNewBarriers([k, i]); /* test only new barrier */10
induceMerge(C, I) ; /* for future neighbors of C */11
C = performMerges(C) ; /* for past neighbors of C */12
if induceCounter(C)==0 then /* hypercube complete */13
if objectCounter(C) > minSize then /* 1st filter step14
*/
if WeakDensityScan(C) then /* 2nd filter step15
*/
EDSC(C,k+1); /* further restriction */16
if isNonRedundant(C) then17
ExpDensityScan(C) /* 3rd filter step */18
else19
pruneCluster(C) ; /* C is redundant */20
else21
prune(C) ; /* C and higher dim. projections22
*/
else23
prune(C) ; /* C and higher dim. projections */24
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If an enclosing hypercube is a subspace cluster candidate, it is subse-
quently analyzed by the second ﬁlter step (weak density ﬁlter) of the
EDSC algorithm (Line 15). The second ﬁlter step uses the weak density de-
ﬁned in Theorem 12.1 to determine if a hypercube contains a weak density
connected region [EKSX96]. If the hypercube does not contain any weak
density connected subspace cluster the corresponding hypercube and all its
higher dimensional hypercube projections can be pruned. This is the second
step of our multistep algorithm. Following a depth-ﬁrst approach redundant
subspace clusters can be pruned (Line 17).
The third step of the multistep algorithm removes false alarms (Line
18). If a region contains a weak density connected subspace cluster check
if it contains a subspace cluster with respect to the expected density of the
dimensionality of the subspace (Deﬁnition 12.2). Thus the method ExpDen-
sityScan scans a region with respect to the expected density of a subspace.
If the region does contain a subspace cluster the result is stored.
12.2 Experiments
In extensive experiments we evaluated both the eﬃciency and the accuracy
of our EDSC algorithm. Competitors are SUBCLU [KKK04], a density-
based approach and SCHISM [SZ04a], a recent grid-based algorithm. As
discussed above, both algorithms use an apriori-based approach for pruning.
To evaluate scalability we use synthetic data sets. Further on we show the
performance of EDSC in terms of eﬃciency and accuracy on four real world
data sets.
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12.2.1 Setup and data sets
Based on properties of real world data sets we generate synthetic data for
scalability experiments. We use a method proposed in SUBCLU [KKK04] to
generate density-based clusters in arbitrary subspaces. Given the subspace
and the number of objects for each cluster, the generator creates dense regions
separated by sparsely populated noisy regions. In addition, our generator
takes into account that objects can belong to multiple subspace clusters, just
as in most real world data sets. We generate data of diﬀerent dimensionalities
and hide subspace clusters with a maximal dimensionality of 80% of the data
dimensionality. Four subspace clusters are hidden in the synthetic data with
two of them overlapping in 10% of their objects.
12.2.2 Measurements
Eﬃciency is simply measured in terms of runtime, accuracy is determined
using the F1-value. The F1-value of a cluster is the harmonic mean of its
precision and recall. The F1-value of the whole clustering averages the F1-
values of all hidden clusters. To obtain a mapping between hidden and
detected clusters, we assign each subspace cluster to the hidden cluster which
has the highest support in the detected cluster. For each hidden cluster
precision measures how accurately it is detected. Recall measures if a cluster
is detected completely [MSE06].
12.2.3 Scalability
As the number of possible subspace clusters depends exponentially on the
dimensionality of the subspace, scalability in term of dimensionality is crucial
for any subspace clustering algorithm. As depicted in Figure 12.5, SUBCLU
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Figure 12.5: Scalability vs. dimensions
does not scale with respect to dimensionality. For the 20-dimensional data set
the algorithm did not even ﬁnish after six days. The reason is the tremendous
amount of 1 and 2-dimensional subspaces that have to be clustered before
processing any higher dimensional subspace.
SCHISM as a grid-based approach has better runtimes but also suﬀers
from apriori-based candidate generation overhead. The EDSC algorithm with
its depth-ﬁrst approach overcomes this problems. Further on EDSC is lossless
because of the barriers in its density conserving grid. Moreover, EDSC clearly
outperforms SUBCLU and SCHISM in terms of accuracy which can be seen
in Figure 12.6. The reasons for its good accuracy are: (a) the lossless density-
based clustering and (b) the new normalized density threshold. Thus, EDSC
is able to separate all hidden subspace clusters from the synthetic noise.
SUBCLU and SCHISM do not reach this accuracy because SCHISM suﬀers
from the grid-based approach which mixes subspace clusters in one grid-
cell or loses clusters cut apart by the grid. For SUBCLU the ﬁxed density
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threshold and huge runtimes hinder detection of subspace clusters hidden in
high dimensional subspaces.
12.2.4 Database size scalability
In the next experiment we generate 15-dimensional data sets with diﬀerent
numbers of objects. As we can see in Figure 12.7, EDSC and SCHISM scale
well with respect to the number of objects. However EDSC again outperforms
SCHISM due to the new depth-ﬁrst approach without candidate generation.
SUBCLU also does not scale with increasing number of objects because of the
time consuming database scans needed for density-based subspace clustering.
In contrast EDSC uses the density conserving grid to avoid these scans and
thus is only barely inﬂuenced by the database size.
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12.2.5 Selectivity
To illustrate the eﬃciency of the hypercube approximation ﬁlter we analyze
its selectivity compared to the number of performed density-based scans in
SUBCLU. Recall that density-based clustering has a quadratic complexity
with respect to the number of objects. Thus avoiding density-based scans is
an important contribution to the performance gain of EDSC.
In Figure 12.8 we see the number of required density-based clustering
computations for the data from our ﬁrst experiment with varying dimension-
ality (only for up to 15-dimensional data because SUBCLU does not scale to
higher dimensional data). We see that indeed the main problem of SUBCLU
is the huge amount of regions that have to be clustered. Using the multistep
ﬁltering in EDSC the number of density-based clustering computations is
signiﬁcantly lower. Many regions that have to be scanned in SUBCLU can
be pruned by EDSC without any database scans only by the information of
the grid and barrier cells.
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12.2.6 Parameters
As we already mentioned SUBCLU also suﬀers from the ﬁxed density thresh-
old minPoints. For diﬀerent dimensionalities in subspaces the measured
density is not comparable. To ﬁnd high dimensional subspace clusters one
has to use a lower value for minPoints in SUBCLU. In EDSC this parame-
ter is robust because of its normalized density with respect to the expected
density of the dimensionality. As we can see in Figure 12.9 the problem is
that with decreasing minPoints the runtime of SUBCLU increases. Finding
high dimensional subspace clusters is virtually infeasible because already for
minPoints set to a value of eight SUBCLU did not scale in the previous
experiments.
Further experiments show that parameter F which reﬂects the factor by
which the expected density should be exceeded is similarly robust in terms
of runtime.
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12.2.7 Quality and runtimes on real world data
Real world data used in our experiments is characterized in Table 12.1. We
evaluate the quality of EDSC by determining how accurate the hidden struc-
ture of the data given by the classes is identiﬁed.
For each data set eﬃciency and accuracy of each algorithm is presented in
Table 12.2. We can see that the EDSC algorithm shows the best quality for
all real world data sets. Thus EDSC indeed ﬁnds the intrinsic structure in
the data. Compared with SUBCLU the EDSC algorithm shows signiﬁcantly
Objects Dimensions Classes Source
Pendigits 7494 16 10 [AN07]
Vowel 990 10 11 [AN07]
Glass 214 9 6 [AN07]
Shapes 160 17 9 [KWX+06]
Table 12.1: Real world data sets
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F1 time [s] F1 time [s] F1 time [s]
Pendigits 48% 5743 25% 5278 24% 43825
Vowel 35% 47 21% 88 17% 310
Glass 57% 3 47% 8 52% 10
Shape 51% 34 2% 0.2 40% 1079
SUBCLUSCHISMEDSC
Table 12.2: Quality and runtimes on real world data
better runtimes. The grid-based SCHISM shows not only worse quality in all
data sets but in some also higher runtimes. In the shape data set SCHISM
only ﬁnds 2-dimensional clusters and thus cannot be compared with the
other subspace clustering algorithms which also detect the higher dimensional
clusters.
12.3 Conclusion
We introduced EDSC, an eﬃcient density-based subspace clustering algo-
rithm. EDSC uses a database inspired multistep approach which allows
powerful pruning of the search space by exploiting two monotonicity proper-
ties. Based on a novel density-conserving grid a conservative approximation
of density connected regions by hypercubes ensures completeness. A sys-
tematic processing order of the grid cells supported by an extended FP-tree
structure guarantees high eﬃciency. Our experiments on large and high-
dimensional synthetic and real world data sets show that EDSC outperforms
recent subspace clustering algorithms by orders of magnitude.
Part IV
Mining time series data
Chapter 13
Clustering Multidimensional
Time series
Many environmental, scientiﬁc, technical or medical database applications
require eﬀective and eﬃcient mining of time series, sequences or trajecto-
ries of measurements taken at diﬀerent time points and positions forming
large temporal or spatial databases. Particularly the analysis of concurrent
and multidimensional time series poses new challenges in ﬁnding clusters of
arbitrary length and varying number of attributes.
We present a novel algorithm capable of ﬁnding parallel clusters in diﬀer-
ent subspaces and demonstrate our results for temporal and spatial applica-
tions. Our analysis of structural quality parameters in rivers is successfully
used by hydrologists to develop measures for river quality improvements.
13.1 Introduction
Environmental sensors produce data streams at successive time points which
are often archived for further analysis. Applications like stock market analy-
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sis or weather stations gather ordered time series of diﬀerent values in large
temporal databases. Weather stations for example use multiple sensors to
measure e.g. barometric pressure, temperature, humidity, rainfall. Many
other scientiﬁc research ﬁelds like observatories and seismographic stations
archive similar spatial or spatial-temporal time series.
As one application example, we focus on hydrological data. In a cur-
rent project of the European Union on renaturation of rivers, the structural
quality of river segments is analyzed. For a spatial database of German
rivers, about 120.000 one-hundred-meter segments were evaluated according
to 19 diﬀerent structural criteria, e.g. quality of the riverbed [LUA03]. They
were mapped to quality categories, where a value of “one” indicates perfect
quality, while a value of “seven” indicates most severe damages. Figure 13.1
illustrates 8 of the 19 attributes of a sample river segment in GIS (geographic
information system) representation. The sequence order of the segments is
given by the ﬂowing direction of the rivers.
As the project aims at a quality improvement over the next decades, pack-
ages of measures have been suggested for diﬀerent structural damages. They
have been formalized in rules specifying the attribute value constraints and
the attributes inﬂuenced positively by execution of the respective measure.
An example constraint might be that a certain segment has good quality
(categories one to three) riverbed and riverbanks and poor river bending
(categories ﬁve to seven). This could be improved by measures like adding
deadwood to positively inﬂuence river bending.
Finding and analyzing these patterns helps hydrologists summarize the
overall state of rivers, give compact representations of typical situations and
review the extent to which these situations are covered by measures envi-
sioned. They can identify those patterns which are problematic, i.e. have
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Figure 13.1: GIS illustration of eight out of 19 river attributes
low quality ratings, but are not yet covered by measures. In a follow-up step,
these measures are annotated by time and cost information. This is used to
generate an overview over the state of rivers as it might be in the near future
if the measures are put into action.
From a computer science point of view, ﬁnding the intrinsic structure of
these multidimensional time series is a two-fold task:
• detect frequent patterns within time series for all possible time series
lengths (note that we cannot know the pattern length a priori),
• then detect parallel occurrences of these patterns.
Patterns are ranges of values (which correspond to several categories of
river quality structure) found in several (sub-)time series. Pattern analysis
has to take into account that the data is subjective and fuzzy, because struc-
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tural quality of rivers was mapped by diﬀerent individuals. Our approach
is based on weighting by kernel densities in a density-based clustering ap-
proach. This eﬀectively detects fuzzy time series patterns. These patterns
are clustered eﬃciently for arbitrary lengths using monotonicity properties.
We transform these time series pattern clusters into a cluster position space
such that mining parallel patterns can be reduced to eﬃcient FP -tree fre-
quent itemset mining.
This part is organized as follows: we review related work in Section 13.2.
Basic deﬁnitions in Section 13.3 lay a sound foundation for the proposed
subspace clustering method in Section 14. We describe and disucss our algo-
rithmic concept in Section 14.4. The experimental evaluation in Section 14.5
demonstrates the eﬀectiveness of our approach on real world and synthetic
datasets. Eﬃciency is shown and parametrization is evaluated. We conclude
this part in Section 14.6, summarizing our results and anticipating future
work.
13.2 Related work
Numerous clustering methods have been proposed in the literature, includ-
ing partitioning clustering, e.g. the well-known k-means algorithm [Mac67].
These algorithms require the speciﬁcation of the number of clusters to be
found and can only detect convex cluster regions. Categorical clustering
methods work well for categorical data where the notion of neighborhood is
not meaningful [GRS99, ZPAS05, ZPAS07].
Density-based algorithms use a function to determine the density of the
neighborhood of each object and use a connectivity-notion to assign similar
points to the same cluster [EKSX96, HK98, HK99]. Density-based clustering
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is robust to noise since it clusters only those objects or time series above some
noise threshold as discussed in [Den04]. Moreover, it naturally incorporates
neighboring objects into its cluster deﬁnition.
The analysis of time series data has recently gained a lot of attention.
Recordings of data at successive time points have been studied in time se-
ries mining; e.g. [FRM94, KCMP01]. Most of these approaches, however,
aim at ﬁnding patterns of values which do not have to directly follow one
another, but may have other values in-between, as in sequential frequent
itemset mining [AS95, AFGY02].
Motif mining searches those patterns which have the highest count of sim-
ilar time series [PKLL02]. Matching within some range is used to determine
the frequency. However, neighbors are not weighted and the range is ﬁxed
for all time series. Moreover, parallel patterns are not discussed since the ap-
plication targeted is one-dimensional time series. While noise is removed in
motif discovery as well, we found density-based clustering to be more useful
in handling fuzzy data, because density-based clusters automatically adapt
to diﬀerent ranges of fuzziness.
13.3 Cluster model
In this section we formalize our notion of patterns in time series. We deﬁne
a suitable cluster notion which reﬂects that our database consists of ordinal-
valued time series with some degree of noise.
Density-based clustering, which tries to separate dense areas (“clusters”)
from sparse ones (“noise”) reﬂects the requirements of applications such as
the river data scenario in that arbitrary cluster shapes may be found, the
number of clusters does not need to be ﬁxed a-priori and noise is labeled as
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such, i.e. it does not have to be assigned to any cluster [EKSX96, KKK04].
13.3.1 Time series patterns and clusters
As noted before, it is crucial to determine time series clusters of arbitrary
lengths. We deﬁne time series patterns of arbitrary length in single attributes
and subsequently model parallelism between these clusters.
Deﬁnition 13.1 Time series pattern:
• A tupel t = (t1, . . . , tk) of k subsequent values at positions 1 through k
is called a time series of length k.
• A database DB is a set of time series {t1, ..., tz}.
• We denote a time series of t from position i to j by t[i, j] = (ti, . . . , ts).
• Whenever we are not interested in the concrete positions of a time
series, but merely in its values, we call this a pattern p = 〈p1, . . . , pk〉.
• A pattern P occurs in a database if there is a time series t ∈ DB and
a position i ∈ IN with p = t[i, i+k-1].
• The support of a pattern p is the number of its occurrences in the time
series of the database DB:
sup(p) = |{i ∈ IN and t ∈ DB, where p = t[i, i+k-1]}|
When searching for prevailing patterns, it is important to note that merely
counting of time series patterns is not suﬃcient in many scenarios. It is
crucial to account for two factors: ﬁrst, mapping of river structures may be
blurred by people’s subjective decisions on unclear category boundaries. Sec-
ond, measures and their constraints may be applicable over several categories
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and cannot always be ﬁtted exactly to these categorical boundaries. More-
over, small deviations in few segments may be tolerable for the application of
a certain measure if this results in longer river courses treatable by a single
measure. Hydrologists are thus interested in including “similar” time series
in frequency notions.
Density-based clustering tries to separate dense areas (“clusters”) from
sparse ones (“noise”). The density of a pattern is determined by evaluating
its neighborhood according to some distance function.
Any Lp-Norm
(
Lp(q, q
′) = p
√∑k
i=1(qi − q′i)p
)
between patterns q and q′
can be used, yet the Manhattan norm (L1) has shown to work well in prelim-
inary experiments. We use a weighting function to ensure that with greater
distance to the pattern evaluated, the inﬂuence of neighbors decreases. Any
series of monotonously decreasing values can be used as a weighting func-
tion, since distances between nominal time series are always discrete. All
kernel-estimators known from statistics [Sil86] are constantly falling func-
tions. Experiments have shown that weighting functions based on Gaussian
kernels (W pσ (q) = exp (−dist(p, q)2/2σ2)) perform well in many applications.
Using weighting functions based on kernel estimators provides us with a nat-
ural way of deﬁning the set of similar time series to be included in the density
evaluation. Whenever the weights assigned drop below a certain signiﬁcance
threshold τ , these time series should not be considered in the density esti-
mation. For example, Gaussian kernels assign (possibly very small) density
values to all patterns in the database, which can be cut oﬀ below some tiny
value, such as τ = 0.01 or less. This way, excess density computations can
be avoided.
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Deﬁnition 13.2 Neighborhood and Density:
• The τ -neighborhood of a pattern p, Nτ (p), is deﬁned as the set of all
patterns q which at least have the inﬂuence τ on the pattern p evaluated:
Nτ (p) = {q,where W pσ (q) ≥ τ}.
• The density of p is the weighted sum of patterns in the neighborhood
density(p) =
∑
q∈Nτ (p)
W pσ (q) ∗ sup(q)
• p is dense with respect to a density threshold δ iﬀ density(p) ≥ δ.
We are now ready to formalize our cluster notion. As mentioned before,
clusters should consist of similar, dense time series of the same length. Time
series within one cluster should therefore be within certain parameterizable
boundaries.
Deﬁnition 13.3 Cluster:
A set C = {p1, . . . pm} of m patterns pi is a cluster of length k with respect
to a density threshold δ and a compactness parameter γ iﬀ:
• for all patterns q of length k not in C: C ∪ {q} is not a cluster.
(Maximality)
• for all patterns pi : density(pi) ≥ δ. (Density)
• for any patterns pi, pj ∈ C there is a chain of patterns (q1, . . . , qv) ∈ C
such that q1 = pi, qv = pj and ∀ r dist(qr, qr+1) ≤ γ . (Compactness)
Put informally, we are thus looking for clusters which are as large as possible
(maximality), whose elements are all dense (density) and at most γ apart
from each other (compactness). We set γ to one in categorical settings.
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Figure 13.2: Example multicluster in the river database
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Example.
Figure 13.2 illustrates the deﬁnition of density and gives an example for a
density calculation of pattern p = 〈1, 2〉. The upper part visualizes two time
series S and T with two exemplary attributes, the riverbed and the bank. In
the lower part of the ﬁgure the density-value for a pattern 〈1, 2〉 is calculated.
We assume a signiﬁcance threshold of τ = 0.2. The Gaussian weighting
function drops below τ = 0.2 for time series having a distance higher than
1.8 from the point evaluated. Thus in our ordinal setting only time series
with a distances of or less 1 have signiﬁcant inﬂuence: exp(−12/2) ≈ 0.6 > τ
and exp(−22/2) ≈ 0.13 < τ . In our example the τ -neighborhood of pattern
〈1, 2〉 contains the time series 〈1, 2〉 itself starting at two positions S1 and S6
(distance zero) and 〈1, 3〉 starting at four positions S3, S8 and T2, T5 (distance
one). Thus the density-value for 〈1, 2〉 is 2∗W 〈1,2〉σ (〈1, 2〉)+4∗W 〈1,2〉σ (〈1, 3〉) =
2 ∗ 1 + 4 ∗ 0.6 = 4.4. For a density-threshold of e.g. δ = 3 the pattern 〈1, 2〉
is considered dense.
13.3.2 Multiclusters in parallel patterns
Single time series patterns give insight into the inherent structure in indi-
vidual attributes. In multidimensional time series databases these patterns
have to be extended to parallel patterns. River measures may aﬀect several
structural properties, e.g. the river bank on the left and the right as well
as the river bending. Similarly, constraints are often formulated for several
attributes as well. Likewise, in other applications, situations which require
speciﬁc measures are typically described via several sensor values.
We deﬁne multiclusters as frequent parallel occurrences of single attribute
clusters. Frequency is measured in terms of simultaneous occurrences, i.e.
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the number of positions in any time series, where clusters are detected in
diﬀerent attributes. We formalize our notion of parallel clusters as follows:
Deﬁnition 13.4 Multicluster:
A set of time series clusters C1, . . . , Cn of length k from n diﬀerent attributes
is a multicluster MC iﬀ:
• C1, . . . , Cn are parallel at some position i,
i.e. ∀j ∈ {1 . . . n} a pattern pj ∈ Cj occurs at position i
• C1 . . . Cn occur frequently together,
i.e. |{i ∈ IN, C1, . . . , Cn are parallel at position i}| ≥ φ.
Put informally, we are thus looking for those positions which show a pattern
contained in each of the clusters (parallelism), which have a count equal to
or greater than the threshold given (frequency).
The frequency threshold φ reﬂects the number of positions where the
multicluster is detected. It can be set in relation to the database size, i.e. the
overall number of multidimensional time series segments (see Section 14.5).
Hence, φ corresponds to the relative frequency of a multicluster (the support)
and is a key parameter depending on the application. In general, increasing
φ decreases the number of identiﬁed multiclusters, as more occurrences of the
pattern are required. Multiclusters detected using a higher φ are far more
typical for the data set. Our experiments suggest that an initial setting of
about 1% of the data set serves as a good starting point for analysis. As
more or less patterns are desired, the threshold is adapted accordingly.
Example.
In Figure 13.3 we present a multicluster in two attributes. The multicluster
MC consists of two clusters C1 = {〈1, 2〉 , 〈1, 3〉} in the riverbed attribute and
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Figure 13.3: Example multicluster
C2 = {〈3, 4〉} in the bank attribute. They occur in positions S1, S8, T5, thus
three times. Assuming a frequency threshold of φ = 2, MC is a multicluster.
Chapter 14
Eﬃcient cluster mining
To detect clusters of arbitrary length, a naive approach might be to simply
re-run a density-based clustering algorithm for each length value to detect all
possible clusterings. Obviously, this leaves room for eﬃciency improvement.
14.1 Monotonicity
We avoid excess clustering steps by exploiting monotonicity properties of
clusters. We show that patterns which are not dense, cannot be part of
longer dense patterns. We may safely prune them from consideration in
longer pattern clustering. We formalize this monotonicity ﬁrst for patterns
and then prove that this property holds for clusters themselves.
Theorem 14.1 Density Monotonicity:
For any two patterns p, q of length k and their respective preﬁx/suﬃx p′, q′
of length k − 1 holds:
• q ∈ Nτ (p) ⇒ q′ ∈ Nτ (p′)
• density(p) ≤ density(p′)
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For (1) we note that an Lp norm, p ≥ 1 is the p-root of sum of absolute
diﬀerences in time series values. This means that a reduced sum of k − 1 of
these diﬀerences is necessarily smaller than or at most equal to a sum of all
k diﬀerences.
Proof: For a preﬁx/suﬃx q′, p′ of q, p we ﬁrst show: dist(p, q) ≥ dist(p′, q′).
Dropping the ﬁrst or last summand in our distance sum for q, p, we obtain
for the preﬁxes or suﬃxes q, p:
p
√√√√ k∑
i=1
|pi − qi|p ≥ p
√√√√k−1∑
i=1
|pi − qi|p dropping the last summand: preﬁx
p
√√√√ k∑
i=1
|pi − qi|p ≥ p
√√√√ k∑
i=2
|pi − qi|p dropping the ﬁrst summand: suﬃx
⇒ dist(p, q) ≥ dist(p′, q′)
Thus the distance between two patterns is greater than the distance between
the respective preﬁx or suﬃx. Using this fact we can prove (1):
dist(p, q) ≥ dist(p′, q′)
⇒ W pσ (q) ≤ W p
′
σ (q
′)
(weighting functions are increasing with decreasing distance)
⇒ (W pσ (q) ≥ τ ⇒ W p
′
σ (q
′) ≥ τ)
(using deﬁnition of Nτ )
⇒ (q ∈ Nτ (p) ⇒ q′ ∈ Nτ (p′)).
Part(2) is proven using a similar argument: the density is deﬁned as a
weighted sum of the support of patterns. Their shorter counterparts, preﬁx
or suﬃx, are assigned smaller distance values (part 1) and therefore larger
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weights.
density(p) =∑
q∈Nτ (p)
W pσ (q) ∗ sup(q)(deﬁnition of density)
≤
∑
q′
∈ Nτ (p′)W pσ (q) ∗ sup(q′)
(Part 1: sup(q) ≤ sup(q′) as a time series for q also matches q′)
≤
∑
q′
∈ Nτ (p′)W p′σ (q′) ∗ sup(q′)
(Part 1: distance of shorter patterns is smaller, weights are larger)
= density(p′) (deﬁnition of density) 
Since density and neighborship are monotonous, we can conclude that clus-
ters are monotonous as well:
Theorem 14.2 Cluster Monotonicity:
For any cluster C of length k, there is a cluster C ′ of length k − 1 such that
for any pattern p and its preﬁx/suﬃx p′ holds:
p ∈ C ⇒ p′ ∈ C ′
Proof: For any p in C, we have that p′ is dense (Lemma 14.1), and since the
distance of shorter patterns is smaller (Proof of Lemma 14.1), there exists
a chain of preﬁx/suﬃx patterns which guarantees compactness. This means
that all preﬁxes/suﬃxes are part of a cluster (which might contain additional
patterns due to the third requirement, completeness). 
Summing up, we know that any pattern or cluster which does not satisfy
the density criterion, can be safely pruned from the search for longer patterns
or clusters.
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Figure 14.1: Hierarchical index structure
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14.2 Indexing time series clusters
In order to eﬃciently calculate the density value for a pattern it is crucial
to quickly retrieve the neighborhood of a pattern. We introduce an index
structure for patterns which supports neighborhood queries and density es-
timators.
Since existing index structures do not work for patterns of diﬀerent length,
the hierarchical index structure illustrated in Figure 14.1 was developed. The
index structure is tailored to the multicluster (MC) algorithm in that the
bottom-up approach is supported: queried patterns always grow in length.
The index is constructed by scanning once over each time series. Each
pattern of a ﬁxed starting length determined is added to the index structure.
A pattern is represented by a path of labeled nodes from the root to a leaf.
To later determine the density value of a pattern the support is annotated
at each corresponding leaf node. Further on the index structure stores the
position list (all starting points) for each pattern. For scalability purposes
the position list is stored on hard disk. In addition, a cluster identiﬁer (e.g.
C1) or the ﬂag unclassiﬁed (UC) is stored at each leaf node (Figure 14.1).
The multicluster algorithm uses this ﬂag to eﬃciently calculate the transi-
tive closure (compactness in Deﬁnition 13.3) for a dense pattern. The density
value for a pattern can be calculated by summing up and weighting the sup-
port of all patterns in the corresponding neighborhood. The index structure
eﬃciently supports neighborhood queries by selecting the appropriate node
ranges while descending the tree.
Example.
In Figure 14.1 we assume a parameter setting of τ = 0.2 with a weight of
1 for patterns having distance zero and a weight of 0.3 for patterns having
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distance one. The density value for pattern 〈1, 3〉 can then be calculated in
the following way: Starting at the root node the node range (“1′′-′′2′′) must be
considered. When processing node “2”, for instance, all patterns containing
this node have a distance of at least one (distance from 〈1, 3〉 to 〈2, ∗〉 is
greater than or equal to one). Since the maximal distance according to τ is
bounded by 1, the only pattern which must be considered below node “2”
is the pattern 〈2, 3〉. In the same way all other patterns within the speciﬁed
range can be determined (in this example 〈1, 2〉, 〈1, 3〉 and 〈2, 3〉). Finally
the density value for the pattern 〈1, 3〉 can be calculated by summing up the
support of the leafs for each weighted time series:
density(〈1, 3〉) = W 〈1,3〉(〈1, 2〉) ∗ sup(〈1, 2〉) + W 〈1,3〉(〈1, 3〉) ∗ sup(〈1, 3〉) +
W 〈1,3〉(〈2, 3〉) ∗ sup(〈2, 3〉)
= 0.3 ∗ 2 + 1.0 ∗ 4 + 0.3 ∗ 0 = 4.6.
14.3 Clusters of arbitrary length
To identify clusters of arbitrary length the multicluster algorithm works
bottom-up by ﬁrst identifying short clusters and then successively search-
ing for longer clusters. This section proposes a method to generate new
longer cluster candidates by combining appropriate shorter clusters.
The multicluster algorithm elongates the investigated patterns by one in
each step. Thus the index structure must be able to calculate the position
list and support for constantly growing patterns. This is achieved by the
algorithm: the position list for a pattern p of length k can be calculated
by using its k − 1 preﬁx and suﬃx. Intuitively, the pattern p can only oc-
cur in a time series if its preﬁx starts at exactly its starting position and
its suﬃx ends where p ends. This means that no extra database scans are
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necessary to determine its occurrence - we simply take a look at all the start-
ing positions of its preﬁx and determine its intersection with its suﬃx shifted
by one. Since both are shorter by one, they must have been processed earlier.
Example.
Figure 14.1 illustrates this algorithm for the pattern P = 〈3, 2, 1〉. Its preﬁx
is the pattern 〈3, 2〉, its suﬃx 〈2, 1〉. We can compute the positions of pattern
P simply by shifting the position list of the suﬃx one back and intersecting
it with the position list of its preﬁx. The preﬁx 〈3, 2〉 occurs in positions
T3, T6, while its suﬃx 〈2, 1〉 is found at starting positions S2, S7, T1, T4. Any
time series elongated by one which contains this suﬃx has to start one posi-
tion earlier to end with this suﬃx. Any occurrence of 〈3, 2, 1〉 will thus start
at {T3, T6} ∩ {S1, S6, T0, T3} = {T3}. And indeed 〈3, 2, 1〉 is found at this
position as we can verify in the illustration of T .
As we can see, patterns are eﬃciently extended on the ﬂy when a longer
pattern is accessed for the ﬁrst time.
14.4 Multicluster algorithm
Our Multicluster algorithm exploits both monotonicity properties and den-
sity computation on the index. Working in two steps, each monotonicity
property on time series patterns and clusters is used. The ﬁrst step searches
for clusters of arbitrary length while the second step combines parallel clus-
ters.
204 CHAPTER 14. EFFICIENT CLUSTER MINING
14.4.1 Step one: time series clustering
The multicluster algorithm is presented in Algorithm 3. First, the index
structure is created using a parameter lengthstart (can be set to one to mine
all patterns where desired). After the construction step the index structure
contains one entry for each pattern of length lengthstart. Next the ﬁrst cluster
candidate is generated. The ﬁrst candidate contains all patterns, since all
of them might be dense and hence could belong to a cluster. A depth ﬁrst
search on the index structure eﬃciently retrieves all diﬀerent patterns stored
in the database (method queryAll).
Algorithm 3: MC-Clustering(data db, int lengthstart, int lengthmax)
Index index(db);1
index.initialCreate(lengthstart); /* index of lengthstart patterns */2
ClusterSet candSet := index.queryAll(); /* initialize candidates */3
ClusterSet clustSetResult := ∅; /* initialize result set */4
for lengthstart to lengthmax do /* store new cluster sets */5
ClusterSet clustSet := ∅;6
/* Generate new clusters based on each candidate cluster */
for each clustCand in candSet do7
markUnclassiﬁed(clustCand); /* mark all time series */8
for each ts in clustCand do9
/* If time series is dense, expand to cluster */
if isUnclassiﬁed(ts) and isDense(ts, index) then10
clustSet := clustSet ∪ ExpandClust(ts, clustCand, index);11
index.prune(length-1); /* remove excess paths, position lists */12
clustSetResult := clustSetResult ∪ clustSet; /* store cluster */13
/* Create new candidates using monotonicity property */
candSet := CreateCandCluster(clustSet, length, index);14
return clustSetResult;15
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Next the clustering loop starts which discovers all clusters from lengthstart
to lengthmax (may be set to inﬁnity). For all possible lengths all patterns
of all cluster candidates are tested if they satisfy the density property. Each
unclassiﬁed dense pattern is then expanded to a cluster by the method Ex-
pandClust. This method creates a new cluster and assigns each dense pattern
within the transitive closure (with respect to γ) to this new cluster.
Neighborhood queries are necessary to determine the density value (method
isDense) and the transitive closure of a pattern (method ExpandClust). Since
all patterns of shorter length are no longer necessary after each clustering step
the position lists and ﬂags indexed for these patterns can then be discarded
(method prune).
After a set of clusters is discovered for a speciﬁc length the cluster set is
stored in the result set clustSetResult and a new set of cluster candidates
(candSet) is determined based on the old cluster set (clustSet).
Figure 14.1illustrates this generation of a cluster candidate. This step
utilizes the monotonicity property of time series patterns in Lemma 14.2:
only time series patterns whose preﬁx and suﬃx are member of an already
discovered cluster (and hence are dense) must be considered as members of
a new cluster candidate.
The algorithm to calculate the corresponding cluster candidates is based
on the discovered clusters of the previous step (Algorithm 4). The method
CreateCandCluster loops over all patterns of all clusters and tries to extend
each pattern. For this purpose the suﬃx of length−1 is extracted from each
pattern and all patterns which start with the extracted suﬃx are queried
from the index (preﬁxQuery). Each queried pattern which satisﬁes the den-
sity property is then used to create an elongated pattern by concatenating
the appropriate preﬁx and suﬃx. These queries are also supported by the
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proposed index structure. The elongated patterns are ﬁnally assigned to a
new cluster candidate.
Algorithm 4:
CreateCandCluster(ClusterSet clustSet, int length, Index index)
ClusterSet resultSet := ∅;1
for each clust in clustSet do2
for each ts in clust do3
/* get all indexed patterns starting with suffix(ts) */
tsSet exttsSet := index.preﬁxQuery(suﬃx(ts));4
ClusterSet clustCand := ∅;5
for each extts in exttsSet do6
/* if extension is dense store it in result */
if isDense(extts, index) then7
clustCand := clustCand ∪ ts[1] · extts ;8
resultSet := resultSet ∪ clustCand;9
return resultSet ;10
Example.
Consider a cluster containing only one pattern P = 〈5, 1, 3, 7〉. This cluster
of length 4 is extended to a cluster candidate of length 5 in the following
way: First a query using the suﬃx of P , 〈1, 3, 7〉, is performed. We as-
sume that the intersection with all possible patterns of length 4 results in a
set {〈1, 3, 7, 3〉 , 〈1, 3, 7, 9〉}. Next the patterns are checked whether they are
dense or not. This can be achieved by simply evaluating the annotated clus-
ter ﬂag (a dense pattern must belong to a cluster). Let’s assume 〈1, 3, 7, 9〉
is dense and 〈1, 3, 7, 3〉 is not dense. In this case the two patterns 〈5, 1, 3, 7〉
and 〈1, 3, 7, 9〉 are used to create the elongated pattern 〈5, 1, 3, 7, 9〉 of length
5. This pattern is assigned to a new cluster candidate and returned to the
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multicluster clustering algorithm.
14.4.2 Step two: multiclustering
Having discovered dense patterns and combined them to clusters, we identify
those clusters which are parallel in the dataset (see Deﬁnition 13.4). Since
for any cluster of length k all corresponding clusters of length k − 1 have
previously been detected, we use the monotonicity property presented in
Lemma 14.2.
An important property of multiclusters is that a time series of a speciﬁc
length may belong to no more than one cluster. Hence any position in a time
series is the starting point for at most one density based cluster of a ﬁxed
length. This property is used to transform the time series database from a
value representation to a cluster representation. After this transformation
it is possible to discover multiclusters by eﬃcient frequent itemset mining
techniques.
We use the following representation to apply the frequent itemset mining:
clusters starting at the same position in diﬀerent attributes are combined to
one itemset. The clusters are identiﬁed by their cluster-ids. A frequent
itemset contains often occurring multiclusters in which each cluster belongs
to a diﬀerent attribute.
Example.
Figure 14.2 illustrates the transformation process. In the upper part, three
attributes of time series S are shown, with clusters highlighted in gray colors.
Assumed are the following time series clusters: C1 = {〈1, 2〉 , 〈1, 3〉} in S1,
C2 = {〈3, 4〉} in S2, C3 = {〈2, 3〉} in S3. They are transformed according
to their positions as follows: Position 1 in the time series S would yield a
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Figure 14.2: Transformation example
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transaction {1, 2, 3} since all three clusters are parallel. Position two has
no starting clusters, position three only cluster C1 and so on (lower part of
Figure 14.2). We can therefore immediately derive the frequency of itemsets
from the cluster information: the itemset {C1} occurs six times, {C2} four
times, . . . , and {C1, C2, C3} two times.
We use the Frequent Pattern (FP) growth algorithm proposed by Han et
al. for the extraction of frequent itemsets [HPY00]. The tree representation
is very suitable for our task since database scans are avoided. The FP-tree
builds a path annotated by support values for all frequent items. To obtain
frequent itemsets conditional FP-trees are constructed iteratively for each
frequent item. As mentioned above we use the following representation to
apply the FP-tree: one dimensional time series clusters starting at a certain
position are itemsets containing cluster-ids (see Figure 14.2). The FP-tree
eﬃciently supports determining frequent patterns with respect to φ. A fre-
quent itemset contains often occurring correlated clusters in which each time
series cluster belongs to a diﬀerent dimension. Thus the result of the FP-tree
algorithm contains multiclusters as described in Deﬁnition 13.4. In order to
ﬁnd multiclusters of any length the FP-tree algorithm is started for all dif-
ferent lengths for which clusters have been found. Since the FP-tree works
extremely fast, clustering arbitrary lengths is eﬃcient.
14.4.3 Analytical evaluation
Subspace clustering is a highly complex task, as the number of subspaces is
exponential in the number of attributes. Further on, detecting multiclusters
of arbitrary length is quadratic in the time series length. Consequently,
multicluster detection is a challenging problem. To ensure eﬃciency, our
algorithmic approach therefore bears on each of these aspects.
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First, concerning arbitrary lengths of possible patterns, our index struc-
ture avoids re-building potentially frequent patterns from scratch. Only fre-
quent patterns, not the actual time series nor the infrequent patterns, are
actually processed when elongating clusters. For each of these patterns, com-
pact representations are stored and position lists are kept on hard disk to
reduce main memory usage. Second, only subspaces which contain clusters in
single attributes are mined for multiclusters. This greatly reduces the num-
ber of potential combinations. Moreover, by mapping time series to cluster
ids, the FP-growth algorithm allows for fast detection of multiclusters. Mem-
ory requirements could be further reduced by applying a secondary storage
extension of the FP-tree method as suggested e.g. in [GZ04].
We validate this analysis in the experiments which show that our algo-
rithm scales almost linearly in terms of both length and numbers of attributes
on diﬀerent data sets.
14.5 Experiments
We ran experiments on synthetic and real world data to evaluate the quality
and performance. Synthetic data is used to evaluate diﬀerent cluster param-
eters and to develop guidelines and heuristics for supporting users in setting
up parameters. It also evidences the algorithm’s scalability as well as its
quality in detecting all generated clusters. Real world data demonstrates the
usefulness of the results for domain experts. Our implementation is in Java,
and experiments were run on Pentium 4 machines with 2.4 Ghz and 1 GB
main memory.
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Figure 14.3: Inﬂuence of σ on density (σ = 0.75, 0.9, 0.1 from left to right)
14.5.1 Parameter setup
Several parameters can be used to tune our algorithm to domain speciﬁc
needs. We therefore develop appropriate guidelines and heuristics for choos-
ing reasonable parameter settings. To study the eﬀect of diﬀerent parameter
setups on the clustering result we generated diﬀerent synthetic data sets. For
each data set we varied the number of time series clusters and multiclusters
in the data.
As suggested in Section 13.3 we use a Gaussian kernel as a weighting
function. Thus the ﬁrst parameter to set is the value for σ. We propose
using a density plot to determine the eﬀect of diﬀerent σ values on the density
for length two patterns. The data set used to demonstrate this heuristic is
eight dimensional and contains four multiclusters. Figure 14.3 illustrates
the density plot for one attribute of the synthetic dataset using σ = 0.75,
0.9, and 1.0, respectively. Four separate clusters can be seen, which mainly
consist of patterns of similar values (on the diagonal). Decreasing the value
of σ corresponds to splitting the rightmost cluster around coordinates (16,16)
into two separate clusters (leftmost illustration). As this would result in two
clusters which would be a lot less frequent and distinct from the remaining
three clusters, splitting is considered inappropriate and a higher value for
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Param. Usage Setup Exp. 1
 Density Threshold Separates noise from clusters. see Fig. 8 10 

Expected Blur (Fuzziness) 
Standard deviation in Gaussian 
Kernel. Value ~1 for categorical. 
0.75-1.25 0.9 
 
 
Significance Threshold 
Cuts off insignificant weights. For 
very small value almost no error. 
<<1 0.005

Compactness Parameter 
Max. distance between patterns in 
cluster; ~1 for categorical. 
1 1 

Co-occurring Frequency 
Correlates to data coverage of 
multicluster. <1% uninteresting. 
1% of the 
dataset 30 
Figure 14.4: Parameter guidelines
σ should be chosen. On the other hand, further increasing the value of σ
corresponds to merging the two clusters at the center into a single cluster
(rightmost illustration). This would create a larger and more frequent cluster
than the remaining two. Hence, a lower value for σ is needed to separate
these clusters.
These plots, as well as further experiments, suggests a choice for σ of
about one. This allows separation of clusters as well as aggregation of simi-
lar values. A choice of one for σ also reﬂects the fact that a deviation in one
value is generally deemed tolerable in many ordinal settings. An appropriate
minimum density value can also be derived from the density plot. The ordi-
nate value which separates the clusters from the “noise ﬂoor” can be visually
determined and extrapolated to longer patterns. This leads to appropriate
values for the density threshold δ. (e.g. for this dataset δ = 10). Note that
the density plot can be created easily during the initialization of the index
structure.
The remaining parameters can be determined in a straightforward man-
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ner. τ is set to very small values (0.01 or less) to cut oﬀ insigniﬁcant density
values. Similar patterns should be clustered together which leads to a com-
pactness threshold of one (γ = 1) in ordinal settings like the river dataset.
Finally, experts are only interested in multiclusters which cover a signiﬁ-
cant part of the dataset (e.g. one percent minimum frequency). Figure 14.4
summarizes our heuristics and parameter settings for the experiments.
Using this parameter setting the multicluster algorithm indeed ﬁnds all
multiclusters in the synthetic dataset. This ﬁrst experiment demonstrates the
eﬀectiveness of the multicluster algorithm and indicates that the developed
heuristics help users ﬁnd reasonable parameters.
14.5.2 Synthetic data
As mentioned in Section 14.1, a naive approach for detecting clusters of
arbitrary length would be to re-run a density-based subspace clustering algo-
rithm for all possible lengths. We compare the performance and the results
of the multicluster algorithm with SUBCLU [KKK04], an extension of the
density-based DBSCAN [EKSX96] algorithm to subspace clustering. Since
SUBCLU was not developed to cluster time series we had to extend the
original implementation by the density notion presented in Section 13.3.
To evaluate the scalability of our multicluster algorithm in comparison
with existing approaches, we varied the length of the data time series and
the number of time series in the data base. Additionally we investigated
the inﬂuence of the number of diﬀerent labels per time series domain on the
performance of the multicluster algorithm. For this purpose we implemented
a data generator which creates density connected clusters in each time series.
The data generator gets the number of clusters, and the size and length of
the data base as input parameters. To parameterize the position and size of
214 CHAPTER 14. EFFICIENT CLUSTER MINING
0
100
200
300
400
500
600
700
3 4 5 6 7 8 9 10
Maximal Cluster length
Ti
m
e 
(s
ec
.)
SubClu
MC
Figure 14.5: Runtime performance
a cluster, a starting time series and the number of pattern belonging to the
cluster is speciﬁed for each cluster. To generate multiclusters some of these
clusters are correlated to parallel multiclusters. All values not belonging
to a time series cluster are uniformly distributed based on the size of the
corresponding domain to generate noise.
In our ﬁrst experiment we generated a data set consisting of eight at-
tributes with twenty diﬀerent labels. We hid three to six clusters of length
ﬁve to ten in each time series. Each hidden multicluster has a minimum
frequency of one percent and consists of three to six patterns. Figure 14.5
illustrates the runtime of both algorithms. Note that multicluster is faster
by an order of magnitude. The runtime of both algorithms depends on the
number of time series in a cluster. Since longer time series are less often
dense the time to investigate longer multiclusters is nearly constant. As far
as the quality of the result is concerned, both algorithms discovered the main
patterns of the six multiclusters in the database.
In our second experiment we used the same hidden clusters as in our ﬁrst
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Figure 14.6: Scalability for number of attributes
experiment but varied the number of time series in the data base. Figure
14.6 shows the result for four diﬀerent time series lengths (from 30,000 to
150,000). Even in 48 attributes the multicluster algorithm is capable of
ﬁnding multiclusters in reasonable time. Once again, we have only slightly
more than linear behavior for increasing number of time series.
To evaluate the scalability in terms of time series lengths we again used
the eight-dimensional data set from our ﬁrst experiment and recorded the
time for time series lengths from 100,000 to 500,000. Additionally three
diﬀerent domains were used, depicted in Figure 14.7 as separate lines for
10, 20 and 40 ordinal values per time series attribute. In order to keep the
experiments comparable we adjusted σ using our density plot heuristics from
0.6, 1.2, 2.4, respectively. The multicluster algorithm shows linear behavior
for 10 labels and slightly superlinear behavior for 20 and 40 labels. Even the
largest setup with 40 diﬀerent categories and 500, 000 time series segments
takes less than 2, 800 seconds. This means that our algorithm is capable of
handling very large databases with large domains.
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14.5.3 Real world data
This section evaluates the eﬀectiveness and eﬃciency of our algorithm on dif-
ferent real world datasets. Our analysis mainly focuses on the ﬂowing water
renaturation project of the European Union mentioned before. Additionally,
we investigate the eﬀectiveness of the multicluster algorithm on temporal
data sets, using data from the “National Fire Danger Rating Retrieval Sys-
tem”.
River data.
The river data set consists of 120,000 river segments describing the structural
properties of a river, such as the structure of the riverbed. Experts working
on renaturing rivers are interested in ﬁnding co-occurring clusters to deter-
mine those time series patterns which occur repeatedly in the river database
and which allow to derive broad potential improvement through measures
designated. As a ﬁnal result, experts should be capable of summarizing
river segments into measure packages, ranking them according to the qual-
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Figure 14.8: Scalability for maximal cluster length
ity enhancements expected. This can then be used to create supra-regional
schedules for political decision-making.
For the river dataset a value for σ between 0.7 and 0.85 has shaped up
as a reasonable parameter. The multicluster algorithm identiﬁes more than
a thousand clusters of length four by using a value for σ of 0.7 with a cor-
responding value for δ. Many of those clusters do not show when mining
clusters of length ﬁve. By using a higher value for σ more patterns are con-
sidered similar and cluster count drops between lengths ﬁve and six. For
this dataset experiments have shown that independent of the σ value, multi-
clusters in many attributes can be found only at length four to six. Beyond
this length, parallel patterns are rare. This an interesting result for the hy-
drologists studying this data. They ﬁnd that they should develop sensible
packages of measures in this range and estimate costs for packages of about
500 meters river improvement.
Figure 14.8 illustrates the runtime of the multicluster algorithm for phase
one (searching for clusters of arbitrary length) and for phase two (searching
for multiclusters) separately as well as for both. As we can see, the time
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requirements for mining all clusters of arbitrary length are distributed rather
evenly between the two phases. The total time for mining multiclusters of
arbitrary pattern length demonstrates the eﬃciency of our approach. Note
that with increasing maximal length, few additional dense patterns are de-
tected such that the increase in time consumption slows down. The steepest
ascent is for lengths of up to six, which corresponds to our result ﬁndings.
Similar to the synthetic dataset, we also applied SUBCLU on this real
world dataset. However, even the ﬁrst iteration of SUBCLU for multiclus-
ters of length ten did not ﬁnished after ten hours. One reason why multi-
cluster works extremely faster on the investigated dataset than SUBCLU are
the time consuming neighborhood queries on the nineteen-dimensional data
points. Even the use of index structures like the R-Tree would not speed up
these neighborhood queries in these high dimensionalities. Another reason
is the eﬃcient combination of dimensions using an FP-tree as done in our
multicluster algorithm.
For hydrologists to see how the detected multiclusters are distributed and
check in which areas the designed measures are applicable or where additional
measure engineering is required, we visualize multiclusters in a geographical
information system. An example for a cluster visualization is given in Figure
14.9. Those river segments which are part of the cluster are marked by dark
lines. The corresponding cluster summary is visualized on the left side. It
indicates the cluster length of ﬁve river sections (top to bottom) as well as
the cluster range of ten out of nineteen attributes (left to right).
Additional tools for hydrologists give detailed information beyond this
summary. Experts may browse clusters for an overview of the attributes
contained in clusters, their value distributions as well as their occurrence in
the rivers. Moreover, individual attributes and river values may be checked
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for containment in clusters. By joining this information with the packages of
measures designed, ﬁeld experts can easily identify areas which are not yet
met by measures.
Annotating the measures with cost and duration information, political de-
cision making is supported. Hydrologists used the information derived from
these clusters to build a decision support system [Bar05] that gives concise
summaries as well as detailed inspection of the state of the rivers as it is now
as well as a prognosis for future development depending on the packages of
measures chosen.
Weather data.
The second real world dataset is retrieved from the “National Fire Danger
Rating Retrieval System” which provides senor data from various weather
stations. We use hourly weather variables from 1998 to 2005 about tem-
perature, relative humidity, wind speed and direction, weather status etc.
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Overall the dataset contains ﬁfteen variables measured at 27, 048 time points
[GA05]. This weather dataset contains a mixture of real valued and cat-
egorical variables. The continuous attributes are transformed into ordered
categories using the transformation technique presented in [LKLC03]. After
normalization we used ten symbols for the quantization.
The weather dataset allows us to determine the quality of the multicluster
algorithm. Based on the weather variables the “National Fire Danger Rat-
ing System” calculates some indices like the “Ignition Component” which
relates the probability that a ﬁre that requires suppression action will result
if a ﬁrebrand is introduced into a ﬁne fuel complex. These indices are inﬂu-
enced by many variables measured in the rating system. They form natural
parallel patterns in the data which we use to demonstrate that the multi-
cluster algorithm does ﬁnd these multiclusters. By inspecting the result we
indeed ﬁnd the correlation between the index variables and all measured sen-
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sor data. Figure 14.10 (right side) illustrates an example cluster which nearly
contains all attributes. The cluster overview (Figure 14.10 left side) shows
many clusters containing nearly all attributes (13 and 14) with a length of up
to seven. Thus the multicluster algorithm indeed ﬁnds the intrinsic structure
in a continuous valued dataset.
14.6 Conclusion
Domain experts are supported in their need for pattern detection in time
series databases such as river quality records. The information derived using
our approach is incorporated in a decision support system devised by hydrol-
ogists. Future work will concentrate on integrating geographic information
systems’ data to handle non-sequential spatial information as well and to
extend the model to graph structures [KKSS04].
Conclusion and Future Work
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Conclusion
In this work, we proposed eﬃcient and eﬀective database techniques for sim-
ilarity search and clustering in high dimensional large multimedia databases.
Focusing on prevalent data types in many application domains, namely his-
tograms and time series, we have discussed eﬀective similarity models. As
these models are computationally complex, direct usage in interactive appli-
cations on large and high dimensional databases is infeasible. We suggested
eﬃcient index based algorithms with novel ﬁlter functions for fast multistep
retrieval and mining.
In Part I, we have presented the Earth Mover’s Distance, an adaptable
similarity model that incorporates knowledge on the feature space into a
ground distance. The Earth Mover’s Distance has been successfully used in
a number of small scale applications, yet its computation complexity was a
hindrance for larger scale settings. Our novel ﬁlter functions allow for sub-
stantial eﬃciency gains for multidimensional indexing structures from the
R-tree family, as well as for eﬃcient sequential scan based methods like the
VA-ﬁle approach, or by dimensionality reduction of very high dimensional
histogram features. By proving quality guarantees like the completeness of
ﬁlter functions, we ensure that eﬃciency is not at the cost of eﬀectivity. Parts
of this thesis have been successfully published in conference proceedings or
journals. In particular, excerpts from Chapters 2 to 4 have been presented
at the 2006 IEEE international conference on data engineering [AWS06]. A
demo based on the techniques described in Chapter 5 was shown at the 2007
IEEE international conference on data engineering [AKS07]. Chapters 6 to
7 have been accepted for the 2008 IEEE international conference on data en-
gineering [AWMS08]. Further contents have been submitted for publication.
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Part II presents a novel indexing structure for eﬃcient time series similar-
ity search, the TS-tree, that supports the most widely used distance functions
for time series, Euclidean Distance and Dynamic Time Warping. Exploit-
ing the inherent sequential nature of time series, our approach provides very
compact and descriptive directory information that allows for pruning of
substantial parts of the search space for very fast retrieval. The TS-tree ap-
proach has been accepted for the 2008 international conference on extending
database technology [AKAS08].
We propose a novel eﬀective and eﬃcient approach for subspace clustering
of high dimensional histogram data in Part III. Following the density-based
clustering paradigm, we propose an eﬃcient density-conserving grid structure
that allows for lossless mining of clusters in arbitrary subspaces of the data
at very fast processing runtimes.
Part IV introduces our new time series subspace clustering approach that
is capable of eﬃciently detecting patterns in both arbitrary subspaces of the
attributes as well as in arbitrary lengths of these patterns. Our novel indexing
structure manages potential patterns and subspace clusters, thus successfully
avoiding additional costly database scans. Some ideas introduced in this
part have been presented at a workshop on spatial and spatio-temporal data
mining at the 2007 IEEE international conference on data mining and have
subsequently been accepted for publication in the international journal on
knowledge and information systems [AKGS06, AKGS08].
Our work thus allows for retrieval and clustering of multimedia data where
this was previously infeasible due to poor runtime performances. Our tech-
niques provide the eﬃciency gains required for large scale mining and simi-
larity search in a number of applications.
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Future work
The investigations in this thesis create potential for future work in a number
of areas:
Heterogeneous data
In a number of applications, multimedia data is best described using a com-
bination of histograms and time series features. Typical examples include
sensor data, where the actual measurements form natural time series, while
the descriptive information on the type of measurements is usually recorded
as tuples of attribute values. Our indexing and mining techniques in principle
generalize to these heterogeneous data types, yet require novel generalized
and consistent models. For example, the TS-tree method provides enormous
eﬃciency gains for retrieval of long time series. Its compact directory in-
formation and powerful pruning have been successful in terms of eﬃciency
beneﬁts for time series data. This idea could be extended to histogram data
or heterogeneous data using appropriate dimensionality reduction and quan-
tization methods. For meaningful similarity search, the overall distance func-
tion has to reﬂect the respective attribute types. Such a generalized distance
function for the diﬀerent data types is likely to increase the complexity of
retrieval and mining, generating novel requirements for eﬃcient algorithmic
processing, e.g. with respect to fast computation of overall mindist functions
in query processing.
Video data
An even more complex type of heterogeneous data, namely video data, is
increasingly prevalent in a number of applications. It can be modeled as
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high dimensional time series. Each image can be represented via histogram
features at the respective time points of the video. For histograms, the Earth
Mover’s Distance is an eﬀective distance measure, for time series Dynamic
Time Warping has been successfully used to model (dis-)similarity. Thus, the
combination of Earth Mover’s Distance and Dynamic Time Warping leads
to a very promising overall distance function for video data. However, this
combination is very costly to compute. Based on the results presented in
this thesis, our ﬁlter functions could be uniﬁed to allow for feasibility of this
model, providing a novel, potentially very eﬀective video data distance func-
tion for large video databases. With respect to our ﬁlter quality criteria, the
major issue in combination or extension of these ﬁlter functions is guaranteed
lossless query processing.
Subspace mining
For data mining, we have demonstrated that subspace clustering is an eﬀec-
tive method for mining in high dimensional databases for which we provide
eﬃcient algorithms. In many other data mining tasks, such as classiﬁca-
tion, high dimensional data poses challenges very similar to those found in
clustering. As the number of attributes increases, patterns in the data are
obscured by locally irrelevant attributes. Consequently, subspace mining
could be beneﬁcial for these data mining tasks as well. For classiﬁcation,
subspace clustering may identify locally relevant attributes that allow for
locally adoptive classiﬁcation. The challenge then lies in meaningful combi-
nation of subspace cluster information, possibly conﬂicting with respect to
the class label and/or cluster membership of objects. A generalized model
that combines this subspace information would be capable of classiﬁcation
in high dimensional data with respect to locally varying attribute relevance.
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Subspace outlier detection
Likewise, in outlier detection, traditional approaches have successfully used
full space clustering methods to identify outliers as those objects that do not
follow the prevalent patterns in the data. For very high dimensional data,
the clear distinction between clusters and outliers is lost, as discussed also in
this thesis. Hence, focusing on locally relevant attributes may allow identi-
ﬁcation of deviating objects. This requires an outlier model that integrates
possibly overlapping subspace cluster results such that those objects that
agree with very few or very low dimensional patterns only can be clearly
distinguished from those that agree with the main patterns as detected by
subspace clustering.
In summary, this thesis provides novel techniques for eﬀective and eﬃcient
retrieval and mining with substantial further research potential for other
types of data as well as for other retrieval and mining tasks.
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