The Hirsch conjecture was posed in 1957 in a letter from Warren M. Hirsch to George Dantzig. It states that the graph of a d-dimensional polytope with n facets cannot have diameter greater than n − d. That is to say, we can go from any vertex to any other vertex using at most n − d edges.
Introduction
Convex polytopes generalize convex polygons (of dimension two). More precisely, a convex polyhedron is any intersection of finitely many affine semi-spaces in R d . A polytope is a bounded polyhedron. The long-standing Hirsch conjecture is the following very basic statement about the structure of arbitrary polytopes. Besides its implications in linear programming, which motivated the conjecture in the first place, it is one of the most fundamental open questions in polytope theory. Conjecture 1.1 (Hirsch conjecture). Let n > d ≥ 2. Let P be a d-dimensional polytope with n facets. Then diam(G(P )) ≤ n − d.
The number diam(G(P )) ∈ N is the diameter of the graph of P . Put differently, the conjecture states that we can go from any vertex of P to any other vertex traversing at most n − d edges. Facets are the faces of dimension d − 1 of Suppose the matrix A has full row rank m ≤ n. Then, the equality Ax = b defines a d-dimensional affine subspace (d = n − m), whose intersection with the linear inequalities x ≥ 0 gives the feasibility polyhedron P : P := {x ∈ R n : Ax = b and x ≥ 0}.
If the feasibility region P is bounded, then it is a polytope. Typically, one desires (the actual coordinates of) the vector x ∈ P maximizing the linear functional c, and not the value c · x alone. In 1979, Khachiyan [39] proved that linear programming problems can be solved in polynomial time via the so-called ellipsoid method. In 1984, Karmarkar [38] devised a different approach, the interior point method (we describe a variant of it in Section 3.4). Although the latter is more applicable (easier to implement, better complexity) than the former, still to this day the most commonly used method for linear programming is the simplex method devised by G. Dantzig in 1947 . In geometric terms, this method first finds an arbitrary vertex in the feasibility polyhedron. Then, it uses local rules to move from vertex to adjacent vertex in such a way that the value c · x of the linear functional increases at every step. When there is no such pivot step that can increase the functional, convexity implies that we have arrived to the maximum possible value of it.
Clearly, a lower bound for the performance of the simplex method under any pivot rule is the diameter of the polyhedron P . The converse is not true, since knowing that P has a small graph diameter does not in principle tell us how to go from one vertex to another in a small number of steps. In particular, many of the results on diameters of polyhedra (e.g., Theorems 3.9 and 3.22) do not help for the simplex method.
In fact, the complexity of the simplex method depends on the local rule (known as a pivot rule) chosen to move from vertex to vertex. The a priori best pivot rule is "move to the neighbor where the functional increases most", but Klee and Minty [41] showed in 1972 that this can lead to paths of exponential length, even in polytopes combinatorially equivalent to cubes. The same worstcase exponential behavior has been proved for essentially every deterministic rule devised so far, although there are subexponential, but yet not polynomial, randomized pivot algorithms (see Theorem 3.13). However, the simplex algorithm is highly efficient in practice on most linear optimization problems.
There is another reason why investigating the complexity of the simplex method is important, even if we already know polynomial time algorithms. The algorithms of Khachiyan and Karmarkar are polynomial in the bit length of the input; but it is of practical importance to know whether a polynomial algorithm for linear programming in the real number machine model of Blum, Cucker, Shub, and Smale [8] exists. That is, is there an algorithm that uses a polynomial number of arithmetic operations on the coefficients of the linear program, rather than on their bits; or, better yet, a strongly polynomial algorithm, i.e. one that is polynomial both in the arithmetic sense and the bit sense? These two related problems were included by Smale in his list of "mathematical problems for the next century" [53] . A polynomial pivot rule for the simplex method would solve them in the affirmative.
In this context, the following polynomial version of the conjecture is relevant, if the linear one turns out to be false. See, for example [37] : Conjecture 1.2 (Polynomial Hirsch conjecture). Is there a polynomial function f (n, d) such that for any polytope (or polyhedron) P of dimension d with n facets, diam(G(P )) ≤ f (n, d)?.
A bit of polytope theory
We now review several concepts that will appear throughout this paper. For further discussion, we refer the interested reader to [59] .
As we already said, a polyhedron is the intersection of a finite number of closed halfspaces and a polytope is a bounded polyhedron. A polytope is, equivalently, the convex hull of a finite collection of points. Although the geometric objects are the same, from a computational point of view it makes a difference whether a certain polytope is represented as a convex hull or via linear inequalities: the size of one description cannot be bounded polynomially in the size of the other, if the dimension d is not fixed. The dimension of a polytope is the dimension of its affine hull aff(P ). A d-dimensional polytope is called a d-polytope.
If H is a closed halfspace containing P , then the intersection of P with the boundary of H is called a face of P . In other words, a face is the intersection of P with a supporting hyperplane. Faces are themselves polytopes of lower dimension. A face of dimension i is called an i-face. The 0-faces are the vertices of P , the 1-faces are called edges, the (d − 2)-faces are called ridges, and the (d − 1)-faces are called facets. In its irredundant description, a polytope is the convex hull of its vertices, and the intersection of its facet-defining halfspaces.
For a polytope P , we denote by G(P ) its graph or 1-skeleton, consisting of the vertices and edges of P . The distance between two vertices in a graph is the minimum number of edges needed to go from one to the other, and the diameter of a graph is the maximum distance between its vertices. For an unbounded polyhedron, the graph contains only the bounded edges. The unbounded 1-faces are called rays. Their numbers m of vertices, n of facets, dimension d and diameter are:
Of special importance are the simple and simplicial polytopes. A d-polytope is called simple if every vertex is the intersection of exactly d facets. Equivalently, a d-polytope is simple if every vertex in the graph G(P ) has degree exactly d. (For an example, we note that the d-simplices and d-cubes of Example 1.3 are simple, but cross-polytopes are not simple starting in dimension three.) Any polytope or polyhedron P , given by its facet-description, can be perturbed to a simple one P by a generic and small change in the coefficients of its defining inequalities. This will make non-simple vertices "explode" and become clusters of new vertices, all of which will be simple. This process can not decrease the diameter of the graph, since we can recover the graph of P from that of P by collapsing certain edges. Hence, to study the Hirsch conjecture, one only needs to consider the simple polytopes: Lemma 1.4. The diameter of any polytope P is bounded above by the diameter of some simple polytope P with the same dimension and number of facets.
Graphs of simple polytopes are better behaved than graphs of arbitrary polytopes. Their main property in the context of the Hirsch conjecture is that if u and v are vertices joined by an edge in a simple polytope then there is a single facet containing u and not v, and a single facet containing v and not u. That is, at each step along the graph of P we enter a single facet and leave another one.
Every polytope P (containing the origin in its interior, which can always be assumed by a suitable translation) has a polar polytope P * whose vertices (respectively facets) correspond to the facets (respectively vertices) of P . More generally, every (d − i)-face of P * corresponds to a face of P of dimension i − 1, and the incidence relations are reversed.
The polars of simple polytopes are called simplicial, and their defining property is that every facet is the convex hull of d points. As an example, the d-dimensional cross polytope is the polar of the d-cube. Since cubes are simple polytopes, cross polytopes are simplicial. The polar of a simplex is a simplex, and simplices are the only polytopes of dimension greater than two which are at the same time simple and simplicial. Since d points spanning an affine (d − 1)-space are independent, all facets (hence all faces) of a simplicial polytope are simplices. This is nice because then we can forget the geometry of P * and look only at the combinatorics of the simplicial complex formed by its faces. Topologically, that simplicial complex is a sphere of dimension d − 1. For simplicial polytopes we can state the Hirsch conjecture as asking how many ridges do we need to cross in order to walk between two arbitrary facets, if we are only allowed to change from one facet to another via a ridge. This suggests defining the dual graph G ∆ (P ) of a polytope: The undirected graph having as nodes the facets of P and in which two nodes are connected by an edge if and only if their corresponding facets intersect in a ridge of P . In summary, G ∆ (P ) = G(P * ).
Overview of this paper
We, and possibly most researchers interested in the question, do not believe the Hirsch conjecture is true. Still, there are several reasons why the bound n − d posed by Hirsch is natural :
1. The conjecture is "invariant" under several standard constructions in polytope theory: products, truncations, and wedges. In particular, using these (and other) constructions, it is possible to obtain polytopes where the bound is met with equality, but not (at least not yet) polytopes that disprove it. We call such polytopes Hirsch-sharp. In Section 2 we review these constructions, following mostly work of Holt, Fritzsche and Klee.
2. The conjecture is equivalent to other two "natural" conjectures: the d-step and non-revisiting conjectures. We discuss them and show the equivalence in Section 3.2.
Concerning Hirsch-sharpness our current knowledge is that Hirsch-sharp dpolytopes with n facets:
• Exist if one of the following three conditions holds: n ≤ 2d, n ≤ 3d − 3, or d ≥ 7.
• Do not exist for d ≤ 3 if n > 2d, or for (n, d) ∈ {(10, 4), (11, 4, (12, 4) }.
• Are unknown but may exist in all other cases: that is, if d ∈ {4, 5, 6} and n > 3d − 3, except for the three pairs (n, 4) mentioned above.
However, all Hirsch-sharp polytopes with n > 2d that are known are obtained from a single one, by simple geometric operations of wedging, truncating and glueing, as we show in Section 2.4. That is to say: to some extent, we only know one non-trivial Hirsch-sharp polytope, the 4-dimensional polytope discovered by Klee and Walkup in their seminal 1967 paper. In Section 2.2 we describe this particular Hirsch-sharp polytope. Our description led us, in particular, to finding integer coordinates for it much smaller than the original ones.
Next we discuss the d-step and non-revisiting conjectures. Here and in the rest of the paper, let H(n, d) denote the maximum diameter of graphs of dpolytopes with n facets.
As a corollary, the Hirsch conjecture is equivalent to the statement H(2d, d) = d for all d. (The inequality H(2d, d) ≥ d follows from the existence of the ddimensional cubes.) This statement is the d-step conjecture. Klee and Walkup also show the equivalence of the Hirsch conjecture to the non-revisiting conjecture, which says: Between any two vertices u and v of a simple polytope there is a path that never revisits a facet that it has previously abandoned. Such paths are called non-revisiting and their length is bounded by n − d: at each step we must enter a different facet, and the d facets that our initial vertex lies in cannot be among them. Theorem 1.6 (Klee-Walkup [43] ). The Hirsch conjecture, the d-step conjecture, and the non-revisiting conjecture are equivalent.
In the rest of Section 3 we review other positive results related to the Hirsch conjecture. We start by saying for which pairs (n, d) the conjecture is known to be true. The short answer is 1. d ≤ 3, and n arbitrary; 2. n ≤ d + 6 and d arbitrary. This follows from Theorem 1.5 by showing H(8, 4) = 4, H(10, 5) = 5 and H(12, 6) = 6. The first two were proved by Klee and Walkup [43] and the third by Bremner and Schewe [11] .
3. H(11, 4) = 6 was proved by Schuchert (see [52] ). Following up on work of [11] , Bremner, Deza, Hua and Schewe (see [10] ) proved H(12, 4) = H(12, 5) = H(13, 6) = 7.
Combining this with the information on Hirsch-sharp polytopes we can give the following "plot" of the function H(n, d) − (n − d) in Table 1 . The horizontal coordinate is n−2d, so that the column marked "0" corresponds to the polytopes relevant to the d-step conjecture.
In terms of general upper bounds for the diameter of all polytopes, the best bound obtained so far is contained in the paper [35] by G. Kalai and D. J. Kleitman. The proof is so simple and elegant (the paper is just two pages!) that we reproduce it in full in Section 3.3:
Even if this bound is "quasi-polynomial", its algorithmic implications are not very direct. The proof does not give a clue on how to find a short path towards the vertex maximizing a given functional, or even an explicit path between any pair of vertices. More relevant in the context of the simplex method is the proof that there are "randomized" pivot rules that get to the optimum vertex in subexponential time. The exact bound is e K √ d log n , where K is a fixed constant [34, 47] , see Theorem 3.13. Also interesting are more recent results by Spielman, Teng and Vershynin [54, 56] , saying that "random polytopes" [19] , they consider the total curvature of a central path on a polytope to be an analogue of the graphdiameter, and show lower bounds that can be interpreted as "continuous Hirschsharpness", as well as a result analogue to the equivalence between the Hirsch and d-step conjectures.
Where the conjectured upper bound can not be proved, it is interesting to study upper bounds for special families of polytopes. Many of the polytopes appearing in combinatorial optimization belong to the class of network flow polytopes, which include transportation polytopes. In Section 3.5 we mention that polynomial bounds are known for these and for some generalizations and related classes of polytopes. In addition, polytopes whose vertex coordinates are all zeroes and ones satisfy the Hirsch conjecture.
In the fourth and last section of the paper we show that the following three natural generalizations of the Hirsch conjecture have been disproved: 2. The monotone Hirsch conjecture: Is there, for every d-polytope P with n facets and every linear functional φ, a φ-monotone path with at most n−d edges from any vertex u to a vertex v where φ is maximized? Monotonically means that we require the value of φ to increase at every step. This is relevant since the paths of interest in linear programming are monotone with respect to the functional to be maximized.
Todd's counterexample to this conjecture [55] is a bounded 4-polytope with eight facets and diameter four, in which in order to go monotonically from a certain vertex u to the vertex v where a certain linear functional φ is maximized, five steps are needed. See Theorem 4.3.
3. The combinatorial Hirsch conjecture: If T is a topological triangulation of the (d − 1)-sphere with n vertices and In [46] , Mani and Walkup construct a topological triangulation of the 11-dimensional sphere with 24 vertices whose diameter is more than 12. See Theorem 4.5. Altshuler [1] has shown that the Mani-Walkup sphere is not polytopal.
Even if these three statements have been disproved, it remains to know how far they are from being true. Examples whose diameter is 2(n − d) or more would be very significant (current ones achieve 
Hirsch-sharp polytopes
Recall that we call a d-polytope (or polyhedron) with n facets Hirsch-sharp if it meets the Hirsch conjecture with equality; that is, if its diameter is exactly n − d. Here we show several ways to construct them.
Easy constructions
Let us start with the most basic Hirsch-sharp polytopes. 
2.
Products. If P and Q meet the Hirsch conjecture with equality, then their Cartesian product P × Q does the same. Indeed, both the dimension and number of facets of P × Q are the sum of those of P and Q, and also the diameter gets added: if we want to go from vertex (u 1 , v 1 ) to vertex (u 2 , v 2 ) we can do so by going from (u 1 , v 1 ) to (u 2 , v 1 ) along P × {v 1 } and then to (u 2 , v 2 ) along {u 2 } × Q; and there is no better way.
3. Products of simplices. In particular, any product of simplices of any dimension satisfies the Hirsch conjecture with equality. Let P = ∆ i1 × · · · × ∆ i k be the product of k simplices. The dimension of P is k j=1 i j , P has k j=1 (i j + 1) facets, and its diameter is k. Corollary 2.1. For every d < n ≤ 2d there are simple d-polytopes with n facets and diameter n − d.
4. Polyhedra with n ≤ 2d. There is another way to construct Hirsch-sharp polytopes when d < n ≤ 2d. Let k = n − d and u be the origin in R d . Let v = (1, . . . , 1, 0, . . . , 0) be the point whose first k coordinates are 1 and whose remaining d − k coordinates are 0.
Consider the polytope P defined by the following d + k inequalities:
where the ψ i are affine linear functionals that vanish at v and are positive at u. No matter what choice we make for the ψ j 's, as long as they are sufficiently generic to make P simple, P will have diameter (at least) k; to go from v to u we need to enter the k facets x j = 0, j = 1, . . . , k, and each step gets you into at most one of them.
In principle, P may be an unbounded polyhedron; but if one of the ψ j 's is, say, k − x i , then it will be bounded.
So, Hirsch-sharp polytopes with n ≤ 2d are easy to find. We consider them "trivial" Hirsch-sharp polytopes. In the following sections we show examples of "non-trivial" ones. But before that let us mention that unbounded Hirsch-sharp polyhedra with any number of facets are also easy to obtain: Proposition 2.2. For every n ≥ d there are simple unbounded d-polyhedra with n facets and diameter n − d.
Proof. The proof is by induction on n, the base case n = d being the orthant {x i ≥ 0 : ∀i}. Our inductive hypothesis is not only that we have constructed a d-polyhedron P with n − 1 facets and diameter n − d − 1; also, that vertices u and v at distance n − d − 1 exist in it with v incident to some unbounded ray l. Let H be a supporting hyperplane of l, and tilt it slightly at a point v in the interior of l. Then, the polyhedron P obtained cutting P with the tilted hyperplane has n facets and diameter n − d; v is the only vertex adjacent to v in the graph, so we need at least 1 + (n − d − 1) steps to go from v to u.
The Klee-Walkup polytope Q 4
In their seminal 1967 paper [43] on the Hirsch conjecture and related issues, Klee and Walkup describe a 4-dimensional polytope, called Q 4 , with nine facets and with diameter five. Innocent as this might look, this first "non-trivial" Hirsch-sharp polytope is at the basis of the construction of every remaining Hirsch-sharp polytope known to date (see Section 2.4). It is also instrumental in disproving the unbounded and monotone versions of the Hirsch conjecture, which we will discuss in Section 4.1. Moreover, its existence is something of an accident: Altshuler, Bokowski and Steinberg [2] list all combinatorial types of simplicial spheres with nine vertices (there are 1296, 1142 of them polytopal); among them, the polar of Q 4 is the only one that is Hirsch-sharp.
We prefer to describe the polytope in the polar view (that is, we will describe Q * 4 ), where it is simplicial instead of simple and the diameter is considered for the ridge graph. So, let Q * 4 be the convex hull of the following nine points in R 4 . The coordinates we use are much smaller than the original ones in [43] :
The polar (simple) polytope Q 4 is obtained converting each vertex v of Q * 4 into an inequality v · x ≤ 1. For example, the inequality corresponding to vertex a below is −3x 1 + 3x 2 + x 3 + 2x 4 ≤ 1.
The key property of this polytope is that:
Theorem 2.3 (Klee-Walkup [43] ). Any path in Q * 4 from the tetrahedron abcd to the tetrahedron ef gh needs at least five steps.
To prove this, you may simply input these coordinates into any software able to compute the (dual) graph of a polytope. Our suggestion for this is polymake [28] . But we believe that fully understanding this polytope can be the key to the construction of counter-examples to the Hirsch conjecture, so it is worth presenting the following hybrid computer-human proof.
Proof. When pivoting from the tetrahedron abcd to the tetrahedron ef gh we already need four steps to introduce, one by one, the four vertices e, f , g and h. Hence, all paths that use the extra vertex w have necessarily length five of bigger. This means we can concentrate on the subcomplex K of ∂Q * 4 consisting of tetrahedra that do not use w. This subcomplex is called the anti-star of w in ∂Q interior of the cube. But we need to deform the cube a bit to realize this triangulation geometrically. This is shown in Figure 3 : the quadrilaterals abcd and ef gh are displayed separately as lying in two different horizontal planes (so that the two relevant tetrahedra abcd and ef gh degenerate to flat quadrilaterals), and the central part of the figure shows the intersection of K with their bisecting plane. Tetrahedra with three points on one plane and one in the other appear as triangles and tetrahedra with two points on either side appear 
Wedge and one-point suspension
Here we describe a very basic, yet extremely fruitful, operation that one can do to a polytope. In the simple version it is called wedging and its simplicial counter-part is the one-point suspension.
Wedge
Let F be a facet of a polytope P , and let f (x) ≤ b be the inequality corresponding to F . The wedge of P over F is the polytope
Put differently, W F (P ) is formed by intersecting the half-cylinder C := P × [0, ∞) with a closed halfspace J in R d+1 such that:
• the intersection J ∩ C is bounded and has nonempty interior, and
• the boundary hyperplane H := ∂J is such that H ∩ C = F .
Lemma 2.4. Let P be a d-polytope with n facets. Let W F (P ) be its wedge on a certain facet F . Then, W F (P ) has dimension d + 1, n + 1 facets, and
Proof. The wedge increases both the dimension and the number of facets by one. Indeed, W F (P ) has a vertical facet projecting to each facet of P other than F , plus the two facets that cut the cylinder P × R, and whose intersection projects to F . See Figure 4 for an example. For the diameter, since every edge of W F (P ) projects either to an edge of P or to a vertex of P , the diameter of W F (P ) is at least that of P .
In particular, if P is Hirsch-sharp then W F (P ) is either Hirsch-sharp or a counterexample to the Hirsch conjecture. The properties that P would need for the latter to be the case will be made explicit in Remark 3.7.
One-point suspension
It will be useful to consider the same operation in the dual setting, where it is known as the one-point suspension. We refer the reader to [18, Section 4.2] for an expanded overview. Let w be a vertex of the polytope P . The one-point suspension of P ⊂ R d at the vertex w is the polytope
That is, S w (P ) is formed by taking the convex hull of P (in an ambient space of one higher dimension) with a "raised" and "lowered" copy of the vertex w. See Figure 5 for an example. Lemma 2.5. Let P be a d-polytope with n vertices. Let P = S w (P ) be its one-point suspension on a certain vertex w. Then P is a (d + 1)-dimensional polytope with n + 1 vertices, and the diameter of the dual graph of P is at least the diameter of the dual graph of P .
The one-point suspension of a simplicial polytope is a simplicial polytope. In fact, the one-point suspension can be described for abstract simplicial complexes: Let L be a simplicial complex and w a vertex of it. Recall that the anti-star ast L (w) of w is the subcomplex consisting of simplices not using w and the link lk L (w) of w is the subcomplex of simplices not using w but joined to w. If L is a PL k-sphere, then ast L (w) and lk L (w) are a k-ball and a (k − 1)-sphere, respectively. The one-point suspension of L at w is the following complex:
Here * denotes the join operation: L * K has as simplices all joins of one simplex of K and one of L. In Figure 5 the three parts of the formula are the three triangles using w 1 but not w 2 , the three using w 2 but not w 1 , and the two using both, respectively.
In the next section we will make use of an iterated one-point suspension. That is, in S w (P ) we take the one-point suspension over one of the new vertices w 1 and w 2 , then again in one of the new vertices created, and so on. We leave it to the reader to check that, at the level of simplicial complexes, the one-point suspension iterated k times produces the following simplicial complex, where ∆ k is a k-simplex with vertices w 1 , . . . , w k+1 and ∂∆ k is its boundary. Observe that this generalizes the formula for S w (L) above:
Many Hirsch-sharp polytopes
In Section 2.2 we saw the first example of a non-trivial Hirsch-sharp polytope, the Klee-Walkup 4-polytope Q 4 with 9 facets. In this section we see constructions of other Hirsch-sharp polytopes, which together prove the following: 27, 31, 32] ). Hirsch-sharp d-polytopes with n facets exist in at least the following cases: (1) n ≤ 2d; (2) n ≤ 3d − 3; and (3) d ≥ 7.
We showed the "trivial" case n ≤ 2d in Section 2.1. The case n ≤ 3d − 3 was first proved in 1998 in [32] , together with the case d ≥ 14. The latter was then improved to d ≥ 8 in [27] , and to d ≥ 7 in [31] . We also know that Hirsch-sharp polytopes of dimensions two and three exist only when n ≤ 2d (see Section 3.1). But existence of Hirsch-sharp polytopes with many facets in dimensions four to six remains open. We do know that they do not exist in dimension four with 10, 11 or 12 facets, since Goodey [30] , Schuchert [52] and Bremner et al. [10] proved that H(10, 4) = 5, H(11, 4) = 6 and H(12, 4) = 7.
Part 2 of Theorem 2.6 follows from the iterated application of the next lemma to the Klee-Walkup polytope Q 4 .
Lemma 2.7 (Holt-Klee [32] ). If there are Hirsch-sharp d-polytopes with n > 2d facets, then there are also Hirsch-sharp (d + 1)-polytopes with n + 1, n + 2, and n + 3 facets.
Proof. Let u and v be vertices at distance n − d in a simple d-polytope with n-facets. Let F be a facet not containing any of them, which exists since n > 2d. When we wedge on F we get two edges u 1 u 2 and v 1 v 2 with the properties that the distance from any u i to any v i is again (at least) d. We can then truncate one or both of u 1 and v 1 to obtain one or two more facets in a polytope that is still Hirsch-sharp. See Figure 6 .
Figure 6: After wedging in a Hirsch-sharp polytope we can truncate twice
We think our next construction is easier to understand in the simplicial framework. So, as a warm-up, we include (see Figure 7 ) the simplicial version of Figure 6 . We already said that the polar of wedging is one-point suspension.
The polar of truncation of a vertex is the stellar subdivision of a facet by adding to our polytope a new vertex very close to that facet. The key property in the proof of Lemma 2.7 is that the wedge and one-point suspension operations do not only preserve Hirsch-sharpness; they also increase the number of vertices or facets (respectively) that are at Hirsch distance from one another. This suggests looking at what happens when we iterate the process. The answer, that we state only in the simplicial version, is as follows:
Lemma 2.8 (Holt-Klee [32] ). Let P be a simplicial d-polytope with more than 2d vertices. Let A and B be two facets of it at Hirsch distance in the dual graph and let w be a vertex not contained in any of them. Let P (k) be the k th one-point suspension of P on the vertex w.
Then, P
(k) has two (k+1)-tuples of facets {A 1 , . . . , A k+1 } and {B 1 , . . . , B k+1 } with every A i at Hirsch distance from every B i . All the facets in each tuple are adjacent to one another.
Proof. We use the following formula, from Section 2.3, for the iterated one-point suspension of the simplicial complex L = ∂P :
Here ∆ k is a k-simplex. The two groups of facets in the statement are A * ∂∆ k and B * ∂∆ k . The details are left to the interested reader.
This is the basis for the following result of Fritzsche and Holt. From it we can get the same for every d ≥ 8 via wedging. The result has been improved to dimension 7 by Holt with a generalization of these same arguments, but we skip this part since it is a bit more technical. That proves part 3 of Theorem 2.6. Corollary 2.9 (Fritzsche-Holt [27] ). There are Hirsch-sharp 8-polytopes with any number of facets.
Proof. We look at a new operation on polytopes. We call it glueing and it is simply a combinatorial/geometric version of the connected sum of topological manifolds. Let P 1 and P 2 be two simplicial d-polytopes and let F 1 and F 2 be respective facets. The manifolds are ∂P 1 and ∂P 2 (two (d − 1)-spheres); from them we remove the interiors of F 1 and F 2 after which we glue their boundaries. See Figure 8 , where the operation is performed on two facets of the same polytope. On the top part we glue the polytopes "as they come", which does not preserve convexity. But if projective transformations are made on P 1 and P 2 that send points that are close to F 1 and F 2 to infinity, then the glueing preserves convexity, so it yields a polytope that we denote P 1 #P 2 . This is shown on the bottom part of the Figure. Glueing almost adds the diameters of the two original polytopes. Suppose that the facets F 1 and F 2 are at distances δ 1 and δ 2 to certain facets F 1 and F 2 of P 1 and P 2 . Then, to go from F 1 to F 2 in P 1 #P 2 we need at least (δ 1 − 1) + 1 + (δ 2 − 1) = δ 1 + δ 2 − 1 steps.
But we can do better if we combine glueing with the iterated one-point suspension. Consider the simplicial Klee-Walkup 4-polytope described in Section 2.2 and let A and B two facets of it at distance five. Let P be the 4 th one-point suspension of it on the vertex w not contained in A ∪ B. Observe that P has 13 vertices and dimension eight. By the lemma, P has two groups of five facets {A 1 , . . . , A 5 } and {B 1 , . . . , B 5 } with every A i at Hirsch distance from every B i and all the facets in each group adjacent to one another.
We now glue several copies of P to one another, a B i from each copy glued to an A i of the next one. Each glueing adds five vertices and, in principle, four to the diameter. But Lemma 2.8 implies the following nice property for P : half of the eight facets adjacent to each A i are at distance four to half of the facets adjacent to each B i . Using the language of Fritzsche, Holt and Klee, we call those facets the slow neighbors of each A i or B i , and call the others fast. Since P P Figure 8 : Glueing two simplicial polytopes along one facet. In the version of the bottom, a projective transformation is done to P 1 and P 2 before glueing, to guarantee convexity of the outcome half of the total neighbors are slow, we can make all glueings so that every fast neighbor is glued to a slow one and vice-versa. This increases the diameter by one at every glueing, and the result is Hirsch-sharp. The above construction yields Hirsch-sharp 8-polytopes with 13+5k vertices, for every k ≥ 0. We can get the intermediate values of n too, via truncation. By Lemma 2.7, every time we do a one-point suspension on a Hirsch-sharp simplicial polytope we can increase the number of facets by one or two via a stellar subdivision at each end. Since the polytope P we are glueing is a 4-fold one-point suspension, and since there are two ends that remain unglued (the A-face of the first copy and the B-face of the last) we can do up to eight stellar subdivisions to it and still preserve Hirsch-sharpness. Remark 2.10. Holt, Klee and Fritzsche prove these results via simple polytopes, rather than simplicial. The analogue of "glueing along a simplicial facet" they call "blending at a simple vertex". The trick in the proof is called "fast-slow blending".
Positive results
In this section, we give evidence for the Hirsch conjecture, or at least its polynomial version, by presenting special cases for which it holds, three upper bounds for diameters of polytopes (one after perturbation), and its equivalence to other two "seemingly natural" conjectures. We also summarize some results on a continuous analogue of the conjecture. To prove H(n, 3) ≥ 2n 3 − 1, we first consider the case where n is a multiple of three. We construct a family of simplicial 3-polytopes with 3 + 3k vertices with diameter 2k + 1 for every k ≥ 0. The diagram of Figure 9 shows the case k = 2. Starting from the triangle depicted in the center, one needs a minimum of three steps to reach a facet outside of the next equilateral triangle, and two more for each extra layer of three vertices and six triangles. The case of 4 + 3k (where the bound does not increase) is obtained by any stellar subdivision in the previous one. For 5 + 3k we subdivide the inner triangle of Figure 9 with two more vertices, as depicted in Figure 10 , which makes one more step necessary to exit that triangle from any of the two shaded triangles.
Small dimension or few facets
The Hirsch conjecture is also known to hold when P does not have too many [43] . The case n − d = 6 was recently proved by Bremner and Schewe in [11] via a computer enumeration together with some geometric reasoning.
It is worth noting that this and Theorem 3.1 exhaust all the pairs (n, d) where the Hirsch conjecture has been proved. In particular, it is open for 4-polytopes with 13 facets.
The d-step and non-revisiting conjectures
Most people, including us, probably no longer believe that the Hirsch conjecture is true. The real open question is whether a polynomial upper bound exists. Still, the equivalence of the Hirsch conjecture to other two conjectures that we discuss in this section shows that n − d is a natural bound to consider.
We start with the d-step conjecture. This is simply the Hirsch conjecture restricted to polytopes whose number of facets is twice their dimension:
Its equivalence to the full Hirsch conjecture follows from: Theorem 3.4 (Klee-Walkup [43] ). Let k be fixed. Then,
In particular, the Hirsch Conjecture 1.1 holds if and only if the d-step Conjecture 3.3 holds.
Proof. We are going to show that:
and
In (1), we are looking at polytopes with n ≤ 2d. In (2), n and d are arbitrary. To prove (1), let P be a polytope with n < 2d and let u and v be vertices of it. Then u and v have some facet F in common, since each vertex is incident to at least d facets. The facet F has dimension d − 1, and each facet of it is the intersection of F with another facet of P . Hence, F has at most n − 1 facets. Since every path on F is a path on P , we get (1).
For (2), we utilize the wedge operation. As we said in Lemma 2.4 this operation applied to P increases the dimension and number of facets by one, and it gives a polytope with the same or bigger diameter.
One can interpret the Hirsch conjecture as saying that if one wishes to go from vertex u to vertex v of a polytope P , one does not expect to have to enter and leave the same facet several times. This suggests the following conjecture:
Conjecture 3.5 (The non-revisiting conjecture). Let P be a simple polytope. Let u and v be two arbitrary vertices of P . Then, there is a path from u to v which at every step enters a different facet of P .
That is, the non-revisiting conjecture asserts that for every two vertices u and v of a polytope P , there is a path in the graph of P that never revisits a facet that it has previously abandoned. Paths with the conjectured property are called non-revisiting paths. In the literature, they are also called W v paths and Conjecture 3.5 is also known as the W v conjecture. It was proved to be equivalent to the Hirsch conjecture, again in [43] . We now outline the proof, beginning with the following lemma: Lemma 3.6. The following properties are equivalent:
1. Every simple polytope P has the non-revisiting property.
2. Every simple polytope P with n = 2d has the non-revisiting property.
Proof. One direction is obvious. For the other, let P be a polytope with n = 2d and suppose it does not have the non-revisiting property. That is, there are vertices u and v such that every path from u to v revisits some facet that it previously abandons. We will construct another polytope P without the nonrevisiting property and with:
• One less facet and dimension than P if n < 2d, and
• One more facet and dimension than P if n > 2d. The pentagon P and the wedge P = W F (P ) over its facet F : the upper pentagonal facet of P is F 1 and the lower pentagonal facet is F 2 .
In the first case, u and v lie in a common facet F and we simply let P = F . In the second case, let F be a facet not containing u nor v and let P = W F (P ) be the wedge over F . Let F 1 and F 2 be the two facets of P whose intersection projects to F (see Figure 11 ). Let u 1 and v 2 be the vertices of P that project to u and v and lie, respectively, on F 1 and F 2 . Now, consider a path from u 1 to v 2 on P and project it to a path from u to v on P :
• If the path on P revisits a facet (call it G) other than F , then the path on P revisits the facet that projects to G.
• If the path on P revisits F , then the path on P revisits either F 1 or F 2 .
Remark 3.7. In the proof of Lemma 2.4 we noted that, applied to a Hirschsharp polytope P the wedge operator produced either another Hirsch-sharp polytope or a counterexample to the Hirsch conjecture. The last proof shows that the latter can happen only if P does not have the non-revisiting property. Proof. Clearly, if P has the non-revisiting property, then it satisfies the d-step conjecture. To prove the converse, we assume without loss of generality that P is a simple d-polytope with n facets, where n = 2d. We also assume, by induction, that all polytopes with number of facets minus dimension smaller than d have the non-revisiting property. Let u and v be two vertices of P . We argue by induction on the number of common facets of u and v. In the base case where u and v do not share any facet, any path of length n − d = d is non-revisiting. For the inductive step, assume that u and v are vertices of a facet F of P :
• If the facet F has less than n−1 facets itself, then F has the non-revisiting property by induction on "number of facets minus dimension", and we are done.
• If F has n − 1 facets, since it has dimension d − 1 there is a facet F of F not containing u nor v. Let P = W F (F ). Let u 1 and v 2 be vertices of P projecting to vertices u and v of P such that F 1 contains u 1 and F 2 contains v 2 . As in the proof of Lemma 3.6, F 1 and F 2 denote the nonvertical facets of the wedge P . Then P has dimension d and 2d facets, but u and v have one less facet in common than u and v had. By the inductive hypothesis, there is a non-revisiting path from u to v in the polytope P . When this path is projected to F , it retains the non-revisiting property, and it is also a non-revisiting path on the original polytope P .
General upper bounds on diameters
The best upper bound known for the diameter of arbitrary polytopes is given in [35] by Kalai and Kleitman. This subexponential bound holds even for unbounded polyhedra:
Theorem 3.9 (Kalai-Kleitman [35] ). Every polyhedron of dimension d and with n facets has diameter bounded above by n log 2 (d)+2 = n 2 d log 2 n .
Proof. Let P be a d-dimensional polyhedron with n facets, and let v and u be two vertices of P . Let k v (respectively k u ) be the maximal positive number such that the union of all vertices in all paths in G(P ) starting from v (respectively u) of length at most k v (respectively k u ) are incident to at most n 2 facets. Clearly, there is a facet F of P so that we can reach F by a path of length k v + 1 from v and a path of length k u + 1 from u.
We claim that k v ≤ H u ( n 2 , d) (and the same for k u ), where H u (n, d) denotes the maximum diameter of all d-polyhedra with n facets. To prove this, let Q be the polyhedron defined by taking only the inequalities of P corresponding to facets that can be reached from v by a path of length at most k v . By construction, all vertices of P at distance at most k v from v are also vertices in Q, and vice-versa. In particular, if w is a vertex of P whose distance from v is k v then its distance from v in Q is also k v . Since Q has at most n/2 facets, we get
The claim implies the following recursive formula for H u :
which we can rewrite as
This suggests calling h(k, d) := (H(2 k , d) − 1)/2 k and applying the recursion with n = 2 k , to get:
From this the statement follows if we assume
However, that the diameters of polytopes of a fixed dimension d admit a linear bound. A bound of n3 d−3 was found by Barnette in 1967 [5] . Larman then improved it to the following. The proof we offer is taken from a very recent paper by Eisenbrand, Hähnle and Rothvoss [24] . As in the previous result, we prove it for perhaps-unbounded polyhedra. Proof. The proof is by induction on d. The base case d = 3 was Theorem 3.1. Let u be an initial vertex of our polytope P , of dimension d > 3. For each other vertex v ∈ vert(P ) we consider its distance d (u 1 , v) , and use it to construct a sequence of facets F 1 , . . . , F k of P as follows:
• Let F 1 be a facet that reaches "farthest from u" among those containing u. That is, let δ 1 be the maximum distance to u of a vertex sharing a facet with u, and let F 1 be that facet.
• Let δ 2 be the maximum distance to u of a vertex sharing a facet with some vertex at distance δ 1 + 1 from u, and let F 2 be that facet.
• Similarly, while there are vertices at distance δ i + 1 from u, let δ i+1 be the maximum distance to u of a vertex sharing a facet with some vertex at distance δ i + 1 from u, and let F i+1 be that facet.
We now stratify the vertices of P according to the distances δ 1 , δ 2 , . . . , δ k so obtained. Observe that δ k is the diameter of P . By convention, we let δ 0 = −1:
We call a facet F of P active in V i if it contains a vertex of V i . The crucial property that our stratification has is that no facet of P is active in more than two V i 's. Indeed, each facet is active only in V i 's with consecutive values of i, but a facet intersecting V i , V i+1 and V i+2 would contradict the choice of the facet F i+1 . In particular, if n i denotes the number of facets active in V i we have
Since each F i has vertices with distances to u ranging from at least δ i−1 +1 to δ i , we have that diam(F i ) ≥ δ i − δ i−1 − 1. Even more, let Q i , i = 1, . . . , k be the polyhedron obtained by removing from the facet-definition of F i the equations of facets of P that are not active in V i (which may exist since F i may have vertices in V i−1 ). By an argument similar to the one used for the polyhedron Q of the previous proof, Q i has still diameter at least δ i − δ i−1 − 1. But, by inductive hypothesis, we also have that the diameter of Q i is at most 2 d−4 (n i − 1), since it has dimension d − 1 and at most n i − 1 facets. Putting all this together we get the following bound for the diameter δ k of P :
Remark 3.11. It has been pointed out repeatedly that the proofs of Theorems 3.9 and 3.10 use only very limited properties of graphs of polytopes. For example, Klee and Kleinschmidt (see §7.7 in [42] ) show that Theorem 3.10 holds for the ridge-graphs of all pure simplicial complexes, and more general objects. Recently, Eisenbrand et al. [24] have shown the following similar result:
Theorem 3.12 (Eisenbrand et al. [24] ). Let G be a graph whose vertices are certain subsets of size d of the n-element set {1, . . . , n}. Assume that for every pair of vertices u and v in G there is a path from u to v using only vertices that contain u ∩ v. Then:
The novelty in [24] is that there are graphs with the hypotheses of Theorem 3.12 and with δ(G) ≥ cn 3/2 , for a certain constant c. It is not clear whether this is support against the Hirsch conjecture or it simply indicates that the arguments in the proofs of Theorems 3.9 and 3.10 do not take advantage of additional properties that graphs of polytopes have and which may prevent their diameters from growing. For example, in Eisenbrand et al.'s setting for d = 1, any connected graph with vertex set {1, . . . , n} is valid.
Since the Hirsch conjecture is strongly motivated by the simplex algorithm of linear programming, it is natural to ask questions about the number of iterations needed under particular pivot rules. Kalai, and independently, Matoušek, Sharir and Welzl (see [34] and [47] , respectively) proved the existence of randomized pivot rules for the simplex method with subexponential running time.
Theorem 3.13 (Kalai [34] , Matoušek, Sharir and Welzl [47] ). There exist randomized algorithms where the expected number of arithmetic operations needed in the worst case by a linear programming problem with d variables and n inequalities is at most exp(K √ d log n), where K is a fixed constant.
Also, though polynomial bounds on the diameter of all polytopes are unknown, there are results saying that random polytopes have polynomial diameter. One way to formalize this is by considering perturbations of the facetdefining inequalities of the given polytope. Specifically, let P be the feasibility polyhedron
of a certain linear program. Then P has dimension d and (at most) n facets. If we replace the vectors a i ∈ R d and b ∈ R n with independent Gaussian random vectors with means µ i = a i and µ = b (respectively), and standard deviations σ max i (µ i , µ) we say that we have perturbed randomly within a parameter σ. In [54] , Spielman and Teng proved that the expected diameter of a linear program that is perturbed within a parameter σ is polynomial in d, n, and σ −1 . In [56] , Vershynin improved the bound to be polylogarithmic in the number n of constraints. Theorem 3.14 (Vershynin [56] ). If the original linear program is perturbed randomly within a parameter σ, the expected diameter is O(
It is worth noticing that this result is not only structural. Its proof shows that the simplex method can find a path of that length in the perturbed polyhedron.
A continuous Hirsch conjecture
Here we summarize some recent work of Deza, Terlaky and Zinchenko [20, 21, 22] in which they propose interesting continuous analogues of the Hirsch and d-step conjectures. The analogy comes from looking at the central path method (one of the interior point methods we referred to in the introduction) for solving a linear program. As in the simplex method, the idea is to move from a feasible point to another feasible point on which the given objective linear functional is improved. In contrast to the simplex method, where the path travels from vertex to neighboring vertex along the graph of the feasibility polyhedron P , this method follows a certain curve through the strict interior of the polytope.
More precisely, to each linear program, Minimize c · x, subject to Ax = b and x ≥ 0, the method associates a (primal) central path γ c : [0, β) → R d which is an analytic curve through the interior of the feasible region and such that γ c (0) is an optimal solution of the problem. The central path is well-defined and unique even if the program has more than one optimal solution, but its definition is implicit, so that there is no direct way of computing γ c (0). To get to γ c (0), one starts at any feasible solution and tries to follow a curve that approaches more and more the central path, using for it certain barrier functions. (Barrier functions play a role similar to the choice of pivot rule in the simplex method. The standard barrier function is the logarithmic function f (x) = − n i=1 ln(A i x − b i ).) For further description of the method we refer the reader to the books [9, 51] .
Of course, it is not possible to follow the curve exactly. Rather, one does Newton-like steps trying not to get too far. How much can one improve in a single step is related to the curvature of the central path: if the path is rather straight one can do long steps without deviating too far from it, if not one needs to use shorter steps. Thus, the total curvature λ c (P ) of the central path, defined in the usual differential-geometric way, is an important parameter which can be considered a continuous analogue of the diameter of the polytope P , or at least of the maximum distance from any vertex to a vertex maximizing the functional c.
Theorem 3.19 below yields an upper bound of O(n d ) for Λ(n, d), but it had been conjectured that λ c (P ) is bounded by a constant for each dimension d and that it grows at most linearly with varying d. Deza et al. have disproved both statements: in [20] , they constructed polytopes for which λ c (P ) grows exponentially with d. More strongly, in [22] they construct a family of polytopes that show that λ c cannot be bounded only in terms of d. To state this result, let Λ(n, d) denote the largest total curvature of the central path over all polytopes P defined by n inequalities in dimension d and over all linear objectives c. 
The curvature of the central path had also been studied by Dedieu, Malajovich and Shub [19] . But instead of looking at a single polytope, they consider the average total curvature of the central paths of all bounded cells in a simple arrangement.
An arrangement A of n hyperplanes in dimension d is called simple if every n hyperplanes intersect at a unique point. 
They prove:
That is, even if individual cells can give total curvature linear in n (and perhaps worse) by Theorem 3.15, the average over all cells of a given arrangement is bounded by a function of d alone. By analogy, Deza et al. [22] consider the average diameter of the graphs of all bounded cells in a simple arrangement A. Denote it δ(A) and let H A (n, d) be the maximum of δ(A) over all simple arrangements defined by n hyperplanes in dimension d. They conjecture that: 
− n. Since a facet belongs to at most two cells, I i=1 n i is less than twice the number of bounded facets of A. Now since a bounded facet contained in a hyperplane H of the arrangement A corresponds to a bounded cell of the simple arrangement A ∩ H of one dimension less, we have
Special classes of polytopes

Integer vertices
A polytope P is called a 0-1 polytope if every coordinate of every vertex of P is either 0 or 1. That is to say, P is the convex hull of some of the vertices of a cube. In [48] , Naddef proved that the Hirsch conjecture holds for 0-1 polytopes.
Theorem 3.22 (Naddef [48] ). Let P be a polytope such that every vertex of P is in {0, 1}
d . Then diam(P ) ≤ n(P ) − dim(P ).
Proof. We assume that P is full-dimensional. This is no loss of generality since, if the dimension of P is strictly less than d, then P can be isomorphically projected to a face of the cube [0, 1] d . Let u and v be two vertices of P . By symmetry, we may assume that u = (0, . . . , 0). If there is an i such that v i = 0, then u and v are both on the face of the cube corresponding to {x ∈ R d | x i = 0}, and the statement follows by induction. Therefore, we assume that v = (1, . . . , 1). Now, pick any neighboring vertex v of v. There is an i such that v i = 0. Then, u and v are vertices of a lower-dimensional 0-1 polytope and we have performed one pivot from v to v . The result follows by induction on d.
As simple as this proof is, it has to be noted that it does not yield a polynomial pivot rule for the simplex method on 0-1 polytopes. The proof constructs a short path from u to v only after we know the coordinates of both! As a generalization of Theorem 3.22, in [44] Kleinschmidt and Onn prove the following bound on the diameter of lattice polytopes in [0, k] d . A polytope is called a lattice polytope if every coordinate of every vertex is integral. 
Transportation Polytopes
Given vectors a ∈ R p and b ∈ R q , we define the p × q transportation polytope P given by a and b to be
Then P is a (p − 1)(q − 1)-dimensional polytope with at most pq facets. If the Hirsch conjecture is true, then every p × q transportation polytope has diameter at most p + q − 1. Brightwell, van den Heuvel and Stougie [12] prove the diameter to be at most eight times that. This has been improved by Hurkens [33] to: Theorem 3.24 (Hurkens [33] ). The diameter of any p × q transportation polytope is at most 4(p + q − 1).
The dual transportation polyhedron given by the m × n matrix
Duality here is in the sense of linear programming. In [4] , Balinski proved that the Hirsch conjecture holds for the bounded polytopes resulting from the intersection of a dual transportation polyhedron D m,n (C) with a certain hyperplane. 
is at most (m − 1)(n − 1). This bound is the best possible.
The following are two natural generalizations of transportation polytopes.
• 3-way axial transportation polytopes. Let a = (a 1 , . . . , a p ), b = (b 1 , . . . , b q ), and c = (c 1 , . . . , c r ) be three vectors of lengths p, q and r, respectively. We define the 3-way axial p × q × r transportation polytope P given by a ∈ R p , b ∈ R q , and c ∈ R r as follows:
Then the polytope P has dimension pqr − (p + q + r − 2) and at most pqr facets.
• 3-way planar transportation polytopes. Let A ∈ R p×q , B ∈ R p×r , and C ∈ R q×r be three matrices. We define the 3-way planar p × q × r transportation polytope P given by A, B, and C as follows:
Then the polytope P has dimension (p − 1)(q − 1)(r − 1) and at most pqr facets.
Diameters of 3-way transportation polytopes are very interesting because of the following universality theorem of De Loera and Onn in [17] .
Theorem 3.26 (De Loera and Onn [17] ). Let P be a rational convex polytope.
• There is a 3-way planar transportation polytope Q isomorphic to P .
• There is a 3-way axial transportation polytope Q which has a face F isomorphic to P .
Isomorphic here means that, in particular, the polytope Q or its face F have the same face poset as P . The result in [17] also says that, given the polytope P , there is a polynomial time algorithm to construct Q and the isomorphism mentioned.
The following result in [15] gives a quadratic bound on the diameter of 3-way axial transportation polytopes. By the previous theorem, a generalization of it to faces of these polytopes would prove the polynomial Hirsch conjecture.
Theorem 3.27 (De Loera, Kim, Onn, Santos [15] ). The diameter of every 3-way axial p × q × r transportation polytope is at most 2(p + q + r − 3)
2 .
Network flow polytopes
Network flow polytopes are another generalization of transportation polytopes. Let G = (V, E) be a graph with v = |V | nodes and e = |E| directed arcs. For each arc (i, j) ∈ E, fix a capacity lower bound l ij and upper bound u ij . The network flow polytope P determined by the directed graph G with capacity bounds {(l ij , u ij ) | (i, j) ∈ E} and demand function c : V → R is a polytope in the e variables x ij ((i, j) ∈ E) with the 2e inequalities
and the v equations
Note that the p × q transportation polytope defined by vectors a ∈ R p and b ∈ R q can be obtained as the network flow polytope associated to the complete bipartite graph G on p and q nodes with all edges directed in the same direction, by taking l ij = 0, u ij = ∞ and
Every sufficiently generic set of parameters produces a simple (e − v + 1)-dimensional polytope P with at most 2e facets. The results in [13] , [29] , and [50] prove the following upper bound on the diameter of network flow polytopes. We note that ev log v is O(n 2 log n), where n is the number of facets of P . An m × n matrix A is totally unimodular if all of its subdeterminants are 0, 1, or −1. Dyer and Frieze (see [23] ) gave a polynomial bound on the diameter of polyhedra whose defining matrix is totally unimodular, a case that includes all network flow polytopes.
Theorem 3.29 (Dyer and Frieze [23] ). Let A be a totally unimodular n × d matrix and c a vector in R n . The diameter of the polyhedron
The polyhedron P can be assumed to be a d-polytope with n facets. The proof is based on a random walk simplex algorithm and uses the probabilistic method.
Negative results
To contrast the previous section, we present here counterexamples to three natural generalizations of the Hirsch conjecture.
The unbounded and monotone Hirsch conjectures are false
In the Hirsch conjecture as we have stated it, we only consider bounded polytopes. However, in the context of linear programming the feasible region may well not be bounded, so the conjecture is equally relevant for unbounded polyhedra. In fact, that is how W. Hirsch originally posed the question. Moreover, for the simplex method in linear programming one follows monotone paths: starting at an initial vertex u one does pivot steps (that is, one crosses edges) always increasing the value of the linear functional φ to be maximized, until one arrives at a vertex v where no pivot step gives a greater value to φ. Convexity then implies that v is the global maximum for φ in the feasible region. This raises the question whether a monotone version of the Hirsch conjecture holds: given two vertices u and v of a polyhedron P and a linear functional that attains its maximum on P at v, is there a φ-monotone path of edges from u to v whose length is at most n − d?
Here we show that the unbounded and monotone versions of the Hirsch conjecture fail. Both proofs are based on the Hirsch-sharp polytope Q 4 described in Section 2.2. In fact, we want to emphasize that knowing the mere existence of such a polytope is enough. We are not going to use any property of Q 4 other than the fact that it is Hirsch-sharp, simple, and has n > 2d. Simplicity is not a real restriction since it can always be obtained without decreasing the diameter (Lemma 1.4). The inequality n > 2d, however, is essential; the constructions below would not work with, for example, a d-cube. Theorem 4.1 (Klee-Walkup [43] ). There is a simple unbounded polyhedronQ 4 with eight facets and dimension four and whose graph has diameter 5.
Proof. Let Q 4 be the simple Klee-Walkup polytope with nine facets, and let u and v be vertices of Q 4 at distance five from one another. By simplicity, u and v lie in (at most) eight facets in total and there is (at least) one facet F not containing u nor v. LetQ 4 be the unbounded polyhedron obtained by a projective transformation that sends this ninth facet to infinity. The graph of Q 4 contains both u and v, and is a subgraph of that ofQ 4 , hence its diameter is still at least five. See Figure 12 for a schematic rendition of this idea. It is interesting to observe that the "converse" of the above proof also works: from any non-Hirsch unbounded polyhedronQ with eight facets and dimension four, one can build a bounded polytope with nine facets and diameter still five, as follows: Let u and v be vertices ofQ at distance five from one another. Construct the polytope Q by cuttingQ with a hyperplane that leaves all the vertices ofQ on the same side. This adds a new facet and changes the graph, by adding new vertices and edges on that facet. But u and v will still be at distance five: to go from u to v either we do not use the new facet F that we created (that is, we stay in the graph ofQ 4 ) or we use a pivot to enter the facet F and at least another four to enter the four facets containing v: since the Hirsch conjecture holds for 3-dimensional polyhedra, u and v cannot lie in a common facet ofQ.
We now turn to the monotone version of the Hirsch conjecture: Theorem 4.3 (Todd [55] ). There is a simple bounded polytope P , two vertices u and v of it, and a linear functional φ such that:
1. v is the only maximal vertex for φ.
2. Any edge-path from u to v and monotone with respect to φ has length at least five.
Proof. Let Q 4 be the Klee-Walkup polytope. Let F be the same "ninth facet" as in the previous proof, one that is not incident to the two vertices u and v that are at distance five from each other. Let H 2 be the supporting hyperplane containing F and let H 1 be any supporting hyperplane at the vertex v. Finally, let H 0 be a hyperplane containing the (codimension two) intersection of H 1 and H 2 and which lies "slightly beyond H 1 ", as in Figure 13 . (Of course, if H 1 and H 2 happen to be parallel, then H 0 is taken to be parallel to them and close to H 1 .) The exact condition we need on H 0 is that it does not intersect Q 4 and the small, wedge-shaped region between H 0 and H 1 does not contain the intersection of any 4-tuple of facet-defining hyperplanes of Q 4 .
u' We now make a projective transformation π that sends H 0 to be the hyperplane at infinity. In the polytope Q 4 = π(Q 4 ) we "remove" the facet F = π(F ) that is not incident to the two vertices u = π(u) and v = π(v). That is, we consider the polytope Q 4 obtained from Q 4 by forgetting the inequality that creates the facet F (see Figure 13 again). Then Q 4 will have new vertices not present in Q 4 , but it also has the following properties:
1. Q 4 is bounded. Here we are using the fact that the wedge between H 0 and H 1 contains no intersection of facet-defining hyperplanes: this implies that no facet of Q 4 can go "past infinity".
2. It has eight facets: four incident to u and four incident to v .
3. The functional φ that is maximized at v and constant on its supporting hyperplane H 1 = π(H 1 ) is also constant on H 2 = π(H 2 ), and u lies on the same side of H 1 as v .
In particular, no φ-monotone path from u to v crosses H 1 , which means it is also a path from u to v in the polytope Q 4 , combinatorially isomorphic to Q 4 .
In both the constructions of Theorems 4.1 and 4.3 one can glue several copies of the initial block Q 4 to one another. The basic idea is (the dual of) the same one used in Corollary 2.9. We skip details, but in both cases we increase the number of facets by four and the diameter by five, per Q 4 glued, obtaining: Theorem 4.4 (Klee-Walkup, Todd).
1. There are unbounded 4-polyhedra with 4 + 4k facets and diameter 5k, for every k ≥ 1.
2. There are bounded 4-polyhedra with 5 + 4k facets and vertices u and v of them with the property that any monotone path from u to v with respect to a certain linear functional φ maximized at v has length at least 5k.
This leaves the following open questions:
• Improve these constructions so as to get the ratio "diameter versus facets" bigger than 5/4. A ratio bigger than two for the unbounded Hirsch conjecture would probably yield counter-examples to the bounded Hirsch conjecture.
• Ziegler [59, p. 87 ] poses the following strict monotone Hirsch conjecture: "for every linear functional φ on a d-polytope with n facets there is a φ-monotone path of length at most n − d". Put differently, in the monotone Hirsch conjecture we add the requirement that not only v but also u has a supporting hyperplane where φ is constant.
The combinatorial Hirsch conjecture is false
The other natural generalization of the Hirsch conjecture that we mentioned in the introduction is combinatorial. Since (the boundary of) every simplicial d-polytope is a topological triangulation of the (d − 1)-dimensional sphere, we can ask whether the simplicial version of the Hirsch conjecture, the one where we walk from simplex to simplex rather than from vertex to vertex, holds for arbitrary triangulations of spheres. The first counterexample to this statement was found by Walkup in 1979 (see [57] ), but a simpler one was soon constructed by him and Mani in [46] . Both constructions are based on the equivalence of the Hirsch conjecture to the non-revisiting conjecture (Theorem 3.8). The proof of the equivalence is purely combinatorial, so it holds true for topological spheres. Walkup's initial example is a 4-sphere without the non-revisiting property, and Mani and Walkup's is a 3-sphere: a, b, c, d, m, n, o, p, q, r, s, 1. The complex K can be embedded in a 3-sphere.
2. No triangulation of the 3-sphere containing K as a subcomplex has the non-revisiting property.
3. There is a triangulation of the 3-sphere with 16 vertices and containing K as a subcomplex.
We are not going to prove part 3 of the lemma. The construction is somehow complicated and, moreover, in a sense that part is irrelevant. Indeed, once we know that K can be embedded in a 3-sphere we can rely on Whitehead's Completion Lemma (see [58] ) to conclude that K can be completed to a triangulation of the whole 3-sphere. The only drawback of this approach is that we cannot control a priori the number of extra vertices needed in the completion, but that will only affect the number of vertices of the final 3-sphere (and the number of wedges needed to get a non-Hirsch sphere from it). Once this is shown, part 1 is easy. Since we are living in a topological world, we can "pinch" the equatorial vertices of one of the octagons and there is no obstruction to glue them to their counterparts in the other octagon. One key property is that we are not glueing any of the edges: the order of vertices in the two octagons is not the same, and it is designed so that no edge appears in both.
For part 2, let us see the construction in more detail. It starts with a core tetrahedron inside each bipyramid, namely abcd and mnop. See Figure 15 .
Each of these tetrahedra is surrounded by two tetrahedra joined to each apex of the corresponding bipyramid, as shown in Figure 16 . These are the tetrahedra in the second and third line of the statement and together with the initial ones they triangulate two octahedra. Finally, these octahedra are each surrounded by eight more tetrahedra each: those obtained joining the four From this description it is easy to prove part 2 of the lemma, as follows: Every path from the tetrahedron abcd to the tetrahedron mnop must leave the bipyramid on the left of Figure 14 , and it will do so through one of the sixteen boundary triangles. These triangles are the joins of the eight edges of the octagon to the two apices. In particular, our path will at this point have abandoned three of the vertices of abcd and entered one of mnop. For the non-revisiting property to hold, the abandoned ones should not be used again, and the entered one should not be abandoned, since it is a vertex of our target tetrahedron. But then it is impossible for us to enter the second bipyramid: we should do so via another triangle that joins an octagon edge to an apex, and non-revisiting implies that this edge should use the same vertex form abcd and the same vertex from mnop. This is impossible since the two octagons have no edge in common.
Let us explain this in a concrete example. By symmetry, there is no loss of generality in assuming that we exit from the left bipyramid via the triangle amr. Since we cannot abandon m, we must enter the second bipyramid via one of the boundary triangles using m, namely one of mcs, mcq, mds or mdq. This violates the non-revisiting property, since c and d had already been abandoned.
Unfortunately, this triangulated 3-sphere does not give a counterexample to the Hirsch conjecture. It would give a counterexample if it were polytopal. That is, if it were combinatorially isomorphic to the boundary complex of a fourdimensional simplicial polytope. However, Altshuler [1] has shown that (for the explicit completion of the subcomplex K given in [46] ) this is not the case. As far as we know it remains an open question to show that no completion of K to the 3-sphere is polytopal, but we believe that to be the case. Even more strongly, we believe that K cannot be embedded in R 3 with linear tetrahedra, a necessary condition for polytopality by the well-known Schlegel construction [59] .
As in the monotone and bounded cases, several copies of the construction can be glued to one another. Doing so provides triangulations of the 11-sphere with 12 + 12k vertices and diameter at least 13k, for any k. 
