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Abstract
We consider the problem of finding the minimizer of a convex function F : Rd → R of the form
F (w) :=
∑
n
i=1
fi(w)+R(w) where a low-rank factorization of∇2fi(w) is readily available. We con-
sider the regime where n≫ d. As second-order methods prove to be effective in finding the minimizer to
a high-precision, in this work, we propose randomized Newton-type algorithms that exploit non-uniform
sub-sampling of {∇2fi(w)}ni=1, as well as inexact updates, as means to reduce the computational com-
plexity. Two non-uniform sampling distributions based on block norm squares and block partial leverage
scores are considered in order to capture important terms among {∇2fi(w)}ni=1. We show that at each
iteration non-uniformly sampling at most O(d log d) terms from {∇2fi(w)}ni=1 is sufficient to achieve
a linear-quadratic convergence rate in w when a suitable initial point is provided. In addition, we show
that our algorithms achieve a lower computational complexity and exhibit more robustness and better
dependence on problem specific quantities, such as the condition number, compared to similar existing
methods, especially the ones based on uniform sampling. Finally, we empirically demonstrate that our
methods are at least twice as fast as Newton’s methods with ridge logistic regression on several real
datasets.
1 Introduction
Consider the following optimization problem
min
w∈C
F (w) :=
n∑
i=1
fi(w) +R(w) (1)
where fi(w), R(w) are smooth functions and C ⊆ Rd is a convex constraint set. Many machine learning and
scientific computing problems involve finding an approximation of the minimizer of the above optimization
problem to high precision. For example, consider any machine learning application where each fi is a
loss function corresponding to ith data point and F is the empirical risk. The goal of solving (1) is to
obtain a solution with small generalization error, i.e., high predictive accuracy on “unseen” data. One can
show that the generalization error of the empirical risk minimizer is to within O(1/√n) additive error
of that of the true population risk minimizer; e.g., see [BE02; CBCG04; Vap89; Vap13]. As a result, in
large scale regime that we consider in this paper where there are many data points available, i.e., n ≫ 1,
obtaining a solution to (1) to high precision would indeed guarantee a low generalization error. A second
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example is that in many problems in which the optimization variable w contains specific meanings, a high-
precision solution to (1) is necessary for interpreting the results. Examples of such settings arise frequently
in machine learning such as sparse least squares [Tib96], generalized linear models (GLMs) [FHT01] and
metric learning problems [Kul12] among many more modern large scale problems.
There is a plethora of first-order optimization algorithms [Bub14; NW06] for solving (1). However, for
ill-conditioned problems, it is often the case that first-order methods return a solution far from the minimizer,
w∗, albeit a low objective value. (See Figure 2 in Section 5 for example.) On the other hand, most second-
order algorithms prove to be more robust to such ill conditioning. This is so since, using the curvature
information, second-order methods properly rescale the gradient, such that it is a more appropriate direction
to follow. For example, take the canonical second-order method, i.e., Newton’s method, which, in the
unconstrained case, has updates of the form
wt+1 = wt − [H(wt)]−1g(wt), (2)
where g(wt) and H(wt) denote the gradient and the Hessian of F at wt, respectively. Classical results
indicate that under certain assumptions, Newton’s method can achieve a locally super-linear convergence
rate, which can be shown to be problem independent! Nevertheless, the cost of forming and inverting the
Hessian is a major drawback in using Newton’s method in practice.
In this regard, there has been a long line of work that tries to provide sufficient second-order infor-
mation with feasible computations. For example, among the class of quasi-Newton methods, the BFGS
algorithm [NW06] and its limited memory version [LN89] are the most celebrated. However, the conver-
gence guarantee of these methods can be much weaker than Newton’s methods. More recently, authors
in [PW15; EM15; RKM16a] considered using sketching and sampling techniques to construct an approxi-
mate Hessian matrix and using it in the update rule (2). They showed that such algorithms inherit a local
linear-quadratic convergence rate with a substantial computational gain.
In this work, we propose novel, robust and highly efficient non-uniformly sub-sampled Newton methods
(SSN) for a large sub-class of problem (1), where the Hessian of F (w) in (1) can be written as
H(w) =
n∑
i=1
ATi (w)Ai(w) +Q(w), (3)
where Ai(w) ∈ Rki×d, i = 1, 2, . . . , n, are readily available and Q(w) is some positive semi-definite
matrix. This situation arises very frequently in many applications such as machine learning. For example,
take any problem where fi(w) = ℓ(xTi w), ℓ(·) is any convex loss function and xi’s are data points, and
R(w) = λ2‖w‖2. In such situations, Ai(w) is simply
√
ℓ′′(xTi w)x
T
i and Q(w) = λI.
First, we choose a sampling scheme S that constructs an appropriate non-uniform sampling distribution
{pi}ni=1 over {Ai(w)}ni=1 and samples s terms from {Ai(w)}ni=1. The approximate Hessian, constructed
as H˜(wt) =
∑
i∈I A
T
i (wt)Ai(wt)/pi + Q(wt) where I denotes the set of sub-sampled indices, is then
used to update the current iterate as
wt+1 = wt − [H˜(wt)]−1g(wt). (4)
Second, when the dimension of the problem, i.e., d, is so large that solving the above linear system, i.e.,
(4), becomes infeasible, we consider solving (4) inexactly by using an iterative solver A, e.g., Conjugate
Gradient or Stochastic Gradient Descent, with a few iterations such that a high-quality approximate solution
can be produced with a less complexity. Such inexact updates used in many second-order optimization
algorithms have been well studied in [Byr+11; DES82].
Under certain conditions, it can be shown that this type of randomized Newton-type algorithm can
achieve a local linear-quadratic convergence rate shown as below (formally stated in Lemma 7)
‖wt+1 −w∗‖2 ≤ Cq‖wt −w∗‖22 + Cl‖wt −w∗‖2, (5)
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where Cq, Cl are some constants that can be controlled by the Hessian approximation quality, i.e., choice of
sampling scheme S ,1 and the solution quality of (4), i.e., choice of solver A.2
Different choices of sampling scheme S and solver A lead to different complexities in SSN. Below, we
briefly discuss their effects. As can be seen, the total complexity of our algorithm can be characterized by
the following three factors, each of which is affected by S or A, or both.
• Number of total iterations T determined by the convergence rate, i.e., Cq and Cl in (5) which is
affected by sampling scheme S and solver A.
• In each iteration, the time tconst it needs to construct {pi}ni=1 and sample s terms, which is determined
by sampling scheme S .
• In each iteration, the time tsolve it needs to (implicitly) form H˜ which is affected by sampling scheme
S and to (inexactly) solve the linear problem (4) which is affected by solver A.
With these, the total complexity can be expressed as
T · (tconst + tgrad + tsolve), (6)
where tgrad is the time it takes to compute the full gradient ∇F (wt) which is not affected by the choice of
S and A and will not be discussed in the rest of this paper.
As discussed above, the choice of sampling scheme S and solver A plays an important role in our al-
gorithm. Below, we focus on S first and discuss a few concrete sampling schemes. A natural and simple
approach is uniform sampling discussed in [EM15; RKM16a; RKM16b]. The greatest advantage of uni-
form sampling is its simplicity of construction. However, in the presence of high non-uniformity among
{∇2fi(w)}ni=1, the sampling size required to sufficiently capture the curvature information of the Hessian
can be very large, which makes the resulting algorithm less beneficial.
In this paper, we consider two non-uniform sampling schemes, block norm squares and a new, and
more general, notion of leverage scores named block partial leverage scores (Definition 6); see Section 3
for detailed construction. The motivation for using these schemes is that we can in fact view the sufficient
conditions for achieving the local linear-quadratic convergence rate (5) as matrix approximation guarantees
and these two sampling schemes can yield high-quality matrix approximations; see Section 4.1 for more
details. Recall that, the choice of S affects the three terms, namely, T (manifested in Cq and Cl), tconst,
tsolve, in (6). By leveraging and extending theories in randomized linear algebra, we can show how these
terms may become when different sampling schemes are used as presented in Table 1. Detailed theory is
elaborated in Section 4. As we can see, block norm squares sampling and leverage scores sampling require
a smaller sampling size s than uniform sampling does since tsolve = sd2. Furthermore, the dependence of
Cq and Cl on the condition number κ reveals that leverage scores sampling is more robust to ill-conditioned
problems; see Section 4.6.1 for more detailed discussions.
Next, we discuss the effect of the solver A. Typically, a direct solver takes O(sd2) time to solve the
subproblem (4) where s is the sampling size. This becomes prohibitive when d is large. However, iterative
solvers allow one to obtain a high quality approximation solution with a few iterations which may drastically
drive down the complexity. For example, Conjugate Gradient (CG) takes O(sd√κ log(1/ǫ0)) to return an
approximate solution with relative error ǫ0 where κ is the condition number of the problem. In Lemma 7 we
show that such inexactness will not deteriorate the performance of SSN too much.
Indeed, based on (5), it is possible to choose the parameters, e.g., sampling size s in the sampling scheme
S and number of iterations to run in solver A, so that SSN converges in a constant linear rate, e.g.,
‖wt+1 −w∗‖ ≤ 1
2
‖wt −w∗‖. (7)
1To be more precise, by a sampling scheme here, we mean the way we construct the sampling distribution {pi}ni=1, e.g., uniform
sampling distribution or leverage scores sampling distribution, and the value of sampling size s.
2By a solver here, we mean the choice of the specific algorithm with parameters specified, e.g., number of iterations, we use to
obtain a high-quality approximation solution to the subproblem.
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NAME tconst tsolve = sd2 Cq Cl reference
Newton’s method 0 O(nd2) κ˜ 0 [BV04]
SSN (leverage scores) O(nnz(A) log n) O˜(d3/ǫ2) κ˜1−ǫ ǫ
√
κ
1−ǫ This paper
SSN (block norm squares) O(nnz(A)) O˜(sr(A)d2/ǫ2) κ˜1−ǫκ ǫκ1−ǫκ This paper
SSN (uniform) O(1) O˜
(
nd2maxi ‖Ai‖
2
‖A‖2 /ǫ
2
)
κ˜
1−ǫκ
ǫκ
1−ǫκ [RKM16b]
Table 1: Comparison between Newton’s method and sub-sampled Newton methods (SSN) with different
sampling schemes. In the above, Cq and Cl are the constants achieved in (5); κ˜ and κ are constants related
to the problem only defined in (25); A ∈ RO(n)×d is a matrix that satisfies ATi Ai = Hi(w) and ATA =∑n
i=1Hi(w); sr(A) is the stable rank of A satisfying sr(A) ≤ d; nnz(A) denote the number of non-zero
elements in A. Note here, to remove the effect of solver A, we assume the subproblem (4) is solved exactly.
Also, we assume the problem is unconstrained (C = Rd) so that tsolve = sd2.
NAME COMPLEXITY PER ITERATION REFERENCE
Newton-CG method O˜(nnz(A)√κ) [NW06]
SSN (leverage scores) O˜(nnz(A) log n+ d2κ3/2) This paper
SSN (block norm squares) O˜(nnz(A) + sr(A)dκ5/2) This paper
Newton Sketch (SRHT) O˜(nd(log n)4 + d2(log n)4κ3/2) [PW15]
SSN (uniform) O˜(nnz(A) + dκˆκ3/2) [RKM16b]
LiSSA O˜(nnz(A) + dκˆκ¯2) [ABH16]
Table 2: Complexity per iteration of different methods to obtain a problem independent local linear conver-
gence rate. The quantities κ, κˆ, and κ¯ are the local condition numbers, defined in (27) at the optimum w∗,
satisfying κ ≤ κˆ ≤ κ¯; A ∈ RO(n)×d is a matrix that satisfies ATi Ai = Hi(w) and ATA =
∑n
i=1Hi(w);
sr(A) is the stable rank of A satisfying sr(A) ≤ d; nnz(A) denote the number of non-zero elements in
A. Note here, for the ease of comparison, we assume C = Rd, R(w) = 0, and CG is used for solving
sub-problems in SSN so that the complexities can be easily expressed.
By this way, the complexity per iteration of SSN can be explicitly given. In Table 2 we summarize these
results with comparison to other stochastic second-order approaches such as LiSSA [ABH16]. It can be
seen from Table 2 that compared to Newton’s methods, these stochastic second-order methods trade the
coefficient of the leading term O(nd) with some lower order terms that only depend on d and condition
numbers. Although SSN with non-uniform sampling has a quadratic dependence on d, its dependence on
the condition number is better than the other methods. There are two main reasons. First, the total power
of the condition number is lower, regardless of the versions of the condition number needed. Second, SSN
(leverage scores) and SSN (block norm squares) only depend on κ which can be significantly lower than the
other two definitions of condition number, i.e., κˆ and κ¯; see Section 4.6.2 for more details.
As we shall see (in Section 5), our algorithms converge much faster than other competing methods with
ridge logistic regression. In particular, on several real datasets with a moderately high condition number and
large n, our methods are at least twice as fast as Newton’s methods in finding a medium- or high-precision
solution, while other methods including first-order methods converge slowly. Indeed, this phenomenon is
well supported by our theoretical findings—the complexity of our algorithms has a lower dependence on the
problem condition number and is immune to any non-uniformity among {Ai(w)}ni=1 which may cause a
factor of n in the complexity (Table 2). In the following we present other prior work and details of our main
contributions.
4
1.1 Related work
Recently, within the context of randomized second-order methods, many algorithms have been proposed
that aim at reducing the computational costs involving pure Newton’s method. Among them, algorithms
that employ uniform sub-sampling constitute a popular line of work [Byr+11; EM15; Mar10; VP11]. In
particular [RKM16a; RKM16b] consider a more general class of problems and, under a variety of condi-
tions, thoroughly study the local and global convergence properties of sub-sampled Newton methods where
the gradient and/or the Hessian are uniformly sub-sampled. Our work here, however, is more closely re-
lated to a recent work [PW15] (Newton Sketch), which considers a similar class of problems and proposes
sketching the Hessian using random sub-Gaussian matrices or randomized orthonormal systems. Further-
more, [ABH16] proposes a stochastic algorithm (LiSSA) that, for solving the sub-problems, employs some
unbiased estimators of the inverse of the Hessian.
The main technique used by [PW15; RKM16a; RKM16b] and our work is sketching, which is a pow-
erful technique in randomized linear algebra and many other applications [Woo14; Mah11; YMM16]. As
mentioned above, Hessian approximation can be viewed as a matrix approximation problem. In terms
of this, error analysis of matrix approximation based on leverage scores sampling has been well studied
[DMM08; Dri+12; CMM15]. Holodnak and Ipsen [HI15] show the lower bounds of sampling size for both
block norm squares sampling and leverage scores sampling in approximating the Gram product matrix. Also
[Coh+15] implies that uniform sampling cannot guarantee spectral approximation when the sampling size
is only dependent on the lower dimension.
1.2 Main contributions
The contributions of this paper can be summarized as follows.
• For the class of problems considered here, unlike the uniform sampling used in [Byr+11; EM15;
RKM16a; RKM16b], we employ two non-uniform sampling schemes based on block norm squares
and a new, and more general, notion of leverage scores named block partial leverage scores (Defi-
nition 6). It can be shown that in the case of extreme non-uniformity among {Ai(w)}ni=1, uniform
sampling might require Ω(n) samples to capture the Hessian information appropriately. However, we
show that our non-uniform sampling schemes result in sample sizes completely independent of n and
are immune to such non-uniformity.
• Within the context of sub-sampled Newton-type algorithms, [Byr+11; RKM16b] incorporate inexact
updates where the sub-problems are solved only approximately and study global convergence prop-
erties of their algorithms. We extend the study of inexactness to the finer level of local convergence
analysis.
• We provide a general structural result (Lemma 7) showing that, as in [EM15; PW15; RKM16a], our
main algorithm exhibits a linear-quadratic solution error recursion. However, we show that by using
our non-uniform sampling strategies, the factors appearing in such error recursion enjoy a much better
dependence on problem specific quantities, e.g., such as the condition number (Table 1′). For example,
using block partial leverage score sampling, the factor for the linear term of the error recursion (14) is
of order O(√κ) as opposed to O(κ) for uniform sampling.
• We show that to achieve a locally problem independent linear convergence rate, i.e., ‖wt+1 −w∗‖ ≤
ρ‖wt−w∗‖ for some fixed constant ρ < 1, the per-iteration complexities of our algorithm with lever-
age scores sampling and block norm squares sampling are O˜(nnz(A) log n+d2κ3/2) and O˜(nnz(A)+
sr(A)dκ5/2), respectively, which have lower dependence on condition numbers compared to [ABH16;
PW15; RKM16b] (Table 2). In particular, in the presence of high non-uniformity among {Ai(w)}ni=1,
factors κ¯ and κˆ (see Definition (27)) which appear in SSN (uniform) [RKM16a], and LiSSA [ABH16],
can potentially be as large as Ω(nκ); see Section 4.6 for detailed discussions.
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• We numerically demonstrate the effectiveness and robustness of our algorithms in recovering the min-
imizer of ridge logistic regression on several real datasets with a moderately large condition number
(Figures 1, 2 and 3). In particular, our algorithms are at least twice as fast as Newton’s methods
in finding a medium- or high-precision solution, while other methods including first-order methods
converge slowly.
The remainder of the paper is organized as follows. We begin in Section 2 with notation and assumptions
that will be used throughout the paper. In Section 3, we describe our main algorithm and propose two
non-uniform sampling schemes. Section 4 provides theoretical analysis. Finally, we present our numerical
experiments in Section 5.
2 Background
2.1 Notation
Given a function F , the gradient, the exact Hessian and the approximate Hessian are denoted by g, H, and
H˜, respectively. Iteration counter is denoted by subscript, e.g., wt. Unless stated specifically, ‖ · ‖ denotes
the Euclidean norm for vectors and spectral norm for matrices. Frobenius norm of matrices is written as
‖ · ‖F . Given a matrix A, we let nnz(A) denote the number of non-zero elements in A. By a matrix A
having n blocks, we mean that A has a block structure and can be viewed as A =
(
AT1 · · ·ATn
)T
, for
appropriate size blocks Ai.
Definition 1 (Tangent Cone). Denote K be the tangent cone of constraints C at the optimum w∗, i.e.,
K = {∆|w∗ + t∆ ∈ C for some t > 0}.
Definition 2 (K-restricted Maximum and Minimum Eigenvalues). Given a symmetric matrix A and a cone
K, we define the K-restricted maximum and minimum eigenvalues as follows.
λKmin(A) = min
x∈K\{0}
xTAx
xTx
, λKmax(A) = max
x∈K\{0}
xTAx
xTx
.
Definition 3 (Stable Rank). Given a matrix A ∈ RN×d, the stable rank of A is defined as
sr(A) =
‖A‖2F
‖A‖22
.
Definition 4 (Leverage Scores). Given A ∈ Rn×d, then for i = 1, . . . , n, the i-th leverage scores of A is
defined as
τi(A) = a
T
i (A
TA)†ai.
2.2 Assumptions
Throughout the paper, we use the following assumptions regarding the properties of the problem.
Assumption 1 (Lipschitz Continuity). F (w) is convex and twice differentiable. The Hessian is L-Lipschitz
continuous, i.e.
‖∇2F (u)−∇2F (v)‖ ≤ L‖u− v‖, ∀u,v ∈ C.
Assumption 2 (Local Regularity). F (x) is locally strongly convex and smooth, i.e.,
µ = λKmin(∇2F (w∗)) > 0, ν = λKmax(∇2F (w∗)) <∞.
Here we define the local condition number of the problem as κ := ν/µ.
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Assumption 3 (Hessian Decomposition). For each fi(w) in (1), define∇2fi(w) := Hi(w) := ATi (w)Ai(w).
For simplicity, we assume k1 = · · · = kn = k and k is independent of d. Furthermore, we assume that
given w, computing Ai(w), Hi(w), and g(w) takes O(d), O(d2), and O(nnz(A)) time, respectively.
We call the matrix A(w) =
(
AT1 , . . . ,A
T
n
)T ∈ Rnk×d the augmented matrix of {Ai(w)}. Note that
H(w) = A(w)TA(w) +Q(w).
3 Main Algorithm: SSN with Non-uniform Sampling
Our proposed SSN method with non-uniform sampling is given in Algorithm 1. The core of our algorithm
is based on choosing a sampling scheme S that, at every iteration, constructs a non-uniform sampling dis-
tribution {pi}ni=1 over {Ai(wt)}ni=1 and then samples from {Ai(wt)}ni=1 to form the approximate Hessian,
H˜(wt). The sampling sizes s needed for different sampling distributions will be discussed in Sections 4.2
and 4.3. Since H(w) =
∑n
i=1A
T
i (w)Ai(w) + Q(w), the Hessian approximation essentially boils down
to a matrix approximation problem. Here, we generalize the two popular non-uniform sampling strategies,
i.e., leverage score sampling and block norm squares sampling, which are commonly used in the field of
randomized linear algebra, particularly for matrix approximation problems [HI15; Mah11]. With an ap-
proximate Hessian constructed via non-uniform sampling, we may choose an appropriate solver A to the
solve the sub-problem in Step 11 of Algorithm 1. Below we elaborate on the construction of the two non-
uniform sampling schemes. Indeed, the sampling distribution is defined based on the matrix representation
of {Hi(wt)}ni=1 — its augmented matrix defined as follows.
Definition 5 (Augmented Matrix). Define the augmented matrix of {Hi(wt)}ni=1 as
A(w) =
(
AT1 · · · ATn
)T ∈ Rkn×d.
For the ease of presentation, throughout the rest of this section and next section, we use A and Q to denote
A(w) and Q(w), respectively, as long as it is clear in the text.
Algorithm 1 Sub-sampled Newton method(SSN) with Non-uniform Sampling
1: Input: Initialization point w0, number of iteration T , sampling scheme S and solver A.
2: Output: wT
3: for t = 0, . . . , T − 1 do
4: Construct the non-uniform sampling distribution {pi}ni=1 as described in Section 3.
5: for i = 1, . . . , n do
6: qi = min{s · pi, 1}, where s is the sampling size.
7: A˜i(wt) =
{
Ai(wt)/
√
qi, with probability qi,
0, with probability 1− qi.
8: end for
9: H˜(wt) =
∑n
i=1 A˜
T
i (wt)A˜i(wt) +Q(wt).
10: Compute g(wt)
11: Use solver A to solve the sub-problem inexactly
wt+1 ≈ argmin
w∈C
{1
2
〈(w −wt), H˜(wt)(w −wt)〉+ 〈g(wt),w −wt〉}. (8)
12: end for
13: return wT .
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Block Norm Squares Sampling The first option is to construct a sampling distribution based on the
magnitude of Ai. That is, define
pi =
‖Ai‖2F
‖A‖2F
, i = 1, . . . , n. (9)
This is an extension to the row norm squares sampling in which the intuition is to capture the importance of
the blocks based on the “magnitudes” of the sub-Hessians.
Block Partial Leverage Scores Sampling The second option is to construct a sampling distribution based
on leverage scores. Compared to the traditional matrix approximation problem, this problem has two major
difficulties. First, here blocks are being sampled, not single rows. Second, the matrix being approximated
involves not only A but also Q.
To address the first difficulty, we follow the work by Carli Silva, Harvey, and Sato [CSHS11] in which
a sparse sum of semi-definite matrices is found by sampling based on the trace of each semi-definite matrix
after a proper transformation. By expressing ATA =
∑n
i=1 A
T
i Ai, one can show that their approach is
essentially sampling based on the sum of leverage scores that correspond to each block. For the second dif-
ficulty, inspired by the recently proposed ridge leverage scores [AM15; CMM15], we consider the leverage
scores of a matrix that concatenates A and Q
1
2 . Combining these motivates us to define a new notion of
leverage scores —- block partial leverage scores which is define as follows formally.
Definition 6 (Block Partial Leverage Scores). Given a matrix A ∈ Rkn×d with n blocks and a matrix
Q ∈ Rd×d satisfying Q  0, let {τi}kn+di=1 be the leverage scores of the matrix
(
A
Q
1
2
)
. Define the block
partial leverage score for the i-th block as
τQi (A) =
ki∑
j=k(i−1)+1
τj .
Then the sampling distribution is defined as
pi =
τQi (A)∑n
j=1 τ
Q
j (A)
, i = 1, . . . , n. (10)
Remark. When each block of A has only one row and Q = 0, the partial block leverage scores are
equivalent to the ordinary leverage scores defined in Definition 4.
4 Theoretical Results
In this section we provide detailed theoretical analysis to describe the complexity of our algorithm.3 Dif-
ferent choices of sampling scheme S and the sub-problem solver A lead to different complexities in SSN.
More precisely, total complexity is characterized by the following four factors: (i) total number of iterations
T determined by the convergence rate which is affected by the choice of S andA; (ii) the time, tgrad, it takes
to compute the full gradient g(wt) (Step 10 in Algorithm 1), (iii) the time tconst, to construct the sampling
distribution {pi}ni=1 and sample s terms at each iteration (Steps 4-8 in Algorithm 1), which is determined
by S; and (iv) the time tsolve needed to (implicitly) form H˜ and (inexactly) solve the sub-problem at each
3In this work, we only focus on local convergence guarantees for Algorithm 1. To ensure global convergence, one can incorpo-
rate an existing globally convergent method, e.g. [RKM16b], as initial phase and switch to Algorithm 1 once the iterate is “close
enough” to the optimum; see Lemma 7.
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iteration (Steps 9 and 11 in Algorithm 1) which is affected by the choices of both S (manifested in the
sampling size s) and A. With these, the total complexity can be expressed as
T · (tgrad + tconst + tsolve). (11)
Below we study these contributing factors. Lemma 7 in Section 4.1 gives a general structural lemma that
characterize the convergence rate which determines T . In Sections 4.2 and 4.3, Lemmas 8 and 10 discuss
tconst for the two sampling schemes respectively while Lemmas 9 and 11 give the required sampling size
s for the two sampling schemes respectively which directly affects the tsolve. Furthermore, tsolve is also
affected by the choice of solver which will be discussed in Section 4.4. Finally, the complexity results are
summarized in Section 4.5 and a comparison with other methods is provided in Section 4.6.
4.1 Sufficient conditions for local linear-quadratic convergence
Before diving into details of the complexity analysis, we state a structural lemma that characterizes the
local convergence rate of our main algorithm, i.e., Algorithm 1. As discussed earlier, there are two layers
of approximation in Algorithm 1, i.e., approximation of the Hessian by sub-sampling and inexactness of
solving (8). For the first layer, we require the approximate Hessian to satisfy one of the following two
conditions (in Sections 4.2 and 4.3 we shall see our construction of approximate Hessian via non-uniform
sampling can achieve these conditions with a sampling size independent of n).
‖H˜(wt)−H(wt)‖ ≤ ǫ · ‖H(wt)‖, (C1)
or
|xT (H˜(wt)−H(wt))y| ≤ ǫ ·
√
xTH(wt)x ·
√
yTH(wt)y, ∀x,y ∈ K. (C2)
Note that (C1) and (C2) are two commonly seen guarantees for matrix approximation problems. In partic-
ular, (C2) is stronger in the sense that the spectrum of the approximated matrix H(wt) is well preserved.
Below in Lemma 7, we shall see such a stronger condition ensures a better dependence on the condition
number in terms of the convergence rate. For the second layer of approximation, we require the solver to
produce an ǫ0-approximate solution wt+1 satisfying
‖wt+1 −w∗t+1‖ ≤ ǫ0 · ‖wt −w∗t+1‖, (12)
where w∗t+1 is the exact optimal solution to (8). Note that (12) implies an ǫ0-relative error approximation to
the exact update direction, i.e., ‖v − v∗‖ ≤ ǫ‖v∗‖ where v = wt+1 −wt, v∗ = w∗t+1 −wt.
Remark. When the problem is unconstrained, i.e., C = Rd, solving the subproblem (8) is equivalent to
solving
H˜tv = −∇F (wt).
Then requirement (12) is equivalent to finding an approximation solution v such that
‖v − v∗‖ ≤ ǫ‖v∗‖.
Lemma 7 (Structural Result). Let {wt}Ti=1 be the sequence generated based on update rule (8) with initial
point w0 satisfying ‖w0 − w∗‖ ≤ µ4L . Under Assumptions 1 and 2, if condition (C1) or (C2) is met, we
have the following results.
• If the subproblem is solved exactly, then the solution error satisfies the following recursion
‖wt+1 −w∗‖ ≤ Cq · ‖wt −w∗‖2 + Cl · ‖wt −w∗‖, (13)
where Cq and Cl are specified in (15) or (16) below.
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• If the subproblem is solved approximately and wt+1 satisfies (12), then the solution error satisfies the
following recursion
‖wt+1 −w∗‖ ≤ (1 + ǫ0)Cq · ‖wt −w∗‖2 + (ǫ0 + (1 + ǫ0)Cl) · ‖wt −w∗‖, (14)
where Cq and Cl are specified in (15) or (16) below.
Specifically, given any ǫ ∈ (0, 1/2),
• If the approximate Hessian H˜t satisfies (C1), then in (13) and (14)
Cq =
2L
(1− 2ǫκ)µ, Cl =
4ǫκ
1− 2ǫκ . (15)
• If the approximate Hessian H˜t satisfies (C2), then in (13) and (14)
Cq =
2L
(1− ǫ)µ, Cl =
3ǫ
1− ǫ
√
κ. (16)
We remark that Lemma 7 is applicable to F (wt) and H˜t of any form. In our case, specifically, since
∇2F (wt) = ATA + Q and H˜t = ATSTSA + Q where S is the resulting sampling matrix. (C1) is
equivalent
‖(ATSTSA+Q)− (ATA+Q)‖ ≤ ǫ‖ATA+Q‖, (17)
and due to Lemma 16 in Appendix A, (C2) is equivalent to
− ǫ(ATA+Q)  (ATSTSA+Q)− (ATA+Q)  ǫ(ATA+Q). (18)
From this it is not hard to see that (C2) is strictly stronger than (C1). Also, in this case the Hessian ap-
proximation problem boils down to a matrix approximation problem. That is, given A and Q, we want to
construct a sampling matrix S efficiently such that the matrix ATA + Q is well preserved. As we men-
tioned, leverage scores sampling and block norm squares sampling are two popular ways for this task. In
the next two subsections we will focus on the theoretical properties of these two schemes.
4.2 Results for block partial leverage scores sampling
4.2.1 Construction
Since the block partial leverage scores are defined as the standard leverage scores of some matrix, we can
make use of the fast approximation algorithm for standard leverage scores. Specifically, apply a variant of
the algorithm in [Dri+12] by using the sparse subspace embedding [clarkson13sparse] as the underlying
sketching method to further speed up the computation.
Theorem 8. Given w, under Assumption 3, with high probability, it takes tconst = O(nnz(A) log n) time
to construct a set of approximate leverage scores {τˆQi (A)}ni=1 that satisfy τQi (A) ≤ τˆQi (A) ≤ β · τQi (A)
where {τi}ni=1 are the block partial leverage scores of H(w) =
∑n
i=1Hi(w) + Q(w) where A is the
augmented matrix of {Hi(w)}ni=1, and β is a constant.
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4.2.2 Sampling size
The following theorem indicates that if we sample the blocks of A based on block partial leverage scores
with large enough sampling size, (18) holds with high probability.
Theorem 9. Given A with n blocks, Q  0 and ǫ ∈ (0, 1), let {τQi (A)}ni=1 be its block partial leverage
scores and {τˆQi (A)}ni=1 be their overestimates, i.e., τˆQi (A) ≥ τQi (A), i = 1, ..., n. Let pi = τˆ
Q
i (A)∑n
j=1 τˆ
Q
j (A)
.
Construct SA by sampling the i-th block of A with probability qi = min{s · pi, 1} and rescaling it by
1/
√
qi. Then if
s ≥ 4
(
n∑
i=1
τˆQi (A)
)
· log 4d
δ
· 1
ǫ2
, (19)
with probability at least 1− δ, (18) holds, thus (C2) holds.
Remark. When {τQi (A)}ni=1 are the exact scores, since
∑n
i=1 τ
Q
i (A) ≤
∑N+d
i=1 τi(A¯) = d where A¯ =(
A
Q
1
2
)
, the above theorem indicates that less than O(d log d/ǫ2) blocks are needed for (18) to hold.
4.3 Results for block norm squares sampling
4.3.1 Construction
To sample based on block norm squares, one has first compute the Frobenius norm of every block in the
augmented matrix A. This requires O(nnz(A)) time.
Theorem 10. Given w, under Assumption 3, it takes tconst = O(nnz(A)) time to construct a block norm
squares sampling distribution for H(w) = ∑ni=1Hi(w) + Q(w) where A is the augmented matrix of
{Hi(w)}ni=1.
4.3.2 Sampling size
The following theorem [HI15] show the approximation error bound for Gram matrix. Here we extend it to
our augmented matrix setting as follows,
Theorem 11 ([HI15]). Given A with n blocks, Q  0 and ǫ ∈ (0, 1), for i = 1, . . . , n, let ri = ‖Ai‖2F .
Let pi = ri∑n
j=1 rj
. Construct SA by sampling the i-th block of A with probability qi = min{s · pi, 1} and
rescaling it by 1/√qi. Then if
s ≥ 4sr(A) · log min{4sr(A), d}
δ
· 1
ǫ2
, (20)
with probability at least 1− δ, (17) holds, thus (C1).
4.4 Discussion on the choice of solver
Here we discuss the effect of the choice of the solver A in Algorithm 1. Specifically, after an approximate
Hessian H˜t is constructed in Algorithm 1, we look at how various solvers affect tsolve in (11). Since the
approximate Hessian H˜t is of the form ATSTSA +Q where SA ∈ Rs×d, the complexity for solving the
subproblem (8) essentially depends on s and d. Given SA and Q, for ease of notation, we use
tsolve = T (A, C, s, d)
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to denote the time it needs to solve the subproblem (8) using solver A.
For example, when the problem is unconstrained, i.e., C = Rd, the subproblem (8) reduces to a linear
regression problem with size s by d and direct solver costs O(sd2). Alternatively, one can use an iterative
solver such as Conjugate Gradient (CG) to obtain an approximate solution. In this case, the complexity for
solving the subproblem becomes O(sd√κ˜t(log 1ǫ0 +log κ˜t)) to produce an ǫ0 solution to (8) where κ˜t is the
condition number of the problem. It is not hard to see that CG is advantageous when the low dimension d is
large and the linear system is fairly well-conditioned.
There are also many solvers that are suitable. In Table 3, we give a few examples for the unconstrained
case (C = Rd) by summarizing the complexity and the resulting approximation quality ǫ0 in (12).
SOLVER A T (A,Rd, s, d) ǫ0 reference
direct O(sd2) 0 NA
CG O(sd√κ˜t log(1/ǫ))
√
κ˜tǫ [GVL12]
GD O(sdκ˜t log(1/ǫ)) ǫ [Nes13, Theorem 2.1.15]
ACDM O(ssr(SA)√κ˜t log(1/ǫ))
√
κ˜tǫ [LS13]
Table 3: Comparison of different solvers for the subproblem. Here κ˜t = λKmax(H˜t)/λKmin(H˜t).
4.5 Complexities
Again, recall that in (11) the complexity of the sub-sampled Newton methods can be expressed as T ·
(tconst + tgrad + tsolve). Combining the results from the previous few subsections, we have the following
lemma characterizing the total complexity.
Theorem 12. For Algorithm 1 with sampling scheme S and solver A, the total complexity is
T · (tconst + T (A, C, s, d)),
and the solution error is specified in Lemma 7. In the above, tconst is specified in Theorem 8 and Theorem 10
and s is specified in Theorem 9 and Theorem 11 depending on the choice of S; T (A, C, s, d) is discussed in
Section 4.4.
Indeed, Lemma 7 implies that the sub-sampled Newton method inherits a local constant linear conver-
gence rate. This can be shown by choosing specific values for ǫ and ǫ0 in Lemma 7. The results are presented
in the following corollary.
Corollary 13. Suppose C = Rd. In Algorithm 1, assume that CG is used to solve the subproblem (8). Then
under Assumption 3,
• if block partial leverage scores sampling is used, the complexity per iteration in the local phase is
O˜(nnz(A) log n+ d2κ3/2); (21)
• if block norm squares sampling is used, the complexity per iteration in the local phase is
O˜(nnz(A) + sr(A)dκ5/2), (22)
and the solution error satisfies
‖wt+1 −w∗‖ ≤ ρ · ‖wt −w∗‖, (23)
where ρ ∈ (0, 1) is a constant.4
4In this paper, O˜(·) hides logarithmic factors of d, κ and 1/δ.
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4.6 Comparisons
4.6.1 Comparison between different sampling schemes
As discussed above, the sampling scheme S plays a crucial role in sub-sampled Newton methods. Here, we
compare the two proposed non-uniform sampling schemes, namely, block partial leverage scores sampling
and block norm squares sampling, with uniform sampling. SSN with uniform sampling was discussed
in [RKM16a]. For completeness, we state the sampling size bound for uniform sampling. Note that, this
upper bound for s is tighter than the original analysis in [RKM16a].
Theorem 14. Given A with n blocks, Q  0 and ǫ ∈ (0, 1), construct SA by uniform sampling s blocks
from A and rescaling it by √n/s. Then if
s ≥ 4n · maxi ‖Ai‖
2
‖A‖2 · log
d
δ
· 1
ǫ2
, (24)
with probability at least 1− δ, (17) holds, thus (C1) holds.
This result allows us to compare the three sampling schemes in terms of the three main complexities,
i.e., tconst, tsolve and T (manifested in Cq and Cl), as shown in Table 1′ (identical to Table 1 in Section 1).
Note here, to evaluate the effect of the sampling scheme S only, we assume a direct solver is used for the
subproblem (8) since in this case tsolve is directly controlled by the sampling size s, independent of the
solver A. Also, for simplicity, we assume that C = Rd. The analysis is similar for general cases. In Table 1′,
Cq and Cl are defined based on two problem properties κ and κ˜:
κ˜ = L/µ, κ = ν/µ, (25)
where constants L, µ, ν are defined in Assumptions 1 and 2. Also, throughout this subsection, for random-
ized algorithms, we choose parameters such that the failure probability is a constant.
NAME tconst tsolve = sd2 Cq Cl
Newton’s method 0 O(nd2) κ˜ 0
SSN (leverage scores) O(nnz(A) log n) O˜((∑i τQi (A))d2/ǫ2) κ˜1−ǫ ǫ√κ1−ǫ
SSN (block norm squares) O(nnz(A)) O˜(sr(A)d2/ǫ2) κ˜1−ǫκ ǫκ1−ǫκ
SSN (uniform) O(1) O˜
(
nd2maxi ‖Ai‖
2
‖A‖2 /ǫ
2
)
κ˜
1−ǫκ
ǫκ
1−ǫκ
Table 1′: Comparison between standard Newton’s method and sub-sampled Newton methods (SSN) with
different sampling schemes. In the above, Cq and Cl are the constants achieved in (13); κ and κ˜ are defined
in (25); A ∈ RO(n)×d is the augmented matrix in the current iteration (Definition 5) that satisfies ATA =∑n
i=1Hi(wt); sr(A) is the stable rank of A satisfying sr(A) ≤ d; nnz(A) denote the number of non-zero
elements in A. Note here, to remove the effect of solver A, we assume the subproblem (4) is solved exactly.
Also, we assume the problem is unconstrained (C = Rd) so that tsolve = sd2.
As can be seen in Table 1′, the greatest advantage of uniform sampling scheme comes from its simplicity
of construction. On the other hand, as discussed in Sections 4.2.1 and 4.3.1, it takes nearly input sparsity
time to construct the leverage scores sampling distribution or the block norm squares sampling distribution.
When it comes to the sampling size s for achieving (17) or (18), as suggested in (24), the one for uniform
sampling can become Ω(n) when A is very non-uniform, i.e., maxi ‖Ai‖ ≅ ‖A‖. It can be shown that for
a given ǫ, block norm squares sampling requires the smallest sampling size which leads to the smallest value
of tsolve in Table 1′.
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It is worth pointing that, although either (17) or (18) is sufficient to yield a local linear-quadratic con-
vergence rate, as (18) is essentially a stronger condition, it has better constants, i.e., Cq and Cl. This fact is
reflected in Table 1′. The constants Cq and Cl for leverage scores sampling have a better dependence on the
local condition number κ than the other two schemes since leverage scores sampling yields a sampling ma-
trix that satisfies the spectral approximation guarantee (18). In fact, this difference can dramatically affect
the performance of the algorithm when dealing with ill-conditioned problems. This is verified by numerical
experiments; see Figure 1 in Section 5 for details.
Remark. Note that all the analysis including error recursion (Lemma 7) and the required sampling size s for
different sampling schemes are provided as upper bounds. There will be cases that the sampling size bound
indicates a large value for s, in fact a much smaller sampling size s suffices to yield good performance. For
example, when the leverage scores are equal or close to a uniform distribution, the actual required sampling
size for uniform sampling scheme is much less than (24).
4.6.2 Comparison between various methods
Next, we compare our main algorithm with other stochastic second-order methods including [RKM16a;
ABH16]. Since these essentially imply a constant linear convergence rate, i.e.,
‖wt+1 −w∗‖ ≤ ρ · ‖wt −w∗‖, 0 < ρ < 1, (26)
we compare the complexity per iteration needed in each algorithm when such a rate (26) is desired. Note
here, for the ease of comparison, we assume C = Rd, R(w) = 0, and CG is used for solving sub-problems
in SSN so that the complexities can be easily expressed. This is the same setting as in [ABH16].5 Analysis
for general cases is similar.
Note that the results in the related works are stated in terms of condition numbers that are defined
differently from the local condition number (Assumption 2) used in this paper. To be precise, besides the
standard definition, i.e., κ, for any w ∈ Rd, define
κ(w) =
λmax(
∑n
i=1Hi(w))
λmin(
∑n
i=1Hi(w))
, (27a)
κˆ(w) = n · maxi λmax(Hi(w))
λmin(
∑n
i=1 Hi(w))
, (27b)
κ¯(w) =
maxi λmax(Hi(w))
mini λmin(Hi(w))
. (27c)
An immediate relationship between the three condition numbers is κ(w) ≤ κˆ(w) ≤ κ¯(w). The
connections between these condition numbers depend on the properties of Hi(w). Roughly speaking,
when all Hi(w)’s are “close” to each other, then λKmax(
∑n
i=1 Hi(w)) ≈
∑n
i=1 λ
K
max(Hi(w)) ≈ n ·
maxi λ
K
max(Hi(w)), and thus κ ≈ κˆ. And similarly, κ ≈ κ¯. While in many cases, some Hi(w)’s can
be very different from the rest. For example, when solving linear regression, the Hessian H(w) = ATA,
where A is the data matrix with each row as a data point. When the rows are not very uniform, it can be the
case that κ is smaller than κˆ and κ¯ by a a factor of n.
5In [ABH16], the authors also considered the ridge penalty term but they absorb the penalty term into the summation which still
makes the objective in the form of an average/sum of functions.
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NAME COMPLEXITY PER ITERATION REFERENCE
Newton-CG method O˜(nnz(A)√κ) [NW06]
SSN (leverage scores) O˜(nnz(A) log n+ d2κ3/2) This paper
SSN (block norm squares) O˜(nnz(A) + sr(A)dκ5/2) This paper
Newton Sketch (SRHT) O˜(nd(log n)4 + d2(log n)4κ3/2) [PW15]
SSN (uniform) O˜(nnz(A) + dκˆκ3/2) [RKM16b]
LiSSA O˜(nnz(A) + dκˆκ¯2) [ABH16]
Table 2′: Complexity per iteration of different methods to obtain a problem independent local linear con-
vergence rate. The quantities κ, κˆ, and κ¯ are the local condition numbers, defined in (27) at the optimum
w∗, satisfying κ ≤ κˆ ≤ κ¯; A ∈ RO(n)×d is the augmented matrix in the current iteration (Definition 5) that
satisfies ATA =
∑n
i=1Hi(wt); sr(A) is the stable rank of A satisfying sr(A) ≤ d; nnz(A) denote the
number of non-zero elements in A. Note here, for the ease of comparison, we assume C = Rd, R(w) = 0,
and CG is used for solving sub-problems in SSN so that the complexities can be easily expressed.
Given the notation we defined, we summarize the complexities of different algorithms in Table 2′ (iden-
tical to Table 2 in Section 1) including Newton’s methods with CG solving the subproblem. One immediate
conclusion we can draw is that compared to Newton’s methods, these stochastic second-order methods trade
the coefficient of the leading term O(nd) with some lower order terms that only depend on d and condition
numbers (assuming nnz(A) ≈ nd). Therefore, one should expect these algorithm to perform well when
n≫ d and the problem is fairly well-conditioned.
Although SSN with non-uniform sampling has a quadratic dependence on d, its dependence on the
condition number is better than the other methods. There are two main reasons. First, the total power of the
condition number is lower, regardless the versions of the condition number needed. Second, SSN (leverage
scores) and SSN (block norm squares) only depend on κ which can be significantly lower than the other two
definitions of condition number according to the discussion above. Overall, SSN (leverage scores) is more
robust to the ill-conditioned problems.
5 Numerical Experiments
We consider an estimation problem in GLMs with Gaussian prior. Assume X ∈ Rn×d,Y ∈ Yn are the data
matrix and response vector. The problem of minimizing the negative log-likelihood with ridge penalty can
be written as min
w∈Rd
n∑
i=1
ψ(xTi w, yi) + λ‖w‖22,
where ψ : R × Y → R is a convex cumulant generating function and λ ≥ 0 is the ridge penalty parameter.
In this case, the Hessian is H(w) =
∑n
i=1 ψ
′′
(xTi w, yi)xix
T
i + λI := X
TD2(w)X + λI, where xi is
i-th column of XT and D(w) is a diagonal matrix with the diagonal [D(w)]ii =
√
ψ′′(xTi w, yi). The
augmented matrix of {Ai(w)} can be written as A(w) = DX ∈ Rn×d where Ai(w) = [D(w)]iixTi .
For our numerical simulations, we consider a very popular instance of GLMs, namely, logistic regres-
sion, where ψ(u, y) = log(1 + exp(−uy)) and Y = {±1}. Table 5 summarizes the datasets used in our
experiments.
15
DATASET CT slices6 Forest7 Adult8 Buzz9
n 53,500 581,012 32,561 59,535
d 385 55 123 78
κ 368 221 182 37
κˆ 47,078 322,370 69,359 384,580
Table 4: Datasets used in ridge logistic regression. In the above, κ and κ¯ are the local condition numbers of
ridge logistic regression problem with λ = 0.01 as defined in (27).
We compare the performance of the following five algorithms: (i) Newton: the standard Newton’s
method, (ii) Uniform: SSN with uniform sampling, (iii) PLevSS: SSN with partial leverage scores sam-
pling, (iv) RNormSS: SSN with block (row) norm squares sampling, and (v) LBFGS-k: standard L-BFGS
method [LN89] with history size k, (vi) GD: Gradient Descent, (vii) AGD: Accelerated Gradient De-
scent(AGD) [Nes13]. Note that, despite all of our effort, we could not compare with methods introduced
in [ABH16; EM15] as they seem to diverge in our experiments.
All algorithms are initialized with a zero vector.10 We also use CG to solve the sub-problem approxi-
mately to within 10−6 relative residue error. In order to compute the relative error ‖wt − w∗‖/‖w∗‖, an
estimate of w∗ is obtained by running the standard Newton’s method for sufficiently long time. Note here,
in SSN with partial leverage score sampling, we recompute the leverage scores every 10 iterations. Roughly
speaking, these “stale” leverage scores can be viewed as approximate leverage scores for the current itera-
tion with approximation quality that can be upper bounded by the change of the Hessian and such quantity
is often small in practice. So reusing the leverage scores allows us to further drive down the running time.
We first investigate the effect of the condition number, controlled by varying λ, on the performance of
different methods, and the results are depicted in Figure 1. It can be seen that in well-conditioned cases,
all sampling schemes work equally well. However, as the condition number gets larger, the performance of
uniform sampling deteriorates, while non-uniform sampling, in particular leverage score sampling, shows a
great degree of robustness to such ill-conditioning effect. The experiments shown in Figure 1 are consistent
with the theoretical results of Table 1′.
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Figure 1: Ridge logistic regression on Adult with different λ’s: (a) local condition number κ, (b) sample
size for different SSN methods giving the best overall running time, (c) running time for different methods
to achieve 10−8 relative error.
Next, we compare the performance of various methods as measured by relative-error of the solution vs.
running time. First, we provide a set of empirical comparison between first-order and second-order methods
6https://archive.ics.uci.edu/ml/datasets/Relative+location+of+CT+slices+on+axial+axis
7https://archive.ics.uci.edu/ml/datasets/Covertype
8https://archive.ics.uci.edu/ml/datasets/Adult
9https://archive.ics.uci.edu/ml/datasets/Buzz+in+social+media+
10Theoretically, the suitable initial point for all the algorithms is the one with which the standard Newton’s method converges
with a unit stepsize. Here, w0 = 0 happens to be one such good starting point.
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in Figure 2.11 This is on dataset CT Slice with two different λ’s. As can be seen clearly in Figure 2, SSN
with non-uniform sampling not only drives down the loss function F (w) to an arbitrary precision much more
quickly, but also recovers the minimizer w∗ to a high precision while first-order methods such as Gradient
Descent converge very slowly. More importantly, unlike SSN with uniform sampling and LBFGS, non-
uniform SSN exhibits a better robustness to condition number as it performance doesn’t deteriorate much
when the problem becomes more ill-conditioned (by setting the regularization λ smaller in Figures 2(c) and
Figure 2(d)). This robustness to condition number allows our approach to excel for a wider range of models.
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(c) λ = 10−4, error in w
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Figure 2: Iterate relative error vs. time(s) for a ridge logistic regression problem with two choices of reg-
ularization parameter λ on a real dataset CT Slice. Various second-order methods including standard
Newton, LBFGS, SSN with uniform sampling (Uniform), partial leverage scores sampling (PLevSS) and
row norm squares sampling (RNormSS), as well as gradient descent (GD) and its accelerated version (AGD)
as representatives of first-order methods are implemented. Here, when λ = 10−2, κ = 386, when λ = 10−4,
κ = 1.387 × 104.
A more comprehensive comparison among various second-order methods on the four datasets is pre-
sented in Figure 3. It can be seen that, in most cases, SSN with non-uniform sampling schemes, i.e., PLevSS
and RNormSS, outperform the other algorithms, especially Newton’s method. In particular, they can be as
twice faster as Newton’s method. This is because on datasets with large n, the computational gain of our
sub-sampled Newton methods in forming the (approximate) Hessian is significant while their convergence
rate is only slightly worse than Newton’s method (not shown here). Moreover, recall that in Section 4.6 we
11For each sub-sampled Newton method, the sampling size is determined by choosing the best value from
{10d, 20d, 30d, ..., 100d, 200d, 300d, ..., 1000d} in the sense that the objective value drops to 1/3 of initial function value first.
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discussed that the convergence rate of SSN with uniform sampling relies on κ¯. When the problem exhibits a
high non-uniformity among data points, i.e., κ¯ is much higher than κ as shown in Table 5, uniform sampling
scheme performs poorly, e.g., in Figure 3(b).
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Figure 3: Iterate relative solution error vs. time(s) for various second-order methods on four datasets with
ridge penalty parameter λ = 0.01. The values in brackets denote the sample size used for each method.
6 Conclusions
In this paper, we propose non-uniformly sub-sampled Newton methods with inexact update for a class of
constrained problems. We show that our algorithms have a better dependence on the condition number and
enjoy a lower per-iteration complexity, compared to other similar existing methods. Theoretical advantages
are numerically demonstrated.
Acknowledgments. We would like to acknowledge the Army Research Office and the Defense Ad-
vanced Research Projects Agency for providing partial support for this work.
References
[ABH16] Naman Agarwal, Brian Bullins, and Elad Hazan. “Second order stochastic optimization in
linear time”. In: arXiv preprint arXiv:1602.03943 (2016).
18
[AM15] Ahmed El Alaoui and Michael W. Mahoney. “Fast randomized kernel ridge gegression with
statistical guarantees”. In: Advances in Neural Information Processing Systems (NIPS). 2015.
[BE02] Olivier Bousquet and Andre´ Elisseeff. “Stability and generalization”. In: Journal of Machine
Learning Research 2.Mar (2002), pp. 499–526.
[Bub14] Se´bastien Bubeck. “Theory of convex optimization for machine learning”. In: arXiv preprint
arXiv:1405.4980 (2014).
[BV04] Stephen Boyd and Lieven Vandenberghe. Convex optimization. Cambridge university press,
2004.
[Byr+11] Richard H. Byrd et al. “On the use of stochastic Hessian information in optimization methods
for machine learning”. In: SIAM Journal on Optimization 21.3 (2011), pp. 977–995.
[CBCG04] Nicolo Cesa-Bianchi, Alex Conconi, and Claudio Gentile. “On the generalization ability of on-
line learning algorithms”. In: IEEE Transactions on Information Theory 50.9 (2004), pp. 2050–
2057.
[CMM15] Michael B. Cohen, Cameron Musco, and Christopher Musco. “Ridge leverage scores for low-
rank approximation”. In: arXiv preprint arXiv:1511.07263 (2015).
[Coh+15] Michael B. Cohen et al. “Uniform sampling for matrix approximation”. In: Conference on
Innovations in Theoretical Computer Science (ITCS). 2015.
[CSHS11] Marcel Kenji de Carli Silva, Nicholas J. A. Harvey, and Cristiane M. Sato. “Sparse sums of
positive semidefinite matrices”. In: CoRR abs/1107.0088 (2011).
[DES82] Ron S. Dembo, Stanley C. Eisenstat, and Trond Steihaug. “Inexact Newton methods”. In:
SIAM Journal on Numerical analysis 19.2 (1982), pp. 400–408.
[DMM08] Petros Drineas, Michael W. Mahoney, and S. Muthukrishnan. “Relative-error CUR matrix
decompositions”. In: SIAM Journal on Matrix Analysis and Applications 30.2 (2008), pp. 844–
881.
[Dri+12] Petros Drineas et al. “Fast approximation of matrix coherence and statistical leverage”. In: The
Journal of Machine Learning Research 13.1 (2012), pp. 3475–3506.
[EM15] Murat A. Erdogdu and Andrea Montanari. “Convergence rates of sub-sampled Newton meth-
ods”. In: Advances in Neural Information Processing Systems (NIPS). 2015.
[FHT01] Jerome Friedman, Trevor Hastie, and Robert Tibshirani. The Elements of Statistical Learning.
Vol. 1. Springer series in statistics Springer, Berlin, 2001.
[GVL12] Gene H. Golub and Charles F. Van Loan. Matrix Computations. Vol. 3. JHU Press, 2012.
[HI15] John T. Holodnak and Ilse C. F. Ipsen. “Randomized approximation of the Gram matrix: Exact
computation and probabilistic bounds”. In: SIAM Journal on Matrix Analysis and Applications
36.1 (2015), pp. 110–137.
[Kul12] Brian Kulis. “Metric learning: a survey”. In: Foundations and Trends in Machine Learning 5.4
(2012), pp. 287–364.
[LN89] Dong C. Liu and Jorge Nocedal. “On the limited memory BFGS method for large scale opti-
mization”. In: 45 (1989), pp. 503–528.
[LS13] Yin Tat Lee and Aaron Sidford. “Efficient accelerated coordinate descent methods and faster
algorithms for solving linear systems”. In: Symposium on Foundations of Computer Science
(FOCS). 2013.
19
[Mah11] Michael W. Mahoney. Randomized Algorithms for Matrices and Data. Foundations and Trends
in Machine Learning. Also available at arXiv:1104.5557v2. Boston: NOW Publishers, 2011.
[Mar10] James Martens. “Deep learning via Hessian-free optimization”. In: International Conference
on Machine Learning (ICML). 2010.
[Nes13] Yurii Nesterov. Introductory Lectures on Convex Optimization: A Basic Course. Vol. 87. Springer
Science & Business Media, 2013.
[NW06] Jorge Nocedal and Stephen Wright. Numerical optimization. Springer Science & Business
Media, 2006.
[PW15] Mert Pilanci and Martin J. Wainwright. “Newton Sketch: a linear-time optimization algorithm
with linear-quadratic convergence”. In: arXiv preprint arXiv:1505.02250 (2015).
[RKM16a] Farbod Roosta-Khorasani and Michael W. Mahoney. “Sub-sampled Newton methods I: glob-
ally convergent algorithms”. In: arXiv preprint arXiv:1601.04737 (2016).
[RKM16b] Farbod Roosta-Khorasani and Michael W Mahoney. “Sub-sampled Newton methods II: local
convergence rates”. In: arXiv preprint arXiv:1601.04738 (2016).
[Tib96] Robert Tibshirani. “Regression shrinkage and selection via the Lasso”. In: Journal of the Royal
Statistical Society. Series B (Methodological) (1996), pp. 267–288.
[Tro15] Joel A. Tropp. “An introduction to matrix concentration inequalities”. In: arXiv preprint arXiv:1501.01571
(2015).
[Vap13] Vladimir N. Vapnik. The nature of statistical learning theory. Springer Science & Business
Media, 2013.
[Vap89] Vladimir N. Vapnik. “Inductive principles of the search for empirical dependences (methods
based on weak convergence of probability measures)”. In: Workshop on Computational learn-
ing theory (COLT). 1989, pp. 3–21.
[VP11] Oriol Vinyals and Daniel Povey. “Krylov subspace descent for deep learning”. In: arXiv
preprint arXiv:1111.4259 (2011).
[Woo14] David P. Woodruff. “Sketching as a tool for numerical linear algebra”. In: arXiv preprint
arXiv:1411.4357 (2014).
[YMM16] Jiyan Yang, Xiangrui Meng, and Michael W. Mahoney. “Implementing randomized matrix
algorithms in parallel and distributed environments”. In: Proceedings of IEEE 104.1 (2016),
pp. 58–92.
20
A Results of Block Partial Leverage Scores
In this work, we propose to use a new notion of leverage scores, namely, block partial leverage scores, for
approximating matrix of the form ATA+Q. In this section, we give its theoretical guarantee, i.e., quality
of approximation, which will be used in the proofs later.
Theorem 15. Given A ∈ RN×d with n blocks, Q ∈ Rd×d satisfying Q  0 and ǫ ∈ (0, 1), let {τQi (A)}ni=1
be its block partial leverage scores. Let pi = min{1, s · τ˜i∑n
j=1 τ˜j
} with τ˜i ≥ τQi (A). Construct SA by
sampling the i-th block of A with probability pi and rescaling it by 1/√pi. Then if
s ≥ 2
(
n∑
i=1
τ˜i
)
·
(
‖UTDU‖ + ǫ
3
)
· log
(
4d
δ
)
· 1
ǫ2
, (28)
where D is a diagonal matrix with Dii = τQi (A)/τ˜i and U is a matrix satisfying UTU  I, with probability
at least 1− δ, we have
− ǫ(ATA+Q)  ATSTSA−ATA  ǫ(ATA+Q). (29)
Proof. Denote A¯ =
(
A
Q
1
2
)
. Let A¯ = U¯R where U¯ has orthonormal columns. Then define U = AR−1
and Ui = AiR−1 for i = 1, . . . , n. By definition, the true partial leverage scores τQi (A)’s are defined as
τi = tr(UiUTi ). For simplicity, we use τi to denote τ
Q
i (A).
In the following we bound ‖UTSTSU−UTU‖ ≤ ǫ with high probability. For i = 1, . . . , n, define
Xj =
{
( 1pi − 1)UTi Ui with probability pi;
−UTi Ui with probability 1− pi.
(30)
Also define Y =
∑n
i=1Xi. We have E [Xi] = 0. In the following we bound ‖Y‖ using matrix Bernstein
bound.
First, we bound ‖Xi‖ for i = 1, . . . , n. Let I = {i|pi < 1}. If i ∈ Ic, then Xi = 0 and ‖Xi‖ = 0.
Thus we only consider the case where i ∈ I . In this case pi = sτ˜i∑
j τ˜j
. Since pi < 1, we have
−UTi Ui/pi  Xi  UTi Ui/pi. (31)
Moreover,
‖Xi‖ ≤ ‖UTi Ui‖/pi = ‖Ui‖2/pi (32)
≤
(∑n
j=1 τ˜j
)
‖Ui‖2
sτ˜i
=
(∑n
j=1 τ˜j
)
‖Ui‖2
sτi
τi
τ˜i
(33)
≤
(∑n
j=1 τ˜j
)
s
τi
τ˜i
≤
(∑n
j=1 τ˜j
)
s
. (34)
The last inequality is coming from the fact that τ˜i ≥ τi = tr(UiUTi ) ≥ ‖Ui‖2.
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Next, we bound E
[
Y2
]
=
∑n
i=1E
[
X2i
]
. We have
n∑
i=1
E
[
X2i
]
=
∑
i∈I
E
[
X2i
]
=
n∑
i=1
(pi · ( 1
pi
− 1)2 + (1− pi))ATi AiATi Ai (35)
=
∑
i∈I
(
1
pi
− 1)UTi UiUTi Ui 
∑
i∈I
1
pi
UTi UiU
T
i Ui (36)

∑
i∈I
∑n
j=1 τ˜j
s
· τi
τ˜i
·UTi Ui (37)

∑n
j=1 τ˜j
s
·UTDU, (38)
where D is a diagonal matrix with Dii = τi/τ˜i. Above, (37) holds since by (34) we have UTi Ui/pi (∑n
j=1 τ˜j
)
· τiτ˜i 1s · I. Therefore,
‖E [Y2] ‖ ≤ ∑nj=1 τ˜j
s
· ‖UTDU‖. (39)
Since U consists of a subset of rows of U¯, one can show that UTU  U¯T U¯ = I.
Given these, by the matrix Bernstein bound[Tro15], we have when
s ≥ 2
 n∑
j=1
τ˜j
(‖UTDU‖+ ǫ
3
)
· log
(
4d
δ
)
· 1
ǫ2
, (40)
with probability at least 1− δ,
‖Y‖ ≤ ǫ (41)
holds. With this one can show that
− ǫI  UTSTSU−UTU  ǫI. (42)
Furthermore, we have
− ǫRTR  RUTSTSUR−RTUTUR  ǫRTR. (43)
Therefore,
− ǫA¯T A¯  ATSTSA−ATA  ǫA¯T A¯. (44)
This completes the proof.
Remark. In (28), since each element of D is no greater than 1 and UTU  I, we have
UTDU  UTU  I. (45)
So the sampling size
s = 4
(
n∑
i=1
τ˜i
)
· log
(
4d
δ
)
· 1
ǫ2
(46)
is sufficient to yield (29).
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B Proofs
B.1 Proof of Lemma 7
In the section, we will prove the results in Lemma 7. Specifically we have two parts of proof. Part 1 is
to prove the case when the subproblem is solved exactly and Part 2 is for the case when the subproblem
is solved approximately. And in Part 1, we also have two cases, one is recursion inequality under condi-
tion (C1) and the other is the recursion inequality under condition (C2).
Throughout the proof, we use  to denote the partial order defined on the cone {B ∈ Rd×d |wTBw ≥
0 ∀w ∈ K}. First, denote ∆t := wt −w∗, then based on Assumptions 1 and 2, we have
‖∇2F (wt)−∇2F (w∗)‖2 ≤ L‖∆t‖2, µI  H∗  νI. (47)
Therefore we can get
(µ − L‖∆t‖2)I  ∇2F (wt)  (ν + L‖∆t‖2)I. (48)
Since ‖∆t‖2 ≤ µ4L , then
3
4
µI  ∇2F (wt)  5
4
νI. (49)
Let
Ψt(w) :=
1
2
(w −wt)T H˜t(w −wt) + (w −wt)T∇F (wt). (50)
Part 1 In the part, we consider the subproblem is solved exactly every iteration in Algorithm 1. Specifi-
cally we show the following two results:
a) Under condition (C1), the error recursion (13) holds with factors in (15).
b) Under condition (C2), the error recursion (13) holds with factors in (16).
If the subproblem minw∈C Ψt(w) is solved exactly in Algorithm 1, namely
wt+1 = argmin
w∈C
Ψt(w), (51)
Then Ψt(wt+1) ≤ Ψt(w∗). By expanding both sides, we have
1
2
∆Tt+1H˜t∆t+1 ≤ ∆Tt H˜t∆t+1 −∇F (wt)T∆t+1 +∇F (w∗)T∆t+1. (52)
The third term on the right hand side ∇F (w∗)T∆t+1 ≥ 0 because of the optimality condition.
RHS = ∆Tt H˜t∆t+1 −∇F (wt)T∆t+1 +∇F (w∗)T∆t+1 (53)
= ∆Tt ∇2F (wt)∆t+1 − (∇F (wt)−∇F (w∗))T∆t+1︸ ︷︷ ︸
T1
+∆Tt (H˜t −∇2F (wt))∆t+1. (54)
T1 = ∆
T
t ∇2F (wt)∆t+1 −∆Tt
(∫ 1
0
∇2F (w∗ + δ(wt −w∗))dδ
)
∆t+1 (55)
≤ ∆Tt
(∫ 1
0
(∇2F (w∗ + δ(wt −w∗))−∇2F (wt)) dδ)∆t+1 (56)
≤ ‖∆t‖2 ·
∫ 1
0
Lδ‖∆t‖2dδ · ‖∆t+1‖ (57)
≤ L
2
· ‖∆t‖2 · ‖∆t+1‖. (58)
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Plug in T1 and rewrite (52), we get
1 ≤ L · ‖∆t‖
2 · ‖∆t+1‖
∆Tt+1H˜t∆t+1
+ 2
∆Tt (H˜t −∇2F (wt))∆t+1
∆Tt+1H˜t∆t+1
. (59)
a) Under condition (C1), we have
λKmin(H˜t) ≥ λKmin(∇2F (wt))− ǫ · λKmax(∇2F (wt)) (60)
= (1− ǫκ(∇2F (wt))) · λKmin(∇2F (wt)) (61)
≥ (1− 2ǫκ) · λKmin(∇2F (wt)). (62)
Then
∆Tt (H˜t −∇2F (wt))∆t+1 ≥ [λKmin(∇2F (wt))− ǫ · λKmax(∇2F (wt))] · ‖∆t+1‖2. (63)
Therefore
1 ≤ L · ‖∆t‖
2 · ‖∆t+1‖
[λKmin(∇2F (wt))− ǫ · λKmax(∇2F (wt))] · ‖∆t+1‖2
(64)
+2
ǫ · λKmax(∇2F (wt)) · ‖∆t‖ · ‖∆t+1‖
[λKmin(∇2F (wt))− ǫ · λKmax(∇2F (wt))] · ‖∆t+1‖2
(65)
Reorganize it and combine (49) we get
‖∆t+1‖ ≤ L
3µ/4− 5ǫν/4 · ‖∆t‖
2 +
5ǫν/2
3µ/4− 5ǫν/4 · ‖∆t‖ (66)
≤ 2L
(1− 2κǫ)µ · ‖∆t‖
2 +
4κǫ
1− 2κǫ · ‖∆t‖. (67)
This proves a).
b) Under condition (C2), we have
∆Tt+1H˜t∆t+1 ≥ ∆Tt+1∇2F (wt)∆t+1 − ǫ ·∆Tt+1∇2F (wt)∆t+1 = (1− ǫ) ·∆Tt+1∇2F (wt)∆t+1.
(68)
and
∆Tt (H˜t −∇2F (wt))∆t+1 ≤ ǫ ·
√
∆Tt ∇2F (wt)∆t ·
√
∆Tt+1∇2F (wt)∆t+1 (69)
Then plug in (59), we have
1 ≤ L · ‖∆t‖
2 · ‖∆t+1‖
(1− ǫ) ·∆Tt+1∇2F (wt)∆t+1
+ 2
ǫ ·
√
∆Tt ∇2F (wt)∆t ·
√
∆Tt+1∇2F (wt)∆t+1
(1− ǫ) ·∆Tt+1∇2F (wt)∆t+1
(70)
≤ L · ‖∆t‖
2 · ‖∆t+1‖
(1− ǫ) · λKmin(∇2F (wt)) · ‖∆t+1‖2
+
2ǫ ·
√
∆Tt ∇2F (wt)∆t
(1− ǫ) ·
√
∆Tt+1∇2F (wt)∆t+1
(71)
≤ L
(1− ǫ) · λKmin(∇2F (wt))
· ‖∆t‖
2
‖∆t+1‖ +
2ǫ
1− ǫ ·
√
λKmax(∇2F (wt)) · ‖∆t‖2
λKmin(∇2F (wt)) · ‖∆t+1‖2
(72)
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Reorganize it and combine (49) we get
‖∆t+1‖ ≤ L
(1− ǫ) · 3µ/4 · ‖∆t‖
2 +
2ǫ
1− ǫ ·
√
5ν/4
3µ/4
· ‖∆t‖ (73)
≤ 2L
(1− ǫ)µ · ‖∆t‖
2 +
3ǫ
1− ǫ ·
√
κ · ‖∆t‖, (74)
which proves b).
Part 2 Now we move on to prove the case when the subproblem is approximately solved. Specifically we
want to show under condition (12), the error recursion (14) holds where Cl, Cq are the same constants in the
case when the problem is solved exactly.
Consider at the iteration t in Algorthm 1. First, w∗t+1 = argminw∈C Ψt(w) (Note that here wt+1 is not
the minimizer any more). Then based on the proof in Part 1, we have
‖w∗t+1 −w∗‖ ≤ Cq · ‖wt −w∗‖2 + Cl · ‖wt −w∗‖. (75)
Therefore
‖wt+1 −w∗‖ ≤ ‖wt+1 −w∗t+1‖+ ‖w∗t+1 −w∗‖ (76)
≤ ǫ0 · ‖w∗t+1 −wt‖+ ‖w∗t+1 −w∗‖ (77)
≤ ǫ0 · ‖w∗t+1 −w∗‖+ ǫ0 · ‖wt −w∗‖+ ‖w∗t+1 −w∗‖ (78)
= (1 + ǫ0) · ‖w∗t+1 −w∗‖+ ǫ0 · ‖wt −w∗‖ (79)
≤ (1 + ǫ0)Cq · ‖wt −w∗‖2 + (ǫ0 + (1 + ǫ0)Cl) · ‖wt −w∗‖. (80)
And this completes the proof.
B.2 Proof of Theorem 8
Due to Assumption 3, it takes O(nnz(A)) time to construct the augmented matrix A ∈ Rnk×d. Here we
apply a variant of the algorithm in [Dri+12] by using the sparse subspace embedding [clarkson13sparse] as
the underlying sketching method. One can show that, with high probability, it takes O(nnz(A))d log(nk +
d)) = O(nnz(A) log n) time to compute a set of approximate leverage scores with constant approximation
factor. This completes the proof.
B.3 Proof of Theorem 9
Based on Lemma 16 (stated below), we convert condition (C2) to a standard matrix product approximation
guarantee. A direct corollary of Theorem 15 completes the proof.
Lemma 16. Given A ∈ RN×d with n blocks, Q ∈ Rd×d satisfying Q  0 and ǫ ∈ (0, 1), and a sketching
matrix S ∈ Rs×n, the following two conditions are equivalent:
(a)
− ǫ(ATA+Q)  ATSTSA−ATA  ǫ(ATA+Q). (81)
(b)
|xT (ATSTSA−ATA)y| ≤ ǫ ·
√
‖Ax‖22 + xTQx ·
√
‖Ay‖22 + yTQy, ∀x,y ∈ Rd. (82)
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Proof. First, it is straightforward to see (b) ⇒ (a) by setting x = y in (82). So now we prove the other
direction.
Denote A¯ =
(
A
Q
1
2
)
. Let A¯ = U¯R where U¯ has orthonormal columns. Then define U = AR−1 and
Ui = AiR
−1 for i = 1, . . . , n. Then (81) is equivalent to
− ǫA¯T A¯  ATSTSA−ATA  ǫA¯T A¯. (83)
Since R−1 is a full rank matrix, then
− ǫR−T A¯T A¯R−1  R−T (ATSTSA−ATA)R−1  ǫR−T A¯T A¯R−1. (84)
i.e.
− ǫI = −ǫU¯T U¯  UTSTSU−UTU  ǫU¯T U¯ = ǫI. [U¯ is orthonormal bases] (85)
Therefore
‖UTSTSU−UTU‖ ≤ ǫ. (86)
Now consider
|xT (ATSTSA−ATA)y| = |xTRT (UTSTSU−UTU)Ry| (87)
≤ ‖Rx‖2 · ‖UTSTSU−UTU‖2 · ‖Ry‖2 (88)
≤ ǫ · ‖U¯Rx‖2 · ‖U¯Ry‖2 [U¯ is orthonormal bases] (89)
= ǫ · ‖A¯x‖2 · ‖A¯y‖2 (90)
= ǫ ·
√
‖Ax‖22 + xTQx ·
√
‖Ay‖22 + yTQy. (91)
This completes the proof.
B.4 Proof of Corollary 13
According to Lemma 7, we have the follow error recursion
‖wt+1 −w∗‖ ≤ (1 + ǫ0)Cq · ‖wt −w∗‖2 + (ǫ0 + (1 + ǫ0)Cl) · ‖wt −w∗‖ (92)
≤
[
(1 + ǫ0)Cq
µ
4L
+ ǫ0 + (1 + ǫ0)Cl
]
· ‖wt −w∗‖. (93)
If leverage scores sampling is used, then
Cq =
2L
(1− ǫ)µ, Cl =
3ǫ
√
κ
1− ǫ . (94)
Therefore
‖wt+1 −w∗‖ ≤
[
(1 + ǫ0)Cq
µ
4L
+ ǫ0 + (1 + ǫ0)Cl
]
· ‖wt −w∗‖ (95)
=
[
1 + ǫ0
2(1 − ǫ) + ǫ0 + (1 + ǫ0)
3ǫ
√
κ
1− ǫ
]
· ‖wt −w∗‖ (96)
= ρ · ‖wt −w∗‖. (97)
Now choose ǫ ≤ min
{
1
10
√
κ
, 0.1
}
and ǫ0 ≤ 0.01, then we can get ρ < 0.9.
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Since we use CG, in order to achieve ǫ0 ≤ 0.01, we need O˜(sd
√
κ) due to Table 3 (Note that since we
are in the local region, κ˜t = Θ(κ)). Meanwhile, since ǫ ≤ min
{
1
10
√
κ
, 0.1
}
, then s = O˜(d/ǫ2) = O˜(dκ).
Therefore, the complexity per iteration is
tconst + tsolve = O˜(nnz(A)) + O˜(d2κ3/2) = O˜(nnz(A) + d2κ3/2). (98)
Similarly, if block norm squares sampling is used, then
Cq =
2L
(1− 2ǫκ)µ, Cl =
4ǫκ
1− 2ǫκ. (99)
Therefore
‖wt+1 −w∗‖ ≤
[
(1 + ǫ0)Cq
µ
4L
+ ǫ0 + (1 + ǫ0)Cl
]
· ‖wt −w∗‖ (100)
=
[
1 + ǫ0
2(1 − 2ǫκ) + ǫ0 + (1 + ǫ0)
4ǫκ
1− 2ǫκ
]
· ‖wt −w∗‖ (101)
= ρ · ‖wt −w∗‖. (102)
Now choose ǫ ≤ min{ 110κ , 0.1} and ǫ0 ≤ 0.01, then we can get ρ < 0.9. Similar to the case using leverage
scores sampling, we get the total complexity per iteration which is
tconst + tsolve = O˜(nnz(A)) + O˜(sr(A)dκ5/2) = O˜(nnz(A) + sr(A)dκ5/2). (103)
B.5 Proof of Theorem 14
For j = 1, . . . , s, define
Xj =
1
s
(nATi Ai −ATA) with probability 1/n,∀i. (104)
And Y =
∑s
j=1Xj(= A
TSTSA−ATA). Then E [Xj ] = 0. In the following we will bound ‖Y‖ through
matrix Bernstein inequality. For convenience, let’s denote Kt := maxi ‖Ai‖2.
First,
‖Xj‖ = 1
s
‖nATi Ai −ATA‖ ≤ 2nKt/s. (105)
E
[
X2j
]
=
1
ns2
n∑
i=1
(nATi Ai −ATA)2 (106)
=
1
ns2
n∑
i=1
[
n2(ATi Ai)
2 + (ATA)2 − 2nATi AiATA
] (107)
=
1
s2
(ATA)2 +
1
s2
n∑
i=1
n(ATi Ai)
2 − 2
s2
(ATA)2 (108)
 1
s2
n∑
i=1
n(ATi Ai)
2 (109)
 1
s2
nKtA
TA. (110)
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Therefore,
‖E [Y2] ‖ ≤ ‖1
s
nKtA
TA‖ = 1
s
nKt‖A‖2. (111)
By the matrix Bernstein bound [Tro15], we have when
s ≥ 4nKt(‖A‖2 + ǫ0
3
) · log(d
δ
) · 1
ǫ20
, (112)
with probability at least 1− δ,
‖Y ‖ ≤ ǫ. (113)
Now choose scale the ǫ0 = ‖A‖2ǫ, where ǫ ∈ (0, 1), then
s ≥ 4 nKt‖A‖2 · log(
d
δ
) · 1
ǫ2
= 4n
maxi ‖Ai‖2
‖A‖2 · log(
d
δ
) · 1
ǫ2
, (114)
with probability at least 1 − δ, ‖ATSTSA −ATA‖ ≤ ǫ · ‖ATA‖ holds. Since Q  0, then ‖ATA‖ ≤
‖ATA+Q‖. Therefore condition (C1) holds. And this completes the proof.
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