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Abstract
We derive hamiltionian generators of asymptotic symmetries for
general relativity with asymptotic AdS boundary conditions using the
“covariant phase space” method of Wald et al. We then compare our
results with other definitions that have been proposed in the literature.
We find that our definition agrees with that proposed by Ashtekar et
al, with the spinor definition, and with the background dependent
definition of Henneaux and Teitelboim. Our definition disagrees with
the one obtained from the “counterterm subtraction method,” but the
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difference is found to consist only of a “constant offset” that is deter-
mined entirely in terms of the boundary metric. We finally discuss
and justify our boundary conditions by a linear perturbation analysis,
and we comment on generalizations of our boundary conditions, as
well as inclusion of matter fields.
1 Introduction
While the cosmological constant observed in nature seems to be (small and)
positive, there is considerable theoretical interest in studying theories of grav-
ity with a negative cosmological constant. A negative cosmological constant
gives rise to classical spacetimes whose asymptotic structure can be viewed
as a timelike “boundary” at infinity, which in turn can be considered as
a lower dimensional spacetime in its own right. The AdS/CFT correspon-
dence [1, 2, 3, 4] asserts that conformal quantum field theories living on this
boundary provide a “holographic” description of the gravity theory in the
“bulk”.
An important aspect of the correspondence is the matching of symmetries
on both sides. In diffeomorphism invariant theories such as general relativity
in d dimensions, the hamiltonian generators of asymptotic spacetime sym-
metries can be expressed as surface integrals over a (d−2)-dimensional cross
section at infinity, while the asymptotic symmetry vector fields themselves
can be identified with conformal killing fields of the boundary. On the field
theory side, these generators correspond to generators of the conformal sym-
metry algebra of the CFT, which are also given by integrals over (d − 2)
dimensional surfaces within the boundary spacetime1.
Given the importance of symmetries for the correspondence, it is perhaps
surprising that our understanding of the hamiltonian generators of asymp-
totic symmetries in asymptotically AdS spacetimes does not seem to be
optimal—as may be appreciated e.g. from that fact that, over the years,
several definitions for “conserved charges” associated with asymptotic sym-
metries have been proposed: The definition by Ashtekar et al. [5, 6] based
on the electric Weyl tensor, the Hamiltonian definition by Henneaux and
Teitelboim [7], the “pseudotensor” approach of Abbott and Deser [8], the
1The same statement is also true for the generators of the “fermionic” symmetries that
occur in supergravity. We will restrict ourselves here to the bosonic generators.
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KBL approach [9, 10], the spinor definition [11, 12] based on an original idea
by Witten [13], and the “counterterm subtraction method” by Henningson
and Skenderis and by Balasubramanian and Kraus [14, 15, 16, 17, 18, 19,
20, 21, 22, 23]. These constructions are all rather different in philosophy
and appearance. Their relation has mostly been analyzed in the context of
special solutions to the field equations, but a comprehensive and systematic
comparison does not seem to exist in the literature. The aim of the present
paper is to fill in this gap.
However, before doing so, we will begin in sections 2 and 3 by provid-
ing yet another construction of conserved charges in asymptotically AdS-
spacetimes. For this purpose we use the general “covariant phase space
formalism” of Wald et al. [24, 25] (see also [26] for earlier related work).
Our construction combines, in some sense, many individual advantages of
the previous constructions, while avoiding some of their disadvantages. For
example, it has the advantage of being couched in a Hamiltonian framework
(as does the approach of Henneaux and Teitelboim), which ensures that the
charges have the proper physical interpretation as the generators of the sym-
metries. At the same time, the construction is manifestly “covariant” and
“background independent” because it uses the formalism of conformal infin-
ity introduced by Penrose [27] (as in Ashtekar’s definition). Our construction
will also facilitate the comparison with various previous definitions of con-
served charges.
This comparison is carried out in detail in section 4. It turns out that the
final form of our expression for the conserved charges is manifestly equiva-
lent to Ashtekar’s (although our derivation is different). In subsection 4.1, we
compare our definition with the counterterm subtraction method in d = 5.
We show that the methods are not equivalent, as had in fact been noticed
previously [15, 6]. However, we show that the difference is given only by a
constant offset, which is expressible entirely in terms of the non-dynamical
boundary data, and hence is the same for any asymptotically AdS space-
time. In subsection 4.2, we compare our method to that of Henneaux and
Teitelboim, and we find that both are equivalent. In subsection 4.3, we es-
tablish that our definition is equivalent to the spinor method in d dimensions,
thereby generalizing a result of Davis [28] in d = 4. However, comparison
with the Abbott-Deser approach [8] and its generalizations [29, 30, 31], as well
as with the KBL approach [9, 10], is postponed for future investigation. In
section 5, we discuss how to generalize our constructions when matter fields
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are present. Of particular interest are scalar fields saturating the so-called
“Breitenlohner-Friedman bound” [32], and abelian p-form fields. These are
therefore discussed in some detail in sections 5.1 and 5.2–5.4, respectively.
Finally, in section 6 we motivate our choice of “boundary conditions”
by showing that they arise naturally in a linear perturbation analysis around
exact AdS-space. In fact, that analysis shows that other boundary conditions
are also possible, and we discuss some of these, although we leave a more
detailed analysis, as well as the derivation of the corresponding conserved
charges to a future investigation.
Our notations and conventions are the following: The dimension of
the spacetime is denoted d, and we assume2 d ≥ 4. The signature of the
metric is (−+++ . . .), the convention for the Riemann tensor is ∇[a∇b]kc =
(1/2)Rabc
dkd and Rab = Racb
c for the Ricci tensor. Indices in parenthesis are
symmetrized and indices in brackets are antisymmetrized. Indices on tilde
tensor fields t˜abc... are raised and lowered with the unphysical metric g˜ab and
its inverse g˜ab, whereas indices on untilde fields are raised and lowered with
the physical metric gab = Ω
−2g˜ab, and its inverse g
ab. The AdS radius is
denoted ℓ. We set ℓ = 1 in most of our formulas if not explicitly stated
otherwise.
2 Hamiltonian approach to conserved charges
in AdS and boundary conditions
In this section, we review the general algorithm given byWald and Zoupas [24]
for defining “charges” associated with symmetries preserving a given set of
“boundary conditions” in the context of theories derived from a diffeomor-
phism covariant Lagrangian. This will be used to define conserved charges
in d-dimensional general relativity with a specific choice of asymptotic AdS
2Since the Weyl tensor vanishes for d = 3 the definition [5, 6] of Ashtekar et al becomes
trivial for this case. However, for d = 3 a covariant phase space construction of energy has
already been given in [33] and one has the Henneaux-Teitelboim type construction [34] by
Brown and Henneaux. While it would be interesting to compare these latter definitions
with the counter-term subtraction approach, the d = 3 case requires special treatment due
to the appearance of factors of d − 3 in many formulae below. We therefore restrict to
d ≥ 4 below, referring the reader to [17] for details of the expansion in d = 3 and saving
the comparison of charges for [35].
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boundary conditions, as the generator conjugate to an appropriately defined
asymptotic symmetry.
The algorithm [24] applies to arbitrary theories derived from a diffeomor-
phism covariant Lagrangian. We focus here on vacuum general relativity with
a negative cosmological constant in d dimensions, defined by the Lagrangian
density (viewed as a d-form)
L =
1
16πG
√−g (R− 2Λ) ddx, Λ < 0. (1)
In order to completely specify the theory, one must also prescribe a set of
asymptotic conditions for the metric. In this paper, we will consider the
following
Asymptotic Conditions:
1. One can attach a boundary, I ∼= R×Sd−2 toM such that M˜ = M∪I
is a manifold with boundary.
2. On M˜ , there is a smooth3 metric g˜ab and a smooth function Ω such
that gab = Ω
−2g˜ab, and such that Ω = 0 and
n˜a ≡ ∇˜aΩ 6= 0 (2)
at points of I . The metric h˜ab on I induced by g˜ab is in the conformal
class of the Einstein static universe,
h˜ab dx
adxb = eω[−dt2 + dσ2], (3)
where dσ2 is the line element of the unit sphere Sd−2, and where ω is
some smooth function. Thus, I is a timelike boundary.
Other boundary conditions, corresponding to different notions of asymptot-
ically AdS spacetimes are also possible (see Sec.6), but will not be discussed
3By “smooth”, we mean C∞. However, for our constructions to work, it would be
sufficient to require only that g˜ab is (d− 1)-times continuously differentiable. This weaker
requirement is, in fact, the appropriate one when various matter fields are included. It
would then be natural to also weaken the differentiability of Ω and the manifold structure
of M˜ , but we will not discuss this for simplicity.
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here. The prototype spacetime satisfying the above asymptotic conditions
is, of course, AdS space itself. It has the line element
ds20 = −(1 + r2/ℓ2) dt2 +
dr2
1 + r2/ℓ2
+ r2dσ2, (4)
in global coordinates, where
ℓ ≡
√
−(d− 1)(d− 2)/2Λ (5)
is the AdS radius. By a change of coordinates, this can be brought into the
form
ds20 =
ℓ2
Ω2
[
dΩ2 − dt2 + dσ2 − Ω
2
2
(dt2 + dσ2) +
Ω4
16
(−dt2 + dσ2)
]
, (6)
where Ω > 0 is an analytic function of r. Thus, for pure AdS, a conformal
completion can be obtained by taking M˜ to be the manifold obtained from
M by attaching the boundary I consisting of the points Ω = 0, and by
taking the unphysical metric to be ds˜20 = Ω
2ds20. This is explicitly
ds˜20 = ℓ
2
[
dΩ2 − dt2 + dσ2 − Ω
2
2
(dt2 + dσ2) +
Ω4
16
(−dt2 + dσ2)
]
, (7)
and obviously smooth. The induced metric on I is ℓ2[−dt2 + dσ2], i.e., the
metric of the Einstein static universe with radius ℓ. One can likewise verify
that the asymptotic conditions are also obeyed by the AdS-Schwarzschild
and AdS-Myers-Perry solutions.
If the above asymptotic conditions are combined with Einstein’s equation,
then one can obtain much more detailed results about the asymptotic form
of the metric at infinity. These consequences will be worked out in the next
section and are summarized in lemma 3.1.
The diffeomorphisms f of M˜ with the property that f ∗gab is asymptot-
ically AdS whenever gab is, form a group under composition. Of physical
significance is the group G obtained by factoring this group by Diff(M)0,
where Diff(M)0 is the subgroup of diffeos leaving I pointwise invariant.
The factor group G is called the “asymptotic symmetry group”. Since the
elements of G can be identified with conformal isometries of the Einstein
static universe, it follows that
G ∼= O(d− 1, 2). (8)
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The elements of the Lie-algebra of G correspond to equivalence classes of vec-
tor fields ξa generating a 1-parameter group asymptotic symmetries, modulo
vector fields that vanish on I . (By abuse of language, we will refer to these
again as “asymptotic symmetries.”) We are interested in defining the corre-
sponding generators Hξ on phase space4.
For this, consider the variation of the Lagrange density L, which can
always be written in the form
δL = F · δg + dθ, (9)
Here, F are the field equations; in our case
Fab =
1
16πG
ddx
√−g
(
Rab − 1
2
Rgab + Λgab
)
; (10)
and dθ is the exterior differential of the (d− 1)-form θ corresponding to the
“boundary term” that would arise if the variation of L were performed under
an integral sign. It is given in our case by
θa1...ad−1 =
1
16πG
vcǫca1...ad−1 , (11)
where ǫ = ddx
√−g is the volume form (identified with a d-form), and va is
given by
va = ∇bδgba −∇aδgbb. (12)
The antisymmetrized second variation5 ω of θ defines the (dualized) sym-
plectic current,
ω(g; δ1g, δ2g) = δ1θ(g; δ2g)− δ2θ(g; δ1g), (13)
so that ω depends on the unperturbed metric and is skew in the pair of
perturbations (δ1g, δ2g). It is given in our case by
ωa1...ad−1 =
1
16πG
wcǫca1...ad−1 , (14)
4Note that, since the Lie-algebra elements of G are in correspondence with equivalence
classes vector fields on M˜ modulo vector fields that vanish on I , it follows that the
expression for Hξ must be such that it is independent on which particular vector field
representative in the equivalence class is chosen. Thus, it must vanish for any vector field
that is zero on I . This means, roughly speaking, that Hξ cannot depend on derivatives
of ξ normal to I .
5Here, and in similar other formulas involving second variations, we assume without
loss of generality that the variations commute, i.e., that δ1(δ2g)− δ2(δ1g) = 0.
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where wc is the symplectic current vector
wa = P abcdef(δ1gbc∇dδ2gef − δ2gbc∇dδ1gef) (15)
with
P abcdef = gaegfbgcd− 1
2
gadgbegfc− 1
2
gabgcdgef− 1
2
gbcgaegfd+
1
2
gbcgadgef . (16)
The integral of the symplectic current over an achronal (d − 1)-dimensional
submanifold Σ of M˜ defines the symplectic structure, σΣ, of general relativity
σΣ(g; δ1g, δ2g) =
∫
Σ
ω(g; δ1g, δ2g). (17)
It follows from a general argument that when both δ1g and δ2g satisfy the
linearized equations of motion, then dω = 0, or, what is the same thing,
that the symplectic current (15) is conserved, ∇awa = 0. This fact can
be used to find how σΣ depends upon the choice of Σ. Namely, let Σ1
and Σ2 be two achronal surfaces ending on I . They enclose a spacetime
volume which is bounded by Σ1,Σ2, and a portion I12 of infinity. By Stokes
theorem, the difference between σ1 and σ2 is given by the integral
∫
I12
ω.
However, below equation (67) we will show that, when viewed as a form
on the unphysical spacetime, the pull-back of ω to I vanishes for linearized
solutions δ1g and δ2g satisfying our asymptotic conditions. Consequently, the
symplectic structure σΣ does not depend on the choice of Σ. Furthermore,
since ω vanishes at I and Σ is compact in the the unphysical spacetime, this
will show that the symplectic structure (17) is well-defined. An equivalent—
and somewhat more familar—way to write the symplectic form is
σΣ(g; δ1g, δ2g) =
1
16πG
∫
Σ
[δ1π
ijδ2qij − (1↔ 2)] (18)
where qij is the intrinsic metric on Σ, and π
ij = dd−1x
√−q(κij − κqij) the
momentum, written in terms of the extrinsic curvature κij of Σ.
One would now like to define the generator associated with a vector field
ξa representing an asymptotic symmetry by
δHξ = σΣ(g; δg,£ξg) ∀δg , (19)
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where Σ is a partial Cauchy surface whose boundary, C, is a cut of I . Note
that, since the right side is the symplectic form, this equation says thatHξ—if
it exists—is indeed the generator (in the sense of Hamiltonian mechanics) of
the infinitesimal displacement (“Hamiltonian vector field”) δg = £ξg , which
in turn describes the action of an infinitesimal symmetry in the phase space
of the theory.
Note that since £ξ£η−£η£ξ = £[ξ,η] (with [ξ, η]a = ξb∇bηa−ηb∇bξa the
commutator of two vector fields), it follows automatically that the Hamilto-
nian vector fields associated with two infinitesimal symmetries ξa, ηa satisfy
the same algebra as ordinary vector fields onM under the commutator. Con-
sequently, if the symplectic form σΣ is used to define a Poisson bracket, then
the charges Hξ—if they exist—must satify the same algebra up to a central
extension, i.e.,
{Hξ,Hη} = H[ξ,η] + c(ξ, η). (20)
Note also that at this stage Hξ, Hη, and c(ξ, η) might perhaps depend on
the choice of partial Cauchy surface Σ.
Before analyzing the existence ofHξ within the specific setup under inves-
tigation in this paper—namely Einstein gravity with a negative cosmological
constant and the boundary conditions spelled out above—it is instructive,
following [24], to first study the general structure of eq. (19). Let us assume
that the the right side of eq. (19) is actually finite, as will be the case, e.g., if
the symplectic current form ω(g, δ1g, δ2g) has a well-defined (i.e., finite) ex-
tension to I , and as will turn out to be the case in our setup. Equation (19)
can then be written in the form [24]
δHξ =
∫
Σ
δCaξa +
∫
C
[δQξ − ξ · θ(g, δg)], (21)
Here, Ca = Ca[b1...bd−1] are the constraints of the theory6 (identified with (d−1)-
forms), and Qξ is the Noether charge, which is given in our case by
Qa1...ad−2 = −
1
16πG
(∇bξc)ǫbca1...ad−2 . (22)
Consistency requires (δ1δ2 − δ2δ1)Hξ = 0, so we must have
0 = ξ · [δ2θ(g, δ1g)− δ1θ(g, δ2g)] = ξ · ω(g; δ1g, δ2g) (23)
6In the case of pure gravity that we are considering here, these are given by Ca[b1...bd−1] =
ǫb1...bd−1c(Ra
c − 12Rδac + Λδac).
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on I , or else Hξ cannot exist. If this equation holds—which is by no means
guaranteed in general and depends crucially on the Lagrangian and on the
nature of the boundary conditions—then it follows7 that there is a (d − 2)-
form Iξ such that
δQξ − ξ · θ(δg) = δIξ (24)
up to an exact form. We conclude that a solution to eq. (21) is given by
Hξ =
∫
Σ
ξaCa +
∫
C
Iξ. (25)
When the equations of motion are satisfied, then the constraints Ca vanish
identically, so the first term vanishes and Hξ reduces to a surface integral.
As we will see, the consistency condition (23) holds (in fact, the sym-
plectic form ω vanishes identically on I ) under our asymptotic conditions
(in combination with Einstein’s equations), and so a conserved generator Hξ
exists. An explicit expression for this generator will be derived in the next
section. Note that eq. (21) only fixes Hξ up to terms that have vanishing
variation, i.e., terms that are defined entirely in terms of the background
structure, which in our case is the geometry of the boundary.
It is natural to fix this non-uniqueness by requiring that Hξ(g0) = 0 for
all asymptotic symmetries in exact AdS. Now, note that given an exactly
AdS metric g0 we may take any asymptotic symmetry η to be represented
by a Killing field of g0. As a result, the change δηHξ may be evaluated by
taking δg = £ηg0 = 0 in (19). Thus we find
{Hη,Hξ}(g0) = δηHξ(g0) = 0. (26)
As a result, taking Hξ(g0) = 0 sets c(ξ, η) = 0 in (20) and ensures that our
generators satisfy the symmetry algebra.
Furthermore, under the assumption that the symplectic structure σΣ is
independent of Σ, taking Hξ(g0) = 0 guarantees that Hξ is independent of
the cut C. This result is manifest when Hξ is evaluated on g0. For a general
asymptotically AdS-metric, we may use the fact that (19) is independent of
Σ to establish that the failure (if any) of Hξ to be independent of the cut C
is given by an expression that has vanishing variation. Assuming that any
7In order to prove this statement from the consistency condition (23), one needs to
assume that the space of asymptotic AdS-geometries is simply connected [24].
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asymptotic AdS-geometry can be connected to g0 by a path, it follows that
this expression in fact has to vanish. We will establish this explicitly for the
theory of interest at the end of section 3 below.
It is worth contrasting the case of Λ < 0 with asymptotically AdS bound-
ary conditions with the case Λ = 0 and asymptotically flat boundary con-
ditions. In the latter case, it is found [36, 24] that eq. (23) is not satis-
fied and consequently, no “absolutely conserved” generator exists in that
case. This is directly related to the fact that, in the asymptotically flat
case, gravitational radiation can leak out to infinity. In [36] it is shown
how to construct a canonical “non-conserved” generator Hξ[C] (equal to the
Bondi energy-momentum and angular momentum) satisfying the “balance
law” Hξ[C1]−Hξ[C2] =
∫
I12
Fξ, where Fξ is a suitably defined flux-density
8
through the portion I12 of scri bounded by C1 and C2.
3 AdS charges
We now implement the strategy laid out in the previous section. The up-
shot of our analysis will be that a conserved generator Hξ exists for every
asymptotic symmetry ξa under our boundary conditions. It is given by
Hξ = −ℓ
8πG
∫
C
E˜abu˜
aξb dS˜. (27)
where dS˜ is the integration element on C obtained from the unphysical met-
ric, where u˜a is the unit timelike normal to C within I (normalized with
respect to the unphysical metric), and where E˜ab is the normalized (leading
order) electric part of the unphysical Weyl tensor,
E˜ab =
1
d− 3Ω
3−dC˜acbdn˜
cn˜d . (28)
The vector field n˜a is defined as above by n˜a = ∇˜aΩ, and we remind the
reader of our convention that tensor indices on “tilde” quantities are raised
and lowered with the unphysical metric, while indices of “untilde” quantities
are raised and lowered with the physical metric. It will be shown below that,
8When ξa is a time-translation, that flux is given by the square of a suitably defined
“news tensor”.
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despite the inverse powers of Ω, the quantity E˜ab is finite at I when the
metric satisfies our boundary conditions and Einstein’s equation.
Expression (27) agrees with the expression proposed previously by Ashtekar
and Magnon [5] (in d = 4) and by Ashtekar and Das [6] (for higher dimen-
sions). We emphasize, however, that our strategy leading to this expression
is logically rather different from that of Ashtekar et al. First, we derive this
expression within a Hamiltonian framework, whereas that expression was es-
sentially guessed by Ashtekar et al., based on dimensional considerations, on
the fact that it reproduces the known expressions for energy-momentum and
angular momentum in the exactly known AdS-black hole spacetimes, and
on the fact that Hξ turns out to be independent of the cross section C (see
below). Secondly, while Ashtekar et al. essentially assume the finiteness of
E˜ab as part of their boundary conditions, we in fact derive the finiteness of
E˜ab.
As explained in the previous section, the fact that Hξ is derived from
a consistent Hamiltonian framework together with the statement that Hξ
vanishes when evaluated on exact AdS space automatically implies that it is
conserved, i.e., does not depend on the cross section C. Actually, as pointed
out by Ashtekar et al., this can also be seen explicitly. To see this, one notes
that, by definition, E˜ab is trace-free and symmetric. It will be shown below
that furthermore
D˜aE˜ab = 0 on I , (29)
where D˜a is the intrinsic unphysical derivative operator on I , i.e., the deriva-
tive operator of eω(−dt2+dσ2). Now the difference between the hamiltonian
charge for different cuts C1, C2 of I can be written as
Hξ[C1]−Hξ[C2] = − −ℓ
8πG
∫
I12
D˜a(E˜abξ
b) ds˜, (30)
using Stoke’s theorem, where ds˜ is now the (d − 1)-dimensional integration
element on I associated with the unphysical metric. But it follows from the
properties of E˜ab that, on I ,
D˜b(E˜abξ
a) = E˜abD˜(aξ˜b) =
1
d− 1E˜a
aD˜bξ
b = 0, (31)
where we have used that an asymptotic symmetry restricts to a conformal
Killing field on I . Hence, the integrand of Hξ is divergence free, and we
conclude that the integral does not depend on the choice of the cut C.
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Let us now derive the expression for Hξ, and the properties of E˜ab. As
explained in the previous section,Hξ is uniquely defined by eq. (21) specifying
its variation δHξ, and by the property that Hξ = 0 in exact AdS space.
The second property is obviously satisfied, because exact AdS space has a
vanishing Weyl tensor, and hence a vanishing E˜ab. In order to verify that our
expression for Hξ has the correct variation postulated by eq. (21), we must
analyze the consequences of Einstein’s equations. The reader not interested
in the details of this analysis can jump directly to lemma 3.1, where we
summarize the results.
To analyze Einstein’s equations, it is convenient to introduce the tensor
field
S˜ab =
2
d− 2R˜ab −
1
(d− 1)(d− 2)R˜g˜ab, (32)
i.e., S˜ab is essentially the Ricci tensor of the unphysical metric g˜ab. In terms
of this field, Einstein’s equation is
0 = S˜ab + 2Ω
−1∇˜an˜b − Ω−2g˜ab(n˜cn˜c − ℓ−2) . (33)
From now on, we set
ℓ = 1 . (34)
Multiplying eq. (33) by Ω2 and evaluating the result at I , we see that
n˜cn˜c ↾ I = 1, (35)
i.e., n˜a is spacelike, unit, and normal to I , consistent with our assumption
that I is a timelike boundary. Now it is always possible to choose the
conformal factor Ω so that the unphysical metric takes the “Gaussian normal
form”
g˜ab = ∇˜aΩ∇˜bΩ + h˜ab, (36)
where h˜ab ≡ h˜ab(Ω) is such that h˜ab(Ω = 0) is equal to the metric of the
Einstein static universe on I , and such that
h˜ab∇˜bΩ = 0, g˜ab∇˜aΩ∇˜bΩ = 1 (37)
in a full neighborhood of I , (as usual, indices on tilda tensor fields are
raised and lowered with g˜ab). In other words, h˜ab is the induced metric on
the surfaces IΩ, the timelike surfaces of constant Ω. For example, for the
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metric of exact AdS space, the choice of the conformal factor given by eq. (7)
satisfies eqs. (37), and the form of h˜ab can be read off from expression (7) as
h˜ab dx
adxb = −
(
1 +
1
4
Ω2
)2
dt2 +
(
1− 1
4
Ω2
)2
dσ2 in exact AdS. (38)
For a general asymptotically AdS metric, a conformal factor satisfying eq. (37)
may be found by first choosing an arbitrary Ω, and then modifying this choice
if necessary as Ω → eωΩ, where ω is to be determined. One way to do this
is by making a (formal) power series ansatz ω =
∑
ωiΩ
i, where £n˜ωi = 0.
One chooses ω0 so that the induced unphysical metric on I is the Einstein
static universe, and ω1 so that ∇˜an˜b = 0 on I . Einstein’s equations (33)
then immediately show that with these choices, we have n˜cn˜c = 1 + O(Ω
2).
It can be seen from this that the remaining ω2, ω3, . . . may then be chosen
recursively so that n˜cn˜
c = 1 for the new choice of conformal factor, to all
orders in Ω. Consequently, we can achieve that eq. (37) holds to all orders in
Ω, and that the induced metric on I is the Einstein static universe. For the
arguments given below, it will not matter whether eq. (37) holds exactly, or
only to all orders in Ω. For simplicity, we will assume that it holds exactly.
For a conformal factor satisfying (37), Einstein’s equation (33) simplifies
to
S˜ab = −2Ω−1∇˜an˜b. (39)
We now use the standard technique of splitting this equation into its com-
ponents parallel and normal to IΩ (the surfaces of constant Ω) in a manner
similar to the split performed in the ADM-formalism. If this is done, then
the following set of “constraint” and “evolution” equations is obtained. The
constraint equations are
−R˜ − K˜abK˜ab + K˜2 + 2(d− 2)Ω−1K˜ = 0 , (40)
D˜aK˜ab − D˜bK˜ = 0 , (41)
where D˜a is the derivative operator associated with h˜ab, K˜ab = −h˜ach˜bd∇˜cn˜d
is the extrinsic curvature of the surfaces IΩ (with respect to the unphysical
metric), and where R˜ab is the intrinsic Ricci tensor. The evolution equations
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are9
d
dΩ
K˜a
b = −R˜ab + K˜K˜ab + Ω−1(d− 2)K˜ab + Ω−1K˜δab, (42)
d
dΩ
h˜ab = −2h˜bcK˜ac. (43)
By assumption, I is a smooth boundary, implying that the fields h˜ab, K˜ab
must be smooth in a neighborhood of I . Consequently, multiplying the first
evolution equation by Ω and evaluating on I , we immediately conclude that
K˜ab ↾ I = 0 =
d
dΩ
h˜ab ↾ I . (44)
To investigate more systematically the consequences implied by eqs. (42, 43),
we express them in terms of the traceless part p˜a
b of K˜a
b and use the familiar
technique (see e.g. [37, 20, 38]) of performing the Taylor expansions:
h˜ab =
∞∑
j=0
Ωj(h˜ab)j , p˜a
b =
∞∑
j=0
Ωj(p˜a
b)j , (45)
where each tensor (h˜ab)j, (p˜a
b)j is independent of Ω in the sense that the Lie-
derivative along n˜a vanishes. This yields the following recursion relations:
(d− 2− j)(p˜ab)j = (R˜ab)j−1 − 1
d− 1(R˜)j−1δa
b
−
j−1∑
m=0
(K˜)m(p˜a
b)j−1−m , (46)
(2d− 3− j)(K˜)j = (R˜)j−1 −
j−1∑
m=0
(K˜)m(K˜)j−1−m , (47)
as well as
j(h˜ab)j = −2
j−1∑
m=0
[
(h˜bc)m(p˜a
c)j−1−m +
1
d− 1(h˜ab)m(K˜)j−1−m
]
, (48)
9The symbols “d/dΩ” should be understood geometrically as the Lie derivative along
n˜a.
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where we remind the reader that these equations hold for the choice (37) of
the conformal factor. The “initial conditions” are, from eq. (44)
(p˜a
b)0 = (K˜)0 = 0 , (49)
and that (h˜ab)0 = −(dt)a(dt)b + σab be the metric of the Einstein static
universe. The key point about these equations is that (h˜ab)j and (K˜a
b)l are
uniquely determined in terms of the initial conditions for j < d − 1 and l <
d−2. Therefore, they must be equal to the corresponding quantities for exact
AdS space, i.e., they are entirely “kinematical”. Thus, any quantity that
depends only on (h˜ab)j and (K˜a
b)l for j and l in this range, must automatically
be equal to the corresponding quantity in pure AdS space. In particular, since
the Weyl tensor vanishes identically in pure AdS space, it follows that
(C˜abcd)j = 0 for j < d− 3 (50)
in any asymptotically AdS spacetime satisfying the Einstein equations. Fur-
thermore, since h˜ab for exact AdS space is given by equation (38) it follows
that
h˜ab dx
adxb = −
(
1 +
1
4
Ω2
)2
dt2 +
(
1− 1
4
Ω2
)2
dσ2 +O(Ωd−1) . (51)
We will use these results later.
Let us now look at the recursion relation (46) for j = d− 2. The left side
of this equation is given by 0 · (p˜ab)d−2, so it does not yield any restriction on
this coefficient10. The only restriction on this term comes from the constraint
equation, which fixes the divergence of (p˜a
b)d−2 with respect to the derivative
operator associated with the boundary metric. It can be seen that, once a
traceless, symmetric tensor (p˜a
b)d−2 with the prescribed divergence is given,
all tensors (p˜a
b)j , (h˜ab)j are uniquely determined for j ≥ d− 1 via the evolu-
tion and constraint equations. Thus, this tensor carries the full information
about the metric gab which is not already supplied by the boundary condi-
tions, i.e., the “non-kinematical” information. The tensor (p˜a
b)d−2 is directly
10Note that the the right side of this equation also vanishes, since it vanishes in pure
AdS, and since all the coefficients appearing on the right side at this order are identical to
the ones in pure AdS. This is a non-trivial consistency check for our asymptotic conditions
on the metric.
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related to the leading order electric part of the unphysical Weyl tensor, as
we will now show.
From the definition of the tensor field S˜ab, we have
R˜abcd = C˜abcd + g˜a[cS˜d]b − g˜b[cS˜d]a . (52)
Einstein’s equation tells us that S˜ab = 2Ω
−1K˜ab for a conformal factor satisfy-
ing (37). We substitute this relation into eq. (52), then contract the resulting
identity into n˜bn˜d and project the remaining free indices with h˜a
b, yielding
h˜eah˜
f
cR˜ebfdn˜
bn˜d = h˜eah˜
f
cC˜ebfdn˜
bn˜d + Ω−1K˜ac . (53)
Now, from the definition of the Riemann tensor and the extrinsic curvature
tensor, we have
h˜eah˜
f
cR˜ebfdn˜
bn˜d = h˜eah˜
f
cn˜
b(∇˜e∇˜b − ∇˜b∇˜e)n˜f
= £n˜K˜ac + K˜abK˜
b
c . (54)
Substituting this into eq. (53) yields the equation
C˜abcdn˜
bn˜d = h˜eah˜f cC˜ebfdn˜
bn˜d = −K˜abK˜bc + £n˜K˜ac − Ω−1K˜ac . (55)
We can expand this equation in powers of Ω, and remember that the Lie
derivative with respect to n˜a is identical to ∂Ω for conformal factors satisfying
(37). We thereby obtain equations for the expansion coefficients. At order
d− 3, we find the relation
1
d− 3(C˜acbdn˜
cn˜d)d−3 = (K˜ab)d−2 +
1
d− 3
d−3∑
m=0
(K˜ac)m(K˜b
c)d−3−m . (56)
Since, h˜ab is given by eq. (38) for our choice of conformal factor in AdS space,
we know that (h˜ab)d−1 vanishes in that case (assuming d ≥ 6). Consequently,
(K˜ab)d−2 also vanishes in that case. Therefore, since the Weyl tensor vanishes
in pure AdS, the sum on the right side of eq. (56) has to vanish in pure
AdS. However, the coefficients appearing in the sum are the same in any
asymptotically AdS spacetime when the conformal frame is chosen such that
boundary metric (h0)ab given by the Einstein static universe. Thus, the sum
must in fact vanish in all such cases. Consequently, we obtain the relation
1
d− 3(C˜acbdn˜
cn˜d)d−3 = (K˜ab)d−2 when d ≥ 6 (57)
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for any asymptotically AdS spacetime in the appropriate conformal frame.
The remaining cases d = 4, 5 can be treated as follows: In d = 4, the
sum on the right side of eq. (56) reduces to 2(K˜ac)1(K˜
c
b)0, which vanishes by
eq. (44). In d = 5, the sum reduces to 1
2
(K˜ac)1(K˜
c
b)1, which can be expressed
in terms of boundary data by the evolution equation. A direct calculation
using eqs. (46, 47, 48) gives 1
2
(K˜ac)1(K˜
c
b)1 =
1
8
(h˜ab)0, therefore
1
2
(C˜acbdn˜
cn˜d)2 − 1
8
(hab)0 = (K˜ab)3 for d = 5. (58)
Equations (58, 57) give the desired relation between the electric part of the
Weyl tensor at order Ωd−3, and (K˜ab)d−2 (and therefore also to (p˜a
b)d−2) for
our choice of conformal factor.
Let us now look at recursion relation (48) for j = d − 1. This can be
written as
(h˜ab)d−1 = − 2
d− 1 (K˜ab)d−2 = −
2
d − 1(E˜ab)0 for d = 4, d ≥ 6, (59)
where we have used eq. (57) and the definition of E˜ab, while
(h˜ab)4 = −1
2
(E˜ab)0 +
1
16
(h˜ab)0, for d = 5. (60)
Using eq. (51), we find that the unphysical line element can be written in
the form
ds˜2 = dΩ2 −
(
1 +
1
4
Ω2
)2
dt2 +
(
1− 1
4
Ω2
)2
dσ2
− 2
d− 1 Ω
d−1E˜ij dx
idxj +O(Ωd) for d ≥ 5, (61)
while
ds˜2 = dΩ2 −
(
1 +
1
2
Ω2
)
dt2 +
(
1− 1
2
Ω2
)
dσ2
−2
3
Ω3E˜ij dx
idxj +O(Ω4) for d = 4 . (62)
In these expressions, xi are coordinates on I , say t and d−2 angles parametriz-
ing Sd−2, and Ω has been chosen so that eq. (37) holds. This is the second
key result of our analysis.
18
Let us finally derive that the leading order electric part of the Weyl tensor
is divergence free. This can be seen in different ways, for example by combin-
ing eqs. (57, 58) with the constraint equation. Another way is to notice that,
by combining Einstein’s equation and the contracted Bianchi-identities, we
have
0 = ∇˜a(Ω3−dC˜abcd), (63)
for any choice of the conformal factor. We now contract this equation into
n˜bn˜c we use that C˜abcd = O(Ω
d−3), and that
∇˜an˜b = 1
d
(∇˜cn˜c)g˜ab on I , (64)
which follows from Einstein’s equation. From this, one immediately arrives
at the relation D˜aE˜ab = 0 at I (for any choice of the conformal factor).
Let us summarize what we have proved so far in a lemma.
Lemma 3.1: Let (M, gab) be an asymptotically AdS-spacetime satisfying
Einstein’s equation, with conformal completion (M˜, g˜ab,Ω). Then the un-
physical (= physical) Weyl tensor C˜abcd is of order O(Ω
d−3), and the lead-
ing order electric part of the Weyl tensor, E˜ab, given by eq. (28), satisfies
D˜aE˜ab = 0 on I , for any choice of the conformal factor. If the conformal
factor is chosen as in eq. (37), then the unphysical metric can be expanded
as eqs. (62, 61) near I .
We are now ready to prove the formula for Hξ. Consider a metric gab
satisfying our asymptotic AdS condition. We have seen that we may choose
a conformal factor Ω such that the unphysical metric ds˜2 takes the form
eqs. (61,62), and so that the physical metric consequently takes the form
ds2 = Ω−2ds˜2. We may view eqs. (61,62) as a “gauge condition” on the
metric, i.e., as picking a particular representative in the equivalence class of
metrics that are diffeomorphic to gab. In this view, Ω is then a fixed function
on M˜ which is part of the background structure specifying the asymptotic
conditions. The (on-shell) metric variations respecting this gauge choice
(with Ω now regarded as fixed) therefore take the form
δgab = γab +£ηgab (65)
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where the first piece γab is a metric variation of the form
γab = − 2
d− 1 Ω
d−1δE˜ab +O(Ω
d) , (66)
(for a fixed choice of Ω), and where the second piece is an infinitesimal
diffeomorphism generated by an arbitrary vector field ηa respecting the gauge
choice, i.e., a diffeo satisfying £ηds
2
0 = O(Ω
d), where ds20 is the line element
of exact AdS-space (6). Thus,
£ηgab = − 2
d− 1 Ω
d−1£ηE˜ab +O(Ω
d). (67)
Inserting these expressions into the definition of the symplectic form
ω(g, δ1g, δ2g), we see that ω ↾ I = 0. Hence, the consistency condition (23)
is satisfied, and we conclude by the general arguments given in the previous
section that Hξ must exist.
Let us now determine the actual form of Hξ. For this, the variations (67,
66) may be analyzed separately. Let us calculate δQξ and ξ ·θ for the variation
δgab = γab. We can bring Qξ in the form
(Qξ)a1...ad−2 =
1
8πG
Ω1−dǫ˜a1...ad−2bcn˜
bξc +
−1
16πG
Ω2−dǫ˜a1...ad−2bcg˜
be∇˜eξc . (68)
We now take a variation of this expression and use the relations δξa = 0,
δǫ˜ab...c = − 1
d− 1Ω
d−1δE˜d
d ǫ˜ab...c +O(Ω
d) = O(Ωd) , (69)
δn˜a = −g˜acδg˜cbn˜b = + 2
d− 1Ω
d−1δE˜abn˜b +O(Ω
d) = O(Ωd) ,(70)
δ(g˜be∇˜eξc) = −2Ωd−2n˜[bδE˜c]dξd − Ωd−2δE˜(bc)ndξd +O(Ωd−1) . (71)
This gives
(δQξ)a1...ad−2 =
1
8πG
ǫ˜a1...ad−2bcn˜
bδE˜cdξ
d +O(Ω) . (72)
Using the relation
(d)ǫ˜ = n˜ ∧ (d−1)ǫ˜ = n˜ ∧ u˜ ∧ (d−2)ǫ˜ (73)
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between the d-dimensional volume form, the induced (d − 1)-dimensional
volume form on the boundary I and the (d − 2)-dimensional volume form
on C, we can rewrite this as
(δQξ)a1...ad−2 =
1
8πG
δ
[
(d−2)ǫ˜a1...ad−2 E˜
c
du˜cξ
d
]
, on I . (74)
A similar calculation with the fact gabδgbc = O(Ω
d−1), δgcc = O(Ω
d) gives
θ(g, δg = γ) ↾ I = 0. Thus, eq. (27) gives
δHξ =
∫
C
δQξ =
−1
8πG
δ
∫
C
E˜abu˜
bξa dS˜. (75)
which is the defining relation for Hξ (if ℓ is restored).
Since we have established that the integral on the right-hand side is con-
served, it is unchanged by any diffeomorphism which acts on both the metric
gab and the asymptotic symmetry ξ
a. As a result, the variation of this in-
tegral under δgab = £ηgab (while holding ξ
a fixed) is given by replacing ξa
with [η, ξ]a. On the other hand, it can be verified directly from eq. (67) and
the definition of the symplectic structure (17) that H[ξ,η] = σΣ(g;£ξg ,£ηg).
Thus equation (27) does indeed satisfy the variational condition (19) for such
variations. As a result, we have shown thatHξ given by eq. (27) is the correct
expression for the Hamiltonian generator.
4 Comparison to other definitions of conserved
quantities
As explained in the previous subsection, our definition of the conserved quan-
tities Hξ associated with asymptotic symmetries ξa agrees with the one pro-
posed by Ashtekar et al. However, there also exist other definitions of con-
served charges associated with asymptotically AdS spacetimes in the litera-
ture. In the following subsections, we investigate the relation between some
of those charges and our definition above.
4.1 The counterterm subtraction method
In the counterterm subtraction method [14, 15, 16, 17, 18, 19, 20, 21, 22, 23],
“charges” Qξ associated with asymptotic symmetries ξa are constructed from
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an “effective energy momentum tensor”, τab, which is obtained by varying
an auxiliary “effective boundary Lagrangian” (not to be confused with the
Einstein Lagrangian given in eq. (1)). They are defined by
Qξ = lim
C→I
∫
C
τabξ
auˆb dS, (76)
where C is a sequence of cross sections that is taken to I within a Cauchy
surface Σ, and where uˆa is the unit normal to that surface. The charges
Qξ are quite different, both in appeareance (see below) and conceptually,
from the Hamiltonian charges Hξ, so it is natural to investigate the relation
between the two. A first step in this direction was taken by Ashtekar and
Das [6], who derived an explicit expression for the difference between Hξ and
Qξ in terms of the extrinsic curvature of I in the ambient manifold M˜ . An
explicit evaluation of this expression for pure AdS space shows that Hξ and
Qξ differ, as also remarked in [15, 6]. However, the analysis of [6] left open
the question whether the difference between Qξ and Hξ would in general be
depend on the particular asymptotic AdS spacetime under consideration, or
whether that difference would only consist of a constant offset. In addition,
one may ask what algebra the charges Qξ generate under Poisson bracket.
We will now address these issues.
The actual form of the effective boundary Lagrangian, and of τab, depends
on the number of spacetime dimensions, and becomes increasingly compli-
cated for increasing d. To keep our discussion as simple as possible, and
because of the relevance of that case to the AdS/CFT-correspondence, we
restrict attention to the case d = 5 (as is also done in [6]). However, our
arguments could, in principle, be extended to higher dimensions and one
would expect a similar result. A simple independent argument addressing
the algebra generated by the Qξ in all dimensions will appear in [35].
Let (M, gab) be an asymptotically AdS spacetime in the sense of our
definition, satisfying the Einstein equations. Let (M˜, g˜ab,Ω) be its conformal
completion. We denote by IΩ the surfaces of constant Ω, so that, when Ω
is small, the IΩ are timelike surfaces. Let ηˆ
a be the inward directed unit
normal to IΩ, let hab the intrinsic metric on IΩ defined by
hab ≡ −ηˆaηˆb + gab, (77)
let Kab = −hachbd∇cηˆd be the extrinsic curvature, and let Rab the Ricci
tensor of hab on IΩ.
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The total action for 5-dimensions is given by the Einstein-Hilbert (1) plus
the boundary lagrangian
1
8πG
√−hKd4x− 1
8πG
√−h (3 + 1
4
R) d4x , (78)
where the first term corresponds to the familiar “Gibbons-Hawking” bound-
ary term that may be added to the action of general relativity, while the
second and third term are quantities that are constructed entirely out of the
intrinsic geometry of IΩ. The variation of the total action with respect to
the metric hab provides the effective stress energy tensor
τab =
1
8πG
[
1
2
(
Rab − 1
2
Rhab
)
− 3hab −Kab +Khab
]
. (79)
Let us introduce
f˜ = Ω−2(1− η˜a∇˜aΩ), (80)
where η˜a is the inward unit normal to IΩ with respect to the metric g˜ab,
and let us express the Gauss-Codacci equation Cacbdηˆ
cηˆd = −Rab +KKab −
KacK
c
b − (d − 2)hab in terms of the corresponding unphysical quantities by
using Einstein’s equations. Then, using those expressions, one finds
τab − −1
16πG
Cacbdηˆ
cηˆd =
1
16πG
[
K˜K˜ab − K˜acK˜cb + 1
2
(K˜cdK˜
cd − K˜2)h˜ab
− 2Ωf˜(K˜ab − K˜h˜ab)− 3Ω2f˜ 2h˜ab
]
(81)
≡ Ω2∆˜ab, (82)
where we remind the reader that tilda quantities refer to the unphysical
spacetime, i.e., h˜ab = Ω
2hab and K˜ab = −h˜cah˜db∇˜cη˜d. From eqs. (44, 35) we
know that K˜ab ↾ I = 0 = f˜ ↾ I , implying that ∆˜ab is finite at I . The
difference between the counterterm charge and the Hamiltonian charge can
immediately be found by integrating eq. (81) over C. It is given by
Qξ −Hξ =
∫
C
∆˜abu˜
bξa dS˜, (83)
where u˜a is the unit normal (normalized with respect to g˜ab) to C within I .
This is the expression obtained by Ashtekar and Das [6].
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To understand better the structure of the integrand ∆˜ab, one needs to
further use Einstein’s equations. For this, we note that the unphysical metric
can be written as
g˜ab = (1− Ω2f˜)−2∇˜aΩ∇˜bΩ+ h˜ab, (84)
where n˜a = ∇˜aΩ, and h˜abn˜b = 0. Using expansion techniques similar to those
in the previous section, one can infer from Einstein’s equations that
Ω−1K˜ab =
1
2
(
R˜ab − 1
6
R˜h˜ab
)
+ f˜ h˜ab on I . (85)
Substituting this back into eq. (81), one gets
∆˜ab =
1
64πG
(
2
3
R˜R˜ab − 1
4
R˜2h˜ab − R˜acR˜cb + 1
2
R˜mnR˜mnh˜ab
)
(86)
on I , where we note that the terms involving f˜ have cancelled. and where
G˜ab denotes the Einstein tensor on I . Therefore we find
Zξ ≡ Qξ −Hξ =
1
64πG
∫
C
(
2
3
R˜R˜ab − 1
4
R˜2h˜ab − R˜acR˜cb + 1
2
R˜mnR˜mnh˜ab
)
ξau˜b dS˜ ,(87)
where we note that, so far, we have nowhere assumed that h˜ab is the met-
ric of the Einstein static universe11. Thus, the charge determined by the
counterterm subtraction method disagrees with Hξ. However, the difference
between the two is just given by a constant offset, which is determined in
terms of the boundary metric h˜ab and its curvature tensor, and which is hence
independent of the actual asymptotically AdS solution. It can therefore be
evaluated in any asymptotically AdS solution with a given boundary metric
h˜ab, in particular in pure AdS space.
For this reason, the difference Zξ has vanishing Poisson bracket with any
observable and, in particular, with the generators Hξ. Since the generators
11Note that the trace of the integrand of the right side corresponds to the trace of τab
and is given by τa
a = 18piG (
1
8R˜abR˜ab − 124R˜2). This corresponds to the “trace-anomaly”
found in [15, 14] in the context of the AdS-CFT correspondence.
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Hξ satisfy the algebra eq. (20) under Poisson brackets, the charges Qξ satisfy
the algebra
{Qξ,Qη} = Q[ξ,η] −Z[ξ,η], (88)
i.e., a trivial central extension of the O(d − 1, 2) algebra. In addition, we
may note that the counter-term energy is consistent with the covariant phase
space methods of [24], which controls only variations of the Hamiltonian on
the space of solutions.
Let us now use the fact that, on I , we may take h˜ab to be the metric
of the Einstein static universe, h˜ab = −tatb + σab (with ta = (∂/∂t)a). This
metric has the Ricci tensor
R˜ab = 2σab. (89)
Inserting this into eq. (87), we get
Qξ −Hξ = 1
16πG
∫
C
(
3
4
tatb +
1
4
σab
)
ξau˜b dS˜. (90)
Choosing the symmetry to be a time translation, ξa = ta, gives
Qt −Ht = 3A3
64πG
(91)
where A3 is the area of the unit 3-sphere. In particular, while Ht vanishes
in exact AdS space, the charge Qt does not vanish and is given by the right
side of the above equation. In the context of the AdS/CFT correspondence,
the above value of Qt in pure AdS space is interpreted as the Casimir en-
ergy of the CFT. However, our result implies the stronger statement that,
in the above conformal frame, Ht − Qt is given by expression (90) in any
asymptotically AdS spacetime.
We finally note that Qξ is conserved for any asymptotic symmetry ξa, in
any asymptotic AdS spacetime, in the sense that it does not depend on the
cross section C chosen to calculate Qξ. This follows from the fact that Hξ
has this property, and the fact that the integrand 3
4
tatb +
1
4
σab on the right
side of eq. (87) is covariantly conserved on I , and has a vanishing trace12.
12Note that there is a claim to the opposite on p.13 in [6]; we suspect a calculation error
in this reference.
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4.2 The Henneaux-Teitelboim definition
Henneaux and Teitelboim [7] consider asymptotically AdS boundary condi-
tions on the metric specified by demanding that there exists a coordinate
system xµ = (t, r, θi) near infinity (with θi coordinates on Sd−2) such that
the line element ds2 under consideration can be written as
ds2 = ds20 +
∑
µ,ν
γµν dx
µdxµ (92)
where ds20 is the line element of exact AdS space given by eq. (4), and where
it is demanded that
γtt = O(r
−d+3), (93)
γrr = O(r
−d−1), (94)
γtr = O(r
−d), (95)
γrθi = O(r
−d), (96)
γtθi = O(r
−d+3), (97)
γθiθj = O(r
−d+3). (98)
If ξa is a Killing vector field of exact AdS-space, then the integrals in
Qξ =
∫
Σ
Caξa
+ lim
C→I
1
16πG
∫
C
Ga
bdc [ξeuˆeDbγcd − γcdDb(ξeuˆe)] ηˆa dS
+ lim
C→I
1
4πG
∫
C
(κab − κqab)ξaηˆb dS (99)
converge as C tends to a cross section at I within a spatial slice Σ. Here, Ca
are the constraints (viewed as (d− 1) forms), uˆa is the unit normal to Σ, ηˆa
is the unit normal13 to C within Σ, qab = gab+ uˆauˆb is the induced metric on
Σ, Da is the associated spatial derivative operator, and κab = −qacqbd∇cuˆd
is the extrinsic curvature. Moreover,
Gabcd =
1
2
(qacqbd + qadqbc − 2qabqcd). (100)
13In other words, uˆ[aηˆb] is the binormal to C.
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has been defined. Henneaux and Teitelboim take Qξ as the definition of the
conserved quantity associated with ξa for a spacetime satisfying the asymp-
totic conditions eqs. (93—98). These conditions are, in turn, motivated by
the fact (i) that they hold in the familiar examples of black hole spacetimes
in the presence of a cosmological constant, (ii) that they are preserved when
acting with a diffeomorphism ψ that is an exact symmetry of the pure AdS
background, and (iii) that they imply finiteness of the charges Qξ, and these
can be shown to form a representation of the asymptotic symmetry algebra
under Poisson brackets.
The asymptotic conditions eqs. (93—98) (including the precise notion of
an asymptotic symmetry), and the expression Qξ for the charges are different
in appearance from our asymptotic conditions and the charges Hξ, but we
will now show that they are, in fact equivalent. Starting with the boundary
conditions, assume that (M, gab) satisfies the asymptotic conditions proposed
by Henneaux and Teitelboim. Then, defining e.g. Ω = 1/r, we see that
the metric also satisfies our boundary conditions. Conversely, assume that
our boundary conditions hold and that Einstein’s equation is satisfied. The
conformal factor Ω may then be chosen so that the unphysical metric g˜ab =
Ω2gab has the form given in eqs. (62, 61). We choose coordinates x
µ as follows:
We define a coordinate r by
r =
1
2
(Ω−1 − Ω), (101)
and on I . We choose coordinates (t, θα) such that, on I , the line element of
the metric h˜ab takes the form−dt2+
∑
σijdθ
idθj, where σij are the coordinate
components of the round metric on Sd−2. A point x in a neighborhood of
I may then be assigned coordinates xµ = (t, r, θi) in an arbitrary smooth
manner. Substituting r in terms of Ω in eqs. (62, 61) then immediately
implies that ds2 = Ω−2ds˜2 can be written as ds20 +
∑
γµν dx
µdxν , where the
coordinate components γµν have the fall off given in eqs. (93—98). Thus, our
boundary conditions and the ones considered by Henneaux and Teitelboim
are equivalent.
Let us compare next the respective notions of asymptotic symmetry. Let
gab be an asymptotically AdS metric, written in the form (92) for some choice
of coordinates xµ. Henneaux and Teitelboim consider vector fields ξa that are
exact symmetries of the underlying background AdS space chosen, implying
that £ξgab = £ξγab . The components £ξγµν can be checked to satisfy the fall
27
off conditions given in eqs. (93—98). Therefore, the 1-parameter group ψt
of diffeos generated by ξa has the property that if gab is asymptotically AdS,
then so is ψ∗t gab. Consequently, ξ
a is an asymptotic symmetry in our sense.
Conversely, let ξa be a vector field on M that is an asymptotic symmetry in
our sense, let gab the metric of exact AdS space, and let x
µ be coordinates
such that ds20 =
∑
gµν dx
µdxν takes the form (4). Now it is easy to see that,
in a neighborhood of I , one can find a diffeomorphism φ leaving I invariant
such that ξa is a Killing field for φ∗gab. Now let x
′µ be the coordinates related
to xµ via φ. It follows that ξa is a Killing field of
∑
(gµν ◦ φ) dx′µdx′ν , which
has the form (4). Consequently, ξa is an asymptotic symmetry in the sense
of Henneaux and Teitelboim.
Let us finally compare the charges Qξ to our charges Hξ. The charges Hξ
are uniquely determined by the requirement that they satisfy eq. (21) and
that Hξ = 0 in exact AdS space [24]. However, the charges Qξ of Henneaux
and Teitelboim are constructed precisely so as to satisfy these conditions
as well [7]. Hence they must agree with our charges. Note that, since the
definition of Hξ is manifestly “background independent”, this result implies
that the same is true for the charges Qξ. even though the latter are not
manifestly background independent, due to the dependence of γab on the
choice of coordinates xµ implicit in eq. (92).
4.3 The spinor definition
Another way to define conserved charges associated with energy and mo-
mentum is provided by the spinor method [13, 12, 11]. In this approach, one
makes use of the fact that the asymptotic symmetry group has a spinor repre-
sentation. Consider an asymptotically AdS spacetime (M, gab), and assume
that a spinor bundle, S, and corresponding curved space gamma matrices
γa satisfying γ(aγb) = gab can be defined
14. Given an asymptotic symmetry
represented by a future directed, timelike or null vector field ξa, one can find
an auxiliary spinor field ψ such that ξa = ψγaψ, up to terms that vanish at
infinity. One then considers the “Nester 2-form”
Bab =
1
8πG
[
ψγ[aγbγc]∇̂cψ − (∇̂cψ)γ[aγbγc]ψ
]
, (102)
14Here one needs to assume that (M, gab) admits a spinor bundle, which imposes some
mild restrictions on the topology of M .
28
where overline denotes the Dirac conjugate of a spinor field, and where ∇̂a
is the operator defined by
∇̂aψ = ∇aψ − 1
2ℓ
γaψ (103)
in terms of the covariant derivative operator on spinor fields. (From now on
we set ℓ = 1.) The spinor charge is defined by15
Qξ = lim
C→I
∫
C
Babuˆ
bηˆa dS, (104)
where uˆa is the unit normal to the Cauchy surface Σ in which the (d − 2)
surfaces C are embedded and where ηˆa is the normal to C within Σ. In
order for the limit to exist, the spinor field ψ must be chosen in such a way
that ∇̂aψ vanishes sufficiently fast at infinity. Finally, one may prove that ψ
can, in addition, be chosen to satisfy the “Witten condition”, qabγa∇̂bψ = 0
on Σ (with qab given by gab = −uˆauˆb + qab). If this condition is imposed16
then Qξ can be brought into a form which is manifestly non-negative, and
which vanishes if and only if the spacetime under consideration is pure AdS.
Therefore, since the future directed, timelike or null asymptotic symmetries
ξa correspond to energy-momentum, it follows that the charges Qξ give pos-
itive energy-momentum for any asymptotically AdS spacetime, and it shows
that the only spacetime with zero energy is AdS-space itself.
It was shown in [28] that the charge Qξ agrees with the Ashtekar-Magnon
definition, and hence with Hξ in d = 4 dimensions. This establishes in
particular thatHξ is a non-negative quantity whenever ξa is a future pointing
timelike or null asymptotic symmetry, and that Hξ = 0 implies that the
spacetime is (isometric to) pure AdS. We will now show that Hξ = Qξ also in
higher dimensions, thereby showing that Hξ yields an energy that is positive.
Consider first the case when the metric gab is that of exact AdS space.
Then it can be shown that there exist d linearly independent spinor fields α
15In differential forms notation, Qξ =
∫
C
∗B.
16If Σ has “inner boundaries” corresponding to horizon cross sections of black holes,
then suitable boundary conditions need to be imposed upon ψ at those inner boundaries
in addition to the conditions upon the asymptotic behavior of ψ at infinity. Those may be
taken to be of the form ǫabγaγbψ ↾ B = 0, where ǫab is the binormal to the horizon cross
section B, see [11].
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satisfying the “Killing spinor equation”
∇̂aα = 0 (exact AdS). (105)
The vector field ξa = α¯γaα can then be seen to be a (necessarily timelike or
null) Killing vector field in AdS. The spinor charge Qξ by definition vanishes
for these symmetries, i.e., the energy-momentum of pure AdS computed with
the spinor charge vanishes, in agreement with the charges Hξ.
In order to investigate the relation between Qξ and Hξ in general asymp-
totically AdS spacetimes, we pass to a conformal completion (M˜, g˜ab,Ω) with
corresponding spinor bundle S˜ and gamma matrices γ˜(aγ˜b) = g˜ab. Spinor
quantities (i.e., sections) in S˜ or its tensor products can naturally be iden-
tified with sections in S by putting ψ˜ = Ω1/2ψ and γ˜a = Ωγa. With these
identifications, it then follows that
ψ˜γ˜aψ˜ = ψγaψ, (106)
and it follows that γ˜a is smooth at I . The relation between the physical
and unphysical derivative operators on spinors is given by
∇aψ = ∇˜aψ + 1
2
Ω−1(γ˜aγ˜bn˜
b + n˜a)ψ. (107)
As shown above, it is always possible to write the metric in the form (61, 62)
when Einstein’s equations are satisfied. The first line in these expressions is
the metric ds˜20 = Ω
2ds20 of pure AdS space multiplied by a conformal factor.
We choose ψ = α, where α is a Killing spinor of pure AdS. Then ψ˜ = Ω1/2ψ
is smooth at I , and using the fact that ψ is a Killing spinor for ds20, it can
then be verified that
∇̂aψ = −1
2
Ωd−5/2γ˜cγ˜dn˜
[cE˜d]aψ˜− 1
2(d− 1)Ω
d−5/2γ˜cE˜
c
a(γ˜bn˜
b−1)ψ˜+O(Ωd−3/2).
(108)
It also follows from the fact that ψ is a Killing spinor for the pure AdS metric,
that
n˜aγ˜aψ˜ ↾ I = ψ˜ ↾ I . (109)
Substituting this expression into eq. (108), we get
∇̂aψ = 1
2
Ωd−5/2γ˜cE˜
c
aψ˜ +O(Ω
d−3/2). (110)
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We now substitute this into the definition of Bab, we contract the result with
ηˆauˆb, we use that Ωu˜a = uˆa and Ωn˜a = ηˆa on I , and we use the gamma-
matrix identity
γ˜[bγ˜aγ˜d] = γ˜[bγ˜a]γ˜d + 2g˜d[bγ˜a]. (111)
If this is done, one finds
Babuˆ
aηˆb = − 1
8πG
Ωd−2(ψ˜γ˜cψ˜) E˜cdu˜
d +O(Ωd−1). (112)
We finally integrate this equation over C and use that dS = Ω2−ddS˜, as well
as ξa = ψ˜γ˜aψ˜. This gives
Qξ = lim
C→I
∫
C
Babuˆ
aηˆb dS =
−1
8πG
∫
C
E˜abu˜
bξa dS˜ = Hξ, (113)
proving the equivalence of Qξ and Hξ in d dimensions.
5 Inclusion of matter fields
We now apply the formalism developed in sections 2 and 3 to derive the ex-
plicit formula for Hξ in the case where additional (bosonic) matter fields are
present. The matter fields of most interest are those which appear in the su-
pergravity theories relevant to various AdS/CFT conjectures; i.e., to scalars
and anti-symmetric tensor fields. An overview of the results is presented in
section 5.1, followed by a detailed treatment of the conserved energy in the
presence of such fields using the covariant phase space approach (section 5.2),
the counter-term subtraction approach (section 5.3), and the spinor approach
(section 5.4).
5.1 Overview of results with matter fields
The effect of matter fields on Hξ is determined by the contributions of such
fields to the Noether charge Qξ and to the symplectic potential θ. Let us
first discuss the anti-symmetric tensor fields. We restrict to such fields Aa1...ap
with non-negative mass-squared terms (defined in Appendix B) and with the
standard Maxwell-type kinetic term, noting that all anti-symmetric tensors
in the S5 compactification of ten-dimensional type IIB supergravity [39, 40]
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to AdS5 and in the S
4 compactification of eleven-dimensional supergravity
[41] to AdS7 to satisfy this criterion
17. One finds a contribution to Qξ pro-
portional to ∗F (ξ ·A) (where F = dA) and a contribution to θ proportional
to ∗F ∧ δA.
Whether or not these contributions are large enough to affect Hξ de-
pends on the asymptotic conditions satisfied by the fields. As for the case
of gravitational fluctuations, we defer a detailed treatment of the linearized
equations of anti-symmetric tensor fields to Appendix B. Under the condi-
tions stated above, Appendix B shows that for a field of given mass and given
rank there is a unique boundary condition such that the evolution operator
is self-adjoint in a natural inner product. For such boundary conditions, the
fall-off at inifinity of anti-symmetric tensor fields is too fast to contribute to
Hξ or to affect the analysis of sections 2 and 3.
Let us therefore examine the case of scalar fields, where the situation is
somewhat more subtle. Consider a scalar field with Lagrange density
Lmatter = −1
2
ddx
√−g[∇aφ∇aφ+ V (φ)], (114)
where V (φ) is a potential18. To quadratic order in φ, it is given by
V (φ) = m2φ2 + . . . . (115)
The prefactor in front of Lmatter is chosen so that Einstein’s equations for
the combined gravity and matter Lagrangian L = Lgrav + Lmatter takes the
standard form Rab− 12Rgab+Λgab = 8πGTab, where the matter stress energy
tensor is given by
Tab = ∇aφ∇bφ− 1
2
gab[∇cφ∇cφ+ V (φ)]. (116)
17At least, they satisfy this criterion to quadratic order in fields. Under the asymptotic
behavior specified in appendix B, cubic and higher terms vanish too quickly at infinity to
contribute. Such cubic terms arise from Chern-Simons terms as well as from couplings to
scalar fields.
18We assume below that no curvature couplings are present. The standard presentation
of 10- and 11-dimensional supergravity compactified to AdS5 and AdS7 is free of such
couplings [39, 40, 41]. In general, one may choose to work in the Einstein conformal frame
and thereby eleiminate any couplings to the Ricci scalar. See, however, [42] for a treatment
of the counter-term subtraction approach in a conformal frame with curvature couplings.
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Either requiring the energy to be bounded below [32] or the dynam-
ics to be self-adjoint [43] restricts m2 to satisfy the so-called Breitenlohner-
Friedman bound (BF-bound),
m2 ≥ −(d− 1)
2
4ℓ2
. (117)
Scalars arising in 10- and 11-dimensional supergravity compactified to AdS5
and AdS7 have been explicitly shown [39, 40, 41] to satisfy this bound, though
in the AdS5 case scalars do arise that saturate the bound.
For 0 ≥ m2 > −(d − 1)2/4ℓ2, solutions to the linearized equations of
motion have the characteristic fall-off at infinity
φ ∼ Ωλ−φ− + Ωλ+φ+, (118)
where φ−, φ+ are functions on I , and where
λ± =
d− 1
2
± 1
2
√
(d− 1)2 + 4ℓ2m2. (119)
When the BF-bound is saturated, the roots λ± = λ are degenerate and
the second solution falls off as Ωλ log Ω. For masses m2 ≥ −(d − 1)2/4ℓ2 +
1, boundedness of the energy [32] or self-adjointness of the evolution [43]
requires the faster fall-off asymptotic behavior given by λ+, but in the range
−(d − 1)2/4ℓ2 ≤ m2 ≤ −(d − 1)2/4ℓ2 + 1 these requirements impose no
restriction. Thus, for such masses any boundary condition compatible with
(118) may be imposed.
However, even in the range−(d−1)2/4ℓ2 ≤ m2 ≤ −(d−1)2/4ℓ2+1 it turns
out that only the most rapidly decreasing asymptotic behavior (associated
with λ+ above the BF-bound, and without logs when the bound is saturated)
is compatible with the asymptotic conditions we imposed on the metric in
section 2. As a result, we restrict our attention to this rapidly decreasing
setting below. The reader may consult [44, 45, 46, 47, 48, 49, 50, 51] for
recent work addressing the construction of a conserved energy in settings
with slower fall-off at infinity.
For simplicity, we focus in section (5.2) on scalars which saturate the BF-
bound. We will see that it is marginally compatible with our analysis of the
pure gravitational case. As a result, scalars with faster fall-off decrease too
rapidly at infinity to affect the expression for Hξ, while slower fall-off would
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require an extended treatment beyond the scope of the present work. Rather
surprisingly, we will find that in the marginal BF-bound saturating case the
expression (27) for Hξ is unmodified. We will also show in section 5.3 that
even in the presence of such fields the counter-term subtraction definition of
energy in d = 5 continues to differ from Hξ by exactly expression (90), just
as in the pure gravity case19.
5.2 Scalar fields saturating the BF-bound and the co-
variant phase space contruction
Let us now consider in detail scalar fields saturating the BF-bound. Under
our rapid fall-off assumption, these scalars satisfy the following asymptotic
condition: In the unphysical spacetime, there is a function φ0 which is
smooth at I such that
φ = Ω
d−1
2 φ0. (120)
An immediate consequence of this asymptotic condition is that the stress en-
ergy tensor is of the same order as the electric part of the Weyl tensor at I .
Therefore, since the latter enters in the expression for Hξ in the pure gravity
case (see eq. (27)), one would now expect there to be an additional contri-
bution to Hξ involving explicitly the scalar field. Surprisingly, a detailed
analysis using the same algorithm as above in the pure gravity case shows
that such additional contributions are absent, i.e., Hξ is given by the same
formula in terms of the metric as in the pure gravity case.20 Also remark-
ably, the Hamiltonian charge Hξ is still conserved in the presence of scalars,
i.e., it does not depend on the cross section C on which the integral (27)
is evaluated. These results rely on a somewhat subtle cancellation between
various terms, and we therefore now describe the derivation in some detail.
According to the algorithm specified in section 2, we are instructed to
compute the quantities ξ · θ(g, δg), and δQξ for an asymptotic symmetry ξa,
and then seek Hξ as a solution to δHξ =
∫
C
[δQξ − ξ · θ], where C is a cut
19For a particular class of black hole solutions [52] in which scalars of the above form are
excited, and for the conformal frame in which (h0)ab is the metric of the Einstein static
universe, it was shown in [47] that the difference between the counter-term subtraction
and Ashtekar et al definitions agrees with this difference evaluated on pure AdS space.
The calculations of [48, 53, 54] also suggest such an agreement.
20It would be interesting to investigate whether this continues to be the case under even
weaker asymptotic conditions than those explored here.
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at infinity, where Qξ is the Noether charge of the theory, and where θ is
the integrand of the surface term that arises when performing a variation of
L = Lgrav + Lmatter under an integral sign. In the presence of matter fields,
each of these quantities generically consists of a gravitational part Qgravξ resp.
ξ · θgrav given by the same formula as in the pure gravity case (see eqs. (11)),
as well as contributions Qmatterξ resp. ξ · θmatter from the matter fields. One
has
θa1...ad−1 = ǫba1...ad−1
[
1
16πG
(∇cδgcb −∇bδgcc)− δφ∇bφ
]
(121)
where the second term is the new contribution from the matter field. How-
ever, for minimally coupled scalars21 one may show that the Noether charge
is given by the same expression as in the pure gravity case, i.e., Qξ is given
by eq. (22), with no explicit contributions from the matter field.
In order to findHξ we must now analyze in more detail the fall off behavior
of the metric and the scalar field φ near I using Einstein’s equation. In terms
of the unphysical metric g˜ab, this now takes the form
S˜ab = −2Ω−1∇˜an˜b + Ω−2g˜ab(n˜cn˜c − ℓ−2) + L˜ab, (122)
where S˜ab is given by eq. (32), and where L˜ab is the matter contribution given
by
L˜ab ≡ 16πG
d− 2
[
Tab − 1
d− 1gabT
]
. (123)
To analyze the consequences of Einstein’s equation, we choose, as above, the
conformal factor so that the unphysical metric takes Gaussian normal form,
g˜ab = ∇˜aΩ∇˜bΩ + h˜ab, and perform a power series expansion of eq. (122),
putting ℓ = 1 to simplify the notation. Einstein’s equations give recursion
relations for the expansion coefficients (h˜ab)j of the induced metric h˜ab, the
coefficients of the extrinsic curvature (K˜ab)j, and the expansion coefficients
of the scalar field, φ = Ω(d−1)/2(φ0 + Ωφ1 + . . .), which can be solved in a
manner similar to the pure gravity case in Sec. 3. By an argument completely
analogous to that given in the pure gravity case, one finds that the coefficients
21Adding a curvature coupling Lcurv = −αddx√−gRφ2 to the matter Lagrangian
(114) would, in contrast, generate a correction −2α(ξbφ∇cφ)ǫbca1...ad−2 to the Noether
charge (22). Again, this term is finite for scalars satisfying (120). It vanishes for more
rapidly decreasing fields and in general diverges for those falling off more slowly.
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(h˜ab)j for j < d − 1 and (K˜ab)l for l < d − 2 are the same as for the exact
AdS metric, while the coefficients (h˜ab)d−1 and (K˜a
b)d−2 are related to the
leading order electric Weyl tensor and the leading order coefficient of the
scalar field22. On the other hand, the higher coefficients φ1, φ2, . . . and (h˜ab)j
for j > d−1 and (K˜ab)l for l > d−2 are uniquely determined by the recursion
relations and the leading order electric Weyl tensor, as well as the leading
scalar coefficient φ0.
In order to derive the relation between (h˜ab)d−1, φ0 and the leading order
electric Weyl tensor, one proceeds in the same manner as in the pure gravity
case. The arguments leading up to eq. (55) now result in
C˜abcdn˜
bn˜d = £n˜K˜ac − Ω−1K˜ac + K˜abK˜bc − 1
2
L˜bdh˜a
bh˜c
d − 1
2
h˜acL˜bdn˜
bn˜d (124)
which differs only by an additional matter term involving the matter stress
tensor L˜ab. From the asymptotic condition on φ, this has an expansion of
the form
L˜ab = Ω
d−3(L˜ab)d−3 + Ω
d−2(L˜ab)d−2 +O(Ω
d−1), (125)
where
(L˜ab)d−3 = 4π(d− 1)G
[
φ20n˜an˜b −
1
d− 2φ
2
0h˜ab
]
(126)
(L˜ab)d−2 =
8πG
d− 2
[
2(d− 1)φ0n˜(a∇˜b)φ0 − d · φ0φ1g˜ab
]
. (127)
We substitute these expressions into eq. (124), and we expand the resulting
equation in powers of Ω, as we did above in the pure gravity case. At each
order in Ω, this then gives a relation between the expansion coefficients of
the electric Weyl tensor, the coefficients (h˜ab)j of the induced metric, the
coefficients of the extrinsic curvature (K˜ab)j, and the expansion coefficients
φj of the scalar field. At order j = d − 1, and in dimensions d = 4, d ≥ 6,
the relation can be brought into the form
(h˜ab)d−1 = − 2
d− 1(E˜ab)0 −
4πG
d− 2(h˜ab)0φ
2
0, for d = 4, d ≥ 6, (128)
22It is important to note here that the recursion relation eq. (46) at order j = d − 2
provides a non-trivial consistency check for the asymptotic condition on the scalar field,
because it says that the right side (supplemented with a term proportional to the trace-free
part of h˜c
ah˜b
dL˜a
b) must vanish. This turns out to be the case, since h˜c
ah˜b
dL˜a
b at this
order is a pure trace (see eq. (116)), and because the gravitational contributions cancel as
well.
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where E˜ab is the leading order electric Weyl tensor given by eq. (28). In
d = 5, the corresponding relation turns out to be
(h˜ab)4 = −1
2
(E˜ab)0 −
(
1
16
+
4πGφ20
3
)
(h˜ab)0 for d = 5. (129)
One immediately finds from this that unphysical line element must take the
form23
ds˜2 = dΩ2 −
[(
1 +
1
4
Ω2
)2
− 4πGφ
2
0
d− 2 Ω
d−1
]
dt2 +
[(
1− 1
4
Ω2
)2
− 4πGφ
2
0
d− 2 Ω
d−1
]
dσ2
−Ωd−1 2
d− 1 E˜ij dx
idxj +O(Ωd) for d ≥ 5. (130)
In d = 4, the corresponding result is
ds˜2 = dΩ2 −
(
1 +
1
2
Ω2 − 2πGφ20Ω3
)
dt2 +
(
1− 1
2
Ω2 − 2πGφ20Ω3
)
dσ2
−2
3
Ω3 E˜ij dx
idxj +O(Ω4) for d = 4. (131)
The rest of the analysis is now similar to the pure gravity case. From
the asymptotic form of the metric given above, one finds that the variation
of the Noether charge δQξ has exactly the same form as in the pure gravity
case (72), even though the metric feels the backreaction of the scalar field,
as seen in eqs. (130, 131). The contributions from the scalar field in these
expressions happen to cancel out in δQξ. One furthermore calculates that
δφ∇bφ = Ωd
(
d− 1
2
n˜bφ0δφ0 +O(Ω)
)
, (132)
and that
1
16πG
(∇cδgcb −∇bδgcc) = Ωd
(
d− 1
2
n˜bφ0δφ0 +O(Ω)
)
(133)
It follows from these expressions that the terms involving the contributions
involving δφ0 from the matter field precisely cancel out also in the expression
23Here for simplicity we have as usual assumed that (h˜ab)0 is the standard metric 4 on
the Einstein Static Universe so that the conformal factor satisfies (37).
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ξ · θ. Consequently, δHξ receives no explicit contributions from the matter
field and is therefore given by exactly the same expression as in the pure
gravity case. Thus
Hξ = −1
8πG
∫
C
E˜abu˜
bξa dS˜. (134)
Let us finally show that the hamiltonian charges Hξ continue to be con-
served in the presence of a scalar field saturating the BF-bound. As in the
pure gravity case, we may use Gauss’ law to express the difference between
the generators defined on two different cuts C1, C2 as the integral over the
enclosed portion I12 of scri of the divergence of the integrand E˜abξ
b, see
eq. (30). In the pure gravity case, the divergence was shown to be zero. We
now show that this is still the case in the presence of the scalar field φ. This
again follows from Einstein’s equation, which in the presence of matter fields
leads to the relation
∇˜d
(
Ω3−d
d− 3C˜abcd
)
= −Ω2−d[L˜d[ag˜b]cn˜d + ∇˜[a(ΩL˜b]c)] (135)
for any conformal factor Ω. Now contract both sides of the equation into
n˜bn˜ch˜ae, and take the limit as Ω → 0. On the right side, we get one poten-
tially diverging term coming from (L˜ab)d−3 and one converging term coming
from (L˜ab)d−2 and from ∇˜[a(L˜b]c)d−3. However, the diverging term is seen to
vanish using eq. (126) and taking into account the contractions, while the
contributions to the converging term all happen to cancel each other using
eqs. (126, 127). Thus, the limit of the contraction of the right side as Ω→ 0
vanishes. The left side gives D˜aE˜ea. Thus, D˜
aE˜ea = 0 on I , showing that
the charges Hξ are conserved in the presence of the matter field φ.
5.3 Scalars saturating the BF-bound and the counter-
term subtraction notion of energy
From the results above, it is clear that the covariant phase space definition of
energy continues to agree with the Ashtekar et al definition of energy in the
presence of scalars satisfying the asymptotic condition (118). Furthermore,
since our asymptotic conditions on the metric (from section 2) continue to
hold, the arguments of section 4.2 once again show that the covariant phase
space charge also agrees with the Henneaux-Teitelboim definition.
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Let us now compare this definition with the counter-term subtraction
method. For scalars saturating the BF-bound (and integer steps above this
bound), the counter-term subtraction scheme was analyzed in [20, 21, 22, 23],
but we repeat the analysis of the BF-saturating case here for completeness
and for consistency with our current notation.
For scalars satisfying (118), the scalar field counter-term required to make
the scalar action finite and to yield a well-defined variational principle is given
by e.g. [55, 56, 57, 58],
−d− 1
4
dd−1x
√−hφ2. (136)
Thus, the combined effective boundary stress-energy tensor is the sum of the
gravitational boundary stress tensor and the stress tensor associated with
the scalar boundary Lagrangian. In d = 5, this is
τab =
1
8πG
[
1
2
(
Rab − 1
2
Rhab
)
− 3hab −Kab +Khab
]
− habφ2 (137)
and the counterterm subtraction charge Qξ in the full theory is again given
by eq. (76). Let us compare Qξ with the charge Hξ, obtained in the covariant
phase space approach. As shown in the previous subsection, the charge Hξ is
given by exactly the same expression as in the pure gravity case, see eq. (27),
and does not contain any explicit contributions from the scalar field. On the
other hand τab, and hence Qξ, does contain an explicit contribution from the
scalar field. Thus, one would naively expect that the difference between Qξ
and Hξ would depend on the boundary value of the scalar field under consid-
eration. However, as we will now show, this is not the case, and the difference
Qξ −Hξ is given by exactly the same expression as in the pure gravity case,
see eq. (87). This difference is therefore just a constant offset which does not
depend on the particular field configuration under consideration, but only on
ξa and “kinematical” data fixed by the asymptotic conditions.
Let IΩ be the timelike surfaces of constant Ω, let hab,Rabcd and Kab =
−hachbd∇cηˆd be the induced metric, the intrinsic Riemann tensor, and the
extrinsic curvature, and let ηˆa be the unit normal to IΩ. Then, from the
Gauss-Codacci equations and Einstein’s equation, we have
Rac = Lbdhbahdc+ 1
2
Lhac− 1
2
hacLbdηˆ
bηˆd−Cabcdηˆbηˆd+KKac−KabKbc−3hab,
(138)
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where Lab = L˜ab is the matter contribution given by eq. (123). Now express
the quantities on the right side of this equation in terms of the corresponding
unphysical quantites which are given by hab = Ω
−2h˜ab, Kab = Ω
−1K˜ab +
Ω−2h˜ab, n˜
a = ∇˜aΩ, and substitute the resulting expression for Rac into the
definition of τab. Then one obtains
τab − −1
16πG
Cacbdηˆ
cηˆd =
−1
16πG
[
− K˜K˜ab + K˜acK˜cb − 1
2
(−K˜2 + K˜cdK˜cd)h˜ab
+ L˜cdh˜
c
ah˜
d
b − L˜h˜ab + h˜abL˜cdn˜cn˜d
]
− Ω2φ20h˜ab, (139)
where we are assuming for simplicity that Ω has been chosen so that n˜an˜a = 1.
Now, using the expansion (126) of L˜ab, we see that the matter terms in the
last line precisely cancel (up to order Ω3). Contracting the above equation
into ξau˜b (with u˜a the unit timelike normal to a cut C of I ), dividing by Ω2,
and integrating over C, we therefore find that Hξ−Qξ is given by exactly the
same expression as in the pure gravity case, eq. (83). As in the pure gravity
case, this can be brought into the final form (87) using eq. (85) (which does
not receive any additional contributions from the scalar field at the relevant
order).
5.4 ... and the spinor charge
Let us finally compare the covariant phase space charges with the spinor
charge in the presence of a scalar field φ with a potential V , saturating the
BF-bound. In the pure gravity case, the relevance of the spinor charge is that
it has a positivity property. As shown in [59, 60], this positivity property
continues to hold in the presence of a single scalar field φ if and only if the
potential V arises from a superpotential W . More precisely, let
P (φ) = − 1
8πG
(d− 1)(d− 2) + V (φ) (140)
be the combined scalar field potential and contribution from the cosmological
constant (with ℓ = 1). Then there must be a W such that
8πGP = −4(d− 2)(d− 1)W 2 + 4(d− 2)2(∂W/∂φ)2. (141)
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The spinor charge is then defined by the same formula as in the pure gravity
case [see eq. (104)], but with the ∇̂a-operator now defined by
∇̂aψ = ∇aψ −W (φ)γaψ. (142)
The condition that P be given in terms of W by eq. (141), and that V =
−1
4
(d− 1)2φ2 + . . . for a field saturating the BF-bound leads to
W =
1
2
+
πG(d− 1)
(d− 2) φ
2 + . . . . (143)
Let ψ be a Killing spinor in exact AdS space (with φ = 0), and let ξa = ψγaψ.
For an asymptotically AdS metric gab and a scalar field φ with the asymp-
totic behavior φ = Ω(d−1)/2φ0 satisfying Einstein’s equation, the asymptotic
expansion (130) of the metric holds. From this, and from eq. (109), one
obtains
∇aψ − 1
2
γaψ = Ω
d−5/2γ˜bγ˜c
[
1
2
E˜a[bn˜c] +
πG(d− 1)
d− 2 φ
2
0h˜a[bn˜c]
]
ψ˜ +O(Ωd−3/2).
(144)
Now let uˆa be the unit future timelike normal to a cross section C in I .
Substituting the above expression into the definition of the Nester 2-form
Bab and using eqs. (143, 142) gives
Ω2−dBabηˆ
auˆb =
−1
8πG
E˜abu˜
aξb +O(Ω), (145)
where u˜a = Ωuˆa. Thus, the explicit contribution from the scalar field entering
the spinor charge via eq. (142) is precisely canceled by the indirect contribu-
tion of the scalar field to the metric via Einstein’s equation. Integrating over
C gives that the spinor charge Qξ again agrees with the Hamiltonian charge
Hξ given by eq. (134) in the presence of scalar fields. From the positivity of
the spinor charge we therefore find that Hξ also satisfies the positive energy
theorem, provided the the scalar field potential arises from a superpotential.
6 Perturbation analysis of the asymptotic be-
havior of the gravitational field
In the previous sections, we have worked out the consequences of our asymp-
totic conditions on the metric. The AdS-group is the asymptotic symmetry
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group of these conditions, and we showed that gravitational charges associ-
ated with asymptotic symmetries can be defined in a clear-cut and natural
way, and that the resulting expression agrees with expressions proposed pre-
viously in the literature. While these results lend support24 to our choice of
asymptotic conditions, they are not, of course, a proof that a “generic” met-
ric will satisfy these conditions, i.e., that there is a sufficiently wide class of
solutions satisfying these conditions, nor are they a proof that our asymptotic
conditions are the only possible ones.
Unfortunately, due to the nonlinearities of Einstein’s equations, it is dif-
ficult to analyze this issue in any straightforward manner. Nevertheless, it
is possible to address it in the context of perturbation theory, and we shall
do so in this section. At the level of perturbation theory, the corresponding
question is as follows: Let γab be a solution to the linearized Einstein equation
about exact AdS space. Can one extend the perturbed unphysical metric to
I so as to be smooth (or suitably many times differentiable) there modulo
a gauge transformation £ηgab , and a change δΩ of the conformal factor Ω of
exact AdS space? Thus, given γab, we ask whether there is a vector field η
a
on pure AdS space, and a function δΩ (with δΩ = 0 on I ), such that
γ˜ab = Ω
2ψ∗(γab +∇aηb +∇bηa) + ΩδΩψ∗gab (146)
is smooth and vanishing at I , where ψ is some diffieomorphism. (Here and
in the remainder of this section, gab is the metric of exact AdS-space, and
∇a is the derivative operator in exact AdS space.) Actually, rather than
analyze the perturbed metric, it is much more convenient to analyze instead
the perturbed Weyl tensor, δCabcd. This has the triple advantage that the
perturbed Weyl tensor is both gauge invariant and conformally invariant,
and that it is the key quantity of interest in our formula for the (perturbed)
charges of the spacetime. If the Weyl tensor with one upper index δCabc
d
is sufficiently smooth on the unphysical spacetime, then by our previous
analysis of the Einstein equations the unphysical metric will be sufficiently
smooth. Consequently, by working with δCabcd, we are immediately able to
determine whether a generic metric perturbation gives rise to a space time
for which the charges Hξ can still be defined (to first order).
24Note that a consistency check of the key assumption that the unphysical metric be
smooth (i.e., C∞) was implicit in writing it as a formal power series in Ω in section 3. The
key point is that the recursion relations fixing the coefficients of this power series can be
solved consistently without the need to, say, include logarithmic terms in the expansion.
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Using the linearized Einstein’s equations and the Bianchi identities, it
can be shown that the perturbed Weyl tensor off of pure AdS-space satisfies
the following wave equation:(
∇e∇e + 2(d− 1)
ℓ2
)
δCabcd = 0 . (147)
To understand the consequences of this wave equation, we consider the field
Ψ ≡ r(d−2)/2Y −2δCabcd(∇aY )tb(∇cY )td (148)
where t, r are the standard global time and radial coordinates of AdS, see
eq. (4), ta = (∂/∂t)a, and where Y =
√
1 + r2/ℓ2 cos(t/ℓ). Thus, at I , Ψ
is essentially the trtr-component of the perturbed Weyl tensor multiplied by
a power of r. The other components of the Weyl tensor are addressed in
Appendix A with similar results.
Now make a Fourier decomposition of Ψ into modes with time depen-
dence exp(−iωt/ℓ), and with angular dependence given by a spherical har-
monic on Sd−2 with angular momentum quantum number l. As we show in
Appendix A, from eq. (147), each such mode obeys the ordinary differential
equation (
− ∂
2
∂x2
+
ν2 − 1/4
sin2 x
+
σ2 − 1/4
cos2 x
)
Ψ = ω2Ψ , (149)
where σ = l + (d − 3)/2 , l = 2, 3, . . ., where ν = |d − 5|/2, and where a
radial coordinate x has been defined by
ℓ
r
= tanx, (150)
so that x = 0 represents points at infinity, while x = π/2 represents the
origin of polar coordinates r = 0. We note that the equation satisfied by Ψ
has exactly the same form as the “master equation” for the metric pertur-
bations off of pure AdS space found in [43], where a detailed analysis of that
equation can be found. The two linearly independent solutions to (149) are
given in terms of hypergeometric functions F = 2F1. Different combinations
of those solutions correspond to different behaviors of Ψ, and hence of the
corresponding Weyl tensor component, at infinity x = 0 and at the interior
point x = π/2.
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With the AdS-CFT correspondence in mind, we restrict attention to so-
lutions that are regular inside the AdS-bulk in the sense that no boundary
terms from the interior region of AdS appear in action integral. This reg-
ularity requires each mode function Ψ to be vanishing and normalizable at
the origin25 x = π/2. Using the fact that σ ≥ 1, one finds that the solutions
with this property are given by
Ψ ∝ (sin x)ν+1/2(cosx)σ+1/2F (ζων,σ, ζ−ων,σ , 1 + σ; cos2 x) , (151)
where
ζων,σ ≡
ν + σ + 1 + ω
2
. (152)
In order to see the asymptotic behavior of this solution near infinity x = 0,
it is convenient to transform the argument cos x into sin x using well-known
transformation identities for hypergeometric functions. For the even-d-case,
one obtains
Ψ ∝ (cosx)σ+1/2
{
Γ(1 + σ)Γ(ν)
Γ(ζων,σ)Γ(ζ
−ω
ν,σ )
(sin x)−ν+1/2F
(
ζω−ν,σ, ζ
−ω
−ν,σ, 1− ν; sin2 x
)
+
Γ(1 + σ)Γ(−ν)
Γ(ζω−ν,σ)Γ(ζ
−ω
−ν,σ)
(sin x)ν+1/2F
(
ζων,σ, ζ
−ω
ν,σ , 1 + ν; sin
2 x
)}
. (153)
For the odd-d-case, if ω is not a real value such that
ω = ∓ (2m+ 1 + ν + σ) , m = 0, 1, 2, · · · , (154)
we have
Ψ ∝ (cosx)σ+1/2
[
Γ(1 + σ)Γ(ν)
Γ(ζων,σ)Γ(ζ
−ω
ν,σ )
ν−1∑
k=0
(ζω−ν,σ)k(ζ
−ω
−ν,σ)k
k!(1− ν)k · (sin x)
−ν+1/2+2k
− (−1)
νΓ(1 + σ)
Γ(ζω−ν,σ)Γ(ζ
−ω
−ν,σ)
∞∑
k=0
(ζων,σ)k(ζ
−ω
ν,σ )k
k!(ν + k)!
· (sin x)ν+1/2+2k ·
{
log(sin2 x)
−ψ(k + 1)− ψ(k + ν + 1) + ψ(ζων,σ + k) + ψ(ζ−ων,σ + k)
} ]
. (155)
25For this regularity, each mode function Ψ itself need not be smooth at x = π/2.
Indeed, for d-odd case, each normalizable mode function Ψ fails to be smooth at x = π/2.
If one considers a timeslice Σ with a single point removed—as considered in some cases of
interest, e.g., a conical singularity as a particle in AdS—then the singlar solution may be
allowed and come to play some role in AdS-CFT correspondence. Also when some matter
fields and/or black holes exist inside the bulk so that non-linear effects become essential,
the situation may change.
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where (ζ)k ≡ Γ(ζ + k)/Γ(ζ) and ψ is the di-gamma function. Note that for
the d = 5 case, ν = 0 and the first term on the right-hand side of eq. (155)
should be ignored.
From these expressions, we immediately see that when 0 ≤ ν < 1, i.e. in
the cases d = 4, 5, 6, Ψ is normalizable at x = 0 for any ω ∈ C. In this case,
expanding the above expressions (eq. (153) with ν = 1/2 and eq. (155) with
ν = 0) in sin x, we find that for d = 4, 6,
Ψ = A+B sin x+ C(sin x)2 + . . . (156)
and for d = 5,
Ψ = (sin x)1/2[A log(sin x) +B][1 + C(sin x)2 + · · ·], (157)
where ‘· · ·’ represents a convergent power series in sin x and the coefficients
A, B, . . . depend on the parameters ν, σ, and ω. In particular, the ratio
B/A, which takes an arbitrary real number, specifies all possible boundary
coinditions that can be imposed at x = 0 [43].
In the case when d ≥ 7, the solution Ψ is not normalizable at x = 0 when
ω fails to satisfy the “quantization condition” eq. (154). On the other hand,
when the quantization condition is satisfied, then one can determine26 the
asymptotic behavior at x = 0 by directly examining the solution, eq. (151),
instead of using the expressions (153) and (155). In fact, the qunatiza-
tion condition (154) implies ζων,σ = −m (or otherwise ζ−ων,σ = −m), hence
F (ζων,σ, ζ
−ω
ν,σ , 1 + σ; cos
2 x) becomes a polynomial of cosx of order at most
2m. Therefore the asymptotic behavior of Ψ is simply given by the factor
(sin x)ν+1/2, i.e.,
Ψ = (sin x)(d−4)/2 [1 + C sin x+ · · ·] (d ≥ 7) . (158)
To see explicitly how the behavior of Ψ which we have just found relates
to the behavior of the corresponding Weyl component at I , we choose the
conformal factor as Ω = sin x. Then Ω2 times the exact AdS metric is smooth
at I , and
δE˜abt
atb ∼ Ω−(d−4)/2Ψ, as Ω→ 0 . (159)
26When eq. (154) holds, either ζων,σ or ζ
−ω
ν,σ becomes zero or a negative integer, −m,
and hence the first term on the right-hand side of eq. (153) vanishes. In particular, for
ν ∈ N, i.e., d = 7, 9, 11, . . ., ζω−ν,σ (or ζ−ων,σ ) also is a negative integer, −m− ν, hence the
expression, eq. (155), itself becomes trivial and does not make sense.
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The asymptotic formulae eqs. (156), (157), and (158), translate into the
following asymptotic behavior of the perturbed electric Weyl tensor:
d δE˜abt
atb
4 A+BΩ + · · ·
5 (A log Ω +B)(1 + CΩ+ · · ·)
6 AΩ−1 +B + CΩ + · · ·
≥ 7 1 + CΩ2 + · · ·
(160)
Thus, we arrive at the following conclusion: If we demand normalizability
of the perturbed Weyl tensor in the interior, then in d = 4 and in d ≥ 7,
the perturbed electric Weyl tensor component δE˜abt
atb is smooth at I . This
justifies our boundary condition for asymptotic AdS-spacetime within linear
perturbation analysis in these dimensions. In d = 5, it is smooth if A = 0,
but it is logarithmically divergent if A 6= 0, while in d = 6, it is smooth if
A = 0 and diverges as Ω−1 if A 6= 0.
As mentioned above, in d = 4, 5, 6, the ratio B/A (with ±∞ allowed)
corresponds to a specific choice of boundary conditions for the wave equa-
tion (147). In d = 4 there is hence a one-parameter family of boundary
conditions giving rise to a smooth perturbed electric Weyl tensor at I . On
the other hand, in d = 5, 6, there is only one choice (A = 0, essentially
“Dirchlet conditions”) corresponding to a smooth electric Weyl tensor. The
freedom of choosing boundary conditions in the cases d = 4, 5, 6 suggests that
there are other notions of asymptotically AdS spacetimes in those cases, with
consequently different expression for conserved quantities associated with the
asymptotic symmetries. On the other hand, in spacetime dimension d ≥ 7,
the boundary conditions are unique, at least at the level of linear perturba-
tion theory.
Actually, as shown in Appendix A, the other electric-type components
of the perturbed Weyl tensor, such as δE˜abt
a(∂/∂θi)b, δE˜ab(∂/∂θ
i)a(∂/∂θj)b,
also have the same asymptotic behavior as δE˜abt
atb. Furthermore, all other
components are determined from the electric components by the symmetries
of the Weyl tensor, the Bianchi identity, and Einstein’s equation. As a result,
the above discussion of boundary conditions and the linearized regularity
problem of the conformal AdS-infinity I applies to all types of the Weyl
curvature perturbations.
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7 Summary
In this work we have compared various constructions of conserved charges
(e.g., energy) in asymptotically anti de-Sitter spaces, and also introduced a
new construction following the covariant phase space method of Wald et al.
[24, 25]. Our main results are as follows:
• In d ≥ 4 spacetime dimensions the Ashtekar et al definition [5, 6] based
on the electric part of the Weyl tensor agrees with the Hamiltonian
construction due to Henneaux and Teitelboim [7] and with the covariant
phase space definition under suitable asymptotic conditions. These
conditions are stated in detail in section 2.
• This agreement occurs because our asymptotic conditions guarantee
that the expansion of any asymptotically AdS metric near infinity can
be written in the simple form (61,62) in terms of the electric part of
the Weyl tensor.
• In d = 5 the above definitions of conserved charges differ from the
charges defined by the counter-term subtraction method [14, 15]. How-
ever, this difference is a function only of the auxiliary conformal struc-
ture at I required by the counter-term subtraction method. This
agrees with previous results (e.g., [14, 15, 16, 17, 18, 19, 20, 21, 22, 23])
which evaluated this difference on particular solutions (e.g., Schwarzschild-
AdS). Note that, as a result, the counter-term energy is also consistent
with the covariant phase space methods of [24], which controls only
variations of the Hamiltonian on the space of solutions. Equation (87)
displays the explicit formula giving this difference for a general con-
formal structure. Because this difference is constant over phase space,
it has trivial Poisson bracket; that is, the charges generate the same
Hamiltonian vector fields. The choice to study the d = 5 was made for
simplicity. See [35] for an argument based on the Peierls bracket to the
effect that a similar conclusion must hold in all dimensions.
• A linearized analysis near infinity and consideration of the resulting
back-reaction indicates that our asymptotic conditions are consistent
with the dynamics of the metric, of anti-symmetric tensor fields and
vector fields with m2 ≥ 0, and of scalar fields with m2 either above or
saturating the Breitenlohner-Friedman bound.
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We should also emphasize those points not investigated here. For exam-
ple, our analysis was confined to cases with spacetime dimension d ≥ 4. The
d = 3 case will require special treatment due to the frequent appearance of
factors of d−3 in section 3. Furthermore, in d = 3 spacetime dimensions the
Weyl tensor vanishes identically so that the Ashtekar et al definition becomes
trivial, though one would still expect the other constructions to agree in the
manner described above.
One could also weaken the definition of asymtotically anti-de Sitter in
several ways. For example, in the AdS/CFT context it is common to con-
sider spacetime satisfying asymptotic conditions similar to those stated in
section 2, but with h˜ab on I not in the equivalence class of the Einstein
static universe. It would be interesting to extend our analysis to this case.
Perhaps the most interesting generalization, however, would be to weaken
the asymptotic conditions at infinity and study cases in which the unphys-
ical metric is less smooth. While a linearized analysis indicates that our
conditions are consistent with the dynamics of various fields, it also indi-
cates that other consistent conditions should exist. The issue is similar to
the use of Dirichlet, Neumann, or another member of the S1 of consistent
linear boundary conditions for the wave equation on the half-line. However,
an interesting difference here is that some choices of asymptotic behaviors
suggested by the linear analysis allow the fields to grow at infinity so that
the linear approximation breaks down.
Some progress has recently been made in constructing conserved quanti-
ties under such weakened boundary conditions for scalar fields with masses
near the Breitenlohner-Freedman bound [44, 45, 46, 47, 49, 50, 51] using the
Henneaux-Teitelboim construction. However, we note that in d = 4, 5, 6 the
linearized analysis suggests that even for the case of pure Einstein-Hilbert
gravity one may be able to define a consistent dynamics (and perhaps con-
served charges) with more general asymptotic conditions. This would be
interesting to explore in future work.
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Appendix
A Perturbation equations for the Weyl ten-
sor in pure AdS
In this section, we give a derivation of eq. (149) for the Weyl component
Ψ. In fact, we will also give a derivation of corresponding equations in
static charts other than the global chart used in the main part of the paper,
namely the chart with hyperbolic sections, and the chart with flat sections
(the “horospherical chart”). The latter corresponds to the commonly used
“Poincare coordinates.” Some of the material in this section may be of
interest more generally, so we give some detail.
A.1 Static charts and background quantities
The metric gab of pure AdS-space can be written as
ds20 = −V 2dt2 +
dr2
V 2
+ r2dσ2(K) , (161)
where V = V (r) is given as
V 2 = K +
r2
ℓ2
, (162)
and dσ2(K) is the metric of a (d−2)-dimensional constant curvature space with
the unit sectional curvature K = ±1, 0. For the global chart K = 1, for the
horospherical chart K = 0, and for the hyperbolic chart K = −1. Note that
the horospherical and hyperbolic charts only cover a portion of AdS space,
and also that the Killing orbits of (∂/∂t)a are different among different charts.
The domains covered by the above charts naturally have the structure of a
warped product of an auxiliary 2-dimensional AdS space corresponding to
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the r-t directions and the (d− 2)-dimensional constant curvature space with
K = ±1, 0, respectively.
To simplify our notation, we denote by (yA, θi) = xµ the coordinates
adapted to this product structure, i.e.,
gABdy
AdyB = −V 2dt2 + dr
2
V 2
, dσ2(K) = σijdθ
idθj . (163)
Thus, the uppercase roman letters in the range A,B, . . . denote coordinates
of the 2-dimensonal AdS-space and the lowercase roman letters in the range
i, j, . . . denote the angular coordinates θi of the (d− 2)-dimensional space.
Let DA and Dˆj be the derivative operators associated, respectively, with
gAB and σij . Then the derivative operator ∇a associated with gab is decom-
posed using the following formulas for the Christoffel symbols:
ΓAij = −D
Ar
r
gij = −rDArσij , ΓiAj =
DAr
r
δij , (164)
and ΓABC and Γ
i
jk are identical to the coefficients ofDA and Dˆj , respectively.
Consider a function
Y = V (r) cos(
√
Kt/ℓ) . (165)
Then the gradient Za = ∇aY satisfies
∇aZb = Y
ℓ2
gab . (166)
So, Za is a homothety vector. For later convenience, we list below some
formulas:
DADBZC =
1
ℓ2
ZAgBC , ZAZ
A =
1
ℓ2
(Y 2 −K) , (167)(
Y˙
Y
)2
=
K
ℓ2
(
V 2
Y 2
− 1
)
,
(
V
Y ′
Y
)2
=
r
ℓ2
, (168)
DAr
r
=
ℓ2
r2
(
V 2
ZA
Y
+
Y˙
Y
tA
)
, DCtA = 2
Z[CtA]
Y
, (169)
DA
(
ZC
Y
)
=
gCA
ℓ2
− ZC
Y
ZA
Y
,
DCr
r
ZC
Y
=
1
ℓ2
, (170)
gAB =
ℓ2
r2
(
K
Y 2
− 1
)
tAtB + V
2 ℓ
4
r2
ZA
Y
ZB
Y
+ 2
ℓ4
r2
Y˙
Y
Z(AtB)
Y
, (171)
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where the dot and the prime denote the partial derivatives with respect to
t and r, respectively, and ta = (∂/∂t)a is the background time translation
Killing vector.
A.2 Weyl curvature perturbations
Let δCabcd denote perturbations of Weyl curvature on pure AdS-spacetime.
Using the Bianchi identity and the Einstein equations, we have(
∇e∇e + 2(d− 1)
ℓ2
)
δCabcd = 0 , (172)
∇aδCabcd = 0 . (173)
We note that δCabcd itself is gauge-invariant since the background Weyl cur-
vatures are all vanishing.
Define
Eab = δCacbdZcZd . (174)
Then, from eqs. (172) and (173) and the homothety property of Za one finds
that (
∇c∇c + 2(d− 2)
ℓ2
)
Eab = 0 , (175)
∇aEab = 0 . (176)
Using the expressions (164) for the Christoffel symbols Γabc, we can decompose
the above equations into the following set of evolution equations for the
components EAB, EAi and Eij and constraint equations among them:
DCDCEAB + (d− 2)D
Cr
r
DCEAB − (d− 2)D
Cr
r
(
DAr
r
EBC + DBr
r
ECA
)
+
2(d− 2)
ℓ2
EAB + ∆ˆ
r2
EAB
−2DAr
r
DˆmEmB − 2DBr
r
DˆmEmA + 2(DAr)DBr
r2
Emm = 0 , (177)
DCDCEAj + (d− 4)D
Cr
r
DCEAj −
{
D2r
r
+ (d− 3)(Dr)
2
r2
}
EAj
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−d(DAr)D
Cr
r2
ECj + ∆ˆ
r2
EAj + 2(d− 2)
ℓ2
EAj
−2DAr
r
DˆmEmj + 2D
Cr
r
DˆjECA = 0 , (178)
DCDCEij + (d− 6)D
Cr
r
DCEij − 2
{
D2r
r
+ (d− 4)(Dr)
2
r2
}
Eij + ∆ˆ
r2
Eij + 2(d− 2)
ℓ2
Eij
+2
DCr
r
(DˆiECj + DˆjECi) + 2(D
Cr)DAr
r2
ECAgij = 0 , (179)
and
DCECA + (d− 2)D
Cr
r
ECA + DAr
r
ECC + DˆmEmA = 0 , (180)
DˆmEmj + 1
rd−2
DA(r
d−2EAj) = 0 , (181)
where ∆ˆ = DˆmDˆm.
We denote E = EABtAtB, Ei = EAitA. Using formulas listed above (167)-
(171) and the formulas for E , Ei, Eij below
EABZB = 0 , (182)
ZAtBDCEAB = −Y
ℓ2
EBCtB , (183)
tAtBDCEAB = DCE − 2ZC
Y
E , (184)
ZADCEAj = −Y
ℓ2
ECj , (185)
tADCEAj = DCEj − ZC
Y
Ej , (186)
we have evolution equations for E , Ei, Eij[
DADA +
(
(d− 2)D
Cr
r
− 4Z
C
Y
)
DC − 6
ℓ2
K
Y 2
+
1
r2
∆ˆ
]
E = 0 , (187)[
DADA +
{
(d− 4)D
Cr
r
− 2Z
C
Y
}
DC − 2
ℓ2
K
Y 2
− (d− 3)K
r2
+
1
r2
∆ˆ
]
Ej
= −2 ℓ
2
r2
Y˙
Y
DˆjE , (188)
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[
DADA + (d− 6)D
Cr
r
DC − 2(d− 4)K
r2
+
1
r2
∆ˆ
]
Eij
= −2 ℓ
2
r2
Y˙
Y
(DˆiEj + DˆjEi)− 2
(
ℓ2
r2
Y˙
Y
)2
gijE . (189)
From the constraint equations, we obtain
1
V 2
r2
ℓ2
(
−tC + ℓ2 Y˙
Y
DCr
r
)
DCE + (d− 3) Y˙
Y
E + 1
ℓ2
DˆmEm = 0 , (190)
1
V 2
r2
ℓ2
(
−tC + ℓ2 Y˙
Y
DCr
r
)
DCEj + (d− 3) Y˙
Y
Ej + 1
ℓ2
DˆmEmj = 0 .(191)
A.3 Master equation
Although the equations for E , Ei, Eij obtained above are coupled each other,
utilizing the symmetry of the (d− 2)-dimensional constant curvature space,
we can obtain a set of decoupled equations. To do this, we decompose Ei into
a scalar component and a divergence-free vector component with respect to
dσ2K , and similary, decompose Eij into a scalar, a divergence-free vector, and
a transverse-traceless tensor component with respect to dσ2K . It is convenient
to introduce harmonic functions Sk, vectors Vki, and symmetric tensors Tkij
on σijK defined by the eigenvalue equations,
(∆ˆ + k2S)Sk = 0 , (192)
(∆ˆ + k2V )Vki = 0 , DˆiVk
i = 0 , (193)
(∆ˆ + k2T )Tkij = 0 , Tk
i
i = 0 , DˆiTk
i
j = 0 . (194)
Some properties of these tensor harmonics and decomposition theorems are
given in [43, 61]. We then expand E , Ei, Eij in terms of these harmonics as
follows:
E = ψSS , (195)
Ei = φSDˆiS+ ψVVi , (196)
Eij = ELσijS+ ET
(
DˆiDˆj − 1
d− 2∆ˆσij
)
S+ EV Dˆ(iVj) + ψTTij ,(197)
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where here and hereafter we omit the suffix k labeling the eigenvalue of each
mode and the mode summation symbol
∑
k
over them. We call (ψS, φS, EL, ET )
the scalar-type components, (ψV , EV ) the vector-type components, and ψT a
tensor-type component of the Weyl perturbations. Note that the tensor-type
component does not exist for d = 4 case.
The expansion coefficients are not independent due to the constraint equa-
tions (190) and (191). First, the tracelessness Eaa = 0 implies that EL is
described by ψS. It follows from eq. (190) that φS is described in terms
of (ψS, ∂tψS, ∂rψS), and from eq. (191) that ET is described in terms of
(φS, ∂tφS, ∂rφS) and EV in terms of (ψV , ∂tψV , ∂rψV ). Therefore once we
obtain ψS , ψV , and ψT , we in fact obtain all of the components.
Furthermore, since the tensor harmonics Tij have d(d−4)/2 independent
components, the vector harmonics Vi have d − 3 independent components,
and the scalar harmonics S have one independent component, one finds the
total number of independent components d(d − 3)/2, which corresponds to
the number of dynamical degrees of freedom for gravitational radiation in d-
dimensional spacetime. Therefore ψS , ψV , and ψT describe all the dynamical
modes of gravitational perturbations.
Now we derive below a master equation that governs ψS, ψV , ψT , and
hence all dynamical degrees of freedom of gravitational perturbations. We
can express equations (187), (188), (189) as decoupled equations, respec-
tively, for ψS, ψV , ψT :(
∂2
∂t2
− 4 Y˙
Y
∂
∂t
+ 6
K
ℓ2
V 2
Y 2
)
ψS
=
{
V 2
rd−2
∂
∂r
(
rd−2V 2
∂
∂r
)
− 4V 2Y
′
Y
V 2
∂
∂r
− V
2
r2
k2S
}
ψS ,(198)(
∂2
∂t2
− 2 Y˙
Y
∂
∂t
+ 2
K
ℓ2
V 2
Y 2
)
ψV =
[
V 2
rd−4
∂
∂r
(
rd−4V 2
∂
∂r
)
−2V 2Y
′
Y
V 2
∂
∂r
− {(d− 3)K + k2V } V 2r2
]
ψV , (199)
∂2
∂t2
ψT =
[
V 2
rd−6
∂
∂r
(
rd−6V 2
∂
∂r
)
− {2(d− 4)K + k2T} V 2r2
]
ψT .(200)
Define master variables ΨS, ΨV , and ΨT by
ψS = Y
2r−(d−2)/2ΨS , ψV = Y r
−(d−4)/2ΨV , ψT = r
−(d−6)/2ΨT , (201)
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and introduce the following radial function x;
x = −1
ℓ
∫
dr
V
, so that
r
ℓ
=
√
K
tan(
√
Kx)
, (202)
thus x = 0 at infinity. Then, one finds that the three equations for ΨS, ΨV ,
ΨT are expressed exactly in the same form
ℓ2
∂2
∂t2
Ψ =
{
∂2
∂x2
−
(
ν2 − 1
4
)
K
sin2(
√
Kx)
−
(
σ2 − 1
4
)
1
cos2(
√
Kx)
}
Ψ ,(203)
where we have denoted ΨS, ΨV , and ΨT universally by Ψ. Here it is under-
stood that sin(
√
Kx)/
√
K = x and cos(
√
Kx) = 1 for K = 0. The second
term of the right-hand side of eq. (203) becomes relevant near infinity (where
x = 0) and the parameter ν depends only on the spacetime dimension:
ν2 − 1
4
=
(d− 4)(d− 6)
4
. (204)
Without loss of generality, we take ν to be non-negative,
ν =
|d− 5|
2
. (205)
The third term on the right-hand side of eq. (203) stems from to the angular-
momentum. The parameter σ depends on the spacetime dimension, the
sectional curvature K of dσ2 and the mode of perturbations,
σ2 − 1
4
=
(d− 2)(d− 4)
4
K + k2K , (206)
where k2K = k
2
S for the scalar-type, k
2
K = k
2
V + K for the vector-type, and
k2K = k
2
T + 2K for the tensor-type perturbation. In particular, for K = 1,
the eigenvalues are k2S = l(l + d − 3), k2V = k2S − 1, k2T = k2S − 2, hence in
this case k2K = l(l + d − 3) for all types of perturbations. Therefore, in this
case, one can universaly take
σ = l +
d− 3
2
. (207)
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Since near infinity Y ∼ r/ℓ, the definition eq. (201) and the master
equation (203) imply that in the asymptotic region, all the tensorial types of
perturbations behave in the same way
ψS,V,T ∼ r−(d−6)/2Ψ . (208)
For concreteness, let us examine the master equation (203) in the various
charts.
The global chart: In this chart, K = 1 and the radial coordinates r and x
are related by
r
ℓ
=
cosx
sin x
. (209)
The master wave equation (203) becomes(
− ∂
2
∂x2
+
ν2 − 1/4
sin2 x
+
σ2 − 1/4
cos2 x
)
Ψ = ω2Ψ , (210)
where the eigenvalue ω2 satisfies ℓ2∂2Ψ/∂t2 = −ω2Ψ. Note that ω can be
an arbitrary complex number if no conditions on the type of solutions are
imposed. Note also that in the K = 1 case, k2 = l(l + d − 3) takes on
discrete values, and the same is consequently true for σ = l+(d− 3)/2, with
l = 2, 3, . . .. The solutions to this equation are given by hypergeometric
functions but the only solution that is regular at the center of (Sd−2, dσ2+1)
is given by eq. (151).
Horospherical chart: In this chart, K = 0 and we have
r
ℓ
=
1
x
, (211)
and the wave equation (203) becomes(
− ∂
2
∂x2
+
ν2 − 1/4
x2
+ k2
)
Ψ = ω2Ψ , (212)
where ω,k are real numbers, i.e., in the K = 0 case k2 is in the continuous
spectrum. The solutions to this equation are given in terms of Bessel and
Neumann functions, i.e., Ψ ∝ C1
√
xJν(
√
ω2 − k2x) + C2
√
xNν(
√
ω2 − k2x).
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Hyperbolic chart: In this chart, K = −1 and we have
r
ℓ
=
cosh x
sinh x
. (213)
In this chart, there exists an event horizon with respect to the Killing orbits
of (∂/∂t)a at x →∞. In particular, if one considers a quotient of the back-
ground AdS-space by a certain discrete subgroup of the hyperbolic isometries
of dσ2−1, the resultant spacetime describes a BTZ-type black hole spacetime.
The wave equation (203) becomes(
− ∂
2
∂x2
+
ν2 − 1/4
sinh2 x
+
σ2 − 1/4
cosh2 x
)
Ψ = ω2Ψ . (214)
The solutions to this equation may be given in terms of hypergeometric func-
tions in an analogous manner to the case (210). In this case, however, σ2−1/4
given by eq. (206) can take a negative value for the higher dimensional case
d ≥ 5, and also x → ∞ corresponds to the event horizon. Therefore one
might need to consider with more care the regularity of solutions at x→∞.
B Perturbation equations for anti-symmetric
tensor fields in pure AdS
This appendix analyzes the behavior of anti-symmetric tensor fields Aa1...ap
satisfying equations of motion of the form
∇bFba1...ap = −m2Aa1...ap , (215)
where F = dA and p + 1 ≤ n. Here we take the fields to propagate in pure
anti-de Sitter space. The kinetic operator on the left-hand side is referred
to as the Maxwell operator in [39, 40, 41]. These references show that the
linearized anti-symmetric tensor fields that arise in reductions of 10- and 11-
dimensional supergravity to AdS5 and AdS7 satisfy equations of motion of
this type with m2 ≥ 0.
It is convenient to take the exterior derivative of (215). In doing so, it is
useful to note the following relation:
∇[c1∇a∇bAc2...cp+1] = ∇[c1∇aFbc2...cp+1] = −∇[b∇aFc1c2...cp+1]. (216)
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Thus one finds
−(p + 2)m2Fc1c2...cp+1 = −∇a∇aFc1c2...cp+1 + (p+ 1)∇[c1|∇aFa|c2...cp+1]
= −∇a∇aFc1c2...cp+1 −m2(p+ 1)Fc1c2...cp+1. (217)
That is,
∇a∇aFc1c2...cp+1 = m2Fc1c2...cp+1. (218)
It is straightforward to work out these equations in detail in the K = 0
static chart of equation (161). Introducing z = 1/r, we find
m2Fcˆ1...cˆp+1 = −z2(−∂2t + σijDˆiDˆj)Fcˆ1...cˆp+1
− z(2p+ 2− d)∂zFcˆ1...cˆp+1 + (p+ 1)(p+ 1− d)Fcˆ1...cˆp+1,(219)
where the hats on the indices cˆi indicate that we have chosen cˆi 6= z. Defining
Fcˆ1...cˆp+1 = z
αχ with α = (−1+d−2p)/2 and Fourier transforming on I then
places (219) in the standard form of Bessel’s equation. Thus one finds that
the two indepdendent solutions are Bessel functions whose leading behavior
at small z is zν with
ν = ±
√
m2 +
d(d+ 1)
4
− 1 + p
2
. (220)
Since d ≥ p + 1 and d ≥ 3, the argument of this square root is bounded
below by m2 + 3/2. From (215), we then see that the z-components of F
must fall-off at least as fast.
We now require (in analogy with [43]) that boundary conditions be im-
posed such that the time-translation operator is self-adjoint with respect to
the natural inner product∫
Σ
√
gΣV
−1ga1b1 . . . gap+1bp+1Fa1...ap+1Fb1...bp+1 , (221)
where Σ is a Cauchy surface and V 2 = z−2 is the norm of the time translation
∂t. This will be the case if eigenfunctions of ∂t satisfying the boundary
condition are normalizable in the inner product (221). Since we are interested
in the case m2 ≥ 0, we have |ν| ≥ 1 which requires us to choose the positive
branch of (220). In particular, we find ν ≥√3/2. As a result, one may show
that the anti-symmetric tensor fields fall off too fast at infinity to contribute
to any expression for the conserved energy.
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