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ABSTRACT: To reduce the cost of Monte Carlo (MC) simulations for time-consuming processes (like Finite
Elements), a Bayesian interpolation method is coupled with the Monte Carlo technique. It is, therefore, possible
to reduce the number of realizations in MC by interpolation. Besides, there is a possibility of thought about
priors. In other words, this study tries to speed up the Monte Carlo process by taking into the account the prior
knowledge about the problem and reduce the number of simulations. Moreover, the information of previous
simulations aids to judge accuracy of the prediction in every step. As a result, a narrower confidence interval
comes with a higher number of simulations. This paper shows the general methodology, algorithm, and result
of the suggested approach in the form of a numerical example.
1 INTRODUCTION
The so-calledMonteCarlo (MC) technique helps engi-
neers to model different phenomena by simulations.
However, these simulations are sometimes expensive
and time-consuming. This is because of the fact that
the more accurate models, usually defined by finite
elements (FE), are time-consuming process them-
selves. To overcome this problem the cheaper methods
are generally used in the simulation of complicated
problems and, consequently, less accurate results are
obtained. In other words, implementing more accu-
rate models in the Monte Carlo simulation technique
provides more accurate and reliable results; by the
reduction of calculation’s cost to a reasonable norm,
more accurate plans for risk management are possible.
To reduce the cost of Monte Carlo simulations for a
time-consuming process (like FE), numerous research
projects have been done, primarily in the structural
reliability to get the benefits of not only a probabilis-
tic approach but also to obtain accurate models. For
instance, importance sampling and directional sam-
pling are among those approaches implemented to
reduce the cost of calculations. But still this coupling is
a time-consuming process for practical purposes and it
should be stillmodified. This research tries to speed up
the Monte Carlo process by considering the assump-
tion that the information of every point (pixel) can
give an estimation of its neighboring pixels. Taking
the advantage of this property, the Bayesian interpo-
lation technique (Bretthorst 1992) is applied to our
requirement of randomness of the generated data. In
this study, we try to present a brief review of the
method and important formulas. The application of
the Bayesian interpolation into the MC for estimation
of randomly generated data in the unqualified area is
presented by a numerical example.
2 GENERAL OUTLINES
In the interpolation problem, there is a signal U which
is to be estimated at a number of discrete points.
These discrete points will be called pixels, presented
by ui. These pixels are evenly spaced on a grid of pix-
els u ≡ (u0, · · · , uv+1). Therefore, there are totally
v+2 pixels. The first and last pixels are called bound-
ary pixels and are treated separately. These boundary
pixels are presented by u0 and uv+1. As a result, v
presents the number of interior pixels. The total num-
ber of observed data points is equal to n which are
distributed in arbitrary (or random) locations among
the pixels. Therefore, the maximum value of n is
equal to v + 2 when there is an observed data point
for each pixel (n ≤ v + 2). The locations of the
observed data points are collected in a vector c, so
this vector has n elements which are presented by ci
and i = 1, 2, · · · , n. The vector of observed data points
is called d ≡ (d1, · · · , dn), and its elements are pre-
sented by di. Figure 1 presents an illustration of the
internal and boundary pixels as well as data points.
According to this figure c ≡ (1, v − 1, v + 2).
3 BAYESIAN INTERPOLATION
The univariate posterior probability density function
(PDF) for an arbitrary pixel uj, given the data d and
the prior information I , will be foundby integratingout
all pixels. In this case the sum rule is applied and the
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Figure 1. An illustration of the pixels which data points are
assigned to.
product is integrated all over the multivariate posterior
PDF of all pixels of u except the required pixel uj .
P(uj|d, I ) =
∫
P(u|d, I ) . . . dui . . .︸ ︷︷ ︸
i =j
(1)
Also, according to the Bayes’ rule we have:
P(u|d, I ) = P(d|u, I )P(u|I )
P(d|I ) (2)
Where P(d|I ) is a normalization constant called
evidence. Therefore, combination of Equations 1 and
2 produces the following equation.
P(uj|d, I ) ∝
∫
P(d|u, I )P(u|I ) . . . dui . . .︸ ︷︷ ︸
i =j
(3)
This equation presents that to obtain the posterior,
we need to define our likelihood function and the prior.
The likelihood, or in this case more appropriate the
PDF of the data (d) conditional on the pixels (u), is
constructed by making the standard assumptions of
noise. Therefore, according to the Bayesian interpo-
lation technique, there are three main steps should be
taken into account:
1. All the pixels are connected to each other so each
pixel is defined as a function of its neighbor-
ing pixels. This is the prior information which is
formulated in Section 4.
2. For the pixels which take the corresponding data
values, the data values are considered the best
estimates. This is described in Section 5.
3. Then the outcome of the previous steps are com-
bined so as to get an estimation of every pixel in
grid, based on the data. In this case, Equation 3 is
used and the result is presented in Section 6.
4 THE PRIOR
We expect some logical dependence between neigh-
boring pixels and this expectation is translated in the
following model, f , for an arbitrary pixel ui.
ui = f (ui−1, ui+1) = ui−1 + ui+12 (4)
Having the model defined, the error ei also is
implicitly defined by Equation 5.
ei = ui − f (ui−1, ui+1) = ui − ui−1 + ui+12 (5)
The only thing we know about this error is that the
error has a mean of zero (the error is either positive
or negative) with some unknown variance φ2. Using
the principle of Maximum Entropy (Jaynes 2003), we
find the well known Gaussian probability distribution
function of ei presented in Equation 6.
P(ei|φ) = 1√
2πφ
exp
[
− 1
2φ2
e2i
]
(6)
Substituting Equation 5 into Equation 6 andmaking
the appropriate change of variable from ei to ui, the
PDF of the pixel ui can be obtained by Equation 7.
P(ui|ui−1, ui+1,φ)
= 1√
2πφ
exp
[
− 1
2φ2
[
ui − ui−1 + ui+12
]2]
(7)
Assuming that there is no logical dependence
between the errors e1, . . . , ev , the multivariate PDF
of all the errors is a product of the univariate PDFs.
Then, by making the change of variable from ei to ui
we find the following multivariate PDF for the pixels
u1, . . . , uv .
P(u1, . . . , uv|u0, uv+1,φ)
= 1
(2π)v/2φv
exp
[
− 1
2φ2
v∑
i=1
[
ui − ui−1 + ui+12
]2]
(8)
The boundary pixels are treated separately. In fact,
these two pixels are assigned to the first and last posi-
tion and presented as u0 = v1 and uv+1 = vv+2. As
a result of using the principle of Maximum Entropy,
the PDF of the boundary pixel u0 is obtained in Equa-
tion 9. And a similar equation can be established for
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the pixel uv+1.
P(u0|u1,φ)
= 1√
2πφ
exp
[
− 1
2φ2
[u0 − u1]2
]
(9)
Combining Equations 8 and 7 using Bayes’ Theo-
rem, the next equation will be obtained. This equation
is written in a matrix form where u is vector of pixel
positions,
P(u0, u1, . . . , uv+1|φ)
= 1
(2π)(v+2)/2φv+2
exp
[
− Q
2φ2
]
(10)
where
Q = uTRu
and
R ≡
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 −1.5 0.5 0 · · · · · · 0
−1.5 3 −2 0.5 0 . . . ...
0.5 −2 3 −2 0.5 . . . ...
...
. . .
. . .
. . .
. . .
. . .
...
...
. . . 0.5 −2 3 −2 0.5
...
. . .
. . . 0.5 −2 3 −1.5
0 · · · · · · 0 0.5 −1.5 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
We have derived the above equation which provides
the PDF for the pixels u0, . . . , uu+1 using the assumed
prior model presented in Equation 4.
If φ = 0, we get to the conclusion that our model
(Equation 4) holds exactly. So setting φ = 0 produces
an extremely informative prior which determines the
values of the pixels. On the other hand, if φ → inf
then the prior relaxes to an extremely uninformative
distribution which lets the values of the pixels totally
free. So in a sense φ ‘regulates’ the freedom allowed
to the pixels u0, . . . , uv+1.
5 THE LIKELIHOOD
Apart fromourmodel andprior, we also haven+2non-
overlapping data points , n ≤ v . These data points can
be assigned arbitrarily to any pixel uc where c is an ele-
ment of the vector c described in Section 2. The value
of c corresponds with the location of the observed data
regarding the pixel numbers (see Figure 2). The error
of the model at the location of any observed data point
is defined as:
ec = uc − dc (11)
Assuming that this error has a mean of zero (the
error is either positive or negative)with someunknown
variance σ 2 and using the principle of Maximum
Entropy we find that this error has the following
probability distribution function:
P(ec|σ) = 1√
2πσ
exp
[
− 1
2σ 2
e2c
]
(12)
Figure 2. An illustration of the pixels which data points are assigned to. The ’-’ is a representation of the evaluated values
in the pixels.
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Substituting 11 into 12 andmaking a change of vari-
able from the error ec to the data dc, the likelihood
function can be obtained according to Equation 13.
P(dc|uc, σ) = 1√
2πσ
exp
[
− 1
2σ 2
(dc − uc)2
]
(13)
Again by assuming logical independence between
the errors andmaking the appropriate substitutions and
changes of variables, the following likelihood function
can be obtained.
P(d1, . . . , dn|u0, u1, . . . , u(v+1), σ)
= 1
(2π)n/2σ n
exp
[
− 1
2σ 2
∑
c∈c
(dc − uc)2
]
(14)
Equation 14 can be rewritten in the matrix form as
presented in Equation 15.
P(d1, . . . , dn|u1, . . . , un, σ)
= 1
(2π)n/2σ n
exp
[
− 1
2σ 2
(d′ − Su)T (d′ − Su)
]
(15)
Where d′ is a padded vector of length v + 2 where
the data points have been coupled with their corre-
sponding pixels and S is a diagonal matrix with entry
1 for pixels which data points are assigned to them and
0 everywhere else.
For example, the S matrix for the grid in Figure 1,
d′ = (0, d1, 0, · · · , 0, d2, 0, d3) becomes:
S ≡
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 · · · · · · 0
0 1 0 0 0
. . .
...
0 0 0 0 0
. . .
...
...
. . .
. . .
. . .
. . .
. . .
...
...
. . . 0 0 1 0 0
... · · · . . . 0 0 0 0
0 · · · · · · 0 0 0 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(16)
6 THE POSTERIOR
Combining the prior in Equation 10 andwith the likeli-
hood presented in Equation 15 we get a function which
is proportional to the posterior PDF of all the pixels
(Sivia 1996). Equation 19 presents the matrix form of
this function.
P(u|d, σ ,φ) ∝ P(u|φ)P(d|u, σ)
= 1
φv+2σ n
exp
[
− (d
′ − Su)T (d′ − Su)
2σ 2
− u
TRu
2φ2
]
(17)
Equation 19 is conditional on unknown parameters
φ and σ , but since we don’t know these parameters
we will want to integrate them eventually out as ’nuis-
sance’ parameters. We first assign Jeffery’s prior to
these unknow parameters:
P(φ) = 1
φ
P(σ ) = 1
σ
(18)
Using Bayes’ theorem we can combine the priors
in Equation 18 with Equation 19 to get the following
equation.
P(u, σ ,φ|d) = P(σ )P(φ)P(u|d, σ ,φ)
∝ 1
φv+3σ n
exp
[
− (d
′ − Su)T (d′ − Su)
2σ 2
− u
TRu
2φ2
]
(19)
By integrating over all pixel except the target pixel,
uj , the probability distribution function of just one
pixel (uj) is given as
P(uj|d, σ ,φ)
=
∫
P(u0, . . . , uv+1|d, σ ,φ) du0 . . . duv+1︸ ︷︷ ︸
except duj
=
∫
exp
[
− (d
′ − Su)T (d′ − Su)
2σ 2
− u
TRu
2φ2
]
× 1
(φ)v+3σ n
du0 . . . duv+1︸ ︷︷ ︸
except duj
(20)
For actual evaluation of Equation 20, we refer the
interested reader to (Bretthorst 1992).
7 ALGORITHM
To couple the Bayesian interpolation approach with
Monte Carlo techniques the following algorithm is
suggested:
1. Define the interval of variation and the length of
pixels for the variable X . Totally, v + 2 pixels are
to be defined in this interval.
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2. A random number is generated according to the
PDFof the variableX , and according to its value, its
assigned to a certain location. This location which
is the jth pixel (as presented in Figure 1) is called uj .
3. According to the information of the other pixels and
our assumed model, the PDF of the uj is calculated
by Equation 20.
4. According to the accepted tolerance criteria, it is
decided whether there is a need to calculate the
limit state equation for the jth point or the accuracy
is enough.
5. The calculations are iterated from step 3 and
continues to meet the simulation criteria.
8 NUMERICAL EXAMPLE
One of the important research topics in hydraulic engi-
neering focuses on the impact of water waves on walls
and other coastal structures, which create velocities
and pressure with magnitudes much larger than those
associated with the propagation of ordinary waves
under gravity. The impact of a breaking wave can gen-
erate pressures of up to 1000 kN/m2 which is equal
to 100 meters of water head. Although many coastal
structures are damaged by breaking waves, very little
is known about the mechanism of impacts. Insight into
the wave impacts has been gained by investigating the
role of entrained and trapped air in wave impacts. In
this case, a simplified model of maximum pressure of
ocean waves on the coastal structures is presented by
Equation 21.
Pmax = C × p × k × u
2
d
(21)
Where the ρ is density of water, k is the length
of hypothetical piston, d is the thickness of air cush-
ion, u is the horizontal velocity of the advancing wave,
and C is a constant parameter and equal to 2.7 s2/m.
Having this knowledge, we are willing to find the
probability of the event, when the maximum impact
pressure exceeds 5∗105 N/m2 for a specific case.
The one dimensional limit state function (LSF) can be
defined by Equation 22, where the velocity parameter
is assumed to be normally distributed as N (1.5, 0.45).
G(u)5 − 0.98280 × u2 (22)
We consider the variation of the variable u in the
interval of [μ − 3σ , μ + 3σ ] where μ is the mean
value and σ is the standard deviation of variable u.
This interval is divided to the finite pixels with an
equal distance of 0.01. As a result, there are totally 270
internal pixels defined in this interval. A schematic
view of the all pixels is presented in Figure 2. Pixel 210
is considered as a sample pixel in which we are going
to monitor the change of its PDF during Monte Carlo
process. In this figure, themeasured (or observed) data
point is assigned to the first and last internal pixels.
Before we proceed to the simulation process, we
would like to present the probable values of pixel 210
or u210 with the suggested model. Therefore, we need
to use Equation 20 in order to get the required PDF.
Nevertheless, this equation containsσ andφ. As amat-
ter of fact, σ can be integrated out of the equation, but
we need to estimate a value for the φ. In this case, we
define  = 1
φ
which is called regularizer. Then we can
get the PDF of our regularizer to find its optimal value
which leads to the most narrow PDF. The reader who
is interested in this process is referred to (Bretthorst
1992). The most probable value of  is estimated to be
2.6 and we use this value during the rest of this work.
As a result, Equation 20 will lead to Equation 23 for
pixel number 210 given two data points: d1 and d2.
P(uj=210|d1, d2)
= 0.3126 10
9
0.5897 1010 + 0.5265 1010 uj + 0.1339 1010 uj2
(23)
The PDF of u210 given d1 and d2 is depicted in
Figure 3. This figure is a plot of Equation 23. The
mean value of this PDF is -1.97 by assuming a sym-
metrical PDF. Besides, the 95% accuracy by assuming
a symmetrical distribution leads to the values in the
interval of [-11.28, 7.35]. This interval was obtained
by solving the equation which defines the integration
of a symmetrical area around mean value should be
equal to 0.95. It is a wide PDF and its tails are much
more informative than the Gaussian. In other words,
we expect value of this pixel vary within the interval
having the prior information about the model and just
2 data points.
It is useful to compare this result with the traditional
interpolation problem. In fact, by considering two data
points, there is no other way than we assume a linear
relationship which leads to the value of -1.21 for this
pixel while we do not have any estimation about the
uncertainty. Now, the distinction between two meth-
ods is obvious; the applied method enables us to get a
criterion for the uncertainty of the estimated value of
each pixel. This is an huge advantage in the simulation
process. This comparison is depicted in Figure 4. In
this figure there are two data points called A and B.
These two points are the only information which pro-
vide point e using a linear interpolation for the pixel
210, where e = −1.21. This is not close to real value
of the limit state function g = 0.0246. Nevertheless,
there is no information over the certainty of the esti-
mated point e from the interpolation. In the other hand,
point f is the mean value of the PDF calculated by the
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Figure 3. This figure presents the probability distribution
function (PDF) of the u210 given 2 measured data points: d1
and d270.
Figure 4. A comparison between linear interpolation and
the Bayesian technique for the pixel u210, given 2 measured
data points: d1 and d270. The exact value of the function
(Equation 22) is depicted by dashed line.
Bayesian technique (f = −1.97). The uncertainty is
shown by its PDF. Having a look at the presented PDF,
a rather wide PDF can be seen; and both of positive
and negative values are expected for this pixel.
Fromnowonwe start theMonteCarlo simulationby
generating random numbers. However, before we run
the limit state equation for each random number which
is assigned to a pixel uj , we check if it is necessary to
run the limit state equation, or we can assign its value
regarding our tolerance. To investigate the changes,
we monitor the u210 after 20 realizations of the LSE
(or 20 data points) which are assigned to their location.
As a result, the calculated PDF of u210 given 20 data
points is obtained and depicted in Figure 5. The mean
value of this PDF is 0.013 , and the 95% accuracy
by assuming a symmetrical distribution leads to the
values in the interval of [−0.16, 0.19]. This shows
that by implementing more data points, we get a more
precise PDF.
The difference of the results of linear and Bayesian
interpolation at this case is because of the value of
the regularizer(). In this case study its value is set
to be  = 2.60. The effect of epsilon (or φ which
is inversely related to it) was previously described. In
fact, we can have two extreme situations when we con-
sider two extreme values forΦ. These extreme values
are 0 and infinity. In the first case we just stick to our
data values and in the second case we just consider
our model assumption and leave the other informa-
tion. Therefore, the difference between e and f should
be related to the value of regularizer.
Sincewe are not satisfiedwith the accuracywe con-
tinue to generate more data points. Figure 6 presents
the PDF of u210 having 90 data points measured or
calculated. The mean value of this PDF is 0.025 , and
the 95% accuracy by assuming a symmetrical distri-
bution leads to the values in the interval of [0.014,
0.035]. This shows that by implementing more data
Figure 5. This figure presents the probability distribution
function (PDF) of the u210 given 20 measured data points
given in random locations.
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points, we get a more precise PDF. Since this inter-
val is small enough, we can assume that we have got
the enough accuracy. Therefore, the simulation effort
has been reduced by 67% for the presented numerical
example.
In fact, the number of simulations in the Monte
Carlo technique depends on several factors. The most
important ones are the tolerance and the distance
between pixels defined for the analysis. In otherwords,
to get amore precise result we need to implementmore
data points. Meanwhile, a higher number of pixels lead
to a higher accuracy.
Figure 6. This figure presents the probability distribution
function (PDF) of the u210 given 90 measured data points
given in random locations.
It is useful to compare the calculated PDFs in
another figure with the same scale. Figure 7 provides
this comparison in which figure (a) presents the PDF
of the pixel at the beginning of simulation where there
are just two data points. Figure 7 (b) presents the PDF
of the same pixel, u210, when there are 20 data points
randomly generated and assigned to the related pix-
els. Figure 7(c) again presents the PDF of the same
pixel where the information of ninety pixels are imple-
mented. In this figure, the same scale of axis is selected
to clarify the change of the PDF during the simulation
process.
9 DISCUSSION
The Bayesian interpolation is a technique which can
be nicely coupled with Monte Carlo simulation. In this
study, an attempt is made to have the prior information
of the model incorporated to the current level of the
analysis. This is a step forward in Monte Carlo simu-
lations. In fact, the R in Equation 10 provides a link
between the information of each pixel with its neigh-
borhood. In other words, information of each point
passes through this link and effect the others. Besides,
this approach provides a nice tool to get the other
priors incorporated to the Monte Carlo simulations.
For instance, the limit bounds method (Rajabalinejad
et al.2007 assumes someother prior informationwhich
can be implemented in this approach.
Nevertheless, the approach presented in this paper
has got two main limitations. The first one is that we
need to use a grid and divide the interval of variation
of the variable to finite number of pixels. The second
limitation is that the pixel are evenly spaced. These
conditions impose large matrices for a large interval,
a small step size, or higher dimensions.
Figure 7. This figure shows the probability distribution function of variable which is assigned to the pixel j = 210. In
Figure (a) Just the information of 2 data points are considered while in Figure (b) and (c), the information of 20 and 90 pixels
are considered, respectively.
723
10 CONCLUSION
The suggestedprocedure can speedup theMonteCarlo
simulations integratedwith finite elements or the other
highly complicated and time consuming processes.
However, in this paper we have limited ourselves into
the finite number of pixels. The proposed method also
provides a tool for implementing informative priors
regarding the considered model. The extension of this
work with an arbitrary length and location of pixels
can provide a more powerful tool and is recommended
for future research projects.
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