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Abstract
The modularity of a graph is a parameter introduced by Newman and Girvan [NG04] measuring
its community structure; the higher its value (between 0 and 1), the more clustered a graph is.
In this paper we show that the modularity of a random 3−regular graph is at least 0.667026
asymptotically almost surely (a.a.s.), thereby proving a conjecture in [MS18] stating that a random
3−regular graph has modularity strictly larger than 23 a.a.s. We also improve the upper bound given
therein by showing that the modularity of such a graph is a.a.s. at most 0.789998.
For a uniformly chosen graph Gn over a given bounded degree sequence with average degree d(Gn)
and with |CC(Gn)| many connected components, we distinguish two regimes with respect to the exis-
tence of a giant component. In more detail, we precisely compute the second term of the modularity
in the subcritical regime. In the supercritical regime, we further prove that there is ε > 0 depending
on the degree sequence, for which the modularity is a.a.s. at least
2 (1− µ)
d(Gn)
+ ε,
where µ is the asymptotically almost sure limit of
|CC(Gn)|
n
.
Keywords: random graphs, modularity, configuration model.
1 Introduction
In recent years have seen a fast increase of network data available and the need for detecting clusters - disjoint
groups of nodes with many connections between the elements within a single group and rather few connections
between elements of different groups - has become more and more important. Identifying clusters helps to exploit a
network more effectively: for example, having detected clusters in social networks allows for targeted advertisements,
or having detected clusters in collaboration networks allows for identifying similar papers. Whereas traditional
clustering approaches either fix the number of clusters and/or the sizes of the clusters, the concept of modularity
allows for more flexibility here: whilst rewarding a partition for containing edges within its parts, it penalizes
parts incident to too many edges. Introduced by Newman and Girvan in [NG04], it was first studied in physics
(see [FH16, LF11]) due to its connections to the Potts model in statistical physics presented in [RB06]. It was
then analyzed in different applications including protein discovery and identifying connections between websites:
see [For10] and [POM09] for surveys on the use of modularity for community detection in networks. After this
∗Dieter Mitsche has been supported by IDEXLYON of Université de Lyon (Programme Investissements d’Avenir ANR16-
IDEX-0005).
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successful application in practice, modularity was then also studied from a mathematical point of view. We first
give the definition and our results and then refer to related work in the mathematics literature.
For a subset A of vertices of G, we denote by e(A) the number of edges with two endvertices in A and by vol(A)
the sum of the degrees of the vertices in A. The modularity of a partition A = {A1, A2, . . . , Ak} of the vertices of a
graph G with m edges is defined as
q(A) = 1
m
k∑
i=1
e(Ai)− 1
4m2
k∑
i=1
vol(Ai)
2.
For a graph G = (V,E), the modularity q∗(G) of G is defined as
max
A∈P(V )
q(A),
where P(V ) stands for the set of partitions of the vertex set V of G. It is well known and easy to see that
0 ≤ q∗(G) < 1 for every graph G (for a graph G without edges, by convention, q∗(G) = 0).
For every d ≥ 1, we denote by Gd(n) the set of all d−regular graphs. Denote also by Gd(n) (or simply Gd) the
random d−regular graph with n vertices following the uniform distribution over the set Gd(n).
For a sequence of probability spaces (Ωn,Fn,Pn)n≥1 and a sequence of events (An)n≥1, where An ∈ Fn for every
n ≥ 1, we say that (An)n≥1 happens asymptotically almost surely or a.a.s., if lim
n→+∞Pn(An) = 1. The sequence
of events (An)n≥1 itself is said to be asymptotically almost sure or again a.a.s.. Our first result concerns G3(n):
McDiarmid and Skerman conjectured in [MS18] that there exists δ > 0 such that a.a.s. q∗(G3(n)) ≥ 23 + δ. Our
first theorem confirms this conjecture:
Theorem 1.1. Let G3 ∈ G3(n). Then a.a.s. q∗(G3) ≥ 0.667026.
As a complementary result, we also improve on the upper bound: to our knowledge the best results before this
paper were q∗(G3) ≤ 0.804 (see [MS18] and [PPR17]). We prove the following result:
Theorem 1.2. Let G3 ∈ G3(n). Then a.a.s. q∗(G3) ≤ 0.789998.
In fact, in the spirit of Theorem 1.1, we also obtain an improved lower bound for more general degree sequences
(Dn)n≥1. For a graph G, we denote by CC(G) the set of connected components of G. Denote by ∆(n) the maximum
degree in Dn and, for every i ≥ 0, denote by di(n) the number of vertices in Dn of degree i. A sequence of degree
sequences is bounded if there is ∆ ∈ N such that for every n ≥ 1,∆(n) ≤ ∆. In this paper we assume that d0(n) = 0
for all n. We say that the sequence of degree sequences (Dn)n≥1 is regular if for every positive integer i ≥ 1 there
is pi ≥ 0, such that the proportion of vertices di(n)
n
of degree i in Dn tends to a limit pi with n.
Theorem 1.3. Fix a sequence of bounded regular degree sequences (Dn)n≥1 with limit vector p = (pi)i≥1 and
maximal degree ∆. Define
Q = Q(p) :=
∑
i≥1
i(i− 2)pi (1)
and
M = M(p) :=
∑
i≥1
ipi.
Then
1. If Q < 0, then
q∗(G(n)) = 1− c
Mn
+ o
(
1
n
)
asymptotically almost surely, where c = c(p,∆) > 0 is given by the sum
4
∑
t2,...,t∆∈N
t2 + · · ·+ (∆− 1)t∆
t2 + · · ·+ (∆− 1)t∆ + 2
(
t2 · · ·+ (∆− 1)t∆ + 2∑
(i− 2)ti + 2, t2, . . . , t∆
)
p21
M
∏
2≤i≤∆
(
ipi
M
( p1
M
)(i−2))ti
,
where 00 = 1 by convention.
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2. If Q > 0, there exists a constant ε > 0 so that asymptotically almost surely
q∗(Gn) ≥ 2(1− µ)
M
+ ε,
where µ = µ(p) is the asymptotically almost sure limit of
|CC(G(n)|
n
.
Remark 1.4. Point 2 of Theorem 1.3 proves on its own that the modularity of the random 3−regular graph G3(n)
is a.a.s. at least 2/3 + ε for some ε > 0, but the value of ε is not given explicitly this time. Indeed, the random
3−regular graph is a.a.s. connected (so µ = 0), and its average degree is always three (thus M = 3).
Remark 1.5. It is a natural question to ask if a closed formula for c(p,∆) may be given. Sadly, even for ∆ = 3,
one may only reduce the expression for c(p,∆) to a single sum of terms given by (a little more than) hypergeometric
terms. The answer to this question seems therefore to be negative for ∆ ≥ 3. However, for ∆ = 2, the constant is
not hard to calculate, it is equal to
∑
t2≥0
t2 + 1
t2 + 2
(
t2 + 2
2
)( p1
M
)2(2p2
M
)t2
=
p1 + 4p2
2p1
=
4− 3p1
2p1
.
Related work. After the introduction of the concept in the already mentioned paper by Newman and Gir-
van [NG04], due to its success in applications, modularity was analyzed for different graph classes: cycles were
analyzed in [BDG+08], lattices in [MS13] and [GSPA04] respectively. The study of modularity in trees was initiated
by Bagrow in [Bag12], who showed that k-ary trees as well as Galton-Watson-trees have modularity tending to one.
Later De Montgolfier, Soto and Viennot proved in [MSV11] that trees with maximum degree ∆ = o(n1/5) have
modularity tending to 1, which was then extended by McDiarmid and Skerman [MS18] to trees with maximum
degree o(n) (and more generally to graphs that are ’treelike’ in the sense of having low treewidth). More generally,
Ostroumova, Prokhorenkova, Prałat, and Raigorodskii showed in [PPR17] that all connected graphs G on n vertices
with maximal degree ∆(n) = o(n) and average degree d(n) satisfy q∗(G) ≥ 2d(n) − 3
√
∆(n)
nd(n) − ∆(n)nd(n) . Modularity
was also studied for random graphs: the Erdős-Rényi model G(n, p) was studied by McDiarmid and Skerman
in [MS20]: they showed that for p ≤ 1/n, a.a.s., q∗(G(n, p)) = 1 + o(1), whereas for p ≥ 1/n and p < 1, a.a.s.,
q∗(G(n, p)) = Θ( 1√np ). Their results transfer also to the G(n,M) model. For random regular graphs, besides the
already mentioned bounds given in [MS18] and [PPR17] of 23 ≤ q∗(G) ≤ 0.804 for G ∈ G3(n), in [MS18] McDiarmid
and Skerman gave also lower and upper bounds for d−regular graphs for other values of d, in particular they showed
that 0.7631/
√
d ≤ q∗(Gd(n)) for d sufficiently large, and q∗(Gd(n)) ≤ 2/
√
d for all d ≥ 3. For random 2−regular
graphs, they also proved q∗(G2(n)) = 1− 2√n + o( log
2 n
n ). Regarding other models of random graphs, in [PPR17] it
was proved that for a graph G chosen according to the preferential attachment model, when adding m ≥ 2 edges at
a time, max{ 1m − o(1),Ω( 1√m)} ≤ q∗(G) < 0.94, where the constant hidden in the asymptotic notation is such that
for m ≥ 1000 the second lower bound is better. In the same paper, they also showed that for the spatial preferential
attachment model with certain conditions on the parameters the modularity is 1+o(1). From a computational point
of view, finding the modularity of a graph was proved to be NP-hard and even approximation of the modularity
within a constant multiplicative factor remains NP-hard, see [BDG+07] and [DLT15].
Overview of the proofs. In the proof of Theorem 1.1 we choose a vertex v uniformly at random and start
exploring its connected component C(v) one edge at a time in a certain order until εn vertices have been processed.
Call the explored set of vertices C0(ε). Then, explore one by one the open half-edges sticking out of C0(ε) to grow
it little by little. Then, we start adding short paths to C0(ε) containing exactly two explored vertices - the first
and the last vertex of each path (see Figure 1). In this way one increases the modularity of C0(ε) at each step. By
analysis of the first few steps of this procedure via the differential equation method and consequent optimization
over ε, we deduce Theorem 1.1.
In the proof of Theorem 1.2, we first observe that for the modularity of G3(n) to be at least the given upper
bound, there must be a part Ai in the optimal partition with
2e(Ai)
3|Ai| −
|Ai|
n
≥ 0.789998.
We first rule out the possibility that the order of Ai is smaller than ε0n for some ε0 > 0. The remainder of the
proof is essentially an application of the first moment method.
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v3v2
v1
v4
C0(ε)
Figure 1: The path v1v2v3v4 with vertices v1 and v4 in C0(ε) and vertices v2 and v3 outside C0(ε) just
before being added to C0(ε) entirely.
The proof of Theorem 1.3 in the supercritical regime is similar in spirit to the one of Theorem 1.1, although
there we are only interested in paths of length ℓ for some large enough ℓ. An additional difficulty appears: when
reasoning on the giant component, a number of vertices of degree one may arise in general. These may cause
problems in case they increase the size of C0(ε) by too much. Nevertheless, we show that this is indeed not the
case with probability tending to one as n→ +∞. The subcritical regime in Theorem 1.3 is based on an analysis of
the orders of connected components in Gn.
Notation. For a graph G = (V,E) we call |V | the order of G and |E| the size of G. For a vertex v of G, we denote
degG(v) or simply deg(v) the degree of the vertex v in G. We also call (u,w, v) ∈ V 3 a cherry with center w, if
uw,wv ∈ E. For a path p, the length of p is the number of edges in p. For a set S ⊆ V , an S−chain or simply a
chain is a path of vertices u0 = u, u1, . . . , uk, uk+1 = v, with u, v ∈ S;u1, . . . , uk ∈ V \ S and, for every 0 ≤ i ≤ k,
uiui+1 ∈ E. For example, in Figure 1 we see an C0(ε) chain of length three. A leaf in G is a vertex of G of degree
one. For two subsets A,B ⊆ V , we also denote by e(A,B) the number of edges going between A and B.
Organization of the paper. The paper is organized as follows: in Section 2 we introduce preliminary definitions
and concepts. We then prove Theorem 1.1 in Section 3 and Theorem 1.2 in Section 4. Section 5 is devoted to the
proof of Theorem 1.3. We conclude with further remarks in Section 6.
2 Preliminaries
In this section we collect concepts that will be used later on, both coming from graph theory as well as from
probability theory.
Graph theoretic preliminaries
First, for a graph G(V,E) with |V | = n and |E| = m we define the relative modularity qr(A) of a set A ⊆ V :
qr(A) :=
n
|A|
(
e(A)
m
− vol(A)
2
4m2
)
.
Denoting by d the average degree of the graph G one may rewrite this formula as
qr(A) :=
2e(A)
d|A| −
vol(A)2
d2|A|n . (2)
The main motivation of this definition is that one may define the modularity of a partition A = (A1, A2, . . . , Ak)
of V as a weighted average of the relative modularities of its parts:
q(A) =
∑
1≤i≤k
|Ai|
n
qr(Ai).
4
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Figure 2: Illustration of the Proof of Lemma 2.1.
In particular, if the modularity of the partition A is at least q, then there must exist a part Ai with relative
modularity at least q. At the same time, the relative modularity of a part Ai depends only on Ai itself and not on
the partition that contains it.
One may easily remark that the reative modularity of a set of vertices A in a d−regular graph can be rewritten
as
qr(A) =
2e(A)
d|A| −
|A|
n
.
For the sake of completeness we include the proof of the following well-known result:
Lemma 2.1. Every tree T on k ≥ ⌊√n⌋ vertices with maximum degree ∆ can be partitioned into subtrees of order
between ⌊√n⌋ and ∆⌈√n⌉.
Proof. We argue by induction on k. If k ≤ ∆⌈√n⌉, then we already have a tree of the prescribed order. Suppose
that the induction hypothesis is satisfied for some k ≥ ∆⌈√n⌉. Let T k+1 be a tree of order k + 1 and maximum
degree at most ∆. Then, write on every edge f of T k+1 the orders xf , yf of the two subtrees of T
k+1 in T k+1 \ f .
We claim that there must be an edge in T k+1, for which the minimal number of the two numbers written on it
is at least ⌊√n⌋. We argue by contradiction. Suppose that this is not the case. Let e = uv be the edge, for which
xe = |T k+1u | ≤ ye = |T k+1v | and xe = max
f∈E(Tk+1)
min(xf , yf ),
where T k+1u ∪ T k+1v = T k+1 \ e and u ∈ T k+1u . Now, since xe ≥ min{xei , yei} for every edge ei ∈ E(T k+1), deleting
any edge ei 6= e incident to v would yield that the smaller tree in T k+1 \ ei (which must be the one not containing
v, see Figure 2) of order xei satisfies xei ≤ xe ≤ ⌈
√
n⌉ − 1. Thus T k+1 would contain at most ∆(⌊√n⌋ − 1) + 1
vertices, which is not the case since k ≥ ∆⌈√n⌉. This is a contradiction, which proves that xe ≥ ⌊√n⌋.
Therefore, T \ e consists of two trees of orders at least ⌊√n⌋ and less than k+1. The induction hypothesis thus
applies to both of them. The lemma is proved.
The next lemma counts the number of graphs of given degree sequence. It could be found in a more general
form in [Bol01].
Lemma 2.2 ([Bol01], Theorem 2.16). For a fixed number ∆ and
2 ≤ deg(1) ≤ deg(2) ≤ · · · ≤ deg(n) ≤ ∆,
∑
1≤i≤n
deg(i) = 2m,
5
the number of simple graphs on the vertex set [n] is equivalent, for n→ +∞, to
exp(−λ/2− λ2/4)(2m)!
2mm!
∏
1≤j≤n
1
deg(j)!
,
where
λ =
1
m
∑
1≤i≤n
(
deg(i)
2
)
.
Under the conditions of Lemma 2.2 Wormald proves in [Wor81] that the probability that a random graph on
a given bounded degree sequence contains, for a given ℓ ∈ N, exactly ci cycles of length i for every i ∈ [ℓ] is
given by some function of c1, c2, . . . , cℓ and in particular it is bounded below over the set of degree sequences given
in Lemma 2.2 by a (universal) positive constant depending only on ∆. For c1 = c2 = 0 this implies that the
configuration model over the sequence
2 ≤ deg(1) ≤ deg(2) ≤ · · · ≤ deg(n) ≤ ∆
produces a simple graph with probability that is bounded below by a universal positive constant. From here we
deduce the following corollary of Lemma 2.2.
Corollary 2.3. The number of (multi-)graphs on n vertices and m edges on the degree sequence
2 ≤ deg(1) ≤ deg(2) ≤ · · · ≤ deg(n) ≤ ∆,
∑
1≤i≤n
deg(i) = 2m
is
Θ

(2m)!
2mm!
∏
1≤j≤n
1
deg(j)!

 .
We continue with a simple general lower bound on the modularity:
Lemma 2.4. The modularity of a graph G on n vertices, with average degree d and maximal degree bounded from
above by ∆ ∈ N, is at least
2(n− |CC(G)|)
dn
−O
(
1√
n
)
.
In the proof of Lemma 2.4 we apply Lemma 2.1 to divide the graph into components of order at most ∆⌈√n⌉.
Proof of Lemma 2.4. Let us call C = (C1, C2, . . . , Cr) the partition of the vertices of G into connected components.
For every connected component Ci with more than ∆⌈√n⌉ vertices, apply Lemma 2.1 to an arbitrary spanning tree
of Ci. We deduce that Ci can be partitioned into connected subgraphs of order between ⌊√n⌋ and ∆⌈√n⌉. Let
A = {A1, A2, . . . , Ak} be the partition obtained from C after dividing the connected components of G of order more
than ∆⌈√n⌉.
By convexity of the function x ∈ R → x2 ∈ R the sum ∑1≤i≤k |Ai|2 is maximal when all but at most one of
the terms are either equal to ∆⌈√n⌉ or to 0 for any fixed k. We have that∑
1≤i≤k
|Ai|2
≤ max
1≤i≤k
|Ai|
∑
1≤i≤k
|Ai|
≤∆n⌈√n⌉.
Since in the end we have exactly k connected components induced by the vertex sets in A, we obtain
q∗(Gn) ≥ q(A) = 2
nd
k∑
i=1
e(Ai)− 1
n2d2
k∑
i=1
vol(Ai)
2 ≥ 2(n− 1− (r − 1)− (k − r))
nd
− ∆
3⌈√n⌉
nd2
.
It remains to observe that all parts in A obtained from the division of connected components of G of order more
than ∆⌈√n⌉ have order at least ⌊√n⌋ by definition, so k − r ≤ n⌊√n⌋ = O (
√
n). This proves the lemma.
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Probabilistic preliminaries
In this subsection we gather probabilistic concepts used throughout the paper. We first recall the following version
of Chernoff’s bound, see for example ([JLR00], Corollary 2.3).
Lemma 2.5. Let X ∼ Bin(n, p) be a binomial random variable with E(X) = np = µ. For every 0≤δ≤1,
P(|X − µ| ≥ δµ) ≤ 2 exp
(
− δ
2µ
3
)
.
Configuration model
The probability space of (multi-)graphs, with which we will be working until the end of this paper, is the con-
figuration model introduced by Bender and Canfield in [BC78] and further developed by Bollobás in [Bol01] and
by Wormald in [Wor78]. We describe it first for the case of d-regular graphs: we are given dn points (also called
half-edges), with dn being even, indexed by (Pi,j)1≤i≤d,1≤j≤n and regrouped into n buckets according to their
second index. The probability space we work with is the space of perfect matchings of these dn points equipped
with the uniform probability. We call configuration a perfect matching of (Pi,j)1≤i≤d,1≤j≤n. We now reconstruct
the random d−regular graph model as follows. We identify the d−point buckets with the vertices of our random
graph. By abuse of terminology, we use both buckets and vertices in the sequel to refer to the same objects by the
above identification. An edge in the random regular graph between two (not necessarily different) vertices v and v′
corresponds to an edge of the configuration between a point P in the bucket v and a point P ′ in the bucket v′. It
is well known that this model is contiguous to the uniform distribution on random d−regular graphs for constant
values of d, see [Jan95]. This model can then be easily generalized for graphs with given degree sequences: given
a sequence (d1, . . . , dn) with di denoting the degree of the i-th vertex such that
∑n
i=1 di = 2m for some m ∈ N,
identify the i-th vertex with a bucket having di points. As before, choose a perfect matching uniformly at random
among all pairings and add an edge in the graph between the two vertices v1 and v2 for every pair of points (P1, P2)
from the buckets v1 and v2 that participates in a common edge of the matching.
Differential equation method
The theory of differential equations in order to describe the evolution of a discrete random process was introduced
by Wormald (see [Wor95, Wor99a, Wor99b]). Given a sequence of discrete random variables (Xt)t≥0, the basic
idea is to consider the expected change between times t and t+ 1. Regarding the variables (Xt)t≥0 as continuous,
one may write the ordinary differential equations suggested by the expected changes. Concentration results from
martingale theory are then used to show that, as the size of the input grows large, under relatively mild conditions
the trajectory (Xt)t≥0 is highly concentrated around the value suggested by the solution of the differential equation
for a wide range of t.
The precise formulation of the theorem given here is taken from [Warar]: we say that a function f is said
to be L-Lipschitz on D ⊆ Rℓ, if |f(x) − f(x′)| ≤ Lmax1≤k≤ℓ |xk − x′k| holds for all points x = (x1, . . . , xℓ) and
x′ = (x′1, . . . , x
′
ℓ) in D, where max1≤k≤ℓ |xk − x′k| is the ℓ∞−distance between x and x′.
Theorem 2.6. [Warar] Given a, n ≥ 1, a bounded domain D ⊆ Ra+1, functions (Fk)1≤k≤a with Fk : D → R, and
σ-algebras F0 ⊆ F1 ⊆ . . ., suppose that the random variables (Yk(i))1≤k≤a are Fi-measurable for i ≥ 0. Suppose
also that for all i ≥ 0 and all 1 ≤ k ≤ a, the following holds whenever (i/n, Y1(i)/n, . . . , Ya(i)/n) ∈ D:
1. |E(Yk(i + 1)− Yk(i) | Fi)− Fk(i/n, Y1(i)/n, . . . , Ya(i)/n)| ≤ δ for some δ ≥ 0, with Fk being L-Lipschitz for
L ∈ R.
2. |Yk(i+ 1)− Yk(i)| ≤ β for some β > 0,
3. max1≤k≤a |Yk(0)− yˆkn| ≤ λn for some λ > 0, for some (0, yˆ1, . . . , yˆa) ∈ D.
Then there are R = R(D, (Fk)1≤k≤a, L) ∈ [1,∞) and T = T (D) ∈ (0,∞) such that for λ ≥ δmin{T, 1/L}+ R/n,
so that with probability at least 1− 2a exp
(
− nλ
2
8Tβ2
)
we have
max
0≤i≤σn
max
1≤k≤a
|Yk(i)− yk(i/n)n| ≤ 3 exp(LT )λn,
7
where (yk(t))1≤k≤a is the unique solution to the system of differential equations y′k(t) = Fk(t, y1(t), . . . , ya(t))
with yk(0) = yˆk for 1 ≤ k ≤ a, and σ = σ(yˆ1, . . . , yˆa) ∈ [0, T ] is any choice of σ ≥ 0 with the property that
(t, y1(t), . . . , yA(t)) has ℓ∞-distance at least 3 exp(LT )λ from the boundary of D for all t ∈ [0, σ).
Remark 2.7. In this paper we only work with differential equations of the type
x′(t) = F (x(t), t),
where F is a Lipschitz function on a domain D. Thus, every differential equation with given initial values will
admit a unique solution.
Here we give a first application of the differential equation method. Let a, b be two positive real numbers with
b < a. Let (Ui)1≤i≤⌊an⌋ be urns, each of them with space for at most two balls, and (Bj)1≤j≤⌊2bn⌋ be balls that
are, one after the other, thrown uniformly into some urn, where the probability that a ball is thrown into an urn is
proportional to the free space in this urn at the moment of throwing.
Lemma 2.8. At the end of the process there will be
b(2a− b)
a
n + o(n) urns with at least one ball asymptotically
almost surely.
Proof. We apply the differential equation method. Let N0(t) be the number of urns with zero balls in them at
moment t and Ft be the σ−algebra of all events that happen up to time t. The difference equation for N0(t) is
given by
E(N0(t+ 1) | Ft) = N0(t)− 2N0(t)
2an− t . (3)
We first transform this difference equation into a differential equation and then justify that the conditions of
Theorem 2.6 are satisfied. We first rescale N0(t) as well as time:
n0(t) = N0(⌊nt⌋)/n.
Then, we give the differential equation approximating (3) in terms of n0:
n′0(t) = −
2n0(t)
2a− t with n0(0) = a.
Solving this differential equastion yields
n0(t) = a
(
1− t
2a
)2
.
Thus, the number of urns containing at least one ball at the end of the process is equal to
(a− n0(2b))n = a
(
1−
(
1− b
a
)2)
n =
b(2a− b)
a
n
up to o(n) asymptotically almost surely.
We now justify the passage to a differential equation: first, the expected difference between N0(⌊nt⌋) and
N0(⌊nt⌋+1) is exactly equal to −2n0(t)2a−t as long as n0(t) > 0. Since in the end we expect to have n0(2b) = (a−b)
2
a > 0
and n0 is decreasing, the last condition holds all along the process. Next, for every t ≥ 0, the difference between
N0(⌊nt⌋) and N0(⌊nt⌋ + 1) is at most 1, and the initial values of the differential equation and of the difference
equation match. Hence the three conditions of Theorem 2.6 are satisfied. Choosing λ = n−1/3 (in fact, every λ of
the type n−δ with 0 < δ < 1/2 would work as well) and σ = 2b, we have that, by Theorem 2.6, with probability at
least 1− exp(−Θ(n1/3)), max0≤t≤σn |N0(i)− nn0(i/n)| = O(λn) = O(n2/3).
We finish this section with a direct consequence of Theorem 2.2 in [FvdH17].
Lemma 2.9 (see [FvdH17], Theorem 2.2). Given ∆ ≥ 2, let (Dn)n≥1 be a bounded sequence of degree sequences
such that one has di(n) vertices of degree i for every 1 ≤ i ≤ ∆ and dj(n) = 0 for every j ≥ ∆ + 1. Suppose
that there is a constant c < 1 such that, for every n, d1(n) = 0 and d2(n) ≤ cn. Then, the random graph on the
degree sequence Dn contains a giant component Cmax(n) and it contains all but at most logn vertices asymptotically
almost surely.
We remark that in the above theorem, logn may be replaced by any function ω(n) that tends to infinity with
n.
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3 Lower bound in the case of 3 – regular graphs
In this section we prove Theorem 1.1, thereby improving Lemma 2.4, which only gives an asymptotically almost
sure lower bound of 23 − O
(
1√
n
)
for the modularity of the random 3−regular graph. Indeed, since the random
3−regular graph is a.a.s. connected, see for example ([Bol01], Section 7.6), |CC(G3(n))| = 1.
We work in the configuration model defined above. Choose a random vertex v0 and start an exploration process,
which goes as follows. At every step, fix a uniformly chosen open half-edge at some explored vertex. If there is
no such edge, add a new vertex and restart the exploration. Once we have chosen this half-edge, look where it
goes. If it adds a new vertex, add it to the already explored ones and go to the next step. If it goes back to an
already explored vertex, construct it and continue. By abuse of notation we call the explored graph at time t the
component at time t since asymptotically almost surely it is connected. We stop the exploration process when at
least εn vertices have been explored. Together with the explored edges they will form a graph C0 = C0(ε). We first
give an a.a.s. estimate of the number of edges that will be present in C0. Let X(t) be the number of vertices in the
component at time t and let Ft be the complete history of explored vertices and edges up to time t. We have that
E(X(t+ 1) | Ft) = X(t) + 3(n−X(t))
3n− 2t− 1 .
We also have X(0) = 0. Our goal now is to apply Theorem 2.6: we first transform the difference equation
corresponding to the expected change into a differential equation and justify this step afterwards:
x′(t) =
3− 3x(t)
3− 2t with initial value x(0) = 0.
The solution is given by
x(t) = 1−
(
1− 2t
3
)3/2
.
Rearranging gives t0 = t0(ε) :=
3(1− (1 − ε)2/3)
2
for the time when exactly εn vertices (and also t0(ε)n edges)
have been explored.
We now justify the passage to a differential equation: first, the expected difference between X(t+ 1) and X(t)
differs from 3−3x(t)3−2t , for n sufficiently large, by at most some term δ = O(1/n) as long as the number of non-explored
edges is still cn for some c > 0. Next, for every t ≥ 0, the difference between X(t+ 1) and X(t) is at most 1, and
the initial values of the differential equation and of the difference equation match. Hence the three conditions of
Theorem 2.6 are satisfied (with a = 1). Choosing λ = n−1/3 (in fact, every λ of the type n−δ with 0 < δ < 1/2
would work as well) and σ = t0(ε), we have that, by Theorem 2.6, with probability at least 1 − exp(−Θ(n1/3)),
max0≤t≤σn |X(i) − nx(i/n)| = O(λn) = O(n2/3). All subsequent transformations of difference equations to differ-
ential equations could be justified in an analogous way, and thus we omit them in the sequel.
Phase 1.
After having found εn vertices, we are now ready for the first phase. Recall that we explored a component C0,
with is a.a.s. connected, but not necessarily an induced subgraph of G3(n). We thus explore the open half-edges
going out of the vertices of C0 in search for cherries, whose center is an unexplored vertex, but whose two leaves
are in C0, and also for edges in the component that have not been seen in the zero-th phase of construction of C0
(see Figure 3).
We order the half-edges in the component not yet matched and at any step we check where does a half-edge
go. Translate time so that the first phase starts at t = 0 and not at t = t0(ε), as it should have since it comes
right after the zero-th phase. We denote by X10 (t) the number of vertices of degree zero at time t, by X
1
1 (t) the
vertices of degree one outside C0 at time t and by X
1
2,3(t) the vertices of degree two or three outside C0 at time
t. We underline that X11 (t) and X
1
2,3(t) count only vertices that have had degree zero at the end of the zero-
th phase. Thus, in the beginning, X10 (0) = (1 − ε)n and X11 (0) = X12,3(0) = 0. We also denote by A1(t) the
number of edges constructed in the component up to time t that have not been there at the end of the zero-th
phase and by H1(t) the number of half-edges remaining to be tested. We have the following initial conditions:
A1(0) = 0, H1(0) = (3ε− 2t0(ε))n = 3(ε+ (1 − ε)2/3 − 1)n. Let Ft denote the σ−algebra containing the complete
history of explored half-edges up to time t. We have the following equations:
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v1
v2
e1
e2
Figure 3: The black graph in the figure is C0. The solid black edges are the ones that have been explored
during the zero-th phase, the opaque edges were not explored during the zero-th phase. The edges e1 and
e2 are added to C0 during the first phase since these are edges between two vertices explored during the
zero-th phase. The vertices v1 and v2 are added to C0 during the first phase since these are centers of
cherries (ui, vi, wi) with ui, wi ∈ C0 for both i = 1, 2.
• The vertices of degree zero can only disappear, and this happens exactly when one new vertex of degree one
appears:
E(X10 (t+ 1) | Ft) = X10 (t)−
3X10 (t)
3n− 2t0n− 2t− 1 .
In this case, the number of half-edges decreases by one.
• The vertices of degree one disappear when a cherry is formed and appear when a vertex of degree zero
disappears:
E(X11 (t+ 1) | Ft) = X11 (t) +
3X10 (t)
3n− 2t0n− 2t− 1 −
2X11 (t)
3n− 2t0n− 2t− 1 .
Here as well, the number of half-edges decreases by one.
• The vertices of degree at least two counted by X12,3(t) appear exactly when a vertex of degree one disappears:
E(X12,3(t+ 1) | Ft) = X12,3(t) +
2X11 (t)
3n− 2t0n− 2t− 1 .
Moreover, at the creation of each vertex of degree two, this vertex is immediately added to the explored
component and its third half-edge, which stays unmatched up to this moment, is added to the ones to be
tested. Thus, the number of half-edges does not change.
• The number of edges between vertices of the component can only increase at each step. The probability of
this event depends on the number of half-edges yet to be tested:
E(A1(t+ 1) | Ft) = A1(t) + H
1(t)− 1
3n− 2t0n− 2t− 1 .
At any step a new edge inside the explored component is constructed, and hence H1(t) decreases by two.
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• Finally, the equation for H1(t) is given by
E(H1(t+ 1)−H1(t) | Ft) = −1 + E(X12,3(t+ 1)−X12,3(t) | Ft)− E(A1(t+ 1)−A1(t) | Ft).
We remark that we continue until time t1(ε), which is the hitting time of ε
′n of the process H1(t) for some
arbitrary ε′ > 0, that is, the point, where the number of half-edges remaining to be tested is ε′n. In fact, for the
purpose of Theorem 2.6 in this phase, one needs to choose ε′ to be strictly positive so that σ can be set equal to t1(ε).
However, ε′ can be chosen as close to 0 as we wish. Since our work will come down to purely numerical computation
in the end, we may assume that ε′ ≈ 10−17, that is, smaller than the numerical error of our calculations. In the
same way as before, it can be checked that the conditions for transforming the above equations of expected changes
into differential equations are satisfied. Therefore, the use of differential equations as approximation of the random
processes defined above is justified by Theorem 2.6. Rescaling the first process as x0(t) = X
1
0 (⌊tn⌋)/n gives the
following differential equation for the rescaled time parameter:
x′0(t) = −
3x0(t)
3− 2t0 − 2t with x0(0) = 1− ε.
It has solution
x0(t) = (1− ε)
(
1− 2t
3− 2t0
)3/2
.
Plugging in this solution into the second differential equation for x1(t) = X
1
1 (⌊tn⌋)/n and after rescaling of the
time parameter we get
x′1(t) =
3x0(t)
3− 2t0 − 2t −
2x1(t)
3− 2t0 − 2t with x1(0) = 0.
It has solution
x1(t) = 3(1− ǫ)
((
1− 2t
3− 2t0
)
−
(
1− 2t
3− 2t0
)3/2)
Finally, the evolution of x2(t) = X
1
2,3(⌊tn⌋)/n is described by the equation
x′2(t) =
2x1(t)
3− 2t0 − 2t with x2(0) = 0.
After integrating we get
x2(t) =
6(1− ε)
3− 2t0 t+ 2(1− ε)
((
1− 2t
3− 2t0
)3/2
− 1
)
.
Now, the same rescaling for A1(t) and H1(t) gives respectively
a′(t) =
h(t)
3− 2t0 − 2t with a(0) = 0
and
h′(t) = −1 + x′2(t)− a′(t) = −1 + x′2(t)−
h(t)
3− 2t0 − 2t with h(0) = 3ε− 2t0 = 3(ε+ (1− ε)
2/3 − 1).
The solution of the second differential equation with this initial condition is given by
h(t) = (6ε− 3− 2t0)
(
1− 2t
3− 2t0
)
+ 3(1− ε)
(
1− 2t
3− 2t0
)3/2
.
Integrating the first equation to obtain a(t) and using the initial condition we obtained yields
a(t) = (2ε− 1/2− t0)− (3ε− 3/2− t0)
(
1− 2t
3− 2t0
)
− (1− ε)
(
1− 2t
3− 2t0
)3/2
.
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It remains to deduce the smallest time t1 = t1(ε), for which h(t1) = 0 and the first step terminates
1. This time
is the minimal positive solution of(
6ε− 3− 2t0 + 3(1− ε)
√
1− 2t
3− 2t0
)(
1− 2t
3− 2t0
)
= 0.
The two solutions of this equation are
t
∼
(ε) =
3− 2t0
2
=
3(1− ε)2/3
2
and t
∼
(ε) =
3
2
(4(1− ε)1/3 − 3(1− ε)2/3 − 1).
Moreover, t
∼
(ε) < t
∼
(ε) for every ε such that
6ε− 3− 2t0(ε) < 0 ⇐⇒ ε < 7
8
.
In the sequel we assume that ε < 7/8 and therefore t1 = t1(ε) := t
∼
(ε).
By choosing σ = t1(ε) and λ = n
−1/3 in Theorem 2.6 we deduce that with probability at least 1 − e−Θ(n1/3)
one has
max
0≤t≤σn
|X10 (i)− nx0(i/n)| = O(λn) = O(n2/3),
max
0≤t≤σn
|X11 (i)− nx1(i/n)| = O(λn) = O(n2/3),
max
0≤t≤σn
|X12,3(i)− nx2(i/n)| = O(λn) = O(n2/3),
max
0≤t≤σn
|A1(i)− na(i/n)| = O(λn) = O(n2/3) and
max
0≤t≤σn
|H1(i)− nh(i/n)| = O(λn) = O(n2/3).
Call the component that was built at the end of the first phase C1 = C1(ε), and also call the component
consisting of all explored vertices and edges by C1 = C1(ε). Clearly C0 ⊆ C1 ⊆ C1, see Figure 4.
Phase 2.
Now, having 2nx1(t1) open half-edges attached to the vertices of C1 \ C1, we start testing for chains of length
three, for which only the first and the fourth vertex are in C1 and the rest are in C1 \ C1. In the beginning, we
order the 2nx1(t1) half-edges given above and match them one by one to free half-edges in vertices of G3 \ C1.
We underline that, for every half-edge that is matched to a vertex in G3 \ C1, we reveal only the information that
this half-edge is matched to an unexplored vertex and do not reveal to which one exactly. Once again, we do a
translation of the time parameter t in order to start from zero and not from t0+ t1. We define the random variable
Z0(t) to be the number of edges leading to vertices in G3 \C1, and Z1(t) to be the number of edges formed between
two vertices of C1 \ C1, see Figure 4.
We have Z0(t) + Z1(t) = t. Moreover, at time t (before scaling), one has 3X
1
0 (t1) − Z0(t) open half-edges in
vertices, unexplored after phase one - that is, in G3 \ C1. On the other hand, the total amount of open half-edges
up to time t is 3n− 2t0n− 2t1n− 2t− 1. Thus clearly, for every half-edge matched to some vertex in G3 \C1, the
number of open half-edges attached to unexplored vertices in G3 \ C1 decreases by one. We deduce that
E(Z0(t+ 1) | Ft) = Z0(t) + 3X
1
0 (t1n)− Z0(t)
3n− 2t0n− 2t1n− 2t− 1 .
We also have Z0(0) = 0. As before, we rescale the time parameter t and transform the difference equation into
a differential equation by setting z0(t) = Z0(⌊tn⌋)/n. We stop when Z0(t) + 2Z1(t) = 2X11 (t1n) or equivalently
Z0(t) = 2t − 2X11 (t1n): at this moment we know that all 2X11 (t1) open half-edges in the vertices of C1 \ C1 have
been processed during Phase 2.
1Once again, formally we have to stop the process a little bit earlier in order to be able to apply Theorem 2.6 with σ
being the corresponding boundary point. Here and in what follows, we ignore this fact due to numerical errors we commit
anyway.
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e1
v4
C1
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v2 v1
e2
Figure 4: The figure describes the situation after the first phase. The thick black edges are the ones in C1,
the thin black edges connect C1 to explored vertices, which did not form cherries during the first phase and
therefore are only present in C1, but not in C1. The grey edges are the ones explored during the second
phase. The edges e1 and e2 and the vertices v1, v2, v3 are added to the component after the first phase,
since all of them participate in chains of length three. For the remaining grey edges, we learn during the
second phase that they are matched to unexplored vertices, and we therefore leave them outside C2. The
vertex v4 is also left outside C2 since it does not participate in a chain of length three.
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In other words, we will be looking for the smallest positive solution t2 = t2(ε) of the corresponding equation for
the rescaled time parameter
z0(t) = 2t− 2x1(t1), (4)
where z0 is given by the solution of the differential equation
z′0(t) =
3x0(t1)− z0(t)
3− 2t0 − 2t1 − 2t with z0(0) = 0.
One easily verifies that it is given by
z0(t) = 3x0(t1)
(
1−
√
1− 2t
3− 2t0 − 2t1
)
.
Solving (4) for the rescaled time parameter boils down to solving the quadratic equation
4t2 +
(
18x20(t1)
Q
− 4P
)
t+ (P 2 − 9x20(t1)) = 0,
where
P = P (ε) := 3x0(t1(ε)) + 2x1(t1(ε)) and Q = Q(ε) := 3− 2t0(ε)− 2t1(ε).
The solutions are given by
t±(ε) =
P
2
− 9x
2
0(t1)∓
√
81x40(t1)− 36x20(t1)PQ+ 36x20(t1)Q2
4Q
.
By Vieta’s formulas one has t−(ε)t+(ε) =
P 2 − 9x20(t1)
4
> 0, so the two roots have the same sign, and
t−(ε) + t+(ε) = P − 9x
2
0(t1)
2Q
> 0 under the assumption ε < 7/8 (this can be checked by elementary algebraic
transformations). Thus, in our setting both roots are positive and thus one has
t2 = t2(ε) := t−(ε).
In order to continue with the analysis, we first state and prove the following lemma:
Lemma 3.1. Conditionally upon having e edges on the set of nx1(t1) vertices of C1 \ C1, the distribution of the
graph on this set of vertices and e edges is uniform among the graphs of degree at most two and e edges.
Proof. This follows from the fact that the matching of the open half-edges after the first phase is uniform (i.e., a
configuration model). Indeed, any conditioning upon a uniform matching distribution leads to a uniform distribution
on the set of configurations, which satisfy the restrictions, imposed by the conditioning. In our case, the restriction
is that the number of edges between vertices of C1 \ C1 is fixed.
Thus, in order to calculate how many vertices of C1\C1 participate in chains of length three, we apply Lemma 2.8
with a = x1(t1), where the urns are the vertices with two open half-edges, and b = z1(t2), where the balls are the
half-edges matched to vertices in C1 \ C1, which participate in edges between two vertices in C1 \ C1. Indeed,
Lemma 3.1 justifies that, conditionally upon the number of edges in the graph induced by C1 \ C1, this graph
may be constructed by attaching half-edges one by one uniformly at random so that no vertex is attached to more
than two new half-edges, and matching them according to the configuration model. We deduce that the number of
vertices participating in chains of length three is a.a.s.
z1(t2)(2x1(t1)− z1(t2))
x1(t1)
n+ o(n). We add then the vertices
and edges participating in chains of length three to the component, thus adding a.a.s.
z1(t2)(2x1(t1)− z1(t2))
x1(t1)
n+ o(n) (5)
vertices and
z1(t2)(2x1(t1)− z1(t2))
x1(t1)
n+ z1(t2)n+ o(n)
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edges to the component C1. This produces a component C2 with a.a.s.(
ε+ x2(t1) +
z1(t2)(2x1(t1)− z1(t2))
x1(t1)
)
n+ o(n)
vertices and (
t0 + a(t1) + 2x2(t1) +
z1(t2)(2x1(t1)− z1(t2))
x1(t1)
+ z1(t2)
)
n+ o(n)
edges. We condition on this information in the sequel. This finishes the second phase.
Phase 3.
The third phase will count the cherries that have their first and third vertex in C1 \ C2 and center in G3 \ C1.
Of course, some vertices from G3 \ C1 can be connected also to the vertices in C2 \ C1 that we added during the
second phase to C1, but this would only increase the modularity. Since our lower bound will not be sharp, we allow
ourselves a bit of a tolerance in this third phase for the sake of a less technical analysis. Our analysis goes as follows:
we know that a.a.s. there are z0(t2)n + o(n) edges between the vertices of C1 \ C2 and G3 \ C1. First, choose the
half-edges in the vertices of G3 \ C1 that participate in the above edges uniformly at random. Then, match them
uniformly at random to the half-edges sticking out of the vertices in C1 \C2. This two-step procedure will allow us
to learn the number of vertices in G3 \C1 to be added to C2 at the first step and the number of vertices in C1 \C2
to be addded to C2 at the second step.
In the beginning, we have
(
x1(t1)− z1(t2)(2x1(t1)− z1(t2))
x1(t1)
)
n + o(n) vertices in C1 \ C2 and twice as many
edges between G3 \ C1 and C1 \ C2 (recall that we condition on success of the previous stages). Start attaching
these edges to vertices in G3 \ C1. Let Wi(t) be the random variable counting the number of vertices in G3 \ C1
of degree i at time t for i = 0, 1, 2, 3. We have the following initial condition (directly after scaling, as in previous
phases):
w0(0) = x0(t1), w1(0) = w2(0) = w3(0) = 0.
We have
E(W0(t+ 1) | Ft) =W0(t)− 3W0(t)
3x0(t1)n− t ,
E(W1(t+ 1) | Ft) =W1(t) + 3W0(t)
3x0(t1)n− t −
2W1(t)
3x0(t1)n− t ,
E(W2(t+ 1) | Ft) =W2(t) + 2W1(t)
3x0(t1)n− t −
W2(t)
3x0(t1)n− t ,
E(W3(t+ 1) | Ft) =W3(t) + W2(t)
3x0(t1)n− t .
Transforming these into differential equations (as before) gives
w′0(t) = −
3w0(t)
3x0(t1)− t with w0(0) = x0(t1),
w′1(t) =
3w0(t)
3x0(t1)− t −
2w1(t)
3x0(t1)− t with w1(0) = 0,
w′2(t) =
2w1(t)
3x0(t1)− t −
w2(t)
3x0(t1)− t with w2(0) = 0,
w′3(t) =
w2(t)
3x0(t1)− t with w3(0) = 0.
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Solving these differential equations we obtain
w0(t) =
(3x0(t1)− t)3
27x0(t1)2
,
w1(t) =
t(t− 3x0(t1))2
9x0(t1)2
,
w2(t) =
t2(3x0(t1)− t)
9x0(t1)2
,
w3(t) =
t3
27x0(t1)2
.
The time t3 = t3(ε), at which the process stops, is the available number of edges between G3 \C1 and C1 \C2,
more precisely
t3 := 2
(
x1(t1)− z1(t2)(2x1(t1)− z1(t2))
x1(t1)
)
n+ o(n).
Now we observe that, once the half-edges are attached to the vertices of G3\C1, we can match them uniformly at
random to the 2
(
x1(t1)− z1(t2)(2x1(t1)− z1(t2))
x1(t1)
)
n+o(n) open half-edges, sticking out of the vertices in C1 \C2.
Indeed, since we consider a restriction of the configuration model, this additional matching is done uniformly at
random and, once again, can be analyzed via the differential equation method (we omit the justification). We
use Lemma 2.8 with a =
(
x1(t1)− z1(t2)(2x1(t1)− z1(t2))
x1(t1)
)
, which is the number of vertices in C1 \ C2, and
2b = 2w2(t3)+3w3(t3), which is the number of half-edges in vertices of G3 \C1, having at least two edges to C1 \C2,
to conclude that there are a.a.s.(
w2(t3) +
3w3(t3)
2
)(
2
(
x1(t1)− z1(t2)(2x1(t1)− z1(t2))
x1(t1)
)
− w2(t3)− 3w3(t3)
2
)
(
x1(t1)− z1(t2)(2x1(t1)− z1(t2))
x1(t1)
) n+ o(n)
vertices in C1 \ C2 to be added to C2 after phase three to form the component C3 = C3(ε).
Finally, the total number of vertices in the component C3 after the third phase is a.a.s.
v3(ε) =
(
ε+ x2(t1) +
z1(t2)(2x1(t1)− z1(t2))
x1(t1)
)
n+ w2(t3)n+ w3(t3)n+(
w2(t3) +
3w3(t3)
2
)(
2
(
x1(t1)− z1(t2)(2x1(t1)− z1(t2))
x1(t1)
)
− w2(t3)− 3w3(t3)
2
)
(
x1(t1)− z1(t2)(2x1(t1)− z1(t2))
x1(t1)
) n+ o(n).
The total number of edges induced by the vertices of C3 is a.a.s. also at least
e3(ε) =
(
t0 + a(t1) + 2x2(t1) +
z1(t2)(2x1(t1)− z1(t2))
x1(t1)
+ z1(t2)
)
n+ 2w2(t3)n+ 3w3(t3)n+(
w2(t3) +
3w3(t3)
2
)(
2
(
x1(t1)− z1(t2)(2x1(t1)− z1(t2))
x1(t1)
)
− w2(t3)− 3w3(t3)
2
)
(
x1(t1)− z1(t2)(2x1(t1)− z1(t2))
x1(t1)
) n+ o(n).
We now calculate the relative modularity of the component C3 after the third phase - it is given by
qr(C3) =
2e3
3v3
− v3.
Optimizing qr(C3) = qr(C3(ε)) over ε ∈ [0, 7/8] gives ε = 0.037562. For this choice of ε one obtains qr(C3) =
0.674701 > 23 . It would now be sufficient to prove that the graph induced by V \C3 has relative modularity at least
2/3. Rather than doing this directly, however, we add some more vertices to C3 first.
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u2
v2w1
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v1
Figure 5: The first, the second and the third phase in one figure. The exposed edges after the third phase
are colored in black. After the third phase, do a step-by-step exposure of the thick grey edges - these are
the unexposed edges attached to vertices in C2 \ C1 - and repeat the procedure of adding cherries to C3
performed in phase one. After that, contract the remaining paths in G3 \ C3 of length two of exposed
edges left with centers in C1 \ C3 as, for example, (u1, v1, w1) and (u2, v2, w2) in the figure. Then, the
vertices outside C3 after the contractions have degrees two, three and four, and the modified graph after
the contractions follows a configuration model on the given degree sequence (note that all explored edges
have been contracted).
17
First, let us analyze under which conditions the operation of adding a cherry (recall that this is a path of length
two with first and last vertex in a component and center outside of the component) to a component C increases
the relative modularity of C. Indeed, one needs that
2e(C)
3|C| −
|C|
n
≤ 2(e(C) + 2)
3(|C|+ 1) −
|C|+ 1
n
⇐⇒ n(3|C|+ (9|C| − 6e(C))) ≥ 3|C|(3|C|+ 3).
Since we are in the setting of 3−regular graphs, 9|C| ≥ 6e(C) and therefore, for a cherry to increase the modularity
of a component C when (its center is) added to C it is sufficient that |C| ≥ n/3− 1.
We now construct a component C3 by adding any cherries with first and last vertex in C3 and center outside
C3. For this, one may explore the half-edges attached to vertices in C2 \ C1, which were unexplored until the end
of the third phase. The procedure of adding cherries was explained in the analysis of phase one. We just underline
that one path of length two may be such that one may not add it directly to C3, but after a couple of other cherries
have been already added to C3 it may become a cherry itself. Since one may explicitly calculate the size of C3
immediately after the third phase, which is |C3| = |C3(0.037562)| = 0.044783n, even when we add all available
cherries we will not increase the size of C3 more than four times since at each step e(C3, V \ C3) decreases by one
and the maximal degree in G3 is three. Thus, |C3| remains smaller than n/3− 1 throughout the whole process.
Let us now analyze how the complement of C3 looks like after all cherries with respect to C3 have been
consecutively added to C3. It contains only vertices of degree two and three. However, some edges have been
exposed by now - these are the edges incident to the vertices in C1 \ C3. Let v be one such vertex and u,w be its
neighbors outside C3. There are two cases (see Figure 5):
1. u (or w) became a cherry at one point with respect to C3 in the construction of C3. Then, one adds u to C3
and v becomes a cherry with respect to C3. Then, one adds v.
2. Neither u nor w become cherries. Then, at least one edge incident to u and at least one edge incident to w
go to vertices of G3 \ {C3 ∪ v}. Therefore, contracting the edges uv and vw produces a vertex of degree at
least two in G3 \ C3.
Performing the contractions given in point 2 above, one is left with a configuration model for the complement of C3
of minimal degree two, where a positive proportion of the vertices have degree at least three. Indeed, one has that
|C3(0.037562)| ≤ 4 × 0.044784n = 0.179136n and |C1(0.037562) \ C2(0.037562)| ≤ 3|C3(0.037562)| ≤ 0.134353n.
One deduces that, first, the number of contracted edges is at most 2×0.134353n, and second, the number of vertices
of degree two in G3\C3(0.037562) is at most 3|C3(0.037562)| ≤ 0.537412n. One deduces that the number of vertices
of degree three in G3 \C3 is at least n− 3|C3(0.037562)| − |C3(0.037562)| = 0.283456n: we take out the vertices in
C3(0.037562) as well as the vertices that might participate in edge contractions - these are vertices at distance at
most two from C3(0.037562).
Now, a direct application of Lemma 2.9 for the complement of C3 after the contractions of the explored edges
in point 2 above gives that asymptotically almost surely at most logn vertices of G3 \ C3 are outside the giant
component C′max in G3 \ C3. Since contractions do not modify connectivity, before contractions one should have
that G3 \C3 must contain a giant component Cmax and all but at most 3 logn vertices must be in it a.a.s. (indeed,
every vertex participates in at most two contracted edges).
By Lemma 2.1 applied to a spanning tree of Cmax, one may divide Cmax into connected parts (A1, A2, . . . , Ak)
of orders between ⌊√n⌋ and ∆⌈√n⌉. Thus, setting
A =
{
A0 := C3, A1, A2, . . . , Ak, Ak+1 := V \ {C3 ∪ Cmax}
}
,
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we obtain
q∗(G) ≥ q(A) ≥ qr(C3) |C3|
n
+
∑
1≤i≤k
qr(Ai)
|Ai|
n
≥ qr(C3) |C3|
n
+
∑
1≤i≤k
(
2e(Ai)
3|Ai| −
|Ai|
n
) |Ai|
n
≥ qr(C3) |C3|
n
+
∑
1≤i≤k
(
2(|Ai| − 1)
3|Ai| −
|Ai|
n
) |Ai|
n
≥ qr(C3) |C3|
n
+
2(n− |C3| − |Ak+1| − k)
3n
− k max
1≤i≤k
|Ai|2
n2
≥ 0.667026− o(1),
where we used that qr(C3) ≥ qr(C3) in the transition from the first to the second line, and that
k ≤ 2√n, |Ak+1| ≤ 3 logn and max
1≤i≤k
|Ai|2
n2
≤ 2∆
2
√
n
in the transition from the fourth to the fifth line. The proof of Theorem 1.1 is completed.
4 Upper bound for random 3 – regular graphs
In this section we show that a.a.s. the modularity of a random 3-regular graph G3 = G3(n) is at most 0.789998.
Suppose therefore that in Gn,3 there is a partition A = (A1, A2, . . . , Ak) with modularity at least 0.789998.
More formally,
k∑
i=1
|Ai|
n
qr(Ai) ≥ 0.789998,
and therefore there is i ∈ [k], for which qr(Ai) ≥ 0.789998. By definition of Ai this means that
2e(Ai)
3|Ai| −
|Ai|
n
≥ 0.789998. (6)
We will show that such a set does not exist in G3(n) asymptotically almost surely. Fix the set A ⊆ V with
the largest relative modularity in G3 among all subsets of V and suppose that its relative modularity is at least
0.789998.
Lemma 4.1. G3[A] is a connected graph.
Proof. We argue by contradiction. Suppose that G3[A] had two connected components C1 and C2. Then we would
have
2e(A)
3|A| −
|A|
n
=
2(e(C1) + e(C2))
3(|C1|+ |C2|) −
|A|
n
≤ max
{
2e(C1)
3|C1| ,
2e(C2)
3|C2|
}
− |A|
n
< max
{
2e(C1)
3|C1| −
|C1|
n
,
2e(C2)
3|C2| −
|C2|
n
}
,
which would contradict the fact that the relative modularity of A is maximal.
Lemma 4.2. There is ε0 > 0, for which |A| ≥ ε0n asymptotically almost surely.
Proof. Suppose the contrary and fix ε0 > 0 to be chosen later. Let |A| = s ≤ ε0n. Note that in order for Ai = A
to satisfy (6) we must have
e(A) ≥ 3× 0.789998s
2
= 1.184997s,
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or equivalently in terms of the density, we must have
e(A)
s
≥ 1.184997.
First, for any constant C > 0 we cannot have s ≤ C, since by [JLR00], Proof of Theorem 9.5, a.a.s. there
is no subgraph of fixed size with more edges than vertices, so we may assume in the sequel that s is larger than
any fixed positive constant (in fact s ≥ 11 suffices). Next, we may assume that the graph induced by A contains
a spanning tree of maximal degree 3 on s vertices, and there are at least 0.184997s edges added inside A on top
of the spanning tree. Since choosing such an unlabelled tree on s vertices can be done in at most
Cs
s3/2
ways with
C ≈ 2.483253, see [Inca] and [Incb]. Now we bound from above the probability that there is a set A of size s such
that qr(A) ≥ 0.789998 using a union bound over all subsets of V of size s:
• There are (ns) subsets of size s of V .
• One chooses an unlabelled spanning tree on the given s vertices of maximal degree at most three in C
s
s3/2
ways.
• One chooses the labels of the s vertices in s! ways.
• One chooses s′ ∈ [0.184997s, s] vertices, which will be incident to the additional m ≥ 0.184997s, edges in the
component, i.e., the ones that do not participate in the spanning tree.
• For every vertex, one multiplies by a factor of two to choose if one or two half-edges (if present) will participate
in the additional edges outside the spanning tree.
• Then, one multiplies by (2m− 1)!! to choose the matching within the chosen edges.
• Then, one multiplies by (3n− 2(s− 1)− 2m− 1)!! for the matching of all other half-edges.
• Then we divide by the probability 1
(3n− 1)!! that a particular graph appears.
In total, we obtain
(
n
s
)
Cs
s3/2
s!
(
s
s′
)
2s
′
(2m− 1)!!(3n− 2(s− 1)− 2m− 1)!! 1
(3n− 1)!!
≤ (3C)
s
√
s
(
n
s
)
(s− 1)!(2m− 1)!!(3n− 2(s− 1)− 2m− 1)!!
(3n− 1)!!
≤ (3C)
s
s3/2
∏
0≤i≤s−1
n− i
3n− 2i− 1
∏
s≤i≤s+m−2
2m+ 2s− 2i− 1
3n− 2i− 1
≤ (3C)
s
s3/2
2
3s
∏
0≤i≤m−2
2m− 2i− 1
3n− 2s− 2i− 1
≤ 2C
s
s3/2
(
2m− 1
3n− 2s− 1
)m−1
≤ 2C
s
s3/2
(
s+ 1
3n− 2s− 1
)0.184997s−1
≤ 2C 10.184997
(
C
1
0.184997 (s+ 1)
3n− 2s− 1
)0.184997s−1
.
For every large enough n, summing the above upper bound over the interval s ∈ [11, logn] gives an upper bound
of
24C11 logn
(3n− 23)1.03497 ,
and summing over the interval s ∈ [log n, ε0n] with ε0 such that
2C
1
0.184997 ε0 = 3− 2ε0
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gives an upper bound of
2C
1
0.184997
∑
logn≤i≤ε0n
1
20.184997i
≤ 2C
1
0.184997
(1− 120.184997 )20.184997 logn
.
Summing both bounds gives that the probability of having a subset of V (G3) of at most ε0n vertices, where
ε0 > 0 was given above, inducing a subgraph of G3 of relative modularity at least 0.789998 tends to zero with n.
The lemma is proved.
Due to Lemma 4.2 we assume from now on that |A| ≥ ε0n. Let |A| = εn for some ε ≥ ε0 > 0. Since
qr(A) ≥ 0.789998, we conclude that
e(A) ≥ 3εn
2
(0.789998+ ε) ≥ 3εn
2
(
2
3
+ 0.123331+ ε
)
= (1 + 3(0.123331+ ε)/2)εn,
i.e., the density of A is at least (1 + 3(0.123331+ ε)/2).
Now, for k ∈ [ε0n, n/2], let Bk be the subset of V of size k inducing a connected graph G3[Bk] with maximal
number of edges. By assumption there is k ∈ [ε0n, n/2] such that the given density is at least
1 +
3
2
(
k
n
+ 0.123331
)
.
We prove that if such a set Bk exists for some k in the given range, then one may find a set B such that
1. G3[B] and G3[V \B] both contain only vertices of degree two and three,
2. ε0n ≤ |B| ≤ n/2, and
3.
e(G3[B]) ≥
(
1 +
3
2
(
0.123331+
|B|
n
))
|B|.
For the sake of contradiction, assume that no set B exists. Let B be a set that satisfies conditions 2 and 3
above (such a set exists by assumption), for which the quantity
e(G3[B])−
(
1 +
3
2
(
0.123331+
|B|
n
))
|B|
is maximal.
Lemma 4.3. For every n ≥ 10, the graph G3[V \B] contains only vertices of degree two and three.
Proof. We argue by contradiction. Suppose that there are edges uv, vw in G3 such that u,w ∈ B and v ∈ V \ B.
Then, adding v to B produces a graph with e(G3[B]) + 2 edges. On the other hand, one has that(
1 +
3
2
(
0.123331+
|B|+ 1
n
))
(|B|+ 1)
=
(
1 +
3
2
(
0.123331+
|B|
n
))
|B|+ 1 + 3
2
(
0.123331+
|B|
n
)
+
3
2n
|B|+ 3
2n
=
(
1 +
3
2
(
0.123331+
|B|
n
))
|B|+ 1.1849965+ 3|B|+ 3/2
n
.
On the other hand, since the density of a component cannot become larger than 3/2, we have that
1 +
3
2
(
0.123331 +
|B|
n
)
≤ 3
2
⇐⇒ |B| ≤ 0.210002n.
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Since this is the case, one has that for every n ≥ 10
e(G3[B ∪ v])−
(
1 +
3
2
(
0.123331+
|B ∪ v|
n
))
(|B ∪ v|)
= e(G3[B]) + 2−
(
1 +
3
2
(
0.123331 +
|B|
n
))
|B| − 1.1849965− 3|B|+ 3/2
n
> e(G3[B])−
(
1 +
3
2
(
0.123331 +
|B|
n
))
|B|.
This is a contradiction with the choice of B. The lemma is proved.
Lemma 4.4. For every n ≥ 10, the graph G3[B] contains only vertices of degree two and three.
Proof. We argue by contradiction. Suppose that v is a vertex of degree one in G3[B]. Then, one has e(G3[B \ v]) =
e(G3[B])− 1 and (
1 +
3
2
(
0.123331+
|B| − 1
n
))
(|B| − 1)
=
(
1 +
3
2
(
0.123331+
|B|
n
))
|B| −
(
1 +
3
2
(
0.123331+
|B|
n
))
− 3|B|
2n
+
3
2n
.
One immediately deduces that
e(G3[B \ v])−
(
1 +
3
2
(
0.123331 +
|B \ v|
n
))
(|B \ v|) > e(G3[B])−
(
1 +
3
2
(
0.123331 +
|B|
n
))
|B|.
This is a contradiction with the choice of B. The lemma is proved.
Corollary 4.5. For every n ≥ 10, the set B satisfies 1.
Proof. This follows directly from Lemma 4.3 and Lemma 4.4.
Proof of Theorem 1.2. Now we apply the first moment method to count the number of sets B with |B| = εn for
some ε ∈ [ε0, 1/2] satisfying conditions 1 and 3 from above. We proceed as follows:
• First we choose εn vertices out of n that belong to B in ( nεn) ways.
• We choose a number of βn vertices in B in (εnβn) ways and βn vertices in V \ B in ((1−ε)nβn ) ways. These
vertices will be endvertices of the edges between B and V \B and therefore β ≤ (1− 3(0.123331+ ε))ε, which
follows directly from condition 3.
• For each of the vertices chosen above, choose a half-edge that will participate in the edge between B and
V \B in three ways, and match the given half-edges in (βn)! ways.
• Choose a graph on the vertices of B with βn vertices of degree two (the ones chosen above) and (ε − β)n
vertices of degree three. By Corollary 2.3 with m = (3ε− β)n/2 there are
Θ
(
((3ε− β)n)!
2(3ε−β)n/2((3ε− β)n/2)!
1
2βn
1
6(ε−β)n
)
choices. Multiply by a factor of 2βn6(ε−β)n to count configurations with labelled half-edges rather than
graphs.
• Then, choose a graph over the vertices of V \ B with βn vertices of degree two (the ones chosen above) and
(1− ε− β)n vertices of degree three. By Corollary 2.3 with m = (3(1− ε)− β)n/2 there are
Θ
(
((3(1 − ε)− β)n)!
2(3(1−ε)−β)n/2((3(1 − ε)− β)n/2)!
1
2βn
1
6(1−ε−β)n
)
choices. Multiply by a factor of 2βn6(1−ε−β)n to count configurations with labelled half-edges rather than
graphs.
22
• Divide by the total number (3n− 1)!! of configurations to reduce the counting above to an expectation.
Multiplying all factors leads to the following formula, which gives the order of the expectation of the number
of cuts (B, V \B) in G3(n):(
n
εn
)(
εn
βn
)(
(1 − ε)n
βn
)
32βn(βn)!
((3ε− β)n)!
2(3ε−β)n/2((3ε− β)n/2)!
((3(1− ε)− β)n)!
2(3(1−ε)−β)n/2((3(1 − ε)− β)n/2)!
1
(3n− 1)!! .
Applying Stirling’s formula given by k! ∼
k→+∞
(k/e)k
√
2πk to all factorials and taking the n-th root while
ignoring factors of subexponential order leads us to
32βββ
β2β(ε− β)ε−β(1− ε− β)1−ε−β
(3ε− β)3ε−β
2(3ε−β)/2((3ε− β)/2)(3ε−β)/2
(3(1− ε)− β)3(1−ε)−β
2(3(1−ε)−β)/2((3(1− ε)− β)/2)(3(1−ε)−β)/2
1
33/2
.
Simplifying further we get
32β(3ε− β) 3ε−β2 (3− 3ε− β) 3−3ε−β2
33/2(ε− β)ε−βββ(1 − ε− β)1−ε−β .
Taking logarithms we obtain the following function:
f(β, ε) := 2β log 3 +
1
2
(3ε− β) log(3ε− β) + 1
2
(3 − 3ε− β) log(3− 3ε− β)− β log β
− (ε− β) log(ε− β) − (1− ε− β) log(1− ε− β)− 3
2
log 3, (7)
Recall that by assumption ε0 ≤ ε ≤ 12 and 0 ≤ β ≤ (1 − 3(0.123331 + ε))ε. Taking the derivative with respect to
β, we obtain
∂f
∂β
(β, ε) = 2 log 3− 1
2
log(3ε− β)− 1
2
log(3− 3ε− β)− log β + log(ε− β) + log(1− ε− β).
We show that for every ε,
∂f
∂β
is non-negative for every β ∈ [0, (1 − 3(0.123331 + ε))ε] and thus f(β, ε) is
maximized for β = (1− 3(0.123331+ ε))ε. Since β < ε, this is equivalent to
81(ε− β)2(1− ε− β)2 ≥ (3ε− β)(3 − 3ε− β)β2, (8)
which can be rewritten as
81(ε− β)(1 − ε− β)−
(
3 +
2β
ε− β
)(
3 +
2β
1− ε− β
)
β2 ≥ 0.
For fixed ε > 0 this a decreasing function of β ∈ [0, ε]. Replacing β = β(ε) = (1− 3(0.123331+ ε))ε, using standard
analysis techniques one verifies the positivity of the above expression for every ε ∈ [0, 1/2] - indeed, it is increasing
as a function of ε for ε ∈ [0,+∞] and equal to zero at ε = 0.
Define g(ε) := f(β(ε), ε). It remains to verify that g(ε) < 0 for every ε ∈ [ε0, 1/2]. One readily verifies that the
derivative of g is negative on the interval [0, 0.005221], positive on the interval [0.005221, 0.026271] and the again
negative on [0.026271, 0.5]. Since g(0) = 0, we have that
max
ε0≤ε≤0.5
g(ε) = max(g(ε0), g(0.026271)) ≤ max(g(ε0),−0.891947× 10−5) < 0.
Therefore, summing over all possible |B| ∈ [ε0n, n/2] and over all possible sizes e(B, V \B) ∈ [0, (1−3(0.123331+
ε))ε], the expected number of sets B satisfying conditions 1, 2 and 3 is smaller than cn for every constant c ∈
(exp(maxε0≤ε≤0.5 g(ε)), 1) and for every large enough n. By Markov’s inequality a.a.s. there is no set B satisfying
conditions 1, 2 and 3. This is a contradiction with our assumption that there exists a set A ⊆ V with qr(A) ≥
0.789998. In particular, this shows that that the modularity of G3(n) is a.a.s. less than 0.789998. Theorem 1.2 is
proved.
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5 An improved lower bound for more general degree sequences
Lemma 2.4 gives a simple lower bound on the modularity of any deterministic graph, which in the case of 3−regular
graphs yields an a.a.s. lower bound of 2/3. On the other hand, Section 3 shows that, in this particular case,
one could do better. In the current section we prove Theorem 1.3, and in particular we characterize the set of
sequences of bounded regular degree sequences, for which the bound given by Lemma 2.4 may be improved (thus
also characterizing those for which the bound given by Lemma 2.4 is sharp).
Let G be a graph on n ≥ 6 vertices and m edges. Assume that G contains no isolated vertices and its maximal
degree is at most ∆. Let also A = (A1, A2, . . . , Ak) be any partition of V (G) with q(A) = q∗(G).
Lemma 5.1. G[Ai] is a connected graph for every i ∈ [k].
Proof. We argue by contradiction. Suppose that for some i ∈ [k] one has that G[Ai] is a union of two non-empty
graphs G1 and G2 with e(V (G1), V (G2)) = 0. Then, we have
e(G1) + e(G2) = e(Ai) and vol(V (G1))
2 + vol(V (G2))
2 < vol(Ai)
2.
Thus, dividing Ai into V (G1) and V (G2) increases the modularity of the partition A, which was assumed to be
maximal - contradiction. The lemma is proved.
Lemma 5.2. For every two different parts Ai, Aj of A we have that
vol(Ai)vol(Aj) ≥ 2m · e(Ai, Aj). (9)
Proof. Let A′ be a partition of V (G), obtained from A by replacing the parts Ai and Aj by their union Ai ∪ Aj .
Then
q(A′)− q(A) = e(Ai, Aj)
m
− 2vol(Ai)vol(Aj)
4m2
.
By maximality of q(A) over all partitions of V (G), the above change must be non-positive, that is,
vol(Ai)vol(Aj) ≥ 2m · e(Ai, Aj).
The lemma is proved.
Corollary 5.3. For every connected component C of G of size less than 12
√
n, V (C) participates as a part in A.
Proof. We argue by contradiction. Suppose that for every i ∈ [k], V (C) is different from Ai. By Lemma 5.1, there
are parts Ai1 , Ai2 , . . . , Air of A, for which
V (C) =
⋃
1≤s≤r
Ais .
On the one hand, C is a connected graph and thus there are two parts among Ai1 , Ai2 , . . . , Air , say Ai1 and Ai2
without loss of generality, for which e(Ai1 , Ai2) ≥ 1. On the other hand, since the graph G has no isolated vertices,
it contains at least n/2 edges. One concludes that
vol(Ai1 )vol(Ai2 ) ≤ vol(C)2 < (
√
n)2 ≤ 2m · e(Ai1 , Ai2).
This is a contradiction with Lemma 5.2. The corollary follows.
Before giving the proof of Theorem 1.3, we state a criterion for the existence of a giant component due to Molloy
and Reed, see [MR95]. Here we present a version for bounded degree sequences, although the theorem itself is more
general.
Theorem 5.4 ([MR95], Theorem 1). Under the conditions of Theorem 1.3, one has that:
• If Q < 0, then there are constants R1 = R1(p,∆), R2 = R2(p,∆) > 0, such that all components of G(n) have
size at most R1 logn, and the total number of cycles in G(n) is at most R2 logn asymptotically almost surely.
• If Q > 0, then there are constants ξ1 = ξ1(p,∆), ξ2 = ξ2(p,∆) > 0, for which the largest component in G(n)
has at least ξ1n vertices and ξ2n cycles asymptotically almost surely. Moreover, there is a positive constant
γ = γ(p,∆) > 0 such that the second largest component in G(n) has size at most γ logn asymptotically almost
surely.
In the sequel we assume that pi > 0 for every i ≥ 0. This is a technical assumption: one may only work on the
set of non-zero pi−s and deduce the same results as the ones presented below. For every i ∈ [∆], denote by di(n)
the number of vertices of degree i in G(n) and set D(n) =
∑
1≤i≤∆ idi(n).
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5.1 Proof of point 1 of Theorem 1.3 - the subcritical regime
Under the assumptions of point 1 of Theorem 1.3, by the criterion given by Theorem 5.4 we know that the largest
component in G(n) is a.a.s. of size at most R1 logn for some positive constant R1 = R1(p,∆) > 0. Thus, by
Lemma 5.1 and Corollary 5.3 a.a.s. the only partition of V (G(n)) with maximal modularity is the one given by the
vertex sets of the connected components of G(n). We denote it by A = (A1, A2, . . . , Ak).
By definition one has
∑
1≤i≤k e(G(Ai)) = m. Therefore we get
q∗(G(n)) = q(A) = 1−
∑
1≤i≤k
vol(Ai)
2
4m2
.
For every n ∈ N, denote by Nn(H) the random variable, equal to the number of isolated copies of the graph H
in G(n).
Lemma 5.5. For every tree T of order t ≤ √logn and for every large enough n we have
P(|Nn(T )− E[Nn(T )]| ≥ n2/3) ≤ 1
n1/4
.
Proof. We apply the second moment method. Let, for every i ∈ [∆], ti be the number of vertices of degree i in T ,
and let Aut(T ) be the automorphism group of T . On the one side, the expected number of copies of T is
E[Nn(T )] =
∑
A⊆V ;
|A|=t
e(A,V \A)=∅
P(G[A] = T ) =
1
|Aut(T )|

 ∏
1≤i≤∆
(
di(n)
ti
)
ti!i!
ti

 (D(n)− 1− 2(t− 1))!!
(D(n)− 1)!! .
Indeed, one needs to:
• for every i ∈ [∆], choose the ti vertices of degree i in
(
di(n)
ti
)
ways;
• decide on the position of each vertex of degree i in T in ti! ways;
• decide on the position of the half-edges, attached to every vertex of degree i in T , in i! ways (since we are
counting configurations here, half-edges are labeled);
• and finally, divide by the probability of constructing all t− 1 edges in T .
One also has that:
• |Aut(T )| ≤ t!,
• for every i ∈ ∆, ∏
0≤j≤ti−1
di(n)− j
di(n)
= exp

−(1 + o(1)) ∑
0≤j≤ti−1
j
di(n)

 = 1− o(1),
• ∏
0≤j≤t−2
D(n)− 1− 2(j − 1)
D(n)
= exp

−(1 + o(1)) ∑
0≤j≤t−2
1 + 2(j − 1)
D(n)

 = 1− o(1).
Therefore, since t ≤ √logn, in the regime n→ +∞ one may bound the expectation from below by
(1− o(1)) 1
t!
D(n)
∏
1≤i≤∆
(
idi(n)
D(n)
)ti
= (1− o(1))n1−o(1).
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The variance of Nn(T ) is given by
Var(Nn(T )) =E[Nn(T )2]− E[Nn(T )]2
=E[Nn(T )] + 1|Aut(T )|2
∏
1≤i≤∆
(
di(n)
ti
)(
di(n)− ti
ti
)
ti!
2i!2ti
(D(n)− 1− 2(2t− 2))!!
(D(n)− 1)!! −
 1
|Aut(T )|
∏
1≤i≤∆
(
di(n)
ti
)
(ti)!i!
ti
(D(n)− 1− 2(t− 1))!!
(D(n)− 1)!!


2
=E[Nn(T )] + 1|Aut(T )|2

 ∏
1≤i≤∆
(
di(n)
ti
)
(ti)!i!
ti
(D(n)− 1− 2(t− 1))!!
(D(n)− 1)!!


2
×



 ∏
1≤i≤∆
∏
0≤j≤ti−1
di(n)− ti − j
di(n)− j



 ∏
0≤j≤t−2
D(n)− 1− 2j
D(n)− 1− 2(t− 1)− 2j

− 1

 .
Now, one may use the standard bound ∏
1≤i≤t
(1 + xi) ≤ exp
( ∑
1≤i≤t
xi
)
to deduce that ∏
0≤j≤ti−1
di(n)− ti − j
di(n)− j ≤ exp

−ti ∑
0≤j≤ti−1
1
di(n)− j

 ≤ exp(− t2i
di(n)
)
(10)
and ∏
0≤j≤t−2
D(n)− 1− 2j
D(n)− 1− 2(t− 1)− 2j
≤ exp

2(t− 1) ∑
0≤j≤t−2
1
D(n)− 1− 2(t− 1)− 2j


≤ exp
(
2t2
D(n)− 4t
)
.
We deduce that for every large enough n
Var(Nn(T ))
≤ E[Nn(T )] + E[Nn(T )]2

exp

− ∑
1≤i≤∆
t2i
di(n)
+
2t2
D(n)− 4t

− 1


≤ E[Nn(T )] + E[Nn(T )]2

 2t2
D(n)− 4t −
∑
1≤i≤∆
t2i
di(n)

 ≤ E[Nn(T )] + (2 + o(1)) log n
D(n)
E[Nn(T )]2.
We conclude by Chebyshev’s inequality that
P(|Nn(T )− E[Nn(T )]| ≥ α) ≤ Var(Nn(T ))
α2
.
Choosing for example α = E[Nn(T )]2/3 leads to
P(|Nn(T )− E[Nn(T )]| ≥ E[Nn(T )]2/3) ≤ 1
E[Nn(T )]1/3 +
(2 + o(1))(log n)E[Nn(T )]2/3
D(n)
≤ 1
n1/4
.
Since n ≥ E[Nn(T )], we have that
P(|Nn(T )− E[Nn(T )]| ≥ n2/3) ≤ P(|Nn(T )− E[Nn(T )]| ≥ E[Nn(T )]2/3) ≤ 1
n1/4
.
The lemma is proved.
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The next observation is a well-known fact and, as such, it will not be proved here. In a nutshell, its proof
relies on, first, the fact that the local limit of G(n) under the conditions of point 1 of Theorem 1.3 is a subcritical
Galton-Watson tree, and second, that the tail of the distribution of the order of a subcritical Galton-Watson tree
is exponential. For more details on the topic, we refer the reader to [Cur18] and [Sal11].
Observation 5.6. Under the conditions of point 1 of Theorem 1.3, there is a constant c = c(p,∆) > 0 such that
the probability that the connected component C(v) of a uniformly chosen vertex v ∈ G(n) is of order at least t is at
most exp(−ct).
Let T (t) be the set of trees with maximal degree ∆ and order at most t.
Lemma 5.7. ∑
1≤i≤k
vol(Ai)
2 = (1 + o(1))
∑
i:G[Ai]∈T (
√
logn)
vol(Ai)
2
asymptotically almost surely.
Proof. First, note that the expected number of trees that consist of a single edge is
1
2
(
p1n× p1
M
)
.
By Lemma 5.5, the number of isolated edges in G(n) is sharply concentrated. Hence, k = k(n) is at least
p21
4M
n and
∑
1≤i≤k
vol(Ai)
2 ≥ p
2
1n
M
asymptotically almost surely.
By Theorem 5.4, there are at most R2 logn cycles in G(n), each containing at most R1 log n vertices asymptot-
ically almost surely. In total, the components with cycles contribute to
∑
1≤i≤k vol(Ai)
2 at most
∆2R21R2 log
3 n = O
(
log3 n
)
= o(n)
asymptotically almost surely.
Also, by Observation 5.6, there is some positive constant c > 0 such that the number of trees of order at least√
logn contains at most exp(−c√logn) vertices a.a.s. Thus, the connected components of order at least √logn
contribute to
∑
1≤i≤k vol(Ai)
2 at most
n exp
(
−c
√
logn
)
(R1 logn)
2 = o(n).
Putting together the three statements above proves the lemma.
Lemma 5.8. Asymptotically almost surely
max
T∈T (√logn)
|Nn(T )− E[Nn(T )]| ≤ n2/3.
Proof. By Lemma 5.5 we have that for a particular tree T of order at most
√
logn,
P(|Nn(T )− E[Nn(T )]| ≥ n2/3) ≤ 1
n1/4
.
On the other hand, it is well-known that there are tt−2 trees of order t (see for example [Joh]), and therefore by a
union bound
P
(
max
T∈T (√logn)
|N (T )− E[N (T )]| ≥ n2/3
)
≤
∑
1≤k≤√logn
kk−2
1
n1/4
≤
√
logn
√
logn 1
n1/4
= o(1).
The lemma is proved.
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Corollary 5.9. Asymptotically almost surely∣∣∣∣∣E
[∑
G[Ai]∈T (
√
logn) vol(Ai)
2
4m2
]
−
∑
G[Ai]∈T (
√
logn) vol(Ai)
2
4m2
∣∣∣∣∣ = o
(
1
n
)
.
Proof. We have that ∣∣∣∣∣E
[∑
G[Ai]∈T (
√
logn) vol(Ai)
2
4m2
]
−
∑
G[Ai]∈T (
√
logn) vol(Ai)
2
4m2
∣∣∣∣∣
≤
∑
G[Ai]∈T (
√
logn)
1
4m2
|E[N (T )]−N (T )|(2e(T ))2.
By Lemma 5.8, we have that a.a.s. the last expression is at most
∑
G[Ai]∈T (
√
logn)
1
4m2
n2/3(2e(T ))2 ≤
∣∣T (√logn)∣∣n2/3 logn
m2
.
Since the number of trees on t vertices is tt−2 (see for example [Joh]), one has∣∣T (√logn)∣∣n2/3 logn
m2
≤
√
logn
√
logn−2√
lognn2/3 logn
m2
= o
(
1
n
)
.
The corollary is proved.
Proof of point 1 of Theorem 1.3. By combining Lemma 5.7 and Corollary 5.9 it is sufficient to estimate
E
[∑
G[Ai]∈T (
√
logn) vol(Ai)
2
4m2
]
.
We do this now.
• First, for every i ∈ [∆], choose the vertices of degree i in T in (di(n)ti ) ways.
• A well-known result gives the number of trees on t vertices with ti vertices of degree i for every i ∈ [∆], which
is equal to (again, see for example [Joh]):
(t− 2)!
(∆− 1)!t∆(∆− 2)!t∆−1 . . . 2!t3 .
Observe that a sequence (t1, t2, . . . , t∆) is a tree sequence (that is, there is a tree with ti vertices of degree i
for every i ∈ [∆]) if and only if satisfies that the number of edges is one less than the number of vertices:
t1 + 2t2 + . . .∆t∆
2
= t1 + · · ·+ t∆ − 1,
which is equivalent to
t1 = 2 +
∑
3≤i≤∆
(i− 2)ti. (11)
• Since we count configurations and not simply graphs, for every vertex we multiply by the product of the
factorials of the degrees ∏
1≤i≤∆
i!ti
(it gives the number of permutations of the half-edges at each vertex).
• Finally, divide by the probabilities of all edges to be present, which is given by
(D(n) − 1)(D(n)− 3) . . . (D(n)− 1− 2(e(T )− 1)),
where D(n) =
∑
1≤i≤∆ idi(n).
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We get that the expected number of trees with ti vertices of degree i, for every i ∈ [∆], is given by
∏
1≤i≤∆
(
di(n)
ti
)∏
1≤i≤∆ i!
ti
(D(n) − 1)(D(n)− 3) . . . (D(n)− 1− 2(t− 2))
(t− 2)!∏
1≤i≤∆(i− 1)!ti
(12)
=D(n)
∏
0≤i≤t−2
1
1− 1+2iD(n)
∏
0≤i≤∆

 ∏
0≤j≤ti−1
(
1− j
di(n)
) 1
t(t− 1)
(
t
t1, t2, . . . , t∆
) ∏
1≤i≤∆
(
idi(n)
D(n)
)ti
.
Standard analysis shows that
∏
0≤i≤t−2
(
1− 1 + 2i
D(n)
)
= 1− (t− 1)
2
D(n)
+ o
(
(t− 1)2
D(n)
)
= 1−O
(
logn
n
)
,
and by assumption
∏
0≤i≤∆

 ∏
0≤j≤ti−1
(
1− j
di(n)
) = (1 + o(1)) ∏
1≤i≤∆
(
1− ti(ti − 1)
2di(n)
)
= 1−O
(
logn
n
)
.
Thus, for every tree sequence (t1, t2, . . . , t∆), the above two products do not change the first order in (12). Since
for every tree T we are interested in the volume of T , we multiply each term by vol(T )2 = (2e(T ))2 = 4(t− 1)2 and
sum over all tree sequences to deduce the value of E
[∑
1≤i≤k
vol2(Ai)
4m2
]
up to a (1 + o(1))−factor:
∑
1≤t≤√logn
∑
t1+t2+···+t∆=t;
(t1,t2,...,t∆)
is a tree sequence
(
1 +O
(
logn
n
))
4(t− 1)
t
(
t
t1, t2, . . . , t∆
)(∏
1≤i≤∆
(
idi(n)
D(n)
)ti)
D(n)
4
(
D(n)
2
)2 . (13)
Notice that the factor (
t
t1, t2, . . . , t∆
) ∏
1≤i≤∆
(
idi(n)
D(n)
)ti
in (13) can be interpreted as the probability that a dice with outcomes 1, 2, . . . ,∆ with respective probabilities
d1(n)
D(n)
,
2d2(n)
D(n)
, . . . ,
∆d∆(n)
D(n)
gives t1 ones, t2 twos, etc. over t independent trials. Under the above interpretation,
denote by Xi the number of trials with outcome i. Thus, by a Chernoff bound (Lemma 2.5) we have for every
δ ∈ (0, 1) that
P
(∣∣∣∣Xi − idi(n)tD(n)
∣∣∣∣ ≥ δidi(n)tD(n)
)
≤ 2 exp
(
−δ
2idi(n)t
3D(n)
)
.
Recall that under the conditions of point 1 of Theorem 1.3 one has∑
1≤i≤∆
i(i− 2)pi < 0.
Let
δ(n) = −
∑
1≤i≤∆
i(i− 2)di(n)
D(n)
.
Since for every i ∈ [∆] we have that di(n)
n
−→
n→+∞ pi, for every large enough n we have
δ(n) −→
n→+∞ δ := −
∑
1≤i≤∆
(i− 2)ipi
M
∈ (0, 1].
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Moreover, for every n, δ(n) ≤ 1. We deduce that for every large enough n
P((X1, X2, . . . , X∆) is a tree sequence |X1 + · · ·+X∆ = t)
= P

 ∑
1≤i≤∆
(i − 2)Xi = −2
∣∣∣∣X1 + · · ·+X∆ = t


= P

 ∑
1≤i≤∆
(i − 2)(Xi − E[Xi]) = −
∑
1≤i≤∆
(i− 2)E[Xi]− 2
∣∣∣∣X1 + · · ·+X∆ = t


≤ P

 ∑
1≤i≤∆
(i − 2)(Xi − E[Xi]) ≥ δ(n)t
2
∣∣∣∣X1 + · · ·+X∆ = t


≤
∑
1≤i≤∆,i6=2
P
(
|(i− 2)(Xi − E[Xi])| ≥ |i− 2|idi(n)
2D(n)
t
∣∣∣∣X1 + · · ·+X∆ = t
)
=
∑
1≤i≤∆,i6=2
P
(
|Xi − E[Xi]| ≥ idi(n)
2D(n)
t
∣∣∣∣X1 + · · ·+X∆ = t
)
≤
∑
1≤i≤∆,i6=2
exp

−
(
1
2
)2 idi(n)
D(n)
3
t

 ≤ ∆ max
1≤i≤∆,i6=2
exp
(
− ipi
24M
t
)
.
Thus, for every large enough n, the sum
∑
t1+t2+···+t∆=t;
(t1,t2,...,t∆)
is a tree sequence
t− 1
t
(
t
t1, t2, . . . , t∆
) ∏
1≤i≤∆
(
idi(n)
D(n)
)ti
≤ ∆ max
1≤i≤∆,i6=2,pi 6=0
exp
(
− ipi
24M
t
)
.
By using the dominated convergence theorem we conclude that the sum
∑
1≤t≤√log n
∑
t1+t2+···+t∆=t;
(t1,t2,...,t∆)
is a tree sequence
4(t− 1)
t
(
t
t1, t2, . . . , t∆
) ∏
1≤i≤∆
(
idi(n)
D(n)
)ti
converges to a constant c = c(p,∆) > 0 given by
∑
t≥1
∑
t1+t2+···+t∆=t;
(t1,t2,...,t∆)
is a tree sequence
4(t− 1)
t
(
t
t1, t2, . . . , t∆
) ∏
1≤i≤∆
(
ipi
M
)ti ,
which can be rewritten by (11) as
4
∑
t2,...,t∆∈N
t2 + 2t3 + · · ·+ (∆− 1)t∆ + 1
t2 + 2t3 + · · ·+ (∆− 1)t∆ + 2
(
t2 + 2t3 · · ·+ (∆− 1)t∆ + 2∑
(i− 2)ti + 2, t2, . . . , t∆
)( p1
M
)2 ∏
2≤i≤∆
(
ipi
M
( p1
M
)(i−2))ti
.
This finishes the proof of point 1 of Theorem 1.3.
5.2 Proof of point 2 of Theorem 1.3 - the supercritical regime
In this subsection, we prove point 2 of Theorem 1.3. First, by Theorem 5.4 a.a.s. all connected components except
the largest one have size O(log n). Thus, since G(n) has maximal degree ∆ and contains no isolated vertices,
by Corollary 5.3 each connected component but the largest one forms a part in every partition A of V (G(n))
with q(A) = q∗(G(n)) asymptotically almost surely. Moreover, the largest component, which we denote by Cmax,
contains a.a.s. at least γn vertices with γ = γ(p,∆) > 0. Thus, it remains to study the giant component. From
now on, we condition on the set of vertices of Cmax.
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The next lemma states that we can find inside the giant component a set of vertices of linear order and high
enough density. The component Amax found in this lemma plays a role similar to that of C3 in the lower bound
for random 3−regular graphs. In the sequel, we identify Amax with the graph induced by this vertex set in Cmax.
Lemma 5.10. For every C > 0 there exists ε′ > 0 so that asymptotically almost surely, there is a set of vertices
Amax ⊆ Cmax such that, first,
|Amax| ≥ ε′n and e(Amax) ≥ |Amax|+ C |Amax|
2
n
,
and second, there is a constant c > 0 such that Cmax \Amax consists of at most cε′2n connected components.
We prove Lemma 5.10 later on. Admitting Lemma 5.10, we prove point 2 of Theorem 1.3.
Proof of point 2 of Theorem 1.3 assuming Lemma 5.10. Notice that by assumption of Lemma 5.10, Cmax \ Amax
contains at most cε′2n smaller connected components. Note that every component of order larger than ∆
√
n has a
spanning tree of maximal degree ∆. Thus, by Lemma 2.1, one may divide each such component of Cmax \ Amax
into connected components of order at most ∆
√
n, each containing at most ∆2
√
n/2 edges. Thus, one has that the
modularity of such a partition into k parts is at least
e(Amax) + n− |Amax| − k
m
− (1 + o(1))∆
2|Amax|2
4m2
.
Since 2m = Mn+ o(n) and k ≤ µn+ cε′2n+O(√n) (recall that nµ is the a.a.s. limit of the number of components
of Amax), we have that by Lemma 5.10 the above expression is asymptotically equal to
n(1− µ− cε′2) + C|Amax|2/n
Mn/2
− (1 + o(1))∆
2|Amax|2
(Mn)2
+ o(1)
≥ 2(1− µ)
M
+ (1 + o(1))
|Amax|2
(Mn)2
(
2MC −∆2 − 2cM)+ o(1).
Choosing C >
∆2 + 1
2M
+ c proves the desired result for ε =
ε′2
M2
.
For a graph G, define the 2−core of G as the largest subgraph of G with respect to inclusion, in which every
vertex is of degree at least two. We include the proof of the following observation for the sake of completeness.
Observation 5.11. The 2−core of a graph G is well-defined and may be obtained by consecutive deletions of the
vertices of degree zero and one.
Proof. In the end of the process, one obtains a possibly empty subgraph H of G of minimal degree two. On the
other hand, suppose for the sake of contradiction that there is another graph H ′ 6⊆ H , which has minimal degree at
least two. Then, H ∪H ′ is also a subgraph of G of minimal degree at least two. Let v be the first vertex of H ′ \H
that has been deleted throughout the construction of H . At the moment of its deletion, since v ∈ H ′, v had degree
at least two, which is a contradiction. Thus, every subgraph of G of minimal degree at least two is contained in H ,
which proves the observation.
The idea of the proof of Lemma 5.10 is roughly as follows. First, we prove that the 2−core of the giant
component Cmax contains a linear number of vertices by a density argument. Then, since no vertices of degree one
will be present in this 2−core, we conclude that by Lemma 2.9 the graph constructed on this degree sequence is
contiguous to the configuration model. Then, after a slight modification of the 2−core in order to get rid of long
paths of degree 2 vertices, we apply an argument similar to the one in the proof in the 3−regular case to obtain
that the modularity of the 2−core of the giant component itself is "non-trivial". Finally, we come back to the giant
component itself to conclude the proof of Lemma 5.10.
We first prove that the giant component has density 1 + ε for some ε > 0 depending only on (pi)1≤i≤∆
asymptotically almost surely. For this, initiate an exploration process of G(n), similar to the one for random
3−regular graphs, and record the number Zt of open half-edges sticking out of the explored component at any time
step.
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Lemma 5.12 ([MR95], Lemma 8). There are constants ε ∈ (0, 1) and ξ ∈ (0,min{1/4,M/4}) such that, for every
δ ∈ (0, ξ), Z⌈δn⌉ ≥ εδn asymptotically almost surely. Moreover, there is 0 < z = z(p,∆) < 1, for which the
probability of the converse is at most zn.
Now, fix a constant γ = γ(p,∆) > 0 such that, by Lemma 5.12, the hitting time t of the event {Zt = γn} is
a.a.s. well-defined. When time t arrives, we know by Theorem 5.4 that we are exploring the giant component. By
a simple concentration argument we deduce the following corollary.
Corollary 5.13. There is a constant γ′ = γ′(p,∆) > 0, for which
e(Cmax)− |Cmax| ≥ γ′n
asymptotically almost surely.
Proof. Consider the process (Zt)t≥0 and let T be the hitting time of γn by (Zt)t≥0, where γ > 0 is given by
Lemma 5.12. Then, T is a.a.s. smaller than e(G(n)). Fix the set S of half-edges, incident to explored vertices at time
T , and match these with other open half-edges or between themselves uniformly at random. By a straightforward
concentration argument we deduce that the number of edges with two half-edges in S is concentrated around its
expected value, which is at least
γ2n
2∆
. Choosing γ′ =
γ2
4∆
gives the desired corollary.
Corollary 5.14. The 2−core C′max of Cmax contains at least
2γ′n
∆
vertices of degree at least three asymptotically
almost surely.
Proof. The 2−core of a graph may be constructed by step-by-step deletions of the vertices of degree zero and one
by Observation 5.11. Thus, since Cmax contains no isolated vertices, by Corollary 5.13 we have that
e(C′max)− |C′max| = e(Cmax)− |Cmax| ≥ γ′n
asymptotically almost surely. Since C′max has minimal degree 2 and maximal degree ∆,
e(C′max) =
1
2
∑
2≤i≤∆
i · |{v ∈ V (C′max) | deg(v) = i}| ≤ |C′max|+
∆
2
· |{v ∈ V (C′max) | deg(v) ≥ 3}|.
Combining the above two inequalities proves the corollary.
Lemma 5.15. Conditionally on V (C′max) and the degrees of all vertices of V (C′max) in C′max, the 2−core is
distributed uniformly at random among all connected graphs on the given degree sequence.
Proof. This follows from the fact that a 2−core with given vertices and vertex degrees possesses the same number
of extensions to G(n) as any other connected 2−core C′max with the same degrees. Since G(n) is sampled uniformly
at random, the restriction of its distribution to C′max conditionally on the vertices and the vertex degrees of C
′
max
is therefore also a uniform distribution.
Let G(n) be a random graph on a given degree sequence with degrees 2, 3, . . . ,∆ and of order n such that
lim sup
n→+∞
d2(G(n))
n
< 1.
In particular, one has ∆ ≥ 3.
Lemma 5.16. The probability that the random graph G(n) is connected is uniformly bounded from below by a
positive constant.
Proof. We argue by contradiction. Extracting a subsequence of (G(n))n≥1 if necessary, one may suppose that, first,
the probability of G(n) being connected tends to zero, and second, the proportion of vertices of degree i ∈ [∆], i ≥ 2
tends to pi with p2 < 1. Under these conditions Lemma 2.9 implies that the probability that no vertex remains
outside of the largest connected component in Gn is a positive constant, which leads to a contradiction. The lemma
is proved.
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C ′max Cmax
AmaxA
′
max
Figure 6: The giant component Cmax, its 2−core C ′max and the "dense" sets Amax and A′max.
Corollary 5.17. If an event An happens asymptotically almost surely for G(n), then An happens asymptotically
almost surely for G(n) conditionally on G(n) being a connected graph.
Now, let C′cm,max be the random graph, constructed on the degree sequence of C′max (which is random in itself,
so we condition on this degree sequence) according to the configuration model. By abuse of notation we view Cmax
as an extension of C′max as well as of C
′
cm,max below. By Lemma 5.15 and Corollary 5.17 we know that if some
event happens a.a.s. for C′cm,max, then it also happens a.a.s. for C′max.
Fix ε′ > 0. We start an exploration process of C′cm,max as follows. Let S0 be an empty set. We pick a random
initial vertex v0 of C
′
cm,max with probability proportional to its degree in C
′
cm,max, and construct S1 = {v0}. At
time t, choose an arbitrary open half-edge e1/2 sticking out of a vertex in St and explore the edge that contains it.
If it leads to a vertex vt that has never been seen before, let St+1 = St ∪ {vt}. If not, let St+1 = St and continue.
Finally, stop the process at time t′ when ε′n vertices of C′cm,max have been explored, and define S = St′ . Moreover,
let E be the set of explored edges up to time t′ (that is, paired half-edges inside S).
Then, fix an even positive integer ℓ. Now, order in a row the explored vertices with an open half-edge and,
for every vertex in the row, explore step by step all vertices of C′cm,max at distance at most ℓ/2 from the current
one. Moreover, at any step when one finds an S−chain, add all vertices of this S−chain to S and continue the
exploration.
Let A′max be the graph, induced by the set S after all
ℓ
2−neighborhoods of vertices in St′ have been fully
explored. Let Amax be the graph, induced in Cmax by the set of vertices of A
′
max and the ones, which connect to
A′max in Cmax \C′cm,max via paths with edges in E(Cmax) \E(C′cm,max). Otherwise said, Amax is constructed from
A′max by attaching trees to the vertices of A
′
max, which were deleted in the construction of the 2−core of Cmax.
Notice that vertices inside C′cm,max participate in the 2−core, and if they are not in A′max, they will not be added
to Amax, see Figure 6.
Observation 5.18. The graph A′max contains at most
(∆
ℓ
2
+1 − 1)ε′n
∆− 1
vertices.
Proof. This is a simple consequence of the fact that every vertex is of degree at most ∆.
Lemma 5.19. There is a constant C = C(p,∆) > 0, for which the number of vertices in C′cm,max incident to at
least one edge in E(Cmax) \ E(C′max) is at least Cn.
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Proof. Consider the exploration process (Zt)t≥0 and let T be the a.a.s. well-defined hitting time of γn by (Zt)t≥0,
where γ > 0 is given after Lemma 5.12. At this stage, match all γn open half-edges sticking out of the connected
component we are exploring. We prove that there is a constant C > 0 depending only on p (recall that γ depends
only on p and ∆ as well) such that a.a.s. there are at least Cn vertices among the ones incident to the open
half-edges at time T , which are both connected to vertices of degree one and participate in the 2−core C′cm,max
of the giant component. First, notice that there are at least
γn
∆
vertices incident to open half-edges at time T .
Second, from these vertices a positive proportion, say cγn for some c = c(p,∆) ∈ (0, 1), already participates in the
2−core of the giant component a.a.s. It remains to notice that a.a.s. a positive proportion of these vertices will
match all of their remaining open half-edges to vertices of degree one. This proves the lemma.
Lemma 5.20. There exists α = α(p,∆) > 1 so that for every small enough ε′ > 0 asymptotically almost surely
|Amax| ≤ α|A′max|.
Proof. Recall that Amax is constructed from A
′
max by adding vertices of Cmax \ C′max. We work in the con-
figuration model C′cm,max associated to the degree sequence of the 2−core. Conditionally on the the vertices
and the half-edges contained in C′cm,max one may define the type of a vertex v in C′cm,max as (degCmax(v) −
degC′cm,max(v), degC′cm,max(v)). Denote also by D
′
cm,max the number of vertices v in C
′
cm,max with degCmax(v) −
degC′cm,max(v) ≥ 1.
Let C∆ =
∆
ℓ
2
+1 − 1
∆− 1 and choose ε
′ <
γ′
∆C∆
. This ensures that |A′max| < |C′max|/2 by Corollary 5.14 and
Observation 5.18.
Sublemma 5.21. Among the vertices of type (d′, d′′) at most a
C∆∆ε
′d′′
γ′
−proportion participates in A′max asymp-
totically almost surely.
Proof. A′max is constructed by consecutive exploration of open half-edges and at any step the probability that a
vertex of type (d′, d′′) outside A′max is added to A
′
max is at most
d′′
2(|C′cm,max| − |A′max|)
(every vertex in C′cm,max
is of degree at least two in C′cm,max), which is bounded from above by
d′′
|C′cm,max|
. We conclude that the expected
proportion of the vertices of type (d′, d′′) is bounded from above by |A′max|
d′′
|C′cm,max|
. By a Chernoff bound
(Lemma 2.5) over the |A′max| steps when a new vertex is added to the explored component we conclude that the
proportion of the vertices of type (d′, d′′) is a.a.s. bounded from above by 2|A′max|
d′′
|C′cm,max|
. We conclude since
|A′max| ≤ C∆ε′n by Observation 5.18 and |C′max| ≥
2γ′n
∆
by Corollary 5.14.
In particular, the proportion of the vertices in A′max that have at least one half-edge outside C′max is at most
C∆∆
2ε′
γ′
of all such vertices in C′cm,max since d
′′ ≤ ∆.
Now, notice that the distribution of the graph consisting of the half-edges in Cmax, but not in C
′
cm,max, is
uniform among the forests with roots in D′cm,max. Indeed, conditionally on the vertex set of Cmax, every connected
graph constructed on this set of vertices has the same number of extensions to G(n). This means that the graph
on the half-edges in Cmax, but not in C
′
cm,max, may be constructed by the following exploration process. Start
from D′cm,max and choose an open half-edge. Then, match it uniformly to some half-edge in a non-explored vertex.
Repeat this step with the new connected component until no isolated vertices remain.
Notice that, first, the number of open half-edges incident to vertices in A′max in the beginning is at most a
∆
C∆∆
2ε′
γ′
−proportion of all open half-edges going out of C′max a.a.s. On the other hand, consider the above
exporation process in terms of an urn process with two urns UA′max and UC′cm,max\A′max (containing the vertices
attached to a tree with root in A′max and others attached to a tree with root in C′cm,max \ A′max) with bounded
increments (at any step, the number of open half-edges in the trees with roots in A′max or C
′
cm,max \A′max changes
with a number between −1 and ∆ − 2). It is a well-known fact that one may prove by a direct application of
the differential equation method (Theorem 2.6) that under the above assumptions for every ε′′ > 0 the number of
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vertices in UA′max is at most a (1 + ε
′′)∆
C∆∆
2ε′
γ′
−proportion of all vertices in Cmax \ C′cm,max a.a.s. This proves
that one may choose α = 1 + 2∆
C∆∆
2
γ′
.
We denote by (d′2(n), . . . , d′∆(n)) the degree sequence of C
′
cm,max on which we conditioned earlier. We fix a
positive integer ℓ that we specify in the sequel.
Lemma 5.22. The expected number of S−chains of length ℓ in C′cm,max is at least
(1 + o(1))
δ2ε′2n
M
(
1 +
6γ′
∆M
)ℓ−1
,
where δ = δ(ε′) > 0 is constant over the interval ε′ ∈ (0, ξ), for ξ given by Lemma 5.12, and γ′ > 0 is given by
Corollary 5.13.
Proof. By Lemma 5.12 for every small enough ε′ the number of half-edges, attached to vertices in S, which partici-
pate in an edge between a vertex in S and a vertex outside S, is at least δε′n asymptotically almost surely. Denote
this set of half-edges by ∂1/2S. Conditionally on the set S, there remains a number of non-explored vertices (at
the time of construction of the set S) of degree i, which we denote by d′′i (n). Now, to form a chain of length ℓ one
needs, for every i ∈ [∆], i ≥ 2, ℓi vertices of degree i outside S with ℓ2 + · · · + ℓ∆ = ℓ − 1. Apart from the choice
of vertices, one has to decide their order in the chain and the half-edges that participate in the chain. Finally, it
remains to multiply by the probability of each edge being present. In total, this gives
|∂1/2S|2
∑
ℓ2+···+ℓ∆=ℓ−1
(ℓ− 1)!

 ∏
2≤i≤∆
(
d′′i (n)
ℓi
)
(i(i − 1))ℓi


((∑
2≤i≤∆ id
′′
i (n)
)
− 2ℓ− 1
)
!!((∑
2≤i≤∆ id
′′
i (n)
)
− 1
)
!!
≥ (1 + o(1))(δε′n)2
∑
ℓ2+···+ℓ∆=ℓ−1
(
ℓ− 1
ℓ2, ℓ3, . . . , ℓ∆
) ∏
2≤i≤∆
(i(i− 1)d′′i (n))ℓi

 1(∑
2≤i≤∆ id
′′
i (n)
)ℓ
= (1 + o(1))
(δε′n)2
2d′′2(n) + · · ·+∆d′′∆(n)

 ∑
2≤i≤∆
i(i− 1)d′′i (n)(∑
2≤j≤∆ id
′′
i (n)
)


ℓ−1
. (14)
Now, we have that, first,
∑
2≤i≤∆ id
′′
i (n) ≤ D(n), and second,
∑
2≤i≤∆
i(i− 2)d′′i (n) ≥
6γ′
∆
n.
by Corollary 5.14. Thus, since D(n) = Mn+ o(n), (14) is bounded from below by
(1 + o(1))
δ2ε′2n
M
(
1 +
6γ′
∆M
)ℓ−1
.
The lemma is proved.
Observation 5.23. The number of vertices of distance at most ℓ from a cycle of length at most 2ℓ in C′cm,max is
O(log n) asymptotically almost surely.
Proof. By an immediate first moment calculation (in the same way as the proof of Lemma 5.5 for trees, see also
Theorem 9.5 in [JLR00] in the regular case) one may deduce that for every ℓ ∈ N, the number of cycles of length at
most 2ℓ is a.a.s. at most O(log n) and the same holds for the number of vertices in such cycles. Since C′cm,max has
degree at most ∆, each vertex has at most
∆ℓ+1 − 1
∆− 1 vertices at distance at most ℓ in C
′
cm,max. Thus, the number
of vertices at distance at most ℓ from cycles of length at most 2ℓ is O(log n) as well.
Lemma 5.24. There are constants cℓ, c
′
ℓ > 0 for which the expected number of vertices:
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SS
Figure 7: On the left: an example of two S−chains of length 7 with a common subpath. On the right: an
example of two S−chains of length 7, whose union contains a cycle.
• in C′cm,max \ S, which participate in an S−chain of length at most ℓ, is at most cℓε′2n.
• in C′cm,max \ S, which participate in more than one S−chain of length at most ℓ, is at most c′ℓε′3n.
Proof. We prove the second point first. If a vertex participates in more than one S−chain of length at most ℓ, then
either it is part of two S−chains with a common subpath or it is at distance at most ℓ from a cycle in C′cm,max of
length at most 2ℓ, see Figure 7. By Observation 5.23 there are a.a.s. at most O(log n) vertices of the second type
in C′cm,max. Therefore, it remains to count the number of vertices of the first type.
The number of vertices at distance at most ℓ from a vertex is at most
∆ℓ+1 − 1
∆− 1 .
Therefore, the probability that a vertex participates in two S−chains of length at most ℓ with a common subpath
is at most the probability that at least three of the vertices at distance at most ℓ from it are in S, which is at most
(∆ℓ+1−1
∆−1
3
)
(∆ε′)3.
Summing over all vertices in C′cm,max \ S,
c′ℓ =
(∆ℓ+1−1
∆−1
3
)
∆3
works, which proves the second point. The first point follows along the same lines, with the constant cℓ given by
cℓ =
(∆ℓ+1−1
∆−1
2
)
∆2.
Observation 5.25. Fix ε′ ∈
(
0,
γ′
2(∆ℓ+1 − 1)∆
)
. The number of S−chains of length ℓ, the number of vertices in
at least one S−chain of length at most ℓ and the number of vertices in more than one S−chain of length at most ℓ
are sharply concentrated around their expected values.
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Proof. Given the degree sequence (d′i(n))2≤i≤∆, the number of S−chains of length ℓ, the number of vertices at least
one S−chain of length at most ℓ and the number of vertices in more than one S−chain of length at most ℓ can be
computed via the differential equation method. To do this, explore the ℓ2−th neighborhood of S by revealing one
edge per time step. Start with C(0) = ∅, which will be the number of S−chains of length ℓ, V1(0) = ∅, which will be
the number of vertices in some S−chain of length at most ℓ, and V≥2(0) = ∅, which will be the number of vertices
in at least two S−chains of length at most ℓ. Notice that every revealed edge may participate in a bounded number
of S−chains of length at most ℓ, and therefore at any time step t ≥ 1 each of |C(t) − C(t − 1)|, |V1(t) − V1(t − 1)|
and |V≥2(t) − V≥2(t − 1)| may increase in size by only a bounded number of new elements. Moreover, by choice
of ε′, the ℓ2−th neighborhood of S contains at most
γ′n
∆
vertices (that is, by Corollary 5.14 at most half of the
vertices of C′cm,max a.a.s.), ensuring concentration throughout the process. Thus, the conditions of Theorem 2.6 are
satisfied for |C(t)|, |V1(t)| and |V≥2(t)| as functions of t, and we deduce that all of them are concentrated around
their expected values in the end of the exploration process.
Corollary 5.26. Asymptotically almost surely, for every small enough ε′ > 0, the number of S−chains of length ℓ
of vertices participating in only one S−chain of length ℓ is at least δ
2ε′2n
2M
(
1 +
γ′
∆M
)ℓ−1
.
Proof. By Lemma 5.24 and Observation 5.25 there is a constant cℓ such that the number of vertices in C
′
max in at
least two S−chains is a.a.s. at most 2cℓε′3n. On the other hand, by Lemma 5.22 and Observation 5.25 there are
a.a.s. at least
3
4
δ2ε′2n
M
(
1 +
γ′
∆M
)ℓ−1
S−chains of length ℓ. We conclude that a.a.s. for every small enough ε′
there are at least
1
2
δ2ε′2n
M
(
1 +
γ′
∆M
)ℓ−1
S−chains of length ℓ, each of which contains only vertices, which participate in only one such chain. The lemma is
proved.
Lemma 5.27. For every C > 0, for every large enough ℓ and every small enough ε′ > 0 asymptotically almost
surely
e(A′max)
|A′max|
≥ 1 + C |A
′
max|
n
.
Proof. We fix a positive integer ℓ that we specify in the sequel. Fix also C > 0. By Corollary 5.26 there are a.a.s.
at least
δ2ε′2n
2M
(
1 +
γ′
∆M
)ℓ−1
S−chains of length at most ℓ with vertices in only one chain of this type. On the
other hand, A′max contains a.a.s. at most ε′n+ cℓε′2n vertices by Lemma 5.24 and Observation 5.25. We conclude
that for ε′ → 0, a.a.s.
n(e(A′max)− |A′max|)
|A′max|2
≥
δ2ε′2n2
2M
(
1 +
γ′
∆M
)ℓ−1
(ε′(1 +Oε′(ε′))2n2
.
Now, taking the limits, first, with respect to n → +∞, and then, with respect to ε′ → 0, we conclude that it is
sufficient to choose ℓ such that
δ2
2M
(
1 +
γ′
∆M
)ℓ−1
> C. The lemma is proved.
Corollary 5.28. The conclusion of Lemma 5.27 holds asymptotically almost surely also when replacing C′cm,max
by C′max.
Proof. This is a direct consequence of Corollary 5.17.
A smoothing of a vertex of degree two in a graph consists in deleting the vertex and then joining its two
neighbors by an edge. In particular, we might obtain a multigraph: if the two neighbors are already connected by
one or more edges, the number of edges between them increases by one after the smoothing. A contraction of an
edge in a graph consists in deleting the edge and identifying its endvertices. Remark that smoothing of a vertex v
of degree two is equivalent to contracting any of the edges incident with v. Let G′ be a uniform random graph on
(d′i)2≤i≤∆ vertices of degree (i)2≤i≤∆, respectively.
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Lemma 5.29. By sampling G′, smoothing all vertices of degree two and deleting isolated vertices incident to at
most one loop, we generate a uniform random graph G′′ on (d′i)3≤i≤∆ vertices of degree (i)3≤i≤∆, respectively.
Proof. Let (Qs,t,j)1≤s≤j,1≤t≤d′j ,2≤j≤∆ be the points of the matching at the origin of the configuration model for G
′.
Let also (Rs,t,j)1≤s≤i,1≤t≤d′j ,3≤j≤∆ be the points of the matching at the origin of the configuration model for the ran-
dom graph G′′. We present a coupling between the probability space of the matchings of (Qs,t,j)1≤s≤j,1≤t≤d′j ,2≤j≤∆
and of (Rs,t,j)1≤s≤j,1≤t≤d′j ,3≤j≤∆. We perform the following algorithm generating the graphs G
′ and G′′ at the
same time.
1. Choose an arbitrary point Qs′,t′,j′ with 1 ≤ s′ ≤ j, 1 ≤ t′ ≤ d′j , 3 ≤ j′ ≤ ∆ (if it exists, if not, go to point 5.)
that has not been matched yet. Prepare to match the point Rs′,t′,j′ .
2. Match Qs′,t′,j′ with some unmatched point Q = Qs′′,t′′,j′′ among (Qs,t,j)1≤s≤j,1≤t≤d′j ,2≤j≤∆.
3. If j′′ ≥ 3, match Rs′,t′,j′ and Rs′′,t′′,j′′ . Then, return to 1.
4. If j′′ = 2, then keep the point Rs′,t′,j′ waiting and perform 2. with Q3−s′′,t′′,j′′ instead of Qs′,t′,j′ .
5. Match all points among (Qs,t,j)1≤s≤j,1≤t≤d′j ,2≤j≤∆ that remain unmatched uniformly at random.
Lemma 5.30. For every small enough ε′ > 0 the following statement holds asymptotically almost surely: there
exists a constant c > 0 such that the graph C′cm,max \A′max contains at most cε′2n connected components.
Proof. By Lemma 2.9, C′cm,max contains a giant connected component, which contains all but at most logn vertices.
Hence there are at most logn + 1 connected components. Let C′′cm,max be obtained by smoothing C
′
cm,max and
deleting isolated vertices (that have loops attached to them) and let A′′max be the subgraph of C
′′
cm,max obtained
from A′cm,max by this operation. Now, perform the following procedure:
1. Expose all edges going out of A′′max.
2. For every connected component on the set of vertices in C′′cm,max \A′′max, do the following: if this component
is incident to only one unexposed half-edge, expose this half-edge. Repeat this procedure as long as such
components on the set of currently exposed edges exist (but do not add them to A′′max; see Figure 8 for an
illustration before the smoothing).
3. Delete the graph A′′max and contract all connected components on the set of exposed edges. The graph that
remains consists of only unexposed half-edges and all vertices are of degree different from one.
Here smoothing the graph C′cm,max is done to avoid the exploration of long paths of degree two and to a.a.s.
ensure higher connectivity of the 2−core. Another reason is that random graphs of minimal degree three are a.a.s.
3−connected, which does not hold for random graphs of minimal degree two.
Consider the set of non-isolated vertices in C′′cm,max. Since the set of unexposed half-edges is matched according
to the configuration model on a graph of minimal degree two and a positive proportion of vertices of degree at least
three (this is ensured by Observation 5.18 by choosing ε′ small enough), C′′cm,max contains at most logn connected
components, different from the giant component, by Lemma 2.9.
On the other hand, the set of isolated vertices in C′′cm,max corresponds to connected components of exposed
edges, which remain disconnected from the rest of the graph C′′cm,max after deletion of A
′′
max. Note that any such
component of C′′cm,max \ A′′max has to be connected by at least 3 edges to A′′max, since C′′max has minimum degree
3, and by ([FR04], Theorem 5.1) it is a.a.s. 3−connected (note that our sequence is 2−smooth in the terminology
of [FR04], since limn→∞ di(n)/n = pi with di(n) = 0 for every i ≥ ∆+ 1 and n ∈ N and this applies then also to
the degree sequence of C′′max).
Define C′del to be the graph induced by E(C
′
cm,max) \ E(A′max), and define C′′del to be the graph induced by
E(C′′cm,max) \ E(A′′max). Observe that both C′del and C′′del follow a configuration model. Set C∆ =
∆
ℓ
2
+1 − 1
∆− 1 .
• We saw that at most logn vertices of C′cm,max are not in the connected component of A′max a.a.s.
• The connected components in C′del are obtained from subdivisions of connected components in C′′del. If one
such connected component contains a vertex of C′′cm,max \A′′max, by 3−connectivity of C′′cm,max (see [FR04],
Theorem 5.1) it connects to A′max using at least three edges. The remaining analysis is therefore similar to
the analysis given in Subsection 5.1. In particular, we have:
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A′max
Figure 8: The component A′
max
, the set of explored vertices and edges in C ′
max
and a number of vertices,
non-explored throughout the construction of A′
max
(these are shown as isolated in the figure).
– the number of such components of order more than
√
logn is at most o(n);
– as before, the number of components of order at most
√
logn containing a cycle is o(n) by a first moment
calculation similar to the one in Lemma 5.5 for trees;
– the expected number of acyclic components of order at most
√
logn is C1ε
′3n for some constant C1 =
C1(p,∆) > 0. Indeed, all components of this type are connected by at least three edges to A
′
max
and the number of open half-edges incident to A′max is at most ∆C∆ε
′n. Moreover, the number of
such components is concentrated around its expected value, which may be seen once again by a second
moment method applied analogously to the proof of Lemma 5.5 in the subcritical case.
On the other hand, if the connected component of C′del does not contain a vertex from C
′′
cm,max \ A′′max,
we may obtain an A′max-chain. Summing over all possible lengths of such A
′
max−chains and applying the
second moment method again analogously to the proof of Lemma 5.5 we obtain that there is a constant
C2 = C2(p,∆) > 0, such that the number of A
′
max−chains is concentrated around its expected value, which
is C2ε
′2n. Indeed, as above, all chains of this type are connected by exactly two edges to A′max and the
number of open half-edges incident to A′max is at most ∆C∆ε′n.
Thus, for every small enough ε′ > 0 one may define c = 2C2. This proves the lemma.
Corollary 5.31. The conclusion of Lemma 5.30 holds for C′max instead of C
′
cm,max as well.
Proof. This follows directly from Corollary 5.17.
Proof of Lemma 5.10. If p1 = 0, then Cmax = C
′
max and the claim is a direct consequence of Lemma 5.27.
By Lemma 5.27 we have that for every positive constant C there exists ε0 > 0, for which, for every ε
′ ∈ (0, ε0),
there is a set of vertices A′max of C′max, for which
e(A′max)
|A′max|
≥
(
1 +
C|A′max|
n
)
.
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On the other hand, by Lemma 5.20, there exists α > 1, such that a.a.s. Amax has size at most α|A′max|. Thus,
a.a.s., the density of Amax satisfies
e(Amax)
|Amax| ≥
e(A′max) + (α− 1)|A′max|
α|A′max|
≥
α+ C
|A′max|
n
α
≥ 1 + C|Amax|
α2n
.
Now, up to the choice of small enough ε′ > 0, one may choose C arbitrarily large. The conclusion of the first part
of Lemma 5.10 is satisfied. The conclusion of the second part of Lemma 5.10 follows directly by Lemma 5.30.
6 Discussion
On the one hand, we showed that in sparse random graphs coming from a supercritical configuration model the
modularity is strictly larger than the trivial lower bound obtained by partitioning into connected components. On
the other hand, for random 3−regular graphs we are more precise by quantifying the gain over this trivial bound
(which in this case is equal to 2/3). Without doubt, by adding more stages (that is, by considering longer chains)
in the analysis of the lower bound in the case of random 3−regular graphs, one could improve the lower bound
given by Theorem 1.1 by a little bit. The upper bound still being far, we opted for not pushing this to the limit.
Needless to say, it would be interesting to find the exact value of the modularity of random 3−regular graphs, but
our methods are not strong enough to determine this value.
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