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Wireless multicast is an important service primitive for emerging applications such as live
video, streaming audio and content telecasts. Transmission rate in such a link layer multi-
cast is bottlenecked by the rate of the weakest client, leading to channel under-utilization.
Attempts to increase the data rate results in lower reliability (due to higher bit error rate)
and higher unfairness. This poster utilizes smart beamforming antennas to improve mul-
ticast performance in wireless LANs. The main idea is to satisfy majority of the (strong)
clients with a high-rate omnidirectional transmission, followed by high-rate directional
transmission(s) to cover the weaker ones. By selecting an optimal transmission strategy,
we show that the multicast throughput can be maximized while achieving a desired delivery
ratio at all the clients. We use testbed measurements to verify our main assumptions. We
simulate our protocol in Qualnet, and observe consistent performance improvements over
a wide range of client topologies and time-varying channel conditions.
I. Introduction
Applications like MobiTV [1], electronic classrooms
[2], and WiFi telecasts in smart homes [3] are de-
manding link layer support for group communica-
tion. An ideal solution is wireless multicast, wherein,
a packet may be delivered to all members of the
group through a single transmission. Such an ap-
parently simple multicast service involves various re-
search challenges. (1) Clients scattered around an AP
experience dissimilar channel conditions, resulting in
different data rates that each can support. Network
measurements have shown that such scenarios are pro-
nounced due to shadowing and wireless blind-spots in
indoor environments [4]. As a result, a single trans-
mission to all the clients is bottlenecked by the data
rate of the weakest client. The multicast through-
put can severely [5, 6] suffer due to this restriction.
(2) The time-varying nature of the wireless channel
causes the bottleneck data rate to change over time. A
multicast protocol needs to adapt to this variation. In
the absence of per-client acknowledgment, bottleneck
identification may not be trivial. (3) Even if bottle-
neck rate is suitably identified, packet losses are still
possible due to fading and interference. The protocol
will need to recover from such losses so that clients
achieve an application-specified reliability. Increas-
ing transmission rates does not resolve the challenges,
since some (weak) clients will fail to receive transmis-
sions at these data rates. In this context, smart anten-
Figure 1: Comparing a single 1 Mbps omnidirectional
transmission against multiple high data rate transmis-
sions.
nas may offer new opportunities to augment the state
of the art in link layer multicast. Our main idea is to
cover the strong clients with a high data-rate omnidi-
rectional transmission, and then, service the weaker
ones with high data-rate beamformed transmissions
(Figure 1). We argue that the time consumed by multi-
ple high data rate transmissions (provided beams and
rates are chosen carefully), can be smaller than the
time of a single omnidirectional transmission at the
bottleneck rate. The reasons are two fold; testbed
measurements show that – (i) weak clients are typ-
ically a minority, and (ii) they tend to be spatially
clustered in shadowed areas or wireless blind-spots.
Covering all these weak clients may not require too
many beamformed transmissions, facilitating perfor-
mance improvements with smart antennas. This paper
presents BeamCast, an antenna-aware protocol that
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maximizes multicast throughput under specified reli-
ability requirements. Performance results show con-
sistent improvements over omnidirectional schemes,
especially when the channel quality varies over time.
II. System Setting
We consider IEEE 802.11 based WLANs. Clients are
scattered around the AP, and remain stationary in the
time scale of packets. Such an environment is char-
acterized with multipath and shadowing effects, re-
sulting in wireless blind spots (particularly in indoor
environments). Each access point is equipped with a
smart beamforming antenna, while all the clients have
simple, omnidirectional antennas. Beamforming an-
tennas can regulate the radiation and reception pat-
terns such that SINR can be maximized for a given
interference environment. The higher energy inten-
sity along the mainlobe improves the SINR at the re-
ceiver, resulting in improved data rates over omnidi-
rectional antennas. The improvement is asymptoti-
cally bounded by C = Wlog2(1 + SINR), where
C is the capacity and W is the bandwidth in use. Al-
though the improvement in data rate is logarithmic,
commercial antennas [7] offer more than 16dB main-
lobe gains [8], leading to 4 times increase in data rates.
We show that such rate improvements are sufficient
for our case.
III. Motivation and Problem Formu-
lation
This section reports measurement results to validate
that real WLANs are typically characterized with a
few spatially clustered weak clients. Servicing these
few weak clients will require a few beamformed trans-
missions, suggesting the potential of performance im-
provements.
III.A. Measurements
We used Soekris boards and laptops, running Mad-
WiFi drivers on 802.11b Atheros interfaces, to mea-
sure channel quality in a multicast setting. The AP
was made to transmit broadcast packets at different
data rates; clients measured the delivery ratio. Table
1 summarizes results from 4 sample topologies, with
25 clients each. The table shows the fraction of clients
that experiences a maximum of 1, 2, 5.5, or 11 Mbps
data rates. Evidently, topologies are characterized
with few weak clients. Moreover, weak clients were
frequently co-located in shadowed regions and blind
spots in our measurements. Figure 2 shows a few
Table 1: Max. data rates for client fractions.
Topology# 1Mbps 2Mbps 5.5Mbps 11Mbps
1 10% 5% 5% 80%
2 15% 5% 20% 60%
3 15% 10% 10% 65%
4 5% 5% 0% 90%
Figure 2: Shaded rectangles indicate blind spots for
WLAN environments. The AP is positioned in the
center of the circle.
identified spots. Additional measurements (not re-
ported here in the interest of space) are reasonable ev-
idence that indoor WiFi environments are often char-
acterized with spatially-clustered, weak clients [4, 9].
III.B. Problem Formulation
We ask, given a group of clients and their individ-
ual data rates from the AP, what should be the opti-
mum transmission strategy that maximizes multicast
throughput under a required delivery ratio. Clients,
who do not receive the packet through omnidirec-
tional communication, get serviced through beam-
formed transmissions. So, determining the opti-
mal assignment of clients (into omnidirectional and
directional beams) is the main problem of inter-
est. This problem is simple when each beamformed
transmission satisfies only one client (i.e., narrow
beamwidths). In reality, antenna beamwidths are rea-
sonably large, and may be exploited for satisfying
multiple clients in one transmission. Moreover, beam-
forming antennas can be steered near-continuously,
resulting in significant spatial overlap between ad-
jacent beams. Hence, it may be feasible to cover
the same set of clients with different sets of (over-
lapping) beams. The transmission rate of a beam
will vary based on which other beams are included
in its beam-set. The optimal choice of beam-sets
and (corresponding) data rates will maximize mul-
ticast throughput. We present an example to illus-
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trate this better. Figure 3 shows four overlapping
beams B1, B2, B3, B4 covering client sets {1, 2},
{2, 3}, {3,4}, and {4, 5} respectively. Each client
is annotated with data rate that it can sustain. Ob-
serve that different beam-sets {B1, B2, B3, B4},
{B1, B3, B4}, {B1, B2, B4}, etc. – can cover all the
clients. However, the optimal choice is {B1, B3, B4}
with rates of {7, 3, 11} Mbps respectively. The other
beam-sets achieve sub-optimal rates of {9, 7, 3, 11}
and {9, 3, 6} Mbps respectively, resulting in lower
throughput. Thus, beams may not require to trans-
mit at the rate of the weakest client peresent on it.
Choosing the optimal beam-set, and assigning corre-
sponding rates to each of these beams, is non-trivial.
This poster develops a multicast protocol that opti-
mally partitions clients into omnidirectional and di-
rectional beams, and accomplishes transmissions at
optimal data rates. The objective is to maximize mul-
ticast throughput while meeting a specified delivery
ratio.
Figure 3: Problem of choosing optimal beams and
rates among spatially overlapping beams, such that
multicast throughput is maximized.
Importantly, time-varying channel fluctuations and
collisions affect data rates and delivery ratios. An
ideal multicast protocol should be able to adapt to
such changes. Suitable retransmission schemes need
to be designed to recover from failures, and thereby,
meet requisite delivery ratios. The problem is harder
than unicast because multicast services typically do
not expect per-packet client feedbacks in the form of
acknowledgments.
IV. Protocol Description
BeamCast consists of 3 main modules: (1) a Link
Quality Estimator, (2) a Multicast Scheduler, and (3)
a Retransmission Manager. The protocol executes in
rounds, each round corresponding to a batch of packet
transmissions. At the beginning of a batch, the estima-
tor estimates the data rates for different clients (using
feedbacks from the previous batch). Estimated rates
are then fed into a dynamic program, which outputs an
optimal set of < beami, ratei > tuples. Using these
tuples, the scheduler iterates over a set of strategies
which consist of atmost one omnidirectional transmis-
sion and corresponding beamformed transmissions.
The optimal strategy maximizes multicast throughput
for a pre-specified minimum delivery ratio (MinDR).
Packets are disseminated according to this schedule.
Clients receive (subsets of) these packets, and send
batch-wise PHY/MAC layer feedbacks. The retrans-
mission manager assimilates all the client feedback,
and retransmits a minimal subset of the lost packets
(to satisfy MinDR at all clients). The feedbacks are
also forwarded to the link quality estimator, which in
turn prepares the scheduler for the next batch of pack-
ets.
V. Performance Evaluation
We implement BeamCast in Qualnet 4.0, and com-
pare its performance with a variant of omnidirec-
tional 802.11. This variant – called 802.11 with
Feedback – assimilates periodic client feedbacks, and
estimates the bottleneck rate using the same mech-
anism as BeamCast. Unless specified, MinDR is
90%. We evaluate BeamCast using metrics of mul-
ticast throughput, minimum and average delivery ra-
tios, and fairness. Due to space constraints, we
present only throughput and delivery ratio results. For
both Rayleigh and Rician fading, BeamCast surpasses
802.11 for all topologies. Throughput performance
under Rayleigh fading has been shown in Figure 4.
Figure 5 shows the minimum delivery ratio achieved
under Rayleigh fading conditions and in presence of
hidden terminals. While BeamCast meets the mini-
mum requirements in most of the topologies, 802.11
is found to fail often. BeamCast reasonably trade-
off throughput for reliability. If reliability is critical,
BeamCast can be made to perform multiple rounds of
retransmissions. Figure 6 shows, with varying node
density, performance degrades with increasing client
base because the number of weaker clients increases.
However, with increasing weaker clients, the perfor-
mance gap between BeamCast and 802.11 increases.
We observed this trend for all topologies, across wide
variety of fading and interferences. Figure 4, 5, 6
present the results for 45◦ beamwidth and 4 times rate
gain. Impact of varying beamwidth and rate gain is
shown in Figure 7. Higher beamwidths offer moder-
ate improvements because of the possibility to cover
more (weak) clients with a single transmission. The
benefit is expectedly more when the same beamwidth
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Figure 4: Multicast Throughput with Rayleigh Fading
and interference
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can support a higher rate.
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Figure 6: Performance with number of nodes for a
given topology.
VI. Discussion and Future Work
We assumed that switching between different beams
incurs negligible latency. We plan to account for this
delay while designing the optimal schedule. Beam-
Cast responds to a packet loss by retransmitting it at
a lower data rate. Link layer loss discrimination is an
open research problem [10], and solutions to it will
benefit BeamCast. Optimizing multicast throughput
in face of emerging PHY layer capabilities is a topic
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Figure 7: Normalized throughput for Rician and
Rayleigh fading
of our ongoing work.
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