Summary Many important models utilize estimation of average derivatives of the conditional mean function. Asymptotic results in the literature on density weighted average derivative estimators (ADE) focus on convergence at parametric rates; this requires making stringent assumptions on smoothness of the underlying density; here we derive asymptotic properties under relaxed smoothness assumptions. We adapt to the unknown smoothness in the model by consistently estimating the optimal bandwidth rate and using linear combinations of ADE estimators for different kernels and bandwidths. Linear combinations of estimators (i) can have smaller asymptotic mean squared error (AMSE) than an estimator with an optimal bandwidth; (ii) when based on estimated optimal rate bandwidth can adapt to unknown smoothness and achieve rate optimality. Our combined estimator minimizes the trace of estimated MSE of linear combinations. Monte Carlo results for ADE confirm good performance of the combined estimator.
INTRODUCTION
Many important models, such as index models widely used in limited dependent variables, partial linear models and nonparametric demand studies utilize estimation of average derivatives (sometimes weighted) of a conditional mean function. Härdle, Hildenbrand, Jerison (1991) and Blundell, Duncan, and Pendakur (1998) , amongst others, advocated the derivative based approach in the analysis of consumer demand, where nonparametric estimation of Engel curves has become common place (e.g., Yatchew, 2003) . Powell, Stock and Stoker (1989) popularized the use of density weighted average derivatives of the conditional mean in the semiparametric estimation of index models by pointing out that the average derivatives in single index models identify the parameters "up to scale".
A large literature is devoted to the asymptotic properties of nonparametric estimators of average derivatives and to their use in estimation of index models and testing of coefficients. Asymptotic properties of average density weighted derivatives, hereafter referred to as ADEs, are discussed in Powell, Stock and Stoker (1989) and Robinson (1989) ; Härdle and Stoker (1989) investigated the properties of the average derivatives themselves; Newey and Stoker (1993) addressed the choice of weighting function; Horowitz and Härdle (1996) extended the ADE approach in estimating the coefficients in the single index model to the presence of discrete covariates; Donkers and Schafgans (2008) extended the ADE approach to multiple index models; Chaudhuri et al. (1997) investigated the average derivatives in quantile regression; Li et al. (2003) investigated the local polynomial fitting to average derivatives; Banerjee (2007) provided a recent discussion on estimating the average derivatives using a fast algorithm; and Cattaneo et al. (2008) investigated for ADE a weakening on the lower bound of the bandwidth while avoiding the use of higher order kernels. Higher order expansions and the properties of bootstrap tests of ADE are investigated in Robinson (2000, 2005) .
To formulate the ADE under consideration in our paper, let g(x) = E(y|x) with y ∈ R and x ∈ R k , and define δ 0 = E(f (x)g (x)), (1.1) with g (x) the derivative of the unknown conditional mean function and f (x) the density of x. With x ∈ R k , g (x) stands for the vector (∂g(x)/∂x 1 , .., ∂g(x)/∂x k ) T . Recognizing that δ 0 = −2E(f (x)y) under certain regularity conditions, Powell, Stock and Stoker (1989) , hereafter referred to as PSS, introduced the estimator
Here K denotes a kernel smoothing function, K its derivative and h denotes the smoothing parameter that depends on the sample size N, with h → 0 as N → ∞.
In all of the literature on ADE, asymptotic theory was provided for parametric rates of convergence. Even though the estimators are based on nonparametric kernel estimators which depend on the kernel and bandwidth and converge at a nonparametric rate, averaging can produce a parametric convergence rate thus reducing dependence on selection of the kernel and bandwidth which may not appear in the leading term of the MSE (mean squared error) expansion. This parametric rate of convergence (and thus the results in this literature), however, relies on the assumption of sufficiently high degree of smoothness of the underlying density of the regressors, f (x). This assumption is not based on any a priori theoretical considerations. Various multimodal distributions are encountered in biomedical and statistical studies (see, e.g. Izenman and Sommer, 1988) ; multimodal distributions, even if they are sufficiently smooth, possess derivatives that are large enough to cause problems -see discussion in Marron and Wand (1992) for examples of normal mixtures that exhibit features usually thought of as characteristic of non-smooth densities. Even when there is sufficient smoothness for parametric rates the choice of bandwidth and kernel affects second-order terms in MSE which are often not much smaller than first-order terms (see, e.g. Dalalyan et al., 2006) .
Our concern with the possible violation of assumed high degree of density smoothness led us to extend the existing asymptotic results for ADE by relaxing the smoothness assumptions on the density. We examine an expansion of the variance up to the first term that depends on the bandwidth. The leading term in the bias expansion is called "asymptotic bias" and the terms in the expansion of MSE that combine these leading terms of bias and variance we call "asymptotic MSE" (AMSE). Insufficient smoothness will result in possible asymptotic bias and may easily lead to non-parametric rates (exact results are in Theorem 3.1). Since selection of optimal kernel (order) and bandwidth (Powell and Stoker, 1996 and Theorem 3.1) presumes the knowledge of the degree of den-sity smoothness, uncertainty about the degree of density smoothness poses an additional concern.
In principle, smoothness properties of density f (x) could differ for different components of the vector x = (x 1 , ...x k )
T which could lead to possibly different rates for the component bandwidths, h[ ], = 1, .., k (e.g., Li and Racine, 2007) . Even when all the rates are the same it may be advantageous to use different bandwidths in finite sample, and we regard K(
with inverse h −1 , and h k the product of bandwidth components
With all bandwidths equal, h and h can be read as scalar h. With this notation the vector
If the degree of smoothness is known an optimal asymptotic rate of the bandwidth that balances the asymptotic variance and squared bias can be derived. Under some more restrictions the optimal bandwidth vector, h opt , is obtained in Theorem 3.1. Given sufficient smoothness the optimal bandwidth rate balances second-order terms of the variance that depend on the kernel and bandwidth with the leading term in squared bias. The estimator with this bandwidth rate is referred to as second-order rate efficient. With insufficient smoothness there is first-order dependence of the variance on the kernel and bandwidth and the rate optimal bandwidth ADE estimator is referred to as first-order rate efficient. With an unknown degree of smoothness, the optimal rate of bandwidth cannot be derived, however, it is consistently estimated here. For a given kernel it involves an estimator of rate using a technique that can be traced back to Woodroofe (1970) .
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In Theorem 3.2 we show that there exists a (non-convex) linear combination of ADE estimators: S s=1 a sδN (K, h s ) for a set of bandwidth vectors h s (with components h s [ ], = 1, .., k) s = 1, ...S such that the trace of AMSE of this linear combination is strictly smaller than that ofδ N (K, h opt ). This somewhat surprising result is the consequence of elimination of leading terms in the biases in the linear combination similar to the generalized jackknifing proposed in PSS (see Appendix 2 in PSS) for √ N -consistent ADE. We consider different kernels as well as different bandwidths in linear combinations, since the selection among kernels (higher and lower order) is also hampered by an unknown degree of smoothness. This is an important generalization, in particular given that the order of the kernel has been shown to have a large impact on the finite sample performance for density estimation and similarly, for kernels of the same order, different shapes (including asymmetric) affect performance, see Hansen (2005) and Kotlyarova, Zinde-Walsh (2007) .
Combining estimators was recently investigated in the statistical literature, where for the most part convex combinations are used, as a means to achieve adaptiveness (Yang, 2000, Juditsky and Nemirovsky, 2000) . Kotlyarova and Zinde-Walsh (2006) (KZW) propose non-convex combinations for estimators with possibly non-parametric rates. They 1 We are grateful to an anonymous referee who pointed out that our approach to rate estimation is reminiscent of Woodroofe, 1970 . Unfortunately, Lemma 2.3 of that paper does not hold and the proofs about convergence of MSE that use it cannot be applied. develop the so-called combined estimator with weights that minimize the trace of its estimated asymptotic MSE.
Our proposed estimation strategy is as follows. If the smoothness and thus optimal rate for bandwidth were known we select several suitable kernels and specify a set of bandwidths for each that would ensure that the optimal linear combination would outperform any individual optimal estimator. When the smoothness is not assumed known we use a consistent estimator of the rate of optimal bandwidth and consider a corresponding set of bandwidths. Next we obtain the optimal linear combination of the individual ADEs under consideration by minimizing the trace of AMSE. For this minimization the (leading terms of) variances of estimators, covariances between the different ADEs and biases would have to be known. To obtain a feasible combined estimator (as in KZW) we use consistent estimators for biases and covariances. We thus consider an estimator that optimally combines ADEδ N (K s , h s ) for different kernel/bandwidth pairs (K s , h s ), s = 1, ...S. The combined estimator is given bŷ
where a * s , s = 1, .., S are chosen so as to minimize the trace of the estimated MSE subject to S s=1 a * s = 1. We use a Monte Carlo experiment for the Tobit model, for a variety of distributions for the explanatory variables (gaussian, tri-modal gaussian mixture and the "double claw" and "discrete comb" mixtures from Marron and Wand, 1992) . There, we demonstrate that there is no clear guidance on the choice of suitable kernel/bandwidth pair. Even though in these cases the smoothness assumptions hold, the high modal nature of these mixture distributions leads to large partial derivatives that undermine the performance of ADE. At the same time, the combined estimator provides reliable results in all cases.
The paper is organized as follows. In section 2 we provide the assumptions, where we relax the usual high smoothness assumptions common in the literature. In section 3 we derive the asymptotic properties of the ADE under various assumptions about density smoothness, the joint asymptotics for ADE estimators based on different bandwidth/kernel pairs, examine the advantages of linear combinations and develop the combined estimator. Section 4 provides the Monte Carlo study results and Section 5 concludes.
ASSUMPTIONS
The assumptions here keep some conditions common in the literature on ADE but relax the usual higher smoothness assumptions.
The first two assumptions are similar to PSS; they restrict x to be random variables that are continuously distributed with no component of x functionally determined by other components of x (y could be discrete, e.g. a binary variable) and impose the minimal smoothness assumption of continuous differentiability on f and g.
T , i = 1, .., N be a random sample drawn from a distribution that is absolutely continuous in x. The support Ω of the density of x, f (x), is a convex (possibly unbounded) subset of R k with nonempty interior Ω 0 .
Assumption 2.2. The density function f (x) is continuous over R k , so that f (x) = 0 for all x ∈ ∂Ω, where ∂Ω denotes the boundary of Ω. f is continuously differentiable in the components of x for all x ∈ Ω 0 and the conditional mean function g(x) is continuously differentiable in the components of all x ∈Ω, whereΩ differs from Ω 0 by a set of measure 0.
Additional requirements involving the conditional distribution of y given x, as well as more detailed differentiability conditions subsequently need to be added. The conditions are slightly amended from how they appear in the literature, in particular we use the weaker Hölder conditions instead of Lipschitz conditions; all the proofs can accommodate this weakened assumption.
The components of the random vector g (x) and matrix f (x)[y, x ] have finite second moments; (f g) satisfies a Hölder condition with 0 < α 0 ≤ 1 :
The kernel K satisfies a standard assumption. 
where (i 1 , .., i k ) is an index set. (c) The kernel smoothing function K(u) is differentiable up to the order v(K).
Density smoothness plays a role in controlling the rate for the bias of the PSS estimator; the bias is
We formalize the degree of density smoothness in terms of the Hölder space of functions. More precisely, with the ADE involving the derivative (vector) of the density, we specify the smoothness for each component of the derivative vector, f (x) with = 1, .., k, separately, thereby enabling some components to be smoother than others. The Hölder space of functions, denoted as C m −1+α (Ω), consists of m −1 times continuously differentiable functions on Ω with all (m − 1) th partial derivatives satisfying Hölder's condition of order α . We assume that f (x) ∈ C m −1+α (Ω), implying that all its (m − 1) th partial derivatives, denoted as f (m −1) (·), satisfy:
Assumption 2.5. The derivative of the density satisfies f ∈ C m −1+α (Ω) with m ≥ 1, 0 < α ≤ 1 and E(ω
Note that in the case m = 1 there may be no more than Hölder continuity of the partial derivative without further differentiability, significantly relaxing the usual assumptions in the literature. We denote m − 1 + α by v and define the vectorv = (v 1 , ..,v k ), with
If differentiability conditions typically assumed do not hold, then the bias does not vanish sufficiently fast even for bandwidth vectors such that N 1 2v(K) h = o(1). All we can state is the upper bound on the bias (component-wise):
We make a somewhat stronger assumption on the bias that is similar to Woodroofe (1970) for density estimation. To this end, we introduce the diagonal matrix
where the vector
This assumption significantly relaxes the usual smoothness assumptions. Part (b) additionally assumes the same smoothness for the different derivatives. When all the bandwidths are the same h andv is constant for all components, the matrix h −v in Assumption 2.6 can be read as a scalar, h −v .
MAIN RESULTS
We extend the existing asymptotic results for ADE by relaxing the smoothness assumptions on the density and obtain optimal bandwidth rates. We show that linear combinations of ADE can have better asymptotic properties than optimal ADE and propose a feasible combination (the combined estimator) that minimizes the trace of estimated MSE.
Asymptotic results for ADEs based on a specific kernel and bandwidth vector
We consider the asymptotic results for the ADE,δ N (K, h) given in (1.2), under the Assumptions 2.1-2.6(a) of the previous section for all possible degrees of smoothness and kernel orders (forv = min (v, v(K) ). Under minimal smoothness assumptions, Lemma 3.1 presents an expression for its variance.
and
Proof. See Appendix.
We see that unless the O(N −1 ) term dominates the variance, there is first order dependence on the kernel. With the bias of our ADE given by Assumption 2.6(a) it then follows that the MSE satisfies
The following Theorem 3.1 summarizes all the possible convergence rates and limit features ofδ N (K, h) for different choices of bandwidth and kernel and presents the optimal bandwidth rate based on the standard bias variance trade-off. under Assumption 2.6(b) this provides the optimal rate
The optimal constants for each can be obtained from this minimization (see Appendix for details).
The theorem provides a full description of the asymptotic behavior of the moments of the estimator allowing for different bandwidth rates for different components. For equal (rate) bandwidth under Assumption 2.6(b), the PSS results with the parametric rate hold for sufficiently smooth f (x) (permittingv > (k + 2)/2) with h → 0 and N h k+2 → ∞. In the absence of the high degree of differentiability the first order asymptotic variance (as the asymptotic bias) does depend on the weighting used in the local averaging -involves Σ 1 (K)− yielding a non-parametric rate. Selection of the optimal bandwidth and kernel (order) that minimize the mean squared error depends on our knowledge of the degree of smoothness of the density (see also Powell and Stoker, 1996) .
Asymptotic results for linear combinations of ADEs
To reduce the dependence of ADE on the optimal bandwidth and kernel (order) selection, we consider a linear combination of different ADE estimators,δ N,c = S s=1 a sδN (K s , h s ) with S s=1 a s = 1, for a range of different kernel/bandwidth pairs. In order to obtain the AMSE ofδ N,c , we need to find the leading terms of the first and second moments for the stacked vector r N s δ N (K s , h s ) − δ 0 , s = 1, ...S, with r N s the diagonal matrix of rates associated with kernel/bandwidth pair (K s , h s ). First moments are given by Assumption 2.6; the limit covariances between the estimators are derived in the following Lemma 3.2. The fact that some estimators have zero covariances in the limit indicates that they provide complementary information.
Lemma 3.2. Under Assumptions 2.1-2.5, if h s → 0 andN 2 h k s h 2 s → ∞ the limit covariance matrix for the vector with components r N s δ N (K s , h s ) − δ 0 , s = 1, ..., S, has k ×k blocks r N s1 r N s2 Γ s1s2 , s 1 , s 2 = 1, ..., S, with
is defined in Lemma A.1 in the Appendix. Covariance (matrix) between estimators converging at different rates goes to zero.
s2 , the part of the asymptotic covariance betweenδ N (K s1 , h s1 ) andδ N (K s2 , h s2 ) that depends on the bandwidth, we denote their asymptotic covariance as
The trace of the asymptotic MSE ofδ N,c , can then be written as
where {D} s1s2 =B T s1Bs2 + trΓ s1s2 withB s = hv s B s , s = s 1 , s 2 . We note that the O(N −1 ) part in trAM SE(δ N,c ) does not depend on the weights in the linear combination. In Theorem 3.2 below we consider for a given kernel linear combinations of ADEs with different bandwidths. It shows that with appropriately chosen bandwidths it is possible to obtain an estimator that is superior to the individual optimal estimator. Theorem 3.2. Under the Assumptions 2.1-2.6(a), for any kernel K and given an optimal bandwidth h opt there exists a linear combination,
Ifv -and thus the optimal rate -and an upper bound on the constant in the optimal bandwidth were known it would be straightforward to get weights that satisfy (3.4) even without knowing the optimal bandwidth itself.
3 Under conditions of Theorem 3.2, trAM SE( S s=1 a sδN (K, h s )) could be minimized to obtain an optimal combination. Weights could be restricted to a compact set (e.g., a ≤ A < ∞) that would include weights that result in (3.4). Including different kernels in the linear combination would ensure that the linear combination performs better than optimal regardless of which of the chosen kernels dominates. Whenv is low or not known low-order kernels should be used. With moderate sample size we use two low order kernels. For large samples a variety of kernels including asymmetric kernels could be beneficial -the order and shapes affect performance, see Kotlyarova, Zinde-Walsh (2007) and Hansen (2005) . Since minimizing trAM SE(δ N,c ) means in effect minimizing a Da of (3.3), which has exactly the same structure as in KZW, their Theorem 3.2 applies to show that the optimal weights provide the best convergence rate for a Da available for any included bandwidth.
The combined estimator
Next we consider replacing unknown quantities by estimates and define (as in KZW) the combined estimator asδ
where the weights a * s , s = 1, ..., S, are chosen so as to minimize the trace of the estimated AMSE. Suppose that covariances are estimated so that
); this will result from consistent estimation of Σ 2 and of terms depending on the bandwidth, Σ 1 (K s1 , K s2 , h s1 , h s2 ) (e.g. using the plug-in approach); suppose the estimated biases are such that B s =B s + o(hv s ). Then an argument as in Theorem 3 of KZW implies that the weights that minimize the estimated trM SE will similarly lead to the best available rate for bandwidth-dependent part of trAM SE, a Da.
Here we further improve the combined estimator by appropriately choosing the bandwidths for the estimators in the combination. As noted in the previous section, had we known the smoothness properties and thusv we could use optimal rate bandwidths. Not knowingv requires us to propose a strategy that allows to adapt to the unknown smoothness in the model. Suppose for a kernel K we obtain an estimator v ofv such that
It follows that, with h opt , the bandwidth-dependent part of AMSE achieves the same best rate O(N −4v/(2v+k+2) ) as for cN −2/(2v+k+2) . Following Theorem 3.2 we include for each kernel the estimated rate optimal bandwidth h opt and k larger bandwidths; we also include a marginally smaller bandwidth, h opt (ln N ) −0.1 , and h gcv -an automatic bandwidth selector for nonparametric regression. The remainder of this section is devoted to deriving the estimator that satisfies v −v = o p (ln N −1 ) and proposing consistent estimators for the components of AMSE. The leading terms of variances and covariances, Σ 1 and Σ 2 , can be consistently estimated with the usual plug-in approach (i.e., by replacing the densities and derivatives by consistent nonparametric estimators). One can also use a bootstrap (see Härdle and Bowman, 1988 ), as we do in our simulation.
4 It is obtained as
6) where for each of the B bootstrapped samples estimatesδ b,N (K s , h s ) are obtained for s = 1, .., S. Theorem 3.3 below details our consistent estimators forv and the bias.
To obtain a consistent estimator ofv, we construct for a given kernel K a set of bandwidth vectors {h t } H t=1 for which the corresponding estimators are asymptotically biased (oversmoothed). One such bandwidth vector, h gcv , is given by the usual cross-validation for nonparametric regression, it is oversmoothed since h gcv = cN −1/(2v+2) (following Stone, 1982) . The consistent estimator forv is obtained by an approach reminiscent of Woodroofe's (1970) ; it relies on Assumption 2.6 from which it follows that for each − th component of the ADE and two distinct oversmoothed bandwidth vectors h t and h t from the set {h t } H t=1 detailed in Theorem 3.3 below (which satisfy lim
where h t [ ] is the th component of the vector h t . Part (a) of Theorem 3.3 below provides the regression estimator, v, together with a consistent estimator of the optimal rate for the bandwidth.
To obtain a consistent estimator of the bias ofδ N (K, h) for a given kernel K, we make use of the properties of oversmoothed and undersmoothed estimators. Specifically, using a pair of estimatorsδ N , one of which is based on an oversmoothed bandwidth, and the other on a somewhat undersmoothed one, we consistently estimate the bias for the oversmoothed estimator. Subsequently, for any bandwidth vector h a consistent estimator of bias ofδ N (K, h) relies on the fact that the leading terms of the bias differ by the ratio of bandwidths to the powerv, which we consistently estimate by v. The details are given in part (b) of Theorem 3.3. , such that h t = c t h gcv N γt for some positive constants c t with 0 ≤ γ 1 < ... < γ H < 1 2v(K)+k . Let T define a subset of all pairs {(h t , h t ), t, t = 1, ...H with t < t} with cardinality Q:
Given v a bandwidth vector with optimal rate is consistently estimated by h opt = cN −2/(2 v+k+2) .
, and h u = h opt N −ξ , with 0 < ξ < 2 vζ k+2 ; a consistent estimate for asymptotic
We note that by construction the estimator in (3.7) when applied to the different components, = 1, ..., k, will lead to k consistent estimators forv, which will differ in finite samples.
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Summarizing, our proposed procedure consists of the following steps:
Step 1: Compute an estimator, v, of the smoothness indexv for each included kernel.
Two low order kernels should be included (we use one second and one fourth order kernel).
Step 2: Computeδ N (K s , h s ) for a set of kernel/bandwidth combinations, s = 1, .., S.
For each kernel we use k + 3 bandwidths. Based on the estimated v for that kernel we include the estimated rate optimal bandwidth h opt and k larger bandwidths in accordance with Theorem 3.2; we also include a marginally smaller bandwidth, h opt (ln N ) −0.1 , and h gcv -an automatic bandwidth selector for nonparametric regression. Note that the set of bandwidths need not increase with N.
Step 3: Estimate all the covariances and biases for the individual estimators.
5 As a referee pointed out, if we use all H(H + 1)/2 pairs we can simplify some of sums above, e.g.,
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Step 4: Compute the combined estimator,δ N,comb = S s=1 a * sδN (K s , h s ), where a * s , s = 1, .., S are weights that minimize the estimated trM SE(δ N,comb ) subject to S s=1 a * s = 1 over some compact set, e.g., {a * : a * ≤ A < ∞}.
SIMULATION
In order to illustrate the effectiveness of the combined estimator, we provide a Monte Carlo study where we consider the Tobit model. The Tobit model under consideration is given by
.., n = 0 otherwise, where our dependent variable y i is censored to zero for all observations for which the latent variable y * i lies below a threshold, which without loss of generality is set equal to zero.
We randomly draw {(
, where we assume that the errors, drawn independently of the regressors, are standard Gaussian. Consequently, the conditional mean representation of y given x can be written as
where Φ(·) and φ(·) denote the standard normal cdf and pdf respectively. We consider the density weighted average derivative estimate (ADE) of this single-index model defined in (1.2) which identifies the parameters β "up to scale" without relying on the Gaussianity assumption on ε i . Under the usual smoothness assumptions, the finite sample properties of the ADE for this Tobit model have been considered in the literature (Nichiyama and Robinson, 2005) . We use two explanatory variables and select β = (1, 1) T . We make various assumptions about the distribution of our independent, explanatory variables. The base model uses two standard normal explanatory variables. In the other models various multimodal normal mixtures are considered, which while still being infinitely differentiable, do allow behavior resembling that of nonsmooth densities. In particular, we consider the trimodal normal mixture used in KZW, 0.5φ(x + 0.767) + 3φ( ), and the "double claw" and "discrete comb" mixtures (Marron and Wand, 1992) . The models are labeled using two indices (i 1 , i 2 ) representing the distributions used for the two explanatory variables with each index i · = s (standard normal), m (trimodal normal mixture), c (double claw) and d (discrete comb). The sample size is set at N = 2000 with 100 replications.
The multivariate kernel function K(·) (on R 2 ) is chosen as the product of two univariate kernel functions. We use the quartic second order kernel (see e.g., Yatchew, 2003) and a fourth order kernel in our Monte Carlo experiment, where, given that we use two explanatory variables, the highest order satisfies the theoretical requirement for ascertaining a parametric rate subject to the necessary smoothness assumptions. First, we apply the usual cross-validation for nonparametric regression, yielding a bandwidth sequence h gcv = cN −1/(2v+2) withv = min(v, v(K)), c some positive vector.
6 The fourth order kernel we use is given by K(x) = 105 64 −3x 6 + 7x 4 − 5x 2 + 1 1(|x| ≤ 1).
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Even though the rates are the same, for computation of bandwidth vectors in our finite sample experiment we allow for differing bandwidths. We obtain them using a gridsearch.
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Next, we estimatev using bandwidths that satisfy the conditions of Theorem 3.3(a). We set H = 6, γ t = 
With two kernels, this implies that the combined estimator under consideration has S = 10. Covariances are computed by bootstrap using (3.6); biases according to Theorem 3.3(b). The weights are then obtained by minimizing the trAMSE constructed according to (3.3) with estimated biases and covariances subject to the sum of the weights being equal to 1. 8 Larger weights including those of opposite signs, are typically given to the higher bandwidths for the second and fourth order kernel.
In Table 1 , we report relative error: the ratio of the true finite sample root mean squared errors (RMSE) to δ 0 for ADE in the different models for the sample size N = 2000.
Note that the relative errors for model (s,s) are in the range 7.8%-23.4% and are relatively small. For (s,c) the errors are much larger but are close for all bandwidths and kernels: range is 44.4-49.9%, so there is not much sensitivity to the choice of bandwidth/kernel order. There is somewhat more of a dispersion for the (s,m) case: the range is 42.7%-60.7%, but even in this case the price of an incorrect choice (associated with a In these cases the combined estimator gives results much closer to the lower bound than upper bound of the errors, and also often presents a better choice than the estimated optimal bandwidth. We conclude that there is no rule regarding either kernel order or bandwidth that works uniformly (similar results found by Hansen, 2005) : some individual estimators that are best for one model are worst for another. The estimated optimal bandwidth compares favorably with many bandwidths (including cross validation), but there is no indication which order of kernel to use. The combined estimator offers reliably good performance and is often better than the optimal, especially in cases of large relative errors.
CONCLUSIONS
In this paper we provide asymptotic properties of the ADE in the case of insufficient smoothness (or kernel order) and demonstrate availability of estimators that improve on the ADE with optimal bandwidth via using linear non-convex combinations of ADE's. We adapt to the unknown and/or insufficient density smoothness by using a combined estimator that is constructed with specially selected bandwidths, based on the optimal rate. With an unknown degree of smoothness, the optimal rate of bandwidth is consistently estimated.
Monte Carlo simulations demonstrate that even in the case where formally the smoothness assumptions hold, due to large values for the derivatives there is no general guidance for selecting a kernel and bandwidth that will not lead to large errors for some distributions. Using the estimated optimal rate bandwidth leads to less erratic performance but could be adversely affected by incorrect kernel choice. By not relying on a single kernel/bandwidth choice, the combined estimator reduces sensitivity and provides good and reliable performance.
Proof of Lemma A.1. To derive an expression for Γ s1,s2 , for s 1 , s 2 = 1, .., S we note
Let I(τ ) = 1, if the expression τ is true, zero otherwise. We decompose the first term as follows
For the first term of (A.2) we obtain
where the final equality applies a change of variables u = (x i − x j ) /h s1 to the first term and uses the independence of x j1 and x j2 for the second term. Note
A similar change of variables to the second term in the resulting expression yields
Recognizing that the kernel vanishes at the boundary, using integration by parts and applying Assumption 2.5 we obtain, e.g., for s = s 1 , s 2 with h s1 → 0,
Note that the o(1) term here and below is O(hv) by Assumptions 2.4 and 2.5. Similarly for h s1 → 0 and h s2 → 0 we obtain
For the second term in last line of (A.2), where for brevity we omit terms such as
Using integration by parts to the various terms with kernel vanishing at the boundary and minimal smoothness requirements on g(x) and f (x), represented by Assumptions 2.3 and 2.5 with m ≥ 1, we note fors = s 1 , s 2
with h s1 → 0; and with h s → 0; this gives
Substituting (A.3) and (A.4) using (A.2) in (A.1) gives the desired result.
Proof of Lemma 3.1. The result is a special case of Lemma A.1 with s 1 = s 2 = s where the subscripts indicating a particular kernel/bandwidth combination are removed.
Proof of Theorem 3.1. The proof relies on the expression for the MSE in (3.1) that combines squared bias from Assumption 2.6, based on Assumption 2.5, and the variance as given in Lemma A.1. The variance has two leading parts, one that converges to Σ 2 at a parametric rate, O(N −1 ), the other converges with rates = O(1) the parametric rate still holds but the variance may have a part that depends on the kernel. For N h 2v = O(1) the rate is parametric, but asymptotic bias is present. When N h k h 2 → 0 (undersmoothing) the MSE is dominated by
The estimator has no asymptotic bias, but its variance depends on the kernel, convergence rate is r −1
. If N h 2v → ∞ (oversmoothing) the squared asymptotic bias dominates in the MSE and by standard arguments (Chebyshev's inequality) this situation results in the estimator converging in probability to B(K) with rates r −1
. In case (b) the range of bandwidths corresponding to parametric rates cannot be ob-
The estimator has no asymptotic bias, convergence rate is r −1
2v → ∞ the squared asymptotic bias dominates in the MSE and the estimator converges in probability to B(K) with rates r −1 σ ) with σ ≥ 1. The part of trM SE that depends on the bandwidth, trM SE(h), then takes the form = 1) , the optimal constants can be obtained by solving
with respect to (c 0 , c 2 , .., c k ).
Proof of Lemma 3.2. Lemma A.1 provides the limit covariance matrix for the vector with components r N s δ N (K s , h N s ) − δ 0 , s = 1, ..., S, with k × k blocks Γ s1,s2 , s 1 , s 2 = 1, .., S. We note here that the expression for the covariance can also be written by interchanging s 1 and s 2 .
Thus for different bandwidth rates without any loss of generality we can assume that
T du then the expression under the integral converges to zero since by symmetry K (0) = 0 and we can interchange integration and going to the limit due to continuity, providing µ 2 = o(1).
We note now that only two cases of different rates are possible here: (a) a parametric rate for s 2 and a non-parametric for s 1 , and (b) non-parametric (different) rates for both. Denote the square root of the product of bandwidth components, ( 
This quadratic equation for α has a root of 1 S as a solution to the FOC. We denote Σ 1s1s2 = Σ 1 (K, K, h s1 , h s2 ) and µ 2s1s2 = µ 2 (K, K, h s1 , h s2 ) (defined in Lemma A.1) and recall the definitions of Σ 1 (K) and µ 2 (K) from Lemma 3.1.
Next we show that h
This follows as we have
where the last line follows from:
for any ϕ > 0 and G(·). Now we can evaluate, for the combination with the weights that solve the (A.5) with α = 1 S , the part of the i th diagonal element of trAM SE coming from the variance that depends on the bandwidth (involves the leading term of {Γ s1,s2 } ii , see Lemma A.1). With h k opt denoting the product of the components of h opt , we observe that its
., k , the second inequality reflects the fact that and uses Cauchy's inequality Σ
The last inequality uses α = 1/S. Recall that the part of trAM SE that involves the matrix Σ 2 does not depend on the weights. Thus the sum of the k diagonal elements in the trAM SE of the linear combination is no greater than that for the optimal if S > k, enabling this linear combination to be strictly better than the individual ADE based on the optimal bandwidth,δ N (K, h opt ).
Proof of Theorem 3.3. (a) We utilize the expression for the bias given in Assumption 2.6(a) component-wise
. . . + N −1/2 ) by Chebyshev inequality.For each kernel consider the sequence of bandwidths h t = c t h gcv N γt , t = 1, .., H, with γ t > 0 (to ensure oversmoothing) and γ t < 1 2v+k to ensure that the bandwidths converge to zero; the condition γ t < 1 2v+k relies on the unknownv; the more smoothness the tighter is the bound on γ t ; thus we can replace this condition by γ t < 1 2v(K)+k . For H ≥ 2 we obtain a sequence of bandwidth vectors {h t } H t=1 for which the bias term dominates in the MSE for this estimator so that ψ t = o p (1). For this sequence of bandwidths then δ N (K, h t ) = δ 0 + hv t [B(K) + o p (1)].
Difference these equations component-wise to get rid of δ 0 ; then for the −th component based on two distinct bandwidth vectors h t , h t (t, t = 1, .., H) ,
(A.8)
For each we define a subset T of all pairs {(h t , h t ), t, t = 1, ...H with t < t} with cardinality Q: 2 ≤ Q ≤ H(H+1) 2
; we consider for each the following Q equations ((t, t ) ∈ T ) ln δ N (K, h t ) −δ N (K, h t ) 2 =v ln h t [ ] 2 + ln B 2 (K) + e , = 1, ..k, (A.9) with e = o p (1). We obtain these equations by squaring both sides of (A.8) and applying the natural logarithm transformation. The rhs of (A. With the bandwidth vectors h t = c t N (γt−1/(2v+2)) , γ 1 < ... < γ t < ... < γ H < (b) Without loss of generality we assume that all bandwidth components are the same, so that both hv and h −1 can be read as scalars. Using (A.7) we writê 
