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Schro¨dinger formalism for a particle constrained to a surface in R31
In this work it is studied the Schro¨dinger equation for a non-relativistic particle
restricted to move on a surface S in a three-dimensional Minkowskian medium R31,
i.e., the space R3 equipped with the metric diag(−1, 1, 1). After establishing the
consistency of the interpretative postulates for the new Schro¨dinger equation, namely
the conservation of probability and the hermiticity of the new Hamiltonian built out
of the Laplacian in R31, we investigate the confining potential formalism in the new
effective geometry. Like in the well-known Euclidean case, it is found a geometry-
induced potential acting on the dynamics VS = − ~22m (εH2 −K) which, besides the
usual dependence on the mean (H) and Gaussian (K) curvatures of the surface, has
the remarkable feature of a dependence on the signature of the induced metric of
the surface: ε = +1 if the signature is (−,+), and ε = 1 if the signature is (+,+).
Applications to surfaces of revolution in R31 are examined, and we provide examples
where the Schro¨dinger equation is exactly solvable. It is hoped that our formalism
will prove useful in the modeling of novel materials such as hyperbolic metamaterials,
which are characterized by a hyperbolic dispersion relation, in contrast to the usual
spherical (elliptic) dispersion typically found in conventional materials.
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I. INTRODUCTION
While four-dimensional Minkowski space is the gravity-free arena of special relativity, its
three-dimensional version so far has been devoid of physical meaning, except as a lower di-
mensional toy model. The advent of hyperbolic metamaterials, though, has brought a physi-
cal realization of the 3D Minkowski space R31 in what concerns light propagation1 and ballistic
electrons motion2, for instance. In short, hyperbolic metamaterials are highly anisotropic
media which, in the case of electromagnetic propagation, combine metallic and insulating
behaviors in different directions, leading to a hyperbolic dispersion relation3. In the case of
electronic metamaterials, the anisotropy may be interpreted as a result of the effective mass
of ballistic electrons, which becomes a tensor and may have negative components4. There
is a very important analogy between the propagation of electromagnetic waves in dielectric
media and ballistic electrons in semiconductors5 originating at the similarity between the
Helmholtz and the time-independent Schro¨dinger equations. Amazingly, this analogy sur-
vives even in the case of propagation along a surface, since both the quantum particle6 and
the electromagnetic wave7 are subjected to the same effective geometry-induced potential,
which comes from the extrinsic geometry of the surface.
The purpose of this work is to extend to R31 the confining potential formalism developed
by Jensen and Koppe8 and da Costa6 for surfaces in ordinary Euclidean space, bearing in
mind possible applications to media such as hyperbolic metamaterials. Even though our
approach is via quantum mechanics, the optical analogy mentioned in the above paragraph
allows for applications both in electromagnetic and electronic hyperbolic metamaterials.
Incidentally, one of us (FM) has recently investigated optical propagation near topological
defects in a hyperbolic metamaterial9. We emphasize that the 3D Minkowski geometry
is suggested by the unusual dispersion relation characteristic of hyperbolic metamaterials,
which makes possible a description in terms of an effective geometry as an alternative to the
conventional concept of an effective mass as recently done in Ref.10, where the background
geometry is still Euclidean.
In the early 1970’s, Jensen and Koppe8 and later R. C. T. da Costa, in the 1980’s6,
published seminal works which described the non-relativistic quantum motion of a particle
confined to a surface by an external potential acting along the direction normal to the sur-
face. Considering a coordinate along this normal direction plus two curvilinear coordinates
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on the surface, they verified that the wave equation is separable into a tangential and a nor-
mal part. The tangential equation includes a geometry-induced potential depending on the
Gaussian and mean curvatures of the surface. Since the mean curvature is not preserved un-
der isometries, da Costa concluded that isometric surfaces could be associated with different
Schro¨dinger equations. In a follow-up work11, da Costa generalized the confining potential
formalism developed in6 to a system consisting of an arbitrary number of particles, finding
again the presence of geometry-induced potentials not invariant under isometries.
Applications of the confining potential formalism abound in two-dimensional systems,
where geometry has been used to modify their electronic properties. For instance, in quan-
tum waveguides12,13, curved quantum wires14, ellipsoidal quantum dots15, curved quantum
layers16, and corrugated semiconductor thin films17 to name a few. Recent works by our
group explored the possibility of using da Costa-based geometric design to construct nan-
otubes with specific transport properties18 and investigated confining potential formalism in
generalized cylinders19 and invariant surfaces20. The experimental verification of the effects
of the geometry-induced potential in a real physical system was realized by measuring the
high-resolution ultraviolet photoemission spectra of a C60 peanut-shaped polymer
21. In ad-
dition, the experimental realization of an optical analogue of the geometry-induced potential
on a curve has also been reported22.
In this work we follow the ideas of da Costa in order to investigate the behavior of a par-
ticle confined to a surface immersed in the 3D Minkowski space R31, i.e., in R3 endowed with
the indefinite metric diag(−1, 1, 1). We stress that we are studying R31 with the perspec-
tive of metamaterial applications, not as a toy model for Quantum Mechanics in spacetime
of lower dimension. Thus the time-like coordinate, here denoted by x1, is not ordinary
time, which we consider an external parameter t. In the sequel, the terminology “causal”,
“time-like”, “space-like”, or “light-like” concerns the intrinsic geometry of R31 and bears no
relation to physical time, i.e., following the current jargon, we employ this terminology only
to classify objects in R31 according to their geometric properties. It turns out that, for either
a space-like or a time-like surface, the Schro¨dinger equation acquires a geometry-induced
potential (as in the Euclidean case) which takes into account the causal character of the
surface. We apply this result to surfaces of revolution, both for their intrinsic symmetry and
for the wealth of possible surface types, a consequence of the anisotropy of R31. Depending
on the causal characters of the profile curve and the plane that contains it, there is a choice
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of eight types of surfaces of revolution23. We consider five of these, corresponding to the
ones with a non-light-like axis of revolution: (i) space-like axis and time-like profile curve;
(ii) space-like axis and space-like profile curve in a time-like plane; (iii) space-like axis and
space-like profile curve in a space-like plane; (iv) time-like axis and time-like profile curve;
and (v) time-like axis and space-like profile curve. As examples, we analyze the cases of
one- and two-sheeted hyperboloids immersed in R31, whose rotation axis is time-like. In
both cases, the Schro¨dinger equation resembles a Po¨schl-Teller equation24, yielding exact
eigenvalues.
This work is organized as follows. In section 2, we review some basic aspects of the geom-
etry of surfaces immersed in R31 and how to compute their Gaussian and mean curvatures.
In section 3, we establish the basic formalism for the Schro¨dinger equation in R31 and, in sec-
tion 4, we follow our confining potential formalism in order to find the Schro¨dinger equation
for a particle constrained to move on a surface in R31. In section 5, we provide applications
to surfaces of revolution and, in section 6, we present two examples where one can obtain
exact solutions. Finally, in section 7, we present our conclusions. General references for
Minkowski geometry are25–28.
II. SURFACES IN R31
In what follows we briefly review the basics of 3D Minkowski geometry, focusing on
immersed surfaces and, in particular, surfaces of revolution. For more details we refer to25.
Minkowski space is naturally anisotropic and its 3D version, R31, is just R3 endowed with
the metric L := 〈 · , · 〉1 whose matrix is given by [Lij] = diag(−1, 1, 1).
The scalar product between two vectors x = (x1, x2, x3) and y = (y1, y2, y3) in R31 is
given by 〈x, y〉1 = −x1y1 + x2y2 + x3y3, while the vector product is x ×1 y = −(x2y3 −
x3y2)eˆ1−(x1y3−x3y1)eˆ2+(x1y2−x2y1)eˆ3. The latter is defined from the scalar triple product
〈x ×1 y, z〉1 = det(x, y, z), where z = (z1, z2, z3) and (x, y, z) is the matrix whose columns
are the coordinates of x, y, and z. Note that in this geometry the inner product of a vector
by itself may be positive, negative, or null. This suggests the following classification for an
arbitrary vector v ∈ R31: space-like, if 〈v, v〉1 > 0 or v = 0; time-like, if 〈v, v〉1 < 0; and light-
like if 〈v, v〉1 = 0 and v 6= 0. Following the current usage found in the differential geometry
literature, we shall refer to this classification as the “causal character of a vector”25–27, even
5
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though we are studying R31 with the perspective of metamaterials applications, not as a toy
model of lower dimensional space-time.
Following the same reasoning, curves and surfaces may have a causal character as well.
For curves, the causal character is defined by the behavior of the tangent vector on all its
points. A way of finding the causal character of a surface in R31 is by analyzing its induced
metric, i.e., the restriction of the metric of R31 on the tangent space TpS to the given surface
S, at each point p ∈ S. If S is parametrized by r(q1, q2) we have for the induced metric
gij(p) := g
(
∂r
∂qi
,
∂r
∂qj
) ∣∣∣
p
=
〈
∂r
∂qi
,
∂r
∂qj
〉
1
∣∣∣
p
. (1)
This way, the surface is space-like, if ∀ p ∈ S, g(u, v)p is of signature (+,+), time-like, if
∀ p ∈ S, g(u, v)p is of signature (−,+), and light-like, if ∀ p ∈ S, g(u, v)p is of signature
(0,+). Another way of determining whether a surface is space-like, time-like or light-like,
is by examination of its normal vector field, if it exists26. Indeed, a surface is space-like
(time-like) at p if its normal N at p is time-like (space-like).
Of course, there are curves and surfaces in R31 that do not fall in the above classification if
the tangent (curves) or normal (surfaces) vectors have different causal characters at different
points. In this work we focus specifically on time-like and space-like surfaces for the study of
confined quantum particles. Among these, we choose surfaces of revolution for applications.
For surfaces in R31, the negative derivative of the unit vector field N normal to the surface
(Gauss map) is called Weingarten map, A(v) = −dN(v), whose matrix [aij] is a11 a12
a21 a22
 = −ε
 h11 h12
h21 h22
  g11 g12
g21 g22
 , (2)
where hij = 〈N, ∂2r/∂qi∂qj〉1 are the coefficients of the second fundamental form and gij the
coefficients of the inverse of the metric, i.e., gik g
kj = δji . The eigenvalues of this operator are
the principal curvatures of the surface. Therefore, its trace and its determinant define the
mean and Gaussian curvatures of the surface, respectively. In R31, depending on the nature
of the surface, the Weingarten operator might not be diagonalizable and, consequently, the
Gaussian and mean curvatures may fail to be written as the product and the average of the
principal curvatures. This is the case of some time-like surfaces, for instance. Nevertheless,
one can write the mean and Gaussian curvatures as25
H =
ε
2
tr(A) =
ε
2
g11h22 − 2g12h12 + g22h11
g11g22 − (g12)2 (3)
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and
K = ε det(A) = ε
h11h22 − (h12)2
g11g22 − (g12)2 . (4)
Here, 〈N,N〉1 = ε = ±1 determines the causal character of N and, consequently, of the
surface, i.e., a space-like surface has a time-like normal vector (ε = −1) and a time-like
surface has a space-like normal vector (ε = 1).
A. Surfaces of revolution in R31
A rotation in R31 is an isometry that leaves a certain straight line (the rotation axis)
pointwise fixed. Unlike the Euclidean case, where there is only one kind of rotation given
by matrices like
φT (q1) =

1 0 0
0 cos(q1) sin(q1)
0 − sin(q1) cos(q1)
 , (5)
which represents a rotation by an angle q1 around the x1-axis, there are more possibilities
in Minkowski space due to its inherent anisotropy. There, if the rotation axis is time-like,
the above matrix applies. But if it is space-like, we have a hyperbolic rotation (a boost in
the context of relativity) around the x3-axis like
φS(q1) =

cosh(q1) sinh(q1) 0
sinh(q1) cosh(q1) 0
0 0 1
 . (6)
In the former case, the points of the rotated curve (generatrix) describe a circle, whereas
in the latter they move along a hyperbola. Of course there are rotations around light-like
axes23, but in this work we consider only those surfaces of revolution with either space- or
time-like axis.
At this point, we are ready to consider some specificities with respect to surfaces of
revolution in Minkowski space. In what follows we deal with five types of surfaces, classified
in Table I according to the causal character of the respective axis of rotation, of the plane
that contains the curve, and of the curve itself.
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Axis Plane Curve Surface
time-like time-like time-like time-like
space-like space-like
space-like time-like time-like time-like
space-like space-like
space-like space-like time-like
TABLE I. Causal character of surfaces of revolution in R31 as a function of the causal characters of
their axes, planes, and profile curves.
B. Surfaces with a space-like axis
Here we consider three types of surfaces: the ones generated by a profile curve (ei-
ther space-like or time-like) in a time-like plane and the ones with space-like generatrix in
the space-like plane x2x3. We start with the generatrix in the plane x1x3. Let α(q2) =
(u(q2), 0, v(q2)) be its parametrization with u > 0. It follows that the parametrization of the
surface of revolution is obtained from the application of (5) to α(q2):
r(q1, q2) := (u(q2) cosh(q1), u(q2) sinh(q1), v(q2)).
The induced metric is obtained by feeding r(q1, q2) to (1): [gij] = diag[u
2, (v′)2 − (u′)2]. If α
is parametrized by its arc length, we have that η = 〈α′, α′〉1= (v′)2 − (u′)2, where η = 1 if
the curve is space-like, and η=−1, if it is time-like. The metric matrix then takes the form
[gij] =
 u2 0
0 η
 . (7)
The non-null coefficients of the Weingarten operator are a11 = −v′/u and a22 = η(v′′u′ −
v′u′′).
If the curve is in the space-like plane x2x3, then its parametrization is given by α(q2) =
(0, u(q2), v(q2)), u > 0. Following the above steps, we find for this case [gij] = diag[−u2, (u′)2+
(v′)2]. Again, if α is parametrized by its arc length, then it can only be space-like. Thus
[gij] =
 −u2 0
0 1
 (8)
and, therefore, a11 = −v′/u, a22 = (v′u′′ − v′′u′).
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C. Surfaces with a time-like axis
Now we consider the cases of either space-like or time-like generatrices in a time-like
plane. By applying (5) to the curve α(q2) = (u(q2), 0, v(q2)), v > 0, in the plane x1x3, we
get for the corresponding surface
r(q1, q2) := (u(q2), v(q2) sin(q1), v(q2) cos(q1)). (9)
As a consequence, [gij] = diag[v
2, (v′)2 − (u′)2] and if α is either space-like or time-like and
can be parametrized by arc length, we have that 〈α′, α′〉1 = η. Therefore the metric becomes
[gij] =
 v2 0
0 η
 (10)
and again by (2), the non-null Weingarten coefficients are
a11 =
−u′
v
, a22 = η(v
′′u′ − v′u′′). (11)
Note that all surfaces of revolution here considered, the Weingarten operator is diagonal
implying that a11 and a22 correspond to the principal curvatures of the surfaces. The induced
metrics are diagonal as well (g12 = 0).
III. SCHRO¨DINGER EQUATION IN R31
The Schro¨dinger equation in R31 can be obtained by just replacing the usual Laplace oper-
ator (in an otherwise Riemannian background) by the respective Laplacian of the Minkowski
metric. The new Laplacian operator is often named d’Alembertian and denoted by 2 (or
just ). Notice, however, that some important questions call for an appropriate answer,
such as (i) Is the new Hamiltonian a Hermitian operator? and, consequently, (ii) Are its
eigenvalues real? (iii) Can the solution of this new equation be interpreted probabilistically
as in the usual Quantum Theory? We shall see in the following that the above questions have
a positive answer and, consequently, the formal mathematical structure associated with the
new Schro¨dinger equation in the effective geometry of R31 can be borrowed from the usual
one in R3.
By denoting the gradient of a function ψ in the metric 〈·, ·〉1 by ∇1ψ = (−∂xψ, ∂yψ, ∂zψ),
the d’Alembertian operator, i.e., the Laplacian in R31, may be written as
2ψ = 〈∇1,∇1ψ〉1 = −∂2xψ + ∂2yψ + ∂2zψ . (12)
9
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Observe that we can also write div(∇1ψ) = 2ψ, where div(·) is the divergence computed
with respect to the Euclidean metric (∇1 is still computed with 〈·, ·〉1). Thus, if we define the
effective momentum operator in R31 to be pˆ = −i ~∇1, the respective Schro¨dinger equation
reads
i ~
∂ψ
∂t
=
(
pˆ 2
2m
+ V
)
ψ = − ~
2
2m
2ψ + V ψ , (13)
where V is a real function representing a given potential.
Now let us introduce, in the space of square integrable functions L2(I × Ω), the inner
product
(φ, ψ) =
∫
I×Ω
d3xφ∗(t,x)ψ(t,x) , (14)
where ∗ denotes complex conjugation, I ⊆ R is an interval, and Ω ⊆ R3 is a domain whose
boundary ∂Ω is orientable and its light-like points form a measure zero set (outside this set
a unit normal N can be properly defined). In addition, let us assume Dirichlet or Neumann
boundary conditions in ∂Ω, i.e., ψ ≡ 0 or ∂ψ/∂N = 〈∇1ψ,N〉1 ≡ 0 in ∂Ω, respectively
(if Ω extends to infinity we shall assume that the wave functions and its derivatives decay
sufficiently fast to zero). Then, we have for −2 the relation
(φ,−2ψ) = −
∫
Ω
d3xφ div(∇1ψ)
= −
∫
Ω
d3x div(φ∇1ψ) +
∫
Ω
d3x 〈∇1φ,∇1ψ〉1
=
∫
Ω
d3x 〈∇1φ,∇1ψ〉1 ,
where we used the divergence theorem in combination with the boundary conditions. From
the equation above we deduce that (i) −2 is a Hermitian operator in L2(I × Ω), (ii) the
eigenvalues of −2, if they exist, are real and, unlike the usual Laplacian, (iii) the eigen-
values may be negative, positive, or null since b(φ, ψ) =
∫
Ω
d3x 〈∇1φ,∇1ψ〉1 is an indefinite
bilinear form. Similar computations and conclusions are also valid for − ~2
2m
2 + V .
Example: Consider a particle in a box [0, a] × [0, b] × [0, c]. As can be easily verified,
the solutions of − ~2
2m
2ψ = Eψ are ψn1,n2,n3 = sin(
n1pi
a
x1) sin(
n2pi
b
x2) sin(
n3pi
c
x3)
En1,n2,n3 =
~2
2m
(−n21pi2
a2
+
n22pi
2
b2
+
n23pi
2
c2
)
. (15)
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As expected, the dispersion relation is hyperbolic due to the negative effective mass in
the x1-direction. In contrast with the usual quantum mechanics, notice that the energy
spectrum is not bounded from below (E → ±∞) and, in addition, if the sides of the box are
commensurate, there may appear energies which are infinitely degenerate: e.g., if a = b = c,
then for all n = 1, 2, . . . we have En,n,n = 0.
Unbounded energies and infinitely degenerate states are not found for Laplacians in Rie-
mannian geometry. Indeed, under appropriate conditions, in a Riemannian manifold M we
usually have: (i) the Laplacian ∆M extends to a self-adjoint operator on L
2(M); (ii) there
exist infinitely many L2-eigenvalues of ∆M ; (iii) an eigenfunction of ∆M is infinitely differ-
entiable; (iv) each eigenspace of ∆M is finite-dimensional; and (v) the set of L
2-eigenvalues
is discrete in R. The third to fifth properties, however, may fail in the semi-Riemannian
case29 (from the examples mentioned in29, we see that the spectrum of the Laplacian in
semi-Riemannian geometry is a meaningful concept.)
Finally, it is worth mentioning the existence of an alternative notion of indefinite Lapla-
cian related to metamaterials in which the electric permittivity and/or magnetic permeabil-
ity are/is negative. In such cases, the domain Ω ⊆ Rn, n ≥ 1, is written as Ω = Ω+ ∪ Ω−,
with a smooth interface between Ω±, and the Laplacian A is30
A(f) =
 −(∇ · ∇f)|q, if q ∈ Ω++(∇ · ∇f)|q, if q ∈ Ω− . (16)
Notice that here the effective mass m∗ depends on the position: m∗ > 0 in Ω+ and m∗ < 0
in Ω−. On the other hand, hyperbolic metamaterials are characterized by a hyperbolic
dispersion relation and, consequently, the effective mass should depend on the direction31.
Anisotropic effective masses is a crucial feature for a modeling through an effective geometry,
since one can conveniently choose an effective linear momentum, pˆeff = −i~ grad , as a result
of an effective metric.
A. Probability and current densities
Let ψ be a wave function, i.e., a solution of Eq. (13). The probability density may be
defined as ρ(t,x) = ψ∗(t,x)ψ(t,x). Now, using (13) and (15), we have∫
Ω
d3xψ∗
∂ψ
∂t
= − i~
2m
∫
Ω
d3x
(
〈∇1ψ,∇1ψ〉1 + 2mV~2 |ψ|
2
)
. (17)
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It follows that the real part of the expression on the left-hand side vanishes, i.e., <(∫
Ω
ψ∗∂tψ) =
0. We now use the equation above to show that the probability
∫
Ω
ρ is conserved. Indeed,
d
dt
∫
Ω
d3xψ∗ψ = 2<
(∫
Ω
d3xψ∗
∂ψ
∂t
)
= 0 . (18)
In particular, the conservation of probability implies that there exists at most one solution
of (13) for a given initial condition ψ(0,x) = ψ0(x).
In addition, if ψ is a wave function, the derivative of ρ can be written as
∂ρ
∂t
= − ~
2mi
〈∇1, ψ∗∇1ψ − ψ∇1ψ∗〉1 . (19)
Introducing the current density j = ~
2mi
(ψ∗∇1ψ − ψ∇1ψ∗) , it follows that (19) is just the
continuity equation describing the local conservation of the probability density ρ:
∂ρ
∂t
+ 〈∇1, j 〉1 = 0 or ∂ρ
∂t
+ div(j) = 0 . (20)
IV. SCHRO¨DINGER EQUATION FOR A PARTICLE CONFINED TO A
SURFACE IN R31
Let p = r(q1o, q2o) be a point in S and N be a neighborhood of p in R31. Following da
Costa we endow the neighborhood N with an orthogonal coordinate system q1, q2, q3, such
that q1 and q2 are internal coordinates that parametrize the surface and q3 is a coordinate
along the surface’s normal direction. Then, the position of a point (q1, q2, q3) ∈ N is given
by
R(q1, q2, q3) = r(q1, q2) + q3N(q1, q2), (21)
where N(q1, q2) = (| det g|)− 12 (∂q1r ×1 ∂q2r) is a unit normal to the surface at (q1, q2). See
Fig. 1 for a graphical representation of the coordinate system defined above.
Since 〈N,N〉1 = ε = ±1, then 〈∂N/∂qi, N〉1 = 0. It follows that ∂N/∂qi is in the tangent
plane. So,
∂N
∂qi
=
2∑
j=1
aij
∂r
∂qj
, (22)
where aij are the coefficients of the Weingarten operator.
The induced metric in N is Gij := 〈∂R/∂qi, ∂R/∂qj〉1, i, j = 1, 2, 3. For i, j = 1, 2 we
obtain
Gij =
2∑
k,l=1
(δik + q3aik) (δjl + q3ajl) gkl, (23)
12
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FIG. 1. Coordinates in a tubular neighborhood N of p ∈ S.
and
Gi3 =
〈
2∑
k=1
(δik + q3aik)
∂r
∂qk
, N
〉
1
= 0, G33 = ε. (24)
We are interested in the Schro¨dinger equation for a particle moving in N . That is,
i~
∂ψ(x, t)
∂t
= − ~
2
2m
∆Gψ + Vλ(q3)ψ, (25)
where ∆G is the Laplace operator associated with the metric G and Vλ is a generic confining
potential acting along the normal coordinate q3 such that
lim
λ→∞
εVλ(q3) =
 0 q3 = 0,∞ q3 6= 0. (26)
The parameter λ keeps track of the strength of the confinement. We emphasize that Vλ
needed to be adjusted to conform with the causal character of the surface by multiplication
by ε. In addition, to formally achieve the limit expressed in equation (26) above, we may
consider a sequence {Vλ}λ≥0 of potentials corresponding to homogeneous boundary condi-
tions along two neighboring surfaces equidistant from S8, say at a distance δ = 1/λ. In
other words, for each λ, Vλ(q) vanishes if dist(q, S) ≤ δ and explodes, i.e., εVλ = +∞, if
otherwise. This is a crucial issue since the effective confined dynamics is sensitive to the
way the confinement is formally achieved32, as well as the possibility of decoupling the low
energy tangential degrees of freedom from the high energy normal ones33,34.
With the usual expression for the Laplacian in an n-dimensional semi-Riemannian man-
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ifold endowed with a generic metric g,
∆gf =
n∑
i,j=1
1√| det(g)| ∂∂qi
(√
| det(g)| gij ∂f
∂qj
)
, (27)
where gij are the coefficients of the inverse [gij]
−1, equation (25) becomes
− ~
2
2m
{
D(q)ψ + ε
[
∂
∂q3
(
ln |G| 12
) ∂ψ
∂q3
+
∂2ψ
∂q23
]}
+ Vλψ = Eψ, (28)
where
D(q)ψ =
2∑
i,j=1
1√| det(G)| ∂∂qi
(√
| det(G)|Gij ∂ψ
∂qj
)
. (29)
Note that the wave function ψ(q1, q2, q3) is defined in a three-dimensional neighborhood
N of p ∈ S. From now on we assume the existence of a wave function χ, that after the
confinement process, splits into a tangent (χT (q1, q2)) and a normal (χN(q3)) contribution,
such that ∫
|χ|2dSdq3 =
∫ (
|χT |2
∫
|χN |2dq3
)√
|g|dq1dq2, (30)
where the term within brackets is the probability density on the surface. In order to do this,
let us consider the area element dS =
√| det(g)|dq1dq2 with g the induced metric in S given
by (1). After straightforward calculations, the volume element in N , given by
dV =
∣∣∣∣〈∂R∂q1 ×1 ∂R∂q2 , ∂R∂q3
〉
1
∣∣∣∣ dq1 dq2 dq3, (31)
is found to be dV = |f(q1, q2, q3)|dSdq3, where
f(q) = ε[1 + q3(a11 + a22) + q
2
3(a11a22 − a12a21)] . (32)
Then
∫ |ψ|2dV = ∫ |ψ|2 |f | dSdq3 = ∫ |χ|2dSdq3, where we defined χ = ψ√|f |. So, since√| det(G)| = |f |√| det(g)|, equation (29) becomes
D
(
χ√|f |
)
=
2∑
i,j=1
1
|f |√| det g| ∂∂qi
[
|f |
√
| det g| G
ij√|f | ×
( ∂χ
∂qj
− χ
2
∂
∂qj
ln |f |
)]
. (33)
Since we are dealing with a thin layer, we assume that q3 ∈ (−δ, δ). Now taking the limit
δ → 0, after substitution of (33), we get
i~
∂χ
∂t
= − ~
2
2m
∆gχ− ε ~
2
2m
{[
tr(aij)
2
]2
− det(aij)
}
χ− ε ~
2
2m
∂2χ
∂q23
+ Vλ(q3)χ. (34)
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We proceed now to separate the variables in (34) writing χ=χN(q1, q2, t)χT (q3, t), which
leads to
− ε ~
2
2m
∂2χN
∂q23
+ Vλ(q3)χN = i~
∂χN
∂t
(35)
and
−~2
2m
∆gχT − ε ~
2
2m
{[
tr(a)
2
]2
− det(a)
}
χT = i~
∂χT
∂t
. (36)
Equations (35) and (36) are analogous to the ones obtained by da Costa6. Recall that, to
assure the confinement of the particle to the surface, we inserted ε in front of the poten-
tial in equation (26). In fact, this is a consequence of the causal character of the surface.
For instance, if the surface is space-like, q3N is time-like (ε = −1) and therefore the first
term in (35) becomes positive, which is equivalent to having a negative mass in the usual
Schro¨dinger equation in Euclidean space. Although particles with intrinsic negative masses
are not known, negative effective masses appear in electronic metamaterials4, Bose-Einstein
condensates35 and optical excitations in semiconductors36, for instance. Negative mass par-
ticles will be bound by repulsive potentials37, thus the necessity of inserting ε in front of Vλ
as in equation (26). On the other hand, equation (36) shows that the particle constrained
to move on the surface S is subjected to a geometry-induced potential which depends on
the causal character of the surface.
We remark that we are considering a mock 3D spacetime and therefore real time (the
parameter t appearing in (25)) is an external variable and is not mixed in with the other three
coordinates. If we assume that the surface of interest is static (does not change its shape
with time), the operators appearing on the left-hand side of (36) do not depend on t, and we
can assume the usual ansatz χT (q1, q2, t) = e
−iEt/~ϕ(q1, q2) to obtain the time-independent
Schro¨dinger equation as
− ~
2
2m
∆gϕ+ VS(q1, q2)ϕ = Eϕ, (37)
and, using equations (3) and (4),
VS = −ε }
2
2m
{[
tr(a)
2
]2
− det(a)
}
= − }
2
2m
(
εH2 −K) . (38)
Here VS(q1, q2) is the geometry-induced potential associated with the confinement of the
particle to the surface S. Besides, it is noteworthy that both the mean curvature and the
causal character of the surface, which are extrinsic properties, and thus depend on how the
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surface is immersed, appear together. The following comment by da Costa also applies:
“Strange as it may appear at first sight, this is not an unexpected result, since, independent
of how small the range of values assumed for q3, the wave function always ‘moves’ in a three-
dimensional portion of the space, so that the particle is ‘aware’ of the external properties
of the limit surface S.” (Da Costa6, p. 1984). We mention that H2 − εK is related to
the standard deviation of the normal curvatures seen as a random variable23 and, therefore,
the particle sees the extrinsic geometry as long as the surface does not bend equally in all
directions. In fact, H2 − εK is the square root of the discriminant of the characteristic
polynomial of the shape operator23, which vanishes at an umbilic, and then it measures how
much S deviates from curving equally in all directions.
Equation (38) is our main result and, in order to gain more insight into its meaning, we
make applications to surfaces of revolution in the following section. (The problem of finding
surfaces of revolution in R3 with a prescribed H2 − K was solved in20 in the context of a
constrained dynamics, while the same problem for surfaces of revolution in R31 is solved in23
for mathematical purposes only.)
It is worth mentioning that, when compared to the constrained dynamics in the usual
Euclidean space, the main difference between the geometry-induced potential given by (38)
and the one obtained by da Costa6 lies in the causal factor ε. On one hand, for any time-like
surface (ε = 1) in R31, the effective constrained dynamics will be subjected to a VS which is
formally identical to da Costa’s original potential:
VS = − ~
2
2m
(H2 −K)⇒
 VS ≤ 0, Ap diagonalizableVS > 0, Ap non-diagonalizable . (39)
Observe, however, that the dynamics is not expected to be the same since the Laplacian
on a time-like surface is no longer an elliptic operator. Indeed, it comes from a metric
of Lorentzian signature (−,+). In addition, note that unlike the usual geometry-induced
potential, the VS above does not have always the same sign. More precisely, since H
2−εK is
the discriminant of the characteristic polynomial of the shape operator A25, one has VS ≤ 0
if A is diagonalizable and VS ≥ 0 otherwise. Finally, taking into account that a time-like
direction in S may be associated with an effective negative mass, even if VS has the same sign
at all points of the surface, it acts attractively or repulsively along directions with distinct
causal characters.
16
Schro¨dinger formalism for a particle constrained to a surface in R31
On the other hand, for any space-like surface (ε = −1) in R31, the Laplacian is an elliptic
operator since it comes from a metric of Riemannian signature (+,+). However, unlike
the usual constrained dynamics in Euclidean space, where VS ≤ 0, the geometry-induced
potential associated with a space-like surface always acts repulsively. Indeed, since the shape
operator of a space-like surface is always diagonalizable25, we necessarily have H2− εK ≥ 0
and, therefore,
ε = −1 =⇒ VS = ~
2
2m
(H2 +K) ≥ 0. (40)
In short, for a space-like surface we have an effective dynamics which is Riemannian (i.e.,
the Laplacian is elliptic), but subjected to a repulsive geometry-induced potential, while
for a time-like surface we have an effective dynamics which is “semi-Riemannian” (i.e.,
the Laplacian is non-elliptic), but subjected to a geometry-induced potential which acts
differently along directions with distinct causal characters.
V. APPLICATIONS TO SURFACES OF REVOLUTION
Since the induced metric from R31 on surfaces of revolution with either a space- or a time-
like axis is diagonal, the separation of variables of (37) is straightforward. In other words,
taking ϕ(q1, q2) = χ1(q1)χ2(q2) it follows that
− d
2χ1
dq21
=
2mE1
~2
χ1 (41)
and
− 1√| det(g)| ddq2
(√
| det(g)| g22 dχ2
dq2
)
−
[(
εH2 −K)+ 2m
~2
(
E − g11E1
)]
χ2 = 0, (42)
where E1 is the separation of variables constant. While (41) depends only on q1, the sole
dependence of (42) is on q2 due to the rotational invariance. Note that the domain of q1
is not necessarily [0, 2pi) as it would always be in R3. In case of a hyperbolic rotation the
domain is (−∞,∞), which leads to a continuum spectrum for equation (41).
In the following subsections, we show that (42) reduces to an effective 1D dynamics along
the profile curve subjected to a 1D effective potential Veff. Besides the geometry-induced
potential VS, there is another contribution to Veff which can be attributed to the intrinsic
geometry of the surface of revolution only. The effective potential Veff that will appear in
equations (47), (51), and (56) below, can be decomposed into two terms. A contribution of
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the form ±k22/4 that can be seen as a geometry-induced potential for a particle constrained
to move along the profile curve (here k2 is the curvature function of the profile curve) and
another contribution acting as a centripetal potential due to the revolution. The same
phenomenon can be observed for helicoidal and revolution surfaces in Euclidean space20,38,
but here we draw the reader’s attention to the fact that, for a particle constrained to move
along a curve of curvature κ on a space-like plane, the effective constrained dynamics is
− ~
2
2m
d2ψ
d s2
− ~
2
2m
κ2
4
ψ = Eψ. (43)
While for a particle constrained to move along a curve on a time–like plane, the effective
constrained dynamics is
− ~
2
2m
d2ψ
d s2
− ε ~
2
2m
κ2
4
ψ = Eψ, (44)
where ε = +1 (−1) for a time-like (space-like) curve (compare these two last equations with
the Euclidean result6). In other words, unlike the Euclidean case, where the nature of the
two contributions to Veff only depends on the quantum number associated with the angular
momentum in the axis direction, in Minkowski space the nature of these contributions, i.e.,
whether they act attractively or repulsively, also depends on the causal character of the
profile curve and of the corresponding surface of revolution.
A. Schro¨dinger equation for a surface of revolution with space-like axis and
profile curve in a time-like plane
Let α(q2) = (u(q2), 0, v(q2)) be the profile curve in the plane x1x3, parametrized by its
arc length. Then, g11 = u
2, g22 = η, g12 = g21 = 0, and det g = ηu
2. This way, g11 =
1
u2
,
g22 = η, where η = 1 if the generatrix is space-like or η = −1 if it is time-like. Substitution
of this in (42) gives
d2χ2
d q22
+
u′
u
dχ2
dq2
+ η
[
(εH2 −K) + 2m
~2
(
E − E1
u2
)]
χ2 = 0. (45)
Note that (45) is of the form χ′′2+V1(q2)χ
′
2+V2(q2)χ2 = 0. By making χ2(q2) = y(q2)w(q2),
where w(q2) is a non-vanishing function, we get
y′′ +
(
2
w′
w
+ V1
)
y′ +
(
w′′
w
+ V1
w′
w
+ V2
)
y = 0.
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Choosing 2w′/w + V1 = 0, one gets w(q2) = e−
1
2
P (q2), where P (q2) is a primitive of the
function V1 = u
′/u. It follows that w = u−1/2 and, therefore, χ2(q2) = y(q2)u(q2)−1/2. This
puts (45) in the form
y′′ + η
[
(εH2 −K) + 2m
~2
(E − E1
u2
) +
η(u′)2
4u2
− ηu
′′u
2u2
]
y = 0. (46)
Noting that (u′)2 = (v′)2 − η, u
′′
u
= k1k2, and ηε = −1, since they have opposite signs,
equation (46) becomes
− 1
η
d2y
dq22
+
[(
2mE1
~2
+
1
4
)
1
u2
+ η
k22
4
− 2mE
~2
]
y = 0. (47)
The η in front of the second derivative emphasizes that, effectively, the particle moving along
a time-like profile curve behaves as it had a negative mass. In addition, since we have here
a space-like axis (hyperbolic rotation) the angular momentum in the axis direction is not
quantized (` ∈ R). The 1D effective potential reads
Veff =
`2 + 1/4
u2
+ η
k22
4
, ` ∈ R. (48)
The term depending on k2 corresponds to a confinement along the profile curve, see equa-
tion (44). On the other hand, unlike the Euclidean space case, where the term depending
on ` changes from centrifugal to anti-centrifugal for distinct angular momentum quantum
numbers38, this does not happen here.
B. Schro¨dinger equation for a surface of revolution with space-like axis and
profile curve in a space-like plane
Let us now consider the case of a space-like profile curve, parametrized by its arc length,
in the plane x2x3, given by α(q2)=(0, u(q2), v(q2)). Then, g11 = −u2, g22 = 1, g12 = g21 = 0,
and det g = −u2. Therefore, g11 = −1/u2, g22 = 1. Substituting this into (42), we get
d2χ2
dq22
+
u′
u
dχ2
dq2
+
[
(εH2 −K) + 2m
~2
(
E +
E1
u2
)]
χ2 = 0. (49)
Using the same trick as above results in
− y′′ −
[
(εH2 −K) + (u
′)2 − 2u′′u
4u2
]
y =
2m
~2
(E +
E1
u2
)y. (50)
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Since the profile curve is in a space-like plane, (u′)2 = 1 − (v′)2 and 〈N,N〉1 = ε = −1,
because S is time-like. Furthermore, k1k2 =
−v′
u
(v′u′′ − v′′u′) = −u
′′
u
. Thus, (50) becomes
− d
2y
dq22
+
[
−
(
2mE1
~2
− 1
4
)
1
u2
+
k22
4
− 2mE
~2
]
y = 0. (51)
Since we have a space-like axis, the angular momentum in the axis direction is not quantized
(` ∈ R) and the 1D effective potential reads
Veff = −`
2 − 1/4
u2
+
k22
4
, ` ∈ R. (52)
The term depending on k2 corresponds to a confinement along the profile curve, Eq. (44).
C. Schro¨dinger equation for a surface of revolution with time-like axis
Next, we consider a profile curve α(q2) = (u(q2), 0, v(q2)) in the plane x1x3 being rotated
around the time-like axis x1 and parametrized by its arc-length. It follows that g11 = v
2,
g22 = η, g12 = g21 = 0, and det g = ηv
2. Consequently, g11 = 1/v2, g22 = η and, after
substitution of these into (42), we have
d2χ2
dq22
+
v′
v
dχ2
dq2
+ η
[
(εH2 −K) + 2m
~2
(E − E1
v2
)
]
χ2 = 0. (53)
Now, using χ2(q2) = y(q2)v(q2)
−1/2, we get
y′′ +
[
η(εH2 −K) + η2m
~2
(E − E1
v2
) +
(v′)2 − 2v′′v
4v2
]
y = 0. (54)
Since (v′)2 = (u′)2 + η, ηε = −1, and k1k2 = v′′v , it follows that
η(εH2 −K) + (v
′)2
4v2
− 2v
′′v
4v2
= −k
2
2
4
+
η
4v2
. (55)
Therefore (54) is transformed into
− 1
η
d2y
dq22
+
[(
2mE1
~2
− 1
4
)
1
v2
+ η
k22
4
− 2mE
~2
]
y = 0. (56)
The η in front of the second derivative is here to emphasize that, effectively, the particle
moving along a time-like profile curve behaves as it were of negative mass. Observe that,
unlike the case with a space-like rotation axis, here the angular momentum in the axis
direction is quantized (` ∈ Z). The 1D effective potential reads
Veff =
`2 − 1/4
u2
+ η
k22
4
, ` ∈ Z. (57)
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The term depending on k2 corresponds to a confinement along the profile curve, Eq. (44).
Equations (47), (51), and (56), combined with (41), describe the quantum motion of a
particle constrained to surfaces of revolution in a three-dimensional space endowed with
the Lorentz metric diag(−1, 1, 1). Note that, in all cases the equations depend on the g11
coefficient of the induced metric on the surface.
VI. EXAMPLES: THE ONE- AND TWO-SHEETED HYPERBOLOIDS
As examples, we consider the confinement of a quantum particle to one- and two-sheeted
hyperboloids. Such surfaces of revolution in R31 have a time-like axis and constant Gaussian
curvature +1 in the one-sheeted case and −1 in the two-sheeted case25. They are, respec-
tively, the pseudosphere S21 and the hyperbolic plane H2. In both cases we need to solve (41)
and (56). The first of these must be solved in the domain q1 = [0, 2pi] with periodic boundary
conditions since the axis is time-like. It follows that χ1 = e
i`q1 and E1 = `
2~2/(2m), with
` integer. In addition, it is worth mentioning that both hyperboloids are totally umbilical
surfaces and, consequently, VS does not contribute to the effective 1D dynamics along the
profile curve, since H2 − εK ≡ 0 ⇒ VS ≡ 0. All the contribution to the effective dynam-
ics along the profile curve comes from the intrinsic geometry. As will become clear below,
unlike the usual Euclidean space, where the energy spectrum of a particle constrained to
move in a sphere is discrete, in R31 both hyperboloids also present a continuous spectrum.
This discrepancy between the spectra of totally umbilical surfaces in both R3 and R31 can be
related to the fact that the sort of intrinsic geometries we may find in R31 differs from those
found in Euclidean space: e.g., we may immerse the hyperbolic plane as a complete surface
in R31, as a one sheet of the two-sheeted hyperboloid, but not in R3 (Hilbert Theorem). This
shows that the difference between the sort of intrinsic geometries goes beyond the obvious
fact that in R31 there are surfaces with non-Riemannian metrics but not in Euclidean space.
In short, we hope the examples below can illustrate the special features associated with a
quantum particle constrained to move on a surface of a Minkowskian ambient space.
Equation (56) for both one- and two-sheeted hyperboloids becomes particular cases of
the second Po¨schl-Teller equation24,{
− ∂
2
∂r2
+ α21
[
κ(κ− 1)
sinh2 α1r
− λ(λ+ 1)
cosh2 α1r
]}
ψ =
2ME
~2
ψ. (58)
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It is worth mentioning that in Euclidean space the 1D effective dynamics for a particle
constrained to move on a sphere of radius R can be written as20
− d
2ψ
d s2
+
[
− 1
4R2
+
(
`2 − 1
4
)
csc2(s/R)
R2
]
ψ =
2mE
~2
ψ, (59)
where s ∈ [0, piR] with boundary conditions |ψ(0)|, |ψ(pi)| < ∞ and ` is the component of
the angular momentum in the axis direction (up to a factor −1/4, Veff above is a particular
instance of the first Po¨schl-Teller equation24, but with distinct boundary conditions). Here,
the profile curve reads α(s) = R(sin(s/R), 0, cos(s/R)) and it has curvature κ = 1/R,
which leads to a 1D geometry-induced potential VC satisfying −2mVC/~2 = (2R)−2. The
eigenstates of the Laplacian on the sphere are the well known spherical harmonics Yn` and
the energy spectrum is
En` =
~2
2mR2
n(n+ 1), n ∈ Z and ` = −n,−(n− 1), . . . , 0, . . . , n− 1, n. (60)
A. One-sheeted hyperboloid
Consider the one-sheeted hyperboloid obtained by rotation of the curve parameterized by
α(q2) = (R sinh(q2/R), 0, R cosh(q2/R)) around the time-like axis x1. Such a surface is time-
like since 〈α′, α′〉1 = −1, and has principal curvatures k2(q2) = k1(q2) = −u′/v = −1/R.
After substitution of E1 = `
2~2/(2m), equation (56) becomes then
d2y
dq22
+
[
− 1
4R2
+
(
`2 − 1
4
)
sech2(q2/R)
R2
]
y =
2mE
~2
y, (61)
which corresponds to κ = 0 and λ = |`| − 1
2
, since ` ∈ Z and the solutions for (58) are valid
only for λ > κ. We assume boundary conditions y = 0 when q2 = ±∞. Following Landau
and Lifshitz39, we find the spectrum
En` =
~2
2mR2
(n− |`|)(n− |`|+ 1) ≥ 0, 0 ≤ n < |`| − 1/2 (62)
Since this condition cannot be fulfilled for ` = 0, this state is not included in (62) and
therefore, it is not a bound state (a globally attractive potential in 1D has at least one bound
state40). This can be explained by the change in sign of the “potential” (`2 − 1/4) sech2(q2),
in (61), which makes it repulsive. It is worth mentioning that (61) also posses a continuous
spectrum made of negative values39.
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The expression above suggests an infinite band of negative energy states unbounded from
below, reminiscent of the Dirac sea, and a discrete set of positive energy states, like those of
a particle confined to a box in Euclidean space. This upside down spectrum is a consequence
of the causal character of the surface (η = −1) which changes the sign of the energy, see
(56).
B. Two-sheeted hyperboloid
Consider now the two-sheeted hyperboloid obtained by rotation of the space-like curve
α(q2) = (u(q2), 0, v(q2)) = (R cosh(q2/R), 0, R sinh(q2/R)) around the time-like axis x1. This
surface is space-like and has principal curvatures given by k2(q2) = k1(q2) = −u′/v = −1/R.
Since in this case η = 1, substitution of these data in (56) leads to
− d
2y
dq22
+
[
1
4R2
+
(
`2 − 1
4
)
csch2(q2/R)
R2
]
y =
2mE
~2
y, (63)
which, as (61), is also a particular case of the second Po¨schl-Teller equation (58), but with an
effective potential globally repulsive for ` 6= 0. For ` = 0, there is an infinite potential well at
q2 = 0, while Veff ∼ 1/4R2 for q2  1. Unlike the effective Schro¨dinger equation in the one-
sheeted hyperboloid, the wave functions of the Laplacian operator acting on the two-sheeted
hyperboloid, which is a model for the hyperbolic plane H2(R), are all non-normalizable and
the energy spectrum is continuous41, as it happens for a free particle in an Euclidean plane.
In particular, the wave functions are no longer in L2(H2(R)).
Note that the energy distribution obtained here is distinct when compared to the one of
the previous example: the continuous part of the spectrum corresponds to positive values
while there is no discrete energy level, exactly like the usual behavior in Euclidean space.
This is not surprising since we have here a non-compact (infinite) space-like surface. Finally,
notice here the formal similarity with the equation governing the effective dynamics (59) on
an Euclidean sphere S2(R). However, in S2(R) the particle moves in a compact region and
presents a spectrum that is both positive and discrete.
VII. CONCLUDING REMARKS
Motivated by the experimental realization of 3D Minkowski space R31 in hyperbolic meta-
materials, we studied the Schro¨dinger equation for a particle constrained to a surface in
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such an environment. Due to the anisotropy of R31, a wide range of surface types is possible,
such as space-like, time-like, light-like or mixed type surfaces. For surfaces of revolution,
the choice of the axis, if time-like or space-like, for instance, determines whether one has an
ordinary rotation or a hyperbolic one (the equivalent of a boost in spacetime). We followed
the steps of da Costa6 for the derivation of a quantum Hamiltonian describing the dynamics
of a particle bound to a surface immersed in the three-dimensional space R31. Like da Costa,
we found a geometry-induced potential arising from the immersion of the surface in R31.
Our geometry-induced potential depends not only on the mean and Gaussian curvatures
of the surface, as in the Euclidean case, but also on the causal character of the surface,
as could be expected. As applications, we chose surfaces of revolution with space-like and
time-like axes, and in each case a separable Schro¨dinger equation was obtained. We also
provided three examples (particle in a box, one- and two-sheeted hyperboloids) where the
Schro¨dinger equation is exactly solvable and points to important differences in comparison
with the dynamics in Euclidean space. It is worth mentioning the existence of an alternative
description of the constrained dynamics formalism in the context of a hyperbolic medium
using particles with negative effective masses in certain directions, but taking into account
an Euclidean background10 instead of an effective Minkowski geometry, as done here. We
also point out that our discussion of how to carry the interpretative postulates of Quan-
tum Mechanics to R31 is absent in the approach of reference10. Finally, as perspectives, we
mention the extension of the present work to more complex situations like a surface of rev-
olution with a light-like axis, for instance, and surfaces with a curvature singularity as the
compactified Milne universe model studied recently by one of us and coworkers42. Besides,
as commented in the Introduction, it is expected that the effect of the geometry-induced
potential shall appear both in electronic and optical hyperbolic metamaterials. Therefore,
we hope our results may be experimentally verifiable in the near future.
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