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Abstract 
Trapezoid graphs are a superclass of permutation graphs and interval graphs. This paper 
presents first parallel algorithms for the independent domination, total domination, 
connected domination and domination problems in weighted trapezoid graphs. All these 
algorithms take O(log’n) time on a EREW PRAM. The number of processors 
required is O(max{n3/log2 n,n2.376}) for th e independent domination problem, and 
O(max {nm2/log2 n, m2.376 }) for the other domination problems, where m is the number of 
edges in a trapezoid graph of n vertices. 
Keywords: Connected domination; Domination; Independent domination; Parallel algorithm; 
Trapezoid graph; Total domination 
1. Introduction 
A trapezoid i is defined by four corner points [ai, hi, ci, di]. For convenience, denote 
i.a = ai, i. h = bi, i.c = Ci, and i.d = di. Fig. 1 shows a trapezoid diagram T consisting 
of six trapezoids. In the trapezoid diagram, all a and b corner points are placed on 
a channel called top channel and all c and d corner points are placed on a channel 
called bottom channel. An undirected graph G = (V, E) is called a trapezoid graph if 
a trapezoid diagram can be found such that each trapezoid corresponds to a vertex in 
V, and (i,j) E E iff i and j intersect in the trapezoid diagram. Fig. 2 shows a trapezoid 
graph corresponding to the trapezoid diagram in Fig. 1. If i. a = i. b and i. c = i .d, then 
it degenerates into a straight line. If all trapezoids become lines, the corresponding 
graph is called a permutation graph. It is easy to show that any trapezoid diagram 
T can be reconstructed into another trapezoid diagram T’ such that each trapezoid in 
T’ has four distinct corner points, all corner points are distinct and T and T’ 
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top channel a:! al bl b2 a4 a3 a5 b3 b4 b5 a6 b6 
bottom channel ~2 CI ~3 d2 dl c6 d3 ~4 & d6 cs ds 
Fig. 1. A trapezoid diagram T. 
Fig. 2. A trapezoid graph corresponding to T in Fig. 1 
correspond to the same trapezoid graph. Hence, we assume that each trapezoid has 
four distinct corner points and all corner points are distinct with consecutive integer 
values 1,2,..., 2n on both channels for n trapezoids, further, we assume that trap- 
ezoids are labeled in increasing order of their b corner points, i.e. i < j if i. b < j. b. In 
this paper, assume the trapezoid diagram is given as the input for the graph. We use 
trapezoids and vertices interchangeably. 
The parallel computation model used in this paper is the EREW PRAM [6]. The 
EREW PRAM consists of several independent, sequential processors, each with its 
own private memory, communicating with one another through a global memory. In 
one unit of time, each processor eads and writes one local or global memory location 
exclusively. In the CRCW PRAM, each processor can read and write one local or 
global memory location concurrently. 
Let G = (I’, E) be a graph with vertex set I/ and edge set E; then n and m denote the 
cardinality of I/ and E, respectively. A subset D of V is called a dominating set for G if 
for every tl E I/ - D there exists u E D such that (u, u) E E, where I/ - D denotes the set 
theoretic difference of V and D. D is called an independent dominating set if the vertices 
of D are pairwise non-adjacent. D is called a total dominating set if the subgraph 
induced by D has no isolated vertices. D is called a connected dominating set if the 
vertices of D induced a connected subgraph. A graph G is called a vertex weighted 
graph if there is a weight function w : V + R (the set of reals), where w[i] is called the 
weight of vertex i. Let W(D) denote the sum of weights of all vertices in a set D. 
A subset D c V is called a minimum weight dominating set (MWDS) for G if W(D) is 
minimum among all dominating sets for G. D is called a prime MWDS, if there does 
not exist D’ c D with W(D’) = W(D) such that D’ is still a MWDS. (The existence of 
such a D’ implies that D contains a redundant vertex x with zero weight and D - {x} 
is still a MWDS in G.) The prime minimum weight independent dominating set 
(MWIDS), the prime minimum weight total dominating set (MWTDS), and the prime 
minimum weight connected dominating set (MWCDS) can be defined similarly. 
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The algorithmic properties of trapezoid graphs were first studied in [4, 51. Dagan 
et al. [S] gave a coloring algorithm that runs in time O(nk) where k is the chromatic 
number of the trapezoid graph. Liang [S-lo] gave several new algorithms in trap- 
ezoid graphs: O(n) algorithms for the BFS tree problem and the minimum cardinality 
Steiner set problem, O(m + n) algorithms for finding a maximum weight independent 
set and a minimum cardinality connected dominating set, 0(n2) algorithms for 
finding a MWIDS and a clique dominating set, O(n(m + n)) algorithms for finding 
a MWDS, MWTDS and MWCDS. Trapezoid graphs are a subclass of cocomparabil- 
ity graphs and a superclass of permutation graphs and interval graphs. Kratsch et al. 
[7] presented first polynomial time algorithms for connected domination (O(n3)), 
total domination (O(n6)) and domination (O(@)) problems on cocomparability 
graphs for the cardinality case. Chang [3] showed that these domination problems are 
NP-complete for the weighted case on cocomparability graphs. A parallel algorithm 
for finding a minimum clique cover in cocomparability graphs was developed recently 
by Rhee et al. [14]. Bertossi et al. [2] presented parallel algorithms for finding 
a maximum weight clique, a maximum weight independent set, a minimum clique 
cover, and a minimum weight dominating set in interval graphs. Rhee et al. [ 131 gave 
a parallel algorithm for the MWDS problem in permutation graphs with positive 
weights which takes O(logn) time using O(m3+“) processors on a CRCW PRAM. 
In this paper we present a unified approach to develop parallel algorithms for 
various domination problems in trapezoid graphs with arbitrary weights on a EREW 
PRAM. We show that finding these dominating sets in a trapezoid graph can be 
converted to the problem of finding a shortest path in appropriate acyclic digraphs. 
The parallel algorithm for the single-source shortest path problem (SSSP) in 
a weighted digraph of n vertices takes O(log2 n) time using O(n2.376) processors on 
a EREW PRAM [l]. 
2. Minimum weight independent dominating set (MWIDS) 
Let Vj denote { 1, . . . , j } and IDj denote a MWIDS for I’j including j. j is called 
a source (sink) vertex if j covers all vertices before (after) j in I/. Then, the following 
theorem is obvious. 
Theorem 2.1. A MWIDS for G is some IDj with the minimum weight where j is a sink 
vertex. 
Theorem 2.2. If j is a source vertex, then IDj is ( j}. Otherwise, there exists IDi, for 
some i <j, such that IDj = IDi + {j]. 
Proof. If j is a source vertex, j intersects all vertices before j. Thus IDj is { j }. Assume 
j is not a source vertex. Let ZDj = {k,, . . . , k,} be a MWIDS for Vj with 
kl < k, < ... < k, = j. We claim that W(IDkC_,) = W({k,, . . . ,k,_,}). First, it is easy 
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to show that (k,,...,k,_,) is an independent set dominating V,,_, including k,_ 1. 
Thus W(ZD,,_,) 6 W({k,, . . . , k,- 1}). Suppose W(ZD,,_,) < W((k,, . . . , k,_,}). Then 
W(ID(Xk[_,) + {j}) < W({ki, ...,k,-i} + {j = k,}) = lJ’({ki,...,k,}) = W(IDj). 
But I&_, + { j > is an independent dominating set for Vj, since every vertex between 
k,- 1 and j must intersect either k,_ 1 orj. This contradicts the definition of IDj. Hence 
W(I&_,) = W({k,, . . . . k,-,}). Therefore, ZDj = I&_, + (j}. 0 
The above lemma indicates that IDj can be obtained from IDi for some i < j. Thus, 
a dynamic strategy could be used for developing a sequential algorithm to compute 
IDj for j from 1 to n. To develop a parallel algorithm, we first construct an edge 
weighted digraph H = ( VH, EH, w”) from G = (V, E) as follows. Let VH = V + 
(0, n + l} and assume w[O] = w[n + 11 = 0. If j is a source vertex in G, then 
(0, j) E EH; ifj is a sink vertex in G, then (j, n + 1) E EH; if i and j are two nonintersect- 
ing trapezoids in V and any vertex between i and j is covered by either i or j, then (i, j) 
is also in EH. Define a weight function wH:EH + R, where wH(i, j) = w[ j]. 
Theorem 2.3. Let D be a MWIDS in G and P = ioil ... ik be a shortest path in H from 
vertex 0 to vertex n + 1. Then W(D) = W({iO,il,...,ik}). 
Proof. Let D’ be D + {O,n + 11. We first show that D’ corresponds to a path from 
vertex 0 to vertex n + 1 in H. Let D’ be {ib = 0, ii, . . , i: = n + l} with ib < ... < i:. 
Clearly, ii is a source vertex and il-l is a sink vertex. Since every vertex between 
ii_ 1 and i: is covered by either ij_ 1 or ii, (iv_ 1, i,) E EH, for i = 2, . . . , u - 1. Therefore, 
the vertices in D’ form a path from vertex 0 to vertex n + 1 in H. 
Now, let P = ioil ... &, where i0 = 0 and ik = n + 1, be a shortest path in H from 
0 to n + 1. From the definition of edges in H, clearly, (iI, . , ik_ 1 ) is an independent 
dominating set for V. Since w[O] = w[n + l] = 0, W(iO, il, . . . , ik) 3 W(D’). On the 
other hand, since the vertices in D’ also form a path from 0 to n + 1, 
W(D’) 2 W(iO, il , . . . ,&). Therefore, W(iO,il, . . . , ik) = W(D’). Hence the theorem 
holds. 17 
The above theorem indicates that a MWIDS in G corresponds to a shortest path in 
H from 0 to n + 1. We show that H can be constructed in O(log’n) time using 
O(n3/log2 n) processors. For any two nonintersecting vertices i and j with 
i.b < k. b <j. b, to check whether k intersects either i or j, we define 
co~eredCki,jl + 
0 if k.a<i.b or k.b>j.a or k.c<i.d or k.d>j.c, 
1 otherwise 
covered[k, i, j] = 0 implies that k is covered by {i, j }. covered [k, i, j] for all k, 
i < k <j, can be obtained in O(log’n) time using 0(n/log2 n) processors. Let 
d[i,j] = c’,If+, couered[k, i, j]. d[i,j] can also be computed in 0(log2 n) time using 
O(n/log’ n) processors. Note that d[i, j] = 0 indicates that all vertices between i and 
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j are covered by either i and j, and hence (i, j) E EH. Thus, it takes O(log2 n) time using 
O(n/log’ n) processors to determine whether there is an edge from i to j. Similarly, 
checking whether j is a source (sink) vertex can be done in O(log2 n) time using 
O(n/log2 n) processors. Therefore, creating digraph H takes 0(log2 n) time using 
O(n3/log2 n) processors. Since a shortest path from 0 to n + 1 in H can be found in 
0(log2n) time using 0(n2.376) p rocessors, a MWIDS for a trapezoid graph can be 
found in O(log2 n) time using 0(max{n3/log2n,n2.376}) processors on a EREW 
PRAM. 
3. Minimum weight total dominating set (MWTDS) 
Manacher et al. [11] showed that any algorithms for finding a minimum weight 
connected dominating set, a minimum weight dominating set, and a minimum weight 
total dominating set for nonnegative weights can be extended to incorporate negative- 
weight vertices without loss of efficiency. Hence, for simplicity, we assume that the 
weights are nonnegative in the rest of the paper. 
Any two vertices i and j in I’ are called a cross pair, denoted by Xij, if i < j and 
(i, j) E E. For any two cross pairs Xij and Xirj,, we say Xi,j, < Xij ifj’ < j or if i’ < i and 
j’ = j. For a cross pair Xij, we define TD,j to be a prime MWTDS for I’j including 
i and j (note that i and j are in TDij regardless.) Let Xij be a source (sink) pair if {i, j} 
covers all vertices before i (after j). Then we have the following theorems due to [S]. 
Theorem 3.1. A MWTDS for G is some TDij with the minimum weight where Xij is 
a sink pair. 
Theorem 3.2. Zf Xij is a source pair, then TDij is {i, j >. Otherwise, there exists a cross 
pair Xibjb such that Xi,j, < Xij and TDij = TDi,j, + {i, j >. 
For each Xij, we let back(Xij) denote a cross pair Xibjb satisfying the conditions of 
Theorem 3.2. If there are more than one such pair, we take one of them arbitrarily. 
Once all back(Xij)‘s are computed, TDij is easily obtained by retracing the steps 
through the relation back. Let Sij denote {i, j}. Then, TDij = SLxjx + ... + Si,jlr where 
Xixj, = Xij, Xi,j, is a source pair, and bUck(Xiij~) = Xis_,js_, for s = k, . . . ,2. This 
implies a natural sequential algorithm for computing back(Xij)‘s using the dynamic 
programming technique, by computing all TD,j’s in an orderly fashion. 
To develop a parallel algorithm, we construct an edge weighted digraph 
H = ( VH, EH, wH) as follows. Each cross pair in G is a vertex in I/H, in addition, we add 
a starting vertex denoted by s and an ending vertex denoted by e in I/H. If Xij is 
a source pair, then (s, Xij) E EH; if Xij is a sink pair, then (Xii, e) E EH; if XirY < Xij and 
Si,j, and Sij cover all vertices between j’ and i, then (Xi*j,,Xij) E EH. Define a weight 
function wH: EH -+ R, where wH(Xigj,, Xii) = W(Sij - Si,~), wH(s,Xij) = W(Sij), and 
WH(Xij, e) = 0. Clearly, H is an acyclic weighted digraph. 
246 Y.D. Lkzg / Discrete Applied Mathematics 74 (19973 241-249 
A path P in H is called a full path if the path starts from s and ends at e. The length of 
a path P, denoted by len(P), is the sum of all edges on P. For a full path 
P = SXi, j, ... Xi,he, let S(P) denote Si,j, + ... + Sixjr. It is obvious that S(P) is a total 
dominating set for G. We now show that the weight of set S(P) equals the weight of the 
length of path P. 
Lemma 3.3. W(S(P)) = len(P). 
Proof. Let 1 6 Y < I < k and I- Y > 1, we show that Si,j,nSi,j, = @. If not, then 
obviously Sirj, and Siljl cover all vertices between j, and il. Thus (Xi,j,, Xi, j,) E EH. Hence 
P’ = sXi, j, . . . Xi,j,Xiij, . . . Xi,ke is a path shorter than P. This contradicts that P is the 
shortest path. Therefore, Si,j,nSiljl = 8. Clearly, (Si,j[ - Sil_lj,_l)n(Sirj, - Si,~lj,~l) = 
8 for I- r > 1, and (Si!j! - Sii~,j,~,)n(Si,+lj~+, - Si,j,) = 8. This implies that 
(Si~j,-Si,_,j~_,)n(Si,j,-Si,_lj,_~)=(b,f or all 1 < r < 16 k. Thus, for any i E S(P), i is 
in one and only one of Si,j, - Si,~ ,j,~, for 1 < 1 < k. Hence, 
ten(P) = WH(S,Xiljl) + “. + WH(Xik_,jp_,,Xikjk) + WH(Xikjk,e) 
= w(si,j,) + W(Si,j, - siljl) + “’ W(Sixjk - Sir-ljr-l) + O 
= W(Si, j, + Si, j, + “’ + Si,j,) = W(S(P)). 17 
Theorem 3.4. A M W TDS D in G corresponds to a shortest full path in H. 
Proof. Let j be the largest vertex in D and i be the vertex intersecting j with the largest 
d corner point in D. Then TD,, is D and Xij is a sink pair. Let Xij = Xi,j,, 
back(Xi,j,) = Xi,_,j,_, for 2 < t < s and Xi,j, be a source pair. Since every vertex 
between j,_, and i, is covered by either Si,~lj,~, or Si,j,, (Xi,_,jc_i,Xi,j,) E En. Thus, 
P = SXi,j, ... Xi.jse is a full path in H. Hence, W(D) = W(S(P)) = len(P). 
Next, we show that P is a shortest full path in H. Let P’ = sXirji ... Xiijie be an 
arbitrary shortest full path in H. Suppose P is not a shortest full path in H. Then 
len(P’) < len(P). Since (P’) forms a total dominating set for G and W(S(P’)) = 
len(P’) < len(P) = W(S(P)) = W(D), W(S(P’)) < W(D). This contradicts that D is 
a MWTDS for G. Hence, P is a shortest full path in H. Therefore, a MWTDS in 
G corresponds to a shortest full path in H. [7 
Lemma 3.5. Constructing H takes 0(log2 n) time using 0(nm2/log2 n) processors. 
Proof. There are m cross pairs. For each cross pair Xij, we look for all cross pairs 
Xi,j, such that Xi,f < Xij. Consider two cases. (i) If j’ > i then (Xi,j,, Xij) E EH. (ii) For 
all k such that j’< k < i, if k.a <max(i’.b,j’.b) or k.b >min{i.a,j.a} or 
k.c < max{i’.d,j’,d} or k.d > min{i.c,j.c}, then (Xi,~,Xij) E En. Case(i) takes unit 
time using a single processor; and case (ii) can be computed in O(log’n) time using 
0(n/log2 n) processors. To test if X, is a source pair, we examine all k < i, if 
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k.b > min{i.a,j.a} or k.d > min{i.c,j.c}, then Xijis a source pair. This can be done 
in O(log’ n) time using O(n/log’ n) processors. Similarly, testing if Xij is a sink pair 
can be done in the same complexity. Since the number of vertices in H is m + 2, the 
maximum number of edges in H is 0(m2). Therefore, in total, constructing H requires 
O(log’ n) time using 0(nm2/log2 n) processors. 0 
Theorem 3.4 indicates that a MWTDS for G can be reduced to the shortest path 
problem in H. Lemma 3.5. shows that constructing H takes 0(log2 n) time using 
0(nm2/logn) processors, Since H has m + 2 vertices, finding a shortest path is in 
H takes O(log2 m) = 0(log2 n) time using 0(m2.376 ) processors. The following the- 
orem is obtained immediately. 
Theorem 3.6. A M W TDS in a trapezoid graph can be jbund in 0(log2 n) time using 
O(max {nm2/log2 n, m2.376}) processors. 
4. Minimum weight connected dominating set (MWCDS) 
Assume the graph is connected. Testing if an undirected graph is connected can be 
done in O(log2 n) time using O(n2/log2 n) processors on a EREW PRAM [12]. For 
each cross pair Xij, let CDij denote a prime MWCDS set for Vj including i and j. If 
there exists a vertex that covers all vertices in G, let a be such a vertex with the smallest 
weight. Let D2 be some CD,, with the minimum weight where Xij is a sink pair. Then 
we have the following two theorems due to [S]. 
Theorem 4.1. A MWCDS in G is {CI} or D2, whichever has the minimum weight. 
Theorem 4.2. If Xij is a source pair, then CDij = {i, j}. Otherwise, there exists 
Xihjh < Xij such that CDij = CDibjb + {i,,j}. 
To find D,, we construct an edge weighted digraph H = (V”, EH, wH) as follows. 
Each cross pair in G is a vertex in V H, in addition, there are two more vertices in VH, 
denoted by s and e functioning the same role as in the previous section. If Xij is 
a source pair, then (s, Xij) E EH; if Xii is a sink pair, then (Xij, e) E EH; if Xi,j, < Xij and 
i.a < j'. b or j.c < i’.d, then (Xi,j,, Xij) E EH. Define a weight function wH : EH + R, 
where WH(Xi,js, Xij) = W(Sij - Si,j,), w~(s, Xij) = W(Sij), and WH(Xij, e) = 0. Clearly, 
H is an acyclic weighted digraph. 
Similar to the approach used in Section 3, it can be shown that finding a MWCDS 
in G is equivalent to finding a minimum weight path from s to e in H and constructing 
H takes 0(log2 n) time using O(nm2/log2 n) processors. Finding CI can be done in 
O(logn) time using O(n2/logn) processors. Therefore, the parallel algorithm for 
finding a MWCDS takes O(log’ n) time using O(max {nm2/log2 n, m2.376}) processors 
on a EREW PRAM. 
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5. Minimum weight dominating set (MWDS) 
Since a dominating set can have isolated vertices, we redefine cross pairs for 
computing a MWDS as follows. Two vertices i andj with i <j are called a cross pair, 
denoted by X,, if i = j or if i < j and (i, j) E E. For each cross pair Xij, let Dij denote 
a prime MWDS for Gj including i and j.Xij is called a source (sink) pair if {i, j} covers 
all vertices before i (after j ). Obviously, Dij is a candidate for a MWDS in G if (i, j) is 
a sink pair. The following two theorems are proved in [8]. 
Theorem 5.1. A MWDS for G is some Dij with smallest weight where Xij is a sink pair. 
Theorem 5.2. If X, is a source pair, then Dij is {i, j }. Otherwise, there exists a cross pair 
Xi,j, such that Xibjb < Xij and Dij = Dibjb + {i, j}. 
To find a MWDS in G, we construct an edge weighted digraph ( VH, En, wH) similar 
to the one in Section 3. VH consists of all cross pairs and two additional vertices  and 
e. The rules to define directed edges and weights are identical to the one in Section 3. 
Similarly, it can be shown that finding a MWCDS in G is equivalent to finding 
a minimum weight path from s to e in H and constructing H takes O(log’n) time 
using O(nm2/log2 n) processors. Therefore, the parallel algorithm for finding 
a MWDS takes O(log2 n) time using O(max{nm2/log2 r~,rn~.~‘~}) processors on 
a EREW PRAM. 
6. Conclusions 
In this paper, we presented O(log2 n) algorithms for finding various domi- 
nating sets in trapezoid graphs on a EREW PRAM. The algorithms 
use O(max {n3/log2 n, n2.376 }) processors for the MWIDS problem, and 
O(max (nm2/logz n,m2.376}) p rocessors for the MWTDS, MWCDS and MWDS 
problems. It would be interesting to develop more efficient algorithms using fewer 
processors for these problems. 
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