Abstract. Let K be an infinite integral domain and Mn(K) be the algebra of all n × n matrices over K. This paper aims for the following goals:
Introduction
Polynomial Identity theory (PI) is an important branch of the Ring Theory. The first crucial developments in PI-theory were Kaplansky's Theorem [19] about primitive PI-algebras and the Amitsur-Levitsky Theorem [2] , published in 1948 and 1950, respectively. The latter theorem is important for describing the polynomial identities of matrices.
Let K be a field and M n (K) be the algebra of all n × n matrices over K. PItheory is used to obtain a basis for polynomial identities of M n (K). Razmyslov [28] discovered a nine-polynomial basis for the identities of M 2 (K) when K is a field of characteristic zero. Some years later, Tki [33] found a four-polynomial basis for the identities of M 2 (K), while Drensky [11] found a minimal polynomial basis: comprising the Hall identity and the standard polynomial of degree 4. Koshlukov [23] found a basis (consisting of four identities) for the identities of M 2 (K) when K is an infinite field of charK > 2. Matsev and Kuzmin [24] found a basis for the identities of M 2 (K) on a finite field. Shortly afterward, Genov [16] defined bases for the identities of M 3 (K) and the identities (with Siderov) of M 4 (K) [17] , [18] .
Despite these advances, the identities of M 2 (K) when K is an infinite field of characteristic 2 or an infinite integral domain remain unresolved.
Let K be a field of characteristic zero. In 1950 Specht [32] conjectured that every system of identities in associative algebra has a finite basis. Specht's conjecture was unsolved until the late 1980s when Kemer demonstrated its truth using the theory of Z 2 -graded algebras. Another important problem is describing the graded polynomial identities of M n (K). The Z 2 -graded polynomial identities of M 2 (K) were described by Di Vincenzo [10] , while Vasilovsky [34] described the Z n -graded polynomial identities of M n (K). A year earlier, the same author had described the Z-graded identities of M n (K) [35] . Vasilovsky's results were extended by Bahturin and Drensky [6] , who found the basis of the graded identities for the elementary gradings on M n (K) when the neutral component and diagonal of M n (K) coincide. Recently, Haile and Natapov [25] developed a new proof of the Bahturin-Drensky result, using graph theory and considering K as field of complex numbers.
Azevedo [3] , [4] and Silva [31] extended the Vasilovsky's and Bahturin-Drensky's results, respectively to an infinite field.
When K is a finite field of characteristic different from 2, a finite basis exists for the Z 2 -graded identities of M 2 (K) (for any non-trivial Z 2 -grading in M 2 (K)) [5] . The Z 2 -graded identities of M 2 (K) (for any non-trivial Z 2 -grading in M 2 (K)) when K is a finite field of characteristic 2 were described by Reis [30] .
Kaplansky [20] posed a list of open problems in Ring Theory. Among these was the question does a non-trivial contral polynomial exist for M n (K) when n ≥ 3? This question was answered by Formanek [15] , and independently by Razmyslov [29] .
Describing the central polynomials of M n (K) is a crucial task in PI-theory. When K is a field of characteristic zero, a set of generators may be found for the central polynomials of M 2 (K) [26] . Koshlukov and Colombo [9] described the central polynomials of M 2 (K), when K is an infinite field of characteristic p = 2.
The first attempts at describing graded polynomials of M n (K) were made by Brandão Júnior [8] . Assuming an infinite ground field K, he described the Z ngraded central polynomials of M n (K) when charK ∤ n, as well as, the Z p -graded central polynomials of M p (K) (where charK = p > 2) and the Z-graded central polynomials of M n (K). Recently, the G-graded central polynomials of M n (K) have been described by Fonseca [14] . In his paper, the algebra is equipped with an elementary grading whose neutral component coincides with the diagonal. The results demonstrated in [14] partially extended Brandão's result reported above, given that Fonseca worked with fields of characteristic zero. Aljadeff and Karasik described the G-graded central polynomials of M n (K) when it is equipped with the crossed product G-grading.
Few reports of graded identities of M n (K) exist in the literature, when K is an infinite integral domain. Brandão Júnior, Koshlukov and Krasilnikov [7] detailed a basis for the Z 2 -graded identities of M 2 (K). They also described a basis for the Z 2 -graded central polynomials of M 2 (K).
In this review, we combine the methods of [3] , [4] , [6] , [8] , [14] , [31] , [34] and [35] . The seven goals of the paper are outlined below:
: To find a basis for the graded identities for elementary grading in M n (K) when the neutral component and diagonal coincide; : To find a basis for the Z n -graded identities of M n (K); : To find a basis for the Z-graded identities of M n (K); : To describe the Z p -graded central polynomials of M p (K) when p is a prime number; : To describe the Z-graded central polynomials of M n (K); : To describe the matrix units-graded identities of M n (K); : To find a basis for the graded identities for elementary grading in an algebra of generic matrices (over a unital associative and commutative ring) when the neutral component and diagonal coincide.
The set of all G-graded identities of A (G-graded central polynomials of A) is denoted by T G (A) (C G (A)). Clealy, T G (A) (respectively C G (A)) is a T G -ideal (respectively T G -space) and the intersection of a family of T G -ideals (respectively T G -spaces) of K X is also a T G -ideal (respectively T G -space). The T G -ideal (respectively T G -space) generated by a non-empty set S of K X is defined as in the ordinary case. The T G -ideal (respectively T G -space) generated by S is denoted by S TG (respectively S TG ). A graded polynomial f is said to be a consequence of S ⊂ K X if f ∈ S T . A set S ⊂ K X is called a basis for the graded identities (respectively graded central polynomials) of A if T G (A) = S TG (respectively C G (A) = S TG ). The matrix unit e ij ∈ M n (K) contains 1 as the only a non-zero value in the i-th row and j-th column. Given an n-tuple g = (g 1 , · · · , g n ) ∈ G n , a G-grading is determined in M n (K) by stipulating that e ij is homogeneous of G-degree g
These gradings are elementary and we say that M n (K) possesses an elementary grading induced by g. We equipped M n (K) with an elementary grading induced by an n-tuple of distinct elements from G. The set {g 1 , · · · , g n } is denoted by G n .
Below we provided two important examples of elementary gradings on M n (K) whose neutral component and diagonal coincide:
: Z n -canonical grading: when G = Z n and the n-tuple g is (1, 2, · · · , n − 1, n); : Z-canonical grading: when G = Z and the n-tuple g is (1, 2, · · · , n − 1, n).
Silva's Generic Model
Generic models have an important role in PI (see for instance [12] , [13] and [27] ). In this section, we recall Silva's Generic Model, as described in [31] . Let G be an arbitrary group and let g = (g 1 , · · · , g n ) ∈ G n be an n-tuple of distinct elements from G. We consider the algebra M n (K) to be equipped with the elementary grading induced by g. For each h ∈ G, let Y h = {y k h,i |1 ≤ k ≤ n; i ≥ 1} be a countable set of commuting variables and let Y = h∈G Y h . Let Ω = K[Y ] denote the polynomial ring with commuting variables in Y . Let M n (Ω) be the algebra of all n × n matrices over Ω. This algebra may be equipped with the elementary grading induced by g as M n (K). Let G n denote the set {g 1 , · · · , g n }.
m . L h defines (the set of indices associated with the m-tuple (h 1 , · · · , h m )) the subset of m such that its elements satisfy the following property:
We define a sequence (s
)(the sequence associated with h is determined by k) inductively by setting:
M n (Ω) to be equipped with an elementary grading induced by g such as M n (K). A generic matrix of G-degree h is a homogeneous element of M n (Ω) the following type:
The G-graded subalgebra of M n (Ω) generated by the generic matrices is called the algebra of the generic matrices which we denote by R.
The next lemma is an important computational result. Its proof is the immediate consequence of a multiplication table of matrix units. The proof of the next lemma is similar to that proof in ( [3] ,Lemma 3).
Lemma 3.5. Let K be an infinite integral domain. Then:
The next Lemmas are consequence of Lemma 3.5.
Consider the polynomial f is written as a sum of its different ordinary multi-homogeneous components:
If l = 1, the proof is obvious. Suppose that l ≥ 2. We may suppose without any loss of generality that each monomial of
Suppose that in the position (p, q) where 1 ≤ p, q ≤ n, the matrices
i=1 γ i N i be the polynomials that appear in the position (p, q) of f k1 and f k2 , respectively. The Greek letters denote elements of K − {0} and the capital Latin letters denote monomials.
Note that:
Consequently, it follows that f ∈ T G (R) if, and only if, f i ∈ T G (R) for all i ∈ l. So all multi-homogeneous components of f are G-graded polynomial identities of M n (K) as required.
Adapting Lemma 3.8, we can prove the following lemma.
Here, S n denotes the group n permutations. Lemma 3.10. Let m(x 1 , · · · , x q ) = x i1 · · · x ir and n(x 1 , · · · , x q ) be two monomials such that the matrices n(A 1 , · · · , A q ) and m(A 1 , · · · , A q ) have, at some position, the same non-zero entry. Then: m − n is a multi-homogeneous polynomial.
Proof. It is an immediate consequence of the proof of Lemma 3.8.
Some graded identities of M n (K) and Type 1-monomials
In this section, we present some graded identities for elementary grading in M n (K) when the neutral component and diagonal coincide. In this situation, it must be an n-tuple g = (g 1 , · · · , g n ) of pairwise elements of G such that e ij ∈ M n (K). Similarly, if M n (K) is equipped with the elementary grading induced by an n-tuple of pairwise elements from G, then M n (K) e and diagonal coincide.
The next lemma was proved by Bahturin and Drensky in ( [6] , Lemma 4.1) for full algebra of n by n matrices over a field of characteristic zero.
Lemma 4.1. Let G be an arbitrary group and let g = (g 1 , · · · , g n ) ∈ G n be an ntuple of pairwise different elements of G. Let K be an infinite integral domain and let M n (K) be the matrix algebra equipped with the elementary grading induced by g. The following graded polynomials are G-graded polynomial identities of M n (K):
Proof. According to the hypothesis, (g 1 , · · · , g n ) is an n-tuple of pairwise different elements of G. In this form, the neutral component of M n (K) coincides with the diagonal. Consequently, the polynomial x 1 x 2 − x 2 x 1 , where α(x 1 ) = α(x 2 ) = e, is a graded polynomial identity for M n (K).
The second identity is a multilinear polynomial, therefore it is sufficient to evaluate it in matrix units. We suppose without loss of any generality that
. Consider the product e i1j1 e i2j2 e i3j3 .
: If the product e i1j1 e i2j2 e i3j3 = 0 ,then j 1 = i 2 and j 2 = i 3 . Moreover, in this situation, e i1j1 e i2j2 e i3j3 = e i1j3 ∈ M n (K) α(x1) . As started in the hypothesis, α(
, so we may conclude that j 2 = i 1 = i 3 and i 2 = j 3 because M n (K) e is the diagonal. Consequently e i3j3 e i2j2 e i1j1 = e i1j3 = e i1j1 e i2j2 e i3j3 . : Suppose that e i1j1 e i2j2 e i3j3 is a null matrix. We then prove that e i3j3 e i2j2 e i1j1 is also a null matrix. Suppose for contradiction that this final product of the matrix units is non-zero. Then, repeating the ideas of the previous case, e i1j1 e i2j2 e i3j3 = e i3j1 . This is a contradiction. The third identity is obvious.
These three steps prove the lemma.
We are only going to consider the case (1), (2) and (3). Let J 1 be the T G -ideal generated by (1) and (2) only.
called a subword of m when there exist j ∈ {0, · · · , q} and l ∈ N, where j + l ≤ q, such that: n = x ij · · · x i j+l . Likewise, the monomial n is termed a proper subword of m when n is a subword of m, n = m and n = 1. The unity of K X is designated as the empty word.
This monomial is called a Type 1-monomial of K X when the G-degree of all its non-empty subwords are elements of Supp G (M n (K)).
( [6] ) shows an example of G-graded Type 1-monomial identities of M n (K) (Example 4.7, [6] ).
In this paper, the following lemma is useful. 
Definition 5.1. Let S denote the set of all sequences with elements in Supp G (M n (K)) whose length is less than s + 1.Let A = {(g 1 , . . . , g n ) ∈ S|g 1 . . . . .g n = e}. Proof. Let β(t) = α(m [1,t] ) be a function with domain l and codomain Supp G (M n (K)). For the hypothesis, l > s. Consequently, according to the Pigeonhole Principle, there exists 1 ≤ t 1 < t 2 ≤ l such that β(t 1 ) = β(t 2 ). Note that t 1 + 1 < t 2 because m does not have variable of G-degree e. So, m [t1+1,t2] satisfies the thesis of the corollary.
Lemma 5.5. Let S be a multiset formed by elements of (
such that this positive integer repeats, at least, s + 2 times in S.
Proof. It is the immediate consequence of the Pigeonhole Principle. 
Proof. Let m be a multilinear Type 1-monomial of K X without variables of Gdegree e whose ordinary degree is greater than or equal to (s+1) 2 ( s i=1 s i )+(s+1) and a denotes the number (s + 1)(
By Corollary 5.4, for each m i , there is a proper subword of G-degree e and ordinary degree less than or equal to s. Let γ : {m 1 , · · · , m a } → A be a relation that assigns: (g 1 , · · · , g n ) ∈ γ(m i ) if, and only if, there exist a subword of m i of ordinary degree n, m i,1 , such that
Therefore,
is a Type 2-monomial. So, m is Type 2-monomial as well.
Definition 5.7. Let G be an arbitrary group and g = (g 1 , · · · , g n ) be an n-tuple of pairwise different elements of G. Consider M n (K) to be equipped with the elementary grading induced by g. We denote by U the T G -ideal generated by the following identities of M n (K):
• The multilinear Type 1-monomial identities whose ordinary degrees are less than or equal to λ (4).
In the next lemma we follow an idea of ( [6] , Proposition 4.2).
Lemma 5.8. Let m = x 1 · · · x q be (q > λ) be a multilinear monomial. If m is a Type 1-monomial identity for M n (K) ,then m is consequence of the multilinear Type 1-monomial identities whose ordinary degrees are less than or equal to λ.
Proof. Let m = x 1 · · · x q be a multilinear Type 1-monomial identity for M n (K) where q ≥ λ + 1. We may suppose without any loss of generality that α(x i ) = e for all i ∈ q (Lemma 4.4). The proof is made by induction on q. Suppose that q = λ + 1. According to Lemma 5.6, there exist p 1 , p 2 , a ∈ N such that
is a graded monomial identity for M n (K), then m is a consequence of the monomials of type (4) .
Thus, we may suppose that
If m is a monomial identity for M n (K), then m is a consequence of m that is a Type 1-monomial. Suppose for contradiction that m is not a polynomial identity for M n (K). We may suppose without loss of generality that p 1 + a + 1 < p 2 and q ≥ p 2 + a + 1. Therefore, there exist the matrix units
such that:
.(e lp 2 kp 2 .e lp 2 +1kp 2 +1 · · · e lp 2 +akp 2 +a ). (e lp 2 +a+1kp 2 +a+1 · · · e lqkq ) = 0.
In this form, consider the following evaluation in m:
(e l1k1 · · · e lp 1 −1kp 1 −1 ).(e lp 2 kp 2 · · · e lp 2 +akp 2 +a ).(e lp 1 +a+1kp 1 +a+1 · · · e lp 2 −1 kp 2 −1 ). (e lp 2 kp 2 · · · e lp 2 +akp 2 +a ) = (e l1k1 · · · e lp 1 −1kp 1 −1 ).(e lp 1 +a+1kp 1 +a+1 · · · e lp 2 −1 kp 2 −1 ).(e lp 2 kp 2 · · · e lp 2 +akp 2 +a ) 2 = (e l1k1 · · · e lp 1 −1kp 1 −1 ).(e lp 1 +a+1kp 1 +a+1 · · · e lp 2 −1 kp 2 −1 )(e lp 2 kp 2 · · · e lp 2 +akp 2 +a ).
Thus:
(e l1k1 · · · e lp 1 −1kp 1 −1 ).(e lp 2 kp 2 · · · e lp 2 +akp 2 +a ).(e lp 1 +a+1kp 1 +a+1 · · · e lp 2 −1 kp 2 −1 ). (e lp 2 kp 2 · · · e lp 2 +akp 2 +a ).(e lp 2 +a+1kp 2 +a+1 · · · e lqkq ) = 0. This is a contradiction, because m ∈ T G (M n (K)). Applying induction on q, we are done.
Lemma 5.9. Let G be an arbitrary group and g = (g 1 , · · · , g n ) be an n-tuple of pairwise different elements of G. Consider M n (K) to be equipped with the elementary grading induced by g. If m is a Type 1-monomial identity of M n (K), then m is a consequence of (4). (4). This fact shows the result.
Proof.
Let m 1 be a multilinear monomial such that h(m 1 ) = h(m). According to Lemma 3.5T G (M n (K)) = T G (R). Consequently, m ∈ T G (M n (K)) if, and only if, m 1 ∈ T G (M n (K)),because m 1 and m are monomials of K X . On the other hand, according to Lemma 5.8, m 1 is a consequence of G-graded identities of type
Main theorem
First of all, we present two technical lemmas. 
Proof. Let m = x i1 · · · x ir . According to Lemma 3.10, m−n is a multi-homogeneous polynomial. Let m 1 and n 1 be two multilinear monomials (with the same variables) such that: h(m 1 ) = h(m) and h(n 1 ) = h(n). Note that, it is enough to prove:
We may suppose that m 1 = x 1 · · · x r . Therefore, there exists σ ∈ S r such that
By this hypothesis, there is a position (i, j) ∈ n × n such that:
Suppose that the entry of
where q 2 , · · · , q r ∈ n and q 1 = i. Therefore:
In this form, there exist matrix units e i1j1 ∈ M n (K) α(x1) , · · · , e irjr ∈ M n (K) α(xr) having the following property:
In the following steps, we will be use an induction on r. If r = 1, the proof is obvious.
:
Step 1: Suppose that σ(1) = 1. In this case, the monomials m 1 and n 1 start with the same variable. Let m 2 and n 2 be two monomials obtained from m 1 and n 1 respectively by deleting the first variable. By Lemma 3.4, m 2 (A 1 , · · · , A q ) and n 2 (A 1 , · · · , A q ) have, in the same position, the same non-zero entry. Hence, by induction hypothesis, m 2 ≡ n 2 modulo J. Consequently, m 1 ≡ n 1 modulo J 1 as required. :
Step 2: Suppose that σ(1) > 1. Let t be the least positive integer such that
Thus, by the identities (1) and (2), it is possible to conclude that:
mod J 1 . Conclusion: n 1 is a congruent monomial that starts with the same variable of m 1 . Repeating the arguments of the first case, we conclude that m 1 ≡ n 1 modulo J 1 . Lemma 6.3. Let K be an infinite integral domain. Let G be an arbitrary group and let g = (g 1 , · · · , g n ) ∈ G n be a n-tuple of pairwise different elements of G. Consider M n (K) to be equipped with the elementary grading induced by g. If M n (K) does not satisfy a Type 1-monomial identity ,then:
Proof. Suppose for contradiction there exists
where for all i ∈ l: λ i ∈ K − {0}, m i is a monomial. According to Lemma 3.8, we may suppose that f is a multihomogeneous polynomial and each m i is not a consequence of (3). Moreover, it can be supposed that l is the least positive integer with the following set:
As f ∈ T G (M n (K)), it follows from Lemma 3.5 that:
It is clear that m i (A 1 , · · · , A t ) = 0, and i = 1, · · · , l, because M n (K) does not satisfy a Type 1-monomial identity. Furthermore, there exists k ∈ {2, · · · , l} such that:
have, in the same position the same non-zero entry. Thus by Lemma 6.2, it follows that m 1 ≡ m k modulo J.
The contraction, in addition the number of non-zero summands in h is less than l.
Recall that if m is a Type 1-monomial identity of M n (K), then m is consequence of (4). Now, we present the main theorem of this paper.
Theorem 6.4. Let K be an infinite integral domain. Let G be an arbitrary group and let g = (g 1 , · · · , g n ) ∈ G n be an n-tuple of pairwise different elements of G. Consider M n (K) to be equipped with the elementary grading induced by g. Then:
Proof. It is sufficient to imitate the proof of Lemma 6.3 and replace J with U , early in the proof.
In this paper, let a denote the remainder of the division of a ∈ Z by n. Moreover, let π : Z → Z n denote the canonical projection. Now, we find a basis for the Z ngraded identities of M n (K) to be equipped with its canonical Z n -grading. In this situation, we note that Supp Zn (M n (K)) = Z n .
Proof. Let m = x 1 · · · x l be a multilinear monomial. If l = 1, the proof is obvious, because there exists a matrix unit e i1j1 ∈ (M n (K)) α(x1) . The proof is made by induction on l. According to the hypothesis of induction, there exist matrix units e i2j2 ∈ (M n (K)) α(x2) , · · · , e i l j l ∈ (M n (K)) α(x l ) such that:
The aim is : to choose a matrix unit e i1j1 ∈ M n (K) α(x1) such that:
In this case, it is not difficult to see that a = e π −1 (i2−α(x1))∩ n,i2 is the one. Theorem 7.2. Let K be an infinite integral domain. The Z n -graded polynomial identities of M n (K) (M n (K) to be equipped with its canonical Z n -grading) follow from:
•
Proof. According to Lemma 7.1, M n (K) does not satisfy a multilinear monomial. The next step is to replace J, as in the assumption in Lemma 6.3, by J 1 . Thus, imitating the ideas of the proof of Lemma 6.3, we are done.
Z-graded identities of M n (K)
Now, we find a basis for Z-graded identities of M n (K) to be equipped with its canonical Z-grading. In this situation, we note that Supp Z (M n (K)) = {a ∈ Z||a| < n}.
Proof. The proof is divided into two steps.
:
Step 1: Suppose that α(m) = n − 1. Note that α(
Since m is a Type-1 monomial, it follows that 0 ≤ α(x 1 ) + · · · + α(x r ) ≤ n − 1, r = 1, · · · , l. Consider the following matrix units:
Then, e 1,α(x1)+1 . · · · .e 1+α(x1)+···+α(x l−1 ),n = e 1n . :
Step 2: Suppose that α(m) = −n + 1. Note that α(x 1 ) + · · · + α(x l ) = −n + 1. Since m is a Type-1 monomial, it follows that −n + 1 ≤ α(x 1 ) + · · · + α(x r ) ≤ 0, r = 1, · · · , l. Consider the following matrix units:
Then, e n,α(x1)+n . · · · .e n+α(x1)+···+α(x l−1 ),1 = e n1 .
Proof. Suppose without any loss of generality that α(x 1 · · · x i ) = n − 1. According to Lemma 8.1, there exist matrix units
where:
On the other hand: e 1k1 · · · e lin e n,α(xi+1)+n .e n+α(xi+1),n+α(xi+1)+α(xi+2) . · · · .
.e n+α(xi+1)+···+α(x l−1 ),n+α(xi+1)+···+α(x l−1 )+α(x l ) = 0. Lemma 8.3. If e kl ∈ M n (K) has the Z-degree j, then e kl ∈ M n+1 (K) has the Z-degree j as well.
Proof. We may suppose that without any loss of generality that m does not have variables of Z-degree 0. If |α(m)| = n − 1 or m has an appropriate subword of the Z-degree n − 1 or −n+1, the proof follows from Lemmas 8.1 and 8.2. Suppose the statement holds for M l (K) with l = k − 1 and m does not have a subword m such that |α( m)| = n − 1.
By Lemma 8.3 and the hypothesis of induction, there exist matrix units
Theorem 8.5. Let K be an infinite integral domain. Then the Z-graded polynomial identities of M n (K) (M n (K) to be equipped with its canonical Z-grading) follow from:
Proof. Initially, note that:
This shows that it is enough (according to Lemma 6.3) to prove that M n (K) does not satisfy a Type 1-monomial identity. Suppose for the sake of contradiction that there exists a Type 1-monomial identity
However, according to Lemma 8.4, M n (K) does not satisfy the condition of a multilinear Type 1-monomial. This is a contradiction.
In this section, we describe the Z p -graded central polynomials of M p (K) when p is a prime number and M p (K) to be equipped with this Z p -canonical grading. H n denotes the subgroup of S n generated by (12 · · · n). 
The next lemma is the immediate consequence of the complete sequence definition. Lemma 9.2. A sequence (γ 1 , · · · , γ n ) of elements of Z n is a complete sequence of Z n if, and only if:
Proof. First, note that i 1 = j n . Consequently, it is enough to notice that:
On the other hand, let (h 1 , · · · , h n ) be a complete sequence of Z n . Note that h i = e for all i ∈ n. Likewise, if 1 ≤ i < j ≤ n, then h i + · · · + h j = e. Let e i1j1 ∈ h 1 , · · · , e injn ∈ h n be matrix units of M n (K). Therefore, the product of the matrix units e i1j1 . · · · .e injn ∈ M n (K) e − {0} if, and only if, i 1 = j n , j l = i l+1 ∀ l ∈ n − 1 and n = {i 1 , · · · , i n }. Lemma 9.3. The Z n -graded multilinear polynomial:
Proof. As f is a multilinear polynomial, evaluating it in matrix units is sufficient. According to this hypothesis (α(x 1 ), · · · , α(x n )) is a complete sequence of Z n . Hence, by Lemma 9.2, we could conclude that there exist e i1j1 ∈ M n (K) α(x1) , · · · , , e injn ∈ M n (K) α(xn) such that:
Proof. In fact, there are matrix units e j1l1 ∈ M n (K) α(x1) , · · · , e jqlq ∈ M n (K) α(xq) such that:
where j t = s k it for all t ∈ q. Likewise, j 1 = l q because m ∈ K X 0 . It is clear that q ≥ n. We may suppose without any loss of generality that j t = s k it for t = 1, 2, · · · , n.
Let:
e j1l1 e j2l2 · · · e jnlq = e j1lq .
So {j 1 , · · · , j n } = n, l t = j t+1 for all t ∈ n − 1 and j 1 = l q .
Consequently, by Lemma 9.2, it follows that m 1 , · · · , m n satisfy the thesis of this lemma.
Remark 9.5. In Lemma 9.4, m is a multilinear monomial. If it were an arbitrary monomial, we would choose a multilinear monomial m such that h(m) = h(m).
By Lemma 9.4, there exist monomials
The next lemma is immediate. Lemma 9.6. Let z 1 , z 2 ∈ K X 1 . Then the monomials z Definition 9.7. Let G = Z n , j ∈ Z n , g = (1, 2, · · · , n) and let y k h,i ∈ Y h . The following convention will be described in this subsection:
Lemma 9.8. Let p > 2 be a prime number and let x 1 be a variable such that α(
So:
Proof. First, note that C Zp (M p (K)) is a subalgebra of K X . Therefore, using Lemma 9.8, we may conclude that m ∈ C Zp (M p (K)).
Brandão Júnior ( [8] , Lemma 7 and Lemma 8) proved Lemmas 9.3 and 9.9. However, the previous proofs are original to this paper. Definition 9.10. Let V 1 denote the T Zp -graded space generated by the monomials reported in the hypothesis of Lemma 9.6 or the monomials that satisfy the hypothesis of Lemma 9.9. Lemma 9.11. Let A = {a 1 , · · · , a l } Z p be a set. Then:
Proof. Suppose that there exists i, j ∈ Z p distinct such that:
Thus, there is a permutation σ ∈ S l such that:
Furthermore, for all n ∈ N:
Likewise, for all t ∈ l:
Notice that the order of σ is p. This poses a contradiction, because p does not divide l!.
Proof. In fact, note that z
Lemma 9.13. Let p > 2 be a prime number. Let x 1 , x 2 be two variables such that
and A 2 ∈ R α(x2) be two generic matrices. By Lemma 3.2, it is obvious that all positions in the diagonal of (A 1 A 2 
Lemma 9.14. Let
Lemma 9.15. Let p > 2 be a prime number and let
Proof. According to Lemma 7.1 and the proof of Theorem 7.2, we have m / ∈ T Zp (M p (K)). Note that, at least one variable of m has Z p -degree different than 0.
By hypothesis, m is a Z p -graded central monomial of M p (K). Consequently, using the Lemma 3.2, it follows that:
Let x l1 , · · · , x lq be all the different variables of the monomial m. k i denotes the ordinary degree of m with respect to variable x li . Note that, for each i ∈ q, k i is a multiple of p.
lq be a monomial and let A l1 ∈ R α(x l 1 ) , · · · , A lq ∈ R α(x lq ) be generic matrices. Evidently, the matrices A 
All entries in the diagonal of m(A 1 , · · · , A q ) are non-zero and pairwise distinct.
Proof. According to Lemma 3.2:
This fact shows that:
Notice that if p = 2, the analysis is obvious. Henceforth, suppose that p > 2.
By hypothesis,
Thus, the following condition is satisfied:
: There exist j 1 < · · · < j l ∈ q, where
Thus, the multisets:
Let us define:
Let a λ1 , · · · , a λs be distinct elements of {a 1 , · · · , a l }. Clearly, {b λ1 , · · · , b λs } are all distinct elements of {b 1 , · · · , b l }. Let n(a i ) and n(b i ) denote the number of the times that the element a i and b i repeat in the multisets {a 1 
We divide the proof into steps to prove that:
: Case 1: s = 1. The proof is obvious.
: Case 2: s > 1 and n(a λ1 ) = · · · = n(a λs ).
have, in the position (1, 1) , the same non-zero entry. Hence, by Lemma 6.2:
Likewise, by Lemma 9.3, it is clear that:
From an inductive argument on l, we are done.
In this section, we use the same technique as in previous section to detail a script of the proof.
Lemma 10.1 (Similar to Lemma 9.17) .
is a non-zero matrix, then all non-zero entries of that matrix are pairwise distinct.
Proof. If only one position in A i1 . · · · .A im has a non-zero entry, the proof is obvious. Suppose that there exist, at least, two positions (k 1 , k 1 ), (k 2 , k 2 ) ∈ n × n such that:
Our aim is to prove that:
Suppose by contradiction that:
Hence, there exists
Let the multisets:
}. Let a be the minimum element of multiset A. According to the hypothesis, in the beginning of the proof, B = C. Nevertheless, the minimum of B is a + k 1 and the minimum of C is a + k 2 . This is a contradiction.
Lemma 10.2. The Z-graded multilinear polynomial:
where (α(x 1 ), · · · , α(x n )) and |α(x i )| < n is a complete sequence of Z n , belongs to
Proof. Similar to Lemma 9.3
Proof. Similar to Lemma 9.4. Theorem 10.4. Let K be an infinite integral domain. Then the Z-graded central polynomials of M n (K) (M n (K) to be equipped with its canonical Z-grading) follow from:
Proof. Similar to proof of Theorem 9.18.
Matrix-units graded identities of M n (K)
The algebra M n (K) has a natural grading by M U n , the semigroup of matrix units of class n.
Definition 11.1. Let M U n = {(i, j) ∈ n × n} ∪ {0} denote the semigroup of matrix units whose multiplication is defined as follows:
: 0.(i, j) = (i, j).0 = 0; : (i, j)(k, l) = (i, l) when j = k; : (i, j)(k, l) = 0 when j = k.
Definition 11.2. Let K + X denote the (non-unitary) M U n -graded free associative algebra freely generated by X. Let x 0 and x ij , y ij , z ij denote the free variables whose M U n -degree are 0 and (i, j), respectively.
The next lemma is the immediate consequence of the multiplication table of the matrix units: Lemma 11.3. The following polynomials are M U n -graded identities of M n (K):
x jj y jj − y jj x jj when j ∈ n (1); x ij y ji z ij − z ij y ji x ij when 1 ≤ i, j ≤ n i = j (2);
x 0 (3).
The following theorem addresses this issue:
Theorem 11.4. ( [6] , Theorem 4.9) Let K be a field of characteristic zero. Let M n (K) be equipped with the semigroup-grading associated with the matrix units. Then, the M U n -graded identities of M n (K) follow from:
x ii y ii − y ii x ii when i ∈ n (1); x ij y ji z ij − z ij y ji x ij when 1 ≤ i, j ≤ n i = j (2);
In this section, we extend this result for infinite integral domains. Let J Hn be the T Hn -ideal generated by (1), (2) and (3) .
Let h ∈ M U n − {0}. Let W h = {w (1) h , · · · , w
h , · · · } denote a countable set of commuting variables. Let W = h∈MUn−{0} W h and let Ω = K[W ] be the polynomial ring in commuting variables of the set W . Let M n (Ω) be the algebra of matrices over Ω. This algebra may be graded with the semigroup-grading associated with the matrix units such as M n (K). (i,j) e ij where 1 ≤ i, j ≤ n and k ∈ {1, 2, · · · }. The M U n -graded subalgebra generated by the generic matrices of M n (Ω) is called the algebra of generic matrices which we denote by R.
As in Lemmas 3.5, 3.8, 3.4 and 6.2, we have the following results:
: Let K be an infinite integral domain. Then T MUn (M n (K)) = T MUn (R).
: Let M (x 1 , · · · , x q ) and N (x 1 , · · · , x q ) be two monomials of K X + that start with the same variable and let m(x 1 , · · · , x q ), n(x 1 , · · · , x q ) be two monomials obtained from M and N respectively by deleting the first variable. If there exist matrices A Lemma 11.6. Let m ∈ K X + be an M U n -graded monomial identity of M n (K). Then m is a consequence of the identity x 0 = 0.
Finally, imitating the proof of Lemma 6.3, we can conclude the following theorem:
Theorem 11.7. Let K be an infinite integral domain. Then the M U n -graded identities of M n (K) follow from:
• x ii y jj − y jj x ii when i ∈ n (1); • x ij y ji z ij − z ij y ji x ij when 1 ≤ i, j ≤ n, i = j (2);
• x 0 (3).
Graded identities of R over a unital associative and commutative ring
Here we assume that K is a fixed unital associative and commutative ring. For each h ∈ G, let Y h = {y k h,i |1 ≤ k ≤ n; i ≥ 1} be a countable set of commuting variables and let Y = h∈G Y h . Following word for word at the beginning of the Section 3 titled Silva's Generic Model, we may define the graded subalgebra of generic matrices R with coefficients in K[Y ]. It is clear that the following polynomial are graded identities for R:
• x 1 x 2 − x 2 x 1 when α(x 1 ) = α(x 2 ) = e (1); • x 1 x 2 x 3 − x 3 x 2 x 1 when α(x 1 ) = α(x 3 ) = (α(x 2 )) −1 = e (2); • x 1 when M n (K) α(x1) = {0} (3);
• The multilinear Type 1-monomial identities whose ordinary degrees are less than or equal to λ (4). Following the proof of Lemma 3.8, we may conclude that T G (R) is a multi-homogeneous ideal. Following word for word by Lemmas 3.4, 6.2,6.3, 5.8 and 5.9, we may conclude that T G (R) = U .
