Emissions from motor vehicles need to be predicted fairly accurately to ensure an appropriate air quality management plan. This research work explores the use of a nonparametric regression algorithm known as the multivariate adaptive regression splines (MARS) in comparison with the artificial neural networks (ANN) for the purpose of best approximation of the relationship between the input and output from datasets recorded from on-board measurement and dynamometer testings. The performance of the models was evaluated by comparing the MARS and ANN predictions to the measured data using several performance indices. The results are evaluated in terms of accuracy, flexibility and computational efficiency. While MARS are more computationally efficient to reach the final model ANN are slightly more accurate. The proposed techniques may be used to assist in a decision-making policy regarding urban air pollution.
Introduction
The expansion of industries, rapid economic growth and concentrated human activities are leading to an alarming increase in air pollution levels in almost all metro cities of the world and have thus received increasing research concerns [1] . Vehicular, industrial and domestic sources are major anthropogenic sources causing emission of air pollutants into the environment. In recent years, a substantial growth of motorized traffic over the years has increased the air pollution levels in urban centres [2] , whereby motor vehicle emissions are the single most significant source ( [3] , [4] ). Rapid growth in the number of vehicles and total vehicle kilometers travelled makes this particularly true in cities in developing countries ( [5] , [6] ). Further, vehicles proximity to human receptors increases the potential for exposure and the attendant health effects [4] . At present, the transportation sector accounts for more than 20% of global energy consumption and road transport produces about 25% of principal greenhouse gases (GHG), considered to be the major factor of global climate change. Meanwhile, road traffic emissions are the main source of local pollutant emissions including carbon monoxide (CO), nitrogen oxides (NO X ), total volatile hydrocarbons (THC), Carbon dioxide (CO 2 ) and particulate matters (PM).
All of these emissions result not only in environmental problems but also add to the deterioration of human health and social welfare. The severity of the problem comes when the traffic flow is interrupted expecially the delays and disruptions occur frequently. These phenomena are regularly observed at traffic intersections, junctions, and at signalized roadways. Especially, during heavy traffic hours, rates of traffic flow in various idle, acceleration, deceleration, and cruise driving modes, and frequent interruptions often occur. These-traffic related characteristics, combined with road and vehicle characteristics, raise emissions at traffic intersections. Improved knowledge about the quantity of pollutants that the vehicle fleet is emitting into the air has become a high priority research question for authorities who are responsible for managing vehicle emission impacts on air quality, especially in urban areas.
The estimation of vehicular emissions can be based on emission factors obtained from actual measurements. For example, Schipper [7] developed the fuel-based vehicular emission inventory for the metropolitan area of Mexico based on the emission factors obtained from remote sensing data. Other methods to estimate emission factors can include tunnel tests [8] , portable emission measurements [9] , and bench test [10] .
In addition to the use of emission factors obtained by measurements, the vehicular emissions can be estimated using models. Nesamani [11] investigated the emissions from on-road vehicles in India using the International Vehicle Emission (IVE) model. In Europe and Australia, Computer Programme to calculate Emission from Road Transport (COPERT) and The Air pollution Model (TAPM) were widely used in the estimation of air pollutant emissions from road transport ( [12] , [13] , [14] ). Compared to the estimation using emission factors, model calculations are more economical and easier to operate, especially for the estimation of vehicular emissions from various types of vehicles covering a long time period. Models developed to estimate vehicle emission allow extension of available measurements to predict emissions from a range of vehicle and activity combinations [15] .
Traditional macro-scale emissions modelling approaches used average distance and fuel based emission factors (EF) to estimate vehicle tail pipe emissions [16] . Emission factors are typically derived from laboratory dynamometer testing using standardized drive-cycles intended to represent typical on-road driving patterns. Correction factors are then applied to account for deviations between laboratory and on-road conditions such as temperature and average vehicle kilometres travelled. However, macro-scale approaches do not sufficiently account for vehicle variability due to complicated vehicle dynamics and their drive-cycles do not fully capturing realworld vehicle activity [16] . Alternatively, micro-scale approaches using realistic vehicle activity data may explain more of the vehicle emission variability than macro-scale models and therefore reduce the uncertainty associated with it.
Many researchers have developed micro-scale models for predicting vehicular emissions. Oduro et al. [17] developed a model for prediction NO X vehicular emissions using on-board measurement and chassis dynamometer testing. Misra et al. [18] proposed an integrated modelling approach to estimate micro-scale urban traffic CO and NO X emissions. Grieshop et al. [19] , proposed a micro-scale model for predicting CO 2 , CO, NO X and hydrocarbons but the methodology was not applied to vehicles. Oduro et al. [20] proposed multiple regression models with instantaneous speed and acceleration as predictor variables to estimate vehicular emissions of CO 2 . A study conducted by Sore-Hamer [21] concluded that MARS model has better computational efficiency in predicting PM 2.5 than generalized additive models (GAM). Artificial Neural Network (ANNs) were used by Ao et al. [22] to predict engine performance and emission levels by utilizing engine-based data such as cetane number, density, volatility, oxygen and sulphur content. Wahid et al. [23] developed a neural network-based metal-modelling approach for estimating spatial distribution of air pollution levels. Tóth-Nagy et al. [24] and Joumard [25] developed an ANN based model for predicting emissions of CO and NO X from heavy-duty diesel conventional and hybrid vehicles. Results obtained were all within acceptable limits and displayed the robustness of ANNs in internal combustion engines (ICE) predictive modelling.
It is important however, to note that the main issue concerning emissions is the source-receptor relationship. Considering urban transport, the vehicle tail pipe emissions are released and the concentration is generally high enough to damage human health. Therefore, it is crucial for policy-makers to know the quantities and contribution of road transport emissions to ambient air quality in order to develop appropriate strategies to minimize human exposure to harmful emissions. For this, we construct accurate statistical models to forecast the concentrations of CO based on speed, load, ambient temperature and engine power, and to critically evaluate the performance of such models. We have constructed the predictive model, using stepwise Multivariate Adaptive Regression Splines (MARS), in conjunction with the Artificial Neural Network (ANN) model. The main reason for using ANN was to get a better insight on the usefulness of the MARS method, i.e., to find out whether more accurate results could be obtained.
Methodology

Multivariate Adaptive Regression Splines Model
The MARS method is a nonparametric regression technique which uses a series of basis functions to model complex (such as nonlinear) relationships [26] . Its main purpose is to predict the values of a continuous dependent variable, y(n × 1), from a set of independent explanatory variables, X(n×p). The MARS model can be represented as:
where f is a weighted sum of basis functions that depend on X and e is an error vector of dimension (n×1). MARS provides a greater flexibility to explore the nonlinear relationship between a response variable and predictor variables by fitting the data into piecewise linear regression functions. It does not require a priori assumptions about the underlying functional relationship between dependent and independent variables. Instead, this relation is uncovered from a set of coefficients and piecewise polynomials of degree q (basis functions) that are entirely driven from the regression data (y, X). The MARS regression model is constructed by fitting basis functions into distinct intervals of the independent variables. Generally, piecewise polynomials, also called splines, have pieces smoothly connected together. Here, the joining points of the polynomials are called knots, nodes or breakdown points, denoted by t. For a spline of degree q each segment is a polynomial function. MARS uses two-sided truncated power functions as spline basis functions, described by the following equations:
where q(≥ 0) is the power to which the splines are raised and which determines the degree of smoothness of the resultant function estimate. A pair of splines for q = 1 at the knot t = 0.5 is presented in Fig. 1 . The two-sided truncated functions of the dependent variable are basis functions, that describe the underlying phenomena. The global MARS model is defined in Put et al. [27] as:ŷ
whereŷ is the predicted response; β 0 is the coefficient of the constant basis function; h m (X) is the mth basis function, which can be a single spline function or an interaction of two (or more) spline functions; β m is the coefficient of the mth basis function; and M is the number of basis functions included in the MARS model. To fit a MARS model, three main steps are applied. In the first step, i.e., the constructive phase, basis functions are added to the model using a forward stepwise procedure. The predictor and the knot location that contribute significantly to the model accurancy are selected. In this stage, interactions are also introduced to examine if they could improve the model fit. To improve the prediction, the redundant basis functions are removed one at a time using backward stepwise procedure, in the second stage. MARS utilises the generalised cross-validation (GVC). The GCV criterion is used to find the overall best model from a sequence of fitted models, where a larger GCV value tends to produce a smaller model, and vice versa. The GCV criterion is estimated by the lack-of-fit criterion [28] :
where
is the number of parameters to be fit and d is a user-defined cost for each basis function optimization and is a smoothing parameter of the procedure. The higher the cost of d is, the more basis functions will be eliminated [27] . Finally, the third step is used for selecting the optimal MARS model as shown in the flow chart of the MARS model approach in Fig. 2 . This selection is based on an evaluation of the prediction characteristics of different fitted MARS models.
ANN model development
In order to get more insight in the MARS model, an ANN model was constructed to compare their predictive capabilities. In the present study, the multilayer feed forwarded neural network (MFFN) has been trained by the back-propagation network (BPN) learning algorithm which provides a procedure to update weights to correctly classify the training pair. The Levenberg-Marquardt (trainlm) algorithms using log-sigmoid activation function have been used to update the network weights due to its high generalization capability [29] . It is important to determine the optimum network architecture to achieve reliable results. This task still relies on trial-and-error even though several heuristic relations have proposed to determine appropriately the number of neurons to be included in the hidden layer [29] . Root Mean Square Error (RMSE) was chosen as the loss function to be minimized, as RMSE possesses properties of convexity, symmetry, and differentiability as an excellent metric in the context of optimization.
Determination of training and testing data
The same datasets which were used for MARS analysis are employed for modelling and evaluating the prediction performance of the ANN model. Training neural network architecture can be seen as a nonlinear optimization problem in which the task is to find out the set of parameters i.e. synaptic weights such that the network output is as close as to the desired output. The same datasets which were used for MARS analysis are employed for modelling and evaluating the prediction performance of the ANN model. There were 556 values in the experimental dataset obtained from secondary emission correction by the NSW Road and Maritime Service (RMS). Previous studies have shown that different ratios for training and testing data were used. In the present study, 70% (390) of total experimental data was randomly selected for training the neural network, 15% (83) for the networks cross-validation (to avoid over-fitting) and remaining 15% (83) data has been used for testing the performance of the trained network. The data were first normalized as
where R A is the actual value, R min is the minimum value of R, R max is the maximum value of R and R N is the normalized value of R which will be within the range from 0 to 1.
Statistical evaluation of output parameters
After normalization, data were then randomized and the ANN was then trained and tested against the CO experimental testing data. In order to evaluate the prediction performance of the proposed ANN model, we have considered correlation coefficient of determination R 2 as a validation criterion:
The performance of the ANN-based predictions is evaluated by regression analysis of the predicted outputs and the target outputs. The coefficient of determination R 2 is used to assess the strength of this relationship. The value of R ranges from -1 to +1 with values closer to + 1 indicating a stronger positive linear relationship. Errors between the predicted outputs (y) and the target outputs (t) are measured by
where N is the number of the data used for validation, t is actual output and y is the predicted output value.
Results and Discussions
MARS model
Based on the experimental data from the on-board system (OBS) and dynamometer (DYNMO) test a MARS model was developed to predict CO emissions. Prediction of CO emissions using MARS yielded impressive results as summarized in Table 1 and 2. The results of the MARS model computed using all the available data contained 13 and 10 basis functions for on-board and dynamometer testing respectively. The on-board measurements and dynamometer testing have similar interpretations. It can be observed that all the four predictor variables play crucial roles in determining CO vehicle emissions. However, an analysis of variance (ANOVA) from the MARS model indicated that the two most important variables were speed and load with ambient temperatue and humidity having lesser contribution. From Table 1 , beta factors BF1, BF2, BF3, BF4 and BF5 account for the nonlinear effect of vehicle speed in the emission model. The effect of speed on CO emissions can be explained as follows. By using the onboard measurements method, it was observed that if the speed of the vehicle is less than 0.85 m/s or 3.06 km/h, the CO emissions are high but as the speed increases the emission reduced. This situation mostly occurs in traffic intersections where there is a high stop-andgo frequency. The load is also found to influence the CO emissions as indicated by BF6, BF7 and BF8 with ambient temperature and humidity having lesser impact. The enchanced performance of MARS results was consistent with previous findings. A study by Hallmark et al. [30] found that during idling or low engine speed conditions, the throttle valves are held in a closed position, therby creating high vacuum or suction in the intake system, which induces rich mixtures that emit higher hydrocarbons and CO. Figs. 3 and 4 show graphs of the predicted MARS output and the actual data points. Note that the estimated and the predicted values generated by the basis function follow the actual data with a sufficient good precision. 
ANN model
Based on the results obtained from using the ANN modelling, the BPN is adequate for predicting CO emissions. The accuracy of neural network prediction is generally dependent on the number of hidden layers and the numbers of neurons in each layer. To find out the optimal neural network architecture, a number of neural network architectures has been tested by using a single layer and varying the number of hidden neurons from 2 to 15 and the result is presented in Table 3 . It has been observed that the single hidden layer neural network structure with ten (10) and eight (8) numbers of neurons gave minimum mean square error and good correlation coefficient for the on-board and the dynamometer respectively. Therefore the optimal neural network structure is 4-10-1 and 4-8-1, as shown in Fig. 5 and 6 . The remaining data, set aside for testing and validation purposes, were then used to check the predictive capabilities of the trained model. 
Comparison between MARS and ANN Model
The performance of the MARS and ANN models were compared with the experimental dataset as shown in Figs. 11 and 12. As observed from the graphs and Table 4 , both models indicated excellent prediction capability with R 2 = 0.86 and 0.71 for MARS and R 2 = 0.88 and 0.72 for ANN in the on-board and dynamometer test respectively. The results obtained in this research showed excellent performance indices for both MARS and ANN based models and were in agreement with other researchers using the same methodology even though the measured model input parameters were different ( [21] , [22] ). The RMSE and R indices for on-board were 1.67 × 10 −4 and 0.93 for MARS and 1.57 × 10 −4 and 0.94 for ANN, while those of dynamometer were 2.51 × 10 −4 and 0.84 for MARS and 2.39 × 10 −4 , and 0.85 for ANN, respectively. For both models, the results were in agreement with the measured data as predicted and the measured data variations were much closer. However, there were few points that make MARS slighter stronger in its predictive ability. The MARS model was observed to be computationally more efficient in finding the optimal model, owing to the capability of dividing the space of predictors into multiple knots and then fitting a spline function between these knots. Hence, selecting the optimum model required less trial and error compared to ANN. The final number of BFs was determined by the algorithm after setting the maximum number of BFs. Finally, models' performance and the efficiency features are summarized in Table 5 . These results concluded that the MARS can predict CO emissions effectively. 
Conclusion
This paper has presented a MARS and ANN modelling approach to effectively estimate vehicular CO emissions. The model approximates the nonlinear relationship between the CO emission which is a function of speed, load, ambient temperature, and humidity as predictor variables. The MARS model was implemented with 13 and 10 effective piecewise-linear BFs. The MARS algorithm was compared with multilayer feed forward back propagation (BP) neural networks trained and tested by the LevenbergMarquardt (L-M) optimization algorithm to predict the CO emissions. Among all the neural networks tested, for on-board measurement, one layered neural network architecture 4-10-1 (4 inputs, 10 neurons in the hidden layer and 1 output neuron) and for the dynamometer, 4-8-1 (4 inputs, 10 neurons in the hidden layer and 1 output neuron) were found to be optimum because of better performance in terms of RMSE during training and testing of the CO emissions. Both models exhibited excellent prediction performance with MARS showing slightly lesser accuracy. However, MARS was more computationally ef- ficient in terms of processing time and less trial and error in the effort to find the optimal parameters. The proposed methods could facilitate a decision-making policy formation regarding urban air pollution.
