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I. METAL HYDRIDES 
A. Introduction 
Since Thomas Graham discovered that the metal palladium can absorb 
large amounts of hydrogen, many studies have been devoted to metal-
hydrogen systems. Metal-hydrogen systems have been of considerable 
interest both from a basic and from a technological point of view. 
Besides the great variety of applications, they have provided prototypes 
for many basic physical properties in basic research. Atomic hydrogen 
is the simplest solute implanted in a metal. The formation of metal 
hydrides is an exothermic and reversible process, and metal hydrides are 
stable below their dissociation temperature. One of the most attractive 
aspects of metal hydrides from a technological point of view is their 
potential use as energy-storing devices because hydrogen is considered 
to be one of the most promising fuels for the future. Storing hydrogen 
as a metal hydride has several advantages. Hydrogen can be stored more 
efficiently than as liquid hydrogen and easily recovered by heating the 
hydride. Furthermore, more hydrogen atoms can be stored per unit volume 
in some metal hydrides than as liquid hydrogen. Hydrides can also be 
used as electrodes for fuel cells or batteries. In materials 
technology, hydrogen embrittlement of metals is one of the most 
dangerous problems. It deteriorates the ductility of the metal and 
causes cracks in the metal. Most metals are subject to hydrogen 
embrittlement, sometimes catastrophically. In fusion reactor 
technology, a multi-stage Pd membrane isotope separator has been 
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designed, making use of the isotope dependence of the permeation rate. 
Other applications include purification of hydrogen, moderators in 
nuclear reactors, and heat pumps. 
B. Properties of Metal Hydrides 
1. Thermodynamic properties 
Metal-hydrogen systems have been considered as good examples of a 
lattice gas system. Phase diagrams of hydrogen in transition metals are 
very similar to those of gas-liquid-solid systems. Hydrogen in Nb is a 
good example for the gas-liquid-solid analogy. Fig. 1.1 shows the phase 
diagram of the Nb-H system. In the a-phase the dissolved hydrogen atoms 
are randomly distributed in the interstitial sites and can be considered 
as a lattice gas. The pressure-composition isotherms of the ot-phase 
solid solution were observed to follow Sieverts's law^ which states that 
the hydrogen concentration is proportional to P^^^ where P is the 
hydrogen pressure. The gas-liquid phase transition to the a -phase 
leads to an expansion of the host lattice and the onset of short-range 
order among the dissolved hydrogen. Metal hydride phases corresponding 
to the solid state are generally characterized by long-range order of 
the hydrogen atoms. For the first time, Lâcher^ treated nonideal 
solubility isotherms for H in Pd statistically. Lâcher's pioneering 
work has lead to the lattice-gas theory^ which made important 
contributions to the understanding of phase transitions of second order. 
The critical point for the gas-liquid transition of H in metals like Nb, 
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Fig. 1.1 Phase diagram of the Nb-H system (From "hydrogen in metals 
11^", edited by G. Alefeld and J. VolklJ 
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Pd, etc., is one of the rare cases in which Landau's mean field theory 
for phase transition of second order apparently holds exactly. It has 
been shown^ that, close to the critical point, Van der Vaals' equation 
can describe the hydrogen-lattice gas better than any free gas. Metal-
hydrogen systems are also the prototype for systems in which an elastic 
interaction is responsible for the phase transition. The deformation of 
the lattice due to the hydrogen atoms in the interstitial sites leads to 
long-range strain fields and macroscopic lattice-parameter changes and, 
in turn, causes the attractive interaction leading to the gas-liquid 
phase transition. 
2. Electronic structure 
Hydrogen forms compounds with most of the elements in the periodic 
table. Compounds which have metal-hydrogen bonds are collectively 
called hydrides. Generally hydrides are classified as ionic, metallic 
or covalent depending on the properties of the metal-hydrogen bond. 
Owing to the strong ionic bond, ionic hydrides typically have the 
physical properties of high enthalpies of formation, high melting points 
and high electrical conductivity. Most covalent hydrides have low 
melting points and exist in a liquid or gaseous form at room 
temperature. Metallic hydrides preserve metallic properties but lose 
ductility, thus leading to the hydrogen embrittlement effect. The 
formation and characteristics of the metal-hydrogen bonds in transition 
metal hydrides have been controversial for many years. Two simple 
models, protonic and anionic, have been proposed to describe metal 
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hydride electronic properties. In the protonic model hydrogen is 
considered to donate its electron to the d-band of the transition metal 
and exist as protons partially screened by the conduction electrons. On 
the other hand, in the anionic model hydrogen is assumed to accept 
electrons from the host metal d-band. 
Pd was the first and most extensively studied transition metal for 
the effects of hydrogénation on the host metal. It was found that the 
magnetic susceptibility of Pd is gradually diminished as it is 
progressively hydrogenated. Similar effects were observed in many other 
transition metals. Mott^ attributed this to the filling of the d-band 
by the Is-electrons supplied by the incoming hydrogen supporting the 
protonic model. Parkes and Bos^ observed a substantial reduction in 
magnetic susceptibility when Y was hydrogenated to the composition of 
trihydride. This magnetic property was also observed in lathanum 
hydride. These experimental results have been interpreted to mean that 
the delocalized electrons are depleted during hydrogénation and an ionic 
hydride La^+H^" formed supporting the anionic model. However, band 
theory calculations^ by Switendick have clearly demonstrated that these 
two models are inadequate. According to these calculations, the band 
structures obtained can be summarized^ as follows. 
For monohydrides like PdH, the metal s-and p-states are hybrdized 
with the hydrogen Is-orbital and strongly perturbed, resulting in new 
low-lying energy states. Because these new states are formed by 
modification of already existing and filled states, the additional 
electrons from hydrogen must fill other lowest-lying unoccupied states 
just above the Fermi level. This process was previously incorrectly 
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interpreted as hydrogen contributing electrons but not states to the 
band of the host metal in the protonic model. 
Dihydrides usually form in the fluorite structure, and the Fermi 
energy lies in the d-band of the metal. A new band arising from the 
antibonding of the Is orbitals of two hydrogens in the unit cell is 
formed below the d-band. The stability of the dihydrides can be 
attributed to this low-lying energy band. The position of this band 
depends on the hydrogen-hydrogen separation. The new band has higher 
energy than the d-band for small separation of hydrogens while it has 
lower energy for large separation of hydrogens. This accounts for the 
non-existence of PdH2 because the new band of PdH2 appears well above 
the metal d-band and filling it is energetically unfavorable. 
Some elements like La, Y form trihydrides in which both the 
octahedral and tetrahedral interstitial sites are occupied. Calculation 
shows that another band appears below the d-band. This new band arises 
because of the interaction between octahedral-1etrahrdral hydrogen 
antibonding states. The energy of this band is also determined by the 
interstitial separations. 
3. Zirconium hydrides 
The zirconium hydrides have been studied in great detail because of 
the extensive use of zirconium and its alloys in nuclear power reactors. 
When zirconium absorbs hydrogen, the hep a-phase is retained only at low 
hydrogen concentration up to 6 at.% below 1130 K. At temperatures 
between 300 K and 820 K, the a-phase is stable up to nearly 60 at.% but 
7 
precipitation of the fee S-phase hydride takes place. Zirconium 
hydrides are non-stoichiometric, and x in ZrH^ ranges from 1.4 to 2. 
ZrH^ forms an fee S-phase in the range x=1.4 to 1.56 and an fct e-phase 
which is tetragonally distorted with a/c< 1 at higher hydrogen 
concentration. Zirconium does not form a trihydride. The zirconium-
hydrogen phase diagram is shown in Fig. 1.2. 
Most samples studied in this investigation are single e-phase. The 
tetragonal distortion has been attributed to the Jahn-Teller^ effect 
which involves a splitting of the transition metal d-electron states in 
the region of the Fermi energy. In the past few years there have been 
several experimental studies which support this contention. Weaver et 
al.^® conducted photoemission experiments to examine the electronic 
structure of the dihydrides TiH^, ZrH^ and HfH^. They observed 
significant changes in the states near Ep and associated this with the 
Jahn-Teller effect. Independently, Korn^^ and Bowman et al.measured 
the proton spin-lattice relaxation time which yields information on the 
density of states at Ep, and showed that their results were consistent 
with the Jahn-Teller effect. The temperature dependence of the 
resistivity of hydrides of zirconium has been measured by Savin^^ et al. 
It was found that pure zirconium is a much poorer electrical conductor 
than its hydrides at closely stoichiometric composition. This was 
attributed to the greater mobility of the charge carriers (electrons) in 
the stochiometric hydrides. 
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Fig. 1.2 Phase diagram of the Zr-H system 
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4. Scandium-hydrogen system 
Scandium is characterized by a high affinity for hydrogen and 
absorbs substantial amounts of hydrogen at moderate temperatures. At 
low concentrations the hydrogen is present in solid solution in the hep 
(%-phase. The rare-earth metals Sc, Y, Lu retain substantial amounts of 
hydrogen (up to 30 at.%) in the solid solution phase down to very low 
temperature without precipitation of a hydride phase. A dihydride fee 
g-phase with lattice constant a=4.78 Â is formed at higher hydrogen 
concentrations. Like zirconium, scandium does not form a trihydride 
phase. This may be attributed to the small lattice parameter in these 
hydrides. The band structure has been calculated by Gupta and 
Chatterjee^^. The two lowest bands are mainly hydrogen-derived bonding 
bands with strongly covalent character. They have a mixture of metal s, 
p and d-like character. The mixture of covalency and ionic bonding may 
account for the strong stability of scandium-hydrides. 
5. Niobium-hydrogen system 
Normally, niobium does not absorb hydrogen at room and moderately 
high temperatures. This is usually ascribed to the low sticking 
coefficient of hydrogen on niobium. At high temperatures, the group-V 
transition metals can absorb hydrogen continuously up to about 0.8 
hydrogen atoms per metal atom with no change in the host-lattice bcc 
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structure. Niobium forms a g-phase orthorhombic monohydride upon 
hydrogénation. At low hydrogen concentrations, the ot-phase solid 
solution is stable. The a-phase contains more hydrogen than the ot-
phase, and both a and a'-phases have bcc structure and differ only in 
lattice parameter according to the hydrogen concentration. These a and 
a -phases provide unusual opportunities to study the effects of 
hydrogénation on physical properties of the metal. The ot-a' phase 
transition is considered to result from the elastic interaction of 
disordered hydrogen interstitials via their long-range elastic 
displacement field. The niobium-hydrogen phase diagram is shown in Fig. 
1.1. By analogy with a real free gas, the low concentration <*-phase 
corresponds to a gas-like and the high concentration a'-phase to a 
liquid-like phase. The lattice parameters of the orthorhombic 
monohydride are a=4.84, b=4.9 and c=3.45 Â. 
6. Vanadium-hydrogen system 
Vanadium does not react with hydrogen even at elevated temperatures. 
Vanadium may be activated and forced to react with hydrogen by repeated 
heating. One of the striking features of the vanadium-hydrogen system 
is that hydrogen atoms occupy one particular type of octahedral site (Og 
site) in the g-phase, while they occupy tetrahedral sites randomly in a 
high-temperature ot-phase. This change of site occupancy goes along with 
uniform deformation of the vanadium lattice. The oc-phase has a bcc 
structure, while the |3-phase has a bet structure with c/a = 1.1. The 
phase diagram of the vanadium-hydrogen system is shown in Fig. 1.3. In 
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Fig. 1.3 Phase diagram of the V-H system [From "hydrogen in metals 
Il4", edited by G. Alefeld and J. Volkl] 
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the vanadium-hydrogen system, a large isotope effect has been found in 
the diffusion coefficients and phase diagram. This effect might be 
ascribed to the fact that H (or D) can occupy either tetragonal or 
octahedral interstitial sites. 
C. Hydrogen Diffusion in Metal-Hydrogen Systems 
Diffusion of hydrogen in metals has been a subject of great 
interest, both theoretical and experimental, in basic as veil as applied 
research areas. Hydrogen in metals has a high mobility which is many 
orders of magnitude greater than that of other interstitially dissolved 
atoms. This large mobility is considered to arise from the light mass 
of hydrogen. The dependence of the diffusion coefficient D on isotopic 
mass is distinctly different from that expected from classical thermal 
activation processes and is believed to provide a clue for understanding 
the quantum-mechanical character of the diffusion process. The possible 
mechanisms^^ for diffusion of hydrogen atoms can be classified as a 
function of temperature. At the lowest temperatures, H atoms are 
expected to migrate by a coherent tunneling process in which a self-
trapped H atom including its strain field undergoes a transition to a 
neighboring site via quantum-mechanical tunneling. At some higher 
temperatures, processes involving phonons may take place. When many 
phonons are available, the lattice vibrations can bring the energy 
levels of neighboring interstitial sites into coincidence allowing the 
transition of H atom between these levels. At still higher 
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temperatures, H atoms can be considered as classical particles which 
execute over-barrier jumps via thermal excitation. At the highest 
temperatures, H atoms no longer remain within potential wells of 
interstitial sites but may move like atoms in a fluid or gas. 
D. NMR Studies of Hydrogen Diffusion 
Nuclear magnetic resonance (NMR) has been used for many years to 
investigate diffusion of hydrogen in metal-hydrogen systems. NMR is a 
powerful technique for obtaining information about hydrogen motion as 
well as electronic structure, phase transitions and atomic distribution 
in the lattice sites. In application to diffusion studies, two 
different experimental methods have been used. One of them is to 
measure the relaxation times which reflect the spectral density of 
fluctuating internal fields caused by motion of spins, and the other is 
to measure the diffusion coefficient directly using the pulsed field 
gradient method. The former has been used in this investigation. The 
temperature dependences of the relaxation times enable one to deduce an 
activation energy Eg and temperature-dependent correlation time Tg which 
corresponds to the mean proton jump time or half the jump time if the 
relaxation is produced by mutual interaction of two jumping protons. 
The relaxation time passes through a minimum at a temperature where the 
correlation time satisfies ~1, where is the proton resonance 
frequency (Zeeman frequency). For quantitative analysis, we extract the 
contribution due to the atomic motion by subtracting the contributions 
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due to conduction electrons and paramagnetic impurities from the 
measured spin-lattice relaxation time Tj. For the conduction electron 
and atomic motion contributions, the Korringa relation^^, 
TieT= constant, and Arrhenius relation, TÇ = exp (E^/kT), are 
assumed in the Bloembergen-Purcell-Pound (BPP)^^ formula which assumes 
the Lorentzian shape of the spectral density function. However, there 
are many cases in which the temperature dependence of the relaxation 
times cannot be explained by the BPP theory, and these have lead to more 
elaborate theories based on lattice-specific models of atomic jumps. 
Fedders and Sankey^^ have developed a reciprocal-space formalism to 
evaluate the correlation functions, including the effects of spatial 
correlations between pairs of spins. This approach has been extended by 
Barton and Sholl^^»^® to cover wide temperature ranges. 
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II. NUCLEAR MAGNETIC RESONANCE THEORY 
A. Classical Description 
According to the classical theory of electromagnetism^^, a magnetic 
moment y in a magnetic field H experiences a torque t = y x H, which is 
equal to the rate of change of its angular momentum. Since w=YhI, we 
can describe the motion of the magnetic moment by the equation 
^ - Y W X H (2-1) dt 
It is useful to describe the motion in a rotating frame. In a frame 
rotating with angular velocity w with respcet to the laboratory frame 
the motion is given by the equation 
— - Y W X ( H + w /Y ) (2-2) dt 
This has the same form as equation (2-1) provided the magnetic field H 
is replaced by an effective field Hg = H + w /y> The effective field Hg 
vanishes in a frame rotating with w = - If this frame precesses 
with an angular velocity cty, where = - yHq called the Larmor 
frequency, the magnetic moment becomes fixed. Suppose that the total 
magnetic field is the sum of the constant magnetic field /y z 
and a field Hj = x which is perpendicular to Hg and rotating around 
it with an angular velocity w. The effective field Hg is given by 
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He = ( HQ + w /Y ) z + X (2-3) 
The angle 0 between Hg and the applied field Hq z is expressed by 
H OL 
® r -
with wj = - yHj. If the resonance condition (co = yHq) is satisfied 
exactly, the effective field is then simply x. A magnetic moment 
which is parallel to the constant field initially would then precess in 
the (y,z) plane. By turning on for a short time, i.e., applying a 
radiofrequency pulse, we can make the moment precess through an 
arbitrary angle 0 = -yfliT. The classical descriptions above are all 
valid provided we take the expectation value over the wave function of a 
free spin I. Therefore we will not discuss this specific subject in 
quantum mechanical language at this point. 
B. Spin Temperature 
Spin temperature^^'is a useful concept, which allows for a simple 
thermodynamic interpretation of the spin-lattice relaxation process. 
Consider that a strong magnetic field HQ is applied to an unmagnetized 
sample. Exchange of energy between spin system and lattice may be 
detected via evolution of the nuclear magnetization M(t) towards its 
equilibrium value Mgq. This relaxation process can be described by the 
following equation. 
17 
- Meg 
T, 
(2-5) dt 
The magnitude of the magnetization is related to the Boltzmann 
distribution of the spins over the energy levels. When •ylTHQ« kT, it is 
allowed to make a high temperature approximation by expanding the 
Boltzmann exponential linearly. According to the well-known Curie's 
law, Mgq is expressed by 
where JQ, and Tl are the static nuclear susceptibility and lattice 
temperature respectively. The spin-lattice relaxation time Tj defined 
by equation (2-5) contains information on both the spin system and the 
lattice. It is therefore possible to investigate lattice properties 
indirectly by probing the nuclear spin system. The relaxation equation 
(2-5) can be reinterpreted by extending Curie's law to include non-
equilibrium magnetizations. In complete analogy to the lattice 
temperature T^ in Curie's law, the spin temperature Tg characterizes the 
degree of preferential spin alignment parallel to HQ. This provides a 
measure of the orientational order inside the spin system while 
disturbed from thermal equilibrium with the lattice. The assignment of 
the spin temperature Tg to the disturbed spin system with density 
operator p is equivalent to postulating that the occupation 
probabilities ?(£„) = <n|p|n> of individual energy levels |n> of the 
spin Hamiltonian Hg are determined by the Boltzmann distribution 
M NY^tl^I(I+l) = XjjHQ (Ytfflb« kT) (2-6) 
eq 3kTL 
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P(E ) 
P(E^) - exp[ -(En - En,)/kTs ] (2-7) 
We can therefore describe the spin-lattice relaxation process by a 
heating or cooling of the spin system according to the equation 
dTg-l/dt = "(l/Ti) [ Tg-1 - TL"! ] (2-8) 
where Tg and are the spin and lattice temperature, respectively. In 
many cases, one makes the additional assumption that the lattice has 
infinite heat capacity. The lattice temperature then remains 
constant during spin-lattice relaxation. The process of establishment 
of internal equilibrium among the spins is called spin-spin relaxation. 
The concept of spin temperature can still be applied for a spin I 
greater than 1/2 if the Zeeman levels continue to be equally spaced. In 
this situation, the relative population ratios between adjacent energy 
states can still be characterized by a single spin temperature. For 
non-equal spacing we have to assign several spin temperatures to the 
system and this complicates the description of the relaxation process. 
C. Dipolar Interaction 
The well-known dipolar interaction of two magnetic moments = yi 
tllj^ and M2 = Y2 hÏ2 is given by 
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(2-9) 
Equation (2-9) can be written as 
H = - W2 * %2 = - Y2 hÏ2 ' HI2 
Where H22 is the local field produced by spin 1 at the site of spin 2 
and ri2 is a vector connecting the spins 1 and 2. The more general 
dipolar interaction Hamiltonian Hp of a system of N spins can be written 
as 
with S = - YjTlch^ and Aji^('ï) = Akj(A) = Aj^X-Q)*. 
Generally the spins j and k have different gyromagnetic ratios Yj and 
Yk" The geometrical lattice functions Fjk(9) in equation (2-10) are 
usually expressed in terms of spherical coordinates of the internuclear 
vector with respect to the direction of the field Hg. The Fj^Xq) 
are defined as 
(2-10) 
where the are defined as 
Ajk(O) = _ & ( 3Ij2 Ikz - Ij'Ik )/2 
Ajk(±l) = 35 (Ijz Ik± + Ij± Ikz )/2 
Ajk(±2) = 3S Ij± Ik±/4 (2-13) 
(2-12) 
(2-11) 
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Fjl^ (O) = rjk-3 (1 - Scos^ Gji^ ) 
Fjk(*l) = rjk-3 sinejk cosGj^ exp(±i*jk) 
Fjk<±2) = rjk-3 sin2 Sjj^ exp(±2i+jk) (2-16) 
(2-14) 
(2-15) 
with Fjk(q) = Fkj(9) and Fj^C-Q) = Fj^Xs)*. 
If all spins are identical, the terms for q=0 in equation (2-10) define 
the secular dipolar Hamiltonian 
which commutes with the laboratory frame Zeeman Hamiltonian. The 
remaining q terms in equation (2-9) define the non-secular Hamiltonian 
which does not commute with Hgeeman plays a different role when 
acting on Zeeman levels. 
Nuclei with spin I >1/2 have electric quadrupole moments. The 
quadrupolar interaction with an electric field gradient perturbs the 
Zeeman levels so that the Zeeman levels become non-equally spaced. 
Therefore, we can not define a unique T^ because the nuclear relaxation 
becomes a complex sum of relaxations between different Zeeman levels. 
Hd(0) = (1/2) Zj Ek Ajk^O) Ijk(O) (2-17) 
(2-18) 
D. Quadrupolar Interaction 
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The interaction energy of a quadrupolar nucleus with an electric field 
gradient can be derived from the multipole expansion of the 
electrostatic interaction. The Hamiltonian can be written as 
®Q = 41(21-1) [3 ^  ' -I- (if + if ) ] <2-19) 
in the principal axis system of Vjj. Q is the quadrupole moment of the 
nucleus. The parameters eq and M are defined as 
eq = V22 (2-20) 
n = (Vxx - Vyy)/Vgg (0 <n <i), (2-21) 
respectively with Vjj = a^V/axjSxj . r| is called the asymmetry 
parameter. It is useful to express HQ in terms of raising and lowering 
operators: 
= fS-2 V'" (2-22) 
where 
0°= 21(21+1) 1 3:2- 1(1+1) 1 (2-23) 
0"'- M(2I-1) I V \ I.l (2-24) 
• 41(2!-!) ( I. )^ (2-25) 
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and 
(2-26) 
(2-27) 
(2-28) 
The components of Vggg are calculated at the nucleus. The electric 
field gradients may originate from charges external to the atoms, 
neighboring ions in crystals with symmetry lower than cubic, or 
imperfections in cubic crystals. There is an additional contribution to 
the quadrupole coupling that is due to the distortion of the spherical 
electronic shell of the atom by the external charges. The induced field 
gradient is given by 
Y(r) is called the "Sternheimer antishlelding factor^^" and has both 
negative (anti-shieldlng) and positive (shielding) sign. Y(r) is a 
function of the distance r from the external charge to the nucleus. For 
large r, y becomes Independent of r and is then denoted by y®. The 
Sternheimer antishlelding factor y» has a negative value for most ions. 
For medium and heavy Ions, y® lies in the range from ~ 10 to ~ 80. 
(2-29) 
and the total field gradient 
(2-30) 
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In the case of rare earths, non-spherical unfilled orbitals are present. 
This additional field source is associated with the Sternheimer factor R 
leading to the total field gradient (l-R)Vjk. In metals there is a 
significant contribution to Vj]^ from the conduction electrons. 
E. Hyperfine Interaction 
The Hamiltonian for the magnetic interaction of an electron with the 
nucleus may be written as 
He = 2wgY[hI- [ L/r3 - S/r^ + 3r(r S)/r5 + 8nS5(r)/3 ] (2-31) 
where Mb is a Bohr magneton, L is the electron orbital angular momentum, 
TQ[ the nuclear gyromagnetic ratio and I and S the spins of the nucleus 
and electron respectively. The first term is the orbital interaction 
due to the magnetic field produced by the electron's motion. The next 
two terms describe the dipolar interaction due to the electronic spin 
magnetic moment. The last term represents the Fermi contact 
interaction. 
We can rewrite equation (2-31) as 
Hg = - Ylfr I • Hgff (2-32) 
where Hgff is the effective field produced by the electrons at the 
nucleus. 
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In diamagnetic materials, the first order effect of the electron-
nucleus coupling vanishes due to the quenching of the orbital momentum 
and the zero value of the total spin S. However, the applied field 
polarizes the electronic shells, which in turn produce a magnetic field 
Hp at the nucleus proportional to HQ. The total field which the nucleus 
see can be described by 
H = Ho (1-ff) (2-33) 
where e is a relative resonance frequency shift called chemical shift. 
In metals, the interaction of the conduction electrons with the 
nuclear spins has some special features. A conduction electron state is 
described by the Bloch wave function. This means that the conduction 
electrons are not localized, and that each nuclear spin sees 
simultaneously the magnetic fields produced by all the conduction 
electrons of the metal. These internal fields cause a paramagnetic 
shift of the nuclear resonance known as the Knight shift^^. A chemical 
shift also exists in metals due to a contribution from the ion cores and 
another from the diamagnetism of the conduction electrons, but these are 
usually very much smaller than the Knight shift. In the free-electron 
approximation, the expression^G for the Knight shift can be written as 
K = 2MBlHhf(s)Ns(EF)+Hhf(d)Nd(EF)]+(l/NAPB)Hhf(o)Xo (2-34) 
where Wg is the Bohr magneton, is Avogadro's number, and Ng and Nj 
are the s- and d-band densities of states at the Fermi level 
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respectively. Hhf(s), Hhf(d) and Hhf(o) are the relevant hyperfine 
fields per electron at the nuclei under study and arise from the 
following mechanisms: the Fermi-contact interaction with unpaired s-
electrons; core-polarization of the spin-paired s orbtals by d-
electrons; d-electron orbital interaction. is the magnetic 
susceptibility (per mole) due to paramagnetic orbital Interactions. 
Since H^fCd) is negative while HjjfCs) and Hjjf(o) are positive, the total 
shift in transition metals may be of either sign. 
It is worthwhile to discuss the contact interaction a little more. 
For a free atom the electronic density at the nuclear position exists 
only for s-electrons. In metals it is possible to expand the one-
electron wave functions at the nucleus, and only the s-part of this 
expansion contributes to the average value of this interaction. 
Electrons in complete shells do not contribute to this averaged 
interaction because their total orbital and spin moments are zero. 
Thus, for non-transition metals only the conduction electrons 
contribute. However, for transition metals the inner shells are not 
complete, and the unfilled d- or f-shells contribute to the averaged 
interaction, but in a more complicated way. 
F. Relaxation Theory 
When the sample is introduced into the magnetic field BQ, a 
Boltzmann distribution of spins is established among the energy levels. 
If the distribution is disturbed, the spin system returns to the thermal 
equilibrium appropriate to Eg through the spin-lattice relaxation 
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process. is a characteristic time associated with the approach to 
thermal equilibrium. However, an additional relaxation process exists 
which involves interactions between the spins. This process makes it 
possible that a large number of spins come to thermal equilibrium with 
each other in times short compared with T^. Such a coupling which 
usually occurs between spins in solids is due to the dipolar 
interaction. This process is called spin-spin relaxation, and T2 is the 
characteristic time of the process. The fluctuating magnetic fields or 
electric field gradients may induce transitions between energy levels of 
the spin system. The investigation of T^ and T2 provides a useful 
information on hydrogen motions and the electronic structure of the 
metal-hydrogen system. We will discuss the specific interactions which 
give rise to relaxation. 
G. Dipolar Relaxation 
The Hamiltonian of the spin and lattice system can be written as^^ 
h = hs(t) + hsl + hl (2-35) 
where S and L stand for the spin and lattice respectively. Through a 
lengthy quantum-mechanical calculation, which we omit here, it can be 
shown that 
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where the bar represents the average over a thermal-equilibrium 
ensemble, and Hg^* is the of 
representation and given by 
perator associated with Hg^ in the Heisenberg 
* l(H_+H,)t/!r - 1(H_+H.)t/Ir 
W ' =SL ' 
We could now specify the spin-lattice coupling Hg^ for dipolar 
Interaction and proceed with the calculations. However, we will skip 
the mathematics and only present the final results for dipolar 
relaxation below^^. In the motionally narrowed regime, i.e., when the 
correlation time Tg is much shorter than the rigid-lattice spin-spin 
relaxation time the relaxation rates are expressed in terms of 
power spectra of the randomly fluctuating dipolar fields. For like 
spins, and T2 are given by 
-^ = YVI(I+1) [ + j(2)(2wb) ] (2-37) 
yJÎI^I(I+1) I + j(2)(2w^) ] (2-38) 
where 
e^"^ dt (2-39) 
G(4)(T) = F(4)(t+T) Fj4)*(t) > (2-40) 
The spin-lattice relaxation rate in the rotating frame is derived in an 
analogous way. For like spins 
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= -g- yVi(I+1) t j(°)(2w^) + 10j(l)(w^) + j(2)(2w^) ] (2-41) 
We now choose a model for the motion of the spin-carrying nuclei and 
calculate the correlation functions G(9)(T) and the Fourier transforms 
j(9)(aO of these correlation functions. Because the diffusion is a 
microscopic process, detailed information on atomic nature of the jump 
process is needed to develope a model. A simple but convenient form of 
the correlation function G(9)(T) was suggested by Bloembergen, Purcell 
and Pound (BPP)!?. This theory is based on the phenomenological 
assumption of an exponential correlation function. According to the BPP 
theory, the correlation function is taken to be 
G(4)(T) = G(9)(0) e"''^l^'^c (2-42) 
where the constant Tg is called the correlation time. The corresponding 
spectral density function becomes 
j(4)(wO = G(4)(0) (2-43) 
1 + 
c 
G(4)(0) = j(^\w) dco (2-44) 
Equation (2-44) tells us that the power available in the relaxation 
spectrum is constant. Therefore, the rate of relaxation transitions is 
maximum when the correlation time Tg is of order 1/co and goes to zero 
for both T(, very short or very long compared with 1/w. 
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H. Quadrupolar Relaxation 
We have remarked in the section 11(B) and 11(D) that the concept of 
spin temperature may not be applicable and that a unique would not be 
defined in the case of quadrupole relaxation. However, there are 
special cases of quadrupole relaxation that results in single 
exponential beheavior. This is the case if the spin 1=1, or if the 
relaxation occurs in the extreme narrowing regime. If the quadrupolar 
interaction can be considered as a weak perturbation on the Zeeman 
interaction, the associated spin relaxation rates due to the quadrupolar 
coupling may be expressed in terms of the same spectral density 
functions as in the dipolar case. 
1-  ^. i .. 4j")(2<0^ ) 1 (2-45) 
I  ^  a [3j(0)(2w^) + 5j(l)(w^) + 2j(2)(2w^) ] 
Ip 
(2-46) 
^ ^  a [ 3j(0)(0) + 5j(l)(w^) + 2j(2)(2w^) ] (2-47) 
where the constant a is defined by 
a= (z'e2qQ/h-)2 (2I+3)/[l2(2I-l)] (2-48) 
where z'e is the effective charge. Except for above case, the 
relaxation becomes very complex, permitting all possible different 
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relaxation paths. It is sometimes worthwhile to investigate these 
different relaxation rates because they contain useful information. 
However, we will not discuss the details here. See the articles by 
Andrew and Tunstall^? and Avogadro and Rigamonti^ S for further details. 
I. Relaxation by Conduction Electrons 
Nuclear spin systems in metals are affected by the electronic 
structure of the metal through the hyperfine fields produced by the 
conduction electrons at the nuclei. In transition metals and alloys, 
including metal hydrides, the conduction electrons primarily occupy the 
s- and d-orbitals of the constituent atoms. However, the densities of 
d-electron states at the Fermi level are usually much larger than the 
densities of the s-electron states since Ep lies in the rather narrow d-
band formed by the transition metal orbitals while the s-band extends 
over a wide energy distribution. Within the free electron approximation 
and assuming that only s- and d- orbitals contribute to the hyperfine 
interaction, the conduction electron contribution to the relaxation rate 
Tie is given by^^ 
-y\-= 4nfrykg{ [ hhg(s) ng(ep) + [ hhg(d)nj(ep)]2q + 
le 
[ hhg(o) nj(ep) } (2-49) 
where Ng(Ep) and NjCEp) are the s- and d-band densities of states at the 
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Fermi level respectively, and p and q are so-called reduction factors. 
Hhf(s) is due to the Fermi-contact interaction with unpaired s-electrons 
at Ep, Hhf(d) is the core polarization hyperfine field of spin-paired s-
orbitals due to the unpaired d-electrons at Ep, and Hg(o) is the d-
electron orbital interaction. Although the contact interaction H^fCs) 
is usually much larger than the core polarization or orbital hyperfine 
fields, the large Nj(Ep) in most transition metal systems usually 
ensures that the latter interactions are dominant. 
J. Relaxation by Paramagnetic Impurities 
It is well known that paramagnetic impurity ions play an important 
role in nuclear spin relaxation in insulating solids. In earlier 
measurements in metal hydrides the paramagnetic contribution to the 
relaxation was usually neglected. 'However, a recent investigation^^ 
showed that as little as 1 ppm impurities can have a profound effect on 
the spin-lattice relaxation. We will discuss this relaxation mechanism 
in this section. 
Nuclear spins diffuse via mutual spin exchange or atomic diffusion 
towards the much larger electronic magnetic moments of the impurity ions 
where relaxation occurs via dipolar coupling or transferred hyperfine 
interaction. Because the dipolar interaction is dominant over the 
transfered hyperfine interaction in the systems under investigation, 
only the former will be discussed here. In metals the dipolar coupling 
to the paramagnetic ions may be direct or indirect through the 
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conduction electrons via the RKKY^O Interaction (Ruderman-Kittel-Kasuya-
Yosida). Because the dipolar magnetic field produced by the 
paramagnetic ion drops off as r~^, those spins which are close to 
paramagnetic ions relax quickly via the dipolar interaction. However, 
all the spins maintain a common spin temperature via the nuclear dipole-
dipole interaction among themselves. Two important mechanisms for the 
transport of the excess energy in the nuclear spin system can be 
distinguished in metal hydrides. Proton magnetization is transported to 
the relaxation centers by spin diffusion at low temperatures and by 
hydrogen atom diffusion at intermediate and high temperatures. 
1. Dipolar interaction (spin-diffusion regime) 
At low temperatures, atomic diffusion becomes negligible compared to 
spin diffusion, and nuclear spins are transported to a paramagnetic ion 
via spin diffusion mechanism. In the spin-diffusion regime, according 
to Rorschach^l, the spin-lattice relaxation process via the fluctuating 
dipolar fields of the impurity ion can be formulated as follows. We 
introduce a parameter C which measures the strength of the dipolar 
interaction between a nucleus and an paramagnetic ion, and which is 
defined by 
n-^(r) = Cr-6 (2-50) 
where >T^(r) is the spin-lattice relaxation rate of a given nucleus due 
to the direct dipolar interaction with a paramagnetic ion fixed at a 
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distance r. For a powder sample, C is given by 
C = YpYVj(J+l) 
1+ % Tj 3(l+(% Ti ) 
where J, Yp and are the total angular momentum, gyromagnetic ratio 
and Larmor frequency of the paramagnetic ion respectively, and Vn is the 
the spin-lattice relaxation time of the impurity ion and Tg the smaller 
of the proton spin-diffusion time, roughly T2 and atom-diffusion dwell 
time Tj). Because »(*^, we made approximation 0^-% = in the 
equation (2-51). The spin diffusion coefficient Dg characterizes the 
a^/(50T2) for a simple cubic lattice where T2 is the dipolar rigid 
lattice"spin-spin relaxation time of the proton and a the nearest-
neighbor distance between the protons. The pseudo-potential radius g 
which describes the relative importance of the relaxation rates due to 
direct dipolar interaction and spin diffusion, can be defined as 
At a distance of g from the ion, the proton spin-lattice relaxation 
rates due to direct relaxation and spin diffusion are equal. Two more 
parameters are necessary. One of them is the radius R within which a 
paramagnetic ion is active, and R is defined by 
gyromagnetic ratio of the nuclear spin. Tj* ^ where is 
spin diffusion process, and was estimated by Bloembergen^^ to be Dg 
e = (c/dg)l/4. (2-52) 
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N = (4/3)nR3 (2-53) 
where N is the number of ions per unit volume. The other is the barrier 
radius b within which spin diffusion can not occur. Near each 
paramagnetic ion, the magnetic field produced by an ion varies rapidly 
between sites. Thus, spin diffusion no longer occurs since the Larmor 
frequencies of adjacent nuclei are sufficiently different to prevent the 
mutual spin flips, b is defined by 
b = (3<Wp>/Wn)l/4 a (2-54) 
where the proton magnetic moment, and <Mp> the average magnetic 
moment of the impurity ion given by 
<Wp> = ypw [b^ (x) * -g- 4-tan-^  (2-55) 
where B(x) is Brillouin function in which x= YptrJHQ/kgT. In the limit 
where R » b,g, which means that the ion concentration is sufficiently 
low the proton spin-lattice relaxation rate is given by^l 
"IP = =«.«4^, 
where 1^(5) is the modified Bessel function, and S is defined by S 
= e?/2b2. In the spin-diffusion limit, i.e., when 8 »1 or (3 »b, the 
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modified Bessel function 1^(5) becomes (S/2)"'/r(m+l) and equation (2-56) 
reduces to^^»^^ 
Rip = (8ll/3)NDgp = (8n/3)Ncl/4Ds3/4 . (2-57) 
In the fast spin-diffusion limit, i.e., when S« 1 or (3« b, equation 
(2-56) reduces to^^ 
Rip = (8ii/3)NDsP((^/2b3) = 4nNC/(3b3). (2-58) 
2. Dipolar interaction (atomic diffusion regime) 
As the temperature increases, atomic diffusion becomes faster and 
transports the nuclear spins to the paramagnetic impurity more 
efficiently than spin diffusion. Shen^^ first suggested replacing Dg by 
the atomic diffusion coefficient Dg^ when the condition Dg »Dg is 
satisfied in the fast spin-diffusion limit. Richards^? showed that this 
generalization also could be applied to Rorschach's equation (2-56). In 
this case, equation (2-56) can be rewritten as 
r(3/4) I3,,(S^) 
-^3/4 
*lp= ="^a^' r(l/4) l\; ( S  )  <2-59) 
where 5^ = and 3' = (C/D^)^^^, and ai is the closest distance 
of approach of a hydrogen atom to a paramagnetic ion. 
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iii. magnetic resonance instrumentation 
A. Pulse Programmer 
The microprocessor based pulse programmer^B used in our experiments 
was designed as a general purpose NMR spectrometer controller capable of 
producing all standard pulse sequences for the measurement of nuclear 
relaxation times and line shapes. Fig. 3.1 shows the block diagram of 
the phase-coherent NMR spectrometer used in this investigation. This 
unit is different from conventional hard-wired or modular pulse 
programmers in that pulse sequences are entered through video terminals 
using versatile control language developed especially for pulsed NMR. 
This programmer also provides the facilities of auto-timebase advance 
function for automatic relaxation time measurements and alternating 
pulse channel function for suppression of base-line artifacts. Each of 
its four analog-adjustable pulse channels has a range of 0.5 to 80 
microseconds over six ranges. The toggle switch associated with each 
pulse channel can be used to manually enable or disable a channel 
output. Three programmable trigger channels produce 100 nanosecond 
pulses, which can be issued under program control and used for 
triggering data acquisition equipment. The experiment repetition rate 
which can be set from 0.01 to 990 seconds per experiment is controlled 
by the slow clock. 
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B. Receiver 
One major problem which pulse NHR suffers from is the saturation of 
the receiver due to the overload resulting in subsequent slow recovery 
after application of à high power pulse. Because the transient signal 
on solids decays extremely fast, experiments on solids require very 
short receiver dead time. The receiver unit employed in our experiments 
is the same version as one designed by Adduci et al.39 in the Ames 
Laboratory. Its recovery times range from 250 nsec to 2 usee depending 
on the length of the applied pulse. The receiver consists of three pre­
amplifier stages followed by a phase sensitive detector and utilizes 
limiting amplifiers which do not saturate from overload, but only clip 
the signal. 
C. Probe 
The home-built high temperature probe consists mainly of a single 
coil, cylindrical heater, thermocouple and tuning box as shown in Fig. 
3.2. Because this investigation involves high temperature measurements 
up to 1300 K, a water jacket was designed to surround the outer surface 
of the probe spirally for the purpose of cooling. The heater winding 
was made from nickel-chromium alloy wire, on which alumina beads were 
strung to avoid possible electrical shorts. To give the winding 
rigidity Sauereisen Electrotemp cement^ O #7 was coated on the surface of 
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the heater coil assembly. This cement has a very high dielectric 
strength and can withstand thermal shock. The outermost surface of the 
heater vas covered by a commercial Zirconia felt^l which is an excellent 
material for thermal insulation. The thermal conductivity of the felt 
is 0.14 W/mK at 1100 "C. Because of the softness of the felt, Zirconia 
rigidizer was applied to add rigidity and stiffness. Next, the heater 
assembly was cured very carefully following the specifications for the 
Zirconia rigidizer. The RF coll was made from #15 platinum wire which 
was chosen to avoid oxidation problems at high temperatures. The 
thermocouple was placed as close as possible to the bottom of the RF 
coil to reduce the errors due to temperature gradients. 
D. Matching Network 
The basic components of the NMR spectrometer have been described in 
the preceding sections. Now we will describe the coupling network to 
the probe system. An appropriate coupling circuitry connecting the 
transmitter, receiver and probe is required to transfer the signal 
between these components efficently and prevent the possible reflection 
of the signal wave and overloading of the receiver. Furthermore, the 
circuitry should ensure not only that the probe is disconnected from the 
receiver for the duration of the RF pulse, but also that it is 
disconnected from the transmitter during signal detection. These 
requirements were fulfilled by the combination of crossed diodes and X/4 
coaxial cables, a so-called duplexer. The design is essentially that 
developed by Lowe and Tarr^Z. Fig. 3.3 shows the circuit. The useful 
property of the X/4 cables is its ability to transform the impedance 
according to ZjZQ = T?- where Zj and ZQ are the input and output 
impedance of the cable and Z is the characteristic impedance of the 
cable. During pulse transmission, the crossed diodes conduct, and the 
receiver is effectively disconnected due to the property of the X/4 
cables. During reception of the signal the diodes do not conduct since 
the induced voltage is typically only a few microvolts, and the 
transmitter is effectively disconnected from the probe. The X/2 cable 
then connects the probe and receiver without transforming the impedance. 
A tuning circuit was used to match the impedance of the probe to 50 Q 
pure resitivity. Fig. 3.4 shows the circuit design. Because this 
investigation was carried out over a wide range of temperature, variable 
capacitors were used to adjust the tuning which changes as the 
temperature varies. Coupling between the RF and heater coil could not 
be avoided in the high temperature probe, resulting in difficult tuning 
and noise pick-up. For this reason, a grounded platinum foil was 
inserted between the RF and heater coils to alleviate these problems. 
E. Experimental Procedure and Data Processing 
The motion of the magnetization vector was described briefly in 
Chapter II. The experimental procedure will be described in more detail 
in this section. For the T^ measurements we used the inversion recovery 
(n - 11/2) and saturation comb ((n/2)fj - n) pulse sequences. In each of 
these sequences the first pulse prepares the nuclear spins in a non-
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equilibrium state, and the second rotates the magnetization to be 
measured after the spins are allowed to relax during a period T. In the 
inversion recovery method, the equilibrium magnetization, which is 
governed by Curie's lav, is first inverted by the n pulse and then 
allowed to relax. After a period T, a n/2 pulse is applied to measure 
the value of the magnetization. The equation of the magnetization 
recovery curve is 
Mz(T) = Mo [ 1- 2 exp(-T/Ti) ] (3-1) 
The magnetization recovery was monitored for each value of the time r. 
Automatic incrementing of the waiting period T was performed by the 
pulse programmer described earlier. A delay of 10 T^ was introduced 
before each repetition to guarantee that the equilibrium magnetization 
be attained. A nonlinear least-squares fit algorithmes was used to fit 
the data to the above equation. One advantage of this method is that we 
can determine the relaxation time T^ quickly by finding the waiting 
period Tq which satisfies M2(To) = 0. The relaxation time T^ is then 
given by 
Ti = To/ln2 = 1.443To (3-2) 
However this simple procedure usually does not give accurate Tj values 
and should be used only to estimate T^. 
In the saturation comb method, a number of n/Z pulses were applied 
to set the magnetization to zero. Five to ten pulses were usually 
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sufficient to saturate the proton spins. For the ^^Sc resonance, 100 to 
500 comb pulses were needed to prepare the spin system so that the 
populations of the various levels were adjusted as if the central levels 
were collapsed. This method^B yielded the exponential recovery of the 
magnetization above room temperature. After a period T, a n/2 pulse was 
applied to measure the magnetization. The equation of the magnetization 
recovery in this case is described by 
MZ(t) = MQ [ 1 - exp(-T/Ti) ] (3-3) 
Because it is not necessary to wait until the equilibrium magnetization 
is restored, this method is faster than the inversion recovery method. 
On the other hand, this method gives a less accurate T^ than the 
inversion recovery method since only half of the full recovery curve is 
used to fit the data. At low temperatures, the line width becomes 
broadened and T^ gets longer. Thus, most experiments performed at low 
temperature were carried out using the saturation comb method. 
Poor signal to noise ratio is a common problem in NMR spectroscopy. 
In our experiments a Nicolet 1170 multi-channel signal averager was used 
to handle this problem. Furthermore, a linear signal integrator 
connected between the receiver and the detector was used to improve the 
signal to noise ratio. 
The spin-spin relaxation time T2 is the characteristic time for 
interaction between the spins. The magnetization in the x'-y' plane 
following a n/2 pulse is observed to decay in time exponentially with 
the time constant T2*. T2* is defined as 
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-ly . -i— + -i- (3-4) 
''2 2^ h 
Ihe first term is due to the dipolar interactions between the spins, and 
the second results from the combined contributions due to the spin 
lattice relaxation process and magnetic field inhomogeneity. In most 
solids the first term is dominant because the magnetic fields produced 
by the neighboring spins at the site of a nucleus do not cancel as in 
liquids. In this invesigation we used the Carr-Purcell-Meiboom-Gill 
(CPMG)44 spin echo pulse sequence [(n/2)x'-(T^ny'-Techo)n]' Because the 
CPMG sequence is the improved modification of the Hahn^S sequence, the 
latter which can be expressed as l(n/2)x'-(t-r^/-TgchQ)n] will be 
described first. If diffusion is negligible, the Hahn sequence can 
eliminate the field inhomogeneity effects, yielding the exponential 
decay of the amplitude of the sucessive spin echos with the natural 
relaxation time T2. However, because any misadjustment in the pulse 
length introduces cumulative errors, this sequence usually gives T2's 
shorter than true 13. The CPMG sequence was developed by Meiboom and 
Giii44 to avoid this cumulative error. The n pulses in this sequence 
are applied along the y' axis instead of along the x' axis. The 
amplitude of the spin echos observed is represented as 
M(T) = exp [ - - ^nDyVT^ j (3-5) 
where D is the diffusion coefficient, y the gyromagnetic ratio of the 
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nucleus and G the magnitude of the field gradient, n stands for the n^h 
spin echo. From equation (3-5) it is clear that unless the diffusion 
coefficient or field gradient is small, the amplitudes of the successive 
spin echos are reduced due to the imperfect rephasing. 
It is not always easy to separate the contribution due to diffusion 
from the measured value. Because the contributions due to 
paramagnetic impurities and conduction electrons are usually negligible 
in Tj^p experiments, we also made T^p measurements in this investigation. 
For the T^p measurements we used the conventional spin-locking sequence 
( ll/2)jj'-(lock)y'. The equilibrium magnetization was first rotated by a 
n/2 pulse into the x'-y' plane, and then a long spin-locking pulse 
was applied along the y' axis. Because the spins experience only the 
field in the rotating frame on resonance, the field in the rotating 
frame plays the same role as the Hg field in the laboratory frame. 
Therefore the initial magnetization MQ relaxes exponentially to a new 
equlibrium value Mf with a characteristic time constant T^p where MQ and 
Hf are given by Mq = CHq/Tl and Mf = CHj^/Tl respectively. In order that 
any meaningful information be obtained from the Tjp measurements. The 
field should be much larger than the local field. In other words, 
» M2/3 should be fulfilled where M2 is the rigid lattice second moment. 
In our experiments an of 10 Gauss was strong enough to meet this 
requirement. 
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F. Magnet 
The static magnet field HQ was produced by a Varian Associates 
electromagnet which can supply a maximum field strength of 2.5 tesla. A 
home-made Hall effect regulator, which is capable of stabilizing the 
magnet within 1 in 10^ per hour, was used to prevent field drift. A 
resonance signal corresponding to the proton resonance was sampled by an 
externally attached sample of D2O plus MnS04.H20 to lock the field. The 
field homogeneity over the sample volume is 1 in 10^. 
G. Temperature Control 
Because the investigation required a wide range of temperature, two 
different methods of temperature control were adopted depending on the 
probes used. For both probes a thermocouple was connected to a Leeds & 
Northrup 7554 type K-4 potentiometer and its balance was monitored by a 
high voltmeter null detector to feedback the current to the heater power 
supply. The Pt/Pt-10% Rh thermocouple was used for the high temperature 
probe (Fig. 3.2) in the temperature range from 300 K to 1300 K. Though 
the temperature gradient could be reduced significantly by flowing 
nitrogen gas through the probe, this scheme was not used since it was 
necessary to obtain as high a temperature as possible. Therefore, we 
calibrated the thermocouple by inserting a second thermocouple into the 
RF coil to ensure that the temperature at the sample position was known. 
Two Au-0.07% Fe thermocouples were used for the low temperature probe in 
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the temperature range from 5 K to 300 K. Coarse temperature control was 
achieved by regulating the flow of He gas leaving the storage dewar. A 
thermocouple mounted on the Helitran cold-finger controlled a heater 
while the sample temperature was monitored by a second thermocouple in 
contact with the sample but removed during data acquisition in order to 
reduce electrical noise. 
H. Sample Preparation 
All samples including zirconium hydrides, scandium and lutetium 
solid solutions were prepared by B. J. Beaudry and A. Johnson in the 
Ames Laboratory. We will describe B. J. Beaudry's method here. The 
preparation began with the analysis of the very pure metals by spark 
source mass spectroscopy. The result showed the amount of paramagnetic 
impurities dissolved in the sample. If the level of paramagnetic 
impurities was negligible as expected (a few ppm), the metal was 
carefully doped with other impurities (Mn, Cr, Fe) to form the metallic 
alloy. The metal (pure or doped) was then electropolished and placed in 
a standard high vacuum system. The metal was heated to 670 "c for high 
composition samples (1.9< X <2.0) and to 780 °C for lower compositions 
to make hydride samples. Next the hydriding reaction was carried out by 
exposing the metal to the hydrogen gas and the system was maintained to 
reach equilibrium for up to 12 hours. After the system was cooled, the 
residual pressure was carefully measured to determine the final 
composition. The sample was then crushed in a mortar in a helium filled 
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dry box, filtered through a 200 mesh sieve and sealed in a quartz tube 
under low inert gas pressure. It vas necessary to take one more step to 
prepare the solid solution samples. For the preparation of the solid 
solution phase, sufficient hydrogen was extracted from the hydride 
sample under vacuum at high temperature to bring the composition into 
the solid solution range. 
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iv. zirconium hydrides 
A. Hydrogen Diffusion 
1. Activation energy 
The spin-lattice relaxation time of the proton has been measured 
as a function of temperature to investigate hydrogen diffusion 
properties in the dihydride phases of the Zr-H system. The temperature 
dependence of T^ showing the typical T^ minimum induced by hydrogen 
motion is shown in Fig. 4.1. Fig. 4.1 shows clearly that the 
temperature at which the T^ minimum occurs increases as the hydrogen 
concentration increases. This behavior can be understood by the fact 
that more vacancies are available for the jumps of hydrogen atoms so 
that at a fixed temperature hydrogen atoms can move faster as hydrogen 
concentration decreases. The T^ minimum becomes deeper with increasing 
hydrogen concentration. This is accounted for by the stronger dipolar 
interaction between hydrogen atoms which causes spin-lattice relaxation. 
Because the dipolar interaction of the proton with ^^Zr is negligibly 
small compared to that with other protons, the contribution of the 
former to is just 0.1% and will be neglected in this investigation. 
The observed spin-lattice relaxation rate Rj (= Tj^"^) consists mainly of 
three different contributions. The relevant total relaxation rate can 
be expressed by 
10000 
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100 -
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RECIPROCAL TEMPERATURE (1000/K) 
Fig. 4.1 Temperature dependence of the spin-lattice relaxation time 
for three different hydrogen concentrations in ZrH* (x=1.75, 
1.86, 1.98) at 40 MHz 
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r 1 
= r 
Id + r le + r IP 
(4-1) 
where R^j, R^g and R^p are the diffusion, conduction-electron and 
paramagnetic impurity contributions to the measured relaxation rate 
respectively. 
As discussed in II, even small amounts of paramagnetic impurities 
can produce significant effects on relaxation, sometimes leading to 
misinterpretation of the experimental results. We used the samples of 
the highest purity prepared in the Ames Laboratory in this 
investigation, and the experimental data indicate that the paramagnetic 
impurity contribution is negligible as expected. Spark-source mass-
spectrometric analysis for the samples under study is shown in Appendix. 
Though lattice-specific theories^®»^^'^® beyond Bloembergen-Purcell-
Pound (BPP) theoryl7 have been developed, BPP theory, which assumes a 
Lorentzian shape of the spectral density functions, has been adopted to 
analyze the data. This may be justified by the fact that BPP theory is 
simpler and gives reasonable values compared with values obtained from 
the lattice-specific theories. In addition to the assumption of BPP 
theory, the Korringa relation^G (TigT = constant) has been assumed for 
the conduction-electron contribution to the relaxation rate. The 
Korringa constants have been determined by the T^ measurements at 
sufficiently low temperatures where hydrogen motions are frozen out. 
This Korringa constant was then fixed as a parameter and assumed to hold 
at elevated temperatures. The full expression for R^j is given by^l 
(4-2) 
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where M2 Is the rigid-lattice dipolar second moment at the proton site 
due to interaction, the Larmor frequency of the proton, and 
ysM^Tg. For interactions, the correlation time TC=Tj/2 where 
is the mean dwell time of a hydrogen at an interstitial site. A least-
squares fit was performed using equation (4-2) assuming the Arrhenius 
relation v =\bexp(-Ea/kT), where VQ, Eg and k are the jump-frequency 
prefactor, activation energy for hydrogen diffusion and Boltzmann 
constant respectively. Fig. 4.2 shows a typical linear least-squares 
fit to experimental data. We measured T^'s at two different frequencies 
(12.2 and 40 MHz) for all samples, and additionally for the x=1.58, 
1.98 samples. Fig. 4.3 shows a typical plot of vs 1000/T at three 
different frequencies. The diffusion parameters obtained are summarized 
in Table 4.1 for a series of pure ZrH* samples. 
Though several series of NMR measurements on ZrH* have been made in 
the past few years, the values of the diffusion parameters remain 
controversial. Pope et al.46,47 obtained Eg =0.8 eV/atom for ZrH^ 95 by 
Tip measurements and Eg =0.55 eV/atom for ZrHiyg by Tj measurements. 
Korn and Goren^® measured T^ and Bowman and Craft^^ measured T^p for a 
series of ZrH* samples to investigate the diffusional properties. Fig. 
4.4 shows the hydrogen concentration dependence of the activation energy 
for hydrogen diffusion in ZrH* together with the previous results for 
comparison. The agreement of the results of this work and Korn's (or 
Pope's) are very good except for the samples in the stoichiometric 
limit. On the other hand, Bowman's values are substantially lower 
compared to the values from the other measurements except at high 
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Table 4.1 Diffusion parameters in ZrH* 
(Tip has been measured at • 6G) 
X Freq.(MHz) EA(EV)A VO(10l2 Hz)b TieT(106 ms-K)C 
1.58 40.0 0.57 9.0 0.58 
12.2 0.58 10.0 
TIP 0.57 8.2 -
1.75 40.0 0.56 4.6 0.29 
12.2 0.57 4.5 
1.79 40.0 0.58 6.6 0.25 
1.86 40.0 0.60 3.5 0.29 
1.91 40.0 0.63 4.0 0.37 
1.93 40.0 0.63 1.8 0.40 
1.98 40.0 1.04 540 0.41 
12.2 1.08 1200 
TIP 1.20 6800 
^Typical uncertainty is about ±10%. 
^Typical uncertainty is about ±50%. 
^Typical uncertainty is about ±3%. 
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hydrogen concentration. Because Bowman's values were determined by T^p 
measurements, it was thought that and T^p measurements may yield 
different activation energies. Therefore, T^p measurements have been 
made for ZrHi^g and ZrH^gg to clarify this point. The results from 
the two experimental methods were essentially the same within 
experimental error (see Table 4.1). It is hard to say confidently what 
causes the difference between Bowman's results and the others, but one 
thing to mention is that Bowman's Tjp data do not seem sufficiently good 
to yield accurate values by a fitting process. Though generally a 
successful T^p measurement can yield more reliable parameters than those 
derived from a T^ measurement, the former is more strongly subject to 
experimental errors. 
One striking feature is that and VQ for the ZrHigg sample 
increase dramatically compared to those values for lower composition 
samples, and the former is almost twice as great as that for ZrH^ gg. 
Though Bowman's measurement of ZrH^gg is not complete, his value 
Eg=1.13 eV/atom deduced from the slope of the low temperature side of 
the Tip minimum may be taken as a reasonable value since the conduction-
electron contribution is negligible in the T^p measurement and the data 
appear satisfactory. 
We can deduce from Fig. 4.4 that the rapid increase of Eg begins at 
x~1.93. Pope's Ea=0.8 eV/atom for ZrHjgg seems to support this trend, 
while Korn's activation energy for ZrHj^^gg seems too small. This 
disagreement may be ascribed to dissolved paramagnetic ions which can 
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have a profound effect on the relaxation rate especially for high 
hydrogen concentrations, or incorrect composition. It is probable that 
the former reason caused the discrepancy because Korn's samples seemed 
to be contaminated by paramagnetic Impurities. This argument is 
supported by Korn's measurements at low temperatures which will be 
discussed in the following section. This interpretation is further 
supported by the fact that an attempt to fit our T^ measurement on 
ZrHi.97 doped with a low level of Cr impurity resulted in an activation 
energy of 0.62 eV/atom. One may argue that if Korn's samples were 
contaminated, then activation energies different from the values of this 
work should have been obtained for all samples. However, the impurity-
induced relaxation rate depends strongly on the hydrogen concentration, 
as will be discussed in more detail later. At lower hydrogen 
concentrations, this effect is not so critical to activation energy 
determinations as at high hydrogen concentrations. 
Stalinski et al.50 determined that the diffusion rate is directly 
proportional to the number of vacancies in the hydrogen lattice in TiH* 
indicating that hydrogen moves via a vacancy mechanism. From this it 
may be proposed that the energy required for vacancy formation increases 
quite rapidly at the stoichiometric limit. Bowman and Craft^^ proposed 
that this rapid increase of activation energy can be attributed to two 
different processes, i.e., vacancy formation and jumps over the barrier. 
More puzzling is the anomalously large prefactor obtained for the 
ZrHi.98 sample. Because Bowman could not obtain the VQ value for his 
ZrHi gg sample, a comparison is not possible. Since a typical optical 
phonon frequency of hydrogen is on the order of ~10^^ Hz, the Vg value 
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obtained in this work is evidently not physical. We may resolve this 
puzzle by introducing appropriate parameters for vacancy formation. 
Accordingly, for hydrogen diffusion, v is composed of two factors. The 
first is the fractional number of vacancies present in the lattice ny, 
and the second is the hqpping rate for a proton Then, the 
expression for v can be rewritten as v =[noexp(-U/kgT)][\%oexp(-Ea/kBT)] 
where U is the formation energy of a vacancy, and is the activation 
energy for hydrogen hopping. Although the foregoing interpretation can 
explain the observed concentration dependence of the activation energy 
qualitatively, more detailed understanding and calculation of the 
microscopic vacancy formation process are required for quantitative 
analysis. 
2. Minimum values of Ti 
The maximum relaxation rate Rid,max hydrogen motion can be 
derived from equation (4-2). 
2m_ 
Rid,max = 1«425 3^^^ (4-3) 
where 1.425 is the maximum value of the spectral density function in the 
square brackets in equation (4-2) which occurs when y=0.615. The rigid-
lattice second moment M2 given by Van Vleck formula^ l for a powder 
sample can be written as 
M2 = /ti2l(I+l) I r^-G (4-4) 
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where y and I are the gyromagnetic ratio and spin of the proton 
respectively, and rj^ is the distance from the proton to a proton at 
the origin, and the summation is over all occupied interstitial sites. 
Bowman et al.5% measured the second moments using magic-echo 
measurements of the proton line shapes, and also calculated the lattice 
sum in equation (4-4) using the experimental lattice constants for the 
ZrHjj samples. We may deduce maximum rates Rid,max using both of 
Bowman's second moment values and equation (4-3), and compare with the 
results of this work. The results are listed in Table 4.2. 
Table 4.2 Minimum relaxation times due to hydrogen motion in ZrH* 
X Freq(MHz) 
^ld,min 
This work® 
Tld,min , . 
Experimental 1^2 
Tld.min 
Calculated M2^ 
1.58 40.0 32.4 29.6 28.2 
12.2 9.5 9.0 8.6 
1.79 40.0 27.0 24.8 25.0 
1.91 40.0 24.5 24.2 23.7 
1.98 40.0 24.5 22.0 22.0 
12.2 7.5 6.7 6.7 
^ Uncertainties are about ± 5%. 
from Bowman's work. 
The Tid^min values obtained from this work are systematically 
slightly greater than the values deduced from both the second moment 
measurement and numerical calculation. However, because the 
experimental values are generally within uncertainty of about ~5 %, this 
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Fig. 4.5 A plot of experimental values as a function of 
hydrogen concentration in ÈrHy. The solid line is a 
linear-least-squares fit to the experimental data, excluding 
the origin 
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agreement should be regarded as satisfactory. This good agreement also 
indicates that our samples are not contaminated by paramagnetic 
impurities. 
It is often assumed that hydrogens are distributed randomly in 
tetrahedral interstitial sites. Based on this assumption, the 
expression for Rid,max is given by 
Rid,max = /tlSld^l) i rk-« <-|-) (4-5) 
where x is the atomic ratio of hydrogen to Zr atom, and the summation 
extends over all tetrahedral interstitial sites (either occupied or 
unoccupied). A plot of experimental Rid,max values as a function of 
hydrogen concentration is shown in Fig. 4.5. This plot shows that the 
extrapolation of experimental results down to small x appears to pass 
through the origin supporting the assumption of the random distribution 
of hydrogens. 
Because most samples measured in this investigation have 
tetragonally distorted structures, and the degree of the distortion 
varies as hydrogen concentration changes, it is not practical to 
calculate the lattice sum as a function of hydrogen concentration. 
Although Korn and Goren^® have attempted to calculate this value taking 
into account the lattice thermal expansion as a function of both 
temperature and concentration and has shown that the theory of Barton 
and Sholll9*20 fits his experimental results better than BPpl?, it is 
doubtful that this calculation is able to discriminate between one model 
and another. 
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B. Electronic Structure 
In this investigation, the proton spin-lattice relaxation time 
has been measured as a function of temperature to probe the electronic 
structures of the dihydride phases in ZrH*. As described in section 
II.I, (TiT)-l/2 is related to the density of states at the Fermi level 
by equation (2-49). The main interaction responsible for spin-lattice 
relaxation in the transition metals like Zr, including metal hydrides, 
is the core polarization of spin-paired s-orbitals by d-electrons since 
N(j(Ep) is usually much larger than Ng(Ep). Because it is very difficult 
to estimate the strength of the d-electron orbital interaction, we will 
assume that this interaction is also negligible compared to the core 
polarizaton. Because the core-polarization interaction usually has 
negative sign for transition metals whereas the contact interaction 
always has positive sign, we can deduce the relative dominance of the s-
and d-components of the density of states from measurements of the 
Knight shift^S. Korn^^ and Bowman^^ measured the Knight shift of the 
proton in ZrH* independently and showed that it has indeed negative sign 
as expected. An augmented-plane-wave (APW) band structure calculation^^ 
for ZrH2 as well as the proton Knight shift also indicates N(j(Ep) » 
ns(ef). 
Equation (2-49) is an approximate expression valid when the density 
of states at the Fermi level does not have sharp structure. A more 
generalized expression^^ can be derived: 
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where (TiT)o~^ is a reduced form of the equation (2-49) which for 
transition metals can be expressed as 
(TiT)o-l = 4nh-YkB [ Hhf(d)Nd(EF) ]2q (4-7) 
In the above expression, q is a numerical reduction factor arising from 
the degeneracy of the d-bands. The inclusion of the reduction factor 
can be interpreted that relaxation by core polarization is less 
effective than that by contact interaction. 
The temperature dependence of (TiT)-l/2, which reflects the relative 
position of Ep with respect to a peak in the band structure through 
equation (4-6), is shown in Fig. 4.6. All samples under study have the 
s-phase (fct) structure except for ZrH^sg which has the S-phase (fee) 
structure. Three different situations can be summarized as follows. 
Firstly, (TiT)-l/2 values are almost constant over the experimetal 
temperature range for all samples except for ZrH* with x=1.58, 1.75, 
1.79, 1.86. It can be deduced from this observation that the second 
derivative of the density of states at the Fermi level is negligibly 
small for these samples. Secondly, (TiT)-l/2 values for the samples 
x=1.75, 1.79, 1.86 increase slightly as temperature decreases, 
indicating that the second derivatives for these samples have negative 
values. Finally, (TiT)-l/2 for ZrHi^gg decreases initially and becomes 
constant with decreasing temperature. 
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Kornll and Bowman et al.12'55 have previously measured the proton 
and Knight shift for ZrH*. It is important to compare our results with 
their data to clarify any inconsistencies and incorrect interpretation 
arising from possible incorrect measurements. Comparison of the data 
shows that Korn's results are inconsistent with ours throughout the 
entire common range of compositions, whereas Bowman's are in good 
agreement except for minor differences. One of the minor differences 
which deserves mentioning is the slope of for the 5-phase 
sample. Bowman found that the slope for ZrHj^^gg has a positive value in 
contrast with our measurements for ZrH^ gg. We extended the 
measurements down to 47 K to clarify this point and found that the slope 
is almost zero below 200 K. Extended measurements for several samples 
are shown in Fig. 4.7. The slight increase of (TiT)-l/2 above 200 K 
might be attributed to the effects arising from hydrogen diffusion. 
Korn's values are shorter than those of both Bowman's and ours, and 
the plot of T^T as a function of temperature displays a large increase 
in T^T with decreasing temperature for all ZrH* samples except for 
ZrHi.815. Fig. 4.8 shows Korn's plot of T^T vs temperature. This seems 
to indicate that Korn's samples are contaminated by paramagnetic 
impurities. Korn made an attempt to analyze his data assuming that this 
increase is due to the combined contributions of the second term in 
equation (4-6) and paramagnetic impuritiy effects. Though Korn tried to 
eliminate the paramagnetic impurity effects by introducing some 
parameters in his least-squares fit, he does not appear to have 
accomplished this purpose successfully. Based on this partial success, 
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he concluded that the second derivative in equation (4-6) has positive 
values for all ZrH^ samples. As pointed out by Bowman, the positive 
temperature dependences do not allow local maxima of the density of 
states as a function of energy, which Korn did not seem to recognize. 
The concentration dependence of fixed temperatures in 
ZrHx is summarized in Fig. 4.9. The results of the present work also 
show a large peak near x=1.8 in good agreement with the previous 
authors' measurements. The negative temperature dependences of 
(TiT)-l/2 for ZrHx near x=1.8 together with a large peak near x=1.8 
strongly suggest that the d-band density of states at the Fermi level 
has a local maximum when x reaches about 1.8. Furthermore, it can be 
said that the negligible temperature-dependence of (TiT)-l/2 for ZrH* 
except for x=1.79 indicate that the shape of the density of states is 
relatively smooth except at the peak. This observation may be 
associated with a change in Nj(Ep) as the hydrogen concentration x/2 
varies. 
This picture based on the proton T^ measurements can be compared 
with band structure calculations and other experimental results. The 
band structure calculations^have shown that interactions between 
hydrogens and metal atoms in metal hydrides result in new hydrogen-metal 
bonding states several eV below Ep. Gupta^? investigated the cubic 
dihydride ZrH2 by means of an APW band structure caluclation, which 
revealed that the Fermi level Ep falls in the center of narrow peak of 
the d-band density of states. Fig. 4.10(a) shows the corresponding ri­
band density of states. Similar results have been obtained for other 
group IV metal hydrides, for example TiH^. It is evident that the 
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description of band structure inferred from measurements is 
inconsistent with the theoretical calulation. Fig. 4.10(a) indicates 
that the peak of the d-band density of states at the Fermi level for 
ZrH* is never reached at nonstoichiometric compositions, contrary to our 
results. It is perhaps not surprising that this discrepancy arises, 
considering that this calculation has been carried out for a 
hypothetical cubic structure. 
It has been believed that the tetragonal distortion of the cubic 
structure in hydrides of the group IVb metals (Ti, Zr, Hf) is closely 
related to the Jahn-Teller^ effect, which was originally applied to 
molecular systems and predicted that all non-linear configurations are 
unstable for an orbitally degenerate electronic state. Although the 
rigid-band model is not strictly applicable, based on the solid-state 
analogue of this effect, we can make the following qualitative 
interpretations7'10~12*53'55-59, As hydrogen concentration increases, 
Ep shifts to higher energy and thus in the direction of the peak of the 
d-band density of states as shown in Fig. 4.10(a). The cubic phase 
remains stable for x <-1.7, since the Fermi level lies below the d-band 
and thus the energy can not be lowered by the splitting. When the 
hydrogen concentration reaches x= 1.7, the fcc-fct distortion takes 
place breaking the configurational symmetry completely. Accompanying 
this structural change, the orbitally degenerate d-electronic states are 
lifted due to the Jahn-Teller effect resulting in the splitting of the 
d-band into parts above and below Ep. Because electrons can fill the 
new states in the lower band whose energy is lower than the original 
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Fermi level, the total electronic energy is lowered. When the hydrogen 
concentration reaches x=~ 1.8, the corresponding Fermi level finds 
itself at point A in Fig. 4.10(b). For x >-1.9 Ep remains near point B 
in Fig. 4.10(b). The resulting presumed density of states is presented 
in Fig. 4.10(b). This picture is consistent with specific heat^® and 
photoelectronlO measurements. It is also supported by magnetic 
susceptibility measurements^^ on TlyVi_yHjj. Because vanadium belongs to 
the group Vb metals, it has one more valence electron than Ti, and 
therefore we can control the number of electrons in the d-band by 
replacing Ti by a varying amount of V. 
However, Korn^ pointed out that (Tj^T)"^^^ increases continuously as 
X increases across the fcc-fct distortion without the expected abrupt 
discontinuity at the composition of distortion in the curve, and 
suggested that the degenerate d-band is always split even in the cubic 
phase due to the presence of vacancies which break the configurational 
symmetry. Although Korn's overall arguments concerning the role, of 
vacancies are plausible, it would seem that caution is needed before 
making any conclusions about this because Korn's samples were 
contaminated by paramagnetic impurities. 
Unfortunately, we cannot draw any conclusions about the 
discontinuity in the curve from either Bowman's or this work because of 
lack of data points about the composition of distortion. 
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C. Paramagnetic Impurity-Induced Relaxation 
In Chapter II, we discussed the relaxation mechanism via dipolar 
coupling between nuclear spins and paramagnetic impurities in two 
limiting cases, i.e., in the spin diffusion and atomic diffusion 
regimes. Because experimental results often fall in the intermediate 
regime in which the spin diffusion coefficient Dg is comparable to the 
atomic diffusion coefficient D^, we will discuss a more general model 
here. Richards^? has developed a general formula which is valid for the 
entire range of temperature. The equations (2-56) and (2-59) are the 
limiting cases of this general expression which can be written as 
. . 0,) ^  
' r(4-) 
where 
g2 k 
q= -H— (1 + Dg/Da)-;^ 
(3'^  *2 
with 
l3/4(*a) 
kl = I-l/4(S')- i_3/4(Sa) > 
l3/4(sa) 
k2 = 13/4(4')- i_3/4(6a)i-3/4(*') 
in which 8= g2/2b2, p'2/2b2, 5^= p'2/2ai2, g=[c/(Da + Dg)]!/* and 
fy=(C/Da)l/4, In the limit Da<< Dg, or >>Dg equation (4-8) reduces 
to (2-56) or (2-59) respectively. 
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1. Zri.yMnyHy systems (500 ppm Hn) 
The spin-lattice relaxation time of the proton has been measured as 
a function of temperature for two series of zirconium dihydride samples. 
The first of these was prepared from nominal high-purity zirconium and 
consists of four samples x=1.58, 1.75, 1.86, 1.98. The second was 
prepared from the purest zirconium available, alloyed with 500 ppm 
manganese and consists of four samples x=1.57, 1.75, 1.85, 1.97. In the 
following, the results of T^ measurements on these two sets of samples 
are displayed and their physical significance discussed. 
As discussed before, there are several contributions to the total 
spin-lattice relaxation rate. Because these contributions are mixed 
together, it is not always easy to separate one from the other. In 
order to separate the paramagnetic impurity contribution to the measured 
relaxation rate, we subtracted the rate for the pure sample from that of 
Mn-doped samples. In this process, it was assumed that the parameters 
characterizing the diffusion of the hydrogen atoms and the electronic 
structure of the samples are not affected by the presence of Mn. In 
addition, the small differences of hydrogen concentration were assumed 
to be negligible. According to this scheme, the impurity-induced 
relaxation rate can be written as 
^Ip = ^1,doped ~ ^l,pure (4-9) 
where R^p is the paramagnetic relaxation rate, Ri,doped the measured 
relaxation rate for a sample containing a given amount of Mn, and 
rl,pure measured relaxation rate for a pure sample. 
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Fig. 4.11. shows a composite plot of logRjp vs 1000/T for the ZrH* 
samples at 40MHz at temperatures above 300 K. Because the paramagnetic 
impurity-induced rates are small compared to the rates due to the other 
contributions, (especially the diffusion contribution above room 
temperature), small experimental errors are amplified and reflected in 
the impurity-induced rates. Thus, Fig. 4.11 shows relatively large 
scatter except for the ZrHj^^gy sample. Fig. 4.12 shows a composite plot 
of logR^p vs T for the same samples at 40 MHz at temperatures below 300 
K. One point to mention here is that the properties of some samples 
have changed after high temperature measurements (up to 1200 K). Thus, 
we could not extend the measurements for the x=1.57, 1.86 samples down 
to 10 K. This change of properties will be discussed later in this 
chapter. 
a. ZrHi.Q7 (500 ppm Mn) 
1) Experimental results A composite plot of logTi vs 
1000/T for the ZrH^gg and ZrHi,gy(Mn) is shown in Fig. 4.13. Also, 
Fig. 4.14 shows a plot of vs T for the same samples below 300 K. The 
temperature dependence of T^ for the ZrHj^gg sample clearly follows the 
Korringa relation^® (T^T: constant) below room temperature. Because 
samples having even small amounts of Mn impurities are observed not to 
follow the Korringa relation, it can be deduced that this nominally pure 
sample is indeed pure. On the other hand, the relaxation rate for the 
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ZrHi^97 doped with Mn impurity does not follow the Korringa relation. 
Because the paramagnetic impurity-induced rate for this sample is 
the largest, and shows the least scatter, we take the experimental 
results for this sample as an example for quantitative analysis. The 
Rip data at 40 MHz plotted against the temperature are shown in Fig. 
4.15. As a theoretical model for the analysis, Richards'^? general 
expression (equation 4-8) has been used here. In order to make a 
quantitative analysis, the characterizing parameters should be 
determined experimentally. First of all, the values of as a function 
of temperature are required. In principle, we can determine these 
values by Electron Spin Resonance (ESR) measurements of the Mn+2 ion. 
Because the Gd+3 ion gives a strong ESR signal, this method has been 
successfully used to determine Tj of Gd+3 ion. However, the weak signal 
of Mn+2 and noise from the quartz tube, which is to believed to 
originate from some iron ions in it, made it difficult to use the same 
method. Other difficulties stem from the fact that Mn itself does not 
form a hydride, and the hydrogen atoms in the vicinity of Mn+2 Ion may 
exist as a solid solution phase. Thus, the parameters characterizing 
the motion of the hydrogen atoms in the vicinity of Mn+2 ion can be 
different from those in the bulk. In fact, this behavior was observed^® 
in TiyMnj.yHx systems. Because the properties of ZrH* are similar to 
those of TiHjj, similar behavior is also expected for ZryMn^.yHx systems. 
Though the diffusional parameters in the bulk can be determined by the 
diffusion-induced relaxation rate, those in the vicinity of the Mn ion 
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are obtained through the impurity-induced relaxation rate. Therefore, 
the experimental data have been fitted using adjustable parameters. 
The adjustable parameters are the pre-exponential dwell time TQ, and 
activation energy for motion near an impurity, and the Korringa 
constantly of the impurity ion t^T® Kj. Other parameters have been 
determined and fixed as follows. The rigid lattice spin-spin relaxation 
time T2 was determined from Bowman's measurements-^ of the second 
moment. If a gaussian line shape is assumed, the relation between T2RL 
and the second moment M2 can be expressed as T2= and T2 was 
found to be 9.1 ysec. The spin diffusion coefficient Dg was first 
estimated by Bloembergen^^ to be Dg= a2/(50T2) for a simple cubic 
lattice where a is the nearest-neighbor distance between the protons. 
Lowe and Gade^l have derived more rigorous expression Dg= 0.ISy^h/a for 
a simple cubic lattice, which gives values about three times larger than 
Bloembërgen's values. Though the above expressions are only valid for a 
simple cubic lattice, it was assumed to be valid for a hydrogen sub-
lattice in fct ZrHjj, which forms a slightly distorted simple cubic 
lattice. The latter expression was used here and Dg was estimated to be 
4.5xlO"12 cm^/sec (a factor x/2 was taken into account to allow for 
incomplete occupancy of hydrogen sites). The lattice constants are 
a=5.0 Â, c=4.45 X, and the impurity concentration was taken to have its 
nominal value of 500 ppm. With these parameters fixed, the Richards 
model yields Rjp values about 10 times larger than the measured R^p. 
Therefore, the impurity concentration was also allowed to vary as one of 
the adjustable parameters. This point will be discussed in detail later 
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In this section. The fitting procedure yielded TjTs (4.8 ± 1.6)xlO"^ 
sec K, Eg= (0.78 ± 0.08) eV/atom, TQ= (1.6 ± 0.8)xl0"^^ sec and impurity 
concentration Cimp= (50 ± 5) ppm. 
2) Discussion , The large difference between the nominal and 
fitting-produced impurity concentrations may be attributed either to an 
error in the nominal concentration or to some other properties of Mn in 
zirconium hydrides. Because all the Mn-doped samples investigated in 
this work show the same behavior, the latter seems more likely to be to 
blame. One possibility is that Mn+2 ions do not form such a strong 
localized moment in Zr as in insulating materials. Cape and Hake^^ 
found a localized moment on Mn+2 of 3.5 wg in Zr from magnetic 
susceptibility measurements, which is about 60 percent of the local 
moment of a free Mn+2 ion (5.9 wg). This reduction factor of 0.6 can 
not explain the discrepancy satisfactorily. Another possibility is that 
manganese may form an intermetallic compound ZrMn2Hx with zirconium 
during the sample preparation process so that only a small percentage of 
the manganese atoms exist as active paramagnetic relaxation centers. 
In the spin diffusion regime (Dg« Dg), the parameter 5 varies from 
0.2 at 10 K to 0.18 at 560 K. From this it can be deduced that the 
system is in the fast spin-diffusion limit, in which the probability per 
unit time of the proton being relaxed by the impurity ion is much 
smaller than that of a spin diffusing to the ion. Thus, the bottleneck 
in the relaxation is the relaxation rate of the impurity ion itself. 
100.0 
10.0 
o 
(u 
(fl 
a. 
k 
1.0 
• a 
03 
o\ 
aaa^aaaama^ 
0.1 1 I  I  
0 100 200 300 400 500 600 
TEMPERATURE (K) 
700 800 900 
Fig. 4.15 Temperature dependence of the impurity-induced 
spin-lattice relaxation rate at 40 MHz for ZrHi 07 
doped with 500 ppm Mn 
87 
The correlation time T in this system is determined entirely by the 
fluctuation rate of the impurity ion. The values of fi and b vary from 
9.7 to 4.2 Â and from 15 to 6.2 Â, respectively, satisfying the 
conditions R >b,(3 specified in deriving equation (4.8) over the 
experimental temperature range since R is 24 Â for this system. 
As the temperature Is Increased, atomic diffusion becomes dominant 
over spin diffusion. The transition from the fast spin diffusion regime 
to the slow atomic diffusion regime occurs at about 540 K in this 
system. The barrier radius b becomes irrelevant and should be replaced 
by the closest distance of approach (ai= 2.1 Â) to an ion above this 
temperature. Accordingly, the relaxation rate R^p should begin to 
reflect thermally-activated difusslon in its temperature dependence, as 
is clearly seen in Fig. 4.15. Above 600 K, becomes much larger than 
Dg and equation (4-8) can be approximated by equation (2-59). If the 
temperature dependence of Bessel functions through the parameter is 
ignored, Rjp can be approximated to be proportional to If it 
is additionally assumed that the temperature dependence of is 
dominant over that of C, the thermally-activated diffusion process 
should have an apparent activation energy Eg'= 3Ea/4. Because is 
1.04 eV/atom for this system, E^' is expected to be 0.78 eV/atom, which 
is remarkably consistent with the value 0.78 eV/atom observed 
experimentally. 
Thus, we conclude from this result that the diffusional properties 
of hydrogen atoms in the vicinity of the Mn ions are the same as in the 
bulk of the hydride. This result appears to be inconsistent with the 
observation^^ in Tij.yMnyHjj. Belhoul et al.^O deduced an activation 
88 
energy from the slope of the plot of R^p vs 1000/T and found a much 
lover activation energy than the expected value SE^/A. Belhoul 
concluded from this result that hydrogen diffusion in the vicinity of 
impurity ions is much faster than in the bulk. However, the assumptions 
above are not strictly valid. First, the temperature dependence of C is 
not always negligible. Second, the ratio of Bessel functions decreases 
with increasing temperature. Because of these additional factors, we 
cannot deduce a correct activation energy from the slope. Indeed, the 
activation energy deduced from the slope of the plot of log R^p vs 
1000/T for this system yields only 0.28 eV/atom, which is much smaller 
than the value 0.78 eV/atom from the fitting process. Thus, we conclude 
that the presence of the Mn ion does not alter the diffusional 
properties of hydrogen atoms in its vicinity in this system. 
Accordingly, we will not attempt to draw any conclusions about the anti-
trapping effects of Mn on hydrogen atoms based on knowledge of the 
activation energy. This effect will be discussed in the next section on 
the basis of the hydrogen-concentration dependence of R^p. 
b. ZrHy x=1.85, 1.75, 1.57 (500 ppm Mn) 
Because the data for these samples above room temperature are 
subject to relatively large uncertainties (~ 10%), we will not attempt 
to make a quantitative analysis here. Furthermore, the sample 
will be excluded in this analysis since its structure (fee) differs from 
that of the other samples (fet). In Fig. 4.11, the temperature of the 
maximum and the value of Rip^^^ increase with increasing hydrogen 
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concentration for the fixed 500 ppra Mn concentration. occurs 
when the condition g'=ai is fulfilled. This condition is equivalent to 
C= a^^/ôTi). At the temperature of the maximum, the correlation time Tj* 
in C is entirely determined by Tq since Tp is much smaller than Xj at 
this high temperature. Thus, C becomes proportional to Tq ((%"% »1 or 
(«^Td« 1). In this case, the condition C= can be rewritten as 
Tp^sconstant, neglecting small differences in the proportionality 
constant, which can be safely neglected compared to the strong 
temperature dependence of Tq. Therefore, the temperature of the maximum 
is expected to increase with increasing hydrogen concentration as 
observed experimentally, since the hydrogen hopping frequency decreases 
with increasing hydrogen concentration at a fixed temperature. On the 
other hand, the sharp increase of with increasing hydrogen 
concentration is a striking result. The hydrogen concentration 
dependence of Rip*"®* is shown in Fig. 4.16(a). Because hydrogen 
diffusion is fast enough at the temperature of the maximum, the increase 
in the number of hydrogen atoms present in the vicinity of Mn+2 ions in 
the higher hydrogen-concentration samples seems not advantageous in the 
increase of Rip^^*« We may explain the experimental result if we assume 
that the hydrogen atoms avoid the vicinity of Mn+2 ions (anti-trapping 
effect). We may expect this effect to occur from the fact that 
manganese does not form a hydride. The theory of impurity-induced 
relaxation relies on a random distribution of protons in the sample. If 
this is not the case, the distribution of hydrogen atoms around the ion 
should be taken into account. With increasing hydrogen concentration. 
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it becomes more difficult for hydrogen atoms to avoid sites in the near 
neighborhood of impurity ions so that R^p is expected to increase 
rapidly. 
In the spin diffusion regime, an increase of R^p with increasing 
hydrogen concentration is also observed as shown in Fig. 4.16(b). 
Because R^p stays nearly constant below room temperature, Tj is likely 
to satisfy simultaneously both »1 and a^Ti« 1. Dg varies only 
slightly as a function of the hydrogen concentration. Thus, we can 
conclude that the hydrogen concentration dependence of R^p in the spin 
diffusion regime arises either from a change in or from the anti-
trapping effect. (TjI)"! is known to be proportional to the density of 
states at the Fermi level. As discussed in section IV.B, the d-band 
density of states has a local maximum for x=1.8. Therefore, a change in 
Ti is not likely to cause the experimental result. Thus, we conclude 
that the observed behavior must be attributed to the anti-trapping 
effect. 
2. Zri.yHyCry systems (500 ppm Cr) 
The spin-lattice relaxation time of the proton was also measured as 
a function of temperature for another two series of zirconium dihydride 
samples. The first of these was prepared from nominal high-purity 
zirconium and consists of three samples with x=1.58, 1.86, 1.98. The 
second was prepared from the purest zirconium available, alloyed with 
500 ppm chromium and consists of three samples with x=1.57, 1.85, 1.97. 
Because the impurity-induced relaxation rate for the ZrH^^y (500 ppm 
Cr) sample is found to be negligible, only the experimental results for 
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the other two samples are presented and discussed here. Fig. 4.17 shows 
a composite plot of logR^p against temperature for ZrH* (500 ppm Cr) at 
40 MHz. 
As we did for the ZrH^ (500 ppm Mn) sample, a fitting procedure 
has been carried out for ZrHj^gy (500 ppm Cr). The characterizing 
parameters have been determined in the same way as described for the 
ZrHigy (500 ppm Mn) sample. The fitting procedure yields TjT® (1.5 ± 
0.5)xl0"® sec K, 5^= (0.79 ± 0.08) eV/atom, TQ= (1. ± 0.5)xl0~l^ sec and 
impurity concentration Cimp= (50 ± 5) ppm. 
The large difference between the nominal and fitting-produced 
impurity concentrations is believed to arise from the same origin as in 
the manganese-doped samples. Cape and Hake^^ found a localized moment 
on Cr+2 of 0.2 Wg in zirconium from magnetic susceptibility 
measurements, which is much smaller than the local moment of a free Cr+2 
ion (4.8 Wg). However, because is not directly proportional to the 
local moment of the Cr ion, we could not get a reasonable fitting over 
entire experimental temperature range, taking account only of this 
reduction factor. Chromium may also form an intermetallic compound 
ZrCr2Hjj with zirconium during the sample preparation process, so that 
the number of chromium atoms existing as active Cr+2 ions is 
substantially reduced. Therefore, the impurity concentration was also 
allowed to vary as one of the adjustable parameters in the fitting 
process. 
As shown in Fig. 4.17, Rip^^x rapidly increases with increasing 
hydrogen concentration as observed in Zr^Mn^.^Hy system. This sharp 
increase of Rip™^* may result from the anti-trapping effect of Cr ion on 
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hydrogen. However, in contrast to the Ztj^Mn^.j^Hy system, R^p for this 
system decreases with increasing hydrogen concentration at temperatures 
below ~ 435 K. We may explain this result by assuming that the number 
of chromium atoms existing as active Cr ions is larger in x=1.85 than in 
x=1.97. Even in this case, Rip™®* for x=1.97 can be larger due to the 
anti-trapping effect. 
In the spin-diffusion regime (Dg« Dg), the parameter 5 is much 
smaller than 1, which means that this system is in the fast spin-
diffusion limit, and the bottleneck is the relaxation rate of the 
impurity ion. The values of and b satisfy the conditions R»P,b 
specified in deriving equation (4.8) over the experimental temperature 
range since R is 24 Â for this system. 
As described before, the impurity-induced rate Rjp reflects the 
thermally-activated diffusion process in its temperature dependence in 
the slow atomic diffusion regime. The fitting process yields £^'=0.79 
eV/atom, which is close to the value 0.78 eV/atom expected under the 
same assumptions described in section (IV.C.a). Therefore, we conclude 
that the presence of Cr ions does not alter the diffusional properties 
of hydrogen atoms in their vicinity, as also observed for Mn ions. 
3. Zri.yFeyHy systems (500 ppm Fe) 
We also measured the proton spin-lattice relaxation time T^ in 
ZrHi.52, ZrHi_64 and ZrH^gg samples doped with 500 ppm Fe ions to 
investigate the effects of Fe ion on the spin-lattice relaxation. In 
contrast to Mn and Cr ions, the effect of Fe is observed to be 
95 
negligibly small. This result is consistent with the magnetic 
susceptibility measurements of Cape and Hake^^, which showed that iron 
does not form a localized moment in zirconium. 
4. Heating effects on impurity-induced relaxation 
The proton spin-lattice relaxation time T^ of Some ZrH* samples 
doped with paramagnetic ions (Mn, Cr) has been found to be 
unreproducible after high temperature measurement (up to 1200 K). A 
representative result is shown in Fig. 4.18. Therefore, we could not 
extend our mesasurements down to 10 K for these samples. As shown in 
Fig. 4.18, the relaxation rate is substantially reduced after high 
temperature measurements and follows the Korringa relation (TigT= 
constant). This result suggests that the paramagnetic impurities become 
inactivated due to heating. Based on this observation, we may imagine 
several possible sources. First of all, paramagnetic impurities may 
react with host metal atoms easily at high temperature to form non­
magnetic intermetallic compounds. In order for this process to occur, 
paramagnetic ions should be able to diffuse fast enough. We can 
estimate the diffusion coefficients of Mn and Cr ions based on the 
diffusion coefficient measurement of by Gunther and Kanert^^. 
According to this measurement, D = 0.14 exp(-3.09 eV/kT) for and at 
1200 K, D is estimated to be 5.3x10"^^ cm^/sec for both Mn and Cr. This 
value of D corresponds to Tr^=12 sec~^. With this small D, long-range 
diffusion is not likely to occur within any reasonable length of time. 
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However, short-range order may be possible within 1~2 hours, and this 
short-range order may lead to extinction of paramagnetic ion activity. 
Other possibility is that paramagnetic ions may capture electrons from 
the hydrogens at high temperature, and do not exist as ions any more. 
Whatever is the cause, it may sometimes be useful because if a sample is 
contaminated by paramagnetic ions, we may be able to minimize the 
effects of the impurities by heating. 
v. scandium-hydrogen systems 
Spin-lattice relaxation rates Rj of the proton and have been 
measured as a function of temperature to investigate the diffusional 
properties of hydrogen atoms in the solid-solution (a) phase of the Sc-H 
system. A main objective of these measurements has been to determine 
whether the jump attempt frequency of hydrogens in the dilute hep 
hydrogen-scandium metal system shows a prefactor anomaly®^ when compared 
with the value deduced on the basis of the optic-mode vibration 
frequency from inelastic neutron scattering experiments. Neutron 
diffraction measurements®^ on (x-ScDo.33 have shown that deuterium atoms 
occupy only the tetrahedral (T) interstitial sites of the hep Sc 
lattice. Figs. 5.1(a) and 5.1(b) show the tetrahedral (T) sites of the 
hep Sc lattice. The T sites form a close pair (T^ and T2) along the c-
axis. As temperature is decreased below ~170 K, neutron diffraction 
measurement®^ has shown that hydrogen tends to order in pairs of T sites 
separated by a centered-scandium metal atom (T^ and T3) in the similar 
lutetium-hydrogen solid solution phase. The close pairs of T sites are 
believed not to be occupied simultaneously since the hydrogen-hydrogen 
distance (1.35 Â) is too close for simultaneous occupancy®?. This 
conclusion is consistent with recent NMR measurements®® on œ-YHQ.is» 
The samples were prepared from high-purity Ames Laboratory scandium 
metal having a total rare-earth impurity content of less than 5 parts 
per million (ppm) and an iron content of less than 13 ppm as 
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Fig. 5.1(a) Hexagonal close-packed metal lattice (filled circles) 
showing the location of the tetrahedral interstitial 
sites (filled triangles). Sites Tj and T2 form a close 
pair separated by -0.25c 
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Fig. 5.1(b) Cross section in the cb plane in hep lattice showing the 
location of both tetrahedral (filled triangles) and 
octahedral (open circles) sites 
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determined by mass spectroscopy. Fig. 5.2 shows the temperature 
dependence of ^^Sc at 24 MHz for the three concentrations of the ScH* 
(x=0.057, 0.11, 0.27). The dashed lines are least-squares fits to the 
experimental data. Because «-phase solid solution ScH* has a hep 
structure, scandium nuclei feel a moderately strong quadrupole 
interaction (quadrupole coupling constant QCC = 2.02 MHz)69 leading to a 
splitting of the central-line, which often makes spin-lattice relaxation 
measurement difficult. Therefore, we employed a saturation-recovery 
pulse sequence with a saturating comb of typically 100 ii/2 pulses 
lasting about 2 ms altogether to insure complete saturation and 
exponential recovery. The temperature dependence of the proton at 40 
MHz for the same set af samples is shown in Fig. 5.3. The proton R^ 
were measured using the inversion-recovery pulse sequence. 
At about 500 K, R^ of both the diffusing hydrogens and stationary 
scandium nuclei is dominated by relaxation processes due to the 
diffusing hydrogens, through dipolar interaction for the former and 
quadrupolar interaction for the latter. As shown in Fig. 5.2, the 
maximum relaxation rate Riq^^x increases with increasing hydrogen 
concentration, but the increase is not proportional to the hydrogen 
concentration, which indicates that the total electric field gradients 
Sc nuclei feel do not increase linearly with increasing hydrogen 
concentration. This so-called saturation effect can be understood as 
follows. As the hydrogen concentration increases, the probability that 
more than one hydrogen may occupy the nearest neighbor interstitial 
sites to a given Sc nucleus increases. The electric field gradient is 
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not simply additive like a scalar quantity, and the total electric field 
gradient is frequently less than expected. The near coincidence of the 
proton data for different compositions indicates that the proton-
scandium dipolar interaction dominates over the proton-proton dipolar 
interaction in this dilute hydrogen system. 
Both the dipolar and quadrupolar relaxation rates are expressed in 
terms of power spectra of the randomly varying fields originating from 
the diffusive hoppings of hydrogen atoms. Our measurements show that in 
the case of ^^Sc the quadrupolar relaxation is much stronger than the 
dipolar relaxation which can be estimated easily from the proton 
relaxation rate data. Thus, we can safely neglect the contribution due 
to the dipolar interaction. Accordingly, the measured relaxation rate 
Rl(Sc) of 45sc can be expressed as 
Rl(Sc) = Riq + Rie(Sc) (5-1) 
where R^q and R^g are repectively the quadrupolar interaction and 
conduction-electron contributions to the measured relaxation rate. 
Assuming that the spectral density functions of the electric field 
gradient fluctuations have simple Lorentzian forms, R^q in a powder 
sample for small hydrogen concentration is given by^O 
ISH^CQ R , T 
for nuclear spin 1=7/2. Here y=Wsc'''d' where ccgg is the Larmor frequency 
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of the 45sc nucleus, Cg is the hydrogen concentration, and is the 
correlation time. We take the electric field gradient to be axially 
symmetric so that S^V/Bz^aeq. For a dilute hydrogen concentration, 
equals the mean dwell time of diffusing hydrogens. is the average 
quadrupolar coupling constant of ^^Sc due to a nearest-neighbor 
hydrogen. The numerical factor in equation (5-2) includes a factor of 5 
for the number of nearest-neighbor T sites, assuming that only one 
member of each of the close pairs of T sites can be occupied. It is 
assumed in deriving the above equation that the T sites are randomly 
occupied except for the restriction on occupancy of close pairs. 
Additionally, it is assumed that a common spin temperature is maintained 
among the ^^Sc spins, which has been made possible by^^'^® preparing the 
Initial state of the ^^Sc spin system using a comb of 100 pulses. This 
assumption is consistent with the fact that the magnetization recoveries 
were exponential within the limits of the experimental accuracy. 
The spin-lattice relaxation rate of the protons Ri(H) is given by a 
similar expression. 
Rl(H) = Rid + Rie(H) (5-3) 
where the conduction-electron contribution Rie(H) depends on hydrogen 
concentration. Even though the relaxation of the protons is dominated 
by the ^H-^^Sc dipolar interaction, the contribution resulting from the 
dipolar interaction has also been included in the fitting process. 
The full expression for R^j is given by 
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where and are rigid-lattice dipolar second moments of the 
proton due to ^^Sc and respectively, and y=wi;T(j. The factors f and g 
are [1-(msc/we)]^ and [l+((«JS(,/(»^)]2, respectively, which originated from 
the spectral density functions. Wgg and are the Larmor frequencies, 
and Yj is the gyromagnetic ratio of the proton. The correlation time Xj, 
equals in the case of ^H-^^Sc dipolar interaction, and "C^/2 in the 
case of Ih-^H dipolar interaction. A Lorentzian shape of the spectral 
density functions has been assumed here again. Additionally, Arrhenius 
behavior of has been assumed, which can be expressed as 
Td = Tq exp(Ea/kT) (5-5) 
where is the activation energy, Tj is the correlation time associated 
with hydrogen diffusion, and k is the Boltzmann constant. 
We have made least-squares fits to both and ^^Sc data using 
equations (5-2) and (5-4), and the results are summarized in Table 
(5-1). 
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Table 5-1 The results of least-squares fits to the and 
data for o-ScHy 
' (iou%o (i; ° 
45sc (24MHz) 
0.057 0.55 1.0 1400 1.67 
0.11 0.55 1.2 3020 1.76 
0.27 0.49 0.30 5000 2.28 
1H (40MHz) 
0.057 0.53 2.1 86 9.8 0.21 
0.11 0.54 0.45 91 9.0 0.36 
0.27 0.52 0.3 121 8.8 0.72 
^Typical uncertainty is about ±10%. 
^Typical uncertainty is about ±50%. 
^Typical uncertainty is about ±5%. 
The Korringa constant A= T^gT was determined from fitting the data 
below 300 K [not shown in Figs. 5.2 and 5.3]. The ratio of the values 
of A for 45gc and ^H is the same for all hydrogen concentrations. This 
behavior is expected since is proportional to the density of 
states at the Fermi level N(Ep). The activation energy Eg and jump 
attempt frequency VQ values obtained from fitting the ^^Sc data for the 
x=0.057 and 0.11 samples are almost the same, and the RiQ,max values are 
proportional to Cg. Both results indicate that these metal-hydrogen 
systems can be regarded as being in the truly dilute limit, and the 
assumptions made in deriving equation (5-2) are appropriate. However, 
as discussed earlier, R^q for the 0.27 sample shows saturation behavior, 
107 
and both the experimental and fitted values of RiQ,max smaller than 
expected. Therefore, the Eg and VQ values in Table (5-1) for this 
sample should not considered as being strongly reliable. 
The average coupling constant can be deduced from the 
following relation, 
<QNN>^ —% (5-6) 
15ii^Ch 1.425 
where 1.425 is the maximum value of the spectral density function in the 
square brackets in equation (5-2) which occurs when y=0.615. For the <*-
ScHo.057 sample, the above equation yields <Qnn> =0.93 MHz. It seems 
worthwhile to compare this value with that expected for a single 
hydrogen with effective charge z'e. For this case, <Qnn> is given by 
<QNN> = (Z'e2qjjjjQ/h)(l-Yoo) (5-7) 
where the Sternheimer antishielding factor?! =-7 for Sc+3. The ^^Sc 
quadrupole moment?^ Q= 0.22x10*24 cm^, q^ig =2r~^ where r= 1.985 Â is the 
nearest-neighbor metal-hydrogen separation and h is Planck's constant. 
0(1)^ =15.62' MHz is obtained with these values. Comparison with the 
experimental result yields Z'=0.06, which is virtually identical to the 
value obtained for hydrogen vacancies in scandium dihydrides?^. This 
coincidence indicates that conduction electron screenings in both cases 
are similar. In spite of the approximations, the and Vg values for 
two sets of data (^H and ^^Sc) agree very well. Furthermore, the Eg^ 
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values are consistent with Weaver's result?^ (Eg^= 0.54 eV/atom) based on 
the measurements of motional narrowing of the proton resonance line 
width (x=0.37), but not with his value 0.44 eV/atom deduced from proton 
measurements. The discrepancy in the latter case may be attributed 
to neglect of paramagnetic impurity relaxation, which was unavoidable in 
samples at that time. 
The values of the second-moment contributions and M2^~^ 
obtained from fitting the data are substantially smaller than the 
expected values based on the rigid-lattice Van Vleck formula^l. The 
values 12.78, 12.63, 12.19 Oe^ are expected for x= 0.057, 0.11 
and 0.27 respectively from the latter as the lattice parameters increase 
with increasing hydrogen concentration. The differences suggest that 
-25% of the rigid-lattice M2 has already been averaged out at a lower 
temperature by fast localized motion of the hydrogen and cannot 
contribute to spin-lattice relaxation at higher temperatures. This 
interpretation has been confirmed by measurements^^ at temperatures 
below 170 K. 
The most striking feature of the present results are the attempt 
frequency values. The jump attempt frequency Vg is related to the 
optic-mode vibration frequency Vgpi- by 
Vq = z(l-x)Vopt (5-8) 
where z=6 is the number of nearest-neighbor sites to which hydrogen can 
jump, and x is hydrogen concentration. has been estimated from the 
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recent inelastic neutron scattering data^® for ot-YHjj using the Ross 
empirical formula??, hVj, « where R is the metal-hydrogen 
separation. For the T-O-T jump path, the appropriate optic-mode 
frequency in ot-YH^ is that in the basal plane, and the inelastic neutron 
scattering measurements give a value of hvQp(=136 meV which is eqlvalent 
to VQPI- =33 THz. Taking into account the differences in lattice 
parameter, we estimate =38 THz in o-ScH^. With this, equation 
(5-8) yields VQ =2.0x10^^ s~^ for the x=0.11 sample. This result agrees 
with the experimental results based on both the ^^Sc and measurements 
and must be considered as satisfactory. On the other hand, for the 
x=0.27 sample VQ =1.7x10^^ s"^ is obtained from equation (5-8) and in 
agreement with 0.3x10^^ s"^ found from both ^^Sc and measurements. 
However, this agreement should not be regarded as meaningful since the 
poor fits for this sample indicate that the simple Lorentzian spectral 
density functions are probably not appropriate in this case. 
In contrast with the results in ot-ScH^, large discrepancies were 
found in scandium dlhydride ScH* (x~2) between values of VQ derived from 
^H R^j and those from ^^Sc R^q and v^p^., the former being smaller by one 
or two orders of magnitude, while the results from the latter two 
measurements are in satisfactory agreement. Rlchards^^ explained these 
discrepancies qualitatively by suggesting that strong repulsions at the 
saddle point may make the hopping of hydrogen to a vacant site 
unfavorable unless there is another vacant site nearby. This kind of 
effect evidently becomes more pronounced with increasing hydrogen 
concentration. The absence of a prefactor anomaly at low hydrogen 
110 
concentrations indicates that the anomaly originates from short-range 
hydrogen-hydrogen repulsive interactions. It can be shown that the 
average labeled hydrogen (Mg) and vacancy (Vy) hopping rates are in the 
ratio Cv/(1-Cy) although proton-proton interactions strongly affect 
that. It does not seem likely that the anomaly can be quantitatively 
explained until the development of a more accurate theoretical model and 
understanding of the influence of hydrogen-hydrogen interactions are 
realized. 
Ill 
vi. anomalous behavior at high temperature 
Although the temperature dependence of the proton spin-lattice 
relaxation time has been measured by many authors to investigate the 
diffusional properties of hydrogen in various metal-hydrogen systems, 
those measurements have not been extended to significantly high 
temperatures. Motivated by this lack of information, we designed a 
high-temperature probe and measured the proton to investigate 
hydrogen motion at high temperatures up to 1330 K. We could not extend 
our measurements to higher temperatures than 1330 K because the hydrogen 
pressure developed in the quartz sample tubes caused the samples to 
explode. 
Barnes et al.78'79 have reported their high temperature results for 
several fee metal hydrides, mainly scandium dihydrides. We extended 
these measurements to other metal-hydrogen systems, including both fee 
and bee structures. Fig. 6.1 shows the proton measurements for a 
pure ZrHj[^75 sample at three resonance frequencies. The striking 
feature of these measurements is that T^ decreases sharply at high 
temperatures, contrary to the expectation that would follow the curve 
given by the conduction electron contribution to the total relaxation 
time. Similar results have been observed in the dihydride phases of 
yttrium, titanium and lanthanum as shown in Fig. 6.2. We will denote 
the temperature at which turns down and starts decreasing by T^. 
Richards®® suggested that this anomalous behavior in fee dihydrides 
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may arise from the decrease of octahedral (0) site occupancy at high 
temperatures. According to this model, the amplitude of anharmonic 
vibrations of hydrogen at tetrahedral (T) sites becomes larger at high 
temperatures, and the 0-site energy is raised by the increased hydrogen 
repulsion. Therefore, the usual T-O-T jump path becomes unfavorable at 
high temperatures, and hydrogen hopping begins to take place through the 
direct T-T path which is unfavored at moderately high temperature. This 
idea was also applied®^to the anomalous 0-site occupation in yttrium 
and lanthanum dihydrides. This model seems physically reasonable for 
hydrogen hopping in the nearly-filled T site sublattice in the dihydride 
phase of the fee metal lattice. However, recent pulsed field gradient 
measurements®^ of the proton diffusion coefficient D on YHigg have 
shown that D increases with increasing temperature, contrary to the 
expectation based on this model that D will decrease in the temperature 
range of the decrease of T^. Furthermore, this anomalous T^ behavior 
has also been observed in bcc oo-phase NbHo.2» VHg^ and Nbo.75Vo.25Ho.23 
in which because these œ-phase systems have low hydrogen concentrations 
and relatively open bcc structure, the arguments based on Richards' 
model would not be applicable. Figs. 6.3 and 6.4 show the proton 
relaxation time T^ for these samples as a function of temperature. 
Recent quasi-elastic neutron scattering (QENS) measurements®^ on YH^gg 
and Nb0.75V0.25H0.23 have shown that the hydrogen diffusion coefficient 
D increases with increasing temperature following an Arrhenius behavior. 
Thus, it has been shown that Richards' model is inadequate to explain 
the observed T^ anomaly, and that the anomaly cannot be explained by the 
decrease of D. 
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There also exist several possible relaxation mechanisms which 
produce some of the features observed in our experiments, and we will 
discuss each of these mechanisms in the following sections. 
A., Paramagnetic Impurity 
Because paramagnetic impurities have strong effects on Ti, we 
measured in the dihydride ZrH* samples containing 1000 ppm Mn to look 
for a possible contribution. As shown Fig. 6.5, the anomalous 
behavior still exists, independent of the presence of Mn. More decisive 
measurements^^ have been made on dihydride ScH^ and dideuteride ScD* 
samples containing controlled low levels of Gd. These showed that the 
high-temperature ^^Sc T^ behavior is independent of both the Gd content 
and resonance frequency. In fact, the sharp decrease of T^ at 
temperatures above the usual BPP minimum also has been observed in the 
superionic PbF2 system by Boyce et al.85. In that case, the authors 
attributed the enhancement of the relaxation rate to the magnetic 
tagging effect®^ by paramagnetic impurities. The magnetic tagging 
effect has been investigated in a study of ^^F NMR in the superionic 
PbF2 doped with Mn+2 ions by Vernon et al.®^. According to the results 
of that investigation, the relaxation rate T^'l depends strongly on both 
impurity concentration (Mn+2) and resonance frequency. In contrast, the 
Ti data measured by Boyce shows little frequency dependence of Tj except 
for normal BPP w? dependence. Furthermore, as discussed in Chapter IV, 
the paramagnetic-impurity (Mn+2) contribution to T^ becomes very small 
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at the high temperatures where the sharp decrease of occurs. Because 
the paramagnetic impurities can effectively tag only the mobile ion (^H 
in the present case), the strongest evidence that the Tj anomaly 
observed in metal-hydrogen systems has nothing to do with the magnetic 
tagging effect Is that this anomaly is also observed in Tj 
measurements^^ of the stationary ^^Sc nucleus. All this together 
indicates that the decrease of observed both in metal-hydrogen 
systems and in the superionic PbF2 system is not due to paramagnetic 
impurities. 
B. Electronic Structure Transition 
One strong possibility is that an electronic structure transition at 
high temperature can cause the density of states at the Fermi level to 
change, and this change, in turn, leads to the observed sharp decrease 
of values. However, several experimental results contradict this 
possibility. Barnes et al.79 measured the Knight shift^^ K of ^^Sc in 
the dihydride phase of ScH* as a function of temperature, and showed 
that K increases smoothly from 0.045% at 300 K to 0.097% at 1100 K. In 
transition metals, this increase of the Knight shift can be associated 
with a change in the d-band density of states at the Fermi level. 
Because in equation (2-34) the core polarization interaction Hj^f(d) has 
negative sign, while the Fermi contact interaction Hjjf(s) and the 
orbital hyperfine field H^ffo) have positive sign, we can deduce from 
the positive sign of the total Knight shift of ^^Sc that Hhf(s)Ns(Ep) 
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and/or Hhf(o)No(Ep) are dominant over Hhf(d)Nj(Ep) in this system. One 
usually assumes that the temperature dependence of K in transition 
metals is mainly due to the change in the d-band density of states at 
the Fermi level Nj(Ep) because of the sharpness of the d-band. Thus, 
the increase of K may be interpreted to imply that the d-band density of 
states at the Fermi level Nd(Ep) decreases with increasing temperature. 
According to equation (2-49), this decrease of Njj(Ep) results in a 
decrease of (Tj^gT)"!. Therefore, Tjg values at high temperatures would 
be greater than those derived from low temperature measurements, so that 
this argument can not explain the sharp decrease in T^. 
When the Fermi contact interaction i s  dominant, which is not an 
irrelevant assumption in this case since K is positive, the relation-^ 
between the Knight shift and relaxation time Tj can be expressed as 
K^TigT = iTYe^ (4nYn%)-^ (6-1) 
where Ye and Yn are the electronic and nuclear gyromagnetic ratio 
respectively, and kg is the Boltzmann constant. According to this 
relation, TigT is no longer constant, but decreases with increasing 
temperature since K increases with increasing temperature. However, the 
small decrease of the Knight shift from ~ 0.078% at 830 K to - 0.09% at 
1000 K in the temperature range where the sharp decrease of ^^Sc T^ 
occurs, is not strong enough to cause the observed anomaly. 
Furthermore, if the observed anomaly results from a sudden electronic 
structure transition, the sharp decrease of Tj for both and ^^Sc 
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measurements should begin at the same temperature, which is not 
consistent with the observation that the transition temperature is 
substantially lower in the case of ^^Sc. More conclusive is that this 
anomaly occurs in various metal-hydrogen systems whose electronic 
structures vary strongly from system to system. Therefore, we conclude 
that this rather universal phenomenon is not due to a change of 
electronic structure. 
C. Diffusion of Metal Atoms or Impurities 
We may consider metal-atom self diffusion or diffusion of other 
interstitial impurity atoms (C, N, 0 etc.) as possible sources of the 
observed behavior. Recently, Tiers and Chabre®^ and Gunther and 
Kanert^S studied the self-diffusion of and interstitial-impurity 
diffusion independently. T^p measurements by Gunther and Kanërt 
revealed two peaks at about 750 and 1600 K. These authors attributed 
the low and high temperature peaks to the nuclear quadrupolar 
interaction between vanadium and interstitially migrating oxygen and to 
the dipole interaction due to self-diffusion, respectively. In 
fact, it is extremely difficult to make samples which do not contain 
interstitial impurity atoms such as 0, N, C. However, the situation is 
totally different in our case. Because those authors measured the 
relaxation times of the stationary nucleus, the correlation time 
associated with relevant interactions (quadrupolar or dipolar) is 
determined entirely by the hopping frequency of impurity atoms. Thus, 
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If impurity atoms are present in the sample, would be observed at 
the temperature at which the condition w^,Tç~l is fulfilled. In 
contrast, we measured the relaxation time Tj of fast diffusing hydrogen 
in this invstigation, and at temperatures where anomalous behavior is 
observed, hydrogen is already moving so fast that the relatively slow 
motion of heavy impurity atoms would have no effect on the condition 
1 since where and TJ are the 
correlation times of hydrogen and impurity atoms, respectively. 
Therefore, if this anomalous behavior is related to whatever motional 
processes, it must be the motional process of the hydrogen itself, and 
nothing else. 
D. Superionic Behavior 
We concluded in the previous sections that the anomaly is related 
to the motional process of hydrogen atoms. However, there are 
apparently contradicting experimental results. The spin-lattice 
relaxation time T^ measurements alone appear to indicate that the 
correlation time associated with dipolar interaction (^H) or 
quadrupolar interaction (metal atom) increases above Tg. On the other 
hand, both pulsed field gradient measurements®^ on YHjgg and quasi-
elastic neutron scattering measurements®^ on Nbo.75Vo.25Ho.2 indicate 
that D increases with increasing temperature, and obeys Arrhenius 
behavior. Because D is related to Tg by D= where r^ is the 
hopping distance of the proton, d the space dimensionality of the 
motional process, these experimental results appear to be inconsistent. 
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However, we may partly evade these difficulties by assuming that the 
apparently conflicting results arise from correlated motion of hydrogen 
atoms at high temperatures above Tg. Even though this model based on 
correlated motion of hydrogen atoms is not adequate to explain all 
details of the experimental results, we do not have a better model at 
the present time. 
Barnes et al.^® proposed a cluster model to explain the ^^Sc Tj 
anomaly. According to this model, each cluster consists of both 
vacancies at regular T sites and interstitials at intermediate 
positions. They assumed that the life time Tg} of such clusters is 
finite and probably longer than the individual vacancy hopping time Ty, 
since a longer correlation time is necessary to cause the sharp decrease 
of at high temperature (Tj"^ « T^). It was further assumed that 
is short enough to satisfy the condition K^'^cl^^ 1, which is required to 
explain the observed frequency independence of ^^Sc T^. With these 
assumptions, the decrease in ^^Sc above Tg results from a rapid 
increase in the number of clusters n^.^* From the ratio of the depth of 
the normal BPP minimum to the anomalous high temperature minimum, 
they deduced that the value of n^ is ~ 0.2. 
There are many physical systems in which sublattice disordering and 
cluster formation have been observed. Neutron diffraction 
measurements®® on PUD2.25 shows that this system has the CaF2 structure, 
and substantial numbers of deuterium ions move from their regular T 
sites to intermediate interstitial positions, indicating that vacancy-
interstitial clusters may be formed. Furthermore, there are many 
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superionic conductors having the same fluorite structure as ScH(D)x, 
ZrH*, YHjj» LaHjj (x= 2) etc., which show anion sublattice disordering and 
cluster formation taking place. Thomas®^ has Investigated the Fluorine 
sublattice in SrF2 and BaF2 using neutron scattering, and the 
experimental results indicated that the fluorine sublattice disorders 
gradually around Tg. Neutron scattering^® and x-ray diffraction^^ 
studies of SrCl2 also show that CI ions displace from the centers of the 
tetrahedral sites in (111) directions toward the octahedral sites. 
Similar behavior has been expected for the ScH(D)x (x= 2) systems. 
However, recent neutron diffraction measurements^^ on ScDj^g showed that 
the mean square displacement of D ions in this system does not exhibit 
any unusual behavior which could be construed as evidence of occurrence 
of D ion sublattice disordering or cluster formation. 
As shown in Fig. 6.3 and Fig. 6.4, the anomalous decrease in 
above Tg is more dramatic in the 06-phase metal-hydrogen systems. 
Because the transition temperature Tg of these systems is lower than 
those of fee dihydrides, more data points above Tg could be obtained. 
In ot-NbHo 2 <*-VHo.2» the hydride phase (gkphase) precipitates at T= 
~360 K and 420 K, respectively, as indicated by sharp increases in Tj at 
the corresponding temperatures. However, in the alloy sample 
Who.75^0.25^0.23' the hydride phase does not precipitate until ~215 K so 
that Tj measurements for the a-phase could be extended to lower 
temperature. As shown in Fig. 6.4, measurements for Nbo.2 have been 
made under two different experimental conditions. In one case, the 
sample consisted of metal powder alone sealed within a quartz tube, 
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while in the other case, metal power was mixed with fine quartz powder 
and sealed within a quartz tube. There were two reasons for doing this: 
The first is that hydrogen diffusion to grain boundries, even though 
grain boundary diffusion is known to be generally faster than in the 
bulk, might cause the observed decrease in T^ due to the interaction 
with ortho-hydrogen molecules which might exist at the grain boundaries. 
The second is that metal powder tends to sinter at high temperature and 
effective penetration depth of RF pulse decreases, so that the spin 
temperature of the proton present near the inner surface of the quartz 
tube may be different from that in the center of the powder. Therefore, 
the addition of fine quartz powder was expected to avoid these problems 
by separating the metallic grains. As shown in Fig. 6.4, the 
experimental results for the two samples are identical within 
experimental uncertainties. 
In the absence of paramagnetic impurity effects, the total 
relaxation rate T^-l can be expressed as 
Ti-1 = Tig-l + Tij-l (6-2) 
where T^g"! is the coduction electron contribution and T^j-l diffusion 
contribution to the total relaxation rate. Here, T^g is expected to 
depend inversely on temperature according to the Korringa relation^G 
(TieT = constant). For V, Nb and their alloys, the diffusion modulated 
dipolar contribution is given by the equation (5-4) and can be written 
as in this case 
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where yi is the proton gyroraagnetlc ratio, M2^~® and are the 
dipolar second moments at the proton sites due to the metal nuclei 
and ^^Nb) and respectively [see Chapter V for the definitions of the 
parameters f and g]. 
On the high temperature « 1) side of the Tj minimum, equation 
(6-3) has the limiting form 
Tij-l = + (1/3)M2^"^] (6-4) 
in which « M2^~^ and can be neglected in this case, with this, 
the high temperature form of equation (6-2) becomes 
Ti'l = T/Cg + Atj (6-5) 
where Cg= TjgT is the Korringa product and A= 5yi^M2^ Since Tj 
follows Arrhenius behavior in these systems, we finally expect that 
Ti'l = T/Cg + Aexp(Ea/kBT) (6-6)  
should be appropriate at high temperatures. We attempted to fit 
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equation (6-6) to the high temperature data of Fig. 6.3. However, a 
reasonable fit was impossible with equation (6-6) alone. We were not 
able to fit the data for hydrogen in V and Nb, shown in Fig. 6.4, 
because the hydride phase precipitation eliminates the high temperature 
side of the ot-phase minimum. 
If the sharp decrease of results from the correlated motion of 
hydrogen atoms, we may need an extra term to reflect this contribution. 
Therefore, we may assume a contribution of the form A'exp[-(U-E)/kgT] 
where U is the excitation energy to a state of highly correlated motion 
and E is the activation energy for the correlation time TL in that 
state. That is, we assume that Tl = Tt^exp(E/kgT) and E<U. Then, 
equation (6-6) becomes 
Ti'l = T/Cg + Aexp(Ea/kBT) + A'exp[-(U-E)/kBT] (6-7) 
The excellent fit of equation (6-7) to the Nb0.75V0.25H0.23 data is 
shown in Fig. 6.6 where the solid lines are drawn to show the Tjg 
contribution and the two exponential terms of equation of (6-7), 
respectively. The fitting procedure yielded Cg= 97 sec K, A= 6.85x10"^ 
sec'l, Ea= 0.16 eV/atom, A'= 3.4x10^ sec"^, and U-E= 0.85 eV/atom. 
Even though the expected superionic behavior was not observed for 
scandium dideuteride, any measurements on these o-phase metal-hydrogen 
systems, which may provide evidence of the proton sublattice disordering 
and cluster formation, have not been made. In fact, there are many bcc 
superionic materials. The a-phase (bcc) of Agi is one of the most 
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Fig. 6.6 Fit of equation (6-7) to the data of Fig.6.3: (a) the 
conduction electron contribution, (b) the dipolar 
contribution, (c) the added high temperature term described in 
the text. The resulting fit parameters are given in the text 
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extensively studied superionic conductors. Agi has a non-superionic |3-
phase (hep vurtzite structure) at low temperature and undergoes a |3-a 
phase transition at T(.=420K. Many experimental results93'94,95 Agi 
indicate that the Ag sublattice is disordered in the ot-phase. 
It seems too early to make any conclusions about the observed anomalous 
behavior at high temperature until more experimental and theoretical 
works are carried out. 
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IX. APPENDIX 
The spark source mass spectrometrlc analyses for zirconium metals 
used in this investigation are presented here. 
Table A-1 Spark, source mass spectrometric analysis for the pure ZrH* samples used in this 
investigation 
lA IIA IIIB IVB VB VIB VIIB VIII IB IIB IIIA IVA VA VIA VIIA 0 
Li Be B C N 0 F Ne 
<.l <.001 Values are in ppm atomic <.l 28. 3.1 130. <.09 <.3 
Reference is Zr = 1000000 
Na Mg A1 Si P S Cl Ar 
<100. <.2 1.9 12. <.03 1.6 0.34 <.4 
K Ca Sc Ti V Cr Mn Fe Co Ni Cu Zn Ga Ge As Se Br Kr 
<3 1.5 <300. 1.1 1.0 .35 < .09 12. <.06 1.6 .26 <.2 <.03 <.08 <.02 <.03 <.04 <.2 
Rb Sr Y Zr Nb Mo Ru Rh Pd Ag Cd In Sn Sb Te I Xe 
<.02 <.2 <.2 <.4 <.03 <.4 < 3 <.2 <.04 <.2 <.06 <.5 <.06 <.2 <.07 <.4 
Cs Ba Hf Ta W Re Os Ir Pt Au Hg Tl Pb Bi 
<.004 <.07 160. <3. 25. <.4 <.6 <.2 <.3 
O
 
V
 .92 <.05 <.l <.04 
Ra 
<.2 
Lanthanides La Ce Pr Nd Sm Eu Gd Tb Dy Ho Er Tm Yb Lu 
<.2 <.l <.l <.4 <3 <.l <.6 <.2 <.5 <.2 <.6 <.l <.3 <.3 
Actinides Th U 
<.4 <.2 
Total concentration of elements positively identified = 380 
Total concentration of elements as upper limit = 480 
Highest Hf 0 C W Fe Si N A1 S Ni 
impurities; 160. 130. 28. 25. 12. 12. 3.1 1.9 1.6 1.6 
Table A-2 Spark source mass spectrometric analysis for the ZrH* samples doped with nominal 
impurity concentrations of 500 ppm Hn used in this investigation 
lA IIA IIIB IVB VB VIB VIIB VIII IB IIB IIIA IVA VA VIA VIIA 0 
Li Be B C N 0 F Ne 
<.3 <.2 Values are in ppm atomic <.5 280. 7. 350. 1.4 <.4 
Reference is Zr = 1000000 
Na Mg A1 Si P S Cl Ar 
<.l <.6 25. .2 <4. 0.43 <3 
K Ca Sc Ti V Cr Mn Fe Co Ni Cu Zn ra Ge As Se Br Kr 
<3. <.4 1.4 .88 .93 580. 51. <.4 6.8 3.9 <.l n.2 <.4 <.08 <.l <2 <.7 
Rb Sr Y Zr Nb Mo Ru Rh Pd Ag Cd In Sn Sb Te I Xe 
<.06 <1. <4. <4. 19. <2. <2. <2. <.l <.7 <3 <5. <•2 <•4 <.8 <2. 
Cs Ba Hf Ta W Re Os Ir Pt Au Hg Tl Pb Bi 
<.02 <.4 580. <3. <20. <4. <3. <1. <2. <.4 .8 <3 <2. <.2 
Ra 
<1. 
Lanthanides La Ce Pr Nd . Sm Eu Gd Tb Dy Ho Er Tm Yb Lu 
<.8 <.7 <.5 <2. <2. <.6 <3. <1. <2. <1. <3. <.7 <2. <1. 
Actinides Th U 
<3. <1. 
Total concentration of elements positively identified = 1910 
Total concentration of elements as upper limit = 100 
Highest Hf Hn 0 C Fe Si Mo N Ni Cu 
impurities; 580. 580. 350. 280. 51. 25. 19. 7. 6.8 3.9 
Table A-3 Spark source mass spectrometric analysis for the ZrH* samples doped with nominal 
impurity concentrations of 500 ppm Fe used in this investigation 
lA IIA IIIB IVB VB VIB VIIB VIII IB IIB IIIA IVA VA VIA VIIA 0 
Li Be B C N 0 F Ne 
<.001 <.001 Values are in ppm atomic .007 140 7. 110. <.2 <.l 
Reference is Zr = 1000000 
Na Hg A1 Si P S Cl Ar 
<70 . <.l <.7 <2. <.09 .68 0.27 <.2 
K Ca Sc Ti V Cr Hn Fe Co Ni Cu Zn Ga Ge As Se Br Kr 
<.5 <1. <300. 2.4 2.3 24. < .05 650. 5.1 140 <3 <.4 <.04 <.06 <.02 <.02 <.03 <.l 
Rb Sr Y Zr Nb Ho Ru Rh Pd Ag Cd In Sn Sb Te I Xe 
<.01 <.2 <.l <.4 <.7 <1. <.l <.4 <.l <.2 <.05 <.6 <.06 <.05 <.08 <.3 
Cs Ba Hf Ta W Re Os Ir Pt Au Hg TI Pb Bi 
<.003 <.06 100. <2. 1. <.2 <3 <.l <.2 <.04 2.9 <.03 <.09 <.02 
Ra 
<.l 
Lanthanides La Ce Pr Nd Sm Eu Gd Tb Dy Ho Er Tm Yb Lu 
<.l <.2 <.2 <.4 <3 <.l <.5 <.2 <.3 <.l <.4 <.08 <.2 <.l 
Actinides Th U 
<•3 <.l 
Total concentration of elements positively identified = 1190 
Total concentration of elements as upper limit = 440 
Highest Fe C Ni 0 Hf Cr N Co Hg Ti 
impurities; 650. 140. 140. 110. 100. 24. 7. 5.1 2.9 2.4 
