Abstract. We present an incremental polynomial-time algorithm for enumerating all circuits of a matroid or, more generally, all minimal spanning sets for a flat. This result implies, in particular, that for a given infeasible system of linear equations, all its maximal feasible subsystems, as well as all minimal infeasible subsystems, can be enumerated in incremental polynomial time. We also show the NP-hardness of several related enumeration problems.
Introduction
Let M be a matroid on ground set S of cardinality |S| = n, i.e. a collection of subsets of S satisfying (i) ∅ ∈ M , (ii) if X ∈ M and Y ⊆ X then Y ∈ M , and (iii) if X, Y ∈ M and |Y | > |X| then there exists an element y ∈ Y \ X such that X ∪ {y} ∈ M . Elements of M are called the independent sets of M . We assume throughout the paper that M is defined by an independence oracle, i.e. an algorithm I which, given a subset X of S, can determine in unit time whether or not X is independent in M . This assumption implies that the rank of any set X ⊆ S, r(X) = max{|I| : I independent subset of X}, and in particular, the rank of the matroid r(M ) def = r(S) can be determined in O(n) time by the well-known greedy algorithm. Hence the rank of X in the dual matroid M * (that is, the matroid whose maximal independent sets are the complements of the maximal independent sets of M ) r * (X) = r(S \ X) + |X| − r(M ), can also be computed in O(n) time. In particular, I can be used as an independence oracle for the dual matroid.
Let C(M ) be the family of all circuits of M , i.e. the family of all minimal dependent subsets of S, and let B(M ) be the family of all bases of M , i.e., the collection of all maximal independent sets. By definition, C(M ) and the family B(M * ) = {X : S \ X ∈ B(M )} of bases of the dual matroid M * are mutually transversal hypergraphs.
It is a folklore result that all bases of a matroid M can be enumerated with polynomial delay, i.e. in poly(n) time per each generated base. This can be done by traversing the connected "metagraph" G = (B(M ), E) in which two "vertices" B, B ∈ B(M ) are connected by an edge in E iff B and B can be obtained from each other by exchanging a pair of elements, i.e. when |B \ B | = |B \ B| = 1. The connectivity of G then follows from the well-known base axiom:
If B, B ∈ B(M ) and x ∈ B \ B then (B ∪ y) \ x ∈ B(M ) for some y ∈ B \ B .
When M is the cycle matroid of a given graph G = (V, E) and C(M ) is the family of all simple cycles of G, all elements of C(M ) can also be enumerated with polynomial delay (see e.g. [9] ). This is also true for M * , the cocycle matroid of G, when each element of C(M * ) is a minimal set of edges whose removal increases the number of connected components of G (see e.g. [8] ). In general, however, we are not aware of any polynomial-delay algorithm for enumerating all circuits of an arbitrary matroid M . Intuitively, the circuit enumeration problem seems to be harder than the base enumeration due to the fact that |C(M )| ≤ (n − r(M ))|B(M )|, whereas in general, |B(M )| cannot be bounded by a polynomial in n and |C(M )|. In addition, there is a combinatorial reduction which reduces the enumeration of all bases of a matroid to the enumeration of all circuits of another matroid (see Section 5) .
In this paper we present a simple algorithm for enumerating all circuits of an arbitrary matroid M in incremental polynomial time, i.e. show that for each k ≤ |C(M )|, one can compute k circuits of M in poly(n, k) time. This is done in Section 2. By duality, this result also gives an incremental polynomial time algorithm for enumerating all hyperplanes or, more generally, all flats of a given rank in M or M * . Thus, any level of the lattice of flats of M can be produced in incremental polynomial time.
In Section 3 we consider the enumeration of all circuits of M which contain a given element a ∈ S. Again, we show that all circuits through a can be enumerated in incremental polynomial time, and discuss some dual formulations of this result. We are not aware of any efficient algorithm for enumerating all circuits containing t ≥ 2 elements of a given matroid M . In Section 4 we argue that this problem can be solved with polynomial delay for each fixed t when M is the cycle or cocycle matroid of a given graph, but becomes NP-hard when t is part of the input. Section 5 deals with the enumeration of all minimal subsets X of a given set D ⊆ S such that X spans a given flat A of M . Examples of such spanning sets include generalized Steiner trees and multiway cuts in graphs. We reduce the enumeration problem for minimal A-spanning sets to the generation of all circuits through a given element in some extended matroid, and hence obtain an incremental polynomial-time algorithm. All maximal subsets of a given set D which do not span A can also be enumerated in incremental polynomial time.
Finally, Section 6 discusses some variants of the circuit enumeration problem for two matroids on S. We also discuss generalized circuits whose definition is obtained by replacing some singletons of S by subsets, i.e., by performing the parallel extension of the rank function r(X) for some sets A 1 , ..., A n ⊆ S. We show that the enumeration problems corresponding to these variants and generalizations of circuits are all NP-hard already for graphic and cographic matroids. By duality, this is also true for analogous problems stated in terms of generalized hyperplanes.
Enumeration of all circuits of a matroid
Let M be a matroid defined by an independence oracle on ground set S of size n, and let C(M ) ⊆ 2 S be the family of all circuits of M .
Proof. If B is a base of M and x ∈ S \ B then there exists a unique circuit C = C(B, x) such that x ∈ C ⊆ B ∪ x. This circuit C(B, x), called the fundamental circuit of x in the base B, can be computed by querying the independence oracle on at most |B| subsets of B ∪ x. We start by constructing a base B o of M and the system F(
o . This can be done in poly(n) time. Next, the family C(M ) of circuits of any matroid satisfies the circuit axiom:
If C 1 and C 2 are distinct circuits of M and e ∈ C 1 ∩ C 2 there exists a circuit
Given an arbitrary collection C of k circuits of M we can check in poly(n, k) time whether or not C is closed with respect to the circuit axiom, i.e., for any two distinct circuits C 1 , C 2 ∈ C with a common element e ∈ C 1 ∩ C 2 the given collection C also contains a circuit C 3 ⊆ (C 1 ∪C 2 )\e. To enumerate all circuits in M we start with the fundamental system of circuits C = F(B o ) and repeatedly check whether C is closed with respect to the circuit axiom. Since each violation of the circuit axiom produces a new circuit, it remains to show that if some system C of circuits is closed with respect to the circuit axiom and F(B o ) ⊆ C then C = C(M ). This follows from the fact that any set system C ⊆ 2 S satisfying the circuit axiom and the Sperner condition [6, 11] . By definition, the bases of M are all maximal independent sets for C , i.e. all those maximal subsets of S which contain no set in C . In our case C ⊆ C(M ) and hence C is Sperner by definition. Furthermore, since C contains the fundamental system of circuits for B o ∈ B(M ), it follows that B o is also a base of M , implying that the ranks of M and M are equal. Let C ∈ C(M ) be an arbitrary circuit of M , then C is the fundamental circuit for some base B ∈ B(M ) and some element x ∈ S \ B, i.e. C = C(B, x). Since B is independent in M and |B| = r(M ) = r(M ), we conclude that B ∈ B(M ). Now M must also contain a unique fundamental circuit C = C (B, x). Since any circuit of M is also a circuit of M , we conclude that C = C(B, x) = C (B, x), which shows that C ∈ C = C(M ).
Let H t (M ) = {X : X maximal subset of S such that r(X) ≤ t} be the family of all flats of rank t in M , where t is an integer threshold. In particular, when t = rank(M ) − 1 the family H t (M ) consists of all hyperplanes of M . Let also C t (M ) = {X : X minimal subset of S such that r(X) ≤ |X| − t}, so that C 1 (M ) = C(M ) is exactly the family of all circuits of M .
Corollary 1.
Given an integer parameter t, all flats in H t (M ) can be enumerated in incremental polynomial time. Similarly, all elements of C t (M ) can also be enumerated in incremental polynomial time.
Proof. Since each hyperplane of M is the complement of a cocircuit of M and vice versa, the enumeration of all hyperplanes of M is equivalent with the circuit enumeration for the dual matroid M * . Hence by Theorem 1 all hyperplanes of M can be enumerated in incremental polynomial time. Furthermore, the corollary also holds for the family H t (M ) of all flats of rank t, because H t (M ) consists of all hyperplanes of the truncated matroid M t+1 whose rank function is defined by r t+1 (X) = min{r(X), t + 1}. Finally, let τ = |S| − r(M ) − t then enumerating all flats of rank τ for M * is equivalent with the enumeration of all maximal solutions Y ⊆ S to the inequality r
The latter problem is in turn equivalent with the enumeration of all minimal solutions X = S \ Y to the inequality r(X) ≤ |X| − t.
By Corollary 1 the lattice L(M ) of flats of any matroid M can be computed in incremental polynomial time. It is known [5] 
Circuits through a given element
An important open question in linear programming is whether there exists an efficient way to enumerate all vertices of a given polytope
where a, a 1 , . . . , a n are given d-dimensional vectors. Each vertex of P can be identified with a minimal supporting set I of coordinates [n] = {1, . . . , n} for which the system of linear equations
has a positive real solution. Dropping the non-negativity conditions we arrive at the problem of enumerating all minimal sets I ⊆ [n] for which (1) has a real solution. This is equivalent with the enumeration of all those circuits of the vectorial matroid M = {a, a 1 , . . . , a n } ⊆ d that contain a. When M is the cycle or cocycle matroid of some connected graph G = (V, E) and a = (uv) ∈ E is an edge with endpoints u, v ∈ V , enumerating all circuits through a calls for computing all simple uv-paths or all minimal uv-cuts in G, which can be done with polynomial delay [9] . The following result indicates that all circuits through a given element a can be efficiently enumerated for any matroid M .
Theorem 2. Let M be a matroid with ground set S, let a ∈ S, and let C(M, a) the set of circuits C of M such that a ∈ C. Assuming that M is defined by an independence oracle, all elements of C(M, a) can be enumerated in incremental polynomial time.
Proof. Two elements x, y ∈ S are said to be connected in M if either x = y or there is a circuit C ∈ C(M ) containing both x and y. We may assume w.
where as before C(M, a) denotes the set of all circuits containing a. Lehman's theorem [6, 11] asserts that for any connected matroid M the circuits of M not containing a are precisely the minimal sets of the form D(C 1 ∪ C 2 ) where C 1 and C 2 are distinct members of C(M, a). Hence for any connected matroid M :
This bound and Theorem 1 readily imply that all circuits in C(M, a) can be enumerated in output polynomial time poly(|C(M, a)|) by simply generating all circuits in C(M ) and discarding those of them that do not pass through a.
In fact, since our enumeration problem is self-reducible, the above bound also implies an incremental polynomial-time algorithm. To see this, assume that we wish to enumerate a given number k of circuits in C(M, a), or list all of them if k ≥ |C(M, a)|. Since for each integer k ≤ |C(M )| we can obtain k circuits in C(M ) in poly(n, k ) time, we can decide whether or not k ≥ |C(M, a)| by attempting to generate k = k(k + 1)/2 circuits in C(M ), in time bounded by a polynomial in n and k. If we discover that |C(M )| ≤ k(k + 1)/2 by producing all circuits in C(M ) then we also have the entire set C(M, a). Suppose now that we have computed k(k + 1)/2 circuits in C(M ) but fewer than k of them pass through a. Let b = a be another element of S. Delete b and compute the connected component S which contains a in the matroid M restricted to S \ b.
Note that any circuit of C(M, a) which does not contain b must belong to S . So we may apply the same procedure to the connected matroid M obtained by restricting M on S , and either obtain all circuits of C(M, a) which avoid b, or conclude that the number of such circuits exceeds k. Since in the latter case we can reduce the size of S by removing b for good (as long as we are not required to produce more than k circuits of C(M, a)), we may now assume w.l.o.g. that for each element b = a we have obtained all the circuits in C(M, a) which avoid b. This means that in time polynomial in n and k we can produce all circuits in C(M, a) which skip some element of S. Unless S itself is the only element of C(M, a), this gives the entire set C(M, a). By duality, Theorem 2 gives an incremental polynomial-time algorithm for enumerating all hyperplanes (or, more generally, all flats of a given rank t) which do not contain a. Needless to say that all hyperplanes (or flats of rank t) which contain an arbitrary set of elements A ⊆ S can be enumerated in incremental polynomial time because this is equivalent with enumerating all circuits of the (truncated) matroid M restricted to S \ A.
It is also worth mentioning that {C \ {a} | C ∈ C(M, a)} and {C \ {a} | C ∈ C(M * , a)} form a pair of mutually transversal Sperner hypergraphs. For instance, these hypergraphs consist of all uv-paths and all uv-cuts respectively, when M is a cycle matroid of a connected graph G = (V, E) in which edge a = (uv) connects vertices u, v ∈ V .
Circuits through t elements
It is natural to ask what is the complexity of enumerating all circuits of M which contain a given set A = {a 1 , . . . , a t } of t ≥ 2 elements of S. As we argue below, this problem is NP-hard when t is part of the input but can be solved with polynomial delay if t = |A| is fixed and M is the cycle or cocycle matroid of a given graph G = (V, E). However, we are not aware of an efficient algorithm for listing all circuits through t = const ≥ 2 elements of arbitrary matroids.
Let M be the cycle matroid of G so that the circuits of M are the simple cycles of G. An edge set A may be contained in a simple cycle only if A itself is a simple cycle or A is a union of k pairwise vertex disjoint simple paths P 1 , . . . , P k for some integer positive k ≤ t. All simple cycles containing P 1 , . . . , P k can be enumerated with polynomial delay via lexicographic backtracking [9] by growing and merging these partial paths (so that their number continually decreases). Hence backtracking listing algorithms reduce the enumeration of simple cycles containing a 1 , . . . , a t to the following decision problem: Does there exist a simple cycle in G which contains k given disjoint paths P 1 , . . . , P k ?
When k is fixed, by considering all possible permutations and reversals of P 1 , ..., P k the latter problem can in turn be polynomially reduced to the well-known disjoint-path problem:
Given k pairs of vertices {u i , v i }, i = 1, . . . , k of a graph, can these pairs be connected by k pairwise vertex disjoint paths?
Even though the disjoint path problem is NP-complete when k is part of the input (see [4] ), it is known [10] to be solvable in polynomial time for each fixed k. Hence all simple cycles through t = const edges can be enumerated with delay bounded by a polynomial in the size of the input graph.
As we mentioned earlier, if t = |A| is part of the input then the problem of enumerating all simple cycles through t edges of a graph becomes NP-complete. In fact, given a graph G = (V, E) and a (large) matching A ⊂ E it is NP-hard to decide whether G has any simple cycle containing A. This can be seen from the following argument. Given a graph H = (U, E), substitute an edge e u for each vertex u ∈ U . Then, unless G consists of a single edge, the resulting graph G = P 2 × H has a simple cycle through the matching A = {e u : u ∈ U } iff the original graph H is Hamiltonian, a condition which is NP-complete to verify. Now, let M be the cocycle matroid of a connected graph G = (V, E) and accordingly, let the circuits of M be the minimal cuts of G. It is well-known and easy to see that an edge set C ⊆ E forms a minimal cut in G iff there is a partition V = U ∪W such that C is the set of all edges between U and W and the induced subgraphs G[U ] and G[W ] are both connected. In particular, this means that C (and each subset of C) must form a bipartite graph. Given an edge set A = {a 1 , . . . , a t } ⊆ E which forms a bipartite graph G A = (V A , A), let us split
Then the problem of enumerating all minimal cuts containing A can be solved with polynomial delay via lexicographic backtracking [9] by growing and merging these connected components in all possible ways (so that their number can only decrease). Specifically, backtracking listing algorithms reduce the enumeration of minimal cuts containing a 1 , . . . , a t to the following decision problem:
Given two disjoint vertex sets U , W ⊆ V , can they be extended to a partition U, W which defines a minimal cut, that is Robertson and Seymour [10] proved that for bounded |U 1 | + . . . + |U r | the above problem can be solved in polynomial time. Obviously, w.l.o.g. one can assume that the extended sets U 1 . . . U r form a partition of V and hence for r = 2 the above problem includes the previous one.
Finally, similarly to minimal cycles, the enumeration of all minimal cuts through t edges becomes NP-hard when t is part of the input. Indeed, given a graph G = (V, E) and a matching A = {a 1 = (u 1 , w 1 ) , . . . , a t = (u t , w t )} ⊆ E, it may be NP-hard to tell whether G has a minimal cut containing A. This claim can be shown as follows. Let U = {u 1 , . . . , u t }, W = {w 1 , . . . , w t }, and
are edgefree, (iii) there are no edges between U and W except A, and (iv) the edges between V and U and between V and W are symmetric in the sense that (v, u i ) ∈ E ⇔ (v, w i ) ∈ E for all v ∈ V and all i = 1, . . . , t. Note that condition (iv) makes irrelevant any reversals in A, and that the decision problem:
Given a graph G ∈ G, is it possible to split V between U and W to obtain two connected induced subgraphs ? is polynomially equivalent with the special case of the CNF satisfiability problem in which all clauses are either strictly positive or strictly negative, and the clauses in the positive and negative halves are symmetric. It remains to notice that this special case of the satisfiability problem is NP-complete since it is equivalent to the identification of self-compliment saturated hypergraphs, a problem whose NP-completeness was shown in [3] .
We mention in closing that the results of this section also indicate that it may be NP-complete to decide whether a cycle or cocycle matroid M has a hyperplane avoiding a given set A of elements.
Minimal spanning sets for a flat
Let M be a matroid on S. Each circuit C containing a given element a ∈ S can be identified with a minimal (independent) set I such that a ∈ Span(I), where
is the closure operator. In this section we consider the problem of enumerating all minimal sets I spanning a given collection of elements A ⊆ S. In fact, we will consider a slightly more general problem of generating all minimal subsets I ⊆ D which span A, where D and A are two given nonempty (and not necessarily disjoint) sets of elements of M . We denote the family of all such minimal spanning sets I by SPAN (D, A) . Note that since A ⊆ Span(I) implies Span(A) ⊆ Span(I), we could assume that A is a flat, i.e. A = Span(A).
Example 1 (Generalized Steiner trees and point-to-point connections) Let G = (V, E) be a graph with k given disjoint vertex sets V 1 , . . . , V k ⊆ V . A generalized Steiner tree is a minimal set of edges I ⊆ E connecting all vertices within each set V i , i.e., for each i = 1, . . . , k, all vertices of V i must belong to a single connected component of (V, I). In particular, for k = 1 we obtain the usual definition of Steiner trees. When each set V i consists of two vertices {u i , v i }, generalized Steiner trees are called point-to-point connections. Let T 1 , . . . , T k be arbitrary spanning trees on V 1 , . . . , V k composed of "new" edges, and let M the cycle matroid of the multigraph (V, E ∪ T 1 ∪ . . . ∪ T k ) with a total of
is the family of all generalized Steiner trees for V 1 , . . . , V k .
Example 2 (Multiway cuts) For a connected graph G = (V, E) with k pairs of vertices {u i , v i }, i = 1, . . . , k, a multiway cut is a minimal collection of edges whose removal disconnects each u i from v i . Letting A = {(u i v i ) : i = 1, . . . , t} and assuming w.l.o.g. that A ∩ E = ∅, the family of all multicuts of G can be identified with the family SPAN (E, A) for the cocycle matroid of (V, E ∪ A). Proof. Let α be a new element representing A, and let M α be the matroid on D ∪ α with the following rank function:
It is easy to check that M α is indeed a matroid. When M is a vectorial matroid over a large field, α can be interpreted as the "general linear combination" of all elements of A; in general, ρ(X) is the so-called principal extension of r(X) on A with value 1 (see e.g. [7] ). When I ∈ SPAN (D, A) then I ∪ α is a circuit in M α and conversely, for any circuit C in M α containing α, the set C \ α belongs to SPAN (D, A) . Hence the enumeration problem for SPAN (D, A) is equivalent with that for the set of all circuits through α in M α . Given an independence oracle for M , the rank function (2) of the extended matroid can be trivially evaluated in oracle-polynomial time. Therefore the first claim of Theorem 3 directly follows from Theorem 2. To see the second claim note that the maximal subsets of D which do not span A are in one-to-one correspondence with the hyperplanes of M α which avoid α.
Finally, let us note that since SPAN (S, S) is the set of bases of M , the proofs of Theorems 2 and 3 show that the enumeration of all bases of a matroid can be reduced to the enumeration of all circuits of another matroid.
Circuits in two matroids, Generalized circuits
Let M 1 and M 2 be two matroids on S, with rank functions r 1 (X) and r 2 (X). It is known that the minimum of the submodular function r 1 (X) + r 2 (S \ X) for all X ⊆ S gives the maximum cardinality of a set I independent in both M 1 and M 2 , and that this minimum can be computed in polynomial time [2] . In particular, when the ranks of M 1 and M 2 are equal one can determine in polynomial time whether M 1 and M 2 share a common base, i.e. B(M 1 ) ∩ B(M 2 ) = ∅. In fact, using this as a subroutine for backtracking on matroids obtained by deleting and contracting elements of S, all bases in B(M 1 ) ∩ B(M 2 ) can be enumerated with polynomial delay.
In contrast to this result, deciding whether M 1 and M 2 contain a common circuit is NP-hard already when M 1 is the cycle matroid of some graph G = (V, E) and M 2 is the uniform matroid on E whose bases are all subsets of size r = |V |−1. In this case, C(M 1 ) ∩ C(M 2 ) = ∅ iff G is Hamiltonian. A similar argument for the NP-complete maximum cut problem shows that testing if C(M 1 ) ∩ C(M 2 ) = ∅ remains NP-hard when M 1 is the cocycle matroid of a graph G = (V, E) and M 2 is again a uniform matroid on E.
Of course, given two matroids M 1 and M 2 on S one can always enumerate all elements of C(M 1 ) ∪ C(M 2 ) in incremental polynomial time due to Theorem 1. Note, however, that deciding whether a given set C ∈ C(M 1 )∪C(M 2 ) is inclusionwise maximal in C(M 1 ) ∪ C(M 2 ) may be NP-hard. This is because for any set A ⊆ S we may choose M 2 to be the matroids for which A is the only circuit, and then deciding whether A is maximal becomes equivalent with determining if M 1 has a circuit containing A (see Section 4). Perhaps more surprisingly, for two matroids M 1 and M 2 on S enumerating all minimal elements of C(M 1 ) ∪ C(M 2 ) may also be hard. Proposition 1. Let M 1 and M 2 be the cycle matroids of two graphs G 1 = (V 1 , E) and G 2 = (V 2 , E) with identical sets of edges, and let MIN {C(M 1 ) ∪ C(M 2 )} be the collection of all minimal edge sets which form a cycle in G 1 or G 2 . Then, given a set family M ⊆ MIN {C(M 1 ) ∪ C(M 2 )}, it is NP-complete to tell whether M can be extended, i.e. M = MIN {C(M 1 ) ∪ C(M 2 )}.
We conclude with yet another generalization of the notion of circuit in a matroid. Let M be a matroid defined by an independence oracle on some ground set U , and let A 1 , . . . , A n be given (not necessarily disjoint) subsets of U . We define a generalized circuit as a minimal subset X of S = [n] such that i∈X A i is a dependent set in M .
Proposition 2. Enumerating all generalized circuits for the cycle matroid of a graph is NP-hard when A 1 , . . . , A n are disjoint sets of edges of size 2 each.
It is easy to see that in Propositions 1 and 2 the cycle matroids of G 1 and G 2 can be replaced by the cocycle matroids of some graphs (e.g., the planar duals of G 1 and G 2 ). Also, by matroid duality, Proposition 1 shows that it may be NP-hard to enumerate all generalized hyperplanes of M , i.e., all those maximal subsets X of S = [n] for which Span(∪ i∈X A i ) = S.
In contrast to Proposition 2, all generalized bases of M , i.e. all minimal sets X ⊆ [n] for which Span(∪ i∈X A i ) = S can be generated in incremental quasipolynomial time regardless of the sizes of A 1 , . . . , A n , see [1] for more detail.
