Abstract. We present explicit formulas for Hecke eigenforms as linear combinations of qanalogues of modified double zeta values. As an application, we obtain period polynomial relations and sum formulas for these modified double zeta values. These relations have similar shapes as the period polynomial relations of Gangl, Kaneko and Zagier and the usual sum formulas for classical double zeta values.
Introduction
In [GKZ] Gangl, Kaneko and Zagier gave an explicit connection between cusp forms for the full modular group of weight r + s and Q-linear relations among the double zeta values ζ(r, s) = 0<m<n 1 m r n s , (r ≥ 1, s ≥ 2) .
For example, one of the consequences of their work (see Remark 4.10) is that the first non-trivial cusp form ∆(q) = q n>0 (1 − q n ) 24 in weight 12 gives rise to the relation (1.1) 14ζ(3, 9) + 42ζ(4, 8) + 75ζ(5, 7) + 95ζ(6, 6) + 84ζ(7, 5) + 42ζ(8, 4) = 6248 691 ζ(12) .
The connection of this relation to the cusp form ∆ is given by the fact that the coefficients on the left-hand side are obtained by the even period polynomial of ∆. In this note we will show a similar result for the following modified version of the double zeta values (1.2)ζ(r, s) = 0<m<n 1 (m + n) r n s , (r ≥ 1, s ≥ 2) , and give an even more direct connection between cusp forms and linear relation among them. The values (1.2) are special cases of Apostol-Vu double zeta values or Witten zeta functions for so(5) (see [Mat, O] ). As an analogue of the relation (1.1) we obtain (1.3) 14ζ(3, 9) + 42ζ(4, 8) + 75ζ(5, 7) + 95ζ(6, 6) + 84ζ(7, 5) + 42ζ(8, 4) = 1639 176896 ζ(12) , which is not a trivial consequence of (1.1), since it is expected thatζ(r, s) is in general not a linear combination of ζ(r, s) and ζ(r + s). The connection of relation (1.3) and the cusp form ∆ will be made explicit by writing ∆ as a linear combination of q-analogues of the modified double zeta valuesζ(r, s) and the Riemann zeta value ζ(k). These are q-serieŝ ζ q (r, s), ζ q (k) ∈ Q [[q] ] which degenerate toζ(r, s) and ζ(k) respectively when q → 1 (see Lemma 2.2). In general we will write any Hecke eigenform as a linear combination of these q-analogues plus a "lower-weight" q-series, which vanishes as q → 1. We denote by M k and S k the spaces of modular forms and cusp forms of weight k for the full modular group. The first result of this work is the following.
Theorem 1.1. Let f ∈ S k be a cuspidal Hecke eigenform with restricted even period polynomial P ev,0 f (see (4.1) for the definition). Define the coefficients q f r,s ∈ C by
Then f can be written as
] is an explicitly given "lower weight" q-series (see Lemma 4.6) and where
We will see that for a cusp form f ∈ S k the R f (q) and f (q) vanish as q → 1 (after multiplying with (1 − q) k ). As a corollary of our result we therefore obtain the following analog of the result of Gangl, Kaneko and Zagier for the valuesζ(r, s). Corollary 1.2. For a cuspidal Hecke eigenform f ∈ S k the following relation holds
where the coefficients q f r,s and λ f are given by (1.4) and (1.5) respectively. By the work of Kohnen and Zagier ([KZ] ) is is known that there exists a basis of Hecke eigenforms {f i } for S k , such that P
. Therefore Corollary 1.2 gives dim S k -many Q-linear relations among the modified double zeta values. As the second result of this work we will write the q-analogue ζ q (k), which is just the Eisenstein series of weight k without constant term, as a sum over allζ q (r, s) with r + s = k and another explicitly given "lower-weight" q-series E k (q). Theorem 1.3. For all even k ≥ 4 we have
where the q-series E k (q) ∈ Q [[q] ] is given by (4.5).
Again by considering q → 1 the E k (q) vanishes and we get, for the even weight case (the odd weight case will be proven separately), the following sum formula.
The contents of this paper are as follows. In Section 2 we start by giving the definition of the q-analogues of the modified double zeta valuesζ(r, s). For the proof of Theorem 1.1 and 1.3 we need the theory of Hecke operators for period polynomials of modular forms, which we will introduce in Section 3. Finally, we write any modular form as a linear combination of q-analogues in Section 4 and give the proofs of the main results.
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q-analogues of modified double zeta values
In this section we will introduce q-analogues of the modified double zeta valueζ(r, s). For classical double (or multiple) zeta values there are various works on different models of q-analogues in the literature. An easy way to obtain a q-analogue of a zeta value is to replace the appearing natural numbers n in the definition by their q-analogues
where Q r (t), Q s ∈ tQ[t] are polynomials satisfying Q r (1) = Q s (1) = 1, gives a q-analogue ofζ(r, s). In the context of modular forms it is convenient to remove the global factor (1 − q) r+s in the definition of these q-analogues and to use the polynomials Q k ∈ tQ[t] defined for k ≥ 1 by the identity
We have Q 1 (t) = t and for k ≥ 2 the Q k (t) are polynomials of degree k − 1 satisfying Q k (1) = 1. These are up to a factor the so called Eulerian polynomials (c.f. [BK, Remark 2.6]).
Definition 2.1. For k, r, s ≥ 1 we define the q-analogues of ζ(k) andζ(r, s) by
where the polynomials Q j (t) for j ≥ 1 are defined by (2.1). Lemma 2.2. i) For k ≥ 2 and r ≥ 1, s ≥ 2 we have
In particular
Proof. This follows from Proposition 6.4 and Corollary 6.5 in [BK] , where the notation
The result forζ q (r, s) follows with a similar argument as given there for the q-series [r, s].
Period polynomials and Hecke operators
We recall the definition and results on period polynomials as they are presented in [Z1] , [Z2] and [Z3] . Denote for even k ≥ 4 by V k ⊂ C[X, Y ] the space of homogeneous polynomials in two indeterminates of degree k − 2. The group SL 2 (Z) acts on the space V k by
Further denote by S and U the following elements in SL 2 (Z)
For a modular form f (τ ) = n≥0 a n q n ∈ M k , where as usual τ is an element in the complex upper-half plane and q = exp(2πiτ ), define the even (extended) period polynomial of f by
The function L * f (s) has a meromorphic continuation to all s, with simple poles at s = 0 and s = k, and satisfies the functional equation
Using the modular transformation of f , one can check that P ev f vanishes under the action of 1 + S and 1 + U + U 2 and therefore it is an element in the space
into the even and odd polynomials and therefore have P ev f ∈ W ev k . As a generalization of the classical Eichler-Shimura isomorphism, which deals with the case of f being a cusp form, Zagier proved the following.
One of the most important structures on the space M k is the action of the Hecke algebra. For n ∈ Z ≥1 denote by T n ∈ End(M k ) the n-th Hecke operator. Due do Theorem 3.1 a natural question is, if there is an operator on W ev k , which corresponds to the operator T n on M k . One such operator was first given in [Z1] and to define it we first write M n = a b c d | a, b, c, d ∈ Z, ad − bc = n and extend the action (3.1) linearly to an action of the group ring Q[M n ] on V k . For n ∈ Z ≥1 we then define the element
Theorem 3.2. The action ofT n on W ev k corresponds to the action of T n on W k , i.e. we have for all
Proof. This is Theorem 2 in [Z1] or Theorem 3 in [CZ] .
Modular forms as q-analogues of double zeta values
To make notations shorter we define the following pairing of a polynomial
With this we obtain the following consequence of Theorem 3.2, which gives an explicit formula for the Fourier coefficients of Hecke eigenforms.
Lemma 4.1. Let f = n≥0 a n q n ∈ M k be a Hecke eigenform, i.e. T n f = a n f , then we have for n ≥ 1
Proof. It is is well-known that zeros of L * f (s), for a cuspidal Hecke eigenform f , can only occur inside the critical strip
, and in particular L *
(1) = 0 for the normalized Eisenstein series G k . Setting (X, Y ) = (0, 1) in (3.3), the left-hand side becomes P ev Tnf (0, 1) = a n P ev f (0, 1) = a n (−1) Corollary 4.3. For even k ≥ 4 and n ≥ 1 we have
Proof. This follows directly from Lemma 4.1, since the normalized Eisenstein series
) (see the first proposition in Section 2 of [Z2] ).
To proof Theorem 1.1 we will calculate P ev f ,T n explicitly. First we define the even restricted period polynomial P ev,0 f of a modular form f ∈ M k by
Lemma 4.4. For a cuspidal Hecke eigenform f ∈ S k we have
Proof. This follows by Corollary 4.3 together with (4.1) and the fact that the coefficients of ζ q (k) are given by the divisor-sum σ k−1 (n), since
It remains to evaluate P ev,0 f ,T n . For this we writeT n =T
n with
In the following we will calculate n>0 P ev,0 f ,T (j) n q n individually before combining them in the end for the proof of Theorem 1.1.
Lemma 4.5. For a cusp form f ∈ S k we have
where the coefficients q f r,s are given by (1.4). Proof. By direct calculation and the fact that P ev,0 is an even polynomial, we obtain
) and the definition of q f r,s as coefficients of P ev,0 f (X + Y, X), we can write
By the definition ofζ(r, s) (see Definition 2.1) we have
Since P To evaluate n>0 P ev,0 f ,T (2) n q n we will introduce some further notation. For k ≥ 1 we define the even and odd q-analogues of the single zeta value by
Lemma 4.6. For a cusp form f ∈ S k with even restricted period polynomial
we have
where the q-series R f (q) is given by
Proof. Again by using the fact that P ev,0 f is even and P
Now by using the well-known formula , we get by a straightforward calculation for r + s = k a,d>0 0<b≤
Combining this with (4.4), yields the result stated.
Proof of Theorem 1.1. The statement of Theorem 1.1 follows by combining Lemma 4.4 ,4.5 ,4.6 and the fact that n>0 P
Proof of Corollary 1.2. In [BK, Proposition 7.2] it was shown that for a q-series f (q) = n>0 a n q n with a n = O(n K−1 ) and K < k one has lim q→1 (1 − q) k f (q) = 0. The coefficients of ζ q (K), ζ e q (K) and ζ o q (K) are all in O(n K−1 ) and since in the definition of R f just the cases K < k (where k is the weight of f ) appear, we get lim q→1 (1−q) k R f (q) = 0. Corollary 1.2 therefore follows from Lemma 2.2 and Theorem 1.1.
Example 4.7. We give one example for Theorem 1.1. The period polynomial of f = (45L * ∆ (9)) −1 ∆ is given by
In this case the q-series R f (q) can be written as
. By Theorem 1.1 we therefore obtain the following expression for ∆ ∆(q) 221120 = 1639 176896
− 14ζ q (3, 9) + 42ζ q (4, 8) + 75ζ q (5, 7) + 95ζ q (6, 6) + 84ζ q (7, 5) + 42ζ q (8, 4) , from which the relation (1.3) in the introduction follows after multiplying both sides by (1 − q) 12 and taking the limit q → 1.
Proof of Theorem 1.3. By Corollary 4.3 we have
With similar calculations as in Lemma 4.5 and 4.6 one can give explicit formulas for
one then can check that Theorem 1.3 holds with the q-series E k (q) given by where Li r,s (z) = 0<m<n z n m r n s denotes the double polylogarithm. When k = r +s is odd, it is known, due to the parity result for double polylogarithms (see [BBB, (75) 
Now using the following sum formulas for double zeta values (see [OZ] )
we obtain together with (4.6)
We end this note by giving examples for Theorem 1.3 and some general remarks.
Example 4.8. For k = 4, 6 Theorem 1.3 gives the following expressions for ζ q (k).
Remark 4.9. Numerically also Theorem 1.3 holds for any k ≥ 3 and Theorem 1.4 should be a Corollary of this general version. But since we are using the period polynomials of the Eisenstein series, our proof of Theorem 1.3 is just valid for even k ≥ 4.
Remark 4.10. The result for the classical case of double zeta values, given in [GKZ, Theorem 3] , focuses on relations among ζ(r, s), where r and s are both odd. Their result is that for a cusp forms f ∈ S k the following relation holds which follows from (4.7) by taking for f a certain multiple of ∆. For the modified double zeta values the harmonic product formula does not hold and therefore it is not clear if one can reduce our result to the case where r and s are both odd. These are related to the modified and the usual double zeta values by (see (4.6)) ζ(r, s) = 2 s (ζ oe (r, s) + ζ ee (r, s)) − ζ(r, s) − ζ(r + s) .
Combining Corollary 1.2 and the period polynomial relations for classical double zeta values (Remark 4.10), one could therefore also explicitly write down period polynomial relations and sum formulas for the values 2 s (ζ oe (r, s) + ζ ee (r, s)).
