Inspired by recent work of S. K. Donaldson on constant scalar curvature metrics on toric complex surfaces, we study obstructions to the extension of the Calabi flow on a polarized toric variety. Under some technical assumptions, we prove that the Calabi flow can be extended for all time.
Introduction
In [4] , E. Calabi proposed to deform a given Kähler metric in the direction of the Levi-Hessian of its scalar curvature. This is a 4th order fully nonlinear semiparabolic equation aiming to attack the existence of constant scalar curvature Kähler metric (cscK for short) in a given Kähler class. Note that cscK metrics are the fixed points while extremal Kähler metrics are soliton solutions of the Calabi flow. The Calabi conjecture on the existence of Kähler-Einstein metrics, as well as Yau-Tian-Donaldson's conjecture on the existence of extremal Kähler metrics are central problems in Kähler geometry. However, by fixing a maximal torus in the complex automorphism group, an extremal Kähler metric satisfies a 4th order nonlinear partial differential equation. It is hard to attack the existence problem directly. The study of the Calabi flow seems to be an effective approach, although rather a complicated one. In [6] , Xiuxiong Chen conjectured that the flow exists globally (i.e. for all time) for any smooth initial Kähler metric.
Unfortunately, at the moment very little is known about the global existence of the Calabi flow. In the Riemannian surface case, it was settled down by the work of P. Chrusciél [10] (c.f. [6] also). In a subsequent paper [7] , Xiuxiong Chen and Weiyong He proved that the main obstruction to the global existence of the Calabi flow is the bound of the Ricci curvature.
Other important results about Calabi flow appear in Chen-He [8] , [9] ; W.Y. He [18] ; J. Fine [15] ; G. Szêkelyhidi [21] .
S.K. Donaldson [11] set up a program to prove the existence of an extremal Kähler metric on a toric surface under the K-stability assumption and he completed this program in the cscK case in [14] . Let us briefly introduce Donaldson's results. His strategy of proof is as follows: if we consider the Legendre transform u of a Kähler potential φ, then we obtain a convex function u on the polytope P ⊂ R 2 associated to the toric variety, satisfying certain boundary conditions defined by a measure σ on each facet of P (see Definition 3.1). The Abreu's equation tells us that the metric is extremal if and only if
where A is an affine function determined by the data (P, σ). We need to solve this 4-th order differential equation when A is a constant and u is a smooth convex function and verifies the given boundary conditions. Then, Donaldson applied the continuity method to prove the following theorem (c.f. Theorem 1 in [13] ) : Theorem 1.2. ( [13] ) Let (P (α), σ(α), A(α)) be a sequence of polytopes converging to (P, σ, A) where the number of edges of P (α) does not depend on α. Suppose that for each α there is a solution u(α) to the problem defined by (P (α), σ(α), A(α)), i.e. u(α) ij ij = −A(α), where A(α) is a constant and u(α) satisfies the Guillemin boundary conditions of (P (α), σ(α)). If there is an M > 0 such that each u(α) satisfies the M -condition given by Definition 3.3 below, then there is a solution of the problem defined by (P, A, σ), i.e. there is a smooth function u such that u ij ij = −A and u satisfies the Guillemin boundary conditions of (P, σ).
Inspired by this work of Donaldson, we attempt to study the Calabi flow on an n-dimensional toric variety. The main theorem we obtain is Theorem 1.3. For any toric Kähler variety, the Calabi flow (initiated from any toric invariant metric) can be extended indefinitely as long as the following assumptions hold
• The L n -norm of the Riemannian curvature is bounded for any finite time interval [0, T ).
• At each time t ∈ [0, T ), after rescaling the metric by |Rm| ∞ , the first derivative of the Riemannian curvature is uniformly bounded.
• The Euclidean norm of the gradient of scalar curvature on the polytope i.e. |∇R|, are uniformly bounded for all time.
Remark 1.4. For Kähler surfaces, the first assumption is automatically true since the Calabi flow decreases the Calabi energy, hence the L 2 -norm of Riemannian curvature. To get rid of the second assumption, one needs to extend Shi's Ricci flow pointwise curvature estimates [20] to the Calabi flow. The last condition is imposed to guarantee that the M -condition holds along the Calabi flow. If one can extend Perelman's Ricci flow non-collapsing result [19] to the Calabi flow, then the third assumption is not needed.
The organization of this paper is as follows: In section 2, we set up the notations for the Kähler geometry and the Calabi flow as in [7] . In section 3, we give a brief introduction to polarized toric varieties and study the Calabi flow in the corresponding polytope. In section 4, we extend Donaldson's geometrical estimates [13] from dimension two to higher dimensions. In section 5, we rule out the singularities in the Calabi flow under the assumptions of Theorem 1.3.
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Kähler geometry and Calabi flow
Let M be a compact complex manifold of complex dimension n. A Hermitian metric metric g on M in local coordinates is given by
where {g ij } is a positive definite Hermitian matrix with smooth dependence on the coordinates. We use {g ij } to denote the inverse matrix of {g ij }. The Kähler condition says that the corresponding Kähler form ω = √ −1g ij dz i ∧ dzj is a closed (1, 1) form. The Kähler class of ω is its cohomology class [ω] ∈ H 2 (M, R). By Hodge theory, any other Kähler form in the same class is of the form
for some real valued function φ on M , where
The corresponding Kähler metric is denoted by g φ = (g ij + φ ,ij )dz i ⊗ dzj, and we use {g ij φ } to denote the inverse matrix of {g ij + φ ,ij }. For simplicity, we use both g and ω to denote the Kähler metric. The space of Kähler potentials is defined to be
which is identified with the space of Kähler metrics and is the main objects we are interested in. Given a Kähler metric ω, its volume form is
The Ricci curvature of ω is locally given by
the Ricci form being
It is a real, closed (1,1) form. The cohomology class of the Ricci form is the first Chern class C 1 (M ), and is therefore independent of the metric. Given a polarized compact Kähler manifold (M, [ω]), for any φ ∈ H, Calabi [4] , [5] introduced the Calabi functional,
where R φ is the scalar curvature of ω φ . Note that both the total volume
and the total scalar curvature
remain unchanged when φ varies in H ω . As a consequence, the average scalar curvature
is a constant depending only on the class [ω]. Usually we use the following modified Calabi energy
to replace Ca(ω φ ) since they only differ by a topological constant. E. Calabi studied the variational problem to minimize Ca(ω φ ) in H ω . The critical points turn out [5] to be either CscK or extremal Kähler metric depending on whether the Futaki character vanishes or not. The Futaki character f = f φ : h(M ) → C is defined on the Lie algebra h(M ) of all holomorphic vector fields of M as follows,
where X ∈ h and F φ is a real valued function defined by
G φ is the Hodge-Green integral operator, and
where △ φ is the Laplace operator of the metric ω φ . In [5] , E. Calabi showed that the Futaki character f = f φ is invariant when φ varies in H ω . The existence of CscK metrics (or extremal Kähler metrics) seems intractable at the first glance since the equation is a fully nonlinear 4th order equation. In [4] , E. Calabi proposed the so-called Calabi flow to approach the existence problem. The Calabi flow is the gradient flow of the Calabi functional, defined as the following parabolic equation with respect to a real parameter t ≥ 0,
On the potential level, the Calabi flow is of the form
Under the Calabi flow, we have
where D φ is the Lichnérowicz operator defined by
and where the covariant derivative is with respect to ω φ . So the Calabi energy is strictly decreasing along the flow unless ω φ is an extremal Kähler or a CscK metric.
Toric geometry and Calabi flow
In this section, we use the description of toric manifolds which is due to Guillemin [16] [17] and Abreu [2] , see also Donaldson [11] and ApostolovCalderbank-Gauduchon [3] . Given a n-dimensional polarized toric variety X with Kähler form ω and Hamiltonian action of an n-dimensional torus action T n , we denote its moment map by µ. The image of the moment map is a Delzant polytope P in R n . Let X 0 = µ −1 (P 0 ), where P 0 is the interior of P ; X 0 is a dense open subset of X diffeomorphic to R n × T n . Also, the preimage of each boundary face of P corresponds to a divisor of X. A model case is CP 2 ; up to an appropriate normalization, the image of its moment map can be taken to be the triangle in R 2 with vertices (0, 0), (0, 1), (1, 0) and the preimage of each facet is a projective line CP 1 ⊂ CP 2 . The Kähler form ω restricted to X 0 can be written as
We can write down the moment map explicitly in this case:
Using the Legendre transformation, we obtain the symplectic potential u on P 0 : For each point x ∈ P 0 , there is a unique point ξ ∈ R n such that
It is important to point out that u(x) should satisfy the Guillemin boundary conditions by Abreu [2] , Donaldson [11] and Apostolov-CalderbankGauduchon [3] . Let d be the number of (n − 1)-dimensional faces of P , we can describe the polytope P by a set of inequalities
the u i being primitive elements of the lattice Z n . Let
Definition 3.1. u(x) satisfies the Guillemin boundary conditions if and only if u(x) − u 0 (x) is a smooth function on P 0 up to the boundary and u(x) restricted to each facet is smooth and strictly convex.
Next we want to write down the formula for Riemannian curvature in symplectic coordinates which is due to Donaldson [11] and Abreu [1] . In symplectic coordinates the metric is given by
where the matrix (u ,ij ) is the inverse of the Hessian matrix u ,ij = ∂ 2 u ∂x i ∂x j . Now we define a 4-index tensor by
We can raise and lower indices in the usual way, using the metric u ij , setting
Using the metric u ij , the standard square-norm of the tensor F is
, the scalar curvature can be written as:
Let us see what the evolution equation of u under the Calabi flow would be. Since the evolution equation for φ is
where R = A is the average of scalar curvature R, Donaldson shows that [11] ,
In [13] , Donaldson introduces the M -condition to control the injectivity radius of X: Definition 3.3. Let p, q be distinct points in the interior of P . Let ν be the unit vector pointing in the direction from p to q. We write
where ∇ ν denotes the derivative in the direction ν. Thus V (p, q) is positive by the convexity condition. Let I(p, q) be the line segment
For M > 0 we say that the symplectic potential u satisfies the Mcondition if for any p, q such that I(p, q) ⊂ P we have V (p, q) ≤ M . Lemma 3.4. For any convex function u on a polytope P ⊂ R n satisfying the Guillemin boundary conditions, there exits a constant M such that u satisfies the M -condition.
Proof. Near any boundary of P , u can be expressed as
where E i is a facet of P and l E i is the defining function for E i . Without loss of generality, we only need to prove that for the function
and for any point (x 1 , . . . , x m ) where x i > 0 for all i, the difference of derivatives of u at (x 1 , . . . , x m ) and (2x 1 , . . . , 2x m ) in the direction of the unit vector
is uniformly bounded. In fact
Geometric Estimates
The estimates in this section follow Donaldson's work in toric surfaces [13] . However, there are some lemmas needed to be rewritten in order to deal with the cases when n > 2. For the reader's convenience, we put together our results with Donaldson's work.
Lemma 4.1. Suppose u satisfies the M -condition. Let I be a line segment inP with mid-point p and let p ′ be an end point of I. Then the Riemannian length of the segment pp ′ is at most
Proof. We can suppose that p ′ is the origin and that p is (L, 0), so |p−p| Euc = L and the segment of the x 1 -axis from 0 to 2L lies inP . We apply the definition of the M -condition to the pair of points p, q, where
The Riemannian length of the straight line segment from q to p is
Hence the Riemannian length of this segment is at most LM/2. Replacing p by 2 −r p and summing over r we see that the Riemannian length of the segment from 0 to p is at most
from which the result follows.
Corollary 4.2. Suppose that u satisfies the M -condition and that p is a point of P . Then
Proof. To see this we take p ′ to be the point on ∂P closest to p, in the Euclidean metric. If p ′′ = 2p − p ′ then the segment p ′ p ′′ lies inP and we can apply the lemma above.
Next we derive a crucial result which relates the restriction of u to lines and the curvature tensor F .
Proof. Observe that the quantity
is unchanged by rescaling x 1 . So by scaling x 1 , we will get u 11 (p) = 1. Next we want to show that after carefully selecting x 2 , . . . , x n , u ij (p) will be a standard Euclidean metric. We need a standard linear algebra fact. 
where B is a diagonal matrix with λ 1 , · · · , λ n > 0, more importantly λ 1 = u 11 .
Set p = (p 1 , . . . , p n ) ∈ P , A be the matrix in the previous lemma and
Hence (
is a diagonal matrix with v 11 (p) = u 11 (p) = 1, more importantly, v restricts on the line {p + t(1, 0, . . . , 0)|t ∈ R} is the same as u since
It is easy to see after rescaling x 2 , . . . , x n , that (v ij ) can be the identity matrix.
At this point, after changing the coordinate system the left hand side of inequality (1) remains unchanged. We also want to show that the right hand side doesn't change either. Let us use indices α, β representing the new coordinate system and i, j representing the old coordinate system. Also we set A −1 = (b ij ). From the above calculation, we get
Hence at point p, we have
and v 11 11 ≤ |F |. Now we have
where (V ij ) is the cofactor matrix of (v ij ). So
Since v ij , i = j vanishes at the point p we have
Lemma 4.4. Let p be a point of P and ν = (ν i ) a unit vector. Suppose that the segment p + tν : −3R ≤ t ≤ 3R lies in |P |, that |F | ≤ 1 in P and that u satisfies the M -condition. Then
Proof. We can suppose that ν is the unit vector in the x 1 direction and that p is the origin. Let H(t) = u 11 (t, 0). We apply the definition of the M -condition to obtain
By the previous Lemma,
where C = H ′ (0). Thus
This gives
So we have
Now use the fact that
and a little manipulation to obtain the stated bounds on ǫ −1 = u 11 (0, 0).
The results in the rest of this subsection depend upon a special feature of the Riemannian metric g. We need a simple comparison result for Jacobi fields.
Lemma 4.5. Suppose γ(t) ∈ P is a geodesic parameterized by its arc length t ∈ (0, a). Then for any vector ν 1 ∈ R n ,
is a decreasing function of t.
Proof. Notice that the Riemannian metric on the whole manifold is invariant under the T n action, hence we can let ν 1 be the Jacobi vector field along γ. Let us fix a point t 0 ∈ (0, a); without loss of generality, we can assume ν 1 's Riemannian magnitude is 1 at γ(t 0 ), i.e. |ν 1 | 2 = (u ij )(ν 1 , ν 1 ) = 1. Let us consider the derivative of |ν 1 |/ sinh t at t = t 0 . We only need to show that
∂t . Let us pick ν 2 , . . . , ν n ∈ R n , such that |ν 2 | = · · · = |ν n | = 1 and 0 = ν i , ν j = (u ij )(ν 1 , ν 2 ), i = j at γ(t 0 ). Assume e 1 , . . . , e n are orthogonal frame along γ such that e 1 (t 0 ) = ν 1 (t 0 ), e ′ 1 = 0, . . . , e n (t 0 ) = ν n (t 0 ), e ′ n = 0. Expressing ν 1 , . . . , ν n in terms of e 1 , . . . , e n , we get
The Jacobi equation tells us that
Let H be a n × n symmetric matrix such that H(e i , e j ) = Rm(e i , X, X, e j ), then G ′′ + GH = 0.
Let S = G −1 G ′ , so that S satisfies the Riccati equation
Notice that
we get
Hence S(t) is a symmetric matrix for all t. At t = t 0 we have ν ′ 1 , ν 1 = S 11 , the (1, 1) entry of the matrix S, so it suffices to prove that all the eigenvalues of S(t 0 ) are bounded above by cosh t 0 / sinh t 0 . Now each eigenvalue λ(t) of S(t) satisfies a scalar Riccati differential inequality
By standard arguments, we may ignore the complications that might occur from multiple eigenvalues. Suppose by contradiction that λ(t 0 ) > cosh t 0 / sinh t 0 . Then we can find τ ∈ (0, t 0 ) such that λ(t 0 ) = cosh(t 0 − τ )/ sinh(t 0 − τ ). Now the function µ(t) = cosh(t − τ )/ sinh(t − τ ) satisfies the equation µ ′ + µ 2 = 1. So λ ′ − λ 2 ≤ µ ′ − µ 2 in the interval (τ, t 0 ] and λ(t 0 ) = µ(t 0 ). It follows that λ(t) ≥ µ(t) for t ∈ (τ, t 0 ) and since µ(t) → ∞ as t tends to τ from above we obtain a contradiction. Lemma 4.6. Let E be a face of the polytope P and suppose that the defining function λ E (determined by σ) is x 1 . Then if u satisfies the Guillemin boundary conditions and |F | ≤ 1 throughout P we have
for any p in P .
Proof. To see this we consider a geodesic parameterized by t ≥ 0, starting at time 0 on the boundary component E. Near the boundary we can describe the geometry in terms of a 2n-manifold with a group action in the familiar way. The vector field
is smooth in the 2n-manifold and vanishes at t = 0. The condition that x 1 is the normalized defining function just asserts that this vector field is the generator of a circle action of period 2π. It follows that lim
(with equality when the geodesic is orthogonal to the edge E). Then, by the above lemma,
| ≤ sinh t and the result follows.
Corollary 4.7. Let E be a face of P with defining function λ E . Then if
Proof. Notice that this is an affine-invariant statement. There is no loss in supposing that, as above, λ E = x 1 . Then for a geodesic starting from a point of E, parameterized by arc length, we have
Lemma 4.8. Suppose that |F | ≤ 1 and that p is a point in P with Dist g (p, ∂P ) ≥ α > 0. Then if q is a point with Dist g (p, q) = d we have
Proof. To prove the Lemma, observe that it suffices by affine invariance to prove the corresponding inequalities for the matrix entry u 11 = |ǫ 1 | 2 . For the first inequality we consider a minimal geodesic γ from p = γ(0) to q = γ(d) and extend it "backwards" to t > −α. Then replacing t by t + α we are in the situation considered in Lemma 4.5 and we obtain
.
For the second inequality we extend the geodesic "forwards" to the interval [0, α] and argue similarly.
Suppose that p = (p 1 , . . . , p n ) is a point of P and r > 0. Put
So E(p, r) is the interior of the ellipse defined by the parameter r and the quadratic form u ij (p). The Euclidean area of E(p, r) is det(u ij (p)) −1/2 ω n r n , where ω n is the volume of a standard Euclidean n-ball.
Lemma 4.9. Suppose that |F | ≤ 1 and that p is a point in P with Dist g (p, ∂P ) ≥ α > 0. Then for any β < α the β-ball in P , with respect to the metric g satisfies
where c = sinh(α − β)/ sinh α and C = sinh(α + β)/ sinh α. In particular, the Euclidean area of the β ball for the metric g is bounded below by
Proof. There is no loss in supposing that the matrix u ij (p) is the identity matrix, so we have to show that the ball B g (p, β) defined by the metric g contains a Euclidean disc of radius cβ, and is contained in a Euclidean disc of radius Cβ. We know by the above lemma that on the ball B g (p, β) we have
Thus C −2 ≤ (u ij ) ≤ c −2 , and the Euclidean length of a path in B g (p, ρ) is at least c −1 times the length calculated in the metric g, and at most C −1 times that length. The second statement immediately tells us that B g (p, β) lies in E(p, Cβ). In the other direction, suppose q is a point in the Euclidean disc of radius cβ centered on p. We claim that q lies in the (closed) g ball B g (p, β). For if not there is a point q ′ in the open line segment pq such that the distance from q ′ to p is β and the line segment pq ′ lies in B g (p, β).
But the Euclidean length of this line segment is strictly less than cβ so the length in the metric g is less than β, a contradiction.
Singularity Analysis
By Chen-He's result [7] , the Calabi flow exists for a short time. Suppose that the Calabi flow does not exist for all time and the singular time is T , i.e, the Riemannian curvature blows up at time T . We will use blowing up arguments to rule out different kinds of singularities under the Calabi flow. Since ∂u i ∂t = −A i and |∇A| is bounded for all t < T , we conclude that for any t < T , u(t) satisfies a M -condition by Lemma 3.4. Next we want to show that the scalar curvature A is bounded for any finite time T . It is well known that the Calabi energy, L 2 -norm of A − A, is decreasing under the Calabi flow. We want to see the corresponding formula in toric case. In fact, by the Abreu's formula, we have
, where
In the above calculations, the integral domains in fact are P δ and ∂P δ where P δ is an interior domain whose boundary has a distance δ from the boundary of P and we let δ → 0. The reason why all the boundary integrals go to 0 relies on the Guillemin boundary condition: without loss of generality, we can set ν = 1, 0, . . . , 0 , so u = x 1 log x 1 + f where f is a smooth function up to the boundary. Then u 1j are all products of x 1 with smooth functions. So E 1i = 0, E 1j j = 0 for all i and j > 1. Since the boundary measure dσ is fixed, u 11 1 is fixed, hence E 11 1 = 0.
If the scalar curvature is not bounded, then there is t < T and x 0 ∈ P , such that |A(x 0 , t)| > C 1 . By the assumption that |∇A| is uniformly bounded at [0, t], there is a neighborhood x 0 ∈ Q ⊂ P with V ol(Q) > C 2 and |A(x, t)| > C 1 /2 for all x ∈ Q. Then P A 2 > C 2 1 C 2 /4 at time t. It is easy to see that we can get C 1 as large as we want with C 2 fixed which contradicts the fact that the Calabi energy is decreasing along the Calabi flow.
Since the Calabi flow cannot extend through time T > 0, the L ∞ -norm of Riemannian curvature of t-slice would blow up as t → T . Now pick a sequence of points (p i , t i ) → (p, T ) where |Rm(p i , t i )| realizes the L ∞ Riemannian curvature norm at t i . We want to show the rescaling process in the corresponding polytope. Here we follow Donaldson's work [13] . Suppose u is a convex function on a polytope P with u ij ij = −A. Let λ be a positive real number. Define a functionũ on the polytopeP = λP bỹ
Proposition 5.1 (Donaldson) .ũ satisfies the following properties:
• The curvatureF ofũ satisfies
• The scalar curvatureÃ = −ũ ij ij is
• If u satisfies an M -condition then so doesũ (with the same value of M ).
Proof. Using the chain rule for partial derivatives, we obtainũ ij kl = λ −1 u ij kl and hence the desired conclusion.
Dilating by a factor λ i = |Rm(p i , t i )|, we get a new sequence of data (P (i) ,ũ (i) ). It is clear that, perhaps after taking a subsequence, one of the two cases must occur.
• The limit of theP (i) is the whole of R n ;
• The limit of theP (i) is a (R + ) m × R n−m with m < n.
To rule out those singularities, the idea is to study the equation
Donaldson [12] rewrites the above equation in the following form
where (U ij ) is the cofactor matrix of (u ij ).
It is easy to check that if we can show that for any compact set away from the boundary, the operator (U ij ) is uniformly elliptic, then the limit equation will be
in the weak sense. Thus we can use the maximal principle to obtain a contradiction. To control the upper and lower bound of (u ij ), we utilize Donaldson's idea [13] . Case 1: The limiting domain is R n .
Let us normalize u (i) first. By translation we can assume that each p i is the origin and u (i) is normalized at the origin, i.e, u (i) (0) = 0, ∇(u (i) ) = 0. We want to show that on any compact subset K ⊂ R n we have upper and lower bounds C
The upper bound follows immediately from Lemma 4.4 (since on compact sets the Euclidean distance of the boundary ofP (i) tends to infinity with i). Let J = J (i) be the function det(ũ ij ). The crucial thing is to get a lower bound on J(0). Corollary 4.7 implies that the distance in the metric g (i) corresponding toũ (i) from the origin to the boundary ofP (i) tends to infinity. By construction, | Rm (i) | is equal to 1 at the origin. Since the derivative of Riemannian curvature is uniformly bounded, we can find a fixed small number δ such that | Rm (i) | ≥ 1/2 on theg (i) ball of radius δ about the origin. On the other hand Lemma 4.9 implies that this ball contains a Euclidean ellipse of area at least cJ(0) −1/2 δ n , for some fixed c. Thus
Since the L n -norm of the Riemannian curvature is bounded and is scaling invariant, the integral on the left is bounded. So we obtain a lower bound on J(0), as required. Combined with the upper bound onũ ij this lower bound on J(0) yields an upper bound onũ ij at the origin. Now Lemma 4.8 gives an upper bound onũ ij at points of boundedg distance from the origin. The upper bound onũ ij implies that on compact subsets of R n theg distance to the origin is bounded. So we conclude thatũ ij is bounded above on compact subsets of R n . Alsoũ ij is bounded below on compact subsets of R n . Once we have these upper and lower bounds onũ ij the convergence of a subsequence is straightforward, and the limit functionŨ satisfiesŨ ij ij = 0. However, the following theorem tells us that it cannot happen.
Note that Donaldson proves a stronger result in the case of n = 2 and Trudinger-Wang study a similar fourth order PDE in their work [22] . However, our approach is different than theirs.
Proposition 5.2. There is no convex function u satisfying the following conditions simultaneously: 1.
where U ij is the cofactor matrix of u ij . Applying Lemma 4.4, there is a constant C such that Hess(u)(v, v) < C for any unit vector v. And for arbitrary ǫ > 0, we know that for |x| large enough,
wherev is the unit vector at x pointing away from the origin. Using the same tricks as we did in Lemma 4.4, we get
Now it is clear that for any ǫ > 0, there is a R > 0, such that for any x outside B(0, R), | det(u ij )(x)| < ǫ. That tells us that G reaches its minimum in the interior of R n . Since G satisfies U ij G ij = 0, we know that G must be a constant; hence it must be zero, a contradiction.
In those cases, we still follow Donaldson's work to get the uniform ellipticity of the operator (U ij ) and use a different method to rule out the singularities. We pick a pointp i such that it satisfies the following two conditions.
• The Euclidean distance betweenp i and p i is bounded and hence its Riemannian distance is also bounded by Lemma 4.1. Since the derivative of the Riemannian curvature is controlled, we can assume |Rm(p i )| ≤ 1/2.
•p i is not close to the boundary in the sense of the Euclidean distance and hence it is not close to the boundary in the sense of the Riemannian distance by Corollary 4.7.
The remaining process is the same as in the previous case, we normalizẽ u (i) atp i and there is a subsequence converging to a smooth function U satisfying U ij ij = 0, |F (∞) | 2 = U ij kl U kl ij ≤ 1 and M -condition. Notice that the function f (x) = x log x satisfies f ′ (x/2) − f ′ (x) = − log 2, x > 0. Then for any positive number c, there is a
Based on this observation, let us check what happens in our limiting function U . Without loss of generality, we can assume one edge of P is {x 1 = 0} and {x 1 > 0} ∩ P is not empty. We want to consider the derivative of u (i) in the x 1 direction near the boundary x 1 = 0. Since |∇A| is bounded, what really matters is x 1 log x 1 . Hence for any c > 0, there is a uniform constant D > 0, such that
for all functions u (i) . Since we normalizeũ (i) atp i whose Euclidean distance to the boundary is bounded from below, then for any positive constant c > 0, there is a uniform constant d > 0 such that for every point x and for any j ≤ m, if its j-th coordinate is less than d, then
The same conclusion holds for our limiting function U . In the next proposition, we will show that it is impossible. Proposition 5.3. There is no convex function u defined on (R + ) m × R n−m satisfying the following conditions simultaneously:
• u ij ij = 0
• |F | 2 = u ab cd u cd ab ≤ 1
• u satisfies the M -condition.
• For every positive number C > 0, there is a d > 0 such that for every point x and for any i ≤ m, if its i-th coordinate is less than d, then
Proof. We will check the Ω 1 = R + × R × · · · × R case first. Let us consider the Legendre dual of u, i.e, φ. We have 0 = φ ij (log det(φ ab )) ij and in the coordinate system
The corresponding region Ω 2 of Ω 1 in the y i space will be a tube, where y 2 , . . . , y n are bounded and y 1 has an upper bound but no lower bound. Let us pick a constant c sufficiently small such that Ω 4 = {y 1 > c} ∩ Ω 2 = ø. By the fourth assumption, there is a constant d > 0 such that the preimage of Ω 4 will be contained in Ω 3 = Ω 1 ∩ {x 1 ≥ d}.
Without loss of generality, we can pick a pointȳ ∈ Ω 4 such that its first coordinateȳ 1 > c. Let G(y) = log det(φ ab )−λ(y 1 −ȳ 1 ), where λ is a constant to be determined later. The idea is that if G(y) reaches its minimum in the interior of Ω 4 , the equation 0 = φ ij G ij tells us that in any compact set of Ω 4 , G is a constant. Hence log det(φ ab ) = λ(y 1 −ȳ 1 ) + C on any compact set of Ω 4 . However, log det(φ ab ) approaches infinity at some boundaries of Ω 4 and we would get a contradiction.
The remaining task is to pick an appropriate λ such that G(y) reaches it minimum in the interior of Ω 4 . Suppose y ∈ ∂Ω 4 and the first coordinate of y is strictly greater than c. We claim that G(y) is infinity in this case. Let us pick a sequence of points y n ∈ Ω 4 approaching y. It is easy to see that y is also in the boundary of ∂Ω 2 , since the mapping from Ω 4 to Ω 3 is local diffeomorphism, the corresponding x n ∈ Ω 3 of y n must approach infinity. Because the first coordinate of x n is greater than d, for any unit vector v, Hess(u)(v, v) is bounded from above by Lemma 4.4. And since x n approaches infinity, Hess(u)(v, v) approaches 0 where v is the unit vector at x n pointing away from (d, 0, . . . , 0). So det(u ij )(x n ) approaches 0. Hence we can conclude that det(φ ab )(y n ) approaches infinity.
What left is that the first coordinate of y is equal to c. Since det(u ij ) is bounded from above in Ω 3 , det(φ ab ) is bounded from below in Ω 4 . Hence we can find a λ big enough such that for all such y, G(y) > G(ȳ).
For the other cases, they are almost the same. We let Ω 4 = Ω 2 ∩ {y 1 > c 1 } ∩ · · · ∩ {y m > c m } and let G(y) = log det(φ ab ) − λ 1 (y 1 −ȳ 1 ) − · · · − λ m (y m −ȳ m ). Then we can show that G(y) reaches its minimum in the interior of Ω 4 by picking λ 1 , . . . , λ m appropriately.
By the above arguments, we complete the proof of Theorem (1.3).
