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Abstract. Let us denote by Q(N, λ) the number of solutions of the diophan-
tine equation A2 + B2 = C2 + C satisfying N ≤ A ≤ B ≤ C ≤ λN − 1
2
.
We prove that, for λ fixed and N → ∞, there exists a constant α(λ) such
that Q(N, λ) = α(λ)N + Oλ
(
N7/8 logN
)
. When λ = 2, Q(2n−1, 2) counts
the number of solutions of A2 + B2 = C2 + C with the same number, n, of
binary digits ; these solutions are interesting in the problem of computing the
function (a, b)→ √a2 + b2.
By elementary arguments, Q(N, λ) can be expressed in terms of four sums
of the type
S(u, v; f) =
∑
u≤d≤v
d odd
 ∑
1≤A≤f(d)
4A2≡−1 (mod d)
1

where u and v are real numbers and f : [u, v] −→ R is a function. These
sums are estimated by a classical, but deep, method of number theory, using
Fourier analysis and Kloosterman sums. This method is effective, and, in the
case λ = 2, a precise upper bound for |Q(N, λ)− α(λ)N | is given.
1 Introduction.
1.1 Pre´sentation du proble`me.
Le proble`me informatique original est le suivant (cf. [?], chap. 9) : on
de´sire construire des syste`mes (programmes ou circuits inte´gre´s) capables de
calculer la fonction (a, b) → √a2 + b2 avec “arrondi correct”, pour a et b
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compris entre 1 et 2, lorsque le re´sultat est lui aussi entre 1 et 2. Par “ar-
rondi correct” on entend que le re´sultat fourni doit toujours eˆtre le nombre
exactement repre´sentable en virgule flottante avec n bits de mantisse (on dira
“nombre machine” pour faire court) le plus proche du re´sultat exact. Pour
ceci, il faut savoir avec quelle pre´cision on doit approcher
√
a2 + b2 lors de
calculs interme´diaires pour eˆtre certain qu’arrondir au plus pre`s l’approxi-
mation est e´quivalent a` arrondir au plus pre`s le re´sultat exact. Ceci revient a`
de´terminer deux nombres machines a et b compris entre 1 et 2 tels que a2+b2
soit le plus proche du carre´ du milieu de deux nombres machines conse´cutifs.
En de´finissant A = 2n−1a et B = 2n−1b, notre proble`me est ramene´ a` trouver
des entiers A, B et C compris entre 2n−1 et 2n − 1 tels que
A2 +B2 = (C + 1/2)2 + ,
ou` || est le plus petit possible. Il est clair que || vaut au moins 1/4. Notre
proble`me est donc de de´terminer si pour toute valeur de n il existe des
nombres entiers A, B et C compris entre 2n−1 et 2n−1 satisfaisant l’e´quation
diophantienne
(1.1) A2 +B2 = C2 + C.
De´signons parQ(2k, 2) (cette notation sera justifie´e dans l’e´nonce´ du the´ore`me
1 ci-dessous) le nombre de solutions de (??) telles que
(1.2) 2k ≤ A ≤ B ≤ C ≤ 2k+1 − 1.
On trouvera dans la table 1 la valeur de Q(2k, 2) pour 4 ≤ k ≤ 41 (on
a Q(1, 2) = 1 et, pour 1 ≤ k ≤ 3, Q(2k, 2) = 0). Cette table montre
que Q(2k, 2)/2k semble tendre vers une limite. L’objet de cet article est de
de´montrer :
Theore`me 1. Soit λ >
√
2 un nombre re´el fixe´. Pour N entier, on de´signe
par Q(N, λ) le nombre de solutions de l’e´quation diophantienne (??) ve´rifiant
(1.3) N ≤ A ≤ B ≤ C ≤ λN − 1
2
.
Si l’on pose
(1.4) α(λ) =
λ
4
− λ
pi
arcsin
(
1
λ
)
+
log(1 +
√
2)
pi
− log(λ+
√
λ2 − 1)
pi
on a
(1.5) Q(N, λ) = α(λ)N + R˜(N, λ)
2
avec, lorsque N →∞,
(1.6) R˜(N, λ) = Oλ
(
N7/8 logN
)
.
Pour λ = 2, on a
(1.7) α(2) =
1
6
+
log(1 +
√
2)
pi
− log(2 +
√
3)
pi
= 0.02801587455727 . . .
et, pour N ≥ 1000,
(1.8) |R˜(N, 2)| ≤ N7/8(51 logN + 211) +N1/2(77 logN + 283) + 29.
Lorsque λ = 2, nous avons voulu donner une majoration effective du reste
R˜(N, 2). Cette majoration n’est pas tre`s bonne, et le membre de droite de
(??) n’est infe´rieur au terme principal α(λ)N de (??) que pourN > 1.32·1042.
Au prix de calculs encore plus techniques, il serait possible de l’ame´liorer un
peu. Par exemple, dans la majoration (??) des sommes de Kloosterman, on
peut remplacer (cf. [?], chap. 4) τ(m) =
∑
d |m 1 par 2
ω(m) ou` ω(m) est le
nombre de facteurs premiers de m, ce qui permettrait de diminuer le membre
de droite de (??). Mais, pour ne pas trop alourdir la pre´sentation, nous avons
effectue´ assez grossie`rement la plupart des majorations. Cependant, il semble
difficile, par cette me´thode, d’obtenir pour R˜(N, 2) une majoration 100 fois
meilleure que (??).
1.2 Les diviseurs de 4A2 + 1.
Ecrivons C2 + C = (C + 1
2
)2 − 1
4
; par le changement de variable
(1.9) X = 2A, Y = 2B, Z = 2C + 1.
l’e´quation (??) devient
(1.10) X2 + Y 2 = Z2 − 1.
En conside´rant (??) modulo 4, on voit que toute solution X, Y, Z de (??)
est telle que Z est impair et X et Y sont pairs. Donc, toute solution de (??)
engendre, par (??), une solution de (??) et les deux e´quations diophantiennes
(??) et (??) sont e´quivalentes.
En e´crivant (??) sous la forme
X2 + 1 = Z2 − Y 2 = (Z − Y )(Z + Y ),
3
on voit que Z − Y = d est un diviseur de X2 + 1. Re´ciproquement, a` un
diviseur d de X2 + 1, la re´solution du syste`me{
Z − Y = d
Z + Y = (X2 + 1)/d
fournit
(1.11)
 Y =
1
2
(
X2+1
d
− d
)
Z = 1
2
(
X2+1
d
+ d
) soit
 B =
1
4
(
4A2+1
d
− d
)
C = 1
4
(
4A2+1
d
+ d− 2
)
.
Notons que, dans (??), B et C sont entiers ; en effet les facteurs premiers de
4A2 + 1 sont tous congrus a` 1 (mod 4) (car −1 est un carre´ modulo un tel
facteur premier) et d, qui divise 4A2 + 1, est aussi congru a` 1 (mod 4).
Il y a donc, par (??), une bijection entre les diviseurs d de 4A2 + 1 et les
solutions de (??), pour A fixe´. Dans cette bijection, la condition B ≤ C de
(??) se traduit par d ≥ 1 et la condition A ≤ B par 4A2− 4Ad+ 1− d2 ≥ 0,
soit
A ≤ B ≤ C ⇐⇒ A ≥ f2(d) def== 1
2
(
d+
√
2d2 − 1
)
et d ≥ 1
⇐⇒ 1 ≤ d ≤ f−12 (A) =
√
8A2 + 1− 2A.(1.12)
Paralle`lement, la condition C ≤ λN−1/2 de (??) se traduit par 4A2+d2−
4λNd+1 ≤ 0 ; autrement dit, le point (A, d) doit eˆtre a` l’inte´rieur de la demi
ellipse 4A2 + (d− 2λN)2 = 4λ2N2− 1, A > 0. Ceci implique 0 < d < 4λN et
A < λN . D’autre part, par (??), la condition B > 0 entraˆıne d ≤ 2A < 2λN ,
et l’on a
C ≤ λN − 1/2 ⇐⇒ A ≤ f1(d) def== 1
2
√
d(4λN − d)− 1
⇐⇒ d ≥ f−11 (A) = 2λN −
√
4λ2N2 − 4A2 − 1.(1.13)
Les courbes repre´sentatives des fonctions f−11 (A) et f
−1
2 (A) se coupent au
point (A0, v0)
(1.14)
A0 =
1
4
√
8λ2N2 − 2, v0 = f−11 (A0) = f−12 (A0) = 2λN −
1
2
√
8λ2N2 − 2.
Ainsi, la condition (??) e´quivaut a` choisir le point (A, d) tel que N ≤ A ≤ A0
et f−11 (A) ≤ d ≤ f−12 (A). Si λ ≤
√
2, par (??), A0 < N et Q(N, λ) = 0.
4
f−11 (A)2 Ad
1
2
√
2N0v0u1
Figure 1 – les valeurs possibles pour (A, d)
On suppose donc λ >
√
2 et l’on a
(1.15) Q(N, λ) =
∑
N≤A≤A0
∑
d | 4A2+1
f−11 (A)≤d≤f−12 (A)
1.
Permutons l’ordre des sommations. Les valeurs extre`mes prises par d sont
(1.16) u0 = f
−1
1 (N) = 2λN −
√
4(λ2 − 1)N2 − 1
et v0 de´fini par (??), car les fonctions f
−1
1 (A) et f
−1
2 (A) sont croissantes sur
l’intervalle [N,A0]. D’autre part, pour d fixe´, A doit ve´rifierA≥max(N, f2(d))
et, en posant
(1.17) u1 = f
−1
2 (N) =
√
8N2 + 1− 2N,
l’e´galite´ (??) devient
(1.18)
Q(N, λ) =
∑
u0≤d≤v0
∑
N≤A≤f1(d)
4A2+1≡0 (mod d)
1−
∑
u1≤d≤v0
∑
N≤A<f2(d)
4A2+1≡0 (mod d)
1 = Q̂(N, λ)+ε(N, λ)
5
avec
(1.19) Q̂(N, λ) =
∑
u0≤d≤v0
∑
N≤A≤f1(d)
4A2+1≡0 (mod d)
1−
∑
u1≤d≤v0
∑
N≤A≤f2(d)
4A2+1≡0 (mod d)
1
et
(1.20) ε(N, λ) =
∑
u1≤d≤v0
∑
A=f2(d)
4A2+1≡0 (mod d)
1.
De´finissons
(1.21) S(u, v; f) =
∑
u≤d≤v
d impair
 ∑
1≤A≤f(d)
4A2≡−1 (mod d)
1
 .
L’e´galite´ (??) s’e´crit
(1.22)
Q̂(N, λ) = S(u0, v0; f1)− S(u0, v0;N − 1)− S(u1, v0; f2) + S(u1, v0;N − 1)
ou` N − 1 de´signe la fonction constante e´gale a` N − 1. Par (??), l’e´valuation
de Q̂(N, λ) se rame`ne a` l’e´valuation de sommes S(u, v; f).
1.3 Les sommes S(u,v; f).
Nous de´montrerons au paragraphe 3 le the´ore`me
Theore`me 2. Soit u, v deux nombres re´els satisfaisant 7 ≤ u ≤ v et f une
fonction continuˆment de´rivable de [u, v] dans R. On pose
(1.23) ‖f‖ = ‖f‖[u,v] = maxu≤t≤v |f(t)|,
(1.24) F (t) =
f(t)
t
et
(1.25) M =M(u, v; f) = ‖tF ′(t)‖+ 2
5
= max
u≤t≤v
|tF ′(t)|+ 2
5
·
Alors la somme S(u, v; f) de´finie en (??) peut s’e´crire
(1.26) S(u, v; f) = S0(u, v; f)− S1(u, v; f)
6
avec
(1.27) S0(u, v; f) =
∑
u≤d≤v
d impair
ρ(d)f(d)
d
ou` ρ est de´fini par (??)et S1(u, v; f) satisfait l’ine´galite´
(1.28) |S1(u, v; f)| ≤ 19
2
(log v + 4)v7/8
√
M.
La de´monstration du the´ore`me 2 suit le chapitre 2 du livre de C. Hooley
[?], ou`, pour prouver que le plus grand facteur premier de
∏
n≤x
(n2 + 1) est,
pour x assez grand, supe´rieur a` x11/10, l’auteur e´value une somme voisine de
S(u, v;x). L’exposant 11/10 est ame´liore´ dans [?]. Un re´sultat plus ge´ne´ral
est de´montre´ dans [?], ou` n2 + 1 est remplace´ par n2 + D, avec n2 + D
irre´ductible. Ce re´sultat pourrait eˆtre adapte´ pour compter les racines de
l’e´quation diophantienne X2 +D = Z2 − Y 2 dans un intervalle donne´.
1.4 Les solutions A = B.
Si l’on impose A = B dans (??), on a, par (??), X = Y , et l’e´quation
e´quivalente (??) s’e´crit
Z2 − 2X2 = 1;
c’est une e´quation de Pell-Fermat, dont les solutions sont Xn, Zn avec Zn +√
2Xn = (3 + 2
√
2)n. On a
(1.29) Xn =
(3 + 2
√
2)n − (3− 2√2)n
2
√
2
≤ (3 + 2
√
2)n
2
√
2
et, pour n ≥ 1,
Xn =
(3 + 2
√
2)n
2
√
2
(
1−
(
3− 2√2
3 + 2
√
2
)n)
≥ (3 + 2
√
2)n
2
√
2
(
1− 3− 2
√
2
3 + 2
√
2
)
≥ (3 + 2
√
2)n
3
·(1.30)
Par la de´finition (??) de ε(N, λ), la condition A = f2(d) est, par (??),
e´quivalente a` A = B. Comme la fonction f2 de´finie en (??) est croissante,
la fonction ε(N, λ) compte le nombre de solutions de l’e´quation (??) avec
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A = B telle que A soit compris entre f2(u1) = N et f2(v0) = A0 <
λN√
2
par
(??) et (??). On a donc, par (??) et (??)
(1.31) 0 ≤ ε(N, λ) =
∑
2N≤Xn≤2A0
1 ≤
∑
2N≤Xn<λ
√
2N
1 ≤ log
3λ
4
log(3 + 2
√
2)
+ 1
et, en particulier, pour λ = 2,
(1.32) 0 ≤ ε(N, λ) ≤ 1.
1.5 Les solutions parame´triques.
On peut donner une repre´sentation parame´trique des solutions de l’e´quation
(??) (cf. [?], th. 38 et 39 et [?], p. 210). En effet, si α, β, γ, δ sont des entiers
ve´rifiant
(1.33) αδ − βγ = 1
il est facile de voir que
(1.34) X = αβ+γδ, Y =
1
2
(
α2 + γ2 − β2 − δ2) , Z = 1
2
(
α2 + γ2 + β2 + δ2
)
est une solution de (??).
Re´ciproquement, pour voir que toute solution de (??) est de cette forme,
e´crivons la de´composition en facteurs premiers X2 + 1 =
∏J
j=1 p
αj
j , ou` les
nombres premiers pj sont congrus a` 1 modulo 4. Dans l’anneau G des entiers
de Gauss (c’est-a`-dire l’ensemble des nombres complexes a+ bi ou` a et b sont
dans Z), chaque pj se factorise sous la forme pj = pijpij. Le nombre X + i se
factorise dans G sous la forme
(1.35) X + i = ik
J∏
j=1
pi
αj
j , 0 ≤ k ≤ 3.
En effet, les deux nombres pij et pij ne peuvent apparaˆıtre simultane´ment
dans (??), sinon pj = pijpij diviserait (dans Z) X et 1, ce qui est impossible.
Soit d un diviseur de X2 + 1. La de´composition en facteurs premiers de
d s’e´crit d =
∏J
j=1 p
βj
j avec 0 ≤ βj ≤ αj. Posons
(1.36) ∆ = ik
J∏
j=1
pi
βj
j = β + iδ, ∆
′ =
J∏
j=1
pi
αj−βj
j = α− iγ.
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On a, par (??),
(1.37) X + i = ∆∆′ = (β + iδ)(α− iγ) = αβ + γδ + i(αδ − βγ)
qui nous donne (??) et la valeur de X dans (??). On obtient la valeur de Y
et Z dans (??) en prenant la norme dans (??) :
d = |∆|2 = β2 + δ2, X
2 + 1
d
= |∆′|2 = α2 + γ2
et en reportant dans (??).
Soit θ ∈ Z. On pose
α = 10θ + 8, β = 4θ + 3, γ = 5, δ = 2.
On ve´rifie (??) et en substituant dans (??), on obtient
X = 40θ2 + 62θ + 34, Y = 42θ2 + 68θ + 38, Z = 58θ2 + 92θ + 51
d’ou`, par (??),
(1.38) A = 20θ2 + 31θ+ 17, B = 21θ2 + 34θ+ 19, C = 29θ2 + 46θ+ 25.
Pour θ > 0, la solution (??) ve´rifie 20θ2 ≤ A et C + 1/2 ≤ 29(θ + 1)2. Elle
sera compte´e dans Q(N, λ) pour
√
N
20
≤ θ ≤
√
λN
29
− 1. On obtient ainsi la
minoration
(1.39) Q(N, λ) ≥
(√
λ
29
−
√
1
20
)√
N − 2.
Lorsque λ = 2, (??) entraˆıne, pour N ≥ 2630 > ( 2
0.039
)2
,
(1.40) Q(N, 2) ≥ 0.039
√
N − 2 > 0.
L’ine´galite´ (??) et la table 1 montrent que l’e´quation (??) a, pour tout k ≥ 4,
des solutions ve´rifiant (??).
1.6 Structure de l’article.
Dans le §2, nous rede´montrons des re´sultats classiques utiles dans la suite,
notamment sur la fonction arithme´tique ρ (de´finie par (??)) et les sommes
de Kloosterman. Nous donnons e´galement deux algorithmes de construction
de la table 1 donne´e en annexe. Dans le §3, nous de´montrons le the´ore`me 2,
et dans le §4, le the´ore`me 1.
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2 Re´sultats ge´ne´raux.
2.1 Sommes de deux carre´s.
Soit d un entier positif impair. On de´signe par Sd l’ensemble des repre´sentations
primitives de d par la forme quadratique r2 + 4s2, avec r > 0 et s ∈ Z
(2.1) Sd = {(r, s), r ∈ N∗, s ∈ Z, r2 + 4s2 = d, (r, 2s) = 1}
et par Ed l’ensemble des classes d’e´quivalence modulo d satisfaisant la congru-
ence 4ν2 ≡ −1 (mod d) :
(2.2) Ed = {ν ∈ (Z/dZ)∗ , 4ν2 ≡ −1 (mod d)}.
Nous allons rede´montrer le re´sultat classique (cf. [?], articles 86 et 90 et [?],
p. 33) :
Proposition 1. L’application Θ de´finie par Θ(r, s) = r−1s (mod d), ou` r−1
de´signe l’inverse de r dans (Z/dZ)∗ est une bijection de Sd dans Ed. On peut
e´crire ν = Θ(r, s) sous la forme
(2.3)
ν
d
≡ 4s
r
+
s
r(r2 + 4s2)
(mod 1)
ou` l’on a note´ 4s un inverse de 4s modulo r ou bien sous la forme
(2.4)
ν
d
≡ r
4s
− r
4s(r2 + 4s2)
(mod 1)
ou`, cette fois, nous notons r un inverse de r modulo 4s.
De´monstration.
(i) Θ est bien de´finie. Si r n’e´tait pas premier avec d, soit p un facteur
premier commun a` r et d. Comme d est impair, p 6= 2, et p divise 4s2 = d−r2,
donc p divise s, et r et s ne seraient pas premiers entre eux. Ainsi r−1 est
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bien de´fini et r2 + 4s2 = d entraˆıne 4s2r−2 ≡ −1 (mod d) donc r−1s ∈ Ed par
(??).
(ii) Θ est surjective. Soit ν ∈ Ed. On obtient r et s tels que Θ(r, s) = ν
par l’algorithme de Cornacchia (cf. [?], [?], [?]) : on de´veloppe 2ν
d
en fraction
continue et l’on choisit la re´duite pn
qn
telle que qn ≤
√
d < qn+1. Les deux
nombres R = qn et S = 2νqn − dpn ve´rifient R2 + S2 = d, (R, S) = 1 et
SR−1 ≡ 2ν (mod d).
Comme d = R2 +S2 est impair, l’un des nombres R et S est pair, l’autre
est impair. Si S est pair, on pose s = S/2, r = R. On a (r, s) ∈ Sd et
Θ(r, s) = sr−1 ≡ ν (mod d). Si R est pair, on pose s = −R/2, r = S ; on a
(r, s) ∈ Sd et
Θ(r, s) = r−1s = −S−1R/2 ≡ −1
2
(2ν)−1 ≡ −1
2
(−2ν) ≡ ν (mod d).
(iii) Θ est injective. Soit deux e´le´ments (r, s) et (r′, s′) de Sd ve´rifiant
Θ(r, s) = Θ(r′, s′), c’est-a`-dire
(2.5) r′s− rs′ ≡ 0 (mod d).
On a
(2.6) d2 = (r2 + 4s2)(r′2 + 4s′2) = (rr′ + 4ss′)2 + 4(r′s− rs′)2.
Mais (??) et (??) entraˆınent que r′s− rs′ = 0 c’est-a`-dire
(2.7)
s
r
=
s′
r′
= w
(car r et r′, impairs, ne sont pas nuls) et l’on a
d = r2 + 4s2 = r′2 + 4s′2 = r2(1 + 4w2) = r′2(1 + 4w2)
ce qui implique r = r′ puis, par (??), s = s′.
Il reste a` prouver (??) et (??) Soit (r, s) ∈ Sd ; comme (r, 2s) = 1, il existe
z1, z2 ∈ Z, tels que
(2.8) rz1 − 4sz2 = 1.
Posons
(2.9) ν = rz2 + sz1.
En prenant les modules dans la relation
(r + 2si)(z1 + 2z2i) = (rz1 − 4sz2) + 2(rz2 + sz1)i
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on obtient
4ν2 + 1 ≡ 0 (mod d).
Enfin, de (??) et (??), il suit
(2.10) rν = r2z2 + s(1 + 4sz2) = s+ z2d ≡ s (mod d)
donc ν = Θ(r, s). Il vient ensuite, par (??) et (??)
ν
d
=
rz2 + sz1
r2 + 4s2
=
r2z2 + rsz1
r(r2 + 4s2)
=
s+ (r2 + 4s2)z2
r(r2 + 4s2)
=
z2
r
+
s
r(r2 + 4s2)
≡ 4s
r
+
s
r(r2 + 4s2)
(mod 1)
ce qui de´montre (??). De meˆme, on peut e´crire
ν
d
=
4rsz2 + 4s
2z1
4s(r2 + 4s2)
=
−r + (r2 + 4s2)z1
4s(r2 + 4s2)
=
z1
4s
− r
4s(r2 + 4s2)
≡ r
4s
− r
4s(r2 + 4s2)
(mod 1)
ce qui prouve (??). 
Nous de´signerons par ρ(n) le nombre de solutions de la congruence
(2.11) ν2 ≡ −1 (mod n).
On a pour p premier et α ≥ 1
(2.12) ρ(pα) =

1 si p = 2 et α = 1
0 si p = 2 et α ≥ 2
0 si p ≡ 3 (mod 4)
2 si p ≡ 1 (mod 4)
et par le the´ore`me des restes des chinois, la fonction arithme´tique ρ est mul-
tiplicative. Par la proposition 1, pour d impair, on a
(2.13) ρ(d) = Card(Ed) = Card(Sd).
2.2 Construction de la table.
Une premie`re me´thode consiste a` utiliser la formule (??). Par (??), on a
(2.14) N ≤ A ≤ A0 =
√
λ2N2
2
− 1
8
.
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Pour chaque valeur de A ve´rifiant l’ine´galite´ (??), on factorise 4A2+1, et l’on
recherche ses diviseurs. Pour chaque diviseur d de 4A2 + 1, on calcule B et
C par (??) et si (??) est satisfaite, on compte cette solution. Cette me´thode
a pour inconve´nient la factorisation de 4A2 + 1 qui, pour A grand, devient
couˆteuse.
Un meilleur algorithme est base´ sur la proposition 1. Par une remarque
de´ja` faite juste apre`s (??), les facteurs premiers de d, diviseur de 4A2+1, sont
tous congrus a` 1 modulo 4, ce qui implique par (??), que ρ(d) > 0. Par la
proposition 1 et (??), il s’ensuit que d admet ρ(d) repre´sentations primitives
(2.15) d = r2 + 4s2, (r, 2s) = 1, r ≥ 1, s ∈ Z.
Par (??), on sait que d est compris entre u0, de´fini par (??), et v0, de´fini par
(??). Par une double boucle en r et s, on engendre les nombres d de la forme
(??) et ve´rifiant u0 ≤ d ≤ v0. Observons que chaque d va eˆtre engendre´ ρ(d)
fois.
Ensuite, pour chaque valeur du couple (r, s), on calcule ν par (??) et
(??) et l’on recherche les nombres A satisfaisant A ≡ ν (mod d) et (??).
(Notons que, pour λ = 2, il y a au plus un tel A car, par (??), d ≥ u0 >√
2N2 − 1/8−N). Comme dans la premie`re me´thode, a` partir de A et d, on
calcule B et C par (??) et on incre´mente le compteur de solutions si (??) est
satisfaite.
Cet algorithme est line´aire en N . Il a e´te´ imple´mente´ en PARI/C. Le
temps d’exe´cution est de moins d’une seconde pour 220, d’une dizaine de
minutes pour 230 et de plus de deux semaines pour 241.
2.3 Lemmes analytiques.
Lemme 1. Soit τ(n) =
∑
d |n 1. Pour tout x ≥ 1, on a∑
1≤n≤x
τ(n) ≤ x(log x+ 1).
De´monstration. On a∑
1≤n≤x
τ(n) =
∑
1≤n≤x
∑
d |n
1 =
∑
d≤x
⌊x
d
⌋
≤ x
∑
d≤x
1
d
.
Puis on utilise l’ine´galite´
(2.16)
∑
d≤x
1
d
≤ 1 +
∫ x
1
dt
t
= 1 + log x. 
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Lemme 2. Soit h un nombre entier non nul et τ(n) =
∑
d |n 1. Pour tout
x ≥ 1, on a ∑
1≤n≤x
τ(n){(h, n)}1/2 ≤ x(log x+ 1)ψ(h)
ou` ψ(h) est de´fini par
(2.17) ψ(h) =
∑
d |h
τ(d)√
d
·
De´monstration. En utilisant l’ine´galite´ τ(dd′) ≤ τ(d)τ(d′), valable pour
tout couple d’entiers d et d′ et le lemme 1, il vient∑
1≤n≤x
τ(n){(h, n)}1/2 ≤
∑
d |h
√
d
∑
n≤x
d |n
τ(n) ≤
∑
d |h
√
dτ(d)
∑
d′≤x/d
τ(d′)
≤
∑
d |h
τ(d)√
d
x
(
log
(x
d
)
+ 1
)
≤ x(log x+ 1)ψ(h). 
Lemme 3. Soit ψ(h) de´fini par (??). Pour tout x ≥ 1, on a∑
1≤h≤x
ψ(h) ≤ 7x.
De´monstration. On a∑
1≤h≤x
ψ(h) =
∑
1≤h≤x
∑
d |h
τ(d)√
d
=
∑
d≤x
τ(d)√
d
⌊x
d
⌋
≤ x
∞∑
d=1
τ(d)
d3/2
= xζ(3/2)2
et ζ(3/2)2 = 6.8245.... 
Lemme 4. Soit r(n) le nombre de fac¸ons d’e´crire n comme somme de deux
carre´s. Pour tout x ≥ 1, on a∑
1≤n≤x
r(n) = pix+ R̂1(x) avec |R̂1(x)| ≤ 9
√
x.
De´monstration. L’argument classique (cf. [?], the´ore`me 339) de comptage
des points a` coordonne´es entie`res dans le disque centre´ a` l’origine et de rayon√
x donne
pi(
√
x−
√
2)2 ≤ 1 +
∑
1≤n≤x
r(n) ≤ pi(√x+
√
2)2.
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Il s’ensuit que
|R̂1(x)| ≤ 2
√
2pi
√
x+ (2pi − 1) ≤ 9√x
pour x ≥ 2500. Le calcul direct de r(1) + r(2) + . . .+ r(n) montre que, pour
1 ≤ x ≤ 2500, on a R̂1(x) ≤ 2.29
√
x. W. Sierpinski a ame´liore´ la majoration
de |R̂1(x)|, cf. [?]. Le record est actuellement de´tenu par [?]. 
Lemme 5. Soit ρ la fonction multiplicative de´finie par (??) et (??). Alors,
pour tout x ≥ 1, on a
(i) Υ(x) =
∑
1≤n≤x
ρ(n) =
3
2pi
x+ R̂2(x) avec |R̂2(x)| ≤
(
9
8
log x+ 4
)√
x,
(ii) Υ∗(x) =
∑
1≤n≤x
n impair
ρ(n) =
1
pi
x+ R̂3(x) avec |R̂3(x)| ≤ (4 log x+ 14)
√
x,
et pour x ≥ 7, on a
(iii) Υ∗(x) ≤ 3x
7
·
De´monstration. (i) On sait que la fonction 1
4
r(n) de´finie dans le lemme 4
est multiplicative et vaut 1
4
r(2α) = 1 si α ≥ 1, 1
4
r(pα) = 0 si p ≡ 3 (mod 4)
et α impair, 1
4
r(pα) = 1 si p ≡ 3 (mod 4) et α pair, 1
4
r(pα) = α + 1 si p ≡ 1
(mod 4) (cf. [?], the´ore`me 278).
De´signons par µ la fonction de Mo¨bius. Un raisonnement classique montre
que la fonction 1
4
∑
d2 |n µ(d)r(n/d
2) est e´galement multiplicative et que sa
valeur sur les puissances de nombres premiers co¨ıncide avec celle de ρ. On a
donc
ρ(n) =
1
4
∑
d2 |n
µ(d)r(n/d2).
Par le lemme 4, on a
Υ(x) =
∑
n≤x
1
4
∑
d2 |n
µ(d)r(n/d2) =
1
4
∑
d≤√x
µ(d)
∑
d′≤x/d2
r(d′)
=
1
4
∑
d≤√x
µ(d)
(
pi
x
d2
+ R̂1
( x
d2
))
=
3x
2pi
+ R̂2(x)
avec
R̂2(x) = −pix
4
∑
d>
√
x
µ(d)
d2
+
1
4
∑
d≤√x
R̂1
( x
d2
)
.
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Par le lemme 4 et (??), on obtient
|R̂2(x)| ≤ pix
4
(
1
x
+
∫ +∞
√
x
dt
t2
)
+
1
4
∑
d≤√x
9
√
x
d
≤ pi
√
x
2
+
9
4
√
x
(
1 +
1
2
log x
)
≤
(
9
8
log x+ 4
)√
x.
(ii) Compte tenu de la valeur de ρ(2α) dans (??), on a∑
1≤n≤x
n pair
ρ(n) =
∑
1≤n≤x
n≡2 (mod 4)
ρ(n) =
∑
1≤n≤x/2
n impair
ρ(n)
=
∑
1≤n≤x/2
ρ(n)−
∑
1≤n≤x/2
n pair
ρ(n).
En re´ite´rant l’argument, on obtient
Υ∗(x) =
k∑
j=0
(−1)jΥ
( x
2j
)
ou` k est l’entier de´fini par 2k ≤ x < 2k+1. En appliquant (i), il vient
Υ∗(x) =
k∑
j=0
(−1)j
(
3x
2j+1pi
+ R̂2
( x
2j
))
=
x
pi
+ R̂3(x)
avec
R̂3(x) = − 3
2pi
+∞∑
j=k+1
(−1)j x
2j
+
k∑
j=0
(−1)jR̂2
( x
2j
)
.
On a
|R̂3(x)| ≤ 3
2pi
+∞∑
j=k+1
√
x
2j
+
(
9
8
log x+ 4
) k∑
j=0
√
x
2j
≤ (2 +
√
2)
(
9
8
log x+ 4
)√
x ≤ (4 log x+ 14)√x.
(iii) La fonction 4 log t+14√
t
est de´croissante pour t ≥ 1 et elle est infe´rieure a`
1/10 pour t ≥ 500000 ; (iii) re´sulte donc de (ii) pour x ≥ 500000. Le calcul
nume´rique de Υ∗(x) pour x entier infe´rieur a` 500000 comple`te la preuve de
(iii). 
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Lemme 6. Soient deux nombres re´els u et v satisfaisant 1 ≤ u ≤ v. Soit F
une fonction continuˆment de´rivable de [u, v] dans R, et ρ de´fini par (??). On
pose ‖F‖ = ‖F‖[u,v] = maxu≤t≤v |F (t)|. Alors on a∑
u≤d≤v
d impair
ρ(d)F (d) =
1
pi
∫ v
u
F (t)dt+ R̂0(u, v;F )
avec ∣∣∣R̂0(u, v;F )∣∣∣ ≤ (4 log v + 14)√v(2 ‖F‖+ 2
3
v ‖F ′‖
)
.
De´monstration. Par le lemme 5 (ii), on a, en utilisant l’inte´grale de Stiltjes∑
u≤d≤v
d impair
ρ(d)F (d) =
∫ v
u−
F (t)d[Υ∗(t)] =
1
pi
∫ v
u
F (t)dt+ R̂0(u, v;F )
avec, par inte´gration par parties,
R̂0(u, v;F ) =
∫ v
u−
F (t)d[R̂3(t)] = F (v)R̂3(v)− F (u)R̂3(u)−
∫ v
u
F ′(t)R̂3(t)dt
et ∣∣∣R̂0(u, v;F )∣∣∣ ≤ 2 ‖F‖ (4 log v + 14)√v + ‖F ′‖ (4 log v + 14) ∫ v
u
√
t dt
et comme
∫ v
u
√
t dt ≤ ∫ v
0
√
t dt = 2
3
v3/2 cela ache`ve la preuve du lemme 6.
2.4 Sommes de Kloosterman.
Soit a ∈ Z, b ∈ Z et m un entier positif. Si ` est premier avec m, on notera
` un entier ve´rifiant `` ≡ 1 (mod m). La somme de Kloosterman K(a, b ;m)
est de´finie par
(2.18) K(a, b ;m) =
∑
0<`≤m
(`,m)=1
exp
2ipi(a`+ b`)
m
·
Graˆce aux travaux de A. Weil, on sait majorer cette somme, et l’on a l’ine´galite´
(cf. [?], [?], p. 35 ou [?], p. 61)
(2.19) |K(a, b ;m)| ≤ τ(m)√m{(a, b,m)}1/2, a, b,m ∈ Z, m ≥ 1,
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ou` τ(m) =
∑
d|m
1 de´signe le nombre de diviseurs de m et (a, b,m) le pgcd
des trois nombres a, b et m. On peut de´duire de (??) une majoration de la
somme de Kloosterman incomple`te :
Lemme 7 (cf. [?], Lemma 6, p. 36 et [?], p. 433). Soit m ≥ 1 un entier,
et b ∈ Z. Soit ξ et ξ′ deux nombres entiers ve´rifiant 1 ≤ ξ ≤ m et 1 ≤ ξ′ ≤ m.
On a
(2.20)
∣∣∣∣∣∣∣∣
∑
ξ≤`≤ξ′
(`,m)=1
exp
2ipib`
m
∣∣∣∣∣∣∣∣ ≤ τ(m)
√
m{(b,m)}1/2γ(m)
ou`
(2.21) γ(m) = 1 +
2
pi
log
4m
pi
= 1.153 . . .+ 0.6366 . . . logm.
De´monstration. Si ξ′ < ξ, la somme dans (??) est nulle et le lemme est
de´montre´ ; on peut donc supposer ξ ≤ ξ′.
En observant que le crochet ci-dessous vaut 1 si n ≡ ` (mod m) (ce qui
e´quivaut a` n = `) et 0 sinon, il vient
∑
ξ≤`≤ξ′
(`,m)=1
exp
2ipib`
m
=
∑
0<`≤m
(`,m)=1
exp
2ipib`
m
∑
ξ≤n≤ξ′
[
1
m
∑
1≤a≤m
e
2ipia(n−`)
m
]
=
∑
1≤a≤m
K(−a, b ;m)
{
1
m
∑
ξ≤n≤ξ′
exp
2ipian
m
}
,
ce qui, en utilisant (??), entraˆıne
(2.22)∣∣∣∣∣∣∣∣
∑
ξ≤`≤ξ′
(`,m)=1
exp
2ipib`
m
∣∣∣∣∣∣∣∣ ≤ τ(m)
√
m{(b,m)}1/2
∑
1≤a≤m
{∣∣∣∣∣ 1m ∑
ξ≤n≤ξ′
exp
2ipian
m
∣∣∣∣∣
}
.
La quantite´ dans l’accolade vaut, pour a = m, |ξ′ − ξ + 1|/m ≤ 1, et pour
1 ≤ a < m, elle vaut∣∣∣∣∣exp 2ipiaξm − exp 2ipia(ξ
′+1)
m
m
(
exp 2ipia
m
− 1)
∣∣∣∣∣ ≤ 1m sin pia
m
·
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La somme en a de (??) est donc majore´e par
(2.23) 1 +
1
m
m−1∑
a=1
1
sin pia
m
·
Mais une fonction f convexe sur l’intervalle [a−1/2, a+1/2] satisfait f(a) ≤∫ a+1/2
a−1/2 f(t)dt. En remarquant que la fonction t 7→ 1sin pit
m
est convexe sur l’in-
tervalle [1/2,m− 1/2], on a
m−1∑
a=1
1
sin pia
m
≤
∫ m−1/2
1/2
1
sin pit
m
dt =
m
pi
[
log tan
pit
2m
]m−1/2
1/2
=
2m
pi
log cot
pi
4m
≤ 2m
pi
log
4m
pi
(2.24)
et (??) re´sulte de (??), (??) et (??). 
Lemme 8 (cf. [?], p. 38). Nous conservons les notations du lemme 7. Soit
une fonction complexe Φ(t) continuˆment de´rivable de´finie sur l’intervalle re´el
[0,m]. On suppose que, pour tout t ∈ [0,m], on a |Φ(t)| ≤M0 et |Φ′(t)| ≤M1.
Alors, on a∣∣∣∣∣∣∣∣
∑
ξ≤`≤ξ′
(`,m)=1
exp
2ipib`
m
Φ(`)
∣∣∣∣∣∣∣∣ ≤ τ(m)
√
m{(b,m)}1/2γ(m)[|ξ′ − ξ|M1 +M0].
De´monstration. Comme dans le lemme 7, nous pouvons supposer ξ ≤ ξ′.
Il est commode de poser, pour 0 ≤ t ≤ m
(2.25) g(t) =
∑
ξ≤`≤t
(`,m)=1
exp
2ipib`
m
et, par le lemme 7, on a
(2.26) |g(t)| ≤ τ(m)√m{(b,m)}1/2γ(m).
Par la me´thode de la sommation d’Abel, on e´crit :∑
ξ≤`≤ξ′
(`,m)=1
exp
2ipib`
m
Φ(`) = g(ξ)Φ(ξ) +
ξ′∑
`=ξ+1
(g(`)− g(`− 1))Φ(`)
=
ξ′−1∑
`=ξ
g(`)(Φ(`)− Φ(`+ 1)) + g(ξ′)Φ(ξ′).(2.27)
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On applique le the´ore`me des accroissements finis a` Φ(` + 1) − Φ(`), et le
lemme suit de (??) et (??). 
3 De´monstration du the´ore`me 2.
3.1 Le polynoˆme de Bernoulli.
Soit d 6= 1 un nombre impair ; avec la de´finition de Ed donne´e par (??),
en choisissant ν entre 1 et d− 1, on a
(3.1)
∑
1≤A≤f(d)
4A2≡−1 (mod d)
1 =
∑
ν ∈ Ed
∑
1≤A≤f(d)
A≡ν (mod d)
1 =
∑
ν∈Ed
(⌊
f(d)− ν
d
⌋
+ 1
)
.
On remplace dans (??) la partie entie`re par son expression en fonction du
polynoˆme de Bernoulli : B1(t) = t− btc − 1/2 ; il vient
(3.2)
∑
1≤A≤f(d)
4A2≡−1 (mod d)
1 =
∑
ν∈Ed
(
−B1
(
f(d)− ν
d
)
+
f(d)
d
− ν
d
+
1
2
)
.
En associant les deux e´le´ments ν et d − ν de Ed (qui sont distincts, car d
est impair), les deux derniers termes de (??) disparaissent, et, par (??), on
obtient
(3.3)
∑
1≤A≤f(d)
4A2≡−1 (mod d)
1 =
f(d)ρ(d)
d
−
∑
ν∈Ed
B1
(
f(d)− ν
d
)
.
On peut ainsi e´crire (??) ou` S0(u, v; f) a e´te´ de´fini en (??) et
(3.4) S1(u, v; f) =
∑
u≤d≤v
d impair
∑
ν∈Ed
B1
(
f(d)− ν
d
)
.
Il nous faut maintenant majorer |S1(u, v; f)|.
3.2 La formule de J. Vaaler.
Pour majorer S1(u, v; f) nous commenc¸ons par approcher la fonction
B1(t) par un polynoˆme trigonome´trique. Nous noterons e(t) = e
2ipit, et nous
utiliserons le lemme ci-dessous de J. Vaaler.
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Lemme 9. Soit ω ∈ N, h ∈ Z, 1 ≤ |h| ≤ ω et
(3.5) 0 < bω(h)
def
== pi
|h|
ω + 1
(
1− |h|
ω + 1
)
cot
(
pi
|h|
ω + 1
)
+
|h|
ω + 1
< 1.
Alors, en posant
(3.6) B∗ω(t) = −
1
2ipi
∑
1≤|h|≤ω
bω(h)
h
e(ht)
on peut e´crire
(3.7) B1(t) = B
∗
ω(t) +R
∗
ω(t)
avec, pour tout t ∈ R,
(3.8) |R∗ω(t)| ≤
1
2ω + 2
∑
0≤|h|≤ω
(
1− |h|
ω + 1
)
e(ht) =
sin2 pi(ω + 1)t
2(ω + 1)2 sin2 pit
·
De´monstration. Pour t 6∈ Z, (??) est l’ine´galite´ (7.14) de Vaaler (cf. [?], cf.
aussi le the´ore`me A.6 de [?] et [?]). Pour t ∈ Z, les deux membres de (??)
sont e´gaux a` 1/2, et le re´sultat est encore vrai. 
En utilisant (??), pour une valeur de ω que l’on pre´cisera plus tard, (??)
devient
(3.9) S1(u, v; f) = S2(u, v; f) + S3(u, v; f)
avec, par (??),
S2(u, v; f) =
∑
u≤d≤v
d impair
∑
ν∈Ed
B∗ω
(
f(d)− ν
d
)
= − 1
2ipi
∑
1≤|h|≤ω
bω(h)
h
∑
u≤d≤v
d impair
e
(
hf(d)
d
)∑
ν∈Ed
e
(
−hν
d
)
(3.10)
et
(3.11) S3(u, v; f) =
∑
u≤d≤v
d impair
∑
ν∈Ed
R∗ω
(
f(d)− ν
d
)
.
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Par (??), on a
(3.12) |S3(u, v; f)| ≤ S4(u, v; f)
en posant
(3.13)
S4(u, v; f) =
1
2ω + 2
∑
0≤|h|≤ω
(
1− |h|
ω + 1
) ∑
u≤d≤v
d impair
e
(
hf(d)
d
)∑
ν∈Ed
e
(
−hν
d
)
·
Il est commode de poser, pour h 6= 0,
(3.14) P = P (h, u, v, f) =
∑
u≤d≤v
d impair
e
(
hf(d)
d
)∑
ν∈Ed
e
(
−hν
d
)
de telle sorte que (??) et (??) deviennent
(3.15) S2(u, v; f) = − 1
2ipi
∑
1≤|h|≤ω
bω(h)
h
P (h, u, v, f)
et
(3.16)
S4(u, v; f) =
1
2ω + 2
 ∑
u≤d≤v
d impair
ρ(d) +
∑
1≤|h|≤ω
(
1− |h|
ω + 1
)
P (h, u, v, f)
 .
Il nous faut maintenant majorer |P (h, u, v, f)|.
3.3 Evaluation de P(h,u,v, f).
Pour e´valuer P (h, u, v, f), nous utiliserons la bijection Θ entre Sd et Ed
e´tudie´e dans la proposition 1. Par cette bijection, on de´duit de (??)
(3.17) P (h, u, v, f) =
∑
u≤r2+4s2≤v
r impair, r>0, (r,s)=1
e
(
hf(r2 + 4s2)
r2 + 4s2
− νh
r2 + 4s2
)
ou` ν = Θ(r, s) est donne´ par l’une des formules (??) ou (??). Nous coupons
la somme (??) en quatre parties suivant que |s| < r ou |s| > r et s > 0 ou
s < 0 (Remarquons que |s| = r ou s = 0 entraˆınerait r = (r, s) = 1 ce qui
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est incompatible avec r2 + 4s2 ≥ u, pour u > 5). Ainsi dans la somme P1, on
impose 1 ≤ s < r ce qui entraˆıne
u ≤ r2 + 4s2 < 5r2 et r2 < r2 + 4s2 ≤ v
et encore
(3.18)
√
u/5 < r <
√
v ;
pour r fixe´ dans l’intervalle (??), les ine´galite´s u ≤ r2 + 4s2 ≤ v et 1 ≤ s < r
entraˆınent l’existence (cf. Fig. 2) de deux nombres entiers ξ1 = ξ1(r) et
ξ′1 = ξ
′
1(r) ve´rifiant 1 ≤ ξ1 ≤ r − 1 et 1 ≤ ξ′1 ≤ r − 1 et tels que
u ≤ r2 + 4s2 ≤ v et 1 ≤ s < r ⇐⇒ ξ1 ≤ s ≤ ξ′1.
Les valeurs de ξ1 et ξ
′
1 sont donne´es par :
ξ1 = 1 si r ≥
√
u et ξ1 =
⌈√
u− r2
4
⌉
si r <
√
u
ξ′1 = r − 1 si r ≤
√
v
5
et ξ1 =
⌊√
v − r2
4
⌋
si r >
√
v
5
.
On a ainsi a` partir de (??) et (??)
(3.19) P1 = P1(h, u, v, f) =
∑
√
u/5<r<
√
v
r impair
∑
ξ1≤s≤ξ′1
(r,s)=1
e
(−h4s
r
)
Φ1(s)
avec, par (??),
Φ1(s) = exp
(
2ipihF (r2 + 4s2)− 2ipihs
r(r2 + 4s2)
)
.
On calcule la de´rive´e logarithmique de Φ1 :
Φ′1
Φ1
(s) =
2ipih
r
(
8rsF ′(r2 + 4s2)− r
2 − 4s2
(r2 + 4s2)2
)
et l’on a, en observant que |r2 − 4s2| ≤ r2 + 4s2 et 4|rs| ≤ r2 + 4s2
|Φ′1(s)| =
∣∣∣∣Φ′1Φ1 (s)
∣∣∣∣ ≤ 2pi|h|r
(
2(r2 + 4s2)|F ′(r2 + 4s2)|+ 1
u
)
.
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rsr = sr = −sr2 + 4s2 = vu
√
v
5
u√uvP1234
Figure 2 – De´coupage en quatre zones
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On pose b = −h4, ou`, rappelons le, 4 est un inverse de 4 modulo r. On a
(b, r) = (h, r) (car r est impair), |ξ′1 − ξ1| ≤ r et le lemme 8 donne∣∣∣∣∣∣∣∣
∑
ξ1≤s≤ξ′1
(r,s)=1
e
(−h4s
r
)
Φ1(s)
∣∣∣∣∣∣∣∣ ≤ τ(r)
√
r{(h, r)}1/2γ(r)M(h, r)
avec, par (??)
M(h, r) = 2pi|h|
(
2 ‖tF ′(t)‖+ 1
u
)
+ 1.
En notant que u ≥ 7 et en utilisant (??), il vient
M(h, r) ≤ 4pi|h|
(
‖tF ′(t)‖+ 1
2u
+
1
4pi
)
≤ 4pi|h|M.
En reportant dans (??) on obtient
(3.20) |P1| ≤ 4pi|h|M
∑
√
u/5<r<
√
v
r impair
τ(r)
√
r{(h, r)}1/2γ(r).
Dans la somme P2, on met les termes de (??) avec −r < s ≤ −1. On a
P2 = P2(h, u, v, f) =
∑
√
u/5<r<
√
v
r impair
∑
−ξ′1≤s≤−ξ1
(r,s)=1
e
(−h4s
r
)
Φ1(s)
=
∑
√
u/5<r<
√
v
r impair
∑
ξ1≤s≤ξ′1
(r,s)=1
e
(
h4s
r
)
Φ1(−s).(3.21)
Par application du lemme 8, on trouve pour |P2| la meˆme majoration que
pour |P1|, et l’on a, par (??) :
(3.22) |P1|+ |P2| ≤ 8pi|h|M
∑
√
u/5<r<
√
v
r impair
τ(r)
√
r{(h, r)}1/2γ(r).
La somme P3 contient les termes de la somme (??), avec ν donne´ par
(??), satisfaisant 1 ≤ r < s. Il existe deux nombres entiers ξ3 et ξ′3 tels que
(3.23) 1 ≤ ξ3 ≤ s et 1 ≤ ξ′3 ≤ s
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tels que
(3.24) P3 = P3(h, u, v, f) =
∑
√
u/5<s<
√
v
2
∑
ξ3 ≤ r ≤ ξ′3
(r,4s)=1
e
(−hr
4s
)
Φ3(r)
avec
Φ3(r) = exp
(
2ipihF (r2 + 4s2) +
ipihr
2s(r2 + 4s2)
)
.
On a comme pre´ce´demment,
|Φ′3(r)| =
∣∣∣∣Φ′3Φ3 (r)
∣∣∣∣ ≤ pi|h|s
(
(r2 + 4s2)|F ′(r2 + 4s2)|+ 1
2u
)
.
On applique le lemme 8 avec m = 4s et b = −h ; par (??), on a |ξ′3 − ξ3| ≤ s
et il s’ensuit∣∣∣∣∣∣∣∣
∑
ξ3≤r≤ξ′3
(r,4s)=1
e
(−hr
4s
)
Φ3(r)
∣∣∣∣∣∣∣∣ ≤ pi|h|Mτ(4s)
√
4s{(h, 4s)}1/2γ(4s).
Par (??), on de´duit que
|P3| ≤ pi|h|M
∑
4
√
u/5 < m < 2
√
v
4 |m
τ(m)
√
m{(h,m)}1/2γ(m).
La meˆme majoration est valable pour la somme P4, ou` l’on compte les termes
de (??) avec s < 0 et 1 ≤ r ≤ −s, et l’on de´duit de (??)
|P | = |P1 + P2 + P3 + P4| ≤ 8pi|h|M
∑
m<2
√
v
τ(m)
√
m{(h,m)}1/2γ(m).
Par (??) et le lemme 2, il suit
|P | ≤ 8pi|h|Mγ(2√v)
√
2v1/4
∑
m≤2√v
τ(m){(h,m)}1/2
≤ 8|h|M
√
2
(
log v + pi + 2 log
8
pi
)
(log v + 2 + 2 log 2)v3/4ψ(|h|)
≤ 8|h|M
√
2(log v + 4)2v3/4ψ(|h|)(3.25)
ou` ψ(|h|) est de´fini en (??).
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3.4 Choix de ω.
Par (??) et (??), on a
|S2(u, v; f)| ≤ 1
2pi
∑
1≤|h|≤ω
1
|h| |P |
et par (??) et le lemme 5 (iii), on a
|S4(u, v; f)| ≤ 3v
14(ω + 1)
+
1
2ω + 2
∑
1≤|h|≤ω
|P |
≤ 3v
14(ω + 1)
+
1
2
∑
1≤|h|≤ω
1
|h| |P |
de sorte que, par (??) et (??) on a
|S1(u, v; f)| ≤ |S2(u, v; f)|+ |S4(u, v; f)|
≤ 3v
14(ω + 1)
+
1
2
(
1
pi
+ 1
) ∑
1≤|h|≤ω
1
|h| |P |.
Par (??) et le lemme 3, en tenant compte des valeurs ne´gatives de h, il suit
(3.26) |S1(u, v; f)| ≤ 3v
14(ω + 1)
+
(
1
pi
+ 1
)
8
√
2M(log v + 4)2v3/4(7ω).
On pose
(3.27) ω0 =
1
14
√
3pi
4
√
2M(pi + 1)
v1/8
log v + 4
et l’on choisit ω
(3.28) ω = bω0c .
Par (??), il vient
|S1(u, v; f)| ≤ 3v
14ω0
+ 56
√
2
(
1
pi
+ 1
)
(log v + 4)2v3/4ω0M
= 4
√
3
√
2(1 + 1/pi)(log v + 4)v7/8
√
M
et comme 4
√
3
√
2(1 + 1/pi) = 9.4599 . . ., cela ache`ve la de´monstration du
the´ore`me 2. 
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4 De´monstration du the´ore`me 1.
Dans ce paragraphe, pour les calculs nume´riques, nous supposerons
(4.1) λ = 2 et N ≥ 1000.
Compte tenu de (??) nous e´crivons (??)
(4.2) Q̂(N, λ) = Q0(N, λ)−Q1(N, λ)
avec, pour i = 0 ou 1
(4.3)
Qi(N, λ) = Si(u0, v0; f1)−Si(u0, v0;N − 1)−Si(u1, v0; f2) +Si(u1, v0;N − 1).
Nous e´valuerons successivement Q0(N, λ) et Q1(N, λ) ; mais il nous faut
d’abord de´finir quelques nouvelles variables.
4.1 Les quantite´s approche´es.
Nous utiliserons les trois quantite´s line´aires en N
(4.4) v̂0 = λ(2−
√
2)N, û0 = 2(λ−
√
λ2 − 1)N, û1 = 2(
√
2− 1)N,
comme des approximations des nombres v0, u0 et u1 de´finis en (??), (??) et
(??). En utilisant les relations
(4.5)
√
a ≤ √a+ t ≤ √a+ t
2
√
a
, a > 0, t ≥ 0
et
(4.6)
√
a− t√
a
=
√
a
(
1− t
a
)
≤ √a
√
1− t
a
=
√
a− t ≤ √a, a > 0, 0 ≤ t ≤ a
on obtient les ine´galite´s (rappelons que λ >
√
2 et N ≥ 1)
(4.7)
v̂0 ≤ v0 = 2λN − 1
2
√
8λ2N2 − 2 ≤ v̂0 + 1
2
√
2λN
< v̂0 +
1
4N
< v̂0 + 1 ≤ 2λN,
(4.8)
û0 < u0 = 2λN −
√
4(λ2 − 1)N2 − 1 ≤ û0 + 1
2
√
λ2 − 1N < û0 +
1
2N
< û0 +1
et
(4.9) û1 < u1 =
√
8N2 + 1− 2N ≤ û1 + 1
4
√
2N
< û1 + 1.
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Nous approcherons les fonctions
(4.10) f1(t) =
1
2
√
t(4λN − t)− 1 et f2(t) = 1
2
(
t+
√
2t2 − 1
)
de´finies en (??) et (??) par
(4.11) f̂1(t) =
1
2
√
t(4λN − t) et f̂2(t) = 1 +
√
2
2
t.
Par (??), on a, pour 1 ≤ t ≤ 4λN − 1, N ≥ 1 et λ > √2
(4.12)
f̂1(t)− 1
4
≤ f̂1(t)− 1
2
√
4λN − 1 ≤ f̂1(t)−
1
2
√
t(4λN − t) ≤ f1(t) ≤ f̂1(t)
et, toujours par (??), on a, pour t ≥ 1
(4.13) f̂2(t)− 1
2
≤ 1
2
(
t+
√
2t− 1√
2t
)
≤ f2(t) ≤ f̂2(t).
4.2 Les termes secondaires de reste.
Pour estimer Q0(N, λ) de´fini par (??), on utilise (??) et le lemme 6
(4.14) S0(u, v; f) =
∑
u≤d≤v
d impair
ρ(d)f(d)
d
= J(u, v; f) + R̂0(u, v;F )
ou` l’on a pose´ F (t) = f(t)/t et
(4.15) J(u, v; f) =
1
pi
∫ v
u
F (t)dt =
1
pi
∫ v
u
f(t)
t
dt.
Nous e´crirons
(4.16) Q0(N, λ) = Q2(N, λ) +Q3(N, λ)
avec
(4.17)
Q2(N, λ) = J(u0, v0; f1)− J(u0, v0;N − 1)− J(u1, v0; f2) + J(u1, v0;N − 1)
et
Q3(N, λ) = R̂0(u0, v0;F1)− R̂0
(
u0, v0;
N − 1
t
)
−R̂0(u1, v0;F2) + R̂0
(
u1, v0;
N − 1
t
)
.(4.18)
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Dans ce paragraphe nous majorerons les quatre termes de reste R̂0(u, v;F )
et la valeur absolue de leur somme Q3(N, λ) tandis que, dans le paragraphe
suivant, nous traiterons les termes principaux J(u, v; f) et Q2(N, λ).
Le premier terme R̂0(u0,v0; F1). Posons par (??)
(4.19) F1(t) =
f1(t)
t
=
√
t(4λN − t)− 1
2t
·
Avec l’aide de MAPLE, nous de´rivons :
(4.20) F ′1(t) =
−2λNt+ 1
2t2
√
t(4λN − t)− 1 =
−2λNt+ 1
4t2f1(t)
,
(4.21) F ′′1 (t) =
4t2λN(3λN − t− 3/t) + 3t2 + 2
2t3(t(4λN − t)− 1)3/2 ·
Pour λ >
√
2, N ≥ 1 et t ≥ 1, on a 2λNt > 1 et, par (??), on voit que
F ′1(t) < 0. La quantite´ 3λN − t − 3/t est minimale en t =
√
3 et vaut
3λN − 2√3 > 0 ; par (??), F ′′1 (t) > 0 pour tout t > 0 et donc
(4.22) F1(t) =
f1(t)
t
est de´croissante et convexe pour 1 ≤ t ≤ v0.
Par (??) et (??), si l’on choisit N ≥ λ, on a u0 ≥ û0 = 2Nλ+√λ2−1 ≥ 2N2λ ≥ 1 ;
par (??), F1 est de´croissante sur [u0, v0] et par (??) on obtient
(4.23) ‖F1‖ = ‖F1‖[u0,v0] =
f1(u0)
u0
=
N
u0
≤ N
û0
=
λ+
√
λ2 − 1
2
< 1.87
tandis que, par (??), (??), (??), (??) et (??), on a
‖F ′1‖ = ‖F ′1‖[u0,v0] = −F ′1(u0) =
2λNu0 − 1
4u20f1(u0)
=
2λNu0 − 1
4u20N
<
2λNu0
4u20N
=
λ
2u0
<
λ
2û0
=
λ(λ+
√
λ2 − 1)
4N
<
1.87
N
·(4.24)
Par le lemme 6, on obtient, pour λ = 2
(4.25) |R̂0(u0, v0;F1)| ≤ (4 log v0 + 14)√v0
(
3.74 + 1.25
v0
N
)
.
Le deuxie`me terme R̂0
(
u0,v0;
N−1
t
)
. On a en utilisant (??) et (??)
(4.26)
∥∥∥∥N − 1t
∥∥∥∥
[u0,v0]
=
N − 1
u0
<
N
u0
≤ N
û0
=
λ+
√
λ2 − 1
2
< 1.87
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et ∥∥∥∥−N − 1t2
∥∥∥∥
[u0,v0]
=
N − 1
u20
≤ N
u20
≤ N
û20
=
(λ+
√
λ2 − 1)2
4N
<
3.49
N
·
Par le lemme 6, il suit pour λ = 2
(4.27)
∣∣∣∣R̂0(u0, v0; N − 1t
)∣∣∣∣ ≤ (4 log v0 + 14)√v0 (3.74 + 2.33v0N ) .
Le troisie`me terme R̂0(u1,v0; F2). Par (??), on a pour t ≥ 1
(4.28) F2(t) =
f2(t)
t
=
1
2
(
t+
√
2t2 − 1
t
)
≤ 1 +
√
2
2
et donc
(4.29) ‖F2‖ = ‖F2‖[u1,v0] ≤
1 +
√
2
2
≤ 1.21.
Pour t ≥ 1, on a 2t2 − 1 ≥ 1 et
F ′2(t) =
1
2t2
√
2t2 − 1 ≤
1
2t2
·
Donc, par (??) et (??)
(4.30) ‖F ′2‖ = ‖F ′2‖[u1,v0] ≤
1
2u21
≤ 1
2û21
=
1
8(
√
2− 1)2N2 ≤
0.73
N2
·
Par le lemme 6, il suit pour λ = 2
(4.31) |R̂0(u1, v0;F2)| ≤ (4 log v0 + 14)√v0
(
2.42 + 0.49
v0
N2
)
.
Le quatrie`me terme R̂0(u1,v0;
N−1
t
). On a par (??) et (??)
(4.32)
∥∥∥∥N − 1t
∥∥∥∥
[u1,v0]
=
N − 1
u1
<
N
u1
<
N
û1
=
1
2(
√
2− 1) =
1 +
√
2
2
< 1.21
et ∥∥∥∥−N − 1t2
∥∥∥∥
[u1,v0]
=
N − 1
u21
≤ N
u21
≤ N
û21
=
1
4(
√
2− 1)2N <
1.46
N
·
Par le lemme 6, on a pour λ = 2
(4.33)
∣∣∣∣R̂0(u1, v0; N − 1t
)∣∣∣∣ ≤ (4 log v0 + 14)√v0 (2.42 + 0.98v0N ) .
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On a donc, par (??), en ajoutant les ine´galite´s (??), (??), (??) et (??),
|Q3(N, 2)| ≤ (4 log v0 + 14)√v0
(
12.32 + 4.56
v0
N
+ 0.49
v0
N2
)
.
Maintenant par (??) et (??), on a, pour N ≥ 1000 et λ = 2,
(4.34) v0 ≤ v̂0 + 1
4N
= λ(2−
√
2)N
(
1 +
1
4λ(2−√2)N2
)
≤ 1.18N,
ce qui entraˆıne log v0 ≤ logN +log 1.18 ≤ logN +0.17 et v0/N2 ≤ 1.18/N ≤
0.002. On obtient ainsi
(4.35) |Q3(N, 2)| ≤ (77 logN + 283)
√
N.
4.3 Les termes principaux.
Conside´rons un quadruplet de nombres re´els {û, u, v̂, v} satisfaisant
(4.36)
N
λ
≤ û ≤ u ≤ û+ 1 < v̂ ≤ v ≤ v̂ + 1 ≤ 2λN
et un couple de fonctions {f, f̂} continues de l’intervalle [û, v] dans R et
satisfaisant
(4.37) ‖f̂ − f‖[û,v] ≤ 1 et ‖f‖[û,v] ≤ ‖f̂ ‖[û,v] ≤ λ(1 +
√
2)N.
Alors on a
(4.38)
∫ v
u
f(t)
t
dt =
∫ v̂
û
f̂(t)
t
dt+ Ĵ
avec
Ĵ =
∫ v̂
û
f(t)− f̂(t)
t
dt−
∫ u
û
f(t)
t
dt+
∫ v
v̂
f(t)
t
dt
et par (??) et (??)
Ĵ ≤ log v̂
û
+ λ(1 +
√
2)N
(
log
u
û
+ log
v
v̂
)
(4.39)
≤ log 2λN
N/λ
+ λ(1 +
√
2)N
(
u− û
û
+
v − v̂
v̂
)
≤ log(2λ2) + λ(1 +
√
2)N
(
1
N/λ
+
1
N/λ
)
= log(2λ2) + 2λ2(1 +
√
2) ≤ 21.40 (pour λ = 2).
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Nous appliquerons quatre fois l’e´galite´ (??) comple´te´e par l’ine´galite´ (??).
Observons d’abord que, par (??), (??), (??) et (??), les quadruplets {û0, u0, v̂0, v0}
et {û1, u1, v̂0, v0} satisfont (??) : l’ine´galite´ û0 + 1 ≤ û1 + 1 < v̂0 est ve´rifie´e,
a` partir de (??), pour N > 2+
√
2
2(λ−√2) . Observons ensuite que les couples de
fonctions {f1, f̂1}, {f2, f̂2} et {N −1, N} ve´rifient (??) sur l’intervalle [û0, v0]
en utilisant (??), (??), (??) et (??).
Alors, par (??) et (??), (??) s’e´crit
(4.40)
Q2(N, λ) =
1
pi
(∫ v̂0
û0
f̂1(t)
t
dt−
∫ v̂0
û0
N
t
dt−
∫ v̂0
û1
f̂2(t)
t
dt+
∫ v̂0
û1
N
t
dt
)
+Q4
avec, par (??),
(4.41) |Q4| = |Q4(N, λ)| ≤ 4
pi
21.40 ≤ 28.
Par (??), (??) et le changement de variable y =
√
4λN
t
− 1, on calcule
∫ v̂0
û0
f̂1(t)
t
dt =
1
2
∫ λ(2−√2)N
2(λ−√λ2−1)N
√
4λN
t
− 1 dt = 4λN
∫ λ+√λ2−1
1+
√
2
y2dy
(1 + y2)2
= λN
(
pi
4
− arcsin 1
λ
)
−N(1 +
√
2)
en notant que arctan(λ+
√
λ2 − 1) = 1
2
(
pi − arcsin 1
λ
)
qui, en substituant
√
2
a` λ, donne arctan(1 +
√
2) = 3pi
8
.
Par (??) et (??), (??) se re´e´crit
(4.42) Q2(N, λ) = α(λ)N +Q4(N, λ)
ou` α(λ) a e´te´ de´fini en (??).
On peut remarquer, par (??) que
α(λ)N =
1
pi
∫∫
D
dxdt
t
ou` D est le domaine des points (x, t) satisfaisant N ≤ x ≤ λN√
2
et situe´s entre
l’ellipse t2−4λNt+4x2 = 0 et la droite t = 2(√2−1)x. En inte´grant d’abord
en t, on obtient
α(λ)N =
∫ λN√
2
N
dx
∫ 2(√2−1)x
2(λN−
√
λ2N2−x2)
dt
pit
=
1
pi
∫ λN√
2
N
log
2(
√
2− 1)x
2
(
λN −√λ2N2 − x2)dx.
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4.4 Le terme principal de reste.
Pour estimer Q1(N, λ) de´fini par (??), nous appliquerons quatre fois le
the´ore`me 2. Pour cela, nous supposerons que N ≥ 7λ de fac¸on que, par (??),
(??) et (??), on aˆıt u0 ≥ û0 ≥ 7 et u1 ≥ û1 ≥ 7. Rappelons que M(u, v; f)
est de´fini en (??).
Le premier terme M(u0,v0; f1). On pose F1(t) = f1(t)/t. A partir de
(??), on calcule
d
dt
(tF ′1(t)) =
2λNt2(2λN − t− 3/t) + 2t2 + 1
2t2(t(4λN − t)− 1)3/2 ·
La quantite´ 2λN − t − 3/t est positive pour λ > √2, N ≥ 2 et pour tout
t > 0. En remarquant que F ′1(t) est ne´gative et en utilisant (??), il vient
‖tF ′1(t)‖[u0,v0] = −u0F ′1(u0) <
λ
2
·
Il s’ensuit par (??) que, pour λ = 2
(4.43) M(u0, v0; f1) ≤ 1 + 2
5
= 1.4 < (1.19)2.
Le deuxie`me terme M(u0,v0; N− 1). Posons f(t) = N − 1, F (t) =
(N − 1)/t ; on a tF ′(t) = −N−1
t
, et par (??) et (??)
(4.44)
M(u0, v0;N − 1) =
∥∥∥∥N − 1t
∥∥∥∥
[u0,v0]
+
2
5
<
λ+
√
λ2 − 1
2
+
2
5
< 2.27 < (1.51)2.
Le troisie`me terme M(u1,v0; f2). On pose F2(t) = f2(t)/t. On a par (??)
et (??)
‖tF ′2(t)‖[u1,v0] ≤
v0
8(
√
2− 1)2N2 ≤
2λN
8(
√
2− 1)2N2 =
λ
4(
√
2− 1)2N ≤
1.46
N
et, pour N ≥ 1000,
(4.45) M(u1, v0; f2) ≤ 1.46
N
+
2
5
≤ 0.41 ≤ (0.64)2.
Le quatrie`me terme M(u1,v0; N− 1). Posons f(t) = N − 1, F (t) =
(N − 1)/t ; on a tF ′(t) = −N−1
t
, et par (??) et (??)
(4.46)
M(u1, v0;N − 1) =
∥∥∥∥N − 1t
∥∥∥∥
[u1,v0]
+
2
5
≤ 1 +
√
2
2
+
2
5
< 1.61 < (1.27)2.
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En conclusion, on peut majorer |Q1(N, 2)| de´fini par (??) a` l’aide de (??) et,
en ajoutant (??), (??), (??) et (??), on obtient
(4.47)
|Q1(N, 2)| ≤ 9.5(log v0+4)v7/80 (1.19+1.51+0.64+1.27) = 43.8(log v0+4)v7/80 .
En utilisant (??), (??) entraˆıne
(4.48) |Q1(N, 2)| ≤ 43.8(log(1.18N)+4)(1.18N)7/8 ≤ (211+51 logN)N7/8.
4.5 Re´capitulation.
Par (??), (??), (??) et (??), il vient
Q(N, λ) = α(λ)N + R˜(N, λ)
avec
(4.49) R˜(N, λ) = −Q1(N, λ) +Q3(N, λ) +Q4(N, λ) + ε(N, λ)
et (??) re´sulte de (??), (??), (??) et (??).
La me´thode utilise´e pour obtenir (??), (??) et (??) montre que, pour tout
λ fixe´, λ >
√
2, on aQ1(N, λ) = Oλ(N
7/8(logN)),Q3(N, λ) = Oλ(N
1/2(logN)),
Q4(N, λ) = Oλ(1), et, par (??), on a ε(N, λ) = Oλ(1) ; ainsi, par (??), (??)
est de´montre´, ce qui ache`ve la preuve du the´ore`me 1.
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TABLE 1
k N = 2k Q(N, 2) Q(N, 2)/N Q(N, 2)− α(2)N
4 16 1 0.06250000 0.55
5 32 2 0.06250000 1.10
6 64 2 0.03125000 0.21
7 128 3 0.02343750 −0.59
8 256 7 0.02734075 −0.17
9 512 21 0.04101062 6.66
10 1024 29 0.02832031 0.31
11 2048 60 0.02929688 2.62
12 4096 122 0.02978516 7.25
13 8192 245 0.02990723 15.49
14 16384 460 0.02807617 0.99
15 32768 944 0.02880859 25.98
16 65536 1806 0.02755737 −30.05
17 131072 3639 0.02776337 −33.10
18 262144 7347 0.02802658 2.81
19 524288 14756 0.02814484 67.61
20 1048576 29576 0.02820587 199.23
21 2097152 58698 0.02798939 −55.55
22 4194304 117372 0.02798367 −135.09
23 8388608 235082 0.02802396 67.81
24 16777216 470241 0.02802855 212.62
25 33554432 939804 0.02800834 −252.76
26 67108864 1880297 0.02801861 183.48
27 134217728 3761402 0.02802463 1174.97
28 268435456 7521153 0.02801844 698.94
29 536870912 15040659 0.02801541 −249.12
30 1073741824 30080525 0.02801467 −1291.25
31 2147483648 60153965 0.02801137 −9667.50
32 4294967296 120332158 0.02801701 4893.01
33 8589934592 240660303 0.02801655 5773.02
34 17179869184 481315101 0.02801622 6041.03
35 34359738368 962578706 0.02801473 −39413.94
36 68719476736 1925208869 0.02801547 −27370.87
37 137438953472 3850396279 0.02801532 −76200.75
38 274877906944 7701008772 0.02801610 63812.49
39 549755813888 15401833428 0.02801577 −56491.01
40 1099511627776 30803795356 0.02801589 15517.96
41 2199023255552 61607438724 0.02801582 −120952.07
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