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For a generalized random variable X, a measure Lx of average code length 
is defined. Using Lx, some coding theorems for discrete noiseless channels 
are proved. Some new concepts like strongly decipherable codes, absolutely 
strongly optimal codes, etc. are also proposed. It is asserted that if the celebrated 
noiseless coding theorem of Shannon (for complete random variables) is to be 
extended properly for generalized random variables, then the coding must be 
done in a strongly decipherable way. 
I. INTRODUCTION 
Let ~ be a complete random variable taking the finite number of values 
a 1, a s .... , a~, n >/2 such that Prob(~ = ak) ~ p(a~) > O, k = 1, 2,..., n 
and ~k=t P(ak) ~ 1. Suppose we want to represent the values of ~ by means 
of codewords, i.e., finite sequences consisting of symbols from an alphabet 
B = [bl, be ,..., bD], D >/2, called the code alphabet. IfN~ denotes the length 
of the codeword assigned to the value a~ of ~:, then the resulting code C for 
the random variable ~ can be made uniquely decipherable if and only if the 
positive integer codeword lengths satisfy the well-known Kraft's inequality 
(1949) 
~ D -N~ ~ 1. (I) 
/c=l 
The quantity 
L~ = ~ p(a~) N~ (2) 
/¢=1 
is called the average length of the code. It is known that if the code C for 
the random variable ~: is uniquely decipherable, then 
Ee > H~(~:) (3) 
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with equality if and only if 
p(a,) ~ D -N~, 
where 
~D -N~ = 1, k = 1, 2 .... ,n, (4) 
HI(~ ) = -- ~ p(a~) logp(a~) (5) 
k=l 
denotes the Shannon (1948) entropy of s e. Throughout the paper, we shall 
take D ~ 2 to be the base of the logarithms. 
Let ~cu~  (sel, ~ ,..., ~:u) be an M-dimensional random variable where 
sel, se2 ,..., seu are independent identically distributed random variables each 
taking the same set of values al,  as .... , a~ with 
Vrob(~,=ak)=p(a~)  >0,  1 <~ i <~ M, 1 <~ k ~ n, ~ p(a~) = 1. 
In other words, ~M~ is the M-dimensional copy of ~:. Clearly, ~M~ takes values 
which are M-tuples of the form s = (ai~ , ai~ .... , aiM) and 
Prob(~ :cM~ = s) = p(a~l ) P(at2)"" P(a~u). 
We can assign the eodewords to these M-tuples. For example, the eodeword 
for the M-tuple s can be obtained by forming the juxtaposition of the code- 
words for a~l, aq .... , a~u respectively. Let/S~(M) denote the average length 
obtained when these M-tuples are coded. Suppose the various codewords are 
sent through a noiseless channel with independent input symbols. The 
celebrated noiseless coding theorem of Shannon (1948) says the following: 
By suitably encoding in a uniquely decipherable way sufficiently 
long M-sequences consisting of values of the random variable ~, it is 
possible to make E,(M)/M, the average code length per value of ~:, 
as dose to HI(~) as desired, and it is not possible to find a uniquely 
decipherable code for ~: with average code length/S e less than Hl(se). 
R6nyi (1961) introduced the concept of incomplete and generalized 
random variables. He put forward the idea that if some of the events in a 
certain situation depending on chance are not observable, then the resulting 
random variable, if finite and discrete, will be incomplete in the sense that it 
will take a number of values maller than the actual number of values it would 
have taken theoretically, and consequently the sum of their associated 
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probabilities will be strictly less than one. A random variable which is either 
complete or incomplete is called a generalized random variable. 
So far, it seems to the author that no attempt has been made to study 
various coding problems concerned with generalized random variables. The 
present paper is an attempt in this direction. In particular, our emphasis is on 
noiseless coding theorems for generalized random variables. 
2. SHANNON'S INEQUALITY FOR GENERALIZED RANDOM VARIABLES 
Let X be a discrete generalized random variable taking the values x 1 , x z ,..., 
n 
x~ with P rob(X~x~)  =pk>O,  k = 1,2,...,n, ~=lP~ ~< 1, n ~ 1. 
R6nyi (1961) defined the entropy HI(X)  of X as 
H~(X) = --  e log p~ PT~ • (6) 
I f  Y is another finite generalized random variable taking the values 
n 
Y l ,Y2  .... , y ,  with Prob(Y :y~)  = q~ > 0, k = 1,2,...,n, ~2~=lqk ~< 1, 
n >~ 1, then Nath (1968, 1970) defined the inaccuracy of X with respect to Y as 
/2:) HI(X 11 Y) = --  ~ log qk ~ • (7) 
Clearly, if X = Y, then (7) reduces to (6). The classical form of Shannon's 
inequality states that if ( r l ,  r~ .... , r,~) and (sl ,  s2 .... , s~) are complete 
probability distributions with positive elements, then 
-- i r~log Yl~ ~< -- ~ r~logs~ (8) 
with equality if and only if re = s~ for k = 1, 2,..., n. I f  X and Y are general- 
ized random variables, then their corresponding eneralized probability 
distributions no longer satisfy (8). In this case, we have the following: 
LEMMA 1. 
above. Then, 
Let X and Y be discrete generalized random variables as stated 
H i (X)  <. H I (X  II Y )  + log qk P~ (9) 
\k=l k=l / 
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- -  D /q_n__n = k k • 
\ ]c=l k=l / 
(lO) 
_Proof. We know that if ~ is a differentiable convex function in the interval 
(a, b), then for all x~ ~ (a, b), k = 1, 2,..., n, and all ak/> 0, Y'.k=l a~ -- 1, the 
inequality (Hardy, Littlewood, Polya, 1924) 
a~o(xk) <~ ~ akx k (11) 
k=l 
holds with equality if and only if 
x 1 =x~ -- -- xn. 
Let us choose 9(x )= log x, x > O, a~-  Pk/~j=IPs, xk = qJPk, k -~ 
l, 2,..., n. Then, (11) gives 
Pz~ log(pk/qk) >/ pj Iog q~ p~ 
k=l 
with equality if and only if (10) holds. A little simplification gives 
- -  Pk logp~ p~ ~< - -  p~ log qk Pk + log q~ Pk 
= \k=l  k=l  / 
(12) 
with equality if and only if (10) holds. From (6), (7), and (12), (9) follows 
immediately with equality if and only if (10) holds. 
The inequality (9) or equivalently (12) is the required generalization of 
Shannon's inequality (8). 
3. A MEASURE OF CODE LENGTH 
In the case of a generalized random variable X, the codewords can be 
assigned to only those values of X which are observable. If Nk denotes the 
length of the codeword assigned to the value x~ of X, and C is the resulting 
code for X, we define the average length of the code C as 
LX -~ (~lpkN~/21Pk )" (13) 
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f n I Y~k=lP~ = 1, then (13) reduces to (2). This definition of Lx is a natural 
one in the sense that we are looking upon ix  as the ordinary weighted average 
of codeword lengths N1, N2 ,..., Nn, the weights being the probabilities 
Pl,P2 ,..-,P~. If Nk = N for all h = 1, 2,..., n. then it is obvious that 
[x  =N.  
Let Z be another discrete generalized random variable taking the values 
z l ,  z2,... , z~ with Prob(Z ~ zj) = rj > 0, j = 1, 2,..., m, ~1 rj ~ 1. If 
X and Z are statistically independent, hen the probability of X and Z 
taking simultaneously the values x~ and z; is pkrj so that the resulting prob- 
ability distribution of the two dimensional random variable (X, Z) is of 
the form 
( plr l ,  plr2 ,..., plrm; p~r I , p2r~ ..... p~r¢, ;... ; p,r  I , p~r 2 ,..., pnr~). 
Obviously, ~2~=1 EJ=l PkrJ = (E~=I Pk)(Y~=I rj) ~< 1 so that (X, Z) is a two- 
dimensional generalized random variable. 
Let Mj denote the length of the eodeword assigned to the value zj of Z. 
Then, we may construct a codeword for the pair (x~, zj) by first writing the 
codeword for x~ and then the codeword for z~- so that the new codeword so 
formed is of length N~ + Mj.  Then, 
[(x.z) = p~r~(N k + Mj) PkrJ = ix  + [z  
k=l j=l  ~=I 
(14) 
so that/,x is additive. These observations reveal that (13) is, indeed, a natural 
generalization of (2). 
If the codes for X and Z are uniquely decipherable and X and Z are 
independent, hen it can be easily seen that the code for (X, Z) is also 
uniquely decipherable. 
4. NOISELESS CODING THEOREM CONCERNING H I (X  ) 
We prove the following theorem: 
THEOREM 1. Let there be a discrete generalized random variable X taking 
the finite number of values xl , x 2 .... , x ,  with positive probabilities px , p~ ,..., pn , 
~=1 P~ <~ 1. Suppose these values are assigned codewords by using symbols 
from a code alphabet B consisting of D >~ 2 distinct letters, and the resulting 
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code for X is uniquely decipherable. I f  N~ denotes the length of the co&word 
assigned to the value xk , then 
f,x > H~(X) + log p~ (15) 
with equality if  and only i f  
i s  
the choice q~ = D-Us, k = 1, 2,..., n, is justified. Now, (12) gives 
Hi(X)  <~ L x + log D -2~s p~ 
with equality if and only if 
The inequality (15) now follows immediately from (1) and (17). 
Ifpk D-Nkt~ n ~ X then 
= kZ.~j=l /~ J / ,  
HI (X  ) = --  p~ log Pk P~ = ['x - -  log k , 
k~l  = 
so that 
p~ ---- D -xs pj , k = 1, 2,..., n. (16) 
k j= l  
Proof. Let us put q~ = D -N~, k = 1, 2,..., n in (12). Since the code 
n uniquely decipherable, therefore, ~k=l q~ = ~k=l D-gs ~ 1. Thus, 
Also, from (1), 
log D -~rs ~< 0. (20) 
From (19) and (20), it follows that ~k~l D-Us = 1. Hence, (18) gives (16). 
Thus, we have proved that equality in (15) holds if and only if (16) holds. 
(17) 
(18) 
(19) 
£x = Hi(X) + log  p ,  . 
On the other hand, if i x  = Hi(x) + log(~k~a Pk), then (17) gives 
log D -N~ >~ O. 
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Now we give an alternative proof I of Theorem 1. 
Let (r l ,  rz ,..., rn) be a complete probability distribution with positive 
elements and ql,  q~ ,-.., qn) be the generalized probability distribution 
associated with the above stated generalized random variable Y. Since 
r k > 0, q~ > 0 for all k = 1 to n, it is easy to see that the inequality 
-- ~r~logr~- -  ~ rklogq~ 
/c=l /~=1 
holds with equality if and only if r~ = q~ for k = 1 to n. Putting r~ = 
P~/~.~'=I P~, a little manipulation gives 
(n 1 in )  (j~=l) (,~n=~l /j~--~l ) -- ~p~ ogp~ ~p~ +log PJ ~<- -  pklogq  pj (21) XIC=I ~=1 / 
with equality if and only if 
P~/q~ = P2/q~ --  - -  Pn/qn --'-- i PJ " (22) J=l 
I f  qe = D -uk, k = 1, 2,..., n, then (15) and (16) follow immediately and 
Theorem 1 stands proved. 
It can be easily seen that if X is a complete random variable, then (15) and 
(16) reduce respectively to (3) and (4). Now we prove the following theorem. 
THEOREM 2. Let X be a discrete generalized random variable taking the 
values xa , x~ ,..., x~ with positive probabilities Pl , P2 ,..., Pn , ~=lP~ ~ 1. 
Then, there always exists a uniquely decipherable code whose average length L x 
satisfies the inequality 
H i (X)  + log p~ ~< Lx < Hi(X)  + log p~ + 1. (23) 
Proof. Constrain the lengths Ne ,  k = 1 to n, of the codewords assigned 
to x~, k = 1 to n, by the inequality 
C1) l og(1 /pe)+log p~. ~N~<log(1 /p~)+log  pj +1,  k=l ton .  
(24) 
From (24), it is clear that D-N~ ~pe(~j=lp~-) -1 for all k and hence 
1 This alternative proof is due to the referee. 
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~=1 D-N~ ~ 1 so that the resulting code is uniquely decipherable. Multi- 
plying (24) by p~, summing with respect o k = 1 to n and dividing by 
~j~l Pk the inequality (23) follows immediately. 
Now we prove the coding theorem for discrete noiseless channels with 
independent input symbols. Let X (u) denote the M-dimensional copy of X. 
Then X (m) is also a discrete generalized random variable which takes values 
as M-tuples of the form s -~ (xil , xi~ .... , XIM ) such that 
Prob(X (M) = s) = p(x~) p(xi~) "" p(X~M) = Pi~Pi2 "'" PIM" 
If N(s) denotes the length of the codeword assigned to the M-tuples s and 
[_,x(M) denotes the average code length, then 
Lx(M) = Z Pr°b(X(/) = s) N(s ) /2  Prob(X (M' = s). 
8 
We can always construct a uniquely decipherable code satisfying the inequality 
HI(X (M)) + log Pk <~ Lx(M)  < HI (X  (M)) + log Pk + 1. 
But HI(X  ~M)) = MHI (X  ). Hence, 
Hi(X) + log p~ <~ (£x(M)/M) < HI(X) + log p~ + O/M). 
Obviously, 
lim (Lx(M)/M) = H~(X) + log p~ . M-~m 
Thus, we have proved the following: 
THEOREM 3. Let there be a discrete generalized random variable X taking 
the values xl , x 2 ..... xn with positive probabilities Pl , P2 ,..., P~ , ~k=l Pe ~ 1. 
By suitably encoding suffidently long M-sequences consisting of xi' s, i = 1 to n, 
in a uniquely decipherable way, it is possible to make Lx(M)/M,  the average 
code length per value of X,  as close to Hi(X) + log(Y,~ 1Pk) as desired. It is not 
possible to find a uniquely decipherable code whose average code length Lx is less 
I than Hi(x) + og(~= 1Pk). 
The last part of Theorem 3 follows from (15) and hence needs no explana- 
tion. Also, if X is a complete random variable, then theorem 3 reduces to the 
celebrated noiseless coding theorem of Shannon. 
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5. STRONGLY DECIPHERABLE CODES AND RELATED THEOREMS 
The presence of the term log(~7~=lpk ) in (15), (16), (23), and in the state- 
ment of Theorem 3 takes us a little bit away from the original versions of 
Theorems 1, 2, and 3 for complete random variables. See Ash (1965). We 
would like to overcome this awkward situation by introducing the new 
concept of strongly decipherable codes. 
DEFINITION. Let X be a discrete generalized random variable taking the 
values x 1 , x2,... , x n with positive probabilities Pl,  P2 ,-.., P~, ~k=l P~ ~ 1. 
Suppose we assign the codewords to these values of X by choosing letters 
from the code alphabet B = [bl, b 2 ,..., bD] , D >/2. Let N~ denote the 
length of the codeword assigned to x~. We say that the resulting code for X 
is strongly decipherable if it satisfies the inequality 
9 -~ ~< ~ p~. (25) 
/c=l k=l 
Clearly, every strongly decipherable code can be made uniquely deci- 
pherable, but not conversely. In fact, for complete random variables, (25) 
reduces to Kraft's inequality (1). A major difference between (1) and (25) is that 
(1) is purely combinatoric in nature as it does not involve probabilities whereas 
(25) depends on both the probabilities and the eodeword lengths. In probabilistic 
coding theory, while devising codes, we do keep into consideration the fact 
that the values of X occurring with smaller probabilities are assigned longer 
codewords. Still the criterion for unique decipherability of the resulting code, 
that is (1), does not depend upon the probabilities. These considerations show 
that (25), which is both combinatoric and probabilistic in nature, might prove 
useful in coding theory, especially for generalized random variables. 
The inequality (25) is certainly stronger than (1) as it implies (1). For this 
reason, we have called the codes satisfying (25) to be strongly decipherable. 
Let X and Z be discrete generalized random variables as mentioned in 
Section 3 and let the codes for them be strongly decipherable so that 
k=l k=l j=l j=l 
If the codeword for the pair (xk, z~) is obtained by first writing the codeword 
for xk and then the codeword for zj so that the new codeword, so formed, is 
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of length Ark q- M j ,  then the code so obtained is also strongly decipherable 
because 
= E D- D-re' E P E = pro. 
k=l j=l k=l $=1 \k=l \J=l / k=l ]=1 
Hence, once we have coded the values of X in a strongly decipherable way, 
we may construct the codewords for M-tuples s = (xil, xq ,..., XiM ) con- 
sisting of values of X by forming the juxtaposition of the codewords for the 
values xq, xi~ ,..., Xiu successively. The code so obtained, for X (u) is strongly 
decipherable. 
Now we prove the following theorem. 
THEOREM 4. Let X be a discrete generalized random variable taking the 
finite number of values xl, x~ .... , x~ with positive probabilities Pl, P~ .... , P~, 
~k~l Pk ~ 1. Suppose these values of X are assigned codewords by using 
symbols from a code alphabet B consisting of D ~ 2 distinct symbols and the 
resulting code for X is strongly decipherable in the sense that if Nk , k = 1 to n, 
are the lengths of codewords assigned to xk, k = 1 to n, then (25) is satisfied. 
Then 
Lx ~> Hi(X), (26) 
with equality if and only if 
p~ = D -~¢*, k = 1 to n. (27) 
Proof. The inequality (17) may be derived as in the proof of Theorem 1. 
From (17) and (25), the inequality (26) follows immediately. 
I fp~ = D -~vk, k = 1 to n, then it is obvious that 
(~ lp  /~p)  (~p g D /~ lp)  HI (X  ) = - -  k log p~ k = - -  ~ lo ~ x .  
I f  Hi(X) =/~x,  then (17) gives 
Also, from (25), 
&) log D -~¢* ~ >~ 0. 
log D-~¢~ Pl~ ~ 0. 
\k=l --~=1 I 
(28) 
(29) 
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From (28) and (29), it follows that 
D-z¢~ = i P~, (30) 
k=l  k=l  
and hence (18) gives (27) immediately. Thus, equality in (26) holds if and 
only if (27) holds. 
Now we prove a theorem analogous to Theorem 2. 
THEOREM 5. Let X be a discrete generalized random varzable takzng the 
~z 
values xl ,  x2 .... , x~ with positive probabilities Pl, P~ ,..., P~, Z~=I P~ <~ 1. 
Then, there always exists a strongly decipherable code whose average length 1_. x 
satisfies the inequality 
Hi(X) ~- ]~x < Hi(X) ~- 1. (31) 
Proof. Constrain the lengths N~, k = 1 to n, of the codewords assigned 
to x~, k = 1 to n, by the inequality 
log(1/p~) ~< N~ < log(1/p,~) + 1, k ----- 1 to n. (32) 
n From (32), it is clear that D -N~ ~. p~ for all k and hence ~k~l D-Nk ~~ ~-~=lPe 
so that the resulting code is strongly decipherable. Multiplying (32) by p~, 
summing with respect to k from 1 to n and dividing by ~=1 P~, the inequality 
(31) follows immediately. 
A comparison between (24) and (32) is highly desirable. For constraining 
the codewords lengths by (32), when X is a complete random variable, the 
inequality (32) is well known. The above observations reveal that if X is a 
generalized random variable and we also want to constrain the lengths of the 
codewords by (32), then we get a strongly decipherable code and hence also a 
uniquely decipherable code for X. However, if we want to construct a uniquely 
decipherable but not necessarily a strongly decipherable code for X,  then the 
lengths of the codewords have to be constrained by the inequality (24). 
The inequality (32) has also some other advantages over (24). Suppose 
we want to construct a codeword for the value xe of )2. I f  our criterion is that 
of unique decipherability, then constraining of N~ by (24) needs not only the 
knowledge about the probability p~ of xe but also about he probabilities of all 
other values of X. This is not so if we code X in a strongly decipherable way. 
If the code for X is strongly decipherable, then Theorem 4 guarantees that 
/~x /> Hi(X) • However, if the code for X is uniquely decipherable but not 
strongly decipherable, then the possibility exists that we may have Hi(X) > Lx.  
For example, consider the following code with D = 2. 
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EXAMPLE 1. 
X Probability Codewords Lengths 
x 1 0.50 1 1 
x~ 0.20 01 2 
Then ~.=1Pt~ 0.70, ~k=l D-~ --0.75. Thus, the code is uniquely deci- 
pherable but not strongly decipherable. Also, 
HI(X) ~ 0.96/0.70, /7,x ~ 0.90/0.70, 
so that HI(X ) > Lx,  indeed, an interesting situation for generalized random 
variables. 
These observations lead us to the belief that if we want to develop robabilistic 
coding theory for discrete generalized random variables, then the concept of 
strong decipherability should be treated as more fundamental than that of unique 
decipherability. This belief is further supported by the natural form of the 
following noiseless coding theorem. 
THEOREM 6. Let there be a discrete generalized random variable X taking 
the values x I , x~ ,..., x~ with positive probabilities Pl , P2 ,..., Pn , ~=1 Pk ~ l. 
By suitably encoding sufficiently long M-sequences, consisting of values of X, 
in a strongly decipherable way, it is possible to make Lx(M)/M, the average code 
length per value of X, as close to HI(X ) as desired. It is not possible to find a 
strongly decipherable code whose average code length Lx is less than HI( X ). 
The proof of this theorem is similar to that of Theorem 3. Following the 
similar arguments, it can be easily proved that 
Hi(X) < Lx(M)/M < HI(X) + (I/M) 
so that 
~na Lx(M)/M = 1-11(2). 
The last part of Theorem 6 follows from (31). 
If X is a complete random variable, then Theorem 6 also reduces to the 
usual noiseless coding theorem. 
Finally, we would like to remark that a strongly decipherable code for X 
satisfying equality in (26) may be called an absolutely strongly optimal code. 
Theorem 4, among others, then says that a code for X is an absolutely 
strongly optimal code if and only if (27) holds. In those cases where the 
probabilities cannot be written as negative integral powers of D, it is obvious 
that we cannot have an absolutely strongly optimal code, and the only 
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alternative l ft with us is to devise a strongly decipherable code for X for which 
/r x is the minimum possible and we may call such a code for X to be a nearly 
strongly optimal code. 
A code which is strongly decipherable and in which no codeword is a 
prefix of another codeword may be calle~ strongly instantaneous. The code 
given in Example 1 is an instantaneous code but not strongly instantaneous. 
We hope to study these concepts and related theorems in our subsequent 
work. 
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