To characterize the role of the circadian clock in mouse physiology and behavior, we used RNA-seq and DNA arrays to quantify the transcriptomes of 12 mouse organs over time. We found 43% of all protein coding genes showed circadian rhythms in transcription somewhere in the body, largely in an organ-specific manner. In most organs, we noticed the expression of many oscillating genes peaked during transcriptional "rush hours" preceding dawn and dusk. Looking at the genomic landscape of rhythmic genes, we saw that they clustered together, were longer, and had more spliceforms than nonoscillating genes. Systems-level analysis revealed intricate rhythmic orchestration of gene pathways throughout the body. We also found oscillations in the expression of more than 1,000 known and novel noncoding RNAs (ncRNAs). Supporting their potential role in mediating clock function, ncRNAs conserved between mouse and human showed rhythmic expression in similar proportions as protein coding genes. Importantly, we also found that the majority of best-selling drugs and World Health Organization essential medicines directly target the products of rhythmic genes. Many of these drugs have short half-lives and may benefit from timed dosage. In sum, this study highlights critical, systemic, and surprising roles of the mammalian circadian clock and provides a blueprint for advancement in chronotherapy.
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circadian | genomics | gene networks | noncoding RNA | chronotherapy C ircadian rhythms are endogenous 24-h oscillations in behavior and biological processes found in all kingdoms of life. This internal clock allows an organism to adapt its physiology in anticipation of transitions between night and day. The circadian clock drives oscillations in a diverse set of biological processes, including sleep, locomotor activity, blood pressure, body temperature, and blood hormone levels (1, 2) . Disruption of normal circadian rhythms leads to clinically relevant disorders including neurodegeneration and metabolic disorders (3, 4) . In mammals, the molecular basis for these physiological rhythms arises from the interactions between two transcriptional/translational feedback loops (reviewed in ref. 5) . Many members of the core clock regulate the expression of other transcripts. These clock-controlled genes mediate the molecular clock's effect on downstream rhythms in physiology.
In an effort to map these connections between the core clock and the diverse biological processes it regulates, researchers have devoted significant time and effort to studying transcriptional rhythms (6) (7) (8) (9) (10) . Although extremely informative, most circadian studies of this nature have analyzed one or two organs by using microarrays, and little work has been done to analyze either clock control at the organism level or regulation of the noncoding transcriptome. To address these gaps in our knowledge, we used RNA-sequencing (RNA-seq) and DNA arrays to profile the transcriptomes of 12 different mouse organs: adrenal gland, aorta, brainstem, brown fat, cerebellum, heart, hypothalamus, kidney, liver, lung, skeletal muscle, and white fat. We sampled organs every 6 h by RNA-seq and every 2 h by arrays, to develop an atlas of mouse biological space and time.
Using this resource, we examined the genomic characteristics of the rhythmic coding and noncoding transcriptomes, the differences between organs in timing (phase) and identity of oscillating transcripts, and the functional implications of rhythmic regulation in various biological pathways. Lastly, we explored the potential medical impact of circadian genes as drug targets and disease-associated genes. It is our hope that this work provides a rich dataset to the research community that could power many future studies.
Results
Genes and Noncoding Transcripts. We defined a background set of 19,788 known protein-coding mouse genes and, for each organ, we used the JTK_CYCLE (11) algorithm to detect 24-h oscillations in transcript abundance. For this protein-coding gene analysis, we leveraged the high temporal resolution of the array data to accurately identify circadian genes. We set a 5% falsediscovery rate (FDR) for detection, although the specific value of this cutoff did not affect the relative amount of rhythmic transcripts detected between organs (Fig. S1A) . In this context, we defined the term "circadian gene" as any gene identified as cycling with a 24-h period by JTK_CYCLE, and passing the FDR cutoff listed above. We used the base-pair level RNA-seq data in a complimentary fashion to identify the expressed spliceforms of these circadian genes, and for our analysis of the noncoding transcriptome.
Following these analyses, we found liver had the most circadian genes (3, 186) , whereas hypothalamus had the fewest (642) (Fig. 1A) . In fact, the three brain regions (cerebellum, brainstem, and hypothalamus) had the fewest circadian genes, collectively. Because of the technical difficulty of precisely sampling brain regions, we assume that heterogeneous mixtures of cell types within these complex organs may express different sets of genes,
Significance
We generated high-resolution multiorgan expression data showing that nearly half of all genes in the mouse genome oscillate with circadian rhythm somewhere in the body. Such widespread transcriptional oscillations have not been previously reported in mammals. Applying pathway analysis, we observed new clock-mediated spatiotemporal relationships. Moreover, we found a majority of best-selling drugs in the United States target circadian gene products. Many of these drugs have relatively short half-lives, and our data predict which may benefit from timed dosing. or may be out of phase with each other. This transcript/phase discrepancy within the same organ would make it difficult to accurately identify circadian genes in these brain regions. On average, 46% (SD = 0.036%) of circadian protein-coding genes expressed multiple spliceforms detected in the RNA-seq data.
Transcript abundance for 43% of protein-coding genes oscillated in at least one organ (Fig. 1B) . Only 10 genes oscillated in all organs: Arntl, Dbp, Nr1d1, Nr1d2, Per1, Per2, and Per3 (core clock factors), and Usp2, Tsc22d3, and Tspan4. Although the organs we analyzed provide a broad sampling across the entire organism, there are still many more to study that may contain additional circadian genes. The average number of total circadian genes, y, detected by randomly sampling x organs was closely modeled by the exponential function y = a(1−e -bx ), where e is Euler's number and the coefficients a (asymptote) and b (rate of asymptotic approach) equal 10,901 and 0.123, respectively (R 2 > 0.99; Fig. 1C ). This estimate remains unchanged if we exclude the potentially noisy, heterogeneous organs discussed above (Fig. S1B) . In other words, as we continue to sample additional organs, we predict ∼10,901 mouse protein-coding genes (55% of the background set) will show circadian oscillations somewhere in the body.
To study the noncoding transcriptome, we used NONCODE to define a background set of 1,016 mouse-human conserved noncoding RNAs (ncRNAs) (Fig. S2A and SI Methods). We found 32% of conserved ncRNAs oscillated (a similar proportion compared with protein-coding genes), whereas nonconserved ncRNAs were less likely to oscillate (Fig. 1D ). This result suggests our set of conserved ncRNAs may be functionally relevant. Unlike proteincoding genes, no individual ncRNA oscillated in more than five organs. This observation is unsurprising, given that ncRNA expression is known to be organ-specific (12) . We also found 712 of 5,154 unannotated, spliced noncoding transcripts (SI Methods) had rhythmic expression. Eighty percent of these aligned to the human genome (BLASTN; E < 10 −10 , sequence identity >70%), indicating they are conserved between human and mouse.
These conserved, clock-regulated ncRNAs covered a diverse set of functional classes (Fig. S2B) . We found 30 were antisense to protein-coding genes, half of which were themselves circadian. There was no general phase relationship between sense and antisense ncRNAs. For example, in the liver, both Galt (galactose-1-phosphate uridylyltransferase) and an overlapping antisense ncRNA oscillated in phase with each other (Fig. S3 A-D) . We also identified host genes for 39 circadian miRNAs and four small nucleolar RNA (snoRNA) host genes: Cbwd1, Snhg7, Snhg11, and Snhg12. Because snoRNAs were recently shown to have light-driven oscillations in Drosophila brains (13) , these findings provide further evidence of the clock's potential to influence ribosome biogenesis (14) . We also found 74 conserved lincRNAs with circadian oscillations, the majority of which were Riken transcripts with no known function. Finally, we also found 1,979 genes with unannotated antisense transcripts, 187 of which showed sense and antisense oscillations in the same organ. Of these antisense transcripts, 43 oscillated at least 8 h out of phase with their sense transcripts. Genes with antiphase, antisense oscillators included Arntl and Per2 (Fig. S3 E-H) . A known Per2 antisense transcript (9, 10) oscillated in four organs, the most of any antisense transcript, providing further evidence of its functional relevance. Taken together, our data reflect a vast and diverse set of transcripts regulated by the clock at the organism level.
Gene Parameters. Our data agree with the finding from previous multiorgan studies that the vast majority of circadian-gene expression is organ-specific (6, 7), with little overlap of circadiangene identity between organs ( Fig. 2A) . In most organs, expression of circadian genes peaked in the hours preceding subjective dusk or dawn, often in a bimodal fashion. Heart and lung were notable exceptions, with phase distributions that diverged substantially from other organs. Moreover, those circadian genes with expression peaks clustered around subjective dusk or dawn also tended to have the highest average oscillation amplitude, compared to genes with expression peaks at other times of day. Taken together, these data suggest that the body may experience daily "rush hours" of transcription at these critical times. Using the average phase difference between the shared circadian genes of any two organs as a distance metric, we were able to construct an ontogenic tree that recovered recognizable organ lineage ( Fig. 2B) (15) . Thus, developmentally related organs tended to share genes that oscillate synchronously.
Having examined their oscillation patterns, we looked for genomic characteristics common to rhythmically expressed genes. Circadian genes clustered physically in the genome ( Fig. S4A and SI Methods). Their lengths tended to be longer than nonrhythmic genes (Mann-Whitney u test P << 10
; Fig. S4B ). This trend was maintained at the level of 5′UTR, CDS, and 3′UTR ( Fig. S4 C-E). These results are in agreement with previous findings about oscillating liver transcripts (16) . By using gapped, junctionspanning reads to discriminate between expressed spliceforms, we found circadian genes had more spliceforms than noncircadian genes (Mann-Whitney u test P << 10 −15
; Fig. S4 F-H). Furthermore, we found that the spliceforms expressed by circadian genes, including the identity of the dominant spliceform, tended to differ across organs more than for noncircadian genes. These findings are consistent with the idea that the circadian genes have more regulatory capacity than noncircadian genes.
Remarkably, 1,400 genes were phase-shifted with respect to themselves by at least 6 h between two organs, with 131 genes completely antiphased (Fig. S4I ). For example, at dusk, the transcript levels of Vegfa (vascular endothelial growth factor) peaked in brown fat but reached a nadir in heart. To our knowledge, such drastic phase discrepancies of individual genes between organs have not been reported. The mechanisms for these phenomena are unclear, because the genes did not share any obvious transcription-factor or miRNA-binding motifs. The core clock genes oscillated synchronously, with the peak phases of a given gene falling within 3 h of each other across all organs (Fig. S5) . Several core clock genes showed 1-to 2-h phase advances and delays in skeletal muscle and cerebellum, respectively, compared with other organs. However, these cases were in the minority, and given the limitations in our ability to precisely resolve small (<2 h) phase differences from data with a 2-h resolution, their significance remains unclear. This finding indicates that the antiphased patterns observed in genes like Vegfa are not due to phase differences between the core clocks of each organ. Rather, these phenomena are due to additional, organ-specific levels of timing regulation positioned between the core clock and these output genes.
Pathways. Given the high temporal and spatial resolution of our study, we were able to examine ways in which time and space influenced biological pathways. We used the Reactome (17) database as a basis for our pathway network and found many pathways enriched for circadian genes both within and across organs (Fig. S6) .
Several genes oscillated synchronously across all organs, like the core clock genes. For example, Dtx4, a Notch pathway E3 ubiquitin ligase, oscillated in phase with Arntl in all organs (Fig. 3A) . We also noted that genes with "opposite" functions (e.g., activators vs. repressors) often had opposite phases. For example, members of the initial vascular endothelial growth factor (VEGF) signaling cascade oscillated in the heart (Fig. 3B) . These VEGF pathway members included the primary circulating ligand, Vegfa, and its two principal membrane-bound receptors, Flt1 and Kdr. This cascade regulates angiogenesis, with critical roles in development, cancer, and diabetes (18) . At dusk, expression of Vegfa and Kdr in the heart was low, whereas Flt1 was high. KDR is thought to mediate most of the known cellular responses to VEGF signaling, whereas FLT1 is thought to be a decoy receptor (19) . Thus, the rhythmic timing of these receptors appears to reflect function, in that FLT1 (the decoy) is present when KDR is not and vice versa.
Whereas members of some systemic pathways, such as the core circadian clock, were expressed in phase across organs, many were not. For instance, expression of the insulin-like growth factor Igf1 oscillated in the liver, peaking in the early subjective night (Fig.  3C ). Because the liver produces nearly all of the circulating IGF1 (20) , IGF signaling throughout the entire body is likely under clock influence. IGF1 is one of the most potent natural activators of the PIK3-AKT-MTOR pathway, which stimulates growth, inhibits apoptosis, and has a well-known role in cancer (21) . However, peak expression of Pik3r1, which encodes the regulatory subunit for PIK3, did not occur at the same time across all organs. Instead, there was a steady progression throughout the night spanning nearly 10 h, as it peaked first in liver, then heart, followed by aorta, lung, skeletal muscle, and finally in kidney (Fig.  3C) . Because the core clocks of these organs were in phase with each other, as mentioned earlier, the timing differences of Pik3r1 are most likely driven by some unknown, organ-specific mechanism situated between the core clock pathway and Pik3r1.
Some pathways known to function systemically were only rhythmic in a single organ. For example, IGF1's principal membrane-bound receptor, IGF1R, is present in numerous organs. However, Igf1r expression oscillated only in kidney. In addition to Igf1r, many other membrane-bound receptors that activate the PIK3-AKT-MTOR cascade were also rhythmically expressed only in kidney (Fig. 3D) . These receptors included Erbb2, Erbb3, and Erbb4 (tyrosine kinase receptors), Tlr2 (tolllike receptor), Cd19 (antigen receptor), and Il7r (cytokine/ interleukin receptor). These receptors were all notably in phase with one another, all having peak expression in the subjective midday. Thus, there is kidney-specific clock regulation of PIK3-AKT-MTOR signaling that is distinct from, and in addition to, the already clock-regulated IGF1 signal coming from the liver.
Drug Targets and Disease. Timing is an important but underappreciated factor in drug efficacy. For example, short half-life statins work best when taken before bedtime, as cholesterol synthesis peaks when we sleep (22) . To find new opportunities for prospective chronotherapy, we investigated which of the bestselling and commonly taken drugs target genes with rhythmic expression (association between circadian genes and drug targets by Pearson's χ 2 test, P << 10 −15 ; Fig. 4A ). By "drug targets," we are referring to genes with products directly bound and functionally affected by a given drug. Notably, 56 of the top 100 bestselling drugs in the United States, including all top 7, target the product of a circadian gene (Dataset S1 (Table 1) , suggesting the potential impact time of administration could have on their action. Most of these drugs have not been associated with circadian rhythms and are not dosed with consideration for body time. Furthermore, 119 of the World Health Organization's list of essential medicines target a circadian gene, including many of the most common and well known targets (Dataset S2). For example, Ptgs1 (cyclooxygenase-1, alias Cox1), the primary target of low dose aspirin therapy used in secondary prevention of heart attacks (23), oscillated in the heart, lung, and kidney (Fig. 4B) . Given that aspirin has a short half-life and that heart attacks have a circadian rhythm (2), dosing aspirin at an optimal time of the day has great potential. Consistent with this observation, clinical reports have suggested nighttime administration of low dose aspirin may be important for its cardio-protective effects (24) (Fig. S7) . We also observed a slight, nonsignificant decrease in Ptgs1 mRNA levels in these same samples. These data suggest that mir22 operates on PTGS1 predominantly at the posttranscriptional level, although it remains possible that Ptgs1 is a transcriptional target of the clock through other mechanisms.
Beyond drug targets, circadian genes were also enriched among disease-associated genes (Pearson's χ 2 test, P << 10
; Fig. 4A ) and were highly studied in biomedical research. They received significantly more PubMed citations than nonoscillating genes (Mann-Whitney u test, P << 10
; Fig. 4C ). Furthermore, oscillating genes were also associated with nearly every major disease funded by National Institutes of Health at significantly higher rates than expected by chance (Fig. S8) . Cancer, diabetes mellitus type 2, Alzheimer's disease, schizophrenia, Down's syndrome, obesity, and coronary artery disease were most strongly associated with circadian genes. For example, many of these oscillating genes are involved in neurodegeneration, including Fus, Tdp43, alpha synuclein, gamma synuclein, Atxn1, Atxn2, Atxn3, Atxn7, Atxn10, Psen1, and Psen2. These genes are mutated in frontotemporal dementia, ALS, Parkinson's disease, spinocerebellar ataxia, and Alzheimer's disease. They were predominantly rhythmic outside of the brain in peripheral organs (Psen2 had nearly fourfold amplitude in liver and peaked at subjective day, when mice are going to sleep). We speculate that promoters for these genes may have evolved sensitivity to global changes in redox state, which varies between day and night (25) . Lending credence to the association between clocks and neurodegeneration are two clinical observations: Many patients with neurodegenerationlinked dementia display "sundowning" (behavioral problems in the early evening), and most patients with neurodegeneration eventually develop circadian sleep disorders (3).
Discussion
In this study, we used RNA sequencing and DNA microarrays to characterize circadian oscillations in transcript expression across 12 mouse organs. We found that the RNA abundance of 43% of mouse protein-coding genes cycle in at least one organ. Based on these results, we project that more than half of the mouse protein-coding genome is rhythmic somewhere in the body. This observation is similar to the proportion of liver genes encoding proteins detected by mass spectrometry, which also showed transcriptional rhythms (26) . There is precedence for such largescale rhythms in unicellular and plant studies (27, 28) , and previous work has suggested the same may be true in the mammalian system (29) . We found the majority of these transcriptional rhythms are organ-specific. This characteristic, in addition to our high sampling resolution, explains why we found more rhythmic genes across 12 organs than previous studies (including those from our laboratory) that focused on only a few organs. Furthermore, the organ specificity of these transcriptional rhythms indicates that although the molecular clock is active throughout the body, it regulates biological processes quite differently in each organ. Again, this observation is in agreement with existing literature (6, 7).
The major exception to this finding is the set of core clock genes, as these genes oscillated in phase across all 12 organs (Fig. S5) . While external cues such as restricted feeding or jet lag can phase shift these peripheral oscillators with respect to one another (30, 31), our observation agrees with the notion that peripheral clocks are largely synchronized in a healthy organism. Taken as a whole, our data can be used to address questions about the regulatory mechanisms for clock-controlled genes and these analyses are the subject of ongoing work.
Additionally, we found a functionally diverse set of ncRNAs with rhythmic expression. Those ncRNAs conserved between human and mouse oscillated in the same proportion as proteincoding genes, suggesting their functional importance. Although some of these rhythmic ncRNAs have recognized functions, like snoRNA and miRNA host genes, little is known about the majority. The oscillations of these ncRNAs may prove advantageous for functional studies, e.g., linking a cycling miRNA to its predicted target genes by comparing their cycles.
Recent studies have found additional layers of complexity in hepatic rhythms by examining DNA binding patterns of core clock genes, changes in epigenetic marks, and oscillations in the proteome (9, 10, 26, 32) . By providing a window into every stage of the transcriptional/translational oscillations in the liver (open chromatin, transcription factor binding, transcription, protein accumulation), one could use these complementary datasets to model how the interplay among DNA, RNA, and protein results in rhythmic output in liver biology. However, these proteomic and chromatin-immunoprecipitation assays are still quite challenging to perform, especially for organs with more limited material than the liver. By applying the model developed in liver to our data, one could make organism-level predictions about the rhythmic characteristics of epigenetic marks and proteins.
The field of chronotherapeutics has appreciated the system-level effects of circadian biology for quite some time. At its core, this field aims to understand how time of day influences the metabolism, efficacy, toxicity, and off-target effects of therapeutics (1) . Consider the case of statins (reviewed in ref. 33 ), a class of drug that lowers cholesterol by inhibiting HMGCR (HMG-CoA reductase). HMGCR is the rate-limiting enzyme in cholesterol biosynthesis and its activity peaks during the night. Statins with short halflives showed maximal efficacy when taken in the evening (when their target gene was most active). Longer-acting statins show no Rank and sales are based on USA 2013 Q1 data from Drugs.com. A, aorta; AG, adrenal gland; BF, brown fat; BS, brainstem; C, cerebellum; H, heart; Hy, hypothalamus; K, kidney; L, liver; Lu, lung; S, skeletal muscle; WF, white fat. changes in efficacy based on the time of administration. The flexibility offered by these latter statins may serve to increase patient compliance and, ultimately, improve their health outcomes. This example is one among many, demonstrating the ability of chronotherapeutic practices to positively impact drug treatment.
Nevertheless, the influence of time of administration on the majority of pharmaceuticals on the market today has not been extensively studied, and circadian effects are not a routine aspect of drug efficacy and safety trials. Our data indicate that circadian genes are highly associated with diseases, and many of the most commonly-used medications in the world target circadian genes. Furthermore, our data indicate the following: (i) the majority of the top-selling drugs on the market have circadian targets, and (ii) a substantial fraction have half-lives less than 6 h (Dataset S3). These data allow for prospective chronotherapeutic studies, because they indicate which drugs are sensitive to time-of-day administration, and when and where they may do so. This is illustrated by the example we provide in the results, where we hypothesize that circadian oscillations in expression of the aspirin target gene, Ptgs1, are responsible for rhythms in aspirin's cardioprotective effects. More broadly, these data will be a great resource for the field, and we invite the reader to explore this dataset through our web interface (bioinf.itmat.upenn.edu/circa).
Methods
Animal Preparation and Organ Collection. Mice were prepared as previously described (8) . Briefly, 6-wk-old male C57/BL6 mice were acquired from Jackson Labs, entrained to a 12h:12h light:dark schedule for 1 wk, then released into constant darkness. Starting at CT18 postrelease, three mice were killed in the darkness every 2 h, for 48 h. Specimens from the following organs were quickly excised and snap-frozen in liquid nitrogen: aorta, adrenal gland, brainstem, brown fat (anterior dorsum adipose), cerebellum, heart, hypothalamus, kidney, liver, lung, skeletal muscle (gastrocnemius), and white fat (epididymal adipose). Food and water were supplied ad libitum at all stages before killing. All procedures were approved by the University of Pennsylvania Institutional Animal Care and Use Committee.
Microarray Data. Organ samples were homogenized in Invitrogen TRIzol reagent by using a Qiagen Tissuelyser. RNA was extracted by using Qiagen RNeasy columns as per manufacturer's protocol, then pooled from three mice for each organ and time point. The reason for pooling was to average out both biological variance between individual animals and technical variance between individual dissections. RNA abundances were quantified by using Affymetrix MoGene 1.0 ST arrays and normalized by using Affymetrix Expression Console software (RMA). Probesets on the Affymetrix MoGene 1.0 ST array were cross-referenced to best-matching gene symbols by using Ensembl BioMart software, then filtered for known protein-coding status. The resulting 19,788 genes formed the protein-coding background set.
RNA-seq Data. RNA samples from CT22, CT28, CT34, CT40, CT46, CT52, CT58, and CT64 were pooled for each organ, as described above (96 total pools). These RNA pools were converted into Illumina sequencing libraries by using Illumina TruSeq Stranded mRNA HT Sample Preparation Kits as per manufacturer's protocol. Briefly, 1 μg of total RNA was polyA-selected, fragmented by metal-ion hydrolysis, and converted into double-stranded cDNA by using Invitrogen SuperScript II. The cDNA fragments were subjected to end-repair, adenylation, ligation of Illumina sequencing adapters, and PCR amplification. Libraries were pooled into groups of six and sequenced in one Illumina HiSeq 2000 lane by using the 100-bp paired-end chemistry (16 lanes total). Details on alignment and quantification are included in SI Methods. Annotation information for conserved ncRNAs and antisense transcripts included in Datasets S4 and S5.
Oscillation Detection. The JTK_CYCLE (11) package for R was used, with parameters set to fit time-series data to exactly 24-h periodic waveforms. Significance was bounded by q < 0.05 for array data sampled at 2 h and by P < 0.05 for sequencing data sampled at 6 h.
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SI Methods
Quantifying and Aligning RNA-Sequencing Data. Fastq files containing raw RNA-seq reads were aligned to the mouse genome (mm9/NCBI37) by using STAR (1) (default parameters). RNA-seq quantification was performed by using HTSeq (2), which was run in stranded mode (default parameters). Protein-coding genes were quantified by using the Ensembl annotation (3). Noncoding RNAs were quantified by using data from the NONCODE v3 database (4) . Quantification values were normalized by using DESeq2 (5).
Identifying Noncoding RNAs Conserved Between Humans and Mice.
We began by downloading BED files listing ncRNA coordinates for humans and mice from the NONCODE v3 database. These bed files contained 33,801 human and 36,991 mouse transcripts. To prevent overlapping ncRNAs from confounding the analysis (many of these appeared to be alternative spliceforms of the same ncRNAs), we merged all overlapping ncRNAs on the same strand by using the BEDTools suite (6) . This merge step resulted to 20,042 human and 27,286 mouse transcripts. Using the coordinates for these merged transcripts and the University of California, Santa Cruz (UCSC) Genome Browser (7), we downloaded the nucleotide sequences corresponding to each of these ncRNAs in FASTA format. Next, we constructed separate human and mouse BLAST libraries from these ncRNA sequences by running the makeblastdb command with default parameters. Following this operation, we used BLAST (8) to align the mouse ncRNA sequences against the human ncRNA BLAST library, and vice versa. Because ncRNAs have been shown to have relaxed constraints on sequence conservation (9), we ran blastn by using the more permissive dc-megablast algorithm and a minimum e-value cutoff of 1e −10 . We then mined these BLAST results for pairs of human and mouse ncRNAs that were each other's top BLAST hit (termed "reciprocal best hits"). Filtering for these reciprocal best hits left us with 1,601 human and mouse transcript pairs, we termed conserved ncRNAs. We are confident in our ability to identify conserved ncRNAs by using these relaxed BLAST parameters as we successfully found wellknown, conserved ncRNAs like Xist, Tsix, Hotair, H19, and Gas5.
To assign names and annotation data to these conserved ncRNAs, we used BLAST to align their sequences to human and mouse RefSeq (10) transcripts. We found 585 of these conserved ncRNAs mapped to protein-coding genes (i.e., RefSeq IDs beginning with NM or XM) in the sense orientation in both humans and mice. Upon visual inspection of these ncRNAs, we found that many of these mapped along the entire length of the proteincoding transcripts. Although some ncRNAs in this list might represent noncoding isoforms of these protein-coding transcripts, we chose to take a conservative approach and removed these from further analysis. Following the removal of these transcripts, we were left with a final list of 1,016 conserved ncRNAs. We assigned biotypes [defined by GENCODE (11) and Ensembl] to these transcripts by using both Ensembl and manual annotation. Quantification and analysis of these transcripts was performed like all other RNA-seq transcript data, as described in Quantifying and Aligning RNA-Sequencing Data.
Primary antibodies used were as follows: anti-PTGS1 (160110; Cayman Chemical) and anti-GAPDH (sc-25778; Santa Cruz). Membranes were then rinsed twice each with TBS-0.05% Tween and blocking solution. Following rinses, membranes were probed with secondary antibody at room temperature for 70 min. Those membranes treated with anti-PTGS1 were incubated with antimouse IgG HPR-linked secondary antibodies (NA931V; GE Healthcare), whereas membranes treated with anti-GAPDH were incubated with anti-rabbit IgG HPR-linked secondary antibodies (NA934-1ML; GE Healthcare). Membranes were then rinsed five times for 10 min in TBS-0.05% Tween, and then imaged by using standard autoradiograph techniques after the application of Western Lightning Plus ECL (PerkinElmer) Western blotting detection reagent.
RNA extraction and quantitative PCR. RNA was extracted from cells by using TRIzol reagent (Life Technologies) with Direct-zol RNA MiniPrep kit (Zymo Research), according to manufacturer's protocol, cDNA was generated from 500 ng of RNA by using the qScript cDNA Synthesis Kit (Quanta Biosciences), and qPCR was performed on the ViiA 7 Real-Time PCR System (Life Technologies) using the PerfeCTa FastMix II, Low ROX reagent (Quanta Biosciences), according to the manufacturer's protocols. Relative expression quantification of the qPCR data were performed by using the ΔΔCT method with the ViiA 7 analysis software v1.2 (Life Technologies). Ptgs1 (Mm00477214_m1; Life Technologies) was quantified by using Gapdh (4352661; Life Technologies) as the endogenous reference. Expression values were normalized by Gapdh, and presented as mean abundance relative to mirNeg condition, ±SD n = 3 for B and C. n.s., not significant; *P < 0.0001, relative to mirNeg by one-sided, homoscedastic Student t test. 
