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ABSTRACT
As perennial river systems become increasingly intermittent worldwide, there is a growing need to focus 
attention on developing dry­phase bioassessment tools for non­perennial rivers and streams (NPRS). 
NPRS play key ecological roles in watershed functioning but can be impacted by many of the same 
disturbances affecting perennial rivers. However, we lack tools to assess the ecological health of NPRS like 
the well­developed bioassessment tools used for perennial systems. For this reason, there has been an 
increasing need to develop biological indicators to assess the health of rivers when they are dry. 
We sampled 39 streams in Southern California, USA during the dry phase to assess the responses of 
terrestrial arthropod and bryophyte assemblages to human activities. We developed 230 metrics which 
characterized aspects of terrestrial arthropod assemblages (ground­dwelling and vegetation­dwelling) 
and bryophyte assemblages, and described the richness, abundance, taxonomic composition, diversity, 
and feeding groups (for arthropods) or growth forms (for bryophytes) of each assemblage. We accounted 
for metric bias associated with natural variation by adjusting metrics that were influenced by naturally 
occurring environmental gradients. We evaluated the ability of the 230 metrics to distinguish reference 
sites from non­reference sites impacted by human activity in the watershed (e.g., urbanization, 
agriculture, cattle grazing). Eight metrics had large responses (i.e., absolute t­statistic > 1.80) to human 
activity, and these metrics could potentially be used as biological indicators of dry stream ecological 
health. These eight metrics included representatives from each of the three indicator assemblages and 
included measures of taxonomic composition, richness, abundance and arthropod feeding groups. We 
then assessed the relationship between the responses of these eight metrics and several measures of 
human activity using quantile regression and found three of the eight metrics were significantly (p < 0.05) 
limited by human activity.
These results indicate that terrestrial assemblages may be used to distinguish reference from non­ 
reference NPRS during the dry phase. These findings support the eventual integration of dry phase 
bioassement into river monitoring programs. However, conceptual models describing the causal 
mechanisms that drive the terrestrial responses to human activity are still needed to understand how 
these activities should be managed to protect dry river health. We also need to include the linkages 
between the indicator assemblages and ecosystem functions of NPRS in these conceptual models. 
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1CHAPTER 1 INTRODUCTION 
Non­perennial rivers and streams (NPRS) are estimated to make up greater than 50% of all river 
systems worldwide (Datry et al., 2017). NPRS consist of intermittent rivers and ephemeral streams 
which both cease to flow for extended periods of time. Intermittent rivers can maintain flows 
seasonally, while ephemeral streams maintain flows only after large rain events. NPRS are expected to 
become more prevalent with longer dry periods as growing human population, urban development 
and climate change place increased stress on water resources (Sabater and Tockner, 2009). This 
change will be especially apparent in arid to semi­arid regions where droughts and water shortages are 
already common, creating challenges for river monitoring and management that rely on the presence 
of surface water for assessment. 
Non­perennial stretches of rivers are common features in headwater systems, but they can also be 
found throughout river networks (Steward et al., 2012) and play key ecological roles in a watershed 
context during dry and wetted phases. Datry et al. (2014) described NPRS as continuously shifting 
habitat mosaics driven by alternating phase­changes (e.g., flowing, drying, and dry) which maintain 
habitat heterogeneity. These alternating phases can lead to temporal shifts in nutrient processing and 
availability which may affect nutrient balances and export downstream (Van Schiller et al., 2011). Even 
when surface water is completely absent, dry river channels often have sub­surface flows that sustain 
river flows downstream (Levick et al., 2008), making them important for maintaining watershed 
connectivity. Additionally, dry river channels function as storage areas for nutrients and organic 
material (Steward et al., 2012) that may become available to downstream waterbodies when flow 
resumes.
Alternating phase changes can act as disturbances for both aquatic and terrestrial biota, but NPRS 
provide habitat for organisms with various strategies and adaptations (physiological or behavioral) to 
cope with these changes (Datry et al., 2017). For example, some NPRS taxa (e.g., aquatic 
invertebrates), are present as juveniles during the flowing phase and are dormant as eggs during dry 
phases and require both phases to persist within a system (Armitage and Bass, 2013; Stubbington et 
al., 2018). The wide range of NPRS biodiversity includes: prokaryotes, fungi and protozoans (Febria et 
al., 2015; Romani et al., 2017), diatoms (Tornés and Ruhí, 2013), vascular plants (Sabater et al., 2017), 
aquatic invertebrates (during flowing phases and inhabiting the hyporheic zone during dry phases) 
(Wood et al., 2010; Stubbington and Datry, 2013; Stubbington et al., 2017a), fish (Kerezsy et al., 2017), 
terrestrial and semiaquatic invertebrates (Corti and Datry, 2015; Sánchez­Montoya et al., 2016b; 
Steward et al., 2017), as well as amphibians, reptiles, birds and mammals (Sánchez­Montoya et al., 
2016a; Sánchez­Montoya et al., 2017). Given their widespread distribution, abundance, and important 
ecosystem functions including hydrologic connectivity with adjacent perennial waters, the condition of 
non­perennial systems and their ability to function properly can greatly influence the health of entire 
watersheds. 
Non­perennial systems can be influenced by many of the same stressors affecting perennial streams 
relating to human land use (e.g., urbanization, agriculture, cattle grazing) which contribute to changes 
in water chemistry, increased sediment loads and various other impacts throughout watersheds 
(Levick et al., 2008). Although non­perennial stream functions play a key role in maintaining overall 
watershed health, current federal policy does not always mandate their monitoring or protection. 
2Since its enactment in 1972 the Clean Water Act (CWA) has been the natio
are straightforward, the interpr
regulated was relatively ambiguous (Kusler, 2005). In 2015 the Environmental Protection Agency (EPA) 
and the 
defined which water 
bodies are to be considered WOTUS and protected under the CWA. Based on scientific consensus of 
perennial, intermittent, and ephemeral streams, are chemically, physically, and biologically connected 
Some state and local laws also provide NPRS with similar protections as perennial streams under the 
CWA. I ­Cologne Water 
Quality Control Act (Porter­Cologne Act). The Porter­Cologne Act supersedes the CWA and does not 
make a distinction between perennial and non­perennial rivers and streams. While determining which 
in California, the State Water Resources Control Board included headwaters defined as intermittent 
and ephemeral drainages in the waters of the state definition (WQO, 2004). NPRS therefore fall within 
the jurisdiction of the State Water Resources Control Board and nine California Regional Water Quality 
Control Boards. Furthermore, California Regional Water Quality Control Boards are required to adopt a 
basin plan which designates and provides protections to beneficial uses for streams, including those 
that are non­
by the CWA, the United States relies on three methods for evaluating the biological condition of 
streams: 1) biotic indices, 2) measures of taxonomic completeness and 3) Multimetric indices (MMIs) 
(Hawkins, 2006). In NPRS with reasonably long­lasting flow, aquatic macroinvertebrate assemblages 
can be similar to those in perennial streams and biological assessment tools developed for perennial 
streams may be applied to NPRS (Mazor et al., 2014). However, traditional bioassessment indicators 
that rely on aquatic assemblages can be difficult to use in certain non­perennial systems due to 
unpredictability of flows (Steward et al., 2018). Monitoring programs often have optimal index periods 
which are generally set over a span of months when baseflow conditions are expected, flow variability 
is low and aquatic communities are relatively stable (Barbour et al., 1999). In some arid climates, such 
as Southern California where the optimal index period for sampling may be difficult to predict, streams 
that have a high probability of drying are often excluded entirely from monitoring programs (Hall et al., 
1998). In some instances, streams may remain dry for months to years and assessing their ecological 
health using traditional bioassessment methods on a timeline needed to inform management 
decisions is impossible. This can bias ambient surveys such as the United States Environmental 
Protection Agencies National Rivers and Streams Assessment that excludes streams that are dry during 
the index period. The inclusion of dry streams in ambient surveys would expand the target population 
of streams and result in a more comprehensive assessment of ecological condition of streams across 
the U.S. 
3Additionally, in streams with short­duration flowing phases, macroinvertebrate communities will often 
be at varying stages of succession after rewetting events, so the stress from drying could confound 
human stresses and may result in incorrect assessments of ecological condition (Stubbington et al., 
2018). For these reasons, there has been a recent call for the development of biologic indicators for 
non­perennial systems during the dry phase (Steward et al., 2011, 2012; Datry et al., 2011, 2014; 
Stubbington et al., 2017b, 2018). Steward et al. (2018) sampled terrestrial arthropods using pitfall 
traps at 31 sites in Southern Queensland, Australia, and found terrestrial arthropod communities 
responded negatively to habitat disturbance caused by feral mammal and livestock impacts in dry 
channels. The response of dry phase indicator assemblages, like terrestrial arthropods to multiple 
sources of anthropogenic disturbance (e.g., urbanization, agriculture) could be used as an assessment 
tool (e.g., in an MMI) for dry NPRS. 
OBJECTIVES 
We developed sampling methods to characterize terrestrial arthropod and bryophyte assemblages of 
NPRS and assessed the ability of biological metrics that characterize these assemblages to distinguish 
reference condition streams from those impacted by human activities. This information will support 
the development of bioassessment tools for NPRS that can be used during the dry phase. For the 
purposes of this study, a reference condition site is characterized as having minimal anthropogenic 
disturbance in the watershed (Stoddard et al., 2006; Ode et al., 2016). We developed metrics 
characterizing aspects of terrestrial arthropod (ground­dwelling and vegetation­dwelling) and 
bryophyte assemblages known to respond to anthropogenic disturbances (see Appendix G). These 
metrics described the richness, taxonomic composition, diversity, and feeding groups or growth forms 
for each assemblage. We accounted for bias in metric values caused by natural variation by adjusting 
metrics that were influenced by naturally occurring environmental gradients. We evaluated metric 
responses to anthropogenic disturbance and assessed the ability of metrics to discriminate between 
reference and non­reference sites (e.g., background variability, signal­to­noise ratio). We also 
evaluated the role of human activities (i.e., % urbanization, % agriculture and % urban and agriculture 
land cover in the watershed) and percent fines as limiting factors to the biological responses. 
Combined with traditional protocols and metrics for flowing systems, the development of biological 
assessment tools for non­perennial systems during the dry phase would allow management agencies 
to assess stream condition regardless of presence or duration of flow, reduce the number of streams 
excluded from bioassessments and result in more comprehensive assessments of watershed condition. 
4CHAPTER 2 MATERIALS AND METHODS 
STUDY AREA 
The study area consists mainly of coastal Southern California, covering the Southern California/Northern 
Baja Coast and Southern California Mountains ecoregions (USEPA level III ecoregions 85 and 8, 
respectively) (Fig. 1). The arid Mediterranean climate of Southern California is characterized as having hot 
dry summers and cooler winters dominated largely by short­lived storms, with a limited annual average 
rainfall of 30­50 cm annually (Nezlin and Stein, 2005). The Southern California Mountains ecoregion 
includes mainly chaparral and oak woodlands but compared to surrounding ecoregions, this region has 
higher elevations and greater precipitation resulting in some coniferous woodlands and denser 
vegetation (USEPA, 2012). The Southern California/Northern Baja coast includes coastal and alluvial plains 
and was once predominantly chaparral communities and coastal sage scrub prior to urbanization and 
land­clearing for agriculture and grazing (USEPA, 2012). Most of the streams in the upper elevations of 
Southern California drain undeveloped watersheds and are naturally non­perennial. Most of the low 
elevation areas in the coastal range have been developed, and many historically intermittent streams 
have subsequently become perennial due to runoff and effluent discharges associated with urban and 
agricultural land uses and inter­basin water transfers (Mazor et al., 2014). 
SITE SELECTION 
To test metric responses to human activity in dry streambeds and within the watersheds of dry 
streambeds, we sampled 39 non­perennial sampling sites between June and August of 2016. These sites 
varied along environmental and human activity gradients. The non­perennial status of the sites ranged 
from nearly perennial (e.g., greater than 10 months surface flow in typical years) to highly ephemeral 
(e.g., surface flow only in direct response to exceptionally large rain events). The non­perennial status of 
the sites were verified by a combination of water level data loggers, consultation with local experts, and 
field observations. We selected sites ranging along natural environmental gradients (e.g., watershed area, 
annual precipitation, mean temperature) to assess the effects of these gradients on developed metrics 
and account for metric bias caused by natural variation. 
We classified each of our sample sites as either reference or non­reference to examine the biological 
response to both natural gradients and human activities. We designated 23 of the sites as reference sites 
after screening for disturbance using land use data obtained from the StreamCat database (Hill et al., 
2016) and classified sites as reference if they met the reference criteria described in Mazor et al. (2016). 
Non­reference sites were classified as streams not meeting the reference criteria or were known to be 
impacted by additional stressors not included in the reference criteria (e.g., cattle grazing, human 
recreational use, trash dumping) based on direct observation in the field or in consultation with local 
experts (e.g., C. Loflen, R. Mazor). 
We visually assessed each stream and selected a 160­
habitat (e.g., riffle, run, pool), vegetation and substrate. We excluded reaches that were wetted over 50% 
of the sampling reach, had no discernable channel present or included confluences with widths greater 
than 25% of the main channel to avoid influence from intervening tributaries within the sampling reach. 
5Figure 1. Map of the study location in Southern California, USA. Land use data obtained from the 
National Land Cover Database (2011). 
6ARTHROPOD COLLECTION 
We used eight ramped pitfall traps to collect ground­dwelling arthropod communities within dry 
stream channels. We defined the channel habitat as the dry river bed between indicators of bankfull 
flow. 
Ramped pitfall traps catch equal or slightly greater numbers of invertebrate species and reduce the 
number of non­target vertebrate species compared to pitfall traps (Pearce et al., 2005; Patrick and 
Hanson, 2013). Ramped pitfall traps can be used to avoid difficulties associated with traditional pitfall 
traps like digging into hardened substrates common in streams (e.g., cobble, bedrock, concreted 
consisted of a plastic food container (~1.2 L) with two slots cut into opposite sides to allow for 
placement of an aluminum ramp. We designated eight equal length sampling units within the 160­m 
sampling reach. In each of the eight sampling units we selected a random location to place the trap, 
oriented parallel to the inferred direction of flow during the wet phase. We added approximately 
200 mL of propylene glycol to each trap to act as a kill­agent and preservative and a drop of detergent 
to break the surface tension. We covered the container with a lid to avoid losing captured arthropod 
specimens and placed the traps for approximately 24 hours to ensure all periods of peak arthropod 
activity are sampled. 
Figure 2. Ramped pitfall traps. Design consists of: 1 plastic food container (Rubbermaid food storage 
container or similar), 1 lid, and 2 aluminum ramps. 
We 
used a 
modified beating sheet method to collect eight samples of vegetation­dwelling arthropods from dry 
stream channels and immediate riparian habitats. We defined the left and right riparian habitats as the 
zone which extends from the channel bankfull indicator to a break in slope, or a maximum of 15 m from 
the channel banks (whichever is closer). To increase the capture efficiency of jumping or flying 
vegetation­dwelling arthropods, we used a 0.7 m2 cloth sample bag with a drawstring closure to 
completely enclose the selected riparian vegetation during sampling. We collected one vegetation­
dwelling arthropod sample within each sampling unit, focusing on vegetation within the dry streambed 
or the immediate riparian zone. We preferentially selected vegetation types that provided the best 
invertebrate habitat in terms of structure and nutrition (e.g., healthy green leaves, vigorous growth). We 
enclosed the vegetation and beat the sample bag to dislodge arthropod specimens; we then collected 
them from the bottom of the bag and stored them in 70% ethanol. 
All ground­dwelling and vegetation­dwelling arthropod specimens were identified to order where 
possible and sorted into morpho­species to determine richness and abundance metrics. Coleoptera and 
Araneae specimens were further identified to family level or genus level to develop functional diversity 
7and functional feeding type metrics. Aerial taxa (i.e., flying forms of Diptera and Hymenoptera, with 
exception of Formicidae) were excluded from counts from ramped pitfall trap samples (following Corti 
and Datry, 2015), but were included in vegetation­dwelling arthropod metric calculations. All spiderlings 
were excluded from the analyses based on our inability to identify them into their respective families. 
BRYOPHYTE SAMPLING 
We collected bryophytes from the channel and riparian habitats adapted from a floristic habitat 
sampling (FHS) method (Newmaster et al., 2005). The FHS methodology divides a large sampling area 
into dominant mesohabitats (i.e., dry channel, left riparian and right riparian zones), and focuses on 
individual microhabitats (e.g., rock types, soils, logs) within each mesohabitat as the primary sampling 
units. Newmaster et al. (2005) showed that FHS method better estimates bryophyte richness than 
conventional plot sampling methods, which may not capture all microhabitats and thus excludes some 
bryophyte communities associated with those microhabitats. 
We surveyed the three mesohabitats (left­riparian, right­riparian, and channel) for 20 minutes each 
and marked and recorded each microhabitat containing bryophytes. We sampled each mesohabitat 
for 
12 minutes, for a total of 36 minutes of sampling per site. We allocated sampling time among 
microhabitats within each mesohabitat based on the abundance of each microhabitat type present. If 
five or more microhabitats were present, we sampled one of each type selecting those with the most 
bryophyte cover and the most seemingly species rich microhabitat from each type. We collected 
bryophyte specimens by hand from each of the selected microhabitats for 2.4 minutes. If fewer than 
five microhabitat types existed within a mesohabitat, then we allocated our sampling effort among the 
available microhabitats by preferentially sampling the microhabitat types that were most abundant. 
For example, in a mesohabitat with two microhabitat types consisting of primarily rock microhabitats 
with fewer soil microhabitats, three rock microhabitats will be sampled based on their greater 
abundance and only two soil microhabitats will be sampled. All bryophyte specimens were sorted by 
morpho­species distinctions and identified using the relevant literature and validated by a taxonomic 
expert to develop richness metrics on a family, genus and morphospecies level. During identification, 
microhabitat samples were kept separate to maintain associations between composition and 
microhabitat types. Bryophyte specimens that were unable to be identified to family or genus level 
were excluded from metric calculations requiring family or genus level taxonomic resolution but were 
included in morpho­species richness calculations. 
METRIC DEVELOPMENT 
We characterized each terrestrial assemblage to calculate metrics comparable to those commonly 
used in traditional bioassessment for perennial streams (e.g., richness, taxonomic composition, 
diversity, feeding groups). We calculated richness metrics for arthropods and bryophytes on multiple 
taxonomic levels including, order, family and morpho­species. Oliver and Beattie (1996) showed that 
estimates of arthropod richness using morpho­species distinctions were comparable to richness 
determined by taxonomic specialists identifying specimens to species level. All abundance metrics 
were Log10(x+0.0001) transformed to increase the normality of their distributions. 
8ARTHROPOD METRICS 
We calculated a suite of metrics (Appendix A) that describe the structure of the arthropod 
assemblages as well as those describing important groups (e.g., Coleoptera). In addition to calculating 
metrics based on richness and abundance, we calculated proportional arthropod metrics (e.g., relative 
richness and relative abundance) by dividing the richness and abundance of arthropod groups (e.g., 
Coleoptera, Araneae, Formicidae) by the overall richness or abundance of the site. All relative 
abundance metrics were calculated using observed abundance data rather than the transformed 
values. We calculated combinations of arthropod metrics (e.g., combined Araneae and Coleoptera 
richness) to identify groups of arthropods that may show a greater level of response to impairment 
when assessed together, like the commonly used %EPT (Ephemeroptera, Plecoptera and Trichoptera) 
metric used in freshwater bioassessment. In addition to assessing groups together to detect greater 
levels of response to disturbance, broad taxonomic groupings may have better precision than narrowly 
defined groups with higher long­term variability (Mazor et al., 2009). For certain ground­dwelling 
Coleoptera families used as indicators of human activity (i.e., Carabidae and Staphylinidae; Koivula, 
2011; Bohac, 1999) we calculated family specific metrics. We also calculated the Shannon Diversity 
Index and evenness for the whole sample, as well as different arthropod groups.
We also calculated metrics that describe the functional and feeding groups of terrestrial arthropods. 
Describing the functional and feeding groups of arthropods can be useful in describing their role in 
ecosystem functioning and understanding the role of human activities in affecting ecosystem level 
processes (Petchey and Gaston, 2006; Flynn et al., 2009). We developed functional diversity metrics 
for Araneae specimens (e.g., web building and ground dwelling) as well as feeding group metrics (e.g., 
hunting strategies) following classifications made by Cardoso et al. (2011) and Uetz et al. (1999). We 
also developed family­level feeding group metrics (e.g., herbivores, predators, fungivores) for all 
Coleoptera specimens based on classifications made by Lawrence and Britton (1994). 
BRYOPHYTE METRICS 
We developed bryophyte metrics similarly to arthropod metrics on multiple taxonomic levels and 
included measures of richness, proportional richness, richness and proportional richness within each 
meso­habitat type and by growth form types. In addition to overall site richness metrics, we developed 
richness metrics specific to each mesohabitat type (i.e., bank or channel) to determine if the 
developed growth form type metrics by grouping specimens into either acrocarpous or pleurocarpous 
growth form types, which are characterized as having vertical or horizontal growth relative to the 
substrate, respectively (Glime, 2017). The difference in growth form type may prove to be responsive 
to different disturbances in dry streams based on morphological similarities within each group. We 
also calculated the Shannon Diversity Index and evenness for each mesohabitat. Because the FHS 
method prioritizes richness estimates over abundance or biomass, abundance metrics were not 
evaluated. 
EVALUATING METRIC RESPONSIVENESS 
The main analysis of this paper is the assessment of individual biological metrics and their ability to 
distinguish reference from non­reference sites. However, the quantitative methods involve several 
steps preceding the main assessment of metric responses to human disturbance (Fig. 3). Following the 
evaluation of metric responses, we use quantile regression to assess the relationship between the 
9biological responses and human activity to investigate the metrics ability to distinguish between 
reference and non­reference sites. Prior to these final analyses, we first screened metrics to eliminate 
those with insufficient information to continue analysis (i.e., high numbers of zero values, low ranges 
of richness) and assess and reduce the influence of natural gradients in metric responses. 
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ASSESSING AND REDUCING INFLUENCE OF NATURAL GRADIENTS IN CHARACTERIZATIONS OF 
BIOLOGICAL RESPONSES TO HUMAN ACTIVITY 
Natural environmental variation affects the distribution and abundance of a biological assemblages and 
can complicate the interpretation of metric responses to human activity by confounding signals from 
anthropogenic disturbance (Vander Laan and Hawkins, 2014). Traditionally, controlling for natural 
variation is done by classifying metrics based on ecoregions or stream typologies, which is common in 
many traditional metric­based bioassessments (Barbour et al., 1999; Mazor et al., 2016). However, Cao et 
al. (2007) demonstrated the precision and accuracy of MMIs significantly improve when natural variation 
in biotic responses are accounted for using modeling approaches that account for multiple 
environmental gradients rather than regionalization or similar grouping approaches. 
Following the methods of Mazor et al. (2016) and Vander Laan and Hawkins (2014), we developed 
Random Forest (RF) models to account for metric bias caused by naturally occurring environmental 
variation. RF models use bootstrap resamples of data to fit multiple (e.g., 500) regression trees and 
generate an average prediction across all trees in the forest to produce an ensemble prediction (Cutler et 
al., 2007). Compared to other regression methods, RF models can accurately make predictions using 
many predictors involving complex and non­linear interactions (Cutler et al., 2007) which are typical in 
ecology. 
We modeled each of our biologic metrics as a function of 14 natural environmental gradients by 
constructing a 500­tree RF model (see evaluation of variable selection techniques in Appendix H). The 
environmental gradients used as predictors included local catchment and watershed scale measures of 
climate, topography, geology, hydrology and predicted vegetation cover prior to Euro­American 
settlement and were derived using geographic information systems analysis or obtained from the 
StreamCat data set (Hill et al., 2016) and field observations (Table 1). These predictors were chosen 
based on their known influence on stream hydrology and other habitat features that may affect the 
terrestrial assemblages we sampled. We did not use a variable reduction step and modeled the biological 
responses as a function of all 14 environmental predictors based on evidence that variable selection 
techniques using RF do not improve model performance compared to models that include all potential 
predictors (Fox et al., 2017). Following Vander Laan and Hawkins (2014), we adjusted the metric values 
by substituting the residual value (observed value  expected value) as the new metric value if the 
ted metrics (metrics where 
natural factors explained < 10% of variation) and adjusted metrics (metrics where natural factors 
explained > 10% of variation). Additionally, we assessed the importance for each predictor in the RF 
models by calculating the percent increase mean squared error (MSE). Percent increase MSE is calculated 
as the difference between the MSE of the model when all values of a predictor are permuted and the 
original MSE rate divided by the standard error (Cutler, 2007). All statistical analyses related to the RF 
modeling were completed using the Random Forest package (Liaw and Wiener, 2002) using R software (R 
core team 2016). 
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Table 1. Environmental gradients used as predictors in Random Forest models to account for bias caused 
by natural variation. 
Variable Description Scale Data 
source
Site average % slope Site A 
Predicted % Shrubland Vegetation Watershed B 
Total watershed area Watershed C
Wetness Index [Mean Composite Topographic Index (CTI)] Catchment C
Mean of % CaO in surface or near surface geology Watershed C
Mean of % P2O5 in surface or near surface geology Watershed C
Mean surface soil erodibility factors adjusted Watershed C
Mean of % sand content in soils Catchment C
30­year average annual normal precipitation (mm) Watershed C
30­year average annual normal maximum air temperature (C°) Catchment C
Uniaxial Compressive Strength Catchment C
Minimum distance to NHD segments classified as "perennial" Site D 
Average bulk soil density Watershed E 
Average summer flow [1 June, 2016­ 31 August, 2016] (cfs) Site F 
Sources: A = field measurement, B = Biophysical Settings Layer representing predicted vegetation cover 
prior to Euro­American settlement (https://www.landfire.gov), C = StreamCat 
(https://www.epa.gov/national­ aquatic­resource­surveys/streamcat), D = USGS National Hydrography 
Dataset (https://www.usgs.gov/core­ science­systems/ngp/national­hydrography), E = Characterization 
of geology and environmental factors to model base flow water chemistry (Olson and Hawkins, 2012), F = 
predicted cfs using models developed to estimate changes in flow characteristics at ungauged sites 
(Sengupta et al., 2018). 
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ASSESSING METRIC ABILITY TO DISTINGUISH ECOLOGICAL CONDITION BETWEEN REFERENCE AND 
NON­REFERENCE SITES 
We assessed the ability of metrics to distinguish between reference and non­reference sites using 
multiple criteria previously used in MMI development studies. We used criteria modified from Herbst 
and Silldorff (2009) designed to quantitatively assess a metrics ability to provide clear discrimination of 
human activity on benthic macroinvertebrate communities. These criteria were developed to assess 
Silldorff (2016), we eliminated metrics that did not pass any of the following criteria: 1) background 
variability measured as the coefficient of variation less than 0.2 (i.e., standard deviation of reference site 
metric values divided by the mean metric value at reference sites), 2) signal from human activity greater 
than 1.5 or less than 0.67 for increaser metrics (measured as the ratio between the mean of reference 
site metric values and the mean of non­reference site metric values), 3) signal­to­noise ratio greater than 
1.5 (measured as the absolute difference between the mean of reference metric values and the mean of 
non­reference metric values divided by the standard deviation in the reference site metric values) and 4) 
for all decreaser metrics discrimination efficiency defined as having less than 50%, 35% and 25% of non­
reference metric values greater than the 10th, 25th and 50th quantiles of reference site metric values, 
respectively. For all increaser metrics, discrimination efficiency criteria is met if less than 50%, 35% and 
25% of non­reference metric values measured below the 90th, 75th and 50th quantiles of reference site 
metric values, respectively. 
Identifying a single metric that passes all four of the Herbst and Silldorff assessment criteria would 
provide the clearest discrimination between reference and non­reference sites; however, individual 
metric performance in isolation is less important if the metric will be used in an MMI. For example, it is 
possible that an MMI can be significantly related to a gradient of stress while the individual metrics used 
to develop the MMI are not significantly related to the same stress gradient (Schoolmaster et al., 2012). 
While we were primarily focused on individual metrics, our work will inform the future development of a 
dry phase MMI, and therefore it was not imperative that an individual metric pass all four assessment 
criteria. 
For all metrics passing at least one of the Herbst and Silldorff criteria, we calculated t­statistics between 
mean metric values at reference and non­reference sites to assess their ability to respond to human 
activity. We considered metrics with the greatest absolute t­statistics to be the most responsive to 
disturbance and be the most likely to distinguish reference sites from non­reference sites. We expect 
metrics that are minimally influenced by natural variation, pass at least one of the metric assessment 
criteria and are the most responsive to human activity will have the greatest potential to be used in 
bioassessment tools in NPRS during the dry phase. 
We also used quantile regression to assess whether biological responses were related to human activity 
gradients and percent fines at the sampling sites. The human activity gradients we assessed (i.e., % 
urbanization, % agriculture and % urbanization and agriculture combined within the watershed) can 
increase sedimentation and alter channel substrate composition, including the overall percent fines at a 
site. We assessed the relationship between the biological responses and percent fines (i.e., percent of 
substrate measurements < 2 mm) to determine if increased percent fines related to human activity could 
be a potential mechanism driving the responses. 
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Quantile regression is a particularly useful statistical tool used to estimate the effects of limiting factors 
when multiple unmeasured variables may also be limiting, which subsequently increase the 
heterogeneity of the response (Cade and Noon, 2003; Brooks and Haeusler, 2016). Unlike ordinary least­ 
squares regression that fits models for the mean response, quantile regression fits models for quantiles 
(e.g., the median) of the response. Quantile regression therefore allows the estimation of quantiles (like 
the 95th percentile) of the response with respect to predictor variables. Additionally, quantile regression 
makes no distributional assumptions and is less sensitive to outliers than ordinary least squares 
regression. 
obser
Haeusler, 2016). We used the following formula: 
used to determine quantile extremes (Rogers, 1
the relationship between metric responses and human activities, and the relationship between metric 
responses and percent fines. We used p­values derived from the quantile regression models as our basis 
We calculated watershed scale human activities using data obtained from the StreamCat database (Hill et 
al., 2016). We calculated percent agriculture by combining landcover percentages characterized as crop 
or hay within the watershed. We calculated percent urban by combining landcover percentages 
characterized as percent low, medium and high urban within the watershed. We calculated percent fines 
from substrate measurements in the field measured at five locations across nine equidistant cross 
in the quantreg package (Koenker, 2016) using R Software. 
METRIC SCREENING 
We calculated a total of 230 biological metrics, including 117 ground­dwelling arthropod metrics, 68 
vegetation­dwelling arthropod metrics and 45 bryophyte metrics (Appendix A). Following Mazor et al. 
(2016), we excluded all metrics with greater than 2/3 zero values and richness metrics with ranges less 
than 5. Of the 230 metrics we calculated, we removed 12 potential metrics with greater than 2/3 zero 
values and 10 richness metrics with ranges less than 5 (Appendix B). 
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CHAPTER 3 RESULTS 
ASSESSING AND REDUCING INFLUENCE OF NATURAL GRADIENTS IN CHARACTERIZATIONS OF 
BIOLOGICAL RESPONSES TO HUMAN ACTIVITY 
Natural environmental gradients explained greater than 10% of the variation in 22 of the 218 metrics we 
evaluated (Table 2). The models were most successful in explaining the variation in ground­dwelling 
arthropod metrics (13 models >10% variation explained), followed by vegetation­dwelling arthropod 
metrics (7 models >10% variation explained), and bryophyte metrics (2 models >10% variation 
explained). 
Out of the 14 predictors in the RF models, 11 were most influential (i.e., had a positive percent increase 
in MSE) in over half the models used to adjust metric values (Appendix C). The longitudinal stream slope 
measured as a percent was the most influential predictor across 6 models, followed by distance to a 
NHD­classified perennial stream segment (4 models), average summer flow (3 models) and mean of 
percent phosphorus pentoxide (P2O5) in surface or near surface geology (3 models). The Coleoptera 
metrics were the most commonly adjusted arthropod metric and accounted for 13 of the total 22 metrics 
that were adjusted. The variation in the Coleoptera metrics was explained most by site average percent 
slope (6 models), distance to a NHD­classified perennial stream segment (3 models), mean of % P2O5 in 
surface or near surface geology (3 models) and Wetness Index (1 model), based on these predictors 
having the greatest percent increase MSE in the 13 Coleoptera models. 
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Table 2. Percent of the metric variation explained by natural gradients using Random Forest Models 
and the most influential predictor from each model calculated by percent increase in MSE. 
Assemblage Metric Description Metric variation 
explained 
Top predictor 
Vegetation­ 
dwelling 
arthropods Coleoptera evenness 53% Site average % slope 
Ground­ 
dwelling 
arthropods 
Fungivore Coleoptera abundance 
as a % of Coleoptera abundance 
43%
Minimum distance to NHD 
segments classified as 
"perennial" 
Vegetation­
dwelling 
arthropods Coleoptera Shannon Diversity 42% Site average % slope 
Ground­ 
dwelling 
arthropods 
Fungivore Coleoptera richness as a 
% of Coleoptera richness 
41% 
Minimum distance to NHD 
segments classified as 
"perennial" 
Vegetation­
dwelling 
arthropods 
Vegetation­dwelling Hymenoptera 
abundance 
40% 
Mean of % CaO in surface 
or near surface geology
Ground­ 
dwelling 
arthropods Spider site evenness 33% Wetness Index 
Ground­ 
dwelling 
arthropods Carabidae abundance 31% Wetness Index 
Vegetation­ 
dwelling 
arthropods Coleoptera Richness 30% Site average % slope 
Ground­
dwelling 
arthropods Fungivore Coleoptera abundance 25% 
Minimum distance to NHD 
segments classified as 
"perennial" 
Vegetation­ 
dwelling 
arthropods 
Combined Coleoptera and 
Formicidae richness 
25% Site average % slope 
Bryophytes 
Pottiaceae family­level richness as 
a % of total site richness
24% 
Mean surface soil 
erodibility factors 
adjusted 
Vegetation­
dwelling 
arthropods 
Combined Coleoptera and 
Formicidae Shannon Diversity 
24% Site average % slope 
Ground­ 
dwelling 
arthropods 
Ground­dwelling "other hunter" 
spider functional group abundance 
as a % of total spider abundance 
20% 
Average summer flow [1 
June, 2016­ 31 August, 
2016] (cfs) 
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Continued from Table 2
Ground­
dwelling 
arthropods 
Combined Carabidae and 
Staphylinidae abundance 
19% 
Mean of % P2O5 in surface or 
near surface geology 
Bryophytes 
Richness of bryophytes in the 
Pottiaceae family
17% 
Minimum distance to NHD 
segments classified as 
"perennial" 
Ground­ 
dwelling 
arthropods Predator Coleoptera abundance 15% 
Mean of % P2O5 in surface or 
near surface geology 
Ground­
dwelling 
arthropods 
Spider richness in "Other Hunter" 
functional group as a % 
of total spider richness 
14% 
Average summer flow [1 June, 
2016­ 31 August, 2016] (cfs) 
Vegetation­
dwelling 
arthropods 
Coleoptera richness as a % of total 
richness 
13% Site average % slope 
Ground­ 
dwelling 
arthropods Overall abundance 12% Average bulk soil density 
Ground­ 
dwelling 
arthropods Araneae Shannon Diversity 12% 
Average summer flow [1 June, 
2016­ 31 August, 2016] (cfs) 
Ground­
dwelling 
arthropods 
Combined Formicidae and Araneae 
abundance 
12% 
Predicted % Shrubland 
Vegetation 
Ground­ 
dwelling 
arthropods Coleoptera predator richness as a % 
of Coleoptera richness 
11% Mean of % P2O5 in surface or 
near surface geology 
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EVALUATION OF METRIC RESPONSE TO HUMAN ACTIVITY 
We evaluated a total of 46 metrics that passed at least one of the Herbst and Silldorff assessment criteria 
for their response to human activity during the dry phase of NPRS (Appendix D). From these 46 metrics, 
we identified eight metrics with the greatest absolute t­
two ground­dwelling arthropod metrics, four vegetation­dwelling arthropod metrics and two bryophyte 
metrics (Table 3). These eight metrics included measures of richness, abundance, taxonomic composition 
and functional feeding groups. 
Table 3. Top 8 responsive metrics to human activity in dry phase NPRS. t = t­statistic; Ref mean  Non­
ref mean = mean metric value of reference sites and non­reference sites; Ref SD  Non­ref SD = 
standard deviation of reference site metric values and non­reference site metric values; Ref min ­ max 
= minimum reference site metric value and maximum reference site metric value; Non­ref min ­ max = 
minimum non­ reference site metric value and maximum non­reference metric value. 
Metric description T­score 
Ref mean ­ 
Non­ref 
mean
Ref SD ­ 
Non­ref SD Ref Range 
Non­ref 
Range 
Ground­dwelling Coleoptera 
abundance as a % of total 
abundance ­1.94 0.04 ­ 0.07 0.04 ­ 0.06 0.00 ­ 0.16 0.00 ­ 0.19 
Ground­Dwelling fungivore, 
dead wood specialists and 
generalist detritivore Coleoptera 
richness 
­1.82 1.74 ­ 3.25 1.96 ­ 2.89 0.00 ­ 9.00 0.00 ­ 11.00 
Vegetation­dwelling spider 
abundance as a % of total 
abundance 2.18 0.42 ­ 0.27 0.21 ­ 0.23 0.00 ­ 0.80 0.01 ­ 0.66 
Combined abundance of 
vegetation­dwelling Coleoptera 
and Formicidae abundance ­2.43 ­0.03 ­ 1.02 1.91 ­ 0.68 ­4 ­ 1.62 0.00 ­ 2.32 
Vegetation­dwelling arthropod 
abundance excluding Araneae, 
Coleoptera, Formicidae and 
Diptera 
­2.11 0.02 ­ 1.12 1.73 ­ 1.49 ­4.24 ­ 2.96 ­1.18 ­ 4.40 
Vegetation­dwelling 
Hymenoptera abundance 
­1.90 0.07 ­ 1.06 1.82 ­ 1.43 ­4.24 ­ 3.19 ­1.22 ­ 4.34 
Bryophyte genus­level richness
in the channel as a % of the total 
site genus­level richness ­2.01 0.34 ­ 0.53 0.28 ­ 0.31 0.00 ­ 0.78 0.00 ­ 1.00 
Pottiaceae richness in the 
channel as a % of the total site 
Pottiaceae richness ­2.50 0.18 ­ 0.37 0.23 ­ 0.24 0.00 ­ 0.60 0.00 ­ 0.70 
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An additional 14 metrics had similar absolute t­statistics in the same range as the responsive metrics (i.e., 
t­statistic > 1.8), but did not pass any of the Herbst and Silldorff assessment criteria (Appendix F). Of the 
eight responsive metrics, seven had higher mean metric scores at disturbed sites than reference sites 
­dwelling spider relative abundance had 
All the responsive metrics failed to pass the background variability and signal­to­noise ratio criteria but 
did pass the signal from human activity criteria (Appendix E­1). All the responsive metrics failed to pass 
the discrimination efficiency criteria at the 10th quantile and all but one ground­dwelling arthropod 
metric failed at the 25th quantile (Appendix E­2). One ground­dwelling arthropod metric passed the 
discrimination efficiency criteria at the 50th quantile along with one vegetation­dwelling arthropod 
metric and one bryophyte metric.  
ASSESSING THE ROLE OF HUMAN ACTIVITY ON THE BIOLOGICAL CONDITION OF STREAMS 
HUMAN ACTIVITIES 
Three responsive metrics showed evidence (p < 0.05) of being related to one or more human activity 
gradients (Table 4). One bryophyte metric was related to a single human activity factor, and two 
vegetation­dwelling arthropod metrics were related to more than one human activity factors.
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Vegetation­dwelling Araneae proportional abundance metric was negatively related to all three 
measures of human activity within the watershed. Vegetation­dwelling Hymenoptera abundance metric 
was positively related to percent urban and the combination of percent urban and agriculture within the 
watershed but was not associated with percent agriculture within the watershed as a single factor. 
Bryophyte genus­level proportional richness in the channel metric was positively related to percent 
agriculture within the watershed but was not significantly associated with percent urban or the 
combination of urban and agriculture within the watershed. 
Table 4. P­values associated with 0.85 quantile regressions used to find relationships between 
biological responses and human activity. All significant relationships (p < 0.05) are in bold. 
Metric description % Agriculture % Urban % Agriculture and Urban 
Ground­dwelling Coleoptera abundance as 
a% of total abundance 
0.73 0.30 0.26
Ground­Dwelling fungivore, dead wood 
specialists and generalist detritivore 
Coleoptera richness 1.00 0.25 0.55 
Vegetation­dwelling spider abundance as a% 
of total abundance 
0.02 0.00 0.00 
Combined abundance of vegetation­dwelling 
Coleoptera and Formicidae abundance 
0.48 0.75 0.77 
Vegetation­dwelling arthropod abundance 
excluding Araneae, Coleoptera, Formicidae 
and Diptera 0.24 0.50 0.14 
Vegetation­dwelling Hymenoptera 
abundance 
0.26 0.01 0.01 
Bryophyte genus­level richness in the channel 
as a % of the total site genus­level richness 
0.00 0.70 0.67 
Pottiaceae richness in the channel as a % of 
the total site Pottiaceae richness 
0.36 0.56 0.23 
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Human Activity Predictor  
As expected, metrics that had greater mean scores at non­reference sites also had increasing metric 
values as stress increased (Fig. 4). The only decreaser metric (vegetation­dwelling spider proportional 
abundance) was negatively related to all three of the human activity gradients assessed. 
Figure 4. Biological response to human land use, based on 0.85­quantile regression with multiple 
predictors. Each plot indicates just one of three predictor variables that were explored in each model. 
Fitted lines estimate the 85th percentile of the response. All quantile regressions (solid lines) shown 
were significant (p < 0.05). 
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PERCENT FINES 
There was no significant evidence of any of the eight responsive metrics being related to percent fines 
(Table 5). 
Table 5. P­values associated with 0.85 quantile regressions used to find relationships between 
biological responses and percent fines. 
Metric description % Fines
Ground­dwelling Coleoptera abundance as a % of total abundance 0.41 
Ground­Dwelling fungivore, dead wood specialists and generalist detritivore 
Coleoptera richness 
0.71 
Vegetation­dwelling spider abundance as a % of total abundance 0.76 
Combined abundance of vegetation­dwelling Coleoptera and Formicidae 
abundance 
0.82
Vegetation­dwelling arthropod abundance excluding Araneae, Coleoptera, 
Formicidae and Diptera 
0.88
Vegetation­dwelling Hymenoptera abundance 0.88 
Bryophyte genus­level richness in the channel as a % of the total site genus­
level richness 
0.40 
Pottiaceae richness in the channel as a % of the total site Pottiaceae richness 0.26 
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CHAPTER 4 DISCUSSION 
METRICS CORRELATE WITH HUMAN ACTIVITY IN DRY STREAMS 
The development of bioassessment tools for the dry phase of NPRS will improve stream monitoring and 
management programs in arid regions by allowing assessments of ecological condition to be conducted 
when stream flow is absent. We will have more comprehensive watershed assessments by reducing the 
number of streams excluded from bioassessments and expanding the stream­types included in 
bioassessment programs. Our study demonstrates the feasibility of evaluating the ecological health of 
NPRS with arthropods and bryophytes using bioassessment techniques, at a time when the need for 
such tools is becoming increasingly common. 
We found 8 metrics characterizing ground­dwelling arthropod, vegetation­dwelling arthropod and 
bryophyte assemblages to be responsive to upstream anthropogenic disturbance (Table 3). Terrestrial 
arthropods and bryophytes have been shown to respond to habitat disturbance in other environments 
(Pearce and Venier, 2006; Muotka and Virtanen, 1995), but except for Steward et al. (2018), this is the 
first application of these assemblages to the assessment of habitat disturbance in dry streams. Using 
quantile regression, we also determined that human activity gradients are related to three of the 
responsive metrics (Table 4). This ability to detect stress in dry streams indicates the feasibility of 
evaluating the ecological health of NPRS when flow is absent using bioassessment techniques. 
INCREASING BIOLOGICAL RESPONSES TO HUMAN ACTIVITY 
Surprisingly, all but one of the responsive metrics had higher mean metric scores at disturbed sites than 
reference sites. In contrast, commonly used aquatic metrics, most notably species richness of certain 
groups (e.g., freshwater invertebrates, mollusks, fish), decrease as human activity increases, but some 
metrics (e.g., percentage of omnivorous invertebrate taxa, percent Chironomidae) increase in response 
to human stressors (Karr and Chu, 1997). The cause of the positive metric responses is not likely the 
replacement of sensitive taxa with tolerant taxa, because most of our responsive metrics increase with 
stress and it is unlikely that these assemblages consist of exclusively tolerant organisms. Stressors that 
affect dry stream environments may lead to alterations to in­stream habitat which improve conditions 
for some terrestrial assemblages.
In Southern California we observed biological responses to stress across relatively small amounts of 
watershed development. Similar biological responses of aquatic indicators to small amounts (5­10%) of 
watershed development (i.e., percent row crop, percent riparian agriculture orthophotos) have been 
observed in wetted streams (Waite, 2013). Our non­reference sites had relatively narrow ranges of 
human land­use cover in the watershed characterized as percent urbanization and percent agriculture 
(0­6% and 0­1%, respectively). The positive biological responses to stress we observed may be due to 
sampling only one end of urban and agricultural gradients. Small amounts of disturbance may support 
components of the terrestrial assemblages that would otherwise be excluded without the disturbance. 
Biological responses to development may switch from a positive to a negative response past some 
threshold (e.g., > 50%) greater than we sampled. However, it is important to note that in Southern 
California, high levels of urbanization are associated with changes from intermittent to perennial 
regimes due to runoff and such sites may be difficult to find. Our non­reference sites likely covered 
greater ranges of other stressors like the amount of cattle grazing or recreational stress (e.g., hiking, 
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camping, all­terrain vehicles), but we lacked data to adequately quantify these stressors at watershed 
scales. 
POTENTIAL MECHANISMS OF BIOLOGICAL RESPONSE TO DISTURBANCE IN DRY STREAM BEDS 
There are several mechanisms that may explain why arthropods and bryophytes in dry stream beds 
would respond to human activity. The dry stream assemblages we observed responding to upstream 
stress are likely affected by alteration of some combination of sediment, hydrologic and nutrient 
regimes. 
INCREASED SEDIMENTATION 
Steward et al. 2018 showed that physical disturbance caused by feral animals and livestock trampling 
reduces terrestrial arthropod abundance and richness. One of their proposed mechanisms explaining 
the decline in terrestrial arthropod responses was increased sedimentation and the subsequent filling of 
interstitial spaces used as arthropod habitat. We expected that our arthropod responses would follow 
similar trends; however, our data showed no evidence that arthropods responded to variation in 
percent fines (Table 5). There are several potential explanations of why we did not see arthropod 
responses to fines. Although our study sites ranged along a wide gradient of percent fines (0%­75%), 
there was no clear distinction between reference and non­reference sites based on percent fines 
(reference mean = 33% and SD = 20%, non­reference mean = 39% and SD = 21%). The wide range of 
percent fines occurring at reference sites was potentially due to the young and erodible underlying 
sedimentary geology which is characteristic of parts of the San Diego region. The natural variability of 
percent fines at reference sites may have prevented us from seeing differences between reference and 
non­reference sites. We were also specifically interested in finding metrics that were responsive to 
human activity on a watershed­scale (e.g. % urbanization and % agriculture within the watershed) to 
determine if terrestrial assemblages respond to overall watershed condition and not just local 
disturbances. Human activities in the watershed associated with sedimentation (e.g., construction or 
row­crop agriculture) may be located far enough off channel or upstream to have little effect on percent 
fines at the assessed site. Additionally, channel morphology such as slope may influence the amount of 
sediments delivered to a channel and our sites may have had a wide enough slope gradient to confound 
the impacts of increased sedimentation. We also recognize that percent fines calculated from substrate 
measurements may not be the most accurate way of quantifying sedimentation in a system. 
HYDROLOGIC ALTERATION 
One of the main drivers of biological responses to human activities in our study area may be hydrologic 
alteration. NPRS systems naturally experience dry phases due to regional climate and water source 
(Datry et al., 2017), but hydrological alteration may change the duration and frequency of dry phases 
(Chiu et al., 2017) and change habitat conditions for terrestrial biota in dry channels. The positive 
responses of terrestrial biota to increased stress (Table 3 and Fig. 3) may be caused by hydrologic 
alteration, both in the form of additional water inputs and flooding. 
Supplemental water inputs related to human development may improve conditions for the terrestrial 
assemblages we sampled. In some arid to semi­arid regions such as the San Diego Region in Southern 
California, USA where 73% of streams are non­perennial, conversions of waterbody types from non­ 
perennial to perennial are common in urban areas receiving imported water from direct (e.g., 
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wastewater treatment plants) or indirect (e.g., urban or agricultural runoff) sources (Mazor et al., 2012). 
Although additional water inputs may not always lead to the complete conversion of waterbody types 
(e.g., non­perennial to perennial), streams receiving supplemental inputs of water from both direct and 
indirect sources may be less dry overall and experience more frequent wetted phases than naturally 
intermittent rivers throughout the year. Terrestrial arthropod abundances have been shown to increase 
for a short duration (29 days) once a stream has completely dried (Sanchez­Montoya et al., 2016b), but 
richness and abundance decreases after extended (3 month) dry periods (Steward, 2012). A recently 
dried streambed may experience a pulse of colonization by terrestrial arthropods due to the presence of 
food sources like dead and dying aquatic organisms (Steward et al., 2017) and new habitat, but the 
community declines as the length of the dry phase increases. NPRS with shortened dry phases may have 
higher ground­dwelling arthropod diversity and abundance than streams with extended dry phases 
where the aquatic resources are all consumed, and in­channel conditions are harsher and drier 
(Steward, 2012). In addition to these effects, vegetation­dwelling arthropods may be indirectly 
responding to altered hydrology due to their direct associations with riparian vegetation. Shifts in 
riparian vegetation communities in response to drying and altered stream flows have been well 
documented (Stromgberg et al., 2005, 2007; Salinas and Casas, 2007). We expect that wetter, disturbed 
sites probably have more diverse and abundant vegetation than drier reference sites, and thus harbor 
more vegetation­dwelling arthropods. We also expect that the wetter, disturbed sites probably provide 
additional moisture for more diverse and abundant bryophyte assemblages than drier reference sites. 
Flooding may act as a habitat disturbance which can improve habitat conditions for the terrestrial 
assemblages we sampled. Urbanization and certain agricultural practices (e.g., tile drainage, irrigation) 
are commonly associated with increases in impervious surface cover and runoff (Poff et al., 1997; Paul 
and Meyer, 2011) which can lead to increased flood peaks (Leopold, 1968). Flooding and altered flows 
with increased sediment loads act as habitat disturbances that scour channel beds, dislodge previously 
colonized vegetation and can expose and redistribute new sediments for plants to establish on 
(Stromberg et al., 2007). Similarly, Kimmerer and Allen (1982) showed physical disturbance caused by 
flooding increased bryophyte diversity by offering colonization opportunities to species that would have 
been competitively excluded without the disturbance. Increased flood peaks due to impervious surfaces 
may also increase the frequency of disturbance affecting the ground­dwelling arthropod community. 
Increased frequencies of wetted phases may have the same effect as supplemental water inputs by 
improving conditions for terrestrial arthropods directly after a wetted phase. 
NUTRIENT ENRICHMENT 
Agricultural and urban land uses within watersheds can lead to increased nutrient levels in rivers which 
may affect terrestrial biota in dry streams. Nutrient processing and availability have been shown to be 
temporally variable throughout contraction, fragmentation and expansion of aquatic habitat in NPRS 
systems (Arce et al., 2019; Von Schiller et al., 2011). Increased nutrient levels may affect the availability 
of aquatic subsidies for terrestrial arthropod communities to exploit during contracting and dry phases. 
Increased nutrient loading may potentially influence the growth and productivity of bryophyte 
communities and may indirectly affect vegetation­dwelling arthropod communities by altering in­ 
26
channel and riparian vegetation. In eutrophic­intermittent streams dried algal mats may also provide 
habitat for terrestrial invertebrates which can retain moisture and offer cooler microclimates (Strandine 
1941; Steward 2012). We expect increased nutrient levels may affect terrestrial biota in dry streams, but 
we did not have the ability to measure nutrient levels as a stressor, and only sampled sites with low 
agricultural and urban land cover. 
STUDY LIMITATIONS 
Our ability to establish relationships between stressors and biological metrics was limited by our ability 
to characterize some important stressors at watershed scales. We did not have a measurable stressor 
gradient for cattle grazing and recreational stress at our non­reference sites and were unable to relate 
these two stressors to the metric responses. Although we were able to show evidence that three of our 
responsive metrics were significantly limited by human land use, we do not yet know the specific effect 
of the land use (e.g., increased runoff, increased sedimentation, water extraction) driving the biological 
response. Due to our inability to measure gradients for cattle grazing and recreational use, we were 
limited to characterizing sites as reference or non­reference. 
Another limitation of our study was a small sample size (n=39) which may not have captured the full 
range of anthropogenic disturbances or natural gradients. A larger sample size including more highly 
disturbed sites may have made it clearer which metrics had the properties (such as responsiveness and 
signal­to­noise ratios) desired to distinguish reference from non­reference sites. However, we decided 
to sample more reference sites than disturbed sites to more accurately capture and account for the 
effects of natural gradients on baseline biological variability. 
Our study was also limited by our ability to quantify dry phase duration and assess metric responses to 
how long a stream has been dry. We attempted to model natural variation including variables that may 
relate to flow permanence or dryness (e.g., precipitation, wetness index, average summer flow), but we 
did not have the available data to directly measure the duration of dry phases prior to sampling. Prior to 
sampling in summer 2016, California experienced a prolonged drought (~5 years). We expect that some 
of the streams we sampled may have been dry for over a one­year period and the biological responses 
to stress may be different given different anteceded conditions (e.g., normal or wetter water years). The 
drought conditions present during sampling may have caused increased variability in metric responses. 
Based on our proposed mechanisms driving increased metric responses to disturbance (e.g., increased 
water supply), a direct measure of dry phase duration prior to sampling would have been an important 
dependent variable to consider accounting for.  
DEVELOPING AN ASSESSMENT TOOL FOR DRY STREAMS
We have provided evidence that some terrestrial communities may respond to human activity in 
Southern California, but the generality of our results should be tested by expanding the geographical 
range of the study and assessing its applicability in other regions including arid to semi­arid regions 
around the world. Other factors including the intensity of stressors, duration of the stress, interactions 
between stressors and natural environmental differences among sites (e.g., hydrologic regime, 
topography, geomorphology) may also play roles in determining how terrestrial biota respond to human 
activity. We have provided potential mechanisms explaining the observed biological responses to 
human activity, but human activities may impact dry channels in other ways than we proposed. For 
example, water extraction for socio­economic uses (e.g., drinking water, agricultural irrigation) may 
lower groundwater levels and increase the number and length of non­perennial streams (Larned et al., 
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2010; Falke et al., 2011) and promote more frequent and longer lived dry phases in naturally 
intermittent rivers (King et al., 2015; Chiu et al., 2017). In contrast to our proposed mechanisms driving 
increased metric responses to stress (e.g., increased water supply), certain human activities may 
produce longer dry phases which may negatively affect terrestrial biota. Much more data is needed to 
understand the mechanisms causing terrestrial assemblages to respond to human activity in dry 
streams. 
Future studies should focus on developing and testing the causal mechanisms driving biological 
responses to better understand the direct effects of human activity on terrestrial dry stream 
communities. We also recommend emphasis be placed on understanding the effects of dry phase 
duration on terrestrial communities because of its expected influence on the overall composition of 
terrestrial assemblages in dry streams. We suspect that shifts in the terrestrial communities due to 
stress may have cascading effects on aquatic­terrestrial linkages (e.g., changes in terrestrial food sources 
for aquatic biota after flows resume) but additional work will be needed to quantify these changes. We 
have provided evidence that some terrestrial communities may respond to human activity in Southern 
California, but the generality of our results should be tested by expanding the geographical range of the 
study and assessing its applicability in other regions including arid to semi­arid regions around the 
world. We are optimistic about the future of dry phase biological assessment, but much work still needs 
to be done to better understand the community dynamics and complex biotic and abiotic interactions 
that exist in the dry channels of NPRS. 
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CHAPTER 5 CONCLUSION 
This study marks one of the first steps in understanding biological responses to human activity in a long­ 
neglected ecosystem. We have found that certain biological metrics that characterize terrestrial 
assemblages may be able to distinguish reference sites from non­reference sites. We have also found 
significant evidence that some of these biological metrics can be related to human land use. We have 
outlined a series of quantitative steps that has been shown to be useful on a limited dataset and holds 
promise for larger datasets with more focused characterizations of human activities (e.g., cattle grazing, 
recreation intensity). 
Moving forward with developing bioassessment tools for the dry phase of NPRS is imperative for the 
future of stream management and comprehensive assessments of watershed health as non­perennial 
systems become more prevalent in the landscape and continue to be degraded by human impacts. Dry 
phase assessment of NPRS ecological condition may take years of further development and refinement 
before its eventual incorporation into management programs, but our results indicate that these 
assessments are feasible. The terrestrial assemblage responses we observed in this study can likely be 
combined into an MMI that would allow the assessment of dry streams. We have also demonstrated 
which highlights the possibility of developing an observed­to­expected index (e.g., measure of 
taxonomic completeness) to assess dry stream condition in the future. Such tools may be incorporated 
into management programs that combine both dry phase and flowing phase assessments of ecological 
health (Steward et al., 2018). 
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Appendix A. All 230 developed metrics sorted by the assemblage sampled. 
Metric Description Assemblage 
Arthropod richness  
Arthropod abundance  
Coleoptera richness  
Araneae richness
Formicidae richness
Combined Coleoptera and Araneae richness
Combined Coleoptera and Formicidae richness  
Combined Formicidae and Araneae richness  
Combined Coleoptera, Formicidae and Araneae 
richness 
Coleoptera richness as a % of total richness  
Araneae richness as a % of total richness  
Formicidae richness as a % of total richness  
Combined Coleoptera and Araneae richness as a % 
of total richness 
Combined Coleoptera and Formicidae richness as a 
% of total richness
Combined Formicidae and Araneae richness as a % 
of total richness 
Ground­dwelling and vegetation­
dwelling arthropods 
Combined Coleoptera, Formicidae and Araneae 
richness as a % of total richness 
Coleoptera abundance
Araneae abundance  
Formicidae abundance  
Combined Coleoptera and Araneae abundance  
Combined Coleoptera and Formicidae abundance  
Combined Formicidae and Araneae abundance  
Combined Coleoptera, Formicidae and Araneae 
abundance 
Coleoptera abundance as a % total abundance
Araneae abundance as a % total abundance
Formicidae abundance as a % total abundance
Combined Coleoptera and Araneae abundance as a 
% of total abundance 
Combined Coleoptera and Formicidae abundance 
as a % of total abundance 
Combined Formicidae and Araneae abundance as a 
% of total abundance 
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Continued from Appendix A 
Combined Coleoptera, Formicidae and Araneae 
abundance as a % of total abundance 
Thysanoptera abundance
Thysanoptera abundance as a % of total abundance
Hemiptera abundance
Hemiptera abundance as a % of total abundance
Acari abundance
Acari abundance as a % of total abundance  
Total arthropod Shannon Diversity  
Total arthropod Evenness  
Coleoptera Shannon Diversity  
Coleoptera Evenness  
Formicidae Shannon Diversity  
Formicidae Evenness Ground­dwelling and vegetation­
dwelling arthropods Araneae Shannon Diversity 
Araneae Evenness  
Combined Coleoptera and Araneae Shannon 
Diversity 
Combined Coleoptera and Araneae evenness
Combined Coleoptera and Formicidae Shannon 
Diversity 
Combined Coleoptera and Formicidae evenness
Combined Araneae and Formicidae Shannon 
Diversity 
Combined Araneae and Formicidae evenness
Combined Coleoptera, Araneae and Formicidae 
Shannon Diversity 
Combined Coleoptera, Araneae and Formicidae 
evenness 
All ground­dwelling arthropod richness excluding 
Araneae, Coleoptera and Formicidae 
All ground­dwelling arthropod richness excluding 
Araneae, Coleoptera and Formicidae as a % of total 
richness 
All ground­dwelling arthropod abundance excluding 
Araneae, Coleoptera and Formicidae 
Ground­dwelling arthropods 
Collembola abundance  
Collembola abundance as a % of total abundance  
Archaeognatha abundance  
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Continued from Appendix A 
Archaeognatha abundance as a % of total 
abundance 
Forficulidae abundance
Forficulidae abundance as a % of total abundance
Armadillidiidae abundance
Armadillidiidae abundance as a % of total 
abundance 
Reduviidae abundance
Reduviidae abundance as a % of total abundance  
Carabidae richness  
Staphylinidae richness  
Combined Carabidae and Stapylinidae richness  
Carabidae richness as a % of Coleoptera richness  
Staphylinidae richness as a % of Coleoptera richness  
Combined Carabidae and Staphylinidae richness as 
a % of Coleoptera richness 
Carabidae abundance  
Staphylinidae abundance  
Combined Staphylinidae and Carabidae abundance Ground­dwelling arthropods 
Staphylinidae abundance as a % of Coleoptera 
abundance 
Carabidae abundance as a % of Coleoptera 
abundance 
Combined Staphylinidae and Carabidae abundance 
as a % of Coleoptera abundance 
Combined Staphylinidae and Carabidae richness as 
a % of total richness 
Combined Staphylinidae and Carabidae abundance 
as a % of total abundance 
Carabidae richness as a % of total richness
Staphylinidae richness as a % of total richness
Predator Coleoptera abundance
Predator Coleoptera richness
Coleoptera predator abundance as a % of 
Coleoptera abundance 
Coleoptera predator richness as a % of Coleoptera 
richness 
Herbivorous Coleoptera abundance  
Herbivorous Coleoptera richness  
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Continued from Appendix A 
Herbivorous Coleoptera abundance as a % of 
Coleoptera abundance 
Herbivorous Coleoptera richness as a % of 
Coleoptera richness 
Fungivore, dead wood specialists and detritivore  
Coleoptera richness 
Fungivore, dead wood specialists and detritivore  
Coleoptera abundance 
Fungivore, dead wood specialists and detritivore 
Coleoptera abundance as a % of Coleoptera 
abundance 
Fungivore, dead wood specialists and detritivore  
Coleoptera richness as a % of Coleoptera richness 
Fungivore Coleoptera abundance  
Fungivore Coleoptera richness  
Fungivore Coleoptera abundance as a % of 
Coleoptera abundance 
Fungivore Coleoptera richness as a % of Coleoptera 
richness 
"ground spider" abundance Ground­dwelling arthropods 
  "ground spider" richness  
"ground spider" abundance as a % of Araneae abundance 
"ground spider" richness as a % of Araneae richness  
"web spider" abundance  
"web spider" richness  
"web spider" abundance as a % of Araneae 
abundance 
"web spider" richness as a % of Araneae richness 
"ground hunting" Araneae abundance  
"ground hunting" Araneae richness  
"ground hunting" Araneae abundance as a % of 
Araneae abundance 
"ground hunting" Araneae richness as a % of 
Araneae richness 
"other hunter" Araneae abundance  
"other hunter" Araneae richness  
"other hunter" Araneae abundance as a % of 
Araneae abundance 
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Continued from Appendix A 
"other hunter" Araneae richness as a % of Araneae 
richness 
Lycosidae abundance  
Lycosidae richness Ground­dwelling arthropods 
Lycosidae abundance as a % of Araneae abundance  
Lycosidae richness as a % of Araneae richness  
Diptera richness  
Diptera richness as a % of total richness  
Diptera abundance  
Diptera richness as a % of total abundance  
All arthropod richness excluding Araneae, 
Coleoptera, Formicidae and Diptera
All arthropod abundance excluding Araneae, 
Coleoptera, Formicidae and Diptera
All arthropod richness excluding Araneae, 
Coleoptera, Formicidae and Diptera as a % of total 
richness 
All arthropod abundance excluding Araneae, 
Coleoptera, Formicidae and Diptera as a % of total 
abundance 
Vegetation­dwelling arthropods 
Hymenoptera abundance  
Hymenoptera abundance as a % of total abundance  
Thysanoptera richness  
Thysanoptera richness as a % of total richness  
Hemiptera richness  
Hymenoptera abundance  
Hymenoptera abundance as a % of total abundance  
Vegetation­dwelling Acari richness  
Vegetation­dwelling Acari richness as a % of total 
richness 
Bryophyte richness  
Bryophyte family richness  
Bryophyte genera richness  
Channel Bryophyte richness Bryophytes 
Channel Bryophyte richness as a % of full site 
richness 
Channel Bryophyte family richness  
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Continued from Appendix A 
Channel Bryophyte family richness as a % of full site 
bryophyte family richness 
Channel Bryophyte genera richness
Channel Bryophyte genera richness as a % of full 
site genus richness 
Bank Bryophyte richness
Bank Bryophyte richness as a % of full site 
bryophyte richness 
Bank Bryophyte family richness
Bank Bryophyte family richness as a % of full site 
family richness 
Bank Bryophyte genera richness
Bank Bryophyte genera richness as a % of full site 
genus richness 
Pottiaceae richness  
Pottiaceae richness as a % of full site richness  
Channel Pottiaceae richness  
Channel Pottiaceae richness as a % of Bryophyte 
Channel richness 
Bank Pottiaceae richness
Bank Pottiaceae richness as a % of Bryophyte bank 
richness 
Bryophytes
Bryaceae richness
Bryaceae richness as a % of full site richness
Channel Bryaceae richness
Channel Bryaceae richness as a % of Bryophyte 
Channel richness 
Bank Bryaceae richness
Bank Bryaceae richness as a % of Bryophyte bank 
richness 
Acrocarp richness  
Acrocarp richness as a % of full site Bryophyte 
richness 
Channel Acrocarp richness  
Channel Acrocarp richness as a % of Bryophyte 
Channel richness 
Bank Acrocarp richness  
Bank Acrocarp richness as a % of Bryophyte bank 
richness 
Pluerocarp richness
Channel Pluerocarp richness
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Continued from Appendix A 
Channel Pluerocarp richness as a % of Bryophyte 
channel richness 
Bank Pluerocarp richness
Bank Pluerocarp richness as a % of Bryophyte bank 
richness 
Pluerocarp richness as a % of full site Bryophyte 
richness 
Bryophytes 
Full site Bryophyte Shannon Diversity  
Channel Bryophyte Shannon Diversity  
Bank Bryophyte Shannon Diversity  
Full site Bryophyte evenness
Channel Bryophyte evenness
Bank Bryophyte Shannon evenness
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Appendix B. Metric screening for metrics with > 2/3 zero values and richness 
ranges < 5. 
Screening criteria 
Metric Description Assemblage > 2/3 zero
values 
Richness 
range < 5 
Forficulidae abundance Ground­dwelling arthropods x  
Forficulidae abundance as a % of 
total abundance 
Ground­dwelling arthropods x  
Reduviidae abundance Ground­dwelling arthropods x  
Reduviidae abundance as a % of 
total abundance 
Ground­dwelling arthropods x  
Diptera richness Vegetation­dwelling arthropods x  
Diptera richness as a % of total 
richness 
Vegetation­dwelling arthropods x
Diptera abundance Vegetation­dwelling arthropods x
Diptera richness as a % of total 
abundance 
Vegetation­dwelling arthropods x
Acari abundance Vegetation­dwelling arthropods x  
Acari abundance as a % of total 
abundance 
Vegetation­dwelling arthropods x  
Acari richness Vegetation­dwelling arthropods  x 
Acari richness as a % of total 
richness 
Vegetation­dwelling arthropods x  
Channel Pluerocarp richness as a % 
of Bryophyte channel richness 
Bryophytes x 
Herbivorous Coleoptera richness Ground­dwelling arthropods  x 
"ground hunting" Araneae richness Ground­dwelling arthropods  x 
"other hunter" Araneae richness Ground­dwelling arthropods x
Lycosidae richness Ground­dwelling arthropods x
Formicidae richness Vegetation­dwelling arthropods x
Thysanoptera richness Vegetation­dwelling arthropods x
Acari richness Vegetation­dwelling arthropods  x 
Channel Bryaceae richness as a % of 
Bryophyte Channel richness 
Bryophytes  x 
Channel Pluerocarp richness as a % 
of Bryophyte channel richness 
Bryophytes  x 
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APPENDIX E. Evaluation of Herbst and Silldorff Assessment Criteria.
Appendix E­1. Evaluation of responsive metrics to distinguish between reference and non­reference 
sites using criteria modified from Herbst and Silldorff (2009). BGVar = Background variation measured 
as the coefficient of variation; Signal = Signal from human activity; S:N = Signal­to­noise ratio). * 
indicates all increaser metrics.
Metric Description BGVar BGVar 
Pass/Fail 
Signal Signal 
Pass/Fail 
S:N S:N 
Pass/Fail 
* Ground­dwelling Coleoptera 
abundance as a % of total abundance 
0.87 Fail 0.57 Pass 0.87 Fail 
* Ground­Dwelling fungivore, dead wood 
specialists and generalist detritivore 
Coleoptera richness 1.13 Fail 0.54 Pass 0.77 Fail 
Vegetation­dwelling spider abundance as 
a % of total abundance 
0.50 Fail 1.59 Pass 0.75 Fail 
* Combined abundance of vegetation­ 
dwelling Coleoptera and Formicidae 
abundance 
55.89 Fail 0.03 Pass 0.55 Fail 
* Vegetation­dwelling arthropod 
abundance excluding Araneae, 
Coleoptera, Formicidae and Diptera 1.31 Fail 0.60 Pass 0.50 Fail 
* Vegetation­dwelling Hymenoptera 
abundance 
68.50 Fail 0.02 Pass 0.63 Fail 
* Bryophyte genus­level richness in the 
channel as a % of the total site genus­ 
level richness 
0.81 Fail 0.64 Pass 0.69 Fail 
* Pottiaceae richness in the channel as a 
% of the total site Pottiaceae richness 
1.32 Fail 0.48 Pass 0.83 Fail
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Appendix E­2. Evaluation of the discrimination efficiency of responsive metrics. Percent overlap 
measured as the percent of non­reference metric values exceeding the given quantile of reference metric 
values. For increaser metrics, percent overlap was measured as the percent of non­reference metric 
values below the 90th, 75th and 50th quantiles of reference metric values. * indicates all increaser 
metrics. 
10th Quantile 25th Quantile 50th Quantile 
Metric % Overlap Pass/Fail % Overlap Pass/Fail % Overlap Pass/Fail 
* Ground­dwelling 
Coleoptera 
abundance as a % of 
total abundance 
68.75 Fail 50 Fail 25 Fail 
* Ground­Dwelling 
fungivore, dead 
wood specialists and 
generalist 
detritivore 
Coleoptera richness 
75 Fail 25 Pass 6.25 Pass 
Vegetation­ dwelling 
spider abundance as 
a % of total 
abundance 
56.25 Fail 50 Fail 31.25 Fail 
* Combined 
abundance of 
vegetation­dwelling 
Coleoptera and 
Formicidae 
abundance 
75 Fail 56.25 Fail 31.25 Fail 
*Vegetation­
dwelling "total 
other" abundance 62.5 Fail 56.25 Fail 18.75 Pass 
* Vegetation­ 
dwelling 
Hymenoptera 
abundance 
75 Fail 68.75 Fail 31.25 Fail 
* Bryophyte genus­ 
level richness in the 
channel as a % of 
the total site genus­ 
level richness 68.75 Fail 43.75 Fail 31.25 Fail 
* Pottiaceae 
richness in the 
channel as a % of 
the total site 
Pottiaceae richness 75 Fail 43.75 Fail 0 Pass 
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Appendix G. Evaluation of potential Indicators 
The success or failure of this study relied heavily on the assemblages chosen to be assessed as indicators 
of watershed health during dry phases. To decide which assemblages would have the highest potential to 
be used as indicators for our study, we developed a set of criteria that would maximize the possibility 
that assemblages passing would be useful. Our criteria included: 
High levels of diversity 
Present across ecoregions 
Can persist during extended periods without streamflow 
Can be detected by the implementation of a low cost, dry phase sampling protocol 
Easily identifiable to characterize assemblages into useful metrics 
Can feasibly respond to habitat degradation on a watershed scale while being sampled on a site scale 
Have small home ranges which may better reflect in­stream ecological condition 
Have previously been used as indicators of ecological health 
The first criterion is needed to develop sensitive metrics and potentially functional group metrics. The 
second criterion is important due to the global presence of NPRS systems. Our goal was to develop 
bioassessment tools that would be applicable to various regions regardless of the location of its use. The 
third and fourth criteria are important in a management context. When streams are dry, traditional 
bioassessment tools cannot be used (e.g., benthic macroinvertebrates, fish, diatoms). For a terrestrial 
indicator to be used as a substitute for traditional bioassessment, they must be present when aquatic 
biota are absent (e.g., during dry phases) and should be sampled as easily and as cost effectively to be 
easily incorporated into management programs. The fifth criterion relates to the replicability of results 
and logistical costs of developing metrics. An indicator should be relatively easy to identify by someone 
lacking professional taxonomic expertise by use of morpho­species distinctions or be easily identifiable 
by operational taxonomic units (e.g., spider, ant, beetle). The sixth and seventh criteria are especially 
important in the context of this study and relate to the eighth criterion. We aimed to select indictor 
assemblages that would not only be present during the dry phase but would also be affected by human 
activities within the entire watershed. We used the last criterion to determine the probability that an 
assemblage would respond to disturbance based on their previously studied responses to the same 
disturbance in other systems. We expected that biota that respond to human activity in other habitats 
would respond similarly to the same disturbance in a dry stream. 
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We began by determining which terrestrial assemblages can be found in dry streams. Our list included: 
mammals, reptiles, hyporheic invertebrates, birds, terrestrial arthropods, diatoms, mosses and riparian 
vegetation. Olson and Robinson (2016) previously assessed the possibility of these assemblages being 
used as indicators of dry stream health based on similar criteria and determined that terrestrial 
invertebrates and bryophytes had the highest potential of being used as indicators of dry stream health 
(Table G). 
Table G. Assessment of potential indicators of dry stream health from Olson and Robinson (2016). Y = 
Yes, assemblage met criteria, N = No, assemblage did not meet criteria, ? = conflicting or lack of 
evidence to assess criteria. Diversity and logistics assessed as low (L), medium (M) or high (H). 
Assemblage Comments
Birds Y Y ? N Y Y L­H M Requires ID expertise 
Mammals Y Y N N? N Y L L
Reptiles (lizards) Y Y ? Y N Y L­M M Trapping difficult 
Terrestrial Invertebrates Y Y Y Y Y Y? H L  
Hyporheic Invertebrates Y ? Y Y N Y H? H
Vegetation Y Y ? Y Y ? M­H M Requires ID expertise 
Bryophytes Y Y Y Y Y Y L­M L  
Diatom valves Y ? Y Y Y Y H? L  
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Terrestrial arthropods met all our selection criteria. Arthropods have been sampled in dry streams in 
previous studies and were found to be not only diverse taxonomically, but also abundant during the dry 
phase (Steward et al., 2011, 2018; Wishart, 2000; Corti et al., 2013; Corti and Datry, 2015; Sánchez­ 
Montoya et al., 2016). Arthropods are easily sampled using pitfall traps which are low­cost, low 
maintenance and easy to use. Several other methods of sampling terrestrial arthropods also exist (e.g., 
vegetation beating, sweep netting, sticky traps) providing multiple options for our study. Arthropods are 
also easily identified into operational groups (e.g., spider, beetles, ants) and can also be identified to 
morpho­species level without losing the ability to detect taxonomic richness compared to formal 
taxonomic identifications to species level (Oliver and Beattie, 1993, 1996). Arthropods are sensitive to 
local habitat impairment due to their small size (Gerlach et al., 2013) and have been shown to respond to 
habitat disturbance caused by cattle and feral animal trampling in dry streams in Queensland, Australia 
(Steward et al., 2018). 
Bryophytes also met most of our criteria and have high potential as indicators of dry stream health. Some 
bryophyte species exhibit a high level of desiccation tolerance (Proctor et al., 2007) and can be found 
even during dry phases of normally wetted habitats, including non­perennial streams (Fritz et al., 2009; 
Vieira et al., 2016). Bryophytes are also easily sampled using minimal equipment (e.g., paper envelopes 
for storage, spoon to remove specimens from substrate) and can be done using various methods 
including randomized grid sampling, transect sampling or the recently developed floristic habitat 
sampling method (Newmaster, 2005). Identifying bryophyte specimens can be more challenging than 
terrestrial arthropods, but the use of morpho­species may allow for estimates of diversity without 
professional taxonomic identifications. Bryophytes range between aquatic and terrestrial habitats, and 
some aquatic bryophytes are sensitive to water chemistry (Vanderpoorten and Klein, 1999; Vieira et al., 
2016), including high nitrogen content (Suren, 1996). Human alterations to streams habitats (e.g., 
agriculture, impervious surfaces) can increase erosion and sedimentation in a stream, changing the 
substrate type and stability which can affect aquatic bryophyte abundances (Suren 1996). Bryophytes 
have also been found to be sensitive to other physical and hydrological alterations as well (Vieira et al., 
2012, Ceschin et al., 2012). 
Based on our selection criteria, we determined terrestrial arthropods and bryophytes have the highest 
potential for being used as indicators of stream health during the dry phase. 
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Appendix H. Comparison of Random Forest variable selection methods. 
Introduction 
Random Forest (RF) models are increasingly being used in ecological studies, and recently in 
bioassessment related studies to model biological responses to environmental gradients and to account 
for bias caused by natural variation (Vander Laan and Hawkins, 2014; Mazor et al., 2016). RF is an 
attractive approach for modeling ecological data for several reasons. First, RF models do not have many 
of the assumptions typically associated with other modeling methodologies (e.g., distributions of the 
response or predictor variables, the number of predictors used relative the number of responses). 
Secondly, RF models can handle highly correlated predictor variables (which is common in environmental 
datasets) and are resistant to overfitting (Breiman, 2001). RF models have the additional benefit of 
modeling non­linear relationships (which can be common in biological responses), which are not 
captured by other modeling techniques (e.g., generalized linear models). 
Selecting the appropriate number of model predictors can be an important aspect of modeling ecological 
data using RF. Some of the approaches used include: 1) variable selection techniques that iteratively add 
predictors that enhance model performance while removing those that do not (Hill et al., 2013), 2) no 
are included (Fox et 
al., 2017) and 3) predictors are selected a priori based on their potential importance in explaining the 
response. 
Multiple approaches have been used related to variable selection for RF models but consensus on the 
best method has not yet been reached. However, Fox et al. (2017) found that using a full model with no 
variable selection outperformed reduced models using a backwards elimination approach for variable 
selection. In this study observations of MMI scores at 1365 National Rivers and Stream Assessment sites 
were used, which is a large dataset compared to our 23 reference site observations. We expected that 
the limited observations of our study may affect the applicability of variable selection techniques to our 
data. 
We assessed the performance of RF models using the three approaches used to select model predictors. 
The objectives of these analysis were to: 1) apply the three variable selection methods to real data (n=23) 
and compare RF model performance between methods, 2) use randomized data (n=23) to compare RF 
model performance between methods, and 3) use randomized data to compare RF model performance 
between variable section methods using an increasing number of observations. 
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Methods 
To meet the first objective, we used the study data to assess the performance of RF models using three 
predictor selection approaches: 1) variable selection using the VSURF package and all 100 predictors, 2) 
­1) and 3) a reduced model using 14 
predictors (Table H­2) expected to explain variation within the metric responses. We used our real 
predictor dataset and biological metrics as responses using data from reference sites only (n=23). The 
predictor variables consisted of 100 environmental variables and included: catchment and watershed 
scale measures of climate, topography, geology, hydrology and predicted vegetation cover prior to Euro­ 
American settlement. Our response data included 174 metric responses that included the ground­ 
dwelling arthropod and bryophyte metrics. 
We used the VSURF package (Genuer et al., 2015) in R (R core team, 2013) to select predictor variables to 
use in RF models. VSURF uses two methods to select predictor variables to be used in RF models. The 
predictor variables with less redundancy. For both methods, the importance of each predictor variable is 
ranked and only those exceeding an importance threshold are kept. The interpret method calculates OOB 
error rates for RF models by starting with a model with only the most important predictor, and 
sequentially adding the next most important predictor. The model with the lowest OOB error rate is used 
as the best preforming model. The predict method is like the interpret method in the sense that is adds 
predictors in the order of their importance. However, the predict method only adds predictors to the 
model if the overall decrease in model error once the predictor is added passes a given threshold (similar 
to methods used by Hill et al., 2013). While VSURF offers two methods within the package for variable 
selection, we will consider the results of both methods together to assess model performance using the 
variable selection approach. 
To meet the second objective, we created randomized datasets that with the same number of predictors, 
responses and observations as our study data. We used the sample function in R to select numbers 
between 1 and 100 with replacement to generate random numbers. To assess the variable selection 
method, we again used VSURF and both the interpret and predict functions to select the best performing 
predictors out of 100 randomly generated predictors to predict 174 randomly generated responses to 
assess overall model performance. 
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To assess model performance under the full model method, we used 100 randomly generated predictors 
and 174 randomly generated responses and did not perform variable selection. To assess the reduced 
model performance using randomized data, 174 randomized responses were modeled using 14 randomly 
generated predictors. 
To meet the third objective, we replicated the steps described in meeting the second objective but 
modeled the random data with an increasing number of observations (n = 23, 40, 60, 80, 100, 150, 
200,250, 300, 350, 400, 450). 
For all three objectives, we assessed model performance by comparing the percent of the variation within 
the response variable explained by the predictors. We will consider models with the greatest percent 
response variation explained to be the best performing model. 
Results 
Assessment using real data
The variable selection method using both predict and interpret using the VSURF package had the best 
performing RF models (table H­3). Based on our criteria for adjusting metric values when the percent of 
metric variation explained by natural gradients is > 10%, we would have adjusted 89% of the 174 metrics 
using the variable selection method compared to 13% and 8% of the 174 metrics using the full model and 
reduced model approaches, respectively. 
Table H­3. Summary of RF model performance using three predictor selection methods and real data (n = 
23). Var = % of response variable variation explained by the 100 predictors, P = number of predictors. 
  Var  P     
Method min max min max % models Var 
> 10
% models 
Var < 0 
VSURF interpret ­27% 78% 1 20 89% 5%
VSURF predict ­23% 83% 1 10 89% 3% 
Full model ­57% 30% 100  13% 72% 
Reduced model ­54% 43% 14  8% 72% 
VSURF 
The interpret and prediction method explained a large range of variation in the 174 response variables. 
The number of predictor variables selected in the optimal models using the interpret method ranged 
between 1 and 20 predictors and the number of predictor variables selected using the predict method 
ranged between 1 and 10. The interpret method had a higher range of predictor variables in the best 
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performing model than the predict method due to interpret retaining redundant variables, while predict 
removes them. For both methods in VSURF, 89% of 174 models explained greater than 10% of the metric 
variation, which was the threshold we used to adjust metric responses. The interpret and predict 
methods were not able to explain any variation in the response variable for 5% and 3% of the 174 
responses, respectively 
Full Model 
The full models using 100 environmental predictor variables explained between ­57% and 30% of the 
variation in metric responses. Out of the total 174 models, only 22 of the models (13%) explained greater 
than 10% of the variation in the response variable, much less than that of the VSURF variable selection 
results. Additionally, 72% of all the models were not able to explain any variation within the metric 
responses. 
Reduced Model 
The reduced models explained between ­54% and 43% of the variation in metric responses. Out of the 
total 174 models, only 14 of the models (8%) explained greater than 10% of the variation in the response 
variable. Similar to the full model method, 72% of the 174 models did not explain any variation within the 
metric response. 
Assessment using randomly generated data 
The variable selection method (both VSURF interpret and predict) spuriously explained a high percentage 
of variation in the response compared to the full model and reduced model approaches (table H­4). 
VSURF 
The interpret and prediction method both explained greater than 10% of the metric variation for all 174 
of the randomly generated responses. The number of predictor variables selected in the optimal models 
using the interpret method ranged between 1 and 11 predictors and the number of predictor variables 
selected using the predict method ranged between 1 and 7.
Full Model 
The 100 randomized predictor variables using the full model approach explained between a range of ­ 
42% and 21% of the variation in the 174 randomized response variables. Out of the total 174 models, only 
10 of the models (6%) explained greater than 10% of the variation in the response variable, and 83% of 
the models explained no variation at all. 
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Reduced Model 
The randomized predictor variables using the reduced model approach explained between a range of ­ 
58% and 28% of the variation in the 174 randomized response variables. Out of the total 174 models, only 
14 of the models (8%) explained greater than 10% of the variation in the response variable, and 83% 
explained no variation at all. 
Table H­4. RF model performance using randomly generated data and three predictor selection methods. 
Var = % of response variable variation explained by the 100 predictors, P = number of predictors. 
  Var  P     
Method min max min max 
% models Var 
> 10% 
% 
models 
 V
ar < 0  
VSURF interpret 16% 72% 1 11 100% 0% 
VSURF predict 13% 72% 1 7 100% 0% 
Full model ­42% 21% 100  6% 83% 
Reduced model ­58% 28% 14  8% 83% 
Assessing sample size constraints 
Compared to the full model and reduced model approaches, only the VSURF variable selection method 
was affected by increased sample sizes, which decreased model performance with higher observations. 
VSURF 
Both interpret and predict methods in the VSURF package had a general trend of lower percent variation 
explained as the number of observations increased (table H­5). For both methods, greater than 10% of 
the randomly generated response variable was explained until the number of observations reached 300. 
With 23 observations, the percent variation explained was 42% and 39% for the predict and interpret 
VSURF methods, respectively. 
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Table H­5. RF model results using VSURF as a variable selection method with an increasing number of 
observations using 100 randomly generated predictors and a single randomly generated response. 
P = number of predictors in the best preforming RF model, Var = % of response variable variation 
explained by the 100 predictors. 
VSURF predict VSURF interpret
n P Var P Var 
23 3 42% 5 39% 
40 4 53% 4 30% 
60 5 24% 7 35% 
80 6 25% 9 19% 
100 6 23% 4 21% 
150 7 23% 10 21% 
200 10 15% 10 18% 
250 5 15% 10 15% 
300 9 10% 10 10% 
350 7 4% 10 3% 
400 8 11% 14 8%
450 7 7% 12 6%
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Full Model & Reduced Model
Neither the full model or the reduced model showed any trend of decreasing model performance as 
the sample size was increased (table H­6). Only two of the models with sample sizes of n=100 and 
n=150 explained any variation in the randomly generated response variable with 100 and 14 
predictors, respectively. All other models were unable to explain any of the variation in the response 
variable at any sample size assessed. 
Table H­6. Results of RF models with one randomly generated response and either 100 or 14 
randomly generated predictor variables. P = number of predictors in the best preforming RF model, 
Var = % of response variable variation explained by either 100 or 14 randomly generated predictor 
variables 
 Var  
n P = 100 P = 14
23 ­16% ­22% 
40 ­7% ­4%
60 ­4% ­19% 
80 0% ­9%
100 3% ­11%
150 ­10% 2%
200 ­4% ­1%
250 ­4% ­9%
300 ­3% ­2%
350 ­2% ­3%
400 ­4% ­9%
450 ­5% ­3%
Discussion 
VSURF 
The VSURF variable selection package out performed both the full model and reduced model 
approaches in all three of our scenarios (i.e., real data, randomly generated data, increasing 
observations). However, while VSURF was able to find combinations of our real predictor data to 
explain variation in metric responses, it performed even better when given randomly generated 
datasets. Out of the 100 randomly generated predictors, a small number of them were likely 
correlated with the response simply by chance, and the VSURF algorithm was able to select those 
predictors to include in the best performing model. We suspect the high number of possible predictors 
to use (P=100), led to the RF algorithm finding spurious correlations within the data at a low sample 
size. 
When given more data by increasing the number of observations, the best performing RF models 
produced by VSURF began to lose their ability to explain the variation in the randomly generated 
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response variables. Random forest uses multiple (e.g., 500) bootstrap samples, which are 
approximately 63% of the original dataset, to fit a classification tree to each bootstrap sample (Cutler 
et al., 2007). As the sample size of the dataset increases, RF is able to use more data for each 
bootstrap sample, which may enhance its ability to distinguish real correlations and spurious 
correlations within a smaller dataset. It is also important to note that while RF model performance 
decreased as the observations increased using VSURF, the number of predictors in the best performing 
models also had a general positive trend. This may be due to VSURF needing to use more predictors 
with less predictive power to explain the most variation in the response. 
Full Model 
The full model method was able to explain much less variation than the variable selection approach, 
using both real data and randomly generated data. Compared to the variable selection approach that 
explained > 10% of the response variation for all 174 randomly generated responses, the full model only 
explained the same amount of variation for 6% of all the randomly generated responses. This difference 
may be attributed to the full model including some predictors that are spuriously correlated with the 
response but contains mainly predictors with no predictive power, while VSURF will produce models 
containing only those predictors with explanatory power. 
The full model and the reduced model performed similarly using both real and randomly generated 
data. The full model had a lower maximum percent variation explained than the reduced model (30% 
and 43%, respectively), but had a greater number of models that would have been adjusted based on 
our 10% threshold for natural variation than the reduced model (13% and 8%, respectively). The full 
model was unable to explain any variation in the response variable when using randomly generated data 
for a high percentage of the total models (83%), indicating that the full model approach may be well 
suited to distinguish between real and spurious correlations between predictors and responses 
Reduced model 
Similar to the full model, the reduced model explained much less variation than the VSURF approach 
when using both real and random data. The reduced models had a higher maximum variation explained 
than the full model using real data, which may be attributed to the full model variation explained being 
down weighted by many useless predictors. While the reduced model still had a higher maximum 
percent variation explained than the full model using randomly generated data, the difference between 
the maximum values for the best performing models using both methods was not as large. Again, the 
reduced model results were similar to the full model when using randomly generated data and was not 
able to explain any variation in the response variable for a high percentage of all models (83%). 
Conclusion
Multiple approaches for predictor variable selection exist for RF modeling including: 1) variable selection 
techniques that iteratively add or remove predictors based on model performance, 2) using full models 
that include all potential predictor variables and 3) using predictors selected priori based on their 
potential importance in explaining the response. We found that using the VSURF package to build the 
best performing model using a forward variable selection approach was the least applicable for our 
purposes. The VSURF package using both the interpret and predict functions explained high percentages 
of variation in the responses even when randomly generated data was use. We have shown that VSURF 
may not be able to distinguish between true correlations and spurious correlations when using many 
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predictors and a small sample size. Given the low number of observations available to model natural 
variation and a high number of potential predictors for our study, variable selection using the VSURF 
package is not the appropriate modeling approach.
The full model method or reduced model method are most appropriate for our study given our data 
limitations. We have shown that both methods produce relatively similar results when modeling real 
data and when given randomly generated data. The percent variation explained in a response variable 
explained by predictors in RF models commonly fluctuate within a range of 2­3 percentage points each 
time a RF model is run. Therefore, our results showing the percentage of models explaining greater 
than 10% metric variation between the full models and the reduced models may be even more similar 
than what we have shown in our analyses. 
Based on our analyses and our evidence shown that full models and reduced models are generally 
similar in their ability to model data with small sample sizes and many predictors, we have decided 
that the reduced model approach is the most applicable and sensible method of modeling our data for 
this study. Reduced models have the benefit of being more parsimonious than a model including 100 
predictor variables and may provide additional insight into individual environmental drivers of metric 
responses. 
