In many learning tasks, one observes an input o ∈ O and wants to predict a class label x ∈ U, where the set U of valid possible labels can be exponentially large (in the size of o). In this setting normal multiclass classification techniques fail, because most such techniques can't predict a label that has never been seen in the training data and often learn a per-label set of parameters. To generalize multiclass classification to this exponential-sized setting, then, one must assume that the set of labels is somehow structured, and exploit this structure to make learning and classification possible.
In many learning tasks, one observes an input o ∈ O and wants to predict a class label x ∈ U, where the set U of valid possible labels can be exponentially large (in the size of o). In this setting normal multiclass classification techniques fail, because most such techniques can't predict a label that has never been seen in the training data and often learn a per-label set of parameters. To generalize multiclass classification to this exponential-sized setting, then, one must assume that the set of labels is somehow structured, and exploit this structure to make learning and classification possible.
Structured prediction problems often occur in natural language processing and computer vision, as in these fields it is often convenient to frame a prediction problem as aggregating, from local information, a globally consistent picture of what the labels should look like.
For example, in part-of-speech tagging, a natural language processing system receives a sentence and has to output an assignment of a part of speech for each word token in it. While it is possible to model this problem as independent classification of each word token, with its label being its part-of-speech, the parts of speech of the tokens surrounding a token contain very relevant information, which can help disambiguate unseen or ambiguous word types. For example, if an unseen word type is between words tagged as adjective and verb it is fair to assume it is a noun, while if it is between a noun and a verb it is fair to assume it is an adjective. Indeed, one of the earliest successful part-of-speech tagging systems, described in Klein and Simmons [12] , used such rules to tag unknown words without requiring a dictionary.
There are many different approaches to solving structured prediction problems, but most can be classified by their position in two roughly orthogonal axes: whether search for an output is performed incrementally or exactly, and whether the parameters are estimated to directly optimize structured accuracy. If the parameters are not directly optimized for accuracy they can be maximizing generative log-likelihood, or accuracy of a local classifier which is then applied repeatedly. Models with exact search generally have a higher accuracy than models with approximate search, at the expense of speed, and likewise models with direct optimization tend to generalize better to unseen examples.
On the incremental search with direct training corner we have algorithms such as Searn [7] or Dagger [23] , which treat structured prediction as a reinforce- ment learning problem, in which the predictor makes a sequence of decisions, each pruning the search space, until one single output is left, which is its prediction. Training is done by reducing the problem to classification and carefully ensuring that the classifier's distribution over training examples is close to the distribution over test examples that will be induced by the search process.
On the incremental search with indirect training corner we have transitionbased dependency parsers (such as the MALT parser [21] ), and the ClearNLP tagger [3] , which perform search at test time using a classifier that was trained to predict how to make correct local decisions at test time assuming that the decisions it has made so far were correct. Bridging the gap between direct and indirect training we have approaches such as bootstrap [2] or dynamic oracles [11] , which can be used to train a Dagger-style model. Another family of approaches that perform approximate search with somewhat direct training is the neural network approaches to structured prediction. The Senna system [6] jointly learns the parameters of a neural network for many prediction tasks, and searches incrementally at test time for the best output. Recursive neural networks [25] learn a composition operator to minimize reconstruction error of phrases, and then use this operator with incremental search to parse sentences.
With exact search and indirect training there are, for example, generative models such as the Collins parser [5] or the Berkeley parser [22] , though in practice these parsers use inexact search at test time for speed reasons.
Finally, in this thesis we will mostly concern ourselves with models in the corner where search is performed exactly and training is done to directly optimize test-time accuracy. Examples of this are conditional random field models for part-of-speech tagging [14] and maximum spanning tree parsers [18, 17] . While there are many families of approaches in this corner, in this thesis we'll concern ourselves mostly with structured linear models.
Structured linear models
Structured linear models [14, 28, 26, 4] are a very popular class of algorithms for structured prediction. The idea unifying structured linear models is to represent each valid label as a binary vector x, each dimension of which represents whether a specific "part" is present or absent in that label. The score of each label is expressed as a dot product w, x , and hence it is linear in the parts. Finally, and this is where the structure comes from, not all binary vectors are valid, and the set of valid vectors is denoted as U.
There are many classes of structured linear models, and perhaps the most popular of these is graphical models, which will be described in more detail in section 2. A graphical model describes a probability distribution over a given set of random variables by defining "factors", each of which assigns a score to a setting of its neighboring random variables. Each such setting, then, defines a part. The valid settings of the parts vector x in a graphical model are those where different factors agree about the values of the variables which they both touch.
The main motivation for structured linear models is structured prediction. While in multiclass classification the size of the set of possible labelings is small, in structured prediction it is often exponentially-sized as a function of the observation. Then naively solving the prediction problem
by enumerating all possible outputs is intractable, and one has to restrict oneself to sets where this maximization can be performed efficiently. Similarly, learning one independent score for each possible label is intractable, as most labels will never be seen in the training data. By decoupling the scoring of a label into the scoring of its parts, which will hopefully be seen in the training data, and structuring the parts such that finding the best possible label can be done efficiently, structured linear models exploit the structure in the parts to effectively learn predictors for structured prediction problems. Structured linear models can easily be adapted to handle the case where the set of possible labellings itself varies across different training examples, as long as differently-sized labels share parts. In dependency parsing, for example, a labeling is an assignment of parents to each token in a sentence, so sentences with different sizes will have different sets of possible labelings. Because of the local properties of structured linear models, which can, for example, decompose the score of a parse tree as a sum of the scores of each edge in it, it is still possible to learn and predict using such models.
A general representation of a structured linear model, then, is a function of an observation o, as f (o) = (w, U), which specifies the set of parts (and their scores) for this observation as well as the set of valid labelings. Commonly the score of a part is expressed as a dot product between some features of the observation and a learned parameter vector θ, as in
and we'll alternate between these notations as convenient.
MAP and Marginal Inference
Structured linear models are used for prediction and for defining probability distributions. Intuitively, a structured linear model is a redundant representation of the possible labels of an observation o, and a way to score each label. If all possible binary vectors were in the set U then intuitively each part with a positive score would be active when predicting and each part with a negative score wouldn't. The constraints in U then help incorporate redundant scores of different parts into one cohesive labeling of an observation. There are then two natural problems with structured linear models. Computing the best valid labeling, or MAP inference, and computing the expected labeling, or marginal inference.
For both problems, a key quantity involved is the log partition function,
where t is a positive real number referred to as the temperature. When omitted, assume that t = 1. Note that the limit of the log partition function as the temperature goes to zero is the maximum possible score of any label x,
This means that a subgradient of the partition function at zero temperature is a vector f (o, x * ) with maximum compatibility. Using the chain rule one can see that for t = 1 the gradient of the partition function is
which can be written as an the expectation of the feature vector f (o, x),
in which the probability of each configuration is proportional to the exponential of its compatibility,
In this thesis we define the problem of computing log Z 0,o (θ) and one of its subgradients as MAP inference and the problem of computing log Z 1,x (θ) and one such gradient as marginal inference. A way of conceptualizing MAP and marginal inference is that MAP inference finds an x * which is a mode of the distribution P θ (x|o) while marginal inference finds the mean E[x] of that distribution.
The acronym MAP stands for maximum a-posteriori. This is so because historically in structured linear models in which θ T f (o, x) is defined as log P (o|x)+ log P (x), which is the logarithm of the product between a prior distribution over structures x and a likelihood function of observations o given a structure. MAP inference then computes a maximum a-posteriori structure x according to this prior and likelihood. Models with this factorization in their parameters are called generative models, because they can be interpreted as describing a process in which the variables x and o are generated by a stochastic process.
Estimating the parameters of structured linear models
While a structured linear model coupled with either MAP or marginal inference is a recipe for going from an observation o to a high-scoring label x given a parameter vector θ, by scoring each part according to equation (1), it is not obvious a priori what would be a good value for θ.
In the standard learning setting, one is given training data, a set of samples (o i , x i ) ∼ D from some data distribution D and one wants to estimate a parameter vector θ such that when given new test data o j also sampled from D the structured linear model will return the appropriate x j .
There are many forms of parameter estimation in structured linear models. Since marginal inference defines a likelihood function P w (x|o) it is natural to maximize the likelihood of the true labels when estimating the parameters [14] . Similarly, since MAP inference can be seen as returning the vector x * which lies closest to a given corner of instance space, it is possible to define a reasonable notion of a margin between correct and incorrect answers and generalize the perceptron [4] and support vector machine [28] algorithms to apply to structured linear models. All these algorithms can be seen as optimizing some regularized convex loss functions of the given (o i , x i ) pairs.
Regularized optimization problems look like
for some norm-like function · , which is usually either the 2-norm squared θ 2 2 or the 1-norm θ 1 , where the latter is preferred when one desires sparsity, due to its property of producing minimizers θ * which have most coordinates identically set to zero [27] . There are known results in learning theory that state that solutions to such regularized optimization problems should generalize to unseen examples [29, 20, 16] .
A simple loss function is known as the negative log-likelihood of the true output variables x * given the observed input o and the current parameters, and is defined as
Note that the gradient of this loss with respect to θ is just the difference between observed and expected features f under the model,
and a subgradient for the zero-temperature case is the difference between one maximizing feature vector and the feature vector of the true label,
Using stochastic gradient descent using the above gradient is the structured perceptron algorithm [4] . Note that at the unregularized optimum of the above-specified loss functions the sum of the gradients of all training examples is zero. This means that, for each feature, the model will predict that it occurrs in the same fraction of parts as it occurrs in the true data. Hence structured linear models make feature engineering easy: if one can find features which are consistently overrepresented or under-represented in the parts output by a model, adding them to the optimization problem is expected to fix this bias, leading to the common process where an engineer looks at the mispredictions of a model, hypothesizes features which correlate with the errors, and adds them to the model.
Both the above loss function gradients say that essentially the same loss is incurred whenever a wrong x is predicted instead of x * . This assumption, however, might be too restrictive and unrealistic; in part-of-speech tagging, for example, a wrong output that is incorrect in just a single token is better than a wrong output that is incorrect on all tokens. If you can define the loss of predicting x when x * is the ground truth as a linear function w
, then you can define the structured SVM loss [28] svm (o, x * , θ) = max
A subgradient of this loss function then is just the difference between one maximizing feature vector and the ground truth feature vector,
While it is possible to define an equivalent marginal version of the structured SVM loss [10] as the difference between log Z 1,x (θ + w x * ) and the score of the true label, it hasn't been frequently used in practice. An attractive property of the structured SVM loss is that upper bounds the loss w T x * f (o, x) for all training examples x i , so it is possible to transform optimization guarantees into the generalization guarantees for w on test data.
We will consider two different loss functions w x * in this thesis. One, the 0/1 loss, is defined such that
While this in general does not decompose over the representation of parts implied by the structured linear model at hand, and hence loss-augmented inference can be hard, its gradient can still be computed if one can find the second-best solution to the MAP inference problem. Another common loss is the Hamming loss, which is defined as
Hence it counts the number of parts on which x and x * differ. Finally, there is also the SampleRank [31] loss function, which for every two valid configurations x and x such that some downstream objective assigns a higher score to x than to x , penalizes the model by an amount of margin violation between x and x ,
Pairs of x, x configurations are commonly found by stochastic random search of settings that are somewhat close to a ground truth setting, and it is possible to give some guarantees of convergence for this algorithm, as it strictly generalizes the structured SVM loss.
Graphical models
Graphical models are perhaps the most commonly used structured linear models. Here we'll restrict our presentation to discrete Markov random fields and conditional random fields from the perspective of factor graphs. We will ignore considerations of conditional independence, d-separation, Bayesian networks, and others that were foundational in studies of graphical models, and for a more complete picture we refer the reader to Koller and Friedman [13] or Wainwright and Jordan [30] . A graphical model is a structured linear model defined by two elements: a set of variables and a set of factors. Each output x is a set of assignments to the variables and each factor defines a set of parts, one for each possible setting of its neighboring variables. In a linear-chain model for part-of-speech tagging [14] , for example, each variable is a set of part-of-speech assignments to each observed word token i. A factor is defined neighboring each individual token's label, and also each pair of adjacent labels in a sentence. These factors' feature vectors then can compute counts of the form "'part-of-speech p occurred attached to a word token of type w", or "tokens i and i + 1 had parts-of-speech p and p assigned to them".
Since each factor depends only on a subset of the output variables it is possible to draw a bipartite graph in which variables and factors are nodes and there is an edge between a variable and a factor if that factor depends on the value of that variable. Note that it's always possible to represent two factors that touch the same variables as a single factor without loss of generality. This graph is called a factor graph, and figure 2 shows an example of a factor graph.
A graphical model whose factors touch at most two variables is said to be pairwise, and when talking about pairwise graphical models we'll refer to factors as edges, as each factor will connect two variables in the factor graph.
We can write the score of a setting x of the variables in a pairwise graphical model, then, as
where the first sum is over all pairs of variables i, j which are connected by one factor, the second sum is over all values X i , X j which the variables i and j can take, w ij (X i , X j ) is the score of the part corresponding to the factor between variables i and j when they are set to X i and X j , and likewise µ i (X i ) and w i (X i ) represent the factors that touch only variable i. So one can write the MAP score of this graphical model as
Algorithm 1 The MAP variable elimination algorithm.
for Variable x i in topological order do 3: for Value X p which parent x p can take do 4:
MAP inference in acyclic pairwise factor graphs
The key property of graphical models is that if the factor graph is acyclic there are polynomial-time dynamic programming algorithms for MAP and marginal inference, which work by what is called variable elimination. Variable elimination is a process which, when applied to an acyclic factor graph, returns a factor graph with one variable removed with the property that its log Z t,o (w) is unchanged. We'll present here the variable elimination algorithm for MAP inference (that is, when t = 0), but the algorithm for marginal inference is the same, with basic operations taken from a different ring [1] . We'll assume that the factor graph is connected and that all factors touch at most two variables, though it is easy to generalize this procedure for when these conditions do not apply.
Let i be the index of a variable that has only one other neighboring variable (let's call it j ), then we can write the MAP score as
and then analytically "maximize out" the variable i by folding its potentials into the local potentials of its neighboring variable j . That is, define
and w i (X i ) = w i (X i ) otherwise. Let's refer to the right-hand part of the above equation as α i j (X j ). We can then say that
where Z is computed over a model without variable i . It is easy to see that iterating this procedure will eliminate all variables, leaving us with the MAP score of the model. Algorithm 1 shows how this procedure defines a dynamic programming algorithm.
Algorithm 2
The variable elimination algorithm for computing max-marginals.
for Variable x i in reverse topological order do 6: for Child x c do 7: for Value X c which x c can take do 8:
This algorithm is referred to as a message-passing algorithm because it can be represented by each variable in the graph sending a message to its parent variable containing the best possible score, for each setting of the parent variable, of the subtree of which the variable is the root.
Variable elimination can also be used to get max-marginals. Just note that a byproduct of the variable elimination messages is the max-marginals of the "root" node. Because the graph is acyclic at a cost identical to the cost of eliminating all variables it is possible to compute what would the variable elimination algorithm look like assuming each variable was the "root", by continuing the variable elimination process eliminating all variables on "the other side". This can be done by defining two types of messages: up messages, which go from leaves to the root, and down messages, which go from the root to the leaf. The up messages are those from normal variable elimination, while the down messages sent by a parent variable to each child variable are the sum of its parent's down message plus its score plus the up messages of the siblings of that variable. Algorithm 2 shows the variable elimination algorithm for computing max-marginals, where the up messages to variable x i are denoted as α i (X i ) and the down messages from variable x i to child variable x c are denoted as β c i (X c ). The max-marginals of a variable x i then are the sum of the up message of its children with the down message of its parent,
MAP inference in general discrete graphical models
In the general case MAP inference for graphical models is known to be N Pcomplete [13] . For discrete pairwise models, the MAP inference problem can be naturally written as the following integer linear program, max.
i,j∈E Xi,Xj
in which the local potentials w i (Y i ) have been arbitrarily folded into the pairwise potentials for notational convenience. Each binary variable in the above ILP represents whether each part in the structured linear model is active in the solution, and it is easy to see that the above mentioned constraints are sufficient to specify exactly the set of vectors which can be obtained from valid settings of the variables in the graphical model.
Bayesian networks and continuous graphical models
Most of the presentation of graphical models so far has been nonstandard, in that it covers mostly Markov random fields from the perspective of factor graphs, and with discrete variables only. Another form of graphical model is the Bayesian network, which is a Markov random field in which each variable has a "parent factor", and the scores the parent factor assigns to each value of the variable, when exponentiated, have to sum to one. When using Bayesian networks, however, commonly the observations o are also represented as variables being part of the same network, and MAP or marginal inference is done only varying the variables in the label x. As Bayesian networks can be represented with factor graphs we don't need to describe learning differently, except by mentioning that when using generative bayesian networks it is often possible to estimate the parameters θ by estimating the frequencies of substructures in the data. Many models in the literature have latent variables z, which are variables in the model which are neither a part of the observation o nor of the predicted label x. A latent-variable structured linear model assigns scores by computing the dot product θ T f (o, x, z). Since one is interested in predicting x from o, the latent variables need to be dealt with somehow, either by summing over all their possible values or by choosing their values which maximize the score of x. Learning in these models is nonconvex, as is the loss functions we discussed all become the difference between two nonlinear convex functions, and there are many approaches to do so in the literature. We refer the reader to Koller and Friedman [13] for a discussion of graphical models with latent variables, and inference and learning in those settings.
Finally, many graphical models in the literature have continuous variables x i instead of the discrete variables we've restricted ourselves to considering so far. We note that as long as the factors are parametrized as the logarithm of distributions from the exponential family then the model is still a structured linear model, as the natural parametrization is linear, and most of the arguments we make here can be generalized by replacing sums with integrals and taking proper care to ensure measurability of the underlying distributions.
Hypergraph models
While graphical models can be very intuitive to reason about, efficient inference is only possible in special cases with very restricted structure. This means that when a structured linear model has global constraints-like projectivity in dependency parsing-it can be impossible or very difficult to represent efficiently as a graphical model. In this section we will look at a specific generalization of acyclic factor graphs called hypergraph models, grammars, or weighted logic programs [19, 24] .
A hypergraph model is a directed hypergraph [9] with scores on the hyperedges. It is represented by a tuple (N, S, t, E), in which N is a set of nodes, S ⊂ N is a set of nodes named as sources, t ∈ N is the target node, and E is a set of hyperedge, in which each edge e ∈ E is a tuple (I e , o e , w e ), where I e ⊂ N is the set of input nodes of hyperedge e, o e is its output node, and w e is its score. All these sets are finite.
When viewed as a structured linear model, the parts in a hypergraph model are the edges which are active in any given hyperpath. An output label x is a set of hyperedges which forms a valid path, in that the target node is the output node of one hyperedge in the set and for each hyperedge in the set each of its input nodes is either a source node or the output node of exactly one other hyperedge in the set. Similarly to directed graphs, then, an ordering of a set of hyperedges is said to be a topological sort if for any node n all hyperedges with n as output appear before any hyperedge with n as input. If there is a topological sort for a set of hyperedges then the hypergraph is said to be acyclic.
A hypergraph generalizes a directed graph by letting each edge have more than one input. Most concepts carry over from graphs to hypergraphs.
It is easy to see that an acyclic graphical model can be represented as a hypergraph model: create a node for each (variable,value) pair, pick a "root" variable , create score 0 hyperedges connecting all its values to a target node, label all nodes corresponding to values of degree-one variables as sources, and create a hyperedge for each setting of a pairwise factor with the appropriate score. It is also easy to see that many dynamic programming algorithms can be said to represent a hypergraph model: each dynamic programming cell is a node in the hypergraph, and for each dynamic programming hyperedge that says that the value of each cell has to be greater or equal to the sum of the values in other cells plus a constant becomes a hyperedge in the hypergraph, and the property of recursive substructures is just stating that the hypergraph is acyclic. Finally, context-free grammars in Chomsky normal form are easily seen to be hypergraph models, by defining a node for each contiguous span of characters in a sentence and each nonterminal in the grammar, and creating hyperedges for all grammar productions.
The main reason why hypergraph models generalize graphical models for which inference is efficient is that paths in the hypergraph support a richer notion of mutual exclusivity than variables in graphical models. In a graphical model the one restriction on the set of possible assignments is that each variable can take only one value. In general hypergraphs, however, the restriction is that flow is conserved along nodes, which allows for non-local mutual exclusion constraints. For example, a parsing hypergraph can be seen as a binary graphical model with one variable per span of consecutive word tokens in a sentence, whose value is one if that span is a constituent and zero otherwise. To represent the consistency constraints in a graphical model would require factors connecting all variables representing overlapping spans to enforce nestedness, which would make inference by variable elimination intractable. In a hypergraph model, however, by properly adjusting the edges it is easy to ensure that spans are nested.
The most useful property about hypergraph models is that while MAP inference and marginal inference are easily formulated in them, and solvable with dynamic programming algorithms, they have more expressive power than acyclic graphical models. For example, the Eisner algorithm [8, 17] is a way of encoding first-order projective dependency parsing in a hypergraph model, which would not be possible with an acyclic graphical model (though note that each hypergraph model is trivially a graphical model with one variable per hyperedge and one factor touching all such variables that ensures they form a valid path).
MAP inference in hypergraph models
A set of hyperedges P is said to form a hyperpath if the following conditions hold for any any edge e ∈ P , 1. for all input nodes i ∈ I e , either i ∈ S or there is an edge e ∈ P such that o e = i; and 2. its output o e is either the target t or there is another edge e ∈ P such that o e ∈ I e .
Equivalently, these constraints can be framed in terms of the nodes in the hypergraph as follows. For each node n in the hypergraph which is not a source or target, the size of the set of edges leaving the node is identical to the size of the set of edges entering the node. Exactly one node enters the target node, and the source nodes are unconstrained.
The key property of hypergraph paths is that finding the maximum-scoring path can be cast as the following LP, with one indicator variable x e for each Algorithm 3 The algorithm for MAP in a hypergraph. Initialize V s = 0 for source s, V n = −∞ otherwise 3: for Hyperedge e in topological order do
4:
V oe ← max V o,e , w e + n ∈Ie V n 5:
return V hyperedge e:
max. 
It is easy to see that if the hypergraph is acyclic there is an order over the variables V n such that if n comes after n then the value of V n is not used, directly or indirectly, in computing the value of V n , and hence this LP can be solved with dual coordinate ascent, which in this case is identical to dynamic programming. The time complexity of this algorithm is O(|E|) and the space complexity is O(|N |). Algorithm 3 shows the dynamic programming algorithm in pseudocode.
This algorithm can be adapted for marginal inference by replacing all sums with products and all maximizations with sums, and returning the logarithm of T instead of T .
To compute max marginals, a simple extension of algorithm 3 can be used. It is commonly referred to as the inside-outside algorithm [15] , originally proposed as a way of performing the E step in the EM algorithm for context-free grammar parsing. It works by keeping an auxiliary table, O n such that V n + O n is the score of the best path that includes node n. Algorithm 4 shows the insideoutside algorithm. It works by, after running algorithm 3, iterating over the edges in the reverse order while ensuring that, for each node n, for each edge e such that n ∈ I e , the outside score of n is bigger than the sum of the inside Algorithm 4 The inside-outside algorithm for max-marginals in a hypergraph. Initialize O t = 0 for the target t, O n = −∞ otherwise 4: for Hyperedge e in reverse topological order do 5: for n ∈ I e do 6: O n ← max O n , O oe + w e + n ∈Ie,n =n V n 7:
return O, V scores of its neighboring inputs plus the outside score of the target, or O n = max e:n∈Ie
This algorithm, algorithm 4, is equivalent to the max-marginal algorithm for graphical models, and it can be seen as efficiently considering all possible "rotations" of each edge in the hypergraph. Its complexity is O(Ed 2 ), where E is the number of edges in the hypergraph and d is the maximum degree of an edge.
