Abstract. The method of product integration is used to obtain solutions to the time dependent Banach space differential equation u'(t) = A(t)(u(t)), iäO, where A is a function from [0, oo) to the set of nonlinear operators from the Banach space X to itself and « is a function from [0, oo) to X. The main requirements placed on A are that A is m-dissipative and product stable on its domain. Applications are given to a linear partial differential equation, to nonlinear dissipative operators in Hubert space, and to continuous, m-dissipative. everywhere defined operators in Banach spaces.
1. Introduction. We consider the existence problem for the time dependent nonlinear evolution equation (1.1.) u'(t) = A(t)(u(t)), t ^ 0, where A is a mapping from [0, oo) to the set of (possibly nonlinear) operators on the Banach space Zand « is a function from [0, oo) to X. The linear equation (1.1) has been treated by T. Kato [10] , K. Yosida [20] , I. Goldstein [8] as well as many others. More recently such authors as T. Kato [11] , J. Dorroh [7] , and R. Martin [13] have considered the nonlinear equation (1.1). Previous authors have usually required a continuity condition on A(t) as a function in t. The main objective of this paper is to treat the existence problem for (1.1) in cases for which such continuity conditions do not hold. We consider (1.1) in the form u'(t) = F'(t)A(t)u(t) where Pis an absolutely continuous function from [0, oo) to the Banach algebra of bounded linear operators on X. The method used to construct solutions is product integration. In §2 definitions are stated, in §3 the main theorems are proved, and in §4 examples and applications are given. p, q e domain A then the following hold : ( 
2.1) \](i-(F(t)-F(s))A)p^(I-(F(t)-F(s))A)q\\ ä \\p-q\\, (2.2) range (/-(F(t) -F(s))A) = X. Note that (2.1) and (2.2) imply that for 0fis<t, (I-(F(t)-F(s))A) is one-to-one, (I-(F(t)-F(s))A)'1
is defined on all of X, and ifp, qeX, then ( (1) s(n+l) is a refinement of s(ri), (2) either max{i(«)i-i(n),-i I lfkiSrn}<l/n or if s(n)j -s(n)j-y> l/n for some integeryin [l, rn] , then for every integer m>n there is no point s(m)¡ of {s(m)i}¡'i0 such that j,(w),_1<s(m)J<j(n)y. Definition 2.5. Let A be a function from [0, oo) to N(X), let F be a function from [0, oo) to B(X), and let E<=, X such that (l) A(t) is m-dissipative with respect to F for iäO, (2) Eç domain A(t) for r^0, and (3) (I-(F(t)-F(s))A(s))~1(E)^E for 0f=s<t. We define A to be product stable with respect to F on F provided that the following are true : (2. 3. An existence theorem. With the definitions above we state the following theorem : Theorem 3.1. Let A be a function from [0, oo) to N(X), let F be an absolutely continuous function from [0, co) to B(X), and let E be a subset of X such that (I) A(t) is m-dissipative with respect to F for /^0.
2.3) \\(I-(F(t)-F(s))A)-^p-(I-(F(t)-F(s)
(II) PC domain A(t) for t^O.
(IV) A is product stable with respect to F on E.
IfpeEandO^u^v then UZ [A, F]p exists and flu [A, F]p e E.
Examples satisfying (I)-(IV) are given in §4. Theorem 3.1 will be proved by means of a sequence of lemmas each of which is under the hypothesis of the theorem. 
Ii=i f=y
Proof. To establish (3.1) we see that
Then (3.2) follows immediately from (3.1) and (2.4).
We require now the following definitions : Let u ^ 0 and define Qu = {K £ [u, oo) | u e K, K is bounded, every nonempty sub-(3.3) set of K has a smallest number in K, and if {*,}"= i is an infinite increasing sequence in K then lim {x¡}¡°=1 $ K}.
IfKe Qu and x> ulet Kx = {y e K \ y < x} and if K e Qulet K'= {x \ xis the limit of an infinite increasing sequence in K). We remark that if K e Qu then K' is closed and countable. = 2 \\K¡jt-íP-jiP\\
.. is a Cauchy sequence and so let z denote its limit. We observe that 5(1), 5(2),... is an admissible sequence of chains from u to v (Definition 2.4) and so z e E by virtue of (2.6). To show that z is unique suppose that each of 5 (1), 5(2) 
is a sequence of chains from u to x satisfying (3.4) and (3.5) of Lemma 3.2 for Kx u {x}. We note that Je Qx and so let t(l), t(2),... be a sequence of chains from x to y satisfying (3.4) and (3.5) of Lemma 3.2 for /. Define r(n) = s(n) u t(n) for each positive integer n. Then a subsequence r(ny), r(n2),... of r(l), r (2) 
We observe that if 5, e K, i^O, then by Lemma 3.4(i) and (3.6) we have the following:
Further, if steK, /V0, r is a chain from s¡-X to j where 5i_1^>'^5i, and x g [5j_i, j»], then by (3.6) we have that
If 5( e K' we have by Lemma 3.4(ii) that
Further, by using Lemma 3.1 and (c) above we have that
where r(i) is a chain from s¡-x to 5j, and 2 ift-ft-ii.5-2 Mw;-Ji,-***-i)-*iii (3.12) í.s¡eK' úcM(F,p,v).
Suppose now that t = {t,}'}=0 is a refinement of s = {5¡}jm= o» i»e»-there is an increasing sequence {wJfLo such that w0 = 0, wm = n, and if 1 á/^w then 5i = /u)i. Define < 2c P ||dF|| (by (3.9)).
Moreover, using (3.10), (3.11), and (3.12), we have that
Thus In Case 1 (see (3.13)) we showed that there is a chain {5i}fm=u from u to w such that if t is a refinement of s then (3.14) We see then that if p e E and 0 ^ u ^ v the product integral FK [A, F]p of A with respect to Pfor p from w to u exists (Definition 2.3) by virtue of Lemma 3.5 and the completeness of X. Further, it follows from (2.6) that FIS [A, F]p e E. Hence, Theorem 3.1 is established. In [18] the author proved Theorem 3.1 in the special case that A(t) = A is independent of t, F(t) = tl for /äO, and A is everywhere defined and continuous on X. In Example 4.3 we will consider a problem similar to this one in the time dependent case. Other authors, such as H. Brezis and A. Pazy [3] , J. Mermin [14] , and J. Neuberger [15] We remark further that if O^u^v, then U(v, u) can be extended by continuity ((3.16) above) to the closure P of P.
In the discussion that follows we require that the function Pfrom [0, oo) to B(X) can be represented as the indefinite Bochner integral of its derivative. For a treatment of Bochner integration the reader is referred to [9] . We will use the following facts : (3. 19) If Pis absolutely continuous and has a strong derivative P' almost everywhere, then P can be expressed as the indefinite Bochner integral of F' (see [9, Theorem 3.8.6, p. 88]). 
\\(l/h)[U(t + h, u)p-U(t, u)p]-F' + (t)A(t)U(t, u)p\\ < c + l I fil lA> W> U)P-u({< u)p]-[F(t + h)-F(t)]A(t)U(t, u)p\\
Thus, by Lemma 3.5 we have (3.25). Moreover, if Pand G can be represented as the indefinite Bochner integral of P' and G', respectively, then from (3.27) we have that
Again, using Lemma 3.5 we have (3.26) and so the theorem is proved.
4. Examples. We first prove a theorem for the linear case that will be applied to a linear partial differential equation. Thus, we have (2.4) and (2.5) by the absolute continuity of P. To show (2.6) suppose that/? e P, 0¿w<i;and {í(l)f}í=o> {j (2) Then, using the absolute continuity of P, the fact that P is of bounded variation on [u, v] , and the fact that s(l), s (2) Example 4.1. Let X be the Banach space of continuous complex-valued functions defined on ( -oo, oo) and periodic with period 2v and let X have the supremum norm. Let D be the set of members of X having a continuous second derivative and define the operators D0, Dy, D2 on D by D0x= -x, DyX = x', and D2x = x" for x e D. Then, D0, Dy, D2 are closable linear operators on D and D is dense in X. In Kato [10] (Theorem 6) it is shown that if p, q, r are real-valued 2.7 periodic functions on ( -oo, oo) with continuous derivatives of second, first, and zero order, respectively,p>0 on ( -oo, oo), rS:0 on ( -oo, oo), and/."-q'-rfiO on ( -oo, oo), thenpD2+qDy + rD0 has the following properties: Then, we have by Theorem 4.1 that conditions (I), (II), (III), and (IV) are satisfied for A, F, and E defined as above. Moreover, since f¡(t), i=0, 1, 2, is absolutely continuous, we have that for almost all t, if x e X and £ e ( -oo, oo), then (F'(t)X)(o = 2//(0(A>t-^)(a t = 0 and so F has a strong derivative almost everywhere on [0, oo). Thus, by Theorem 3.1 the evolution operator U of A with respect to F exists on E= X and by Theorem 3.2 if x e F and 0 fk u then for almost all t ^ u 8+/8t U(t, u)x = F'+(t)AU(t, u)x.
Since the existence of the derivative in the norm of X implies the existence of the derivative in the usual sense, we have established the following theorem : Theorem 4.2. Suppose that f0(t), fy(t), and f2(t) are real-valued absolutely continuous functions on [0, oo) such thatf2(t) is increasing andf0(t) is nondecreasing. Let z be a continuous complex-valued function on ( -oo, oo), 2n periodic, and infinitely differentiable on ( -00,00). If säO there is a complex-valued function x(t, Ç) on [s, 00)x(-co, 00) such that x is 2ttperiodic and infinitely differentiable in $, x(s, £) = z(i)for all i e ( -00, 00), and for almost all t^s 8+x(t, a/Si = 2 (frawx(t, qw.
Moreover, x(t, ¿;) = (U(t, s)z)(í¡)for t^s and £ e (-00, 00), where U is the evolution operator of A with respect to F on E as in Example 4.1 above.
In order to apply Theorem 3.3 to this example we observe that for D0, Dy, D2, A, F, E defined as above the constant M(F,p, v) in (2.4) can be chosen as \\Ap\\ for each/7 e E (by (4.3) and (2.3) ). Suppose that G is an absolutely continuous function from [0, 00) to B(X) defined by g¡(t), i = 0, 1,2, in the same way that Fis defined by f(t), ; = 0, 1,2. Let UF and Ua be the evolution operators for A with respect to F and G, respectively; let zeE, ¿âO, x(t, Ç) = (UF(t, s)z)(¿¡), and y(t, £) = (Ua(t, s)z)(£) for t^s, | e ( -00, 00). Then, for f e ( -00, 00) and almost all t^s, [17] , and Y. Kömura [12] . We see then that (2.4) and (2.5) follow from (4.14) and (4.15), and furthermore, (2.6 ) is satisfied since E=X. Thus, conditions (I)-(IV) hold and we may apply Theorems 3.1 and 3.2. By Theorem 3.1 the evolution operator U of A with respect to F (F(t) = tl, /SO) exists on X and by Theorem 3.2 if p e X and Ofiu, then for t^u d+/dt U(t, u)p = A(t)U(t, u)p.
