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1. INTRODUCTION 
In this paper we study the problem 
u’(t)=Au(r)+/‘K(r-s)u(s)ds+f(t) 
0 
(1.1) 
u(0) =x 
where A: D(A)cX+ X and K(t): D(A)c X+ X are linear (possibly 
unbounded) operators in a complex Banach space X. The main assumption 
is that A generates an analytical semi-group on X while K(t) is a bounded 
operator from D(A) (endowed with the graph norm) into X. 
Our purpose is the construction of a resolvent operator R(t) in order to 
represent he solution of ( 1.1) by the formula 
u(t)=R(t)x+i‘lR(t-s)f.(s)ds. (1.2) 
0 
The method we use rests on the inversion of the formal Laplace transform 
of R and allows one to analyze the regularity of the solution U. 
Problem (1.1) has been studied by several authors using various methods 
(see, for instance, [l-18, 211). The Laplace transform approach presented 
here has been used in [S, 7-9, 14, 153. In our previous papers [S, 7-93 we 
have in fact analyzed a more general situation while here we take full 
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advantage of the presence of the term Au and use recent results on maximal 
regularity for the Cauchy problem relative toA [4, 19, 201. In this way we 
are able to give precise regularity results. We note that our assumptions on 
K are stronger than those in [14], but enable us to work in a parabolic 
situation a d get maximal regularity results. 
In Section 2 we state the general assumptions and in Section 3 we 
develop some preliminaries on the formal Laplace transform of the 
resolvent R. Section 4 is devoted to the construction fR and to some 
estimates and properties. In particular we give some remarks on the 
asymptotic behavior. Section 5deals with the regularity ofR and Section 6
with the nonhomogeneous problem. Finally, Section 7 is devoted to some 
examples. 
We list now some notations which we will use in the following. Let E be 
any Banach space, and Zany interval in[O, + cc [, then C(Z; E) is the set of 
all continuous functions Z -+ E. Moreover Ca(Z; E), tl E 10, 11, is the subset 
of the functions inC(I; E) such that 
sup lu(t) - u(s)1 < +co 
LSEI lt--sla 
and h*(I; E) is the subset of the functions u in C(I; E) such that 
lim sup lu(f)--u(s)1 =o 
h-0 f,S t I It-ss)” . 
Ir-s(<h 
Finally, B(I; E) is the set of all bounded functions I+ E and CK(Z; E), 
K= 1, 2,..., co, is the set of all functions I+ E K times continuously dif- 
ferentiable. 
2. ASSUMPTIONS 
Let X be a complex Banach space, A: D(A) c X -+ X and K(t): 
D(A) --t X, t > 0, linear operators in A’. Here we want to study the problem 
u’=Au+K*u 
u(O)=x 
(2.1) 
where 
(Kw)(~)=j;K(t-.r)u(~)ds=j~K(s)u(t-s)ds. (2.2) 
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We assume that A generates an analytic semi-group eta on X, more 
precisely that: 
(i) There exists &, E ]7c/2, n[ such that 
p(A)3 io) u ho. 
(ii) There exists an increasing function M: [0, &[ -+ 
[0, + cc [ such that (2.3) 
if ;i~% and 13’ E [O, S,[. 
(iii) D(A) is dense in X. 
Here p(A) denotes the resolvent set of A and I?()“, A) is the resolvent ofA. 
Moreover, for any 8 E 10, n[ S, is given by S0 = (2 E C; larg AI < 0). 
Concerning K we assume that: 
(i) K(~)ELZ(D(A), X)V’~E [0, T]. 
(ii) For any x E D(A), K( * ) x is absolutely Laplace 
transformable in X and the Laplace transform I?(A) x
is analytical inS,,. 
(iii) There exists an increasing function 
N: [0,0,[ + [0, + co[ such that 
(2.4) 
III&i) XII6% IIAxll, XED(A) if ~“EG and 9’~ [0,0,,[. 
Remark 2.1. Assume that A and K(t) are such that A, and K,(r), 
defined as 
A,=A-cc, K,(t) = e-“K(t), 
verify hypotheses (2.3) and (2.4). Then, by setting u(t) =e-“‘u(t), 
Problem (2.1) reduces to 
u’(t)= A,o(t)+ (K, * o)(t) 
(2.5) 
u(0) = x. 
Then assumptions (2.3) and (2.4) can be consequently weakened. 
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3. LAPLACE TRANSFORM 
Here we study the operator 
F(/l)=(&A-R{(I))-’ (3.1) 
with formally is the Laplace transform of the resolvent ofProblem (1 .l ). 
PROPOSITION 3.1. Assume (2.3) and (2.4), then for any 8’ E ]n/2, S,[ 
there xists r. > 0 such that 
Moreover 
F(l)=R(l, A)(1 -k(l) R(A, A))-’ 
and the following inequalities hold: 
Vi E Q,, (3.3) 
llAF(i)11,< 2(M(@) + 1). 
Proof: Consider the equation 
Ix-Ax-&l)x= y, y E x. 
Setting Ax - Ax = z we have z - @A) R(R, A) z = y. Since 
(3.5) 
I/K(i) R(il, A)[1 < N(B’)(*,; M(e’)) 
if r. = 2N( 0’)( 1+ M( ~9’)) we have 
II&4 W, A Ill d + 
from which the conclusion follows. 
Remark now that by (3.3) if A E Q,., F(n) E T(D(A)). Set 
G(1) = AF(n) A ~ ’ VlsQo,. (3.6) 
PROPOSITION 3.2. Assume (2.3) and (2.4), then for any 0’~ ]n/2, 0,[ we 
have 
G(I) = (1 - T(1))-’ R(& A), AEQi? (3.7) 
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where 
T(A)=AR(I,A)I-@)‘L- I. 
Consequently G is analytical inQO, and 
II T(l)11 6 i Vi E Qo,. 
Proof We have for /z EQsS 
(I-T(IZ))AF(I)=(l-AR(&A)&I)A-‘)AF(IE) 
= AF(A) - AR{& A) R(i) F(i) 
= AR@, A)(1 -A - &I)) F(A) = AR(L, A). 
(3.8) 
(3.9) 
(3.10) 
If AE Q,. then IIT(,I)lj <i, so that 
G(1) = AF(2) A -’ = (1 - T(1)) -’ R(2, A). 
4. EXISTENCE AND PROPERTIES OF THE REXILVENT 
Here we assume that (2.3) and (2.4) hold. 
We want to construct a resolvent operator for Problem 2.1. Fix 
0’~ ]7c/2, I!?,[ and let Q,, be defined as in the previous ection. Consider the 
path y=y+ uy’uy-, where 
yf = (AEC;d= pe”“, p 2 ro) 
y” = (1 E @; A = r,e’V, -eujaf) 
(4.1) 
oriented counterclockwise. y belongs to Qos so that we can define 
R(t)=&j e”F’(:(n) d2, I > 0. 
Y 
(4.2) 
Note the RE Cm(IO, cx,[; Z(X)) because of the estimate (3.4); it can 
actually be proved very easily that R is analytic in the sector Se,, .mn,Z. 
PROPOSITION 4.1. There exists a constant K, > 0 depending only on 0’ 
and r. such that 
IIR(t)ll < K,e’@ vt > 0 (4.3) 
REC~(IO, +~C;WWA))) (4.4) 
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and 
lIAR(t’11 <K1e”’ vt > 0 
lim R(t)x=x VXEX 
,-o+ 
lim AR(t) A -‘x = x VXEX. 
r-o+ 
(4.5) 
(4.6) 
Proof For t 2 1 we have 
,< we’) m epcose’ dp + @eror 
n U ‘0 I P . 
For t E 10, 1 ] we set At = ,u, and using the standard eformation path 
argument we have 
then 
which proves (4.3). 
If XE D(A), then F(A) x = A -‘G(A) Ax, so that 
R(t) x = & 1 e”A -‘G(1) Ax dA =G j e”‘G(A) Ax dA, 
Y Y 
the last integral being convergent because of (3.9). Thus R(t) x E D(A), 
R(t) E Z(D(A)), and 
AR(t) A -I =& j @G(l) dl. vt>o (4.7) 
Y 
and the estimate in (4.4) follows now as (4.3). Concerning (4.5) it is enough 
to prove it for x E D(A), because of (4.3). Ifx E D(A) we have 
R(t)x-x=l 2ni j f e”‘(;lF(l) x-x) dA 
Y 
= & j l e”( 1 + k(A) A -‘) G(1) Ax dl. 
Y 
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So that for t < 1 we have 
R(t,x-x=&$?‘(l+k(~)A ‘)G($Axdp 
and 
so that (4.5) follows. 
We finally prove (4.6). Due to (4.4) we can assume x E D(A). In this case 
by (4.7) we have 
AR(t) A- ‘x-~=~I,~(lG(~)~-x)d~, 
now, by (3.7) and (3.8), 
iG(i.)x-x=)(1-T(i))- ‘R(d,A)x-x 
=(l-T(i))-‘[,lR(I,A)x-.x+AR(l,A)&~)A~’x] 
= (1 - T(A)) ’ [R(l, A) Ax+ AR(l, A) &I) A- ‘x] 
so that if 1 E QO, 
II WA) x - xl1 6 2 M(B’) (Ax\ + (1 +M(t1’))% ,x,] /jv, 
so that the conclusion follows arguing as in the proof of (4.5). 
Due to (4.5) and (4.6) we will set in the sequel R(0) = I. 
PROPOSITION 4.2. R and ARA -’ are Laplace transformable and 
R(A) = F(i) VA. E Q,s (4.8) 
A%- ‘(A) = A%@.) A -’ = G(I) VA E Q,,. (4.9) 
Proof. By (4.3) (resp. (4.4)) R (resp. ARA-‘) is Laplace transformable. 
Moreover, for I > r0 we have 
INTEGRODIFFERENTIAL EQUATIONS 43 
This proves (4.8). The proof of (4.9) is analogous. 
Remark 4.3. Thanks to (4.4) and (4.9) we have 
j;K(t-s) R(s)xds=&.j, e”‘f?(l) F(1) x d3. Vx E D(A). (4.10) 
‘r 
Then we define 
(K* R)(t)x=&I e”k(A)F(L)xdA VXED(A). 
Y 
(4.11) 
By (2.4)(iii) and (3.5) K * RE Ca(]O, + co[; S!(X)). 
Moreover we have 
PROPOSITION 4.4. There exists K2 > 0 such that 
J/K* R(t)11 < K2e’O’ Vt > 0 
lim K* R(t)x=O Qx E X 
r-o+ 
(4.12) 
(4.13) 
so that 
(K* R)(.)xEC([O, +a[;~) VXEX. 
Proof: Equation (4.12) can be proved as (4.3) by using (2.4)(iii) and
(3.5). Concerning (4.13) it suffices toremark that if XED(A) 
K* R(t)x=/‘K(t-s) R(s)ds+O as t -0. 
0 
Then (4.11) follows by (4.10). 
PROPOSITION 4.5. We have 
R’(t) x = AR(t) x + (K * R(t) x VXEX, t>o. (4.14) 
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rf XED(A) then R’(.)x,AR(.)x, and (K*R)(.)x belong to 
C([O, +a[; X) and 
R’(t) x = AR(t) x + (K * R)(t) x 
= R(t) Ax + (R * K)(f) x Qt 2 0. (4.15) 
Proof. If t > 0 we have 
R’(t)x=&.[, ie”F(A)xdl. 
I’ 
AR(t)x=&~ eA’AF(a)xda 
thus, by (4.11), (4.14) follows. 
We prove now the last statement. Ifx E D(A), AR( .) x = AR( .) A ‘Ax 
belongs to C( [0, + og [; X) by virtue of (4.6); moreover (K * R)(. )x = 
(K*R(.)x and by (4.13) (K*R)(.)xEC([O, +co[;X). Thus R’(.)x is 
also continuous and the first of (4.15) holds. 
Finally, the second equality holds because the Laplace transforms coin- 
cide. In fact if x E D(A) 
and 
AF(;I) x + l?(n) F(a) x = (A + &I)) F(a) x = LF(R) x - ?I 
F(a)Ax+F(A)R(a)x=aF(a)x-x. 
The following Proposition can be proved as Proposition 4.1. 
PROPOSITION 4.6. There exists K3 > 0 such that 
Qt >0 (4.16) 
vt > 0. (4.17) 
We denote now by H(A, K) the analyticity domain of F(A); we denote 
again by F(A) the extension of F to H(A, K) and by C(A, K) the com- 
plement of H(A, K) in @. 
PROPOSITION 4.7. Let 
w = Sup(Re A; ;1 EC(A, K)} (4.18) 
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then for any E > 0 there exists M, > 0 such that 
IIR(t)ll d MEe(o+E)t Vt 3 0. (4.19) 
ProoJ Assume that o,, +E < -rO (the other case can be handled in a 
similar way). Then it is possible to deform the path y, in formula (4.3) into 
a new path jj 
jJ+ = (A= pe”‘; p 2 
w + E/2 
-=P0) cos 6’ 
(4.20) 
It suffices toprove (4.19) for t 2 1; in this case we have for 6 < 1 
,(uJ+E/2)r 
ds 
lw+@l 
Now choosing 6< s/)20 + E( the conclusion follows. 
5. REGULARITY PROPERTIES OF THE RESOLVENT 
In this section we assume (2.3), (2.4) and we use the notation of the 
previous ections. We investigate the regularity properties ofthe resolvent 
R defined by (4.2). We will use the interpolation spaces D,(a, co) and 
DA(~) (see, for instance, [20]): 
D,(a, Co)= {xEX;Supt-“JlerAx--xll 22 (/XII,< +a~} (5.1) 
r>o 
DA(a)= {xEX; hmo t-OL(le’Ax-.x(( =O). (5.2) 
Both spaces D,(cc, co) and D,(a) are endowed with the norm j/x//,. Do 
is a closed subspace of D,(cr, + co). 
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Because of Proposition 4.1 Vt>O R(I)E Y(X)n Y(D(A)) so that by 
interpolation R(t) E .Ip(D,(cc, o)) n T(D,,(cc)). Moreover we have 
It also follows that V.u~D,(sr), R(.)xEC([O, m[;D,(a)). 
PROPOSITION 5.1. Let ~~10, l[, then XED~(X, z) (resp. D,(a)) [fund 
only {f the following condition is ,fu!filled. 
There exists L > 0 such that 
/A)” llAF(3.) x - XII < L, Vj” E Qo, (5.4) 
(resp. ,,y-y, JAj.IJE.F(l)x-xjJ =O). 
Prooj If x~D,(ol, co) and if ~.EQ,,, we have (see (3.6), (3.7)) 
[al”IIaF(E,)x-x/( = (n(lll(A+~(j”))F(a).u(l 
= ]I(1 +I?(&4 ‘)(I -T(i))- ’ nzAR(n, .4)x11 
6 2( 1 + N(@)/r,) Iin’AR(i,, A) 911 
(5.5) 
G 2( 1 + N@)Iro) Il.4 2 
and (5.4) holds. 
Conversely, if(5.4) holds we have for Ill < 2N(H’) 
(II”AR(/Z, A) x/I d (I + M(8’))(2N(B’))” 
and if 1>2N(B’) 
I”AR(A, A) x = A”( 1 - T(i))(l + R(i) A ‘)(lrF(L) x-x) (5.6) 
where (I + I?(L) A - ’ ) ’ exists because 
By (5.6) we have 
\lnaAR(n, A) x1( < 3L if irz QH. and /A) > 2N(W). (5.7) 
From the proof of the previous proposition we deduce also the following 
Corollary (see (5.5)). 
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COROLLARY 5.2. There exists a constant K4 > 0 such that 
VXED,,f(& +a) 
IlW)x-XII 6K414-“Ilxli. VA EQe,. (5.8) 
Then we have: 
PROPOSITION 5.3. Let a E 10, 1 [, then there exists a constant K, > 0 such 
that VXE DA(cl, + co) 
I/R’(t) x(1 ,< KSero’t”-’ J/x(1, (5.9) 
IJAR x/J d Ksero’tX-’ /Ix/I,. (5.10) 
Proof We have 
R’(t)x=+-j e”‘(AF(l)x-x)d3.. 
i 
Then by (5.8) 
and (5.9) follows. Concerning (5.10), itfollows from (5.9) via (4.14) and 
(4.12). 
Now we are going to prove some regularity results which are strictly 
related to those known for the parabolic Cauchy problem relative toA (see 
c4, 191). 
LEMMA 5.4. For any x E X the following ,formula holds: 
R(t) x = efAx + e’tps)A (K * R)(s) x ds. (5.11) 
Proof: If XED(A) (5.11) follows from (4.15); then by Proposition 4.4 
(5.11) is true for any x E X. 
The previous lemma shows that the analysis of the regularity of 
K * R(. ) x will enable us to use the quoted results on the Cauchy problem. 
First we have 
PROPOSITION 5.5. Let LIY E 10, 1 [ then R(. ) x E C*( [O, + co [; X) [resp. 
h’([O, +co[; A’)] ifand only $~ED~(GI, + co) [resp. XED~(C()]. 
409’112 l-4
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Proof. As (K * R)( . ) x belongs to C( [0, + co ); X) (whatever be x E X) 
then the convolution fW=jb eAcreS)(K * R)(s) x ds belongs to 
h’([O, + co); X) [20] so that by (5.11) R(.) x belongs to Ca([O, + co[; X) 
if and only if eArx does. The conclusion then follows by known results. 
We will prove now maximal regularity ofR( . ) x with respect o t. This 
rests on the following lemma. 
LEMMA 5.6. Z~XED(A) thenf=(K*R)(.)xECZ([O, +co[;X). 
Proof: If t > z we have 
f(i)-f(r)=&[ (e”‘-e”‘)k(A)A ‘G(A)Axdk 
Y 
By the inequality 
we find 
PROPOSITION 5.7. Assume that hypotheses (2.3) and (2.4) hold. Let 
a E 10, l[, if xEDA(a + 1, GC) (resp. D,(a + 1)) then: 
(i) R’(~)x,AR(~)x,(K*R)(*)xEC”([O,~[;X) 
(resp. W CO, CO C; W) 
(ii) R’(.)xeB([O, +co[;D,(cl, co)) 
(rev. C( I3 + 00 C; DA(a))). 
(5.12) 
Proof: As XED(A),(K*R)(.)XEC’([O,~,[;X) (and also 
h”( [0, co [; X)), so that by (5.11) we can again use the regularity results in
POI. 
In order to get maximal “spatial” regularity results we need an analogue 
of Lemma 5.6, namely, we need to prove that (K * R)( .) x E C( [0, T]; 
DA(~)). We are led to introduce the following additional ssumptions: 
ti) K(t) E y(DA(a + 1 h DA(a)) V’tE [O, T]. 
(ii) For any x E D,(a + l), K(. ) x is absolutely Laplace 
transformable in D,(a) and the Laplace transform 
R(n) x is analytical in S,. (5.13) 
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(iii) There exists an increasing function NIIO, B,[ + 
[0, + co [ such that 
if 1 E So, and 0’ E [0, S,[. 
Roughly speaking hypotheses (5.13) amount to saying that K fulfills (2.4) 
in the space DA(a). 
We can now prove the lemma: 
LEMMA 5.8. Assume that hypotheses (2.3), (2.4), and (5.13) hold. Then, if 
x~D~(a+ l), we have (K*R)(.)xeC([O, CO[;D~(CL)). 
Proof: Let Y= DA(a), A, the part of A in Y, K, the part of K(t) in Y. 
Then clearly hypotheses (2.3) and (2.4) are fulfilled by A y and K,; thus 
the conclusion follows by Proposition 4.4. 
The proof of the following Proposition is similar to that of 
Proposition 5.7. 
PROPOSITION 5.9. Assume that hypotheses (2.3), (2.4), and (5.13) hold. 
Let z E 10, l[, if x E DA(tl + l), then: 
0) R’(.)x,AR(.)x,(K*R)(.)xEC([O, +03[;D,(a)). 
(ii) AR(.)xEC”([O, +co[;X). 
(5.14) 
6. THE NONHOMOGENEOUS CAUCHY PROBLEM 
We are here concerned with the problem 
u’(t) = Au(t) + (K * u)(t) +f(t) 
(6.1) 
u(0) =x 
where K and A satisfy (2.3), (2.4) and fo C( [0, T]; X). 
A function u E C’( [0, T]; X) n C( [0, T]; D(A)) and satisfying (6.1) is 
said to be a strict solution of (6.1). 
We will call a strong solution of (6.1) a function u E C( [0, T]: X) such 
that there exists a sequence {u,} c C’([O, T]; X)n C( [0, T]; D(A)) with 
the following properties: 
WI --, 4 u:,-Au,-(K*u,)-rf in C( [0, T]; X) 
%7(O) --+x in X. 
(6.2) 
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PROPOSITION 6.1. Jj’ .x E X, f E C( [0, T]; X), Problem (6.1) has a unique 
sfrong solution given by 
u(t)=R(t)x+/“R(t-~)f(s)ds. (6.3) 0 
Proof. Let us show that U, given by (6.3) is a strong solution to 
problem (6.1). Let 
u,(t)=nR(c)R(n,A)x+n~‘R(t-s)R(n,A)f(s)ds. (6.4) 0 
By Proposition 4.5, we have 
u:, = Au,, + K * u, + nR(n, A) .f 
u,,(O) = nR(n, A) x. 
As n + cc we have 
u,, 3 4 u:, - Au,, - K * u,, -,f in C( [0, T]; X) 
so that u is a strong solution. 
We prove now the uniqueness of a strict solution; for this it suffices to
prove that a strict solution u of the homogeneous problem 
u’=Au+K*u 
u(0) = 0 
is identically equal to 0. In fact for such a solution we have 
$R(r-s)u(s)= -R’(r-s)u(s)+R(t-s)u’(s) 
= -AR(t - s) u(s) - (K * R)(t - s) u(s) 
+R( t - s) Au(s) + R( t - s)(K * u)(s) 
= R(t -s)(K * u)(s)- (R * K)(t -s) u(s) 
where we have used (4.15) from which 
u(t) = (R * (K * u))(t) - ((R * K) * u)(t) = 0. 
We prove finally the uniqueness of the strong solution. Let u be a strong 
solution of (6.1) and (u,} a sequence such that (6.2) holds. 
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Let 
u:,-Au,-K*u,=f,, u,(O) = x, 
and it follows that 
u,(r)=R(r)x,+[;R(t-s)j;(s)ds 
with implies (6.3). 
The following Proposition shows that a strong solution has some 
regularity property. 
PROPOSITION 6.2. Assume that u is the strong solution oj’ Problem (6.1) 
then we have 
i 
I 
u(t) = efAx + err- C)Ag(s) ds (6.5) 
0 
g=f+K*R(.)x+K*R*f: (6.6) 
Proof: Let U, be defined as in (6.4), then 
K*u,=(K*R)nR(n,A)x+K*R*nR(n,A)f 
thus as n + cc u; -Au, converges to g in C( [0, 7’1; X). 
Formulas (6.5) and (6.6) allow us to study regularity properties of the 
strong solution. This is stated in the following Propositions. 
PROPOSITION 6.3. Zf LYE JO, I [, ~ED~(c~, co) (resp. DA(u)), and 
f~ C( [O, T]; X) then u E C’( [O, T]; X) (resp. h”( [0, T]; X)). 
Proof: As g is continuous the conclusion follows from [20]. 
PROPOSITION 6.4. Let OL E 10, l[, f E C’( [O, T]; X) (resp. h”( [0, T]; X)), 
x E D(A), then Problem (6.1) has a unique strict solution u. 
Zf moreover Ax+f(O)e D,(cr, co) (resp. DA(~)) then 
u E C’-( [0, T]; A’) n C’*( [0, T]; D(A)) 
(resp. h’*‘( [0, T]; X) n h’( [0, T]; D(A)) (6.7) 
K*uEC”([O, T];X) (rew. W iLO, 7’7; Xl) (6.8 1
u’~B(l3-h Tl; DAK ~0)) (rev. C(CO, rl; D,(a))). (6.9) 
Prooj The proof follows again from formulas (6.6), (6.7) and from 
[20] since g E C’( [0, T]; X). 
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If besides (2.3) and (2.4), (5.13) is fulfilled, we obtain by similar 
arguments 
PROPOSITION 6.5. Zf a E 10, 1 I], f~ C( [0, T]; D,(a)), x E D(A) then 
Problem (6.1) has a unique strict solution u.If moreover xE D,(a + I, a ), 
then 
u E C’(CO, Tl; DACO) n C(CO, Tl; D,Aa + 1)) (6.10) 
K+uEC(CO, Tl;D,(a)) (6.11) 
24 E C( [O, T]; D(A)). (6.12) 
We finally give some asymptotic results for the solution of Problem (6.1). 
PROPOSITION 6.6. Assume chat 
w=Sup(Re&I.EC(A,K)}<O (6.13) 
and that lim , _ ~ f(t) = f=,. Then the solution u of Problem (6.1) satisfies 
lim u(t) = jO‘ R(s) f, ds = F(0) f, . 
f-Z 
Proof First of all we remark that there exists M > 0 such that 
lIR(t)lj < A4e(‘oi2)’ vt>o. 
It follows that, as t + co, 
u(r)=~(t)x+S’R(s)f(l-s)~s~~~~ ZW)f,ds=W)fz 
0 
7. SOME EXAMPLES 
Here we study the problem 
u,=u,,+e-‘*u,, 
40, x) = uo(x) 
(6.14) 
(7.1) 
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in the space x= C,( [O, z7]; R) = (u E C( [O, n]; R); u(0) = u(z7) = O}. 
Define 
,~(A)=(u~C2([0,17];IW);u,u,,~C~(C0,~l;~} 
(7.2) 
Au = u,,y 
K(t)u=e-‘u,, vu E D(A). (7.3) 
A simple computation shows that if n(A + l)/(I* + 2) # -n2, n = 1,2,..., 
F(A) =; if R= -2 
=sR(z,A) if AZ-2 
and Z(A, K) is the set of those ,I such that 
a*+a 2 
-ix= -n 
(7.4) 
(7.5) 
and it follows that 
w=Sup(ReI.;REZ(A,K)),< -1 (7.6) 
and the results of Section 4 state the existence of a resolvent R for (7.1) 
satisfying 
llR(f)ll <Mce(-‘+E)’ Qt>O (7.7) 
for E > 0. 
Consider now the problem 
u,=u,,+e-‘u, 
u(0, x) = u&c). 
(7.8) 
Let X and A be as before and 
K(t) u= e-‘u, Vu E D(A). (7.9) 
To give an estimate for w we note that C(A, K) is contained in the set of 
those 2 such that the problem 
1 
au-flu,,-- 
A+1 
u,=o 
(7.10) 
u(0) = U(7c) = 0 
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has a nontrivial solution. This set is described by the roots ,I:, i= 1,2, 3, of 
the equation 
4(1+??)(1+ 1)2+ 1 =o, n=o, 1, 2 ).... (7.11) 
It turns out that 
Re L:, < -a, i = 1, 2, 3, n = 0, 1, 2 ,... 
so that for the resolvent R(t) we have 
llR(t)(l 6 Me-“4. 
Consider now the nonhomogeneous problem 
ut=u.,,+e ‘u,+f(t,x) 
u(0, x) = 2$(x) 
(7.12) 
(7.13) 
where f is continuous in [0, a [ x [0, rr] and ,f( t, 0) = f( t, rc) = 0. 
Using Propositions 6.3, 6.4, and 6.5 it is not difficult to discuss the 
regularity of the solution u. We only give here an asymptotic result. Due to 
(7.12) we can apply Proposition 6.6 and conclude that if lim,, 2 ,f(t, x) = 
f,,(x) uniformly in [0, z] then 
lim ~c(t;)=u, in G([IO, xl; RI (7.14) r + % 
where u, is the unique solution of the problem 
UYY +UY = -.fx 
u(0) = U(7t) = 0. (7.15) 
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