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I. INTRODUCTION 
As an introduction to this dissertation, I wish to quote an article 
published in the I96O issue of the Journal of Soils and Fertilizers. The 
title of the paper is: "The doubtful utility of present-day field experi­
mentation and other determinations involving soil-plant interactions". By 
Collis-George and Davey ( 5 ) 
"It is suggested, that since the influence of soil physical 
and micrometeordogical factors is known to be of great significance 
in determining the biological response of plants, the time is now 
appropriate to restrict the number of conventional field experiments 
and replace some of them with completely instrumented experiments. 
Until complete descriptions of experiments are available the 
quantitative importance of environment and its interaction with 
fertilizer and cultivation practices can not be determined. With 
such information a limited number of field trials would yield more 
applicable information than a large number of uninstrumented trials 
now in existence . . . ." 
The authors subsequently go on: 
"It has become common practice to persist with a trial for 
a number of years in order to obtain a statistical 'average' 
result in an attempt to overcome the unavoidable seasonal 
variability associated with field work. Statistical evidence 
shows that 20 to 25^  in the best circumstances, of the total 
variation is associated with experimental error. The most 
modern techniques of experimentation have not reduced this 
error term . . . . " 
Of course, the opposite view, the view of that "The way we are doing 
it is the best", with not unconvincing arguments has also been presented, 
and here an article by Barley ( 2) is quoted: 
"When agricultural trials are conducted within an area or 
district (defined by independent geographic or soil criteria), 
it is usually found to be more important to sample a wide range 
of the environment than to attain high accuracy in individual 
trials. As Sandison (1959) points out, a low between trial error 
is not necessarily a matter for congratulation, but suggests that 
the trial centres or seasons may not have been sufficiently repre­
sentative." 
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One can sympathize with either of the two views. It seems that 
with regard to the density of sampling in an area or district, the two 
views are not necessarily contradictory, for there is a one to one 
relationship between the number of parameters that one wishes to estimate 
and the ntimber of field trials that have to be considered so that empirical 
relationships can be calciilated. In other words, the more extensively one 
wants to describe environment and relate it to yield, the larger the nimber 
of experimental situations that have to be examined. This is because of 
our ignorance of the natural laws governing the phenomenon of plant growth. 
It is easy to understand the claims of the first proponent with regard 
to the necessity of examining more critically the environmental circum­
stances that affect yield response to a given experimental stimulus (such 
as fertilizer, pest control, irrigation, etc.). 
In conventional field trial technique, agronomists have traditionally 
been using as explanatory variables of yield, the amounts of stimulii that 
were originally applied to the system of productivity. One of the reasons 
for this is that it is quite easy to use the shape of the fitted surface 
of response, in terms of those explanatory variables, as an objective 
criterion on which to apply the principles of economics in order to make 
a rational use of resources with regard to production. However, the 
economist who is going to use those results as a guide for resource allo­
cation, knows that there is some degree of uncertainty surrounding the use 
of those empirical relationships. This will be the case even when the 
fitted surfaces of responses are obtained across a period of years and 
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following a sound sampling scheme within the very region that the 
economist is considering. The agronomist can, of course, hand in his 
results along with probability estimates so that the economist can use 
his game theory models to find the spectrum of solutions given the 
information available. This seems to be satisfactory for the solution 
of the immediate problems of production. 
I wish to suggest at this point, that these traditional explanatory 
variables are not necessarily the best biological criterion with which to 
judge plant response. Furthermore I think that they represent over-simpli­
fications of reality, given the open nature of the system of productivity 
with which we are dealing. Many processes of intake and output take place 
in the "open system"* after the experimental stimulus is applied, which 
must certainly affect the importance of the original amount of stimulus, 
as a biological criterion of plant response. 
It seems that the uncertainty surrounding the agronomist's yield 
predictions has two components. One of them springs from his imperfect 
knowledge of the relationships between yield and the precise environmental 
circumstances. The second component emerges from his present incapability 
to forecast environment both in space and in the relevant future with a 
reasonable precision. As a further explanation to this point, let us suppose 
that an agronomist is given a precise and detailed forecast of environment 
for a specific site. This forecast would have to be in terms of climatological 
factors as a detailed function of time; also environmental soil factors such 
i 
i.e., a conventional experimental plot. 
Il 
as moisture regime, nutrient content, soil air status, etc. expressed as a 
detailed budget in terms of position in the soil profile and through time. 
Even with that information the agronomist would still be unable to make a 
deterministic recommendation of fertilization, nor could he predict yield 
to a reasonable accuracy. For that he would have to know what would be 
the effect on yield of an extra unit of the i^  ^stimulus placed at the 
position of the profile, (both soil and atmosphere), and administered at 
the k^  ^time. Furthermore, I dare to say that the efforts aimed towards 
enhancing his knowledge in that direction are rather incipient. 
The description that follows should summarize and clarify the idea 
that I am trying to describe and that represents the central motivation 
of this thesis. 
Consider the conventional field experimentation, a specific rate of 
nitrogen and the possible variation of weather across two agricultural 
regions during a crop growing season. Let us recall the well-known nitro­
gen cycle and the fact that nitrates are not appreciably retained by the 
soil colloids. Consider a small volume of soil somewhere in the soil 
profile of a specific conventional plot. If we should know at every 
moment the amounts of nitrates and of exchangeable ammonium present in that 
small volume, since the crop's planting day and up to harvesting time, we 
would certainly consider that nitrogen amount as a continuous function of 
"th 
time. We can represent this function as n^ (t), where p represents the p 
conventional plot. The amount of nitrogen contained in the small soil 
volume at a given time is a function of all the processes of the Nitrogen 
Cycle, such as plant extraction, salt leaching,mechanisms of denitrification 
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(both Chemical and Biological), etc., acting upon the small volume since 
the outset and up to the time one is considering. The extent of those 
processes, one can insist, are beyond our control and they are characteristic 
of the specific environment. One can say that in this point resides largely 
the conditionality of our conventional empirical relationships.* For if 
we should learn how to predict those uncontrolled processes and how they 
affected yield, there would be a considerably smaller degree of uncertainty 
in our yield predictions. 
If one should examine a set of functions like n^ (t), for two agri­
cultural regions, all being obtained from the same application of nitrogen 
at the outset, one would very possibly see different configurations that 
would suggest not only different shapes of the curves, but also different 
total nitrogen contents for the entire season under consideration. The 
possibility of the latter statement would be accounted for by different 
extents of salt leaching and/or by different rates of denitrification 
across the experimental sites. 
The amount of nitrogen that the plant takes from that small volume 
in the p plot at time t^  must be related to n^ Ct^ ) in a less complex 
form, than it would be related to the original lump amount of nitrogen; 
this would be by virtue of the uncontrolled nature of the processes of 
the Nitrogen Cycle. 
We must, of course, consider that the whole soil profile undergoes 
changes through time, like those changes postulated above for the small 
* 
A conditional empirical relationship can strictly be considered rea­
listic only for the experimental circumstances in which it was obtained. 
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volume; and again those changes are "by nature beyond our control. We can­
not incorporate this possible source of yield variation into our explana­
tory variables, when the latter are the lump amounts applied at the outset, 
unless we should include all of those factors known to affect the Nitrogen 
Cycle. A more direct approach should be to make direct measurement of the 
nitrogen status in the profile over time, for each experimental circumstance 
and search for a direct relation to yield variation. 
The effect on yield of soil nutrients, whose energy of association to 
the soil solid phase is high, also has the two components of position and 
of time. For we know that the soil processes involving phosphorus, for 
instance, progress through time, and we also know that soils vary in their 
qualitative and quantitative content of the factors responsible for those 
processes. 
The central thesis of this dissertation is that by means of a static 
model*, we can incorporate the variation in intensity of the environment 
through time and space into the explanatory variables of yield. 
The method of this dissertation will be to propose the static model 
and subsequently to apply a deductive reasoning in order to derive specific 
norms with regard to the empirical approach of the phenomenon of plant growth. 
The model will be applied to corn yield data obtained in the State 
of Iowa. 
_ 
We call static model to this scheme of attack, because we will be 
seeking relationships between yield (i.e., the terminal product of the 
totality of the processes involved) and an environment that is defined in 
terms of intensity, position and time. This model is contrasted to a 
"dynamic model" in which we would be concerned with intermediate as well 
as terminal products. 
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II. DEVELOPMENT OF A STATIC MODEL 
The literature concerning relationships "between yield and environ­
mental factors suggests the yield of the experimental plot (i.e., that 
unit area to which a specific treatment is applied) as the immediate 
target of our study. Stated very simply, we want to predict yield 
obtained in that area as a function of the environmental factors. This 
problem of prediction has been attacked in two ways which have been 
described as the infinite and the finite model approaches (19). 
In the infinite model approach we regard yield of an individual 
plot as being made up by a systematic part plus a random term. This 
random term or experimental error is a member of an infinite population, 
which is defined by certain unknown parameters. We commonly make some 
assumptions, about that population, that correspond to Markoff's model 
error (i.e., the random term is distributed around a mean zero with 
constant variance, and any two errors being uncorrelated). This assump­
tion allows us to use the least squares method in order to obtain estimates 
concerning the systematic part of the plot yield and the variance of the 
random term. A further assumption on the latter, namely that it be normally 
and independently distributed, permits us to carry on the common tests of 
significance for the estimates that we have obtained. Along this same 
general line, it has been common practice to regard the independent 
variables (i.e., the environmental factors) as fixed constants or in other 
words as not being affected by experimental error. 
8 
In the finite model approach, we look at the experimental plot as a 
multivariate finite population that is defined by a certain number of 
parameters some of which we estimate and some of which we measure without 
error (i.e., when the whole finite population is examined for a specific 
attribute). One of the attributes that we are usually interested in mea­
suring is plant density and since we will usually count the total number 
of plants in the plot (i.e., we enumerate the entire population), we can 
state that we will know that parameter of the multivariate population 
without error. The same thing can be said with respect to the mean yield 
per plant within the plot, since we commonly harvest the entire population. 
The latter statement is advanced with the implicit assumption that weighing 
error and equivocations by the operator are negligible or nonexistent. 
With regard to the amount of nutrients originally present in the soil, 
we can say that, so far, we are unable to examine the entire populations. 
One of the reasons for this situation is that our techniques of measurement 
include the removal and alteration of the soil sample, and, of course, 
scarce resources limit the thoroughness of sampling and analysis. Under 
this scheme, we are confined to the estimates of parameters, hence we 
should recognize the presence of random components in such quantities. 
Before this line of thought is developed any further it seems pertinent 
to recognize a more basic approach to the phenomenon of plant growth. 
A. The Experimental Plot as an Aggregated System of Productivity 
We can start from the postulate that there exists a natural law that 
uniquely relates plant growth to its environment. Let us consider an 
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experimental plot that has been subjected to a certain experimental 
treatment, and in which a crop has been planted, as an aggregated system 
of productivity composed of individual productivity systems each 
surrounding and including a specific plant. Let an individual system of 
productivity have dimensions that include part of the soil profile and 
also a directly relevant part of the atmosphere (up to somewhere immedi­
ately above the plant foliage). With a 3 coordinate Cartesian system of 
an arbitrary origin we can exactly describe the volume that in a given 
moment is occupied by the IPS (individual productivity system), given 
that the adequate mathematical function is known. 
The IPS must have a changing geometry as the plant develops. It 
must include only that volume of the environment that has some direct 
cause to effect relevance to plant growth (or else the natural law of 
growth would not be unique). It is possible that a given fixed volume 
somewhere in the soil profile around the IPS at time t^  becomes relevant 
and eventually stops being relevant as the active root system changes 
position. In short, the geometry of the IPS grows and assumes different 
forms as a function of time. One can envisage the existence of a joint 
function of, the coordinates x, y, z, and time, that should describe that 
changing geometry, namely: 
f(x, y, z, t) = c 
where c means some constant. 
Environmental factors are known to vary within the three dimensions 
of this ecological system, and also with time. As an example we can 
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consider the oxygen tension per unit volime within the IPS. For the 
sake of clarity we repeat that the volume of the IPS will include part 
of the soil profile and part of the atmosphere. The plant itself is 
also considered part of the IPS. There must certainly be vertical and 
horizontal gradients in a given instant with regard to the oxygen tension 
per unit volume. Yet the many processes that consume and release oxygen 
cause such a scheme to vary continuously through time. 
One can define a very small volume with the dimensions dx, dy, dz, 
fixed at a set of coordinates XQ, yg, ZQ, t^ , for a very small time 
span, dt, within the IPS, in which there must exist a certain oxygen 
tension. This oxygen tension within the marginal volume must be a very 
complex function of factors that influence the processes of oxygen intake 
and output, such as the plant genotype, the precise microbiological life, 
temperature, moisture supply, etc. However, one can certainly conceive 
a mathematical function that relates such a resulting quantity to a 
coordinate system on x, y, z, t. We can call the amount of 0^  within 
this volume the first total derivative of 0^  concentration with respect 
to X, y, z, and t, for a fixed set of coordinates x_, y^ , z^ , and t^ . 
We can express this mathematically as: 
f'(x,y;Z,t) = Og conc. (in the marginal, volume-time). 
An integration of this function between the limits of the ecosystem 
should render the 0^  concentration as a function of the four coordinates. 
11 
t  f ( z  )  f ( y  )  f ( x  )  
J j J i * f'(x,y,z,t)dxdydzdt ^  0 conc. = f(x,y,z,t) [l] 
ti f(z^ ) f(y^ ) f(x^ ) 
Such a function will continuously describe the 0^  concentration profile 
for the ecosystem during the time that the plant is growing. This function 
is conditional to the specific IPS. 
By a similar process of reasoning one can presume the existence of 
a function on the same four coordinates for each of the environmental 
factors. It seems that even factors like wind speed (with regard to its 
lodging effect on the plant), hail, frosts, etc. can he characterized in 
a like manner. The effects of pest and disease seem more difficult to 
approach mathematically, however, such a function must exist since we are 
able to observe the development of the damage (i.e., it has some magnitude) 
and frequently we associate qualifying numbers depending on the degree of 
such damage. 
Some obscurities seem to arise when one considers characterizing in 
the same way some environmental factors that flow into the growing plant 
from the soil. Our knowledge about the chemical and physical properties 
of the soil nutrients remains largely imperfect. We know that only an 
unknown fraction of the total soil content for a specific nutrient will 
be effectively used by the growing plant. The question is then what to 
regard as the dependent variable when we want to describe the status of 
a specific element that is also a soil nutrient. We know that a given 
* 
The limits of integration for x, y, z, are functions such that 
the integration takes place within the limits of the ecosystem. 
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nutrient appears in the soil in several physicochemical phases. As an 
example we can think of phosphorus in the soil solid solution as chemical 
specie A, as chemical specie B, etc., in the liquid solution as chemical 
specie A, B, C, etc., each one being regarded as a different phase. After 
it flows into the plant it also shows that pluralism. To further complicate 
the picture, the plant seems to be able to extract radicals both from the 
liquid solution and from the solid solution, the latter apparently being 
done through contact exchange (IT). 
In a given instant the total amount of soil nutrient per unit volume 
marks the maximum quantity that plants can possibly take. For the same 
instant also, and as a result of interactions between that total nutrient 
content (expressed as a chemical element), the several physicochemical 
phases of the same nutrient, and in general the physicochemical environment, 
plus the biological activity, a certain fraction of the nutrient is incor­
porated by the plant. We can call that amount the effective amount of 
nutrient after we have done the proper integration on time and within the 
plant volume.* We must remember that every one of the interacting quantities 
(that incidentally are also environmental factors) can be looked upon as 
functions of the four coordinate system. The above suggests that one can 
use the total amount of nutrient, as expressed in its elemental form per 
unit volume, as the basic dependent variable that primarily defines the IPS 
in that regard. This dependent variable would allow us to include in a 
*We will restrict our definition of effective amount of nutrient to 
only that part of the nutrient incorporated by the plant that is directly 
responsible for production of sound vegetal mass. 
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simple manner, any kind of fertilizer that is added to the experimental 
plot, no matter what the chemical form of the element was, and would also 
allow us to extend the description to within the plant. Incidentally, when 
in practice we try to characterize the nutrient status of the experimental 
plot, we resort to the direct measurement of some unspecified chemical 
aggregate that we hope is proportional to what we already defined as the 
effective amount of nutrient. We do this because we ignore the mathematical 
expression that relates the effective amount of nutrient to the several 
interacting quantities referred to above. In short, we take an empirical 
approach. 
The natural law of plant growth that we originally assumed can be 
stated mathematically as: 
Y = f(g,n,p,k, . . .,o,m,t',r,c, . . .,h,w, . . .) [2] 
Where Y = yield m = moisture 
g = genetic material t'= temperature 
(genotype) r = radiation 
n = soil nitrogen c = COg conc. 
p = soil phosphorus h = hail 
k = soil potassium w = wind speed 
o = oxygen tension per ! 
unit volume 
We have postulated that each one of the factors of production can be 
described as a function of four coordinates: x, y, z, t. 
n = n(x, y, z, t) [3] 
P = p(x, y, z, t) 
o = o(x, y , ' z ,  t) 
m = m(x, y, z, t) 
h = h(x, y,'z, t) 
w = w(x, y, z, t) 
With regard to the genetic material, we must recognize that a cardinal 
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scale that -would allow us to express its magnitude is not available at 
present. It seems that there is no serious reason why one could not 
postulate a function such as: 
g = g(x,  y, z, t) 
which would somehow extend to include any other kind of organism within 
the IPS that is not the plant itself. So we can ultimately write: 
Y = Y(x, y, z, t) [4] 
There must be some intermediary steps in which one integrates the pro­
duction of plant mass within the limits of the ecosystem. This would still 
leave yield as a function of x, y, z, and t, as it is expressed in Equation 
[4]. We can paraphrase that equation by stating that yield is a joint 
function of the magnitudes of the totality of the production factors present 
in every part of the IPS as defined by x, y, z, and t. 
None of the functions that relate the factors of productivity to the 
coordinate system x, y, z, t, seem to be accessible to us. The functional 
model of the natural law of plant growth also remains unknown. Yet the 
perfect knowledge of these relationships is a sine qua non condition for 
an exact expression of yield. We therefore must take an empirical approach 
to the problem of plant growth for which we resort to several devices: 
With regard to the unknown nature of the mathematical relationships 
we use a well-known principle of calculus: 
Any function that is continuous and that has continuous 
derivatives can be approximated to an arbitrary level of close­
ness, within the range of the observations, by a proper expansion 
of the Taylor series (23). 
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The latter expansion reduces to the veil-known polynomials that are 
very much used in the present techniques of prediction. As an example 
we can write: 
Ï = bo + . bgXg + b^^X^Xg + - bggXg^ . . . -H bjXj . . . 
Because of the matter of scarce resources we are confined to 
expanding this polynomial only up to a certain point. This will leave 
some residual variation (commonly referred to as lack of fit) that we 
can recognize and enumerate as a component of unexplained variation in 
our empirical approach. 
With regard to the characterization of environmental factors (we are 
now thinking in terms of the experimental plot, i.e., the aggregate system 
of productivity), we usually choose a strategy as if we were making a 
behavioristic assumption on the plant community. We seem to assume that 
the latter has the property of compensating for the arithmetic mean around 
the natural law of yield for variations in the individual systems of pro­
ductivity within the experimental plot. In favor of the above statement 
one can argue that we use a soil test average for the plot to seek a 
relationship to yield, and that we express the latter as a multiple of 
the mean plant yield for the plot. As a further explanation of the assump­
tion that we are considering we can look at Figure 1. Curve AB supposedly 
represents the natural law of plant response to the effective amount of 
soil phosphorus, ceteris -paribus. In this representation we are assuming 
that every possible cause of variation directly connecting yield to 
environment up to the moment of harvesting, has been taken into account. 






P H O S P H O R U S  
Figure 1. Hypothetical law of plant yield response to effective soil 
phosphorus, ceteris paribus. 
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is done (i.e., weighing, seed drying, etc.), and for this we are assiming 
some kind of distribution around zero, with small variance. Suppose for a 
moment that our plant community is composed of two plants and that the effec­
tive amount of phosphorus in the ecosystem surrounding one of them will be 
Pg.* Let the second plant be exposed to P^ . Then according to our conven­
tional procedure we would average P^  and P^  to get P. In the same way we 
would calculate Y as an average of Y^  and Y^ . In our regression study we 
would proceed to pair Y to P. Clearly we should be using some value Y^  ^
which would differ from f(P) only by the variation introduced after 
harvesting. All of this argument is equivalent to assuming that the plant 
at P^  would yield Y| so that the average between Y^  and Y^  would be Y^ .^ 
Clearly the tenability of the assumption we are here discussing will 
depend on the configuration of the natural law of growth between the two 
environments represented by P^  and P^ . A straight line relationship would 
make the assumption perfectly realistic. A relationship with a graph 
convex to the P axis would bring negative bias, and a concave curve would 
introduce positive bias. In both of the last two cases the assumption 
would be unrealistic. 
One can intuitively see that as more pairs of values between the 
extremes (YQ, P^ ) and (Y^ , P^ ) are introduced, such as (Yg, Pg), (i.e., 
as we increase our aggregate community above 2) this independent averaging 
of the Y's from that of the P's would tend to decrease the bias for the 
* 
'It is realized that the availability of phosphorus in the multi­
dimensional system of productivity should be represented by more than one 
parameter, but we will still use one in order to keep the argument simple. 
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corresponding (Y, F) pair. This would happen no matter what the 
configuration of the natural law of yield should he. The above state­
ment would be automatically proved if it could be substantial that 
N W 2 2 
E f(P.) Z P. 
i=l " f(i=l 
Z f(P.) Z P. 
i=l  ^f(i=l 
I H 2 2 
where N is the number of plants per plot. 
Also, the smaller the difference between the two extreme environments, 
the smaller the bias would be, since a straight line would approach the 
curve more closely. We cannot assess the size or relative importance of 
this source of variation. However, given that in practice the number of 
plants in the experimental plot is rather ample, and assuming that we try 
to get as homogeneous plots as possible, we can expect that the bias 
introduced by the supposedly unrealistic assumption is not large. 
It must be pointed out that making the assumption in question allows 
us to deal with yield per plant and its corresponding ecological para­
meters (such a P in Figure l) on an independent basis, with the single 
restriction that for every Y included in calculating Y, the corresponding 
P should be included in calculating P. As a further explanation of the 
latter point, suppose that in Figure 1, $0% of the plant population is 
exposed to different values of P but all included between P^  and P^ , 
whereas 10% of the plants grow in environments fluctuating between P^  and 
P^ . This would clearly introduce some kind of weight in the calculation 
of Y that one must be sure is also present in P, or else another cause for 
bias would be introduced. This principle justifies that when we are 
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sampling within the plot in order to estimate some average parameter 
(P in the example) every sample should represent an equal area and 
should also be randomly alloted to the same. With this rule we leave 
to chance the opportunity of approximating the proper weighting for us. 
In practice two individual ecosystems would hardly differ only in 
one parameter. Hence a more complete theoretical treatment of this 
problem, which would be beyond the scope of this presentation, should 
examine the realism of the assumption we have been discussing on a 
pluralistic basis. 
With regard to the unknown equations of the environmental factors 
as functions of x, y, z, and t, we are in the process of gathering more 
basic information. Evidence has already been found that the distribu­
tional parameters on time for moisture and temperature are significant 
in explaining yield variation (H, 15). We do not seem to have enough 
parallel information with regard to soil nutrients and other ecological 
factors. Also, the distributional parameters in the x, y, z, directions 
should be considered. 
We ignore the function that would describe the shape and volume of 
an individual system of productivity. However, given that the aggregated 
ecology shows some intermingling of the individual ecosystems, and given 
the assumption concerning the arithmetic means that we have just discussed, 
it does not seem to be a poor approximation considering that the whole soil 
profile for the plot, down to a certain depth, is part of the aggregated 
ecology. Depths of the soil profile in which root exploration is scant 
cannot be approximated in the same way. 
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Apparently then, we can approach the problem of plant growth within 
the aggregated system of productivity hy a simplified model. In such a 
model we conceive an IPS that has a regular shape through time and in 
which every factor of productivity has dimensions that represent average 
conditions for the aggregated system of productivity. We also conceive 
that in such a model individual productivity system there is a plant 
growing that will yield the same as the average yield per plant in the 
plot. Also, instead of visualizing a very small volume of dimensions 
dx, dy, dz, for the dt interval in which a given factor of production 
will have some magnitude, we can use an approximation. Let Ax, Ay, Az 
be a regular prism for the At time lapse, and in which we can measure 
some magnitude of the factor of production, that hopefully will be pro­
portional to the effective amount of nutrient for that model average 
plant. 
We can point out that given the regular shape conceived for the 
model IPS, the limits of integration of an equation similar to Equation 
[l] would no longer be a function of the coordinate system, but would be 
a set of simple functions of time. We will subsequently refer to this 
model as MPS (Model Productivity System). 
The size of Ax, Ay, Az, At, is a question of economics. 
We would then divide the soil layer we think is more extensively 
explored by root activity into prisms of dimensions Ax, Ay, Az and we 
would take a measurement there for each environmental factor every At 
time. Let us suppose for a moment that every one of these attributes is 
accessible to us. This would entitle us to estimate the LHS (left hand 
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side) of the following set of statements by the corresponding RHS. 
n'(x,y,z,t) = n^ + nj^x + n^y + n ' z  +  n^t +  n^^xy +  .  .  .  +  n^^^zt +  
nj_^ x^  + . . . + nj^ t^^  
p'(x,y,z,t) = Pg + p{x + p^ y + p^ z + p^ t + p^ gXy + . . . + p^ z^t + 
p'^ x^  + . . . + pf^ i^ t^  : 
0'(x,y,z,t) = 0^  + 0|x + O^ y + O^ z + Oj^ t + O^ x^y + . . . + O^ z^t + 
Oj_^ x^  + . . . + 
We use n', p', etc. to emphasize that we are here considering that quantity 
of stimulus that is proportional to the effective amount of nutrient, as 
opposed to n, p, . . ., in the set of Equations [3] that is intended to 
express the total amount of a nutrient expressed in elemental form, per 
unit volume. 
The natural law of plant growth that we have assumed makes yield a 
variable quantity depending on genotype and environmental factors. We 
have taken a further step with regard to clarification when we regard 
yield, as in Equation [4], as a function of the distributional character­
istics of the totality of the production factors in the space and in time. 
This is the case when we look at yield on an individual plant basis. From 
the stand point of the aggregated system of productivity, namely the 
experimental plot, that we know to have some fixed horizontal area, a 
further consideration must be made. Varying numbers of IPS can be 
accommodated within the experimental plot, which we know is bound to effect 
the mean plant yield. This will happen because of the concomitant modifi­
cation of the magnitude of the production factors along with shape and 
volume changes of the IPS. A similar type of effect would take place if 
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genotype would also be a variable within the aggregated system of 
productivity. Such would be the case when the population of plants 
within the plot would be heterogenous as for genotype (such as with an 
open pollinated specie). One can then see how genotype and plant density, 
s, can interact with the distributional parameters of the production 
factors, in affecting yield when it is looked at from the stand point of 
the aggregated system of productivity. We can ultimately express that: 
Y = Y(x, y, z, t, g, s) [5] 
We must bear in mind the problem of a present lack of cardinal scale of 
measurement for g. 
If we look at Equation [U] which considers yield on an IPS basis, one 
can raise the question of what empirical procedure could be followed in 
order to obtain an approximation of that equation. 
By resorting to our firs"; tool with regard to an unknown function of 
four independent variables, we can write: 
Y = Y(x,y,z,t) = Yq + Y^ x + . . . + Y^ t + Y^ x^y + . . . + Y ^ z^t + 
+ . . . + [6] 
One can then pose the question of what meaning, if any, are the coefficients 
preceding the x, y, z, t coordinates? It is difficult to visualize how for 
a given set of coordinates XQ, y^ , z^ , t^ , a given yield should be attached. 
However, we must bear in mind that conceptually an integration has already 
been made. The latter means that an association of yield with a given set 
of coordinates implies that the law of plant growth has been integrated from 
the changing lowest value of each coordinate up to the precise point defined 
by X , y , ZQ, t^  that we are considering. 
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It is also convenient to keep in mind that as an integration along 
a given axis is made, the variation of each one of the factors of pro­
duction along the same axis is being described. It is only within this 
context that the axes of coordinates x, y, z, and t, are relevant to 
yield. One can then see the necessity for an empirical procedure that 
would allow us to follow that variation of the environmental factors 
along the coordinate axes on its connection with yield. And indeed we 
are going to find that such a procedure does exist. Fisher established 
the basis for that procedure in his classical paper of 192^  (lO) when he 
developed his concept of the Regression Integral. 
B. Derivation of the Method of Empirical Attack 
1. Review of fundamentals 
Before we embark on the development of the procedure announced in the 
last section, it seems convenient to review the fundamentals of the techni­
que that we follow to approach an unknown mathematical function. We must 
concern ourselves with the Taylor's theorem (23). 
Consider a function y = f(x) and a fixed value of x: e.g., x^ . Let 
that function be unknown to us and let its first n+1 derivatives be 
continuous. Suppose that we know the value of the function at the fixed 
value Xg, namely y^  = Also suppose that we know the values of the 
n+1 derivatives of f(x) at x^ . The theorem of Taylor can then be expressed 
mathematically as: 
f(x) = f(x ) + d f(x) 
dx 
(x - X ) + 2^  d^  f(x) 
X 2! dx 
2 (x - XQ) + . . 
0^ 
1 d" f(x) (x - X (x - t)°' d" f(t) dt 
n! dx z XQ n! dtn+1 [7] 
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that can also be written: 
f(x) = a^  + a^ (x - XQ) + a^ fx - x^ )^  + . . , + a^(x - x + R(X, z ) [8] 
The term R(x, x^ ) is known as the remainder of the equation, and it is a 
quantity whose value depends specifically on how far x lies from x_. We 
can also regard RCx, x^ ) as a bias, and we are here stating that the farther 
apart we take x from x^ , the larger the bias for the calculated f(x), y, 
will be.* This can be expressed mathematically as follows: 
ly(x^ ) - y(x^ )I > lyfxg) - yCx^ )| if |x^  - x^  | > Ix^  - x^ l 
In regression techniques we can use the mean value of the independent 
variable as the fixed value XQ. We would achieve this if we would codify 
both dependent and independent variables around their corresponding means 
and if any generated independent variable (i.e., cross products of 
independent variables) should be derived from the coded variables. We 
will be referring to this codification of variables throughout the develop­
ment of concepts that follows. We choose to do so because the resulting 
model can be paralleled to the Taylor series in a simple form. 
From this point on, except where stated otherwise, we will be dealing 
with those codified variables. 
An equation of yield in terms of nitrogen (n) and phosphorus (p) will 
be written as follows: 
2 2 
Y = SQ + a^ n' + a^ p' + a^ n^' + a^ p^' + a^ n^'p' 
— 
y is the approximated value of y = f(x). y is obtained by expanding 
the Taylor series. 
2k 
This expression is intended to mean: 
Y - Y = a^ (n - n) + a^ Cp - p) + a^ (^n - n)^  + a^ f^p - p)^  + a^ gfn - n)(p - p) 
We can deduce then that a^  = Y 
According to the above notation. Equation [8](except for the bias term) 
would be written as follows : 
f(x) = Y = a_ + a^ x' + a^ x'^  + a_x'^  + . . . + a x'^  
0 1 d j, n 
If we should have a series of Y and x observed values, we could by-
regression technique get estimates of a^ , a^ , . . . , a^  coefficients. 
We can say then that what the least squares technique does for us, is to 
provide estimates for the values of the 0 ,1 , . . . , n , derivatives 
of the unknown function at x. In other words, the least squares technique 
estimates what the yield is at x, and also, for that precise x value it 
estimates, how the yield changes with the unit change of x. Also, an 
estimate of how that change changes with the same unit change of x pro­
vided, and so on. All of these estimates however, are in reference to the 
unknown function at x. All the information contained in the observations 
is concentrated in obtaining the information concerning the unknown f(x) 
at X. 
Incidentally, it seems that the common criticism of the use of these 
polynomials as failing to provide any kind of theoretical grounds whatsoever, 
does not seem completely fair. When the independent variables are codified, 
as described previously, the polynomials do estimate for us the conditional 
value of the several derivatives of the unknown law governing the phenomenon 
at the center of the space of exploration. Also, the presence of independent 
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variables raised to the power should not bewilder us too much. They 
can be looked upon as mere mathematical devices which help us in getting 
an estimator for the n^  ^derivative of yield with regard to the independent 
variable in question. That estimator is calculated for the center of the 
space of exploration (i.e., at x when there is only one independent variable), 
This idea about all the information provided by the observations being 
concentrated on x in order to get estimates for the values of the 0^ ,^ 1^ ,^ 
*bîi 
. . ., n derivatives of the unknown function is of paramount importance 
to us. It is going to help us develop an objective understanding of how 
the. distribution of an environmental factor along an axis of coordinates 
affects yield. Indeed it will allow us to visualize how n environmental 
factors varying in the four coordinate system can affect yield. 
Let us now look at Taylor's theorem in a more general context (i.e., 
for an unknown function of several independent variables): 
2 2 f(x,y) = a^  + a^ x + a^ y + ax + a^ y + a^ xy + . . . [9] 
that comes from 
2 2 f(x,y) = + a^ (x - x^ ) + - y^ ) + a^ (x - x^ ) + a^ (y - y^ ) + 
a_(x - XQ)(y - y^ ) + . . . [lO] 
Equation [lO] is a short expansion of the Taylor series for two 
independent variables around (x^ , y^ ). The a^  coefficients of 
Equation [lO] have a specific meaning, for we can write 
f(x,y) = f(xQ,yQ) + 3f(x,y) 
9x 
(x - XQ) + 3f(x,y) 
XO'^ O 3= 
(y - Yq) + 
XO'^ O 
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1 9^ f(x,y) (x - X + . . . + 
! Â? XgiYg 2! 3x^  2 8z^
_1 a^ f(z,y) 
2! 9x8y 
2 (y - YQ) + 
XO'^ O 
( x  -  x ^ j f y  -  YQ) + . . . [11] 
In the regression technique we would use x and y as x^  and y^ . We 
usually regard the point x, y in the xy plane as the center of the area 
of exploration (in general we speak of the space of exploration). It is 
on this point x, y that all the information is absorbed (the function 
passes through this point), for we will calculate estimators of the 
partial derivatives of the unknown functions at precisely that point 
(x, y). In other words, for x, y we will have an estimate of what is 
the value of the partial derivative of the unknown function with regard 
to X, namely a^ . We will also have an estimate of what the value is for 
the partial derivative of the unknown function with regard to y, namely a^  
a^  estimates one half of the value of the second partial derivative of 
f(x,y) with regard to x. a^  estimates one half the value of the second 
partial derivative of f(x,y) with respect to x and y at x, y, and so on. 
2. Deductive reasoning 
In order to keep the present development in its simplest expression, 
let us define an idealized IPS: HPS that can only assume the form of a 
rectangular column. Let us suppose that the theoretical situations con-
* , 
means: second partial derivative of the The term 9^ f(x,y) 
XO'^ O 9x9y 
unknown function with respect to x and to y, calculated at the point (x ,y 
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cerning these HPS's that we will have to evoke can actually be observed. 
Let us also focus our considerations on the space of the HPS outside the 
plant itself. In Figure 2 the inner column represents the plant and the 
larger column is the outer boundary of the HPS. The drawing represents 
the model ecosystem at time t^ . Actually the UPS can grow in the three 
directions. Let us assume growth in each direction occurs at the same 
speed, so that the form is preserved. The only difference between the 
HPS and reality which we wish to postulate is form. 
Consider that there exist an infinite number of these HPS in which 
every possible combination of the distributional* parameters along the 
x, y5 z, t axis for every environmental factor occurs. Suppose that a 
specific set of the totality of ideal IPS's is available to us. Let p 
"til 
represent the p member of the set, p = 1, 2, . . . , g. Let every one 
of the environmental factors show an unrestricted variation within a 
certain specific range with regard to its distributional x, y, z, t para­
meters within the set. In other words, we are proposing that with regard 
to the i^  ^parameter along the z axis, for nitrogen for instance, there 
is a certain specific range in which all the HPS's making up the specific 
set are contained. However, the latter set must not cover the totality 
of possible individuals within the range in question. Actually, very 
many other entirely different sets could be selected from the same range. 
A formal definition of the term "Distributional Parameters" or 
"Distributional Coefficients" will be presented subsequently. Let us for 
the moment associate with this term the idea of a certain set of numbers 
that describe the variation of a given environmental factor along the x, 







Figure 2. Idealized individual productivity system, (lIPS). 
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Suppose now that we want to estimate the effect of the vertical 
distribution of a specific environmental factor, namely nitrogen, n, 
on yield. Let it be that for any depth along the vertical axis (z) 
which we should happen to be interested in, a chemical measurement that 
meets certain requisites is available. This chemical measurement must 
represent an average value with regard to the x and y directions from 
the instant of time that such depth became relevant to plant growth 
and up to harvesting time. 
The simplest approach one could possibly take would be to make only 
one measurement that would represent an average for the whole depth.* 
We could then proceed to fit a regression equation of yield, Y, on n' : 
nitrogen deviations from the mean, such as Equation [12] across all 
the members of the specific set we already defined. 
Y = a^  + a^ n' + a^ n'^  + a^ n'^  + a^ n'^  + . , . [12]** 
Equation [12] must be regarded as conditional to the postulated range of 
variation for every environmental factor with regard to x, y> z, and t 
distributional parameters. Furthermore, it is also conditional to the 
specific set we happen to study because of the idea of concentration of 
the information around the mean n, n. In other words, the a^ 's concern 
the derivatives of f(n) at n. A different set selected from the same 
% 
Actually taking only one measurement is too much as far as simplicity 
is concerned. We should have postulated taking two measurements with depth 
as the simplest case (in order to see the effect of linear distribution). 
However, we chose the former in order to make the example simple as related 
to other concepts. 
** _ 
As defined previously n' represents n - n. 
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range should very possibly bring a different n. We will come back to 
this question of how conditional the resulting equation should be taken 
to be, and what the consequences would be as for the use of the informa­
tion so obtained as an intermediate end towards prediction. 
It is imperative at this stage to make a further clarification of 
the a^  regression coefficients regarding the fundamentals involved. We 
have said that a^  represents the values of the i^  ^derivative of the 
unknown function at n. We must now pose the question, what is the inter­
relationship between the consecutive derivatives of a function with 
regard to the independent variable? It seems very possible that the 
first partial derivative of yield with regard to nitrogen is a very 
complex function of an unspecified number of environmental factors. The 
second partial derivative of yield with regard to nitrogen will be a 
different function of the same unspecified number of environmental factors, 
or possibly of fewer of them. The third partial will also be a still 
different function of the same environmental factors that affect the second 
partial, or possibly of fewer, and so on. In this principle there must lie 
at least one of the reasons why there are relations of interdependence 
between a^ , as obtained in conventional regression analysis. 
In the development that follows we will observe how the first partial 
derivative of yield with regard to nitrogen will gradually become a function 
of the z axis. We will be implying that the other partial derivatives will 
undergo a similar process. 
We can represent the information obtained in Equation [12] in Figure 3. 




Figure 3. Average over time, depth and horizontal directions, of the 
soil nitrogen content of the members of an HPS's set, and 
first partial derivative of yield with regard to soil nitrogen. 
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is concentrated at the middle of the z axis, n^  and ly represent the 
lower and upper value observed across the set of IIPS's. ¥e represent 
each observed n value by a dot, and n is represented by a circle. We 
have also drawn a line segment with certain inclination through (n, z) 
that represents the first partial derivative of yield with regard to 
nitrogen. Actually the inclination of this line has no relationship 
to the nz plane. We found that type of representation of the first 
partial derivative with regard to nitrogen, appealing for future develop­
ments. We could have used a number instead. 
A less simple approach to the problem of vertical distribution of 
nitrogen would be to divide the z axis into two equally spaced segments 
and obtain an average value for nitrogen in each of them. We would 
calculate variables n^  and n^ .* The two calculated values would be 
treated as two independent variables (n^  and n^ ). We would then represent 
the fitted equation as in Figure 4. For purposes of presentation we can 
visualize the z axis as divided into two segments. We will suppose that 
all the nitrogen present in the first segment is concentrated at the middle 
point. The same stands for nitrogen in the second segment. We have 
assumed in Figure 4 that there is more nitrogen in the first segment than 
in the second. This would place n^ . higher than n^ .. In the presentation 
 ^  ^ -Q 
n-! = n^  - n^  where = E Ip 
" " p=ri^  
S n 











Figure 4. Average over time and horizontal directions of the soil 
nitrogen contained in the upper and lower halves of the 
profiles of the members of an HPS's set, and first par­
tial derivative of yield with regard to the soil nitro­
gen present in the upper and lower halves of the soil 
profile. 
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we also asstuned that the first derivative of yield with regard to nitrogen 
in the first segment is larger than that for the second segment. This one 
can tell hy the steeper inclination of the first line segment. 
Let us not concern ourselves for the moment with the interaction 
between nj^  and n^ . We will come hack to it later on in this development. 
This is the same as assuming that the effects of n^  and n^  are additive. 
Consider a further fragmentation of the same total length of the z. axis 
as in Figure 5. In this figure we have retained the same assumption as in 
Figure 4 (i.e., the nitrogen content of the soil profile decreases with 
depth). This assumption of course is irrelevant to the concept we are 
developing. Also, for purposes of presentation only, we have drawn the 
line segments to suggest that the effect of one extra unit of nitrogen 
decreases with depth. 
If we consider progressive fragmentation of the z axis, in the limit, 
we can clearly see how the inclination of the line segments, or more 
formally how the derivative of yield with regard to nitrogen, can become 
a continuous function of the z axis. Also, in the same Figure 5 we have 
drawn segments connecting the amount of nitrogen for different depths in 
a specific HPS, namely line AB. We can also see how in the limit this 
broken line becomes a continuous function of z. 
So we can write that 
 ^= f(z) 
8n [13] 
9^ Y = g(z) 
3n^  










 ^^  ^^  ^4 5^ 6^ 7^ 
DEPTH A X r S  
Figure 5- Average over time and horizontal directions of the soil 
nitrogen contained in several depth increments of the 
profile of the members of an HPS's set, and first par­
tial derivatives of yield with regard to soil nitrogen 
available at several positions of the profile. 
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"•p " [1^ ] 
When we write Equation [lA]: n^  = n^ (z) we are skipping a step that we 
here proceed to explain. Given the specific set of IIPS's that we are 
— ® n 
studying, the quantity n._ = Z ip also "beaomes a continuous function of 
P=1 g 
the z axis as the fragmentation of the z axis progresses to the limit, i.e., 
n^  ^ n.(z). However, this function n.(z) is conditional to that set of 
IIPS's. In other words n.(z) would, at most probability, be different for 
any other set of IIPS's. 
According to the meaning that we have been attaching to n^  (i.e., n^  
represents n^  - n^ )^, we are actually interested in how the difference 
i^ ~ ^ i* in the limit of fragmentation of the z axis. 
We suggested that for each HPS there was a unique function that 
related the nitrogen content to position along the z axis: 
n = n (z)* 
P P 
For the marginal situation we will write 
n^ (z) - n.(z)** 
Function n^ (z) is conditional to the specific HPS and function n.(z) is 
conditional to the specific set of IIPS's. Hence the combined function will 
be conditional to both concepts. Such is the meaning which we wish to attach 
to function n^ (z) in Equation [l4]. Function n^ (z) represents the difference 
between n^ (z) and n,(z), i.e., 
n' (z) = n^ (z) - n.(z) 
* th 
The subscript p represents the p member of the set of IIPS's. 
** 
The period symbolizes that an average was calculated over p. 
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Equation [l4] is the conditional to the specific HPS and to the set of 
IIPS's. Equations [13] are conditional to the specific set of idealized 
HPS's that we have been dealing with. 
Fisher (10)* went further to assume that Equations [13] should show 
no local variation, but rather should show slow and progressive changes 
along the z axis. Figure 6a shows how Fisher thought such functions should 
not be. Figure 6b shows an instance of how they could be. Consider now 
that we wish to evaluate the effect of nitrogen in two directions: z, the 
vertical distribution, and t, time. As a further explanation of the 
problem, one can think that many different processes can affect the profile 
status for a given nutrient. In the case of nitrogen, after a fertilizer 
addition, part will be extracted by the plant, part will be lixiviated, 
part will be gasified and lost into the atmosphere, etc. The combination 
of these processes will cause the vertical distribution of nitrogen at 
outset to move gradually through time into different distribution patterns. 
The plant will be exposed to these changes, for it will be taking its 
nitrogen while these changes are taking place. It is then necessary to 
find a way of determining how yield is affected by these changing distri­
bution patterns. 
The simplest approach would be to split both axes, z and t, into two 
segments and make an observation within each of the four areas (marked into 
1, 2, 3, and . Figure 7 show this more clearly. With these four measure-
_ 
Actually Fisher introduced this general idea in terms of the effect of 
rain distribution through time (i.e., along the t axis) on yield of wheat. 
We are here making a parallel reasoning to his, in terms of nitrogen distri­
bution along the z axis (depth). 
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Figure 6. Hypothetical relationships between the partial derivative 
of yield with regard to soil nitrogen available at several 
positions of the depth axis. 
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merits in each HPS we should be able to get an estimate for the effect 
on yield of the linear vertical distribution of nitrogen, and also an 
estimator for the linear distribution through time would be provided. 
Also, the effect on yield of the linear interaction between time and the 
vertical axis would be estimable with this type of data. 
We can regard the amounts of nitrogen measured in areas 1, 2, 3, 
and ^  of Figure 7 as independent variables n^ , n^ , n^ , nj^ . We would 
proceed to calculate variables nj^ , n^ , n^ , nj^ , and fit the data to a 
regression equation of the form: 
Y = bo + b^ n{ + b^ n- + b^ n^  + b^ n^  + + • • • + + 
b^ in|^  + . . . + + . . .* [15] 
For purposes of presentation we have considered in Figure 7 that 
nitrogen, which actually is distributed over a given area AzAt, is con­
centrated at the center of the same area. Figure 7 is drawn as if the 
first derivative of yield, with regard to nitrogen would be highest for 
the first depth and the first time interval, and would decrease both 
with depth and with time. The same can be said of Figure 7 with regard 
to the relationship between the nitrogen content and depth and time. 
This can be appreciated by the decreasing n^ '^s. The two assumptions 
help only for purposes of presentation, for they are not relevant to 
the concept we are trying to present. 
* _ 









Figure 7. Average over horizontal gradients, of the. soil nitrogen 
contained in time by depth profile increments of the 
numbers of an HPS's set, and first partial derivatives 
of yield with regard to soil nitrogen available at several 
positions of the time and depth axes. 
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Let Tis not concern ourselves for the time being with the interactions 
that come out of the Taylor expansion in Equation [15]. 
Consider now dividing "both axes z and t into smaller segments (keeping 
the same total length for each axis). Consider further that we have a 
nitrogen measurement within each area of the subdivided zt plane. We could 
then calculate the variables n| and regard each quantity as an independent 
variable and process the data through the common regression techniques. 
We would get Equation [l6]. 
Ï  =  *  . . .  +  .  .  .  +  +  
• • • + . . . [16]* 
We could then draw Figure 8. This figure is drawn as if the first 
derivative of yield with regard to nitrogen should decrease both with time 
and with depth. The same is said for the relationship between nitrogen 
and the two axes z and t. Not all possible observed nitrogen values are 
presented in Figure 8. Because of difficulties in drawing in three dimen­
sions, only the observed nitrogen values for the first time interval across 
the idealized IPS of the set and for every depth interval are considered. 
Also, only the values observed for the first depth interval across the HPS's 
and for every time interval are considered. 
If we continued to make progressively further divisions of the two 
axes of coordinates, in the limit one can see how the first derivative of 
yield with regard to nitrogen should become a continuous function of the 
two axes z and t (i.e., a surface would be generated). The same sort of 
thing would happen to the nitrogen content in the profile through time. 
* 
1 1 !• 
ni = n. - n. 
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Figure 8. Average over horizontal gradients, of the soil nitrogen 
contained in time by depth profile increments of the 
members of an HPS's set, and first partial derivatives 
of yield with regard to soil nitrogen available at several 
positions of the time and depth axes. 
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We could then -write: 
3Y = f(z,t) 
an 
a^ Y = g(z,t) 
3n2 
3^  = h(z,t) 
ank [17] 
and also: n^  = n^ (z,t) [18]* 
Equation [18] is conditional to the specific HPS (i.e., there is. a 
separate equation such as [I8] for each IIPS) and to the specific set of 
IIPS's. Equations. [17] are conditional to the specific set of UPS's 
that "we have been dealing with. 
Hitherto we have delayed discussing the interaction terms that arise 
in the fragmentation of the z and t axes. At this stage we will begin to 
consider those interaction terms for the simple case in which only one 
axis is being subdivided, namely the z axis. 
It is clear from Equation [l] that nitrogen is a continuous function 
of the z axis. We have suggested that a different function of the same z 
axis should exist for each UPS. We should also include the condition of 
the X, y, and t axes being averaged according to the description made 
previously. 
There is a representation in Figure 9 of some attributes of the 
specific set of UPS that we postulated elsewhere. The attributes are 
yield and the vertical nitrogen distribution with which it is associated. 
n^ (z,t) = n^ (z,t) - n.(z,t) 
Figure 9. Yield data associated with the soil nitrogen status of the members 
of an UPS's set. Each figure represents a hypothetical nitrogen 
distribution along the soil profile of a specific UPS. The nitrogen 




We have assumed for purposes of presentation that the z axis was divided 
into two segments. We would then be dealing with two independent varia­
bles, n^  and n^ . The observations that we would collect out of the set 
of IPS's would be as in Table 1. The data in Table 1 along with expressions 
1.1 and 1.2 can be used to calculate Equation [19]. 
 ^" ^0 * ^ 1^ 1 2^^ 2 \l^ i 2^2^ 2 * " ' '* 
In this equation b^  represents the value of the first derivative of yield 
with regard to nitrogen when nitrogen occurs at position z^  (along the z 
axis). Also, we must keep in mind that the value of that first derivative 
is provided for the mean n^ i, n^ . (this makes b^  conditional to the 
specific set of HPS). In the same equation b^  ^represents the value at 
n^ ., n^ . of the second derivative of yield with regard to the nitrogen at 
position Zg (along the z axis). The term b^  ^represents the value at 
ng_ (i.e., in the n^ , n^  plane) of the second derivative of yield with 
respect to nitrogen at position z^ , and nitrogen at position z^ . 
Consider a further division of the axis to k segments. We would then 
be able to fit Equation [20]: 
Ï = bo + + . . . + + b^ gD'n' + , . . + + 
' ' ' + [20] 
Where nl has the usual meaning of n. - n. 
1  1 1 *  
** _ 
nl represents (n. - n. ). 
1  1 1 '  
Uo 
Table 1. Observed yield and average nitrogen content of the two half 
portions of the soil profile in the set of IIPS's. 
Observed Yield 
Y 
^^ itrogen in the 
1 profile segment 
"i 
|itrogen in the 










The term f (z^ ) represents the average value of function f (z) fo 
range of z corresponding to z^  (i.e., the first segment of the zfaxis). 
We could then calculate the quantities n^ _ and n^  ^ as follows: 
1 .f (zj 
= P=1^ P 1 [1.1] 
g 
kl  
That we can represent by 
k kk k p 
Y =  b _  + Z b.n! + EZ b..,nln!,+E b . . n !  [21]^  
° 1=111 ^ 1 i=i"i 
The term represents the value at (n^ _, n^ ,^ . n^ _, . . .)** point of 
the first derivative of yield with respect to nitrogen administered at 
position z^ . The term b^ ,^ represents also for (n^ ., n^ ., . . . 
the value of the second derivative of yield with regard to nitrogen at 
position z^  and nitrogen at position z^ ,. In other words, it tells how 
the change of yield with respect to the change of nitrogen at z^  changes 
with one extra unit of nitrogen administered at position 
When the fragmentation goes to the limit, we have already seen how 
the first and second derivative of yield with respect to nitrogen adminis­
tered at a given position of the z axis becomes a continuous function of 
the z axis. 
\ l '  
For the limit Equation [21] becomes Equation [22]: 
Y = b^  + /q b ( z ) n ' ( z ) d z  + b'(z)n^ (^z)dz + /Q/Q b"(z,z')n^ (z)n/(z')dzdt 
In the last integral the case in which z=z' is not included. This 
last case is already presented in the second integral term. When 
In this expression we will consider that the terms b..,nln!,, and 
b.,.n!,n! are equivalent and we will include only one of tfeem. 
1 ' 1 1 ' 1 
** 
Since we are dealing with n^ , n^ , . . ., n^  as independent variables 
we can consider the k dimensional hyperspace of exploration, the center of 
which has coordinates (n^ ., n^ ., . . ., . . .). 
k2 
considering instantaneous divisions of two axes, the parallel equation 
to [22] would be Equation [23]. 
rTcZ (2) p 
Y = IDQ + JQ/Q b(z,t)n^ (z,t)dzdt + /QJ  ^h'(z,t)n^  (z,t)dzdt + 
(3) 
J /^q/o/o 'b"(z,z',tt')n^ (z,t)n^ (z',t')dzdz'dtdt' [23]* 
In his paper of 1924, Fisher considered using only the first two terms 
of the RHS of Equation [22] as an approximation to the present problem. 
Fisher proposed a method of determining an empirical estimation of function 
b(z)** when the variation along one axis is considered. He made an assump­
tion concerning the function b(z) that we already described on Page 33. 
If Fisher's assumption is realistic, a short expansion of the Taylor series 
would allow us to get a good approximation of that function. 
Fisher started by considering orthogonal functions of the z axis, such 
that the following conditions would be met. 
/^ i^(z)gj(z)dz = 0 
/^ q^ dz = 1 [24] 
* Only the cases for which z^ z', tpt' are included in term 3. The 
cases for which z = z' and t = t' are considered in the term 2. 
n'(z,t) represents the substraction: n (z,t) - n.(z,t) and is 
conditional to the specific HPS and to the specific set of HPS's. 
b(z) can be read b of z. It means that b, the first derivative of 
yield with regard to nitrogen, is a function of z. 
h3 
We can then visualize the function n^ (z) for a specific UPS and a set of 
HPS's being approximated by the expansion on the orthogonal polynomials 
of time: 
= "o^o * \h "2^ 2 + Sh * • • • [25] 
By the same reasoning the function b(z) can be approximated by the 
Equation [26]. 
b(z) = ggSg + + BgSg + BgSg f . . . [ZG] 
Fisher showed how to deal with Equation [22] only up to the second term 
(i.e.. Equation [2?]). 
Y = bg + JQ b(z)n^ (z) dz [27] 
If we substitute Equations [25] and [26] in Equation [27] we would get: 
Y = bo + /Q^ O^^ O 1^^ 1 2^^ 2 1^^ 1 2^^ 2 ^  
By performing operations and rearranging like terms; 
% = to + ®o''oi'o5o^ " + + . . . + SiiJoEiaz + + . . . 
By virtue of Equations [24] the above equation is simplified to: 
? = + 8gn„ + + . . . [281 
The procedure for finding estimates for 3^  would be as follows: We would 
first obtain Equation [2$]. One equation like this will be found for each 
UPS. We would proceed then to regress observed yields on the coefficients 
n^ . The regression coefficients of such equations would be the estimators 
for 3^ . 
kk 
We can try to deal with 'the situation in which the variation of a 
given environmental factor along two axes is to he examined with regard 
to its effect on yield by a similar process of reasoning. 
Consider Equation [29] which is Equation [23] up to the third term 
in the RHS (right hand side). 
Y = hg + dz dt + (z,t)n^ (^z,t) dz dt [29] 
Suppose that there exist some orthogonal joint functions of z and t such 
that : * 
az at = 0 
dz dt = . 1 [30] 
We could then approach the unknown n'(z,t) and b(z,t) functions as follows: 
ni2t!'i2(z,t) + [31] 
in which = io/oOp(z,t) ^ (^z,t) dz dt. 
We can also envisage an approximation of n^ C^zjt). 
n^ 2(z^ t) = n^ Q<f)QQ(z,t) + Ti^ (^j)Q^ (z,t) + nj^ ^^ Q(z,t) + nj^ ^^ (^z,t) + . . .[32]** 
Subscripts u, v indentify the degree of the orthogonal function separately on 
z and on t. A clarification concerning these orthogonal functions will be 
found on Page 62. 
_ 
Dr. Oscar Kempthorne, Department of Statistics, Iowa State University, 
Ames, Iowa. Indeed they exist. Personal communication. 1967-
'nV^ (z,t) = [n^ (z,t) - n.(z,t)]2 
45 
The functions b(z,t) and b'(z,t) can also be approximated in the same 
way. 
t(z,t) = gQo*oo(=^t) + + Bio4io(z,t) + + . . .[33] 
= 6ôo*Od(G't) + G6i4oi(Z't) + + . . .[34] 
We can then substitute Equations [31] through [34] in Equation [29]: 
Glo*lo(Z't) + . • .][n^ Q<j)QQ(z,t) + n^ *^Q^ (z,t) + %{o*iQ(z,t) +. .] dz dt 
And by performing operations: 
 ^= ^ 0 /o/o«oo"oo['»oo'"**"^ '^  ^ + /o/o9oo"oi*oo(2't)*oi<2.t)a2 at + . . . 
+ at + /J/^s„j^ii^^+Q^(z,t)t^Q(z,t)az dt + . . . 
+ !lfoBoo^ôo[*oo<='t)]^^2 dt + . . . + J^/%e;on^g+oo(2,t)*oi(z.t)dz dt + 
- - - + " + /%/oGoi''io*oi(s't)fio<s.t)d2 at + . 
Since g ; B' ; n ; n' are just a set of constants we can take the terms 
uv uv uv uv 
U^T '^ uv o^ s^id.e the integral terms, and then by virtue of Equations [20] we 
can write: 
0^ " ^0 * ^ 00^ 00 0^1^ 01 l^o\o l^l\l •*••••"'" ^ 00^ 00 %1^ C)1 
o^^ io 1^^ 1 "^  • • • [35]. 
Actually our main concern is to find the terms 3 : 3' for they will tell 
uv uv 
us how the first and second derivatives of yield with respect to nitrogen 
vary along the two axes z and t, by virtue of Equations [33] and [34]. A 
procedure that would allow us to find the 3^  ^values would be as follows. 
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First regress the nitrogen data in the form of n' on the orthogonal 
functions of depth and time and use the regression coefficients as 
independent variables in a regression against yield. Actually we do 
not have to go to infinite series of observations through time and 
depth of the profile. We could get an approximation of the functions we 
are seeking, i.e., b(z,t), b'(z,t) by discrete series of data on time and 
depth. Discrete series of nitrogen data on time and depth would constitute 
a crossed classification as is shown in Table 2. 
3. The basis for a general empirical method to relate plant yield to 
environment 
It seems that at this stage we have gathered enough principles to 
develop an understanding of a more general method that will help us learn 
how environment affects yield. 
It is very clear by now that every time one wants to include the 
variation of the environment along a new axis (recall that the IPS is 
defined along the x, y, z, t axes) many complications as for theory and 
practice arise. We therefore must keep the number of axes examined to a 
minimum. 
Common experience with closely planted annual crops seems to place 
maximum importance, as far as yield variation is concerned, on the varia­
tion of soil nutrients in the vertical direction and in time, as compared 
to horizontal gradients. Apparently then, except for species with root 
systems greatly extended horizontally, we can retain only the z and t 
axes. With regard to axes x and y, we will use only the average magnitude 
of the environmental factor across them. 
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Intervals t^  t^  t^  t^  t^  
1^ l^lp 1^2p 1^3p l^Up 1^5p 
Bgip ngZp %23p %2kp %25p 
3^ °31p 3^2p °33p °35p 
4^ °4lp 4^39 B^ Sp 
The quantities n^ ^^ , \2"' * " * ' can be calculated as follows; 
"11. = :,;iip 
»12. = 
"^ 5- = 
g 
Up to this time the principles have been presented in terms of the HPS's 
described on Page 26. We will see, however, how the type of concepts being 
developed, except for minor details, apply directly to the world of practice. 
U8 
This is true "by virtue of the assumption described on Page 15. In other 
words we can extend these concepts to the aggregated system of productivity 
which we have assumed has the property of compensating linearly around the 
natural law of yield. We suggested on Page 19 that this assumption would 
allow us to approach the problem of plant growth in the plot by an abstracted 
model MPS (Model Productivity System) which would have the form of a rectan­
gular column with growing dimensions through time. Also the distributional 
parameter of every environmental factor for this abstracted model should 
represent average conditions in the plot (i.e., the aggregated system of 
productivity). We also assumed that the plant that would yield the same 
as the average plant yield in the plot would be growing in the abstracted 
model ecosystem. There are still two details that make the assumption 
behind the concepts developed for the set of HPS's too strict for the real 
world. One is the problem of interactions between different plant popula­
tion levels in the plot and varying genotype within the plot with the x, 
y5 z, tj coordinates. We will attack this problem by including explicitly 
the corresponding cross product terms in the first equation. The second 
problem is one of accessibility to the total IPS as a substratum from the 
point of view of measurement. We will have to be confined to estimators 
of the distributional parameters for the environmental factors. This will 
introduce the concept of random components into those quantities. We 
prefer to deal with this problem in a subsequent section. Meanwhile we 
will make a treatment as if a solution of this problem were already taken 
into consideration. Also, we should set some dependence of the total 
length for the z axis on the t axis to allow for gro-vrfch of the model IPS 
h9 
on time. We will skip this idea for the moment and consider the z and t 
axes as orthogonal. From this point on we abandon the concept of HPS 
(Idealized Individual Productivity System) and will develop, the further 
ideas in terms of the MPS (Model Productivity System) and of a specific 
set of MPS's. We will also be using interchangeably the terms "Experi­
mental Plot" and "MPS". Actually the dimensions of the experimental plot 
are related to those of the MPS by a constant factor. 
Considering the two axes (z, t) in the world of practice means that 
we would go to the experimental plot at time t^  and sample by depths. 
For each depth we would get a random sample covering about equally the 
plot part that is going to be harvested, and we would mix the soil material 
together. In this way an average profile for the whole plot is estimated 
without bias.* We would come back to repeat the same process at times t , 
5 
t^ s . . . , t^ . The technical details associated with measuring specific 
environmental factors will not be considered here. 
We can represent our data for each environmental factor by a crossed 
classification in terms of time and depth as in Figure 10. We can envisage 
an area of dimensions Az, At in which certain stimulii are located (namely 
nitrogen, phosphorus, moisture, temperature, etc.). We will further assume 
that all the stimulii are concentrated at the center of the area. We can 
then consider the coordinates of the center of that area in our description. 
_ -









Figure 10. Time and depth increments in a crossed classification. The 
coordinates of the centers of each Az x At area supposedly 
represent the position in which the environmental stimulii 
are located. 
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Let us define an independent variable and a specific set of MPS's. 
x' * j = 1, 2, . . X 
k = 1, 2 8 
1 = 1,2, . . ., n 
where = =jkl " 
"jkl- -
We will refer to j as the depth coordinate of the center of the corresponding 
area, k will he the time coordinate, and 1 will he the specific environmental 
factor, p represents the specific MPS. 
An expression of yield that would include the linear and quadratic 
terms of the Taylor series for n environmental factors with observations in 
6 intervals for the time axis and X intervals for the depth axis would he 
Equation [36]:. 
À e n 
Y = b + Z Z %tlkl=1<k'l' + (1) 
j=j',=l k=k',=l 1=1'J=1 J 
all 3 all k 
It seems adequate to separate the components of the last term into those 
terms that represent the quadratic of the same variable, those cross products 
that represent interactions between variables generated from the same environ­
mental factor across soil depth and time, and those cross products that 
represent interactions across different environmental factors, including 
the variables generated across soil depth and time. 
* 
In accord with the codification of the independent variables that we 
have been using we define this variable x'., ^  = x.,^  - T., ^ . jkl jkl jkl" 
** 
We will consider in this equation that 1'k'l'^ îkl^ Vk'1' equal 
to b.,, , x^l,, ,_,x'., ^ and we will include the'term only once. 
J'k'l',jkl J'k'l' jkl 
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(1) 
( 2 )  
2 
j=j' k=k' i=i,^ jkl,j'k'l'(=jkl,j'k'l') + 
(3) 
j=j. kfk' ï=i,^ jkl.j'k'l'=jkl=j.k'l' + 
(4) 
jfj' ^ =k' + 
(5) 
y  " h  Y  '  T T  '  4^ 1 •? * V»1 » -^ VL -Î *LRN ' 
all j all k 1#1 3'%'! [3T] 
Term 1.3T (Term 1 in Equation [37]) is the same as 1.36. Terms 2.37, 3.37, 
4.37, 5.37 add. up to 2.36. 
Term 1.37 represents the summation of the linear effects of variables x' 
calculated for every position with regard to the z and t axes. 
Term 2.37 represents the summation of the quadratic terms corresponding 
to the elements above. 
Terms 3.37 and 4.37 represent the summation of the interactions between 
variables generated from the same environmental factor across depth and 
time coordinates. 
Term 5.37 involves the totality of the interactions across different 
environmental factors. 
Because of the necessary complexity in the notation, the simplest 
possible example will be carried along parallel to the general treatment 
of the case. 
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Consider two environmental factors each measured at two depths of 
the profile at two time intervals, and a specific set of MPS's. 
"jki i : i: 2 
1 = 1 , 2  e . g .  n i t r o g e n  ( n )  a n d  p h o s p h o r u s  ( p )  
-  ^ "^kl -Consider x„^ . = p=l ^   ^ and the difference x„ , - x., ,. = xl, 
Jkl jkl jkl jkl 
Our variables will therefore be; n|^ , n^ g, n^ ,^ p^ ,^ pjg, p^ ,^ p^ g. 
Since we went from variable x' to variables n' and p' , we will have to 
Jkl jk j^k' 
deal with the regression coefficients on a different basis of notation to 
avoid confusion. Any regression coefficient preceding n' alone will be 
termed a^ ;^ before p' alone we will use C^ ,^; for cross products n'p' we 
will use d„ , .,1 ,. jk'J'k' 
The parallel to Equation [37] is Equation [38]: 
Y = bo + + a^ n^^ g + Sg^ n^  ^+ SggD^ g + C^ p^|^  + C^ gP^ g + Cg^ Pgi + 
CggPgg (l) 
 ^^ 11,11^ 11  ^^ 12,12^ 12 *21,21^ 21 *22,22^ 22 *^ 11,11^ 11 
*^ 12,12^ 12 2^1,21^ 21 ^^ 2,22^ 22 
* —  ^ l^lp —  ^ 1^2p 
Parallely we would have: n^ .^ = p=l ; n^ g, = p=l 
^ N l^lp -  ^/22p 
; PLL. = P=1 ; ... ; PGG. = P=1 
consider now n^  ^= n^  ^- n^ ,^; ... ; p^ g = Pgg - Pgg.. 
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1^1,12^ 11^ 12 2^1,22^ 21^ 22 1^1,21^ 11^ 21 n n 12,21 12 21 
1^2,22^ 12^ 22 (3) 
'^ ll,12"^ il^ i2 ^21,22^21^22  ^^ 11,21^ 11^ 21 1^1,22^ 11^ 22 .Pin Poo + C, 12,21^12^21 
1^2,22^ 12^ 22 
( h )  
n' T)' 11,22 11^ 22 (5) 
'^ 22,11^ 22^ 11 '^ 22,12^ ^^ 12 2^2,21^ 22^ 21 "^ 22,22^ 22^ 22 • 
( 8 ) [ 38 ]  
The terms (l)[38] (all the terms of Equation [38] under number (l) represent 
the term 1.37. The terms (2)[38] represent 2.37, the terms (3)[38] and 
(4)[38] represent consecutive 3.37 and 4.37. The terms (5)[38] through 
(8)[38] represent term 5.37. 
Following Fisher's line of thought we can now consider shortening 
the intervals in the z and t axes (while keeping the total length of both 
axes the same). This would boost geometrically the number of generated 
variables out of the set of environmental factors (which remains the same). 
In other words this will increase the classification for j and k, leaving 
1 constant. 
When this process of axes fragmentation progresses on to the limit, 
a condition of continuity will be reached. The terms b^ ^^  will.become 
continuous functions of z and t. 
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 ^b^  = b^ (z,t) 
for 1=1' j^kl,j 'k'l' 







 ^X^  = x^ (z,t) 
x^ 2 = x|2(z,t) 
,t,t' ) 
for 1^ 1' 
'k'l' 
-> xj^ x^ , = Xjx^ ,(z,t) 
for j=j'1=1' 
'k'l' ^  *jkl,j'k'l' = =jkl,j'k'l'(Z'Z' ,t,t') 
According to the principles presented previously. Equation [37] should change 
in the limit to: 
Y = bg + %;o/otl(%)t)3^ (z,t)dz dt + %/ojo^ ii(%'t)x^ 2(z,t)dz dt + 
(3) 
,/o/o/o/o^ jkl,j'k'l' ( ^ ' % ' ' t ' t')xi(z, t)%{,(z' , t')dz dz' d t '  d t  +  
rTrZ 
% JqIq'^ I y^(z,t)x^ (z,t)x^ ,(z,t)dz dt + 
(5) 
32' df dt [1.0] 
The term 1.40 (Term number 1 in equation number 4o) should include all the 
terms (l)[38] in the limit (except for the constant b^ ). Term 2.4o includes 
all the terms (2)[38] for the same marginal situation. Term 3.^ 0 represents 
the terms (3)[38] and (4)[38] rows three and four of Equation [38]. The 
term 4.^ 0 includes the terms (5)[38] through (8)[38] for which j = j', k = k' 
These terms are d^ ,^ n^ ii^ îi' *^ 12,12^ 12^ 12' *^ 21,21^ 21^ 21' ^ 22,22^ 22^ 22' 
The rest of the terms included in the same rows are represented in term 
5.40 for the marginal situation. 
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In his presentation Fisher (lO) considered only one axis (specifically 
time), and he developed his idea for Equation [27]. However, he suggested 
the way that, quadratic terms could also be included. Anderson and Houseman 
( 1 ) delt with the joint function of two environmental factors such as 
temperature and rainfall. We will here be examining the method of generali­
zing n environmental factors when the terms 3.^ 0 and 5.^ 0 are excluded from 
Equation [4o]. 
By resorting to joint orthogonal functions of z and t we can make 
Equation [4o] become Equation [J+l] (except for the terms 3.U0 and 5.^ 0) 
if we follow the same type of reasoning as was described on Page 45. 
^ " ^ 0 * ^ 1,00\,00 n^,00\,00 + • • • + ^ 1,01^ 1,01 
n^,=Y^ n,=Y 1^1,00^ 11,00 ^   ^^ nn,00^ nn,00 
n^n,=y^ nn,=Y 1^2,00^ 12,00 ^   ^^ n-1 n,OO^ n-l n,00 ^   ^
'^l2,eY^ 12,=Y ^   ^^ n-1 n,=Y' [4l] 
The set of terms * in Equation [4l] have a specific mean-
l,uv 11',uv 
ing as follows: The term qq  represents, for a given plot, the difference 
*b jh. 
between an average, over the variation along the z and t axes, of the 1 EF 
(Environmental Factor), and the overall mean of the same EF over the totality 
of the MPS's being considered. The term represents, for a specific 
plot and the 1^  ^EF, the difference between the linear tendency along the 
* 
Subscript 1 refers to the specific environmental factor and can assume 
values 1 through n. Subscript u refers to the degree of the orthogonal 
function along the z axis and can take on values 0, 1, 2, . . ., °=. Accord­
ingly subscript v refers to the t axis. It can take on values 0, 1, 2, . . . 
Y-
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t axis and averaging over the z axis, and the same mean linear tendency-
over the set of MPS's. The term is in reference to the linear 
tendency along the z axis. The term represents, for a specific 
plot and for the 1^  ^EF, the difference "between the linear along the z 
axis by quadratic in the t axis tendencies and the mean of the same 
concept over the totality of the MPS's. 
The term n. -, has a similar meaning to that of as described 11,uv l,uv 
above, except that n-,. will be in reference to the 1^  ^EF raised to the 
11,uv 
second power. The same can be said with regard to the term n.., where 
' 1 1 '  , u v  
1^ 1', except that it will refer to the cross product of the 1 and 1' 
EF's. 
can assume a 
uv 
Given a specific set of MPS's, any term or 
different value for each plot. This is because of the conditional charac­
ter of the function x^ (z,t) or xj^ ,(z,t) with regard to the specific MPS 
and the set of MPS's. Each yield figure will therefore be associated with 
a different set of coefficients. If we regress yield on those coefficients, 
we will get Equation [Ul]. This equation already has a meaning for us. It 
tells how the distributional characteristics of each environmental factor 
affect yield, g., and will be the regression coefficients in 1,UV ll'JUV 
that general expression. The terms 3^  and 3^ ,^ belong to specific 
equations that ultimately can be expressed in terms of the z and t axes. 
3l gOgfz.t) + . . . [^ 2] 
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The terms of Equation [h2] are joint orthogonal functions of z 
and t as it will he clarified subsequently. We therefore can reduce 
Equation [42] to Equation [43]. 
= ®i.O + "1,1 " * ®1,2 * ^  ®i,12  ^ + 
^1,22 + . . . [43] 
Equation [43] will tell us how the value of the first partial derivative of 
yield with respect of the 1^  ^environmental factor changes along the z and 
t axes. A similar result is obtained for b^ ,^ the second partial derivative 
of yield with respect to the 1^  ^environmental factor, and for b^ ,^, the 
second partial derivative of yield with regard to the 1^  ^and 1'^  ^environ­
mental factors. 
The procedure for obtaining Equation [4l] would then be as follows. 
We would have for each experimental plot one date of yield and n matrices 
of data representing environmental factors as in the following matrix (See 
Table 3). Also from the set of MPS's we would define the quantities 
Xjkl. = 
such as : 
*121- %A81' p=i*A8lp 
g g g 
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Table 3. Double entrance table of the 1^  ^environmental factor in the 
MPS,associated with time and depth intervals. 




Intervals , z. t^  t^  t^  
X. X. x^  lllp 121p 1^31p X. 10 Ip 
X, Xr 211p 221p 231p 20 Ip 
X^ , X, 311p 321p 3^31p X 30 Ip 
À^llp À^21p *X31p X X01p 
The subscript j stands for the position along the z (depth) axis and 
can take values 1, 2, . . . À. 
T^he subscript k stands for the position along the t (time) axis and 
can take values 1, 2, . . .0. 
We would then generate a matrix of elements x^ ^^ a^s follows; 
*jklp= Xjklp- 3jkl-
Such as : 
i^llp" ^ llip" ^ 111-




We would proceed to generate another set of n matrices with terms derived 
n* by squaring the terms Another set of Cg matrices should also be 
generated by multiplying M'here j = j ', k = k', 1 5^  1'. We 
would then proceed to obtain for each matrix an equation on orthogonal 
functions of time, t, and depth, z axes as: 
4 = ^ 1.00400<='t) + + ' ' ' 
X 
,2 I — 
11 '11,00^ 00' ' ' '11,01^ 01' ' ' '11,10^ 10 
The functions of (jj^ C^zjt) are joint orthogonal functions of z and t. The 
subscripts u, v can both take values 0, 1, 2, . .  ^or y. The expansion 
in Equations [42] can be extended to an arbitrary extent. Let us suppose 
"til 
that we stop in the q term of the orthogonal functions. We would then 
have a set of q coefficients describing the distribution of the xj^  variable 
across time and vertical profile. The same number of coefficients would 
2 describe the distribution of the x^  variable across the time and z axes. A 
third set of coefficients would approximate the distribution of variable 
x^ x^ , across the same two axes. 
The totality of coefficients describing the distribution of n environ­
mental factors across the z and t axes would be •q(2n + C^ ). In this 
expression n stands for the number of environmental factors, q for the 
number of parameters estimated in a specific expansion of orthogonal 
* 
Combinations of n variables taken two at the time. 
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polynomials. The complete set of distributional coefficients after 
regrouping would be: 
n 1,00,. .,^ n,00,^ l,01,. . .,^ n,01,^ l,10,. . .,^ n,10,. .,^11,00,. 
\n,00,^ 11,01,. .,^ nn,01,. . .,^ nn,=y,^ 12,00,. . .,^ n-l n,00,^ 12,01,. . ., 
n^-1 n,01,. . .,^ n-l n,=y. 
After this set of coefficients (i.e., the environmental distributional 
coefficients) is obtained for each plot, we will regress yield on those 
coefficients. Each specific parameter of the set will most certainly assume 
a different value for a different plot. This entitles us to deal with them 
as independent variables. 
There is a consideration of practical importance in obtaining the 
coefficients 3^  and 3.,,, by regressing yield on the coefficients l,uv 11',uv ° l,uv 
and Fisher proposed the concept of "The regression integral" (lO) 
on the basis of "continuous" orthogonal functions of time, t. These orthogonal 
functions are supposed to have the properties represented in Equations [2U]: 
When we use discrete orthogonal functions as an approximation to the 
same phenomenon, we must be aware that the second property of the continuous 
orthogonal functions is not met by the discrete orthogonal functions. By 
looking at the tables of Anderson and Houseman ( 1 ) one can clearly see that 
n 
E Ç? 1, indeed, for n=lU we can read from the same tables the following 







:  e L  =  
k=l 
Ih 
Z = 728 
k=l . 
ih 
E = 23514% 
k=l ^  
This suggests that when we regress yield on the distributional coeffi­
cients ri-i n» » • • • 5 c: the calculated regression coefficients will 
-LjU -L ) -L J- ) y 
represent the products .Z . We will therefore divide the calculated 
Ik 
regression coefficients by the corresponding terms Z S.,, and resulting 
k=l ^  
figures will represent the values B .. 
-Ljl 
In the case of joint orthogonal functions of two axes, a similar consi­
deration must be made. We will postpone the corresponding explanation until 
the way of obtaining joint discrete orthogonal functions of two axes is 
presented. 
4. The use of joint orthogonal functions of two independent variables 
We must at this point show how the joint orthogonal polynomials for 
two variables can be obtained. Tables of orthogonal polynomials with two 
entrances (i.e., joint functions of two variables) are not available. It 
would be, however, very simple to calculate from the common tables with 
one entrance, the relevant sets of orthogonal numbers for a specific 
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experiment.* It is easier to use matrix notation in order to describe the 
general procedure of obtaining those sets of numbers. However for the sake 
of further clarity, a numerical example will be presented immediately 
following. 
Let be a vector of orthogonal coefficients where i represents the 
number of rows, i.e., n in the Tables of Anderson and Houseman (l). Let 
u represent the linear, quadratic, or any degree of the polynomial. Inci­
dentally in the Tables of Anderson and Houseman u goes up to the quintic 
term. 
Let represent any other vector in the same tables and let 
be its transposed vector. The following matrix multiplication will yield 
the matrix of joint orthogonal coefficients in terms of the two variables 
z and t: 
i^u ^  (^ i'v^ ' " *ii',uv 
nxl Ixn' nxn' [U5] 
where u=0,l, 2, . . . = 
V = 0, 1, 2, ... Y 
The matrix will represent the linear, quadratic, etc., linear by 
linear, linear by quadratic, etc., orthogonal degrees of freedom for z and 
t. 
Consider now one of the elements of the vector Ç. . To be more specific lU 
let us consider an element of (the linear vector). This element can be 
considered a function of z, so we can write Ç^ (^z). Independently we can 
_ 
Dr. Oscar Kempthorne, Department of Statistics, Iowa State University, 
Ames, Iowa. Personal communication. 1967. 
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also consider another orthogonal linear vector as being a function of t: 
i^ilCt). When we multiply those two elements together we will get the 
joint function of z and t: 
5jl(z) • î.,^ (t) = 
We see in the Anderson and Houseman tables that: 
5il(z) = - z), 
and, parallely, we can write 
- t), 
where is a function of the number of rows in the vector column. And 
when we multiply the two elements together we get an element of matrix 
i^i' 11 follows: 
A^ (^z - z) - t) = - zt - zt + zt) [47] 
Therefore the element of matrix 6 . . ,  is a joint function of z and t. 
11',11 
The corresponding mathematical expression for any vectorial combination 
as in the above example can be calculated from the equations relating an 
orthogonal polynomial of a given degree and the independent variable in 
the Tables of Anderson and Houseman ( 1 ). 
We will now proceed to show an example in simple terms. Consider 
nitrogen, n, and moisture, m, as the sole objects of our study. Let the 
measurements be made at three depths of the profile and at five time inter­
vals during the growing cycle of a crop. Consider also a specific set of g 
experimental plots selected for this study. 
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"21 ^22 ^^23 ^2k 
"31 ^32 ^^33 "^34 ""35. 
\l ™12 ^3 ^15" 
and matrix = Blgl ^22 ™23 
^31 ™32 ™33 "^34 "^31 

































































™ll ™12 ™13 ™14 ™15 
II OJ 
^21 ™22 ™23 ™24 ™25 
™31 "^32 °^33 =^34 ™35_ 
The elements of matrix are obtained by multiplying the elements of 
and as follows: N. . x M., = M. . where i = i' and j = j '. From 
1 1 I'j' ij 
the totality of experimental plots (i.e., g is the total number of them) 




1^1-  ^^ llp 1^2-  ^.^ 12p p=l  ^: •n=l  ^: £zL 
°35' a_i^ 35p 
£zi 
g 
And we would define variables n' as follows: 
such as: 
""jk " °jk' 
11 11 11" 
1^2 "l2 " "l2-
n 35 3^5 ' ^35-





2^1 2^2 2^3 
fsi "^ 32 3^3 3^li 3^5 
By a similar process we would obtain the elements ml jk : *jk ' *jk 
of matrix 
2 — 2 
Also an element of matrix N' would be n' = (n., - n ) 11 jk jk jk" 
An element of M' would be: n'ml, = (n., - n_ )(m„ - m ) 
12 jk jk jk- jk jk-
The orthogonal polynomials of several degrees for n = 3 and 
n = 5 from the tables are presented in Tables 4 and 5. 
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Table 5- Orthogonal polynomial values for n = 5 
ÇQ 3^ 
+1 -2 +2 -1 +1 
+1 -1 -1 +2 -4 
+1 0 -2 0 +6 
+1 +1 -1 -2 -h 
+1 +2 +2 +1 +1 
We now generate 15 matrices by multiplying each of the first three vectors 
by each of the second set of vectors. Each of the vectors of the latter 
3^0 
3x1 
group has to be transposed before making the multiplication: 
1x5 3x5 
X  [ 1 1 1 1 1 ]  =  1 1 1 1 1  
1 1 1 1 1  
1 1 1 1 1  
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By the same type of process 
-2 -1 
*01 
0 +1 +2 
1 -2 -1 0 +1 +2 
1 -2 -1 0 +1 +2 
1 -2 -1 0 +1 +2 
can generate the other l4 matrices. 
+2 
-1 -2 -1. +2 
1 +2 -1 -2 -1 +2 
1 +2 -1 -2 -1 +2 
1 +2 -1 -2 -1 +2 
-1 +2 0 -2 +1 +1 -h +6 -4 +1 
1 -1 +2 0 -2 +1 1 +1 -h +6 +1 
1 -1 +2 0 -2 +1 1 +1 -4 +6 +1 
1 -1 +2 0 -2 +1 1 +1 -4 +6 +1 
*10 
+1 +1 +1 +1 +1 
-1 -1 -1 -1 -1 -1 
0 0 0 0 0 0 
+1 +1 +1 +1 +1 +1 
*11 
-2 -1 0 +1. +2 
-1 +2 +1 0 -1 -2 
0 0 0 0 0 0 
+1 -2 -1 0 +1 +2 
*12 
+2 -1 -2 -1 +2 
-1 -2 +1 +2 +1 -2 
0 0 0 0 0 0 
+1 +2 -1 -2 -1 +2 
-1 +2 
13 
0 -2 +1 
-1 +1 -2 0 +2 -1 
0 0 0 0 0 0 
+1 -1 +2 0 -2 +1 
+1 -k 
*14 





-1 -1 +u -6 +h -1 +1 +1 4-1 +1 +1 +1 
0 0 0 0 0 0 -2 -2 -2 -2 -2 -2 
+1 +1 
-h +6 -4 +1 +1 +1 +1 +1 +1 +1 
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21 22 
-2 -1 0 +1 +2 +2. -1 -2 -1 +2 
+1 -2 -1 0 +1 +2 
-2 +h +2 0 -2 -k 
+1 -2 -1 0 +1 +2 
+1 +2 —1 —2 —1 +2 
—2 —4 +2 +4 +2 —4 
+1 +2 -1 -2 -1 +2 
23 2h 
—1 +2 0 —2 +1 +1 —U +6 -4 +1 
+1 —1 +2 0 —2 +1 
-2 +2 -4 0 +4 -2 
+1 -1 +2 0 -2 +1 
+1 +1 +6 +1 
-2 -2 +8 -12 +8 -2 
+ 1  + 1  — + 6  — 4  + 1  
(j)QQ is an orthogonal function of variables z and t of degree zero in both 
variables. is an orthogonal function of variables z and t of degree 
zero for z and of degree 1 (linear) for t. This function will represent 
general will be an orthogonal joint function of z and t of degree u in 
variable z and of degree v in variable t. In other words it will represent 
the interaction of degree u in the z axis and v for the t axis. 
We can now obtain regression equations for the elements of matrices 
on the corresponding elements of matrices 
(j)Ql5 • -5 4)^ )^. . . , #2^ . The tableau for regressing on the set 
of orthogonal matrices is as in Table 6. The regression equation will be: 
the linear variation along the t axis, averaged over the z axis. <i)^  ^ in 
\,2h^2k' 
[U8]  










































*21 *22 *23 *2U 
"il 
+1 -2 +2 -1 +1 -1 +2 -2 +1 -1 +1 -2 +2 -1 +1 
"12 
+1 
-1 -1 +2 -4 -1 +1 +1 -2 +k +1 -1 -1 +2 -4 
"13 
+1 0 -2 0 +6 -1 0 +2 0 -6 +1 0 -2 0 +6 
+1 +1 
-1 -2 -4 -1 -1 +1 +2 +4 +1 +1 -1 -2 -4 
"15 
+1 +2 +2 +1 +1 -1 -2 -2 -1 -1 +1 +2 +2 +1 +1 
^21 +1 -2 +2 -1 +1 0 0 0 0 0 -2 +k -U +2 -2 
"22 
+1 
-1 -1 +2 -h 0 0 0 0 0 -2 +2 +2 -h +8 
^23 +1 0 -2 0 
+6 0 0 0 0 0 -2 0 +1+ 0 -12 
+1 +1 -1 -2 -h 0 0 0 0 0 -2 -2 +2 +U +8 
""25 
+1 +2 +2 +1 +1 0 0 0 0 0 -2 -h -U -2 -2 
^31 
+1 -2 +2 -1 +1 +1 -2 +2 -1 +1 4-1 -2 +2 -1 +1 
^32 
+1 -1 -1 +2 -U +1 -1 -1 +2 -k +1 -1 -1 +2 -k 
"33 
+1 0 -2 0 +6 +1 0 -2 0 +6 +1 0 -2 0 +6 
+1 +1 
-1 -2 -h +1 +1 -1 -2 -k +1 +1 -1 -2 -h 
5^ 
+1 +2 +2 +1 +1 +1 +2 +2 +1 +1 +1 +2 +2 +1 +1 
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An equation in that many terns (15 terms) would exactly describe all the 
observed variation of variable n' along the z and t axes. 
In general the more variation of the environmental factor that we can 
describe with these parameters (i.e., ), the better off that we will 
l,uv 
be from the standpoint of both precision and accuracy in our study. However, 
as we increase the number of those parameters (i.e., each parameter represents 
one column in the tableau presented above) the problem of scarce resources 
becomes competitive with precision very quickly. This happens because each 
extra-parameter will require (in the final regression equation) the inclusion 
of an extra experimental plot (with of course all the labor necessary to 
obtain the complete sets of data). We can also point out that going beyond 
36 parameters for each environmental factor would imply the necessity of 
calculating orthogonal polynomials higher than the quintic. This is so 
because the tables available only go up to that quintic term. 
We are clearly interested in the minimum set of parameters that will 
describe a reasonably high percent of the variation in the environmental 
factor. Anything higher than 8o% seems to be good enough, or one could 
possibly settle for something less than that. 
The minimum number of parameters that will explain a reasonably high 
portion of the variation depends on the tendency of the data along the z 
and t axes. If all the observations for a given environmental factor should 
repeat the same figure across time and depth for all the experimental plots 
one parameter would describe that variation. In the other extreme if the 
data should not show a discernible pattern, the consumption of parameters 
T3 
would be maximum. If the data show some definite tendency with few 
bends J a few parameters should take out most of the variation. 
The number of parameters that we will have to use then, depends on 
the data itself, and only experience in how the patterns occur can help 
us plan the best allocation of resources in order to maximize precision. 
Going back to our example, we can see that along with this set of 
DP (distributional parameters) for variable n', four more sets (i.e., 
n , n , n , n ) of DP can be obtained if we consecutively 
nn,uv' m,uv' mm,uv' nm,uv 
2 2 
substitute n ... m.., m .and nm.. elements for n.. elements and cal-
ij ij ij ij ij 
culate the regressions. 
If we terminate the expansion of equations similar to Equation [i+8] 
at the eighth term, we would then have a set of 8 x $ = 40 coefficients 
describing the status of a given plot with regard to the variation of 
nitrogen and moisture across the z and t axes. 
The number Uo sets an absolute minimum on the number of different 
ecosystems (i.e., experimental plots) that we must combine in order to get 
estimates for the effect of the distributional parameters on yield. This 
number 4o does not leave degrees of freedom to estimate experimental error 
and consequently it does not allow us to make tests of hypotheses. We can 
follow the recommendations of Pesek (20) which would lead us to consider 
55 to 60 experimental plots. This would leave 15 to 20 degrees of freedom 
to estimate the experimental error. 
We can now proceed to explain how the use of joint discrete orthogonal 
functions of two axes modifies the terms 3-, and 3-,-,, as obtained by l,uv 11',uv 
regressing directly yield on the distributional coefficients 
"ll- ,uy' 
In our presentation we assumed continuous orthogonal functions of the 
time and depth axes with properties as represented in Equations [30]. 
Again the second property is not met by the discrete orthogonal functions 
n n' 
of time and depth since Z E f 1. In the numerical example that 
i=l i'=l 
we presented on how to obtain the orthogonal joint functions of t and z we 
can easily calculate the following figures: 
3 5 
3 5 
: E 2h ' i=l i'=l ' 
Hence the regression coefficients obtained by regressing yield on 
the distributional coefficients n. and n-,-,. must be divided by the 1,UT 11',uv 
n n' 
corresponding terms E Z <P- - ï 
i=l i'=l 
Even if the number of environmental factors considered in a study 
of this type should include the totality of the PF (Production Factors), 
experimental error would still arise from at least several causes that we 
list here: 
1. Incompleteness of the expansion of the Taylor series to approximate the 
unknown natural law of plant growth. 
2. Lack of realism of the assumption by which we neglect horizontal 
gradients in the PF. 
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3. The measurements along the z and t axes are only discrete approxi­
mations of continuous phenomena, 
4. Lack of realism of the assumption that the plant community compensates 
linearly around the natural law of growth. 
5. Failure of what we measure to he perfectly correlated to the effective 
quantities of the PF. 
6. Failure of the MPS* to represent exactly the average individual 
productivity system for the experimental plot. 
C. Randomness in the Independent Variables 
We must consider, at this point, relaxing the assumption concerning 
access of measurement to the magnitude of the environmental factors within 
the MPS (Model Productivity System). We have been developing a treatment 
as if at any moment we could measure exactly the magnitude of a given 
stimulus in all the z segments and extended across the x and y directions. 
This can hardly he the case under the present state of knowledge. We 
therefore must estimate the magnitude of the phenomenon hy resorting to the 
techniques of sampling. We will consequently have to deal with the presence 
of random components in the independent variables. Several situations arise 
that have a definite influence on the empirical method that we are presenting. 
Experience teaches us that several soil tests show definite linear 
correlation tendencies. Phosphorus and potassium, as measured in the soils 
laboratory of Iowa State University, present a good instance. Voss reported 
a correlation coefficient for phosphorus and potassium of 0.506 (25). He 
also reported correlations between surface soil and subsoil tests. 
_ 
MPS is defined on Page 19. 
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The combination of experimental error in the independent variables 
and multi-collinearity (linear correlation between independent variables) 
can cause considerable degree of misleading in the conventional regression 
analyses. We will, at this point, follow Johnston (l8) in his description 
of the problem. 
Suppose that theory leads us to postulate a linear relation between 
variables x^ , x^ , and z as follows: 
"it = \ f*'! 
Let us first consider the case in which the correlation between Xg 
and Xg is perfect. This would restrict the space of exploration in the 
XgXgplane to a straight line. In other words each observed Xg would be 
associated with a specific x^  value. Figure 11 shows this situation. 
Under these circumstances, observed (x^ ,^ x^ ,^ x^ )^ would represent a 
scatter of points in space, the scattering taking place only along the x^  
axis. Adjusting Equation [4$] to the data would involve the impossibility 
that a straight line in the space should define a plane. It would take at 
least a point outside the line for the plane to be defined. This principle 
suggests that even if variables Xg and x^  would have a cause to effect 
relation to variable x^ , their separate effect could not be disentangled. 
For empirical purposes it would suffice to consider either variable x or 
x^  in order to explain the systematic variation of x^ . 
Johnston goes on to point out the case in which the degree of depend­
ence between x^  and x^  (i.e., the independent variables) is not perfect, 
though a rather high linear correlation does exist. He considers the 
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0 
Figure 11. Hypothetical spatial representation of variables X . 
X when the partial correlation between variables 
Xg^  and X is perfect (i.e., r = l.O). 
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theoretical situation in which no error exists in Xg and Xg. This would 
restrict the space of exploration to a narrow strip in the x^ x. plane. 
(See Figure 12). The points with corrdinates (x , x , x„ ) would show 
_L V ct 
a scatter in the space along the three axes. The scatter along the x and 
x^  directions would be systematic, whereas the x^  scatter would be both 
systematic and random variation. For this situation we are entitled to get 
estimates of 3^  in Equation [49]. 
Johnston also describes the "Frisch Case" that is as follows: Each 
of the three variables in Equation [49] is made up by a "systematic" or 
true part and a random (error) component: 
[50] 
We observe is the systematic part and is the random component. 
Suppose that the theory suggests the following model: 
= «1 * «2%' + BjX'. [51] 
In other words, the theory postulates an exact relationship between the 
systematic components of the three variables. 
If an exact linear relationship between the systematic components of 
the two independent variables exists, then by analogy to the first case 
presented we should not be able to get estimates for 3^ . At this point 
we quote Johnston, 
". . . . However this fact may be obscured in practice by 
the presence of errors of observation, and the application of 
least squares may well give estimates which stand up to the usual 
significance tests. While the true values will lie on a single 
straight line in three dimensional space, the actual observations 
will be clustered around such a line, and their departures from the 
line will merely be the result of errors of observation. In this 
case it is these discrepancies that determine our estimated coeffi­




Figure 12. Hypothetical spatial 
X_, when the partial 
X and X is high. 
representation of variables X^ ;^ , ^ 2t' 
correlation between variables 
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test will merely consist of working out the ratio of two 
functions-of-error terms. In the case of high hut not 
perfect correlation "between and x , our estimates will 
probably be dominated by the error terms." 
It is becoming of increasing concern to agronomists to note the 
considerable frequency in regression studies, of regression coefficients 
that seem to have an opposite sign to that which deductive reasoning would 
lead them to expect. Those results are obtained under circumstances that 
frequently meet the conditions of the Frisch Case described above. It 
therefore seems reasonable to give the proper recognition to the problem 
of multicollinearity and partial randomness of the independent variables, 
in methodology of yield prediction. 
We refer the reader to Johnston (l8) for the theoretical and methodo­
logical treatment of this problem. 
1. A method to estimate the experimental error in the independent variables 
Now we proceed to discuss how estimates of error in the distributional 
coefficients can be obtained. We must recall that those distributional 
coefficients (Page 6l) are treated as independent variables in the final 
regression equation for yield, according to the general procedure that we 
have been discussing. The techniques of regression inescapably require 
such error estimate when the independent variables have random components. 
Any sampling scheme used to estimate some magnitude in the experimental 
plot should meet the requisite of an appropriate weighting from the view­
point of the plant community, as it was suggested on Page 17. Since we tend 
to distribute the plant population about equally in the plot, the alluded 
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requisite involves that the operation of sampling should also cover the 
entire area with comparable density. Actually observing this requisite 
is equivalent to considering the whole plot as a population with spatial 
distribution of members and trying to get unbiased estimators of the 
population moments. 
When we wish to estimate certain soil nutrient magnitude, we frequent­
ly divide the plot into some number of equal size subareas. We will take 
one core in each of them and mix the material together. Let us focus our 
attention on the subarea and consider it as being made up of all the possible 
cores just like the one that is to be taken. A sound sampling scheme should 
give equal chance to any of those core members of being selected. The error 
term in the magnitude of the environmental factor that we wish to measure 
emerges from our failure to include the totality of the core members plus 
uncontrolled effects introduced in whatever we do to the sample after 
extracting it from the plot, such as sample preparation, laboratory process­
ing, etc. The core that is taken from the subarea conveys information about 
the mean and variance of the population of core members in the subarea. The 
aggregated sample will have a pooled information coming from the whole 
experimental plot. By definition, error is the unexplained failure of a 
method of measurement to yield the same figure when the whole process is 
repeated over and over in the same way. One could get an error estimate by 
resampling the whole plot certain number of times. Each sample would be an 
aggregate of a series of cores, one coming from each subarea. The sum of 
squares of deviations from the mean divided by the number of samples taken 
minus one, would be an unbiased estimator of the variance we are after. 
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However, this method would involve a prohibitive amount of work when 
extended to every depth and plot in the experiment. If we took two 
samples from each plot for a given depth and time intervals, we could 
get a pooled estimate of error from all depth intervals across the 
totality of plots in the experiment. This seems proper unless it should 
be proven that the variances, across the depth intervals were not of the 
same order of magnitude. If the latter is not the case we would calculate 
the relevant sum of squares from the failure of every pair of values to be 
the same, and would proceed to divide that sum of squares by the number of 
pairs compared minus one. A separate estimate of error is to be obtained 
for each environmental factor, of course, (which can or cannot be measured 
2 from the same series of samples) we can call those terms: s^  ^where 1 
varies from one to n. It might not be necessary to resample every plot 
of the experiment. Perhaps resampling only some randomly selected plots 
would suffice. This is a matter that the experimenter must decide on the 
basis of the total number of samples that he will take from the experiment 
during the entire growing cycle. That number will depend on the size of 
z and t intervals that he decides to use in his study, and the number of 
cores that he allots to each plot. His decision in that respect will be 
conditional to the level of precision at which he wishes to work and also 
to the variance of the core members in each subarea, or ultimately the 
variance of the whole plot. 
It seems pertinent to point out that any sampling scheme by which 
one samples the experimental plot in a zone that is not to be harvested 
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for yield, measurement, is bound to bring bias into the picture. This is 
another implication of the principle described on Page l6. The above 
means that in the process of sampling field experiments with corn, we 
must consider the border rows off bounds and sample only within the rows 
that are to be harvested for yield measurement. 
We wish at this point to make a specific suggestion with regard to the 
method of calculation of 
xl 
Several types of assumptions leading to several approaches to the 
problem of finding an estimator of the error term in the observations can 
be conceived. We chose the following development in recognition of the 
problem of scarce resources. 
We will assume that the random component of any observed environmental 
factor is independent of the systematic or true component of the same 
quantity. We will interpret this assumption in a broad sense. Any 
observed figure corresponds to a specific environmental factor and to a 
specific depth interval, time interval, plot, experimental site, and region. 
Except for the first classification (i.e., the environmental factor) we will 
consider that the systematic part (which is functionally connected to depth, 
time, plot, experimental site, and region) should not appreciably affect the 
extent of the random component. Admittedly this assumption might be unrea­
listic. Possibly the depth component of variance might be of a different 
order of magnitude as one goes from the layer of soil that is mixed in the 
processes of cultivation, to depths that are unaltered by the same processes. 
But this still remains to be proven. As récognition of this point, we will 
attach a restriction to the sampling scheme. This restriction will be to 
8# 
sample all the depth intervals in any selected circumstance. 
The former assumption entitles us to calculate a pooled quantity 
across the several sources of systematic variation in the observed figure. 
Suppose that we take for a given environmental factor A.«9'p*e'r 
observations : 
A = number of depth intervals 
6 = number of time intervals 
p = number of plots in an experimental site 
e = number of experimental sites in a region 
r = number of regions 
Suppose for the moment that all the laboratory processing is done under 
strict standardization so that the component of variance by this concept 
is of the same order of magnitude. 
We will set the restriction that all the regions, experimental sites, 
and depths have to be examined. 
On the basis of a reasonable number of degrees of freedom with which 
we want to calculate the estimator of error and of À, 9, p, e, r values we 
can decide what portion of 9 and p we wish to resample as suggested on Page 
82 so that pairs of values are obtained for each environmental factor, depth 
interval, experimental site, and region, and the randomly selected plots and 
time intervals. 
Suppose that we want to estimate the experimental error for the measure­
ment of a specific environmental factor under conditions in which 
A = 5; 9 = 10 
p = 2 5 ;  e = 5  r = 2  
We wish 100 degrees of freedom to estimate error. 
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If "we take one plot at random per experiment and two time intervals 
also selected at random, we will then collect 5x2x1x5x2= 100 
pairs of figures. 
Let us define variable Subscript 1 represents the specific 
environmental factor, subscript u can take on values 1 and 2 and represents 
the two observations obtained from the same item. Subscript v can go from 
1 through 100 and represents the specific items chosen to be resampled. 
Out of the analysis of variance of Table T, we would get a pooled 
estimator of the variance of the random component that we wish to define. 
The term s^  ^will estimate the variance of a given observation across depth 
intervals, time intervals, plots, experimental sites, and regions. 
Consider the following expression: 
j^klp j^klp j^klp 
X., ^ represents a measurement of the 1^  ^environmental factor at the jklp 
depth interval and at the k^  ^time interval in the p^  ^plot of a given set 
of MPS's.* j^klp systematic component of It represents the 
exact total amount of nutrient for the depth interval in the whole p^  ^plot, 
j^klp  ^random component that is associated with each plot depth and time 
interval and environmental factor. 
* 
An experimental plot is taken to be a multiple of the MPS. 
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Table T. Analysis of variance of environmental factors data. 
Degrees of 
Source Freedom Sum of Squares Mean Squares 
10 0  ^ „ 
Systematic Component 99 Z (u=l C.F 
•v=l 2 
Error 100 By difference = D Do 
100 " xl 
2  1 0 0  
Total 199 I I x2 _ 
U=1 V=1 
a 2 100 
The term C.F is equal to the expression (E E x^  
U-l V.1 
200 
We will approximate the finite population of errors in a given plot "by 
an infinite model in which we will adopt Markoff's model error: 
"('jki,)  = °  
E(e? ) = (T? i.e., for all j, k, p there is the same variance 
J -K-Lp J- 0* 2 
^^ j^klp- j^'k'l'p') ° or k^ k' or 1^ 1' or p^ p' 
" ®<^ Jklp> = Xjklp [52a] 
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If we take the variance of the two sides of Equation [52] we will obtain: 
= ° + 
Y(x^ ,lp) = q  [53] 
We are really interested in the variance of variable xL , = x.. . - x 
Jkip Jkip jkl* 
(1) (2) (3) 
We must find expression for the terms 2.5^  and 3.54 in terms of 




p=l Xjkl. = Xjkl" + Z^ C^jklp [55] 
g 
" V(=jkl.) = V(%jkl. + : i^ lkl?) = 0 + ^ 2* V(:jklp) = fl 





Now with regard to the term 3.5^  we can write: 
®<^ Jklp' = >=jklp 
If we substitute Equations [51] and [55] in Equation [57] we get: 
Cjklp " ^jklp^ ^^ jkl- _^^ 1^klp %jkl. ^ 
g ^ 
~ - 1 ^[^ jklp^ '^ j^kll ^  ^ jkl2 + • • • 
g 
j^klp + • • • + Cjklg] 
(1) (2) 
C ° v ( X j i k p i  B [ : j k l p  '  S j k l p . ]  +  1  
Term 1.58 is zero by virtue of Markoff's model error. Term 1.58 represents 
the expectation of cross product terms for which p^ p'. Therefore, 
C°"^ %jklp,%jkl.) = [59] 
, g 
By substituting Equations [53], [56] and [59] in Equation [54] we get: 
=^l +f2 - 2$l=^l -0*2 =f2(i _ 1) [60] 
g g g g 
We will frequently be dealing with large numbers of plots (the g term) which 
will make term_1 small. For practical purposes we can take: 
<^^ 3klp' [Gil 
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If "we recall Equation [53] we will see that we can use the same variance 
estimator for x., ^ as for x'  ^ such as s^  ^. 
J kip J kip xl 
= Sx'l [621 
The DC (Distributional Coefficients) of any EF (Environmental Factor) in a 
specific plot and set of MPS's are obtained by consecutively regressing the 
difference between the observed magnitude of the EF across time and depth 
intervals and the corresponding mean over the set of MPS's, the square terms 
of the same quantities and the cross product terms, on the orthogonal func­
tions of time and depth. 
Three kinds of DC are to be obtained in the present method: 
\,uv • \,00'\,01'\,10'\,11'* • ''^ l,=y' 
\l,uv • '^ ll,00'\l,01'\l,10'\l,ll'' ' ''^ 11,=Y' 
1^1' ,uv' \l',00'\l',01'\l',10'\l',11'* • ''\i,<^ y' 
The first set of DC for a given EF is obtained by regressing the differences 
between the observed magnitudes of the EF across time and depth and the 
corresponding averages over the set of MPS's on the orthogonal functions of 
time and depth. The estimates of the variances of these coefficients 
(n^ ,^ ^ )^ are what we are really after. We have already suggested how to 
calculate a pooled estimate for error: s^ ^^  (Equation [62]). By a well 




By parallel reasoning one can see that we need the terms s^ 2^2 a,nd 
x^lxl' order to get the variance estimators for the second and third 
sets of DC. We must calculate estimators of of V(x^ x^ ,). 
Yates (26) recommends an approximation of the variance of the product 
of two random variables x and y. Suppose that if: 
E(x) = X; 
E(y) = Y; 
then: V(xy) = X^ V(y) + Y^ V(x) + 2XYE^  ^
where = E[(x - X)(y - Y)], 
where E means expectation. 
Also V(xy) = .X%(y) + ,Y%(x) when the two variables are independent. 
We can get an estimator of that approximated variance by substituting our 
estimators of the mean and variance of x and y: 
_ _ n _ _ 
V(xy) = x^ sZ + y^ s^  + 2 x y E (x. - x)(y. - y) 
n-1 [61|] 
And from the same formula we can deduce the estimator of v(x^ ) such as: 
V(x2) = 4 x^ gZ [65] 
If we recall Equation [52a] we can write: 
B(=jklp) = Xjklp 
 ^ = Xjkip - Xjki. 
The last expression shows that each of the elements of the matrix made up 
by cross-classifying the subscripts j and k, estimates a different constant 
X' , (See Table 8). 
J kip 
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Table 8. Double entrance table of the X' variable associated with 
time and depth intervals.  ^  ^
Depth Time Intervals 
Intervals t^  t^  t^  
1^ l^llp *121p 1^31p ' • • l^eip 
^2 %211p %221p %231p ' • • *281p 
3^ *311p *321p *331p ' ' ' 3^0Ip 
"Xllp "A21p "A31p ' ' • "A01p 
The direct application of Equation [ 6 h ]  to these data would yield the 
expression: 
This expression tells that each x^ ^^  ^term has a different variance. 
Knowing this we can judge that the recommendations that we made previously 
with regard to regressing x'.^  on the orthogonal functions of depth and 
J KXp 
time were rather defective. 
General Linear Hypothesis Theory shows how to deal with the present 
case on a different basis. 
* 
xl, ^ is the only estimator of X' ^  that we have. 
Jkip Jkip 
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We can represent the problem of fitting the variable to the 
J kip 
orthogonal functions of time and depth as follows: 
= fi) ® 
where E(e^ ) = 0 
E(e^ ,e^ ,) = 0 
E(e.^ ) = k.C^  where k. are known constants and 
1 1 2 1 
U is not necessarily known. 
The application of Markoff's theorem (2U) leads to the minimization of the 
following quantity: 
 ^  ^ 2 
In our case we can take k^ .* This would involve having to shift 
variables. The orthogonal variables would have to be affected by variable k^  
and this would upset the properties of the orthogonal functions that we 
require in our general problem of examining the variation of an EF (Environ­
mental Factor) along the two axes (See Page 44). 
We therefore prefer to calculate the estimates of the DC for quadratic 
terms as suggested previously, even when it is known these will not be the 
best linear unbiased estimators. 





q2 _ „2 
Sx'l - Sx;2 [66] 
Ip 
Since x^ ^^  ^- x^ ^^ . = Xj^ p^» the quantity within brackets in Equation [66] 
represents an average over depth and time (j,k) of variable 
_ 
x' ^  is the only estimator of X'  ^ that we have. 
Jklp Jkip 
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We -will also obtain a pooled variance estimator for variable 
,^. Let us define the following quantity: 
.=1 ^ i^^ '^jklp - =jkl') 
X6 
We can now write the pooled variance estimator for variable x' x', from 
Ip I'p 
Equation [64] as follows: 
' "..I'p' 
A 0-1 
The third term in the RHS of the last equation except for the factor 
2x' 'p» estimates the covariance between the systematic parts of the 
variables x' _ and x' ^ , . And we can subsequently derive the terms : jklp jkl'p 
V(n,, ) = s2 




Hitherto, we have developed the ideas of the present method on. the 
basis of specific recommendations with regard to codification of variables 
* 
For the last term we will consider only j=j' and k=k'. 
9h 
(i.e., aroimd the means). This codification is not a necessary condition 
for the application of the suggested methodology. As it was explained 
earlier, there is an immediate parallelism "between the series of Taylor 
and a regression equation obtained in terms of variables codified around 
the means. 
It is rather common in practice to obtain the regression equations 
in terms of the observed variables (i.e., not codifying around the means) 
plus a column vector of I's. One must be aware in such a case of the 
different message conveyed by the regression coefficients so obtained. 
For further clarification let us consider the following equation: 
Y - Y = (X^  _ X^ ) + bg (Xg - Xg) + b^  ^(X^  - X^ )2 + bgg (Xg - XgjZ + 
1^2 
The latter is the sort of equations we have been dealing with. The b^  
and b^ ,^ coefficients have the usual meaning. By performing operations 
and rearranging terms we get: 
Ï = [Ï - + bggX| + b^ gX^ Xg] + (b^  - b^ gXg - 2b^ ,X^ )X, 
+ (bj - b^ gX^  - ZbggXgX^ g + b^ X^? + bggXZ + b^ gX^ X^ . 
The above expression would be obtained if we should regress yield on 
observed variables and (uncoded) and X^ , Xg, X^ Xg and a column vector 
of I's. We can write this equation as follows: 
ï = bj (1) + b^ X^  + b'Xg + b|^ x2 . b'gXZ 4. b^ gX^ Xg. 
"fcll 
In this equation, b^  is no longer an estimate of the i partial derivative 
of yield with regard to X. variable at the center (X^ ,Xg) of the space of 
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exploration in the linear coefficients: 
b. = Y _ _ bgXg + b^ iZ^  + + b^ gX^ Xg 
1^ 1^2^ 2 " ^ \l\ 
2^ 2^ " ^ 12^ 1 " ^ 22^ 2 
1^1 " ^11 
2^2 2^2 
1^2 1^2 
The DC: (ri-, ; 1-,-, in-,-,. ) would be obtained from the directly l,uv' 11,uv' 11'UT 
observed EF and would consequently have a different meaning to the one we 
*ij ll 
attached in the present development. They would simply represent the 0 , 
linear, quadratic, etc. tendency of the environmental factor (EF) along the 
z and t axes. The adequate error terms could be derived very simply from 
what we have already described. 
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III. RESULTS 
A vast amount of work has to be conducted in order to obtain the type 
of data that lends itself to an interpretation through the series of ideas 
that we have suggested so far. This contention can be understood more 
easily when one thinks in terms of the long list of environmental factors 
that are known or suspected to be functionally related to plant response 
and in the hopelessly large number of circumstances that can possibly 
arise by allowing each EF (environmental factor) to vary jointly in in­
tensity, position and time. It seems a proper task of the combined efforts 
of more than one research institution. 
The conventional type of data was available for the present thesis, 
hence a very limited use of the theoretical model developed in this dis­
sertation could be made. 
Field trials were conducted in 1959 and I960 by Voss (25), in I963 
and 1964 by Desselle (8) and in I965 and I966 by the author, with the 
purpose of measuring the response of corn to nitrogen, phosphorus, and 
potassium fertilizers and of studying the effect of other EF on those 
responses. In total, data frW 56 field experiments were available for 
this study, with 2,55^  plot yield observations. 
In this type of study the final aim is the derivation of a generalized 
empirical equation that relates yield to the totality of recorded EF. From 
such a general expression some behavioristic inferences can be made. 
In the present work there was information available with regard to the 
intensity of some EF on a per plot basis; other EF were recorded so as to 
represent average conditions on a per replication basis and a third group 
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of EF were available on a per whole experiment "basis. We will refer to 
these three groups of variables as plot, replicate and site variables. 
The plot variables in this study were: rates of nitrogen, (N), 
phosphorus, (P), and potassium, (K), in fertilizers as amounts applied 
at the commencement of the experiment; data (for the experiments con­
ducted in the years I963 through I966) of the initial soil fertility as 
determined by the soil tests for nitrogen, (n^ ), phosphorus, (p^ ), 
potassium, (k^ ), and reaction, (pH), in the upper six inches of the 
profile; population density, (S) ,  and yield, (Y) .  BFO information was 
available on the evolution of the soil profile status with regard to 
the intensity of the listed nutrients through time and depth, nor were 
error estimates for the soil tests (n^ , p^ , , pH) obtained. In this 
study it was considered that the quantities H, P, K, S, and Y should 
have very small random components. This position was taken on the 
basis of a careful manipulation of fertilizers (U, P and K) and on 
the basis of enumerating the totality of the members of the plot popula­
tion (for variables S and Y). The quantities n^ , p^ , k^ , and pH, should 
very likely have a detectable random component as a result of the 
sampling scheme by which 12 standard borings were taken in each plot, 
the plot size being 40 ft. x 13-1/3 ft. Another source of randomness 
should very possibly come from laboratory processing. Tables 13 and lU 
in the appendix show the lists of treatments of fertilization used in 
this study. Five rates of nitrogen, phosphorus and potassium in a 
central composite design of treatments plus an untreated plot not part 
of the design, with two replications, were used in the experiments of 
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1959. For the experiments conducted during the years 19^ 0 and 1963 
through 1966, four treatments in addition to the untreated plot were 
added to the basic central composite experimental arrangement of 1959 
with the aim of removing the intercorrelation between the linear and 
interaction regression terms containing like variables in the coded X 
matrix. The coded matrix of treatments for the years I96O, I963 through 
1966 corresponds to a double cube design of treatments in which all the 
corners of the outer and inner cubes are represented and also the common 
center of the two cubes plus the centers of the four lateral faces of 
the outer cube. This double cube design has been used by Voss (25) and 
can be looked upon as a member of a family of designs of treatments 
suggested by Tramel (2U) and referred to as "triple cube designs". 
While the five original rates of nitrogen remained the same throughout 
the study, those of phosphorus and potassium were changed in 1963 and 
thereafter, the coded X matrix remaining unaltered. The fertilizer 
sources were amonium nitrate for I, concentrated superphosphate for P 
and potassium chloride for K. The fertilizers were handspread and plowed 
under. 
The data on initial soil fertility were obtained from samples 
collected previous to the fertilizer application. Chemical analyses were 
made on the samples for•nitrifiable nitrogen (in a one-week anaerobic in­
cubation period at ^ 0° C) on field-moist samples, available phosphorus 
extracted in a solution 0.034 N and 0.025 N HCl, exchangeable 
potassium in neutral 1 N NH^ OAc on field-moist samples, and pH measurement 
in a 1:2 soil:water suspension. 
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The replicate variables vere soil test values (n^ , p^ , k^ , pS) on 
composite profile samples with increments of a half foot down to the third 
foot. The composite samples "were made of 10 to 12 borings taken to repre­
sent the replicate. 
The site variables were moisture status, daily maximum temperature, 
M, planting date, T, variety yield potential, y, and a dummy variable, w, 
intended to account for a severe wind damage suffered by three 1959 
experiments, which lowered the yields considerably. This variable w was 
coded as minus one for the three experiments with wind damage, and zero 
for the rest. 
The moisture status of each site was estimated by Shaw's method (22). 
The application of this method requires as entering quantities the amount 
of available moisture in the profile at field capacity, the available soil 
moisture at planting time, the daily precipitation and open pan evaporation. 
Such quantities were available for each experimental site. The computations 
were done at the Statistical Laboratory, Iowa State University, on the 
Fortran IBM 707^  computer according to the program of Dale and Hartley (6). 
This program gives inches of available soil moisture in the 5 foot profile 
on a per day basis. It also gives the ratio of the estimated available 
soil moisture in the corn root zone or in the top foot of the profile 
(whichever is greater) to the estimated amount of available soil moisture 
in the root zone, required by existing atmospheric conditions, to prevent 
the corn plant from losing turgor. If the ratio is less than 1.00, the day 
is classified as stress day, D. The inches of available moisture on a per 
day basis, as obtained from the computer, were subsequently expressed as 
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a percent of the available moisture content of the profile at field 
capacity. This variable was referred to in this study as available 
moisture, A. Both variables A and D were available on a per day basis. 
The daily maximum temperatures, M, were obtained from the climatolo-
gical station closest to the experiment site and were expressed in degrees 
Farenheit. 
Planting dates were coded as positive integers using April 1 as the 
origin. Table 15 in the appendix shows these coded values. Varietal 
differences in yielding ability were partially accounted for by assign­
ing a "yield potential" value to each hybrid grown. These values were 
obtained brom the Iowa Crop Improvement Association for each hybrid in 
the district containing the experimental site or the nearest district 
where the hybrid was entered. The values were averages over years of 
the yields obtained in the Iowa Corn Yield Test. Table 15 in the appendix 
shows these data. 
The EF recorded as a function of depth or of time, were regressed 
on orthogonal polynomials as it will be described subsequently. The 
replicate variables : n^ , p^ , , and pH were available for depth 
I'd. increments of 1/2 foot down to the 3 foot; this made n , the number 
of observations for each replicate variable, equal to 6. The observed 
values of each replicate variable were regressed on the linear and 
quadratic orthogonal polynomials of depth, for n equal 6, as obtained 
from the Tables of Anderson and Houseman (l). Tables l6, IT, l8 and 
19 in the appendix show the corresponding regression coefficients. 
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Variables A, D, and M were available on a per day basis. These 
collections of pairs of data (such as A^  and the corresponding i^  ^day) 
are already discrete approximations of the functions A(t), D(t) and 
M(t). From the theory developed previously we wish to find discrete 
approximations to this group of functions. On the basis of the experi­
ences of several workers; (U), (l4), (15) and (22), but mostly arbitrarily, 
a time interval of 5 days was adopted as unit length along the time axis 
for the discrete approximation of the unknown functions of time. Eight 
5-day periods before silking and six 5-day periods after silking were 
used in this study. For the variables A and M, the average condition 
within the 5-day period, was used as the dependent variable. In the 
case of variable D, the total number of stress days within the 5-day 
period was used as the dependent variable. Variables A, D and M were 
regressed on the linear, quadratic, cubic, quartic and quintic orthogonal 
polynomials of time for n = l4. Tables 20, 21, and 22 in the appendix 
show the corresponding regression coefficients (or distributional para­
meters) obtained. No error estimation for variables A, D, or M was 
available. 
In order to have an idea of the order of magnitude of the random 
component in the soil test values, an additional study was conducted in 
the fall of 1967. Four pieces of land under different management condi­
tions on the Agronomy Farm of Iowa State University at Ames, were resampled 
according to the suggestion made previously in this thesis. A three year 
old unfertilized alfalfa field, a one year old unfertilized alfalfa field 
and two pieces of recently plowed land were considered in this study. Only 
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the upper soil layer of 0 to 6 inches was sampled. Ten conventional size 
field plots {ho ft. by 13-1/3 ft.) were.staked out in each piece of land, 
and a composite sample made up of 12 borings covering uniformly the plot 
area was taken in each plot, immediately followed by a corresponding 
resampling. The two samples collected in each plot were brought to the 
laboratory and mixed separately to the condition of homogeneity that the 
field-moist condition permitted. Each sample was then divided into two 
parts to be processed independently for measurement of n^ , p^ , k^  and pH 
by the methods enumerated previously plus a moisture determination, (m), 
by the gravimetric method. The customary laboratory duplicates were 
obtained in each of the two independently processed parts. Tables 23a 
through 23d in the appendix show the results on the basis of the average 
of laboratory duplicates. According to the present scheme the comparison 
of two independently observed figures corresponding to the two portions 
of the same sample, as collected in the field, should provide a measure­
ment of the laboratory processing error. The comparison of the averages 
for two independent samplings should provide a measurement of the total 
experimental error. 
The results obtained on the four pieces of land were lumped together 
in a combined estimation of experimental error. Table 2k in the appendix 
shows the calculated sums of squares and mean squares around the respective 
overall means for the five variables m, n^ , p^ , k^  and pH. Any observation 
of Tables 23a through 23d in the appendix can be represented by the variable 
i^jkl i represents the i^  ^variable (such as m, n^ , p^ , k^ , or pH); 
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j represents the j plot and can assume the values 1 through 40; k 
represents the k^  ^resampling of the same plot and 1 represents the 1^  ^
portion of the sample as collected from the plot. If we consider that 
each observed is composed of a systematic or true part plus a 
random term due to our failure to analyze the whole plot soil layer, 
plus an additional random term emerging from the laboratory process­
ing we can then write the following equation: 
i^jkl i^j i^jk i^jkl 
In this additional study we will refer to the term as "Sampling 
Error" and to the term as "Laboratory Processing Error". A combina­
tion of sampling plus laboratory processing errors will be regarded as 
"Experimental Error". 
If we adopt Markoff's model error for terms e. and 6.  ^ and call ijk ijkl 
the variances of the two terms respectively and(T, it can be proven 
that the expectation of the mean squares for the experimental error term 
in Table 2h of the appendix is equal "to (T + 2(1?^ . Under this scheme 
of approach we can see that the expectation of the mean square for the 
laboratory processing error must be smaller or at most equal to the 
expectation of the experimental error mean square. One of course expects 
that the corresponding estimators should behave likewise; random variation 
however, might render estimators that do not behave quite like that, as 
was the case of nitrogen in this study. In Table 24 of the appendix the 
mean square for laboratory processing error in the nitrogen determination 
is larger than that of the corresponding experimental error. 
lOl). 
By applying the formulas for the expectations to the calculated mean 
squares in Table 2k of the appendix, we can get estimators for the sampling 
errors and the laboratory processing errors. The estimated values for the 
terms Cr?g (laboratory component of error) and CT?^  (sampling component of 
error) were respectively as follows: for moisture, 0.13 and O.38; for 
nitrogen, 55.10 and we will use 0 as estimator of (T^ ; for phosphorus, 1.53 
and 12.66; for potassium 63.31 and 124.55 and for the soil reaction 0.01 
and 0.0003. 
A scheme for estimating the same five EF on the basis of composite 12-
boring samples in conventional corn plot size, and on the basis of a single 
laboratory determination (with the customary duplication) should include a 
random term with a variance of the order of magnitude of the sum of the 
corresponding two terms as presented above. For nitrogen, phosphorus and 
potassium the figure would be respectively 55, 1^ .19 and I87.86. This infor­
mation suggests that systematic differences of the order of magnitude of 5 
pounds would be detected if we should collect for the same three soil 
nutrients respectively 11, 5 and 31 composite samples to be processed inde­
pendently in the laboratory. Given the information on components of variance, 
taking one composite sample in the field and dividing it into 11 parts to 
be processed independently in the laboratory seems a good solution for the 
case of nitrogen. Given the disproportionately larger size of the sampling 
component of error as compared to the laboratory component of error in the 
cases of phosphorus and potassium measurements, there does not seem to be 
a better scheme to bring the variance of the mean to the low value required 
for detection of differences of about 5 pounds, than the scheme proposed 
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above; namely, to take 5 and 31 samples respectively to be processed 
independently in the laboratory. We can, of course, use the scheme for 
potassium as the general solution to the problem of measurement of the 
three soil nutrients. Perfecting the laboratory processing in the cases 
of nitrogen and potassium would decrease the random variation by a very 
sizable proportion. 
It seems meaningful to our purposes to compare the observed variation 
around the mean of the plot variables known to have error with the estimate 
of the random variation obtained in the additional study, the comparison 
being made on a per experiment basis. If the observed variation of the plot 
variable within a given experiment is disproportionately larger than our 
estimate of the variance of the random term, we would have a basis for 
thinking that the plot to plot variation is genuine. If the two terms have 
the same order of magnitude we would have evidence to believe that the plot 
to plot variation is too small to be detected by the scheme of measurement 
used in the study. This sort of analysis can give us an appreciation of 
the value of the plot variable in question in establishing a functional 
relationship between plant response and the environment. Clearly a plot 
variable that shows a range of variation below the level of detection on 
a per experiment basis, would not be useful as a plot variable. However, 
a transformation of the same variable into a site variable should raise its 
value, since the averaging over the ^ 8 plots that make up an experiment must 
decrease U8 times the extent of the variance of the random term. In doing 
this, we will be discarding a means of explaining plot to plot yield varia-
io6 
tien, but we should get more meaningful relationships concerning the 
central effect of the environmental factor in question. 
In the 38 field experiments conducted during the years of I963 through 
1966 the variables n^ , p^ , and pH, were available as plot variables for 
the top soil. The observed mean squares for each variable around the corres­
ponding experimental mean were as follows: In the case of nitrogen only in 
two occasions was the mean square for larger than 275 (i.e., 5 times larger 
than 55, our estimate for the variance of the random component); in the rest 
of the experiments the mean square of n^ was smaller than I65 (i.e., 3 times 
larger than 5$), the majority being below 80. This seems to be an instance 
in which the random component is sizable as compared to the systematic 
variation. In the case of phosphorus 15 experiments showed a mean square 
larger than 70 (i.e., 5 times larger than l4, our estimate for the variance 
of the random component), 11 experiments showed a mean square between 1^  and 
h2 experiments had a mean square below ih. In the case of potassium, 25 
experiments showed a mean square variation equal or larger than 9^ 0 (i.e., 
5 times larger than I88, our estimate for the variance of the random com­
ponent). Only two experiments showed a mean square of the same order of 
magnitude I88, the rest being two or three times larger than that figure. 
This seems an instance in which the plot to plot variation seems largely 
systematic. In the case of pH only 6 experimental sites showed a mean 
square variation larger than 0.055 (i.e., 5 times larger than our estimate 
for the variance of the random component), the rest being about the same 
order of magnitude as the variation of the random component. 
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It was decided to transform the U plot variables n , p , k and pH into 
s s s 
site variables and use the remaining plot deviation from the experimental 
mean in a subsequent analysis. In the cases of replicate and site variables 
there was no way to assess their value on the basis of randomness. The 
notations and the meanings of the variables used in this study are explained 
in Table 9-
The first step towards computing a generalized equation for plant 
response and the environmental factors involved only the plot variables 
expected to be free of a random component, namely nitrogen, (if), phosphorus, 
(P), and potassium, (K) rates of fertilizer applications, population density, 
(S), yield, (Y), and a dummy replicate variable, (R). A quadratic regression 
equation involving those terms was calculated for each site-year. Not all 
the quadratic terms could be included because of problems of multicollinearity, 
the reduced model being: 
Y = b^  + b^ H + bgP + b^ K + b^ S + b^ R + b^ K^^  + + b^ E^^  + b^ H^P + 
b^ HK + bgPK 
Tables 25a and 25b of the appendix show the regression coefficients, along 
with probability levels of calculated t-values. At the 10% probability level 
of committing type I error, there were linear responses at 31, 8, 6, ^-3 and 
20 experimental sites respectively to N, P, K, S, and R. 
As it has' been recognized by several workers, it is the site to site 
variation, or inter-site variation, that limits the possibilities of use of 
the type of empirical equations like those obtained for each experimental 
site. 
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Table 9- Variables, 'units and,symbols used in.the present study. 
Variables 
Plot 
Y Yield of shelled corn per plot, with 15*5^  moisture, 
expressed as Bu/A. 
N Amount of nitrogen fertilizer applied to the plot. 
Expressed as BF, lb/A. 
K 
Amount of phosphorus fertilizer applied to the plot. 
Expressed as P^ O^ , lb/A. 
Amount of potassium fertilizer applied to the plot. 
Expressed as K^ O, lb/A. 
Population density. Expressed in thousands/A. 
n Soil nitrogen in the top soil; expressed as nitrogen 
element, lb/A. 
Soil phosphorus in the top soil; expressed as phosphorus 
element, lb/A. 
k Soil potassium in the top soil; expressed as potassium 
element, lb/A. 
pH Soil reaction in the top soil. 
n' n deviation from n • , the mean of the experiment, 
s s 
s^ 




k deviation from k , the mean of the experiment, 
s s* ' 
pH deviation from pH., the mean of the experiment. 
Replicate 
%0' °sl' Mean, linear and quadratic distributional coefficients 
of nitrogen down the average replicate soil profile. 
s^O' ^ sl' ^ s2 
Mean, linear and quadratic distributional coefficients 
of phosphorus through the replicate soil profile. 
s^O' \l' ^s2 Mean, linear and quadratic distributional coefficients 
of potassium through the replicate soil profile. 
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Table 9. Continued 
Variables 
pH^ Q, pHg^ s pHg2 Mean, linear and quadratic distributional coefficients 
of the soil reaction through the replicate soil profile. 
n' s n', , n' Deviations of n n ^  and n „ from the corresponding 
sO' sj.' s2 ,, sO' .si , s2  ^
means for the experiment: n ^  , n ^  and n ^  • 
p' 5 p' 5 p' Deviations of p p and p from the corresponding S Ly S —L s < M S vJ * S —L . S 
means for the experiment: p^ .^, p^ .^, p^ g.-
s^l' ^ 3^2 Bespectiirely equal to . k^  ^- k^ .^ , and 
- ks2.• 
pHg, pH^ » pH^  Respectively equal to pH^  - pHq., pH^  - pH^ . and 
np _ Mean of the cross product of n by p through the aver-
SO T • J. s s^ 
age replicate profile. 
nk n Mean of the cross product of n by k through the aver-
sO s s 
age replicate profile. 
pk ^  Mean of the cross product of p by k through the 
sO  ^  ^ -^ s s 
average replicate profile. 
PPHq Mean of the cross product of p by pH through the aver­
age replicate profile. 
np' Deviation of np „ from np „ , the average over the two 
sO  ^. , . s^O -^ sO-' ° 
replications. 
nk' Represents the difference nk ^  - nk ^  • 
sO  ^ sO sO" 
pk^ Q Represents the difference pk^ Q - P^ gQ.' 
ppH^ Q Represents the difference ppH^  ^- ppH^ ^^ . 
Site 
n^ _ Mean top soil nitrogen content per experiment. 
p^ _ Mean top soil phosphorus content per experiment, 
k^ . Mean top soil potassium content per experiment. 
pH. Mean top soil reaction for the experiment. 
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Table 9- Continued 
Variables 
"sO' si- ' "s2-
Respectively averages for the experiment of the 
replicate variables n^ ,^ n^ ,^ and n^ g. 
PsO' si- ' Ps2' Respectively averages for the experiment of the 
replieate variables p^ ,^ p^ ,^ and p^ g. 
s^O' si- ' ^s2-
Respectively averages for the experiment of the 
replicate variables and k^ .^ 
PHQ, , 5 J pHg. Respectively averages for the experiment of the 
replicate variables pH^ , pH^ , and pHg. 
oPsQ. Average for the experiment, of the replicate variable 
*PsO' 
Mean, linear, . . ., quintic distributional coefficients 




Mean, linear, . . ., quintic distributional coefficients 
of the moisture availability through time. 
% Mean, linear, . ., quintic distributional coefficients of maximum temperature through time. 
T Planting dates. 
y Yield potentials. Expressed in (Bu/A) x10~  ^
¥ Dummy wind damage variable. 
An examination of the EC (regression coefficients) in Tables 25a and 25b 
in the appendix shows that any RC exhibits some variation across the 56 site-
years. An estimate of the variance of any RC for a specific year is also 
available from the corresponding analysis of variance. This variance esti­
mator emerges from the unexplained intra-site yield variation, i.e., the 
deviations from the fitted regression equation, and purports a measure of 
the possible value fluctuation that the calculated RC can undergo if 
Ill 
recalculated under similar circumstances. The inter-site-year variation 
of the RC must arise partly from the intra-site unexplained variation and 
partly from ecological differences between site years. We will refer to the 
former and second components of the RC inter-site-years variation, respec­
tively as random and systematic variations. It seems meaningful to develop 
an appreciation of the comparative extent of the two components of the RC 
inter-site-year variation. If the random portion is predominant we would 
conclude that the range of systematic variation should lie "below our level 
of detection or in other words that the inter-site-year variation was of 
the same order of magnitude as the intra-site-year variation for the particular 
RC. It would then be justifiable to use all the information in calculating 
a single RC to represent the 56 estimators that we already have in Tables 
25a and 25b of the appendix. In other words, the specific RC would not 
interact with the site variables. The implication of this from the proce­
dural point of view is that an interaction between the basic variable, that 
gave rise to the RC in question, and any site variable should have no 
significance to us, hence it should be dropped from the generalized equation. 
Contrariwise, if we should find evidence to believe that detectable 
systematic variation was involved in the inter-site-year variation of a 
specific RC, it would then be meaningful to explore the connection between 
that variation and the distribution of the site variables. This would imply 
the possibility of interactions between plot and site variables. 
Under the assumption of normality of the RC, a reasonable test for the 
comparative importance of the random, and systematic components of the inter-
site-year variation of a specific RC seems to be an F test. A common 
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variance estimator for a specific RC can "be obtained by pooling the 
corresponding 56 variance estimators available from our intra-site analyses 
of variance. We will refer to this variance estimator as the intra-site-
year variance estimator. An inter-site-year mean square of deviations from 
the mean for the same RC can be calculated by considering the 56 observed 
values of the RC across the 56 site years. The ratio of the inter-site-year 
mean square to the intra-site-year variance estimator is distributed as a 
central F if the systematic component of variance of the inter-site-year 
variation is.zero. Table 26 in the appendix shows the inter-site-year mean 
squares, the intra-site-year variance estimators and calculated F ratios 
for the RC of Tables 25a and 25b of the appendix. 
Table 26 in the appendix shows evidence that the linear and quadratic 
effects of phosphorus and potassium, (respectively b^ , b^ g, tg- and b^ g), as 
well as the effects of the interactions nitrogen by potassium, (b^ J^, and 
phosphorus by potassium, (b^ J^, do not vary any more, between site-years 
than what is expected from the within site-years variation. As it was 
suggested previously this implies that with the present data there is no 
reason to calculate regression coefficients for the interactions of site 
variables by respectively P, P^ , K, K^ , M and PK. We can see in the same 
table that variation other than the within site variation seems to be 
involved in the inter-site-year range of the linear and quadratic effects 
of nitrogen, (b^ ., b^ 2), the linear population density effect, (bg), and the 
nitrogen by phosphorus interaction, (b^ )^. 
In order to explore the functional relationship between the second 
group of RC and the part of the environments represented by our replicate 
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and site variables, regressions between the RC and the replicate and 
site variables can be calculated. 
Table 10 shows the final regression equations obtained by conse­
cutively regressing b^ , b^ 2, b^  ^and bg on the site variables after the 
terms with very high levels of significance were dropped out. 
As it was explained previously the regression coefficients associated 
with distributional coefficients such as A^ , A^ , . . ., A^ , M^ , . . ., M^ , 
Dq , . . ., D^ , represent the regression coefficients respectively multiplied 
14 
by Z . i = 0, 1, . . ., 5, of functions that tell how the independent 
k=l 
variable is affected by an additional unit of the EF (Environmental Factor) 
at any position along the time axis for the observed range of the EF. These 
functions as calculated in the present study, are biased estimators of the 
first partial derivative of the dependent variable with respect to the EF 
because in the process of calculating the distributional coefficients we 
expressed the magnitude of any EF in a specific time interval just as 
observed rather than as deviations from the corresponding mean over the 
whole set of site-years for the time intervals. When, in the above text, 
we refer to functions that tell how the dependent variable is affected by 
an additional unit of EF along the time axis, we mean a composite effect 
rather than the first partial derivative of the function with regard to 
the EF*. 
After dividing the regression coefficients associated with the distri­
butional coefficients by the sum of square of the respective orthogonal 
polynomials we obtain the sets of coefficients that we need. By making 
_ -
See Page 94 for further explanation. 
Table 10, Multiple regression statistics for the regression of b^ , b^ ,^ b^  ^and bg on 
several site variables. 
Equation Dependent Independent Regression Significance level 
number variable variable^  coefficients t-values % 
1 b C 0.46349609 2.429 5 
-0.00264994 1.464 20 
T -0.00459318 1.342 20 
n 
s 
. W -0.010899574 1.015 30 
A 0,00188803 1.244 30 
A 0.03294124 0.T51 >40 
A 0.10603615 1,499 20 
A_ 0.78597386 0.866 40 
0.43437426 0.281 >4o 
r2 = 0.169 
b^ C 1.62303040 1.282 20 
-0.00179285 1.156 30 n 
s 
represents the constant term of the regression equation. The latter may be written 
as b = C + Zb.x. where b. are the regression coefficients. 
Table 10. Continued 
Equation Dependent Independent Regression 













n , -O.OOOIU85076 
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sO • 
T 0.0000212621 
M 0.0000^ 57537 
-0.0007709498 
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Table 10. Continued 
Equation Dependent Independent Regression 
number variable variable^  coefficients 









r2 = 0.320 
b C -0.76950616 
n 0.01725589 


































Table 10. Continued 
Equation Dependent Independent 
number variable variable®' 
Ml 
M3 



















-3.7931^ 058 2.637 5 
1.09051216 0.594 >4o 
26.12690570 1.183 30 
13.08920570 0.802 >Uo 
0.05738126 2.954 1 
-0.00269288 2.051 5 
-0.06232986 1.764 10 
-0.67014755 2.281 5 
-1.66469817 1.439 20 
+0.06715127 3.381 1 
-1.64366456 2.068 5 
+0.25750737 1.4o6 20 
-3.61068200 2.693 1 
+2.00762043 1.103 30 
30.33111111 1.280 20 
9.06485462 2.423 5 
0.01757416 0.917 4o 
Table 10. Continued 
Equation Dependent Independent Regression 






































Table 10. Continued 
Equation Dependent Independent Regression Significance level 
number variable variable®' coefficients t-values % 
c 2.96^23912 0.166 »4o 
n 
s • 






T -O.OU195182 i.oUU 30 
y -0.1566536k 0.596 >Uo 
W -1.70196121 1.272 30 








Ml -1.41173010 1.036 30 
Mg 0.25797013 0.128 >>Uo 
M3 -23.33530760 0.977 4o 
= 0.138 
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those sets of coefficients operate on the corresponding orthogonal 
polynomials we obtain the curves of Figures 13 to l8. We considered 
convenient to include in Figure 13 a curve that we calculated from Shah's 
data (20;) as a point of comparison with our results and because he did 
not look at his data from the same standpoint that we jiid. 
By looking at the multiple-R^  values for the fitted equations of 
Table 10 we can see that indeed a very small portion of the site to site 
variation was explained by our site variables. The highest multiple-R^  
values for b^ , b^ 2, b^  ^and bg were respectively 0.2JJ, 0.273, 0.320 and 
0.385. The lack of an error estimate for the weather variables leaves us 
without the possibility of getting an appreciation of the value of such 
variables for explaining inter-site plant response. Also given that there 
is a correlation between M and A* or D, we do not know what extent our 
data are affected by what is known as the "Frisch case"**. 
The next step to compute the generalized equation is to fit a general 
regression equation on the same terms as the site-year analyses plus the 
following variables: 
\ = ^ 0 
Vg = %% % 
V3 = NZ 
= ^ NP a? 
The correlation coefficient between and A_ in this study was -O.UOl. 
** 
See Page 78, 
Figure 13. Effect of an additional unit percent of available moisture on b^ ,^, 
(the linear regression coefficient of nitrogen in the inter-site 
regression of yield on fertilizer rates and plant population), as 
a function of time. A. Curve obtained with our data. B. Curve 
calculated from Shah's data (2l). 
EFFECT OF AVAILABLE MOISTURE ON 
(JiZ 
SSI 
Figure l4. Effect of an additional degree Fahrenheit on (the linear regression 
coefficient of nitrogen in the intra-site fitted regressions), as a 
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Figure 15. Effect of an additional degree Fahrenheit on h^ 2, (the quadratic 
regression coefficient of nitrogen in the intra-site fitted re­























T I M E  A X I S  
( 5 day periods) 
Figure l6. Effect of an additional degree Fahrenheit on b , (the regression 
coefficient of the interaction of nitrogen by phosphorus in the 
intra-site fitted regression), as a function of time. 
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T I M E  A X I S  
(5-day periods) 
Figure l8. Effect of an additional unit percent of available moisture on 
yield as a function of time. 
EFFECT OF ADDITIONAL 1% OF 
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V; = bg 8 
6^ ~ ~ s^r' ^ sr' s^lr' ^ slr' ^ slr' ^ s^Or' 
o^ sOr' P^ sOr' PPBgOyilR 
Plot and replicate soil test deviations from the respective 
means of the experiment. 
Variable is the intercept of the site-year regression analyses. 
Variable V^  is generated by multiplying in each site year the regression 
coefficient b^  times variable N, i.e., the nitrogen rate for each plot. 
The regression coefficient b^  remains constant within a given site year 
and varies from site to site. Variables V^  through V^  are calculated in 
the same manner. Variable V^  is a dummy variable that represents the 
yield variation between replications of the same experiment, that is not 
due to the soil test differences between replications. Vg is the residual 
variation after regressing b on the replicate soil test differences times 
R the dummy variable for replications. The replicate soil test differences 
that ve considered ,er pH^ , np^ Or' 
pk^ Q^  and PpH^ g^  where n^  ^represents the difference between mean nitrogen 
content of the top soil of the first replication minus the counterpart in 
the second replication; n^ ^^  represents the difference between the two 
replications 5 of the linear distribution of nitrogen down their respective 
profiles. Variable np^ ^^  represents the difference between the two repli­
cations of their respective mean n^  by p^  cross product through their 
respective profiles. 
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The plot and replicate soil test deviations from the respective means 
for each experiment that we used in the general regression equation were: 
s^' Pg' ^ s' PG', 0^ ,^ p^ ,^ np^ Q, nkgQ, PPH^ Q, and cross products 
En', Hn',. 
s si 
The use of variables through will allow us to introduce some of 
our equations of Table 10 into the general equation. Instead of variable 
Vg = b^  E of the general regression equation we can write: 
b^  ÏÏ = (0.4635 - 0.00265 Dg. - 0.00459 T - 0.109 W + 0.00189 A 
+ 0.0329 + 0.106 Ag + 0.786 A^  + 0.434 A^ )B 
We substituted in the latter equation the terms of the first equation 
of Table 10 for b^ . In this way we generate the interactions between nitro­
gen rates and the site variables. The same can be said with respect to 
variables b^ 2 b^  ^NP and bg S. 
By calculating a general regression equation in terms of the variables 
that we have suggested we expect that the RC (Regression Coefficients) 
associated with variables through Vg should be ideally equal to one and 
the RC associated to variables ÏÏ, , NP, 8 should be equal to zero. The 
RC associated with the variables P, K, P^ , , NK and PK will represent the 
common estimator for the whole set of experiments. The fact that we are 
including the plot and replication deviations from the corresponding means 
of the experiment will cause that the ideal RC as described above will not 
be found, since more within site yield variation is supposed to be explained 
by the plot and replicate variables. It should be noticed that in this last 
stage of the calculation of the generalized regression equation we are not 
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using the plot and replicate soil test variables as observed, but as devi­
ations from the corresponding experimental mean; this is so because the 
latter information has been already used in the inter-site-year regression 
analyses. 
Variables through should be considered as dummy variables and 
they describe totally the site to site variation that we could detect in 
this study, plus part of the intra-site variation associated with variables 
N, NP and S. A multiple-R^  for a regression including these variables 
should be a measurement of the part of the within site variation explained 
with our independent variables. After we make the substitutions of our 
equations of Table 10 for the terms b^ , b^ 2, b^  ^and bg we will certainly 
get a smaller multiple-R^  value. 
Table 11 shows the general equation obtained in terms of the dummy 
variables. It must be pointed out that each of the dummy variables 
through represents 55 degrees of freedom rather than 1 as one can be 
led to think from observing Table 11. Variable V^  represents only h3 
(=55 - 12) degrees of freedom, since it represents the residuals from a 
regression equation on 12 parameters. Variables V^  through Vg represent 
a total of 318 degrees of freedom rather than 6. An analysis of variance 
of this general regression must take this fact into consideration. 
Table 12 shows the general regression equation after the interactions 
generated from the intersite regression analyses (Table 10) are substituted 
for variables Vg through V^ . Equation 1 in Table 12 represents the substi­
tution just referred to, when D, (the concept of stress day), is used to 









C 2.54907894 1.520 20 
N O.O5U1661O 3.272 1 
P 0.06196323 3.875 0.1 
K -0.036U0374 1.370 20 
S 0.63174829 5.882 0.1 
-0.00029888 3.084 1 
P2 
-O.OOOU3425 4.4o6 0 . 1  
K2 0.00042036 1.491 20 
NP 0.00008820 1.163 30 
NK 0.00009626 0.955 4o 
PK 0.00010663 0.825 >4o 
0.86332418 76.073 0 . 1  
2^ 0.76104873 24.850 0 . 1  
^3 0.T3T23222 16.682 0 . 1  
0.60786408 12.805 0 . 1  
0.89315678 81.142 0 . 1  
0.98730140 8.799 0 . 1  
- n 
s • 
0.08280138 1.916 10 




C represents the constant term of the regression equation. 













0,01085550 2.315 5 
pH - pH. -0.39211616 0.358 >i+0 
s^l - °S l '  
0.308U2Ui).5 0.410 V 0
 









0.123TU259 1.110 30 














P^ sQ. 0.00005256 0.309 
0
 A 
rpHso - PP^ sO- 0.027715^ 2 1.265 30 
Ij(n^  - -0.12201226 -2.79k 1 
s^l') 0.00720898 1.0U9 30 
= 0.839 
Table 12. Multiple regression statistics for the generalized yield equations in terms of 
the site variables. 
Equation Dependent Independent Regression Significance levels®" 
number variable variable coefficients % 
1 Y C 2.5907894 20 
P 0.06196323 0.1 
K -0.03640374 20 
-0.00043425 0.1 
K2 0.00042036 20 
PK 0.00010663 >4o 
N 1.67719650 1, 20 
m 0.00009626 1+0 
Nn^ -0.00179285 30 
NT -0.00733108 5 
NW -0.08497756 4o 
NM -0.01132319 >40 
0.17548891 10 
m 0.16299236 30 
2.54308142 20 
-1.76953549 30 
# -0.00723952 1, 30 
N^p _ 0.0000119787 30 
S^ome regression coefficients represent the summation of a quantity obtained in the general 
regression equation plus a quantity from the inter-site-year analyses. In this case two signifi­
cance levels are written, the one to the left corresponding to the quantity calculated in the 
general equation. 
Table 12. Continued 
Equation Dependent Independent Regression 
number variable variable coefficients 

























































Table 12. Continued 
Equation Dependent Independent Regression 
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Table 12. Continued 
Equation Dependent Independent Regression 
number variable variable coefficients 
N(n - n ) -0.12201226 
s s • 
^(^sl~ "si-) 0.00720898 











































Table 12. Continued 
Equation Dependent Independent Regression 
ninnter variable variable coefficients 
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Table 12. Continued 
Equation Dependent Independent Regression Significance levels^ 
number variable variable coefficients . 
CM 
-1.6U366U56 20 
8% • OV25T5073T 5 
SM -3.61068200 1 
SM^ 2.00762043 30 
SM -30.33111111 20 
-1 0.86332418 0 
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^sl ^sl- 0.12374259 30 
- »PsO. -0.00567605 30 











- PPBsO. 0.02771542 30 
N(ng 
- %s.) -0.12201226 1 
K(*sl 
- *81.) 0.00720898 30 
ikk  
represent the moisture status of the environment. Equation 2 in Table 12 
corresponds to the use of A (moisture in the soil profile as a percent of 
the available field capacity) in the same generalized regression equation. 
1^5 
IV. DISCUSSION 
A. Response to Potassium Fertilizer 
In U of the 56 site-years a linear response to potassium was obtained 
with a POTIE (probability of type I error) smaller than In two of 
these site-years the response was positive. In the other two site-years 
plus in the larger portion of the nonsignificant regression coefficients 
for potassium, the sign was negative. Only in 2 of the 56 site-years 
was the quadratic regression coefficient for potassium significant at the 
5^ POTIE. One of these coefficients was negative and the other, plus the 
larger portion of the nonsignificant quadratic regression coefficients, 
was positive. Very little importance was attached to the cross products 
of potassium by nitrogen or phosphorus fertilizers as explanatory vari­
ables of plant response in the intra-site-year analyses of yield 
variation. Statistical evidence was found that the regression coefficient 
2 
associated with the terms K, K , PK, and M showed no detectable system­
atic trend among site-years, hence a single regression coefficient 
corresponding to each of the four variables (K, K , PK, and M.) was cal­
culated for the totality of the yield observations. On the basis of this 
general analysis of yield variation, the regression coefficients were 
respectively -0.036 (20%)*, +0.00042 (20%), +O.OOOIO7 (40%), +O.OOOO96 
{kO%). Given the rather high POTIE associated with the PK and NK 
_ 
The figure in parenthesis represents the significance level of 
the corresponding regression coefficient. 
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regression coefficients, the results seem to suggest that the general 
effect of potassium fertilizer was depressive for yield at a decreasing 
rate. 
B. Response to Phosphorus Fertilizer 
The linear and quadratic regression coefficients of phosphorus, like 
those of potassium, played a minor role in explaining intra-site-year 
yield variation. Statistical evidence was found that no detectable sys­
tematic trend among site-years was present for either one of the two 
regression coefficients of phosphorus. Therefore, a single value for 
each of the two regression coefficients was calculated for the totality 
of the yield observations. We can see from Table 11 that the general 
linear and quadratic coefficients for phosphorus were +0.06196 (0.1%) 
and -0.000434 (0.1%) respectively. The general effect of phosphorus 
fertilizer was to increase yield at a decreasing rate. The interaction 
of nitrogen and phosphorus fertilizer did show a systematic trend among 
site-years. This systematic trend will be analyzed under the response 
to nitrogen fertilizer. 
C. Response to litrogen Fertilizer 
In 26 of the 56 site-years there was a linear regression coeffi­
cient of nitrogen significant at the 5% probability level. The 
quadratic regression coefficient for nitrogen was found significant at 
i 
The figure in parenthesis represents the significance level of the 
corresponding regression coefficient. 
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the 5% probability level in 17 of the 56 site-years. The regression 
coefficient of the interaction of nitrogen by phosphorus was found 
significant in 7 of the 56 site-years. The simple correlation coeffi­
cients between b^ and b^2, b^ and b^, and b^g and b^ were respectively 
-0.907; +0.008, and -0.130 across the 56 site-years. Definite sys­
tematic trends among site-years were detected for the three regression 
coefficients b^, b^2 and b^. Notwithstanding the detectable trend, 
little success was attained in explaining the corresponding variation 
in the regression coefficients in terms of the site variables. Equations 
1 and 2 of Table 10 represent attempts to relate the linear regression 
coefficient of nitrogen to the available description of the environ­
mental inter-site-year variation, i.e., the site variables. A high 
correlation between A and M* along with uncertainty about the precision 
of the same variables, did not permit segregation of the separate effect 
of each variable on the linear response to nitrogen, b^. Consequently 
the latter variable was expressed either in terms of A (the distribu­
tional coefficients of the percent available soil moisture) or in terms 
of M (the distributional coefficients of the average daily maximum 
temperature). 
The sign of the regression coefficient for variable n^. in Equations 
1 and 2 of Table 10 suggests relations of substitution for yield increase 
between fertilizer nitrogen and the availability of native nitrogen. 
i 
The simple correlation coefficient between Aq and Mq was equal to 
-o.401, significant at the 1%. 
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This is a resiiit commonly encountered in Iowa, (8), (25). The negative 
sign of variable T in the same eq_uations suggests that the linear regre­
ssion coefficient of nitrogen decreases as the crop is planted later in 
the season. This is another result that has been found and explained by-
other workers in Iowa (8), (25), and is consistent with the findings of 
Dungan (9) who reported that early planting of late season corn varieties 
gave best yields in northern and central Illinois, and other workers 
(12) and (l6). A negative sign of the regression coefficient of variable 
W suggests that the plants with severe wind damage responded more to 
nitrogen application than the plants not affected. 
Figure 13 curve A represents how an extra unit percent of available 
moisture in the profile administered at several periods of time during 
the corn growing season, modifies the value of the linear regression 
coefficient of nitrogen fertilizer. Curve B represents the same concept, 
but was calculated from Shah's data (2l). We included these data as a 
point of comparison with our results and because Shah did not look at 
his data the way we did. There are a number of reasons why the curves 
should not coincide. Shah's data were calculated on the basis of the 
thickness of the layer of available moisture in the 5-foot profile 
whereas ours were calculated on the basis of the profile moisture content 
as a percent of field capacity. There is no single factor to transform 
the results of one method in terms of the other, given that the amount of 
moisture retained in the profile at field capacity varied among site-
years. An average factor was calculated to express Shah's data in terms 
of ours. Also both data come from independent sources and most likely 
represent different spaces of exploration. It must be 
mentioned that the probability levels of Shah's data are 
better than ours. Shah's regression coefficients 
corresponding to the terms AQ, A^, A^, A^, A^, and A^ reached signif­
icance at 1, 20,>40, 1, 20; and 3% respectively whereas in the case of 
our data the same terms up to reached levels of significance of 30, 
>Uo, 20, 4o,andZ>4o%. Shah's data covered ten 5-day periods before 
silking and six 5-day periods after silking, whereas our data included 
only eight and six 5-day periods before and after silking. 
A common feature of both curves seems to be a depression around 
silking time with a relative minimum that lies one or two 5-day periods 
after silking. This depression in Shah's curve merely represents, except 
for the minimum, an increasing-decreasing failure of the extra-unit per­
cent of available soil moisture to increase the value of b^ (the linear 
regression coefficient of nitrogen fertilizer) when provided during this 
depression period. In our curve the depression represents an actual 
lowering of b^. Shah's curve also exhibits another relative minimum 
between 6 and 7 5-day periods before silking, that our curve does not 
register. 
One can only speculate about the basis for the possible explanations 
of the observed phenomenona. The ascending part of Shah's curve between 
his first relative minimum and his first relative maximum as one goes 
from left to right, coincides very closely with the period of very inten­
sive leaf weight accumulation (July 2nd through July l6th) as reported 
_ 
We will not consider in this discussion the values represented by 
the right and left ends of the curve, for they are more a feature of the 
orthogonal polynomials than of the phenomenon that we are observing. 
15Q 
by Hanway (13) in Iowa. 
The response to nitrogen fertilizer is conditioned by the "Hitrogen 
Cycle"; any nitrogen loss due to this concept will alter the shape of 
the response curve to applied nitrogen. If there is any association be­
tween the availability of moisture, as we are expressing it and the extent 
of any of the processes of the nitrogen cycle responsible for nitrogen 
fertilizer loss (such as salt leaching or denitrification processes), 
then the results that we are observing will represent an aggregate effect 
of plant physiological processes and the characteristics of the nitrogen 
cycle. However, this nitrogen cycle seems to cease to have a significant 
influence in plant response after silking since the vast experience shows 
that late applications of nitrogen fertilizer are commonly found ineffi­
cient in increasing yield. Hence the explanation of the second minimum 
of curve B, and single minimum of curve A should reside largely in plant 
physiological processes and subsequent interrelationships with enviorn-
ment. However, we must not forget that all of these processes have a 
range of manifestation that has been imposed by the previous conditions 
of plant growth. The descent of Shah's curve towards the second relative 
minimum takes place shortly after the husks and silks begin to grow and 
continues till a week after the silks have emerged on 75^ of the plants. 
Both curves start ascending after that period. We will leave to the crop 
physiologists the explanation of these results. 
Figure iH is developed in the same way as Figure 13 but in terms of 
the distributional coefficients of the average maximum daily temperatures. 
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Periods 2 through 5 approximately correspond to the period of intensive 
leaf weight increase of corn as reported by Hanway (l3). During this 
lapse of time the effect of one degree increase in average maximum tem­
perature increased the value of Thereafter for a period of 35 days 
the value of was decreased by each unit increase in temperature, with 
a relative minimum around time of silking. 
Figure 15 shows the effect on b^2 of an extra degree Farenheit 
occurring any time during the period of study. A positive increase 
in the effect on b^2 of an extra degree Farenheit takes place from the 
start of the period of intensive leaf weight accumulation and up to 15 
days after silking, with a relative maximum shortly before silking. 
This positive increase in b^2: since the latter has a negative 
sign. The effect of temperature with regard to b^2 ^he alluded 
period, is towards increasing the yield response to nitrogen fertilizer. 
Figure l6 represents the effect on b^ of one unit average daily 
maximum temperature increase at any time during the period of study. 
The curve shows a depression in the first half of the time axis with a 
relative minimum located at about the middle of the period of extensive 
leaf weight accumulation. Shortly after the relative minimum, the curve 
ascends at a nearly constant slope to a relative maximum about 12 days 
after silking. 
We can see from Equation 3 of Table 10 that soil phosphorus and 
potassium increased the response to fertilizer nitrogen; this is so 
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because the corresponding regression coefficients had a positive sign in 
explaining b^2» which will cause the latter term to have a smaller ab­
solute value, i.e., a smaller negative value. The soil nitrogen content, 
decreased the value of the interaction BTP, as can be seen in 
Equation h of the same table, suggesting relations of substitution between 
soil and fertilizer nitrogen. Soil potassium also decreased the value 
D. Response to Population Density 
In 35 of the 56 site-years bg, the linear response to population 
density, (S), was significant at the 5% POTIE. A definite systematic 
trend among site-years was detected in the value of b . Equations 5 
through 9 of Table 10 represent attempts to relate the site to site 
variation of b to the available description of the environmental dis­
crepancies among sites. The moisture status was expressed either as 
stress day» (D), or as available soil moisture, (A). In these Equations 
5 through 9 of Table 10, soil nitrogen, (n^,), increased the linear 
response to plant population. Soil potassium, (k^ ), decreased bg. 
The planting date variable, (T), decreased b^ in agreement with common 
experience. The relative yield potential decreased b , indicating that 
D 
varieties with higher yielding ability responded less to population 
density. W, the dummy variable for wind damage had a negative sign, 
indicating that the plants with severe wind damage responded more to 
plant population. Using the distributional coefficients of either 
variable A or D it was possible to calculate the separate effects of 
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moisture and of temperature in explaining "bg variation. Actually by-
multiplying observed b^ by the mean population density for a given site-
year and adding the corresponding intercept, we should obtain a reason­
able measure of the site-year yield free of the fertilizer effects. 
This is so because both the intercept and b show a reasonable indepen­
dence from b^5 b^^, and b^ when compared in an inter-site-year basis. 
The simple correlation coefficient between b^ (the intercept) and b^; 
bo and b^g; bo and b^ were respectively -0.197, +0.138, and -0.050. 
The terms bg and bg were significantly correlated by a value of r = -0.'jU2. 
If we should regress the quantities bg + b^S., (where S. represents the 
average plant population for a given site-year), on the site variables, 
we would get the linear effects of the site variables on yield. In the 
present study we regressed b on the site variables and multiplied 
O 
the resulting equations by the overall plant population mean. Figures 
17, l8, and 19 were drawn on the basis of that transformation of the data. 
It was apparently feasible to separate the effects of the moisture 
and the temperature variables in the regressions between bg and the site 
variables. The combination of both types of variables in the same regression 
equation increased substantially the part of the b variation that was 
associated with regression, and at the same time the levels of signi­
ficance for the individual regression coefficients were improved, as 
shown in Equations 5 through 9 of Table 10. Because of our lack of 
15^  
of knowledge of the precision with regard to the moisture and temperature 
variables, we cannot assess the extent to which the calculated regression 
coefficients of the equations combining both the moisture and temperature 
distributional coefficients are affected by random variation ("The Frisch 
Case"). 
Figure 17 shows how yield is changed by an extra unit of temperature 
occurring at any time during the period of study, as calculated from 
Equation 6 of Table 10, after this equation has been multiplied by 15.244, 
the overall population mean (expressed in thousands of plants per acre). 
A very similar curve is obtained from a regression equation in which both 
the temperature and the stress day distributional coefficients are consi­
dered together, (Equation 5 of Table 10). Figure IT indicates that each 
increase of one degree farenheit in the average daily maximum temperature 
(for a 5-day period) 30 days before silking, increases yield by 1.29 bu/A. 
The observed factor is expected to be valid within the range of observed 
temperatures for the specific time period. The range in this case was 73 
to 91° F. The effect of temperature later on in the season does not seem 
to be as important from the point of view of yield variation. We must 
bear in mind that in Figure 17 we are observing only the linear effect of 
temperatui-e on yield; the overall effect of temperature must be considered 
also in terms of how b^, b^2, b^^ are being modified, or in other words 
we must consider the interactions of temperature with nitrogen and phos­
phorus fertilizers as well. 
Figure l8 shows how yield is modified by an extra unit percent of 
available soil moisture at any point of the time axis. Only the mean 
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and parabolic, (A^ and respectively), tendencies of the percent avail­
able moisture were significant in explaining yield variation. The cause 
of this could be either a true relationship, or a defective precision of 
our available moisture data. We are inclined to believe that the second 
is more likely the case. At any rate Figure l8 shows that 25 days before 
silking and 20 days after silking, an extra unit percent of available soil 
moisture increased yield reaching a maximum rate at around silking time. 
This maximum represented an increase of 0.35 bu/A per each unit percent 
available moisture. The range across the % site-years of availability 
of moisture for around silking time was l8 to 80% , 
Figure 19 represents an alternative use of the stress day distri­
bution coefficients for those of percent available soil moisture. It 
shows how yield is changed by one stress day along the time axis. The 
overall linear effect of a stress day was clearly to depress yield. One 
can say that because most of the curve lies in the negative side of the 
scale. The most detrimental effect on yield took place five days after 
silking when one stress day caused a decrease of 2.88 bu/A, according 
to the data. 
E. Response to Soil Test Values 
Kitrifiable soil nitrogen proved to be associated with yield varia­
tion and interacted with fertilizer nitrogen in the way that is commonly 
expected, when used as a site variable, n^^. When nitrifiable soil 
nitrogen was used as a plot variable, n^ - n^_, i.e., as deviations from 
the site variable, the total mean variation over the 56 site-years was 
Figure 19. Effect of a stress day on yield as a function of time. 
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was T1.6 (i.e., 1.2 times larger than 55, our estimate of the variance 
of the measurement error), indicating that some detectable systematic 
variation in soil nitrogen content was involved. This variable n - n 
s S" 
was positively correlated with yield increase as shown in Table 11; the 
corresponding significance level was 10%. The regression coefficient 
associated with variable a'fn^ - n^^ ) was negative, indicating relations 
of substitution between soil and fertilizer nitrogen; the singificance 
level was 1%. 
The extractable phosphorus variable, p^, showed a precarious value 
in explaining yield variation, both as a site and as a plot variable. 
One is led to conclude that from observing the corresponding levels of 
significance for variables p^. and p^ - p^^ in Tables 11 and 12. Yet 
the error component of variable p^ was only moderate. 
Exchangeable potassium played a significant role in explaining 
yield variation both as a site, k , and as a plot variable, k - k 
S" s S' 
There was however, a contradiction that we failed to understand between 
the use of exchangeable potassium as site and as plot variable. The 
regression coefficient of variable Sk^ in Equation 1 of Table 12 has 
a negative sign indicating that k^_ decreases the linear response to 
plant population, i.e., it has a depressive effect on yield, the level 
of significance being 10%. In the same equation we can see a positive 
regression coefficient associated with the term k^ - k^^ with a signif­
icance level of 5%) which indicates a positive contribution to yield 
increase. Variable k must be less affected by randomness than variable 
s* 
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however we found previously that exchangeable potassium was 
an instance in which the systematic variation was clearly preponderant 
over the random variation at the plot level. 
Soil reaction had no value in explaining yield variation. 
l6o 
V. SUMMARY AMD COUCLUSIOIS 
A static model is proposed as an effort towards the attainment of 
more descriptive relationships between plant response and environment. 
After the postulation of a universal law of plant response to environment, 
an IPS (individual productivity system) is adopted. This IPS, as con­
ceived, should surround and include an individual growing plant and should 
have dimensions that comprise part of the soil and part of the atmosphere, 
hut only that part of both that has a direct cause to effect relevance to 
plant growth. The IPS is conceived as a growing entity that can he defined 
at any moment by a .3-coordinate system, (x, y, z), of arbitrary origin plus 
a time, t, axis. A unique equation of the type f(x, y, z, t) = C (where C 
is some constant) can make that description. Within this IPS each EF (en­
vironmental factor) can be defined in terms of intensity along the axes x, 
y, z, and t. 
The conventional experimental plot is viewed as an aggregate IPS, the 
assumption being made that the plant community compensates linearly around 
the natural law of plant response for variations in the environment within 
the plot. Given the root intermingling of closely planted crops, the ap­
proximation that the whole soil profile, within the layer of extensive root 
exploration, is part of the aggregate IPS is made. Depths of the soil 
profile with scant root exploration should not be approached this way. 
An empirical procedure to estimate the effect of the joint variation 
of environment along the vertical axis, (z), and time, (t), is developed. 
This procedure is conceived as a generalisation of Fisher's conception of 
l6l 
"The Regression Integral", and is based on the use of discrete joint 
orthogonal functions of two orthogonal axes, (z and t). 
The empirical procedure is as follows: Given a set of field plots, 
intensity estimations of each EF are obtained as discrete functions of 
the vertical and time axes for each member of the set. An average for 
each item is obtained across the field plots, i.e., given the j^^ depth 
and time intervals, an average of the observed intensities of the 1^^ 
environmental factor across the field plots is calculated. If we call 
X., , an obseration of the 1^^ EP in the j,, depth and k^^ time intervals 
J kip '^th ^ 
of the p^^ plot, then the variable x^^^, represents that average referred 
to above. The variable x' . = x., ^ - x., ^ is regressed on the joint 
Jkip Jkip jkl-
orthogonal polynomials of z and t. So are the variables xl^^^ and 
x' ^ xI,,,T, , where j=j', k=k', l/l* and p=p'. The corresponding regres-
J&^P J & -L P 
sion coefficients are called n. , ri _ and ri in this thesis. By luv lluv ll'uv 
regressing yield on those regression coefficients, another set of regression 
coefficients is obtained that describes how the value of the 1^^ and 2^"^ 
partial derivatives of yield with regard to each of the EF varies along 
the z and t axes. 
Information of this kind answers the question of what is the effect 
on yield of the i^^ unit of the stimulus administered at the k^^ 
position and at the 1^^ time. 
The presence of a random component in the estimates of intensity of 
the EF is recognized and a procedure to estimate the variance of that 
random component is developed. 
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A vast amount of work has to he conducted in order to obtain the 
kind of data that lends itself to an interpretation hy the theoretical 
model developed in this thesis. The conventional type of data was avail­
able for the present study and very little use of the theoretical model 
could be made. 
Data of 56 field experiments were available. In these experiments 
corn yield response to five rates of nitrogen, phosphorus and potassium 
fertilizers were studied. Other environmental factors were estimated in 
this study, namely, the original nutrient content of the soils and the 
moisture status and daily maximum temperatures during the corn growing 
cycle. The variables were available on a per plot, per replicate or per 
experimental site basis. An additional study was carried on in order to 
get estimates of the experimental error involved in measuring some of the 
EF. Intra-site-year quadratic regression equations involving the plot 
variables: yield, nitrogen, phosphorus and potassium fertilizers and 
population density were calculated. F tests were made to compare the inter 
vs. the intra-site-year variation of the calculated regression coefficients. 
The linear and quadratic regression coefficients of nitrogen fertilizer^ 
(bg and b^2): and the regression coefficient of the cross-product nitrogen 
by phosphorus fertilizers, (b^), and the linear regression coefficients 
of population density, (bg), showed a detectable trend between site-years. 
The connection between these trends and the inter-site-year environmental 
differences as measured by the site variables, was studied. The effect 
on those regression coefficients of an extra unit of temperature and/or 
of soil moisture, administered within the corn growing cycle, were cal­
culated and presented in figures. 
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Table 13. Experimental treatments used in 1959^ and I960, 
Hitrogen, Id Phosphorus, Potassium, KO 
lb/A lb/A 2 5 lb/A 
Uo ko 25 
40 ho 75 
ho 120 25 
ho 120 75 
120 ko 25 
120 ko 75 
120 120 25 
120 120 75 
80 80 50 
0 80 50 
i6o 80 50 
80 0 50 
80 i6o 50 
80 80 0 
80 80 100 
0* 0* 100* 
0 i6o 0 
0* i6o* 100* 
l6o* 0* 0* 
i6o 0 100 
l6o i6o 0 
l6o* l6o* 100* 
0 0 0 

























Rates of Eïtrogen, Phosphorus and Potassium applied to the 
field experiments in 1963 through I966. 
Nitrogen Phosphorus Potassium 
Pounds of W per Acre Lhs. of P^O /A Lbs. of KgO /A 
ko 20 20 
ko 20 60 
ko 60 20 
4o 60 60 
120 20 20 
120 20 60 
120 60 20 
120 60 60 
80 Uo 4o 
0 Uo ko 
160 40 ko 
80 0 ko 
80 80 ko 
80 4o 0 
80 4o 80 
0 0 80 
0 80 0 
0 80 80 
160 0 0 
160 0 80 
160 80 0 
160 80 80 
0 0 0 
0 0 0 
Table 15. Average nitrifiable nitrogen, extractable phosphorus, exchangeable potassium and soil 
reaction of the top six inches of soil, planting dates and relative variety yield 
potential for site years. 
Nitrifiable^ Extractable^ Exchangeable^ 
Soil^ Planting 
Relative Yield 
Site- nitrogen^, n phosphorus^, p potassiumb, k potential,_y 
years lb/A lb/A lb/A s reaction^ pH dates'^, T 
S" 
(bu/A) xlO^Ï 
195901 60 13 I2U 6.37 48 9.1 
02 TO 18 155 7.25 38 9.1 
03 5h 16 137 6.62 45 10.4 
Ok 58 21 101 6.57 57 7.0 
05 72 15 138 8.05 48 9.6 
o6 80 30 151 6.60 55 11.7 
196001 57 17 177 6.45 35 10.4 
02 58 16 195 6.68 53 11.4 
03 39 k2 l4l 6.65 30 10.4 
oU 49 Ik 223 7.57 54 10.3 
05 U7 25 162 6.50 46 9.8 
06 52 27 2U7 6.23 48 10.3 
07 58 16 172 6.15 59 12.0 
08 6k 13 221 7.73 51 12.0 
09 66 lU 182 6.57 60 11.4 
10 60 32 236 6.52 60 12.0 
11 56 2k lUi 6.20 60 11.1 
12 51 16 160 6.20 68 9.8 
*8oil test results as determined by Iowa State University Soil Testing Laboratory. 
^The figures represent averages of two observations for the years 1959 and i960, and averages 
of 48 figures for the years 19^3 through 1966. 
April 1^^ was consi^gred as an arbitrary origin and any subsequent planting date was measured 
from that origin. May 15 was represented by the number k5. 
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196301 60 29 388 5 .9k  39 11.1 
02 66 37 301 5.63 37 11.1 
03 71 17 273 5.78 37 11.1 
oU 73 21 300 5.9% k l  • 11.1 
05 61 22 179 6.15 38 12.0 
06 67 2k  171 6.02 kk  12.0 
OT 61 28 23k  6.09 3k  12.9 
08 52 33 186 6.65 52 12.0 
09 53 k l  209 6.21 37 11.9 
10 70 35 19^ 6.72 ' 33 12.2 
11 80 3U 300 6.72 35 12 .k  
12 6h  28 267 6.67 37 12.7 ; 
13 k i  21 llU 6.U9 UU 11.8 
I96UOI 79 19 371 6.24 50 11.2 
02 h3  17 322 6.11 k6  11.2 
03 53 16 165 6.60 39 10.8 
oU 6k  Ik  110 6.71 38 10.8 
05 59 2k  20k  7.08 UU 11.3 
06 37 22 187 6.93 44 11.3 
07 37 22 165 6.82 k2  12.2 
08 35 16 109 6.18 52 12.2 
09 39 17 392 5.95 38 12.0 
Table 15. Continued 
Nitrifiable^  Extractable^  Exchangeable^  
Soil* 
Beilative Yield 
Site- nitrogen^ , n phosphorus^ , p potassium^ , k . Planting potential, j 
years lb/A ®' lb/A lb/A ® reaction^ , pH 
s* 
datesC, T (bu/A) xlO-1 
196501 36 13 255 6.1U 48 12.0 
02 33 52 187 6.79 48 12.0 
03 38 ko  kgk  6.65 47 9.0 
Ok 30 Ik  222 6.74 48 9.0 
05 31 16 312 6.24 43 12.2 
06 31 63 U71 6.i4 43 11.3 
07 39 27 kk2  6.46 45 10.9 
08 ii3 301 1575 6.68 45 10.9 
196601 49 32 175 6.61 45 13.8 
02 33 31 129 6.36 i+5 12.7 
03 39 51 247 6.94 35 12.5 
Ok 36 30 271 6.47 35 12.5 
05 U8 20 373 5.67 44 11.1 
06 U3 16 348 6.43 60 11.1 
OT 31 i k  284 6.39 42 11.4 
08 37 13 260 6.35 42 10.4 
Table l6. Parameters of the distribution of nitrifiable nitrogen through depth.^  
Site Mean, n Linear, n Quadratic, n _ Mean, n Linear, n Quadratic, n 
year It/A ^l sZ sO si si 
195901 15.17 -4.53 2.88 17.00 -4.94 2.82 
02 16.00 -4.60 2.21 24.00 
-7.29 3.96 
03 15.17 -4.53 2.31 16.33 -5.06 2.69 
OU 15.33 -4.86 2.83 15.33 -4.83 2.76 
05 18.67 -5.51 3.27 20.00 -5.60 3.68 
o6 26.00 -7.66 3.71 21.33 -6.4o 3.37 
196001 25.83 -4.4i 1.76 26.50 -4.39 1.54 
02 24.33 -4.60 1.98 26.17 -4.36 1.60 
03 18.17 -3.10 1.77 17.68 -2.57 1.45 
ok  21.18 -2.99 1.81 23.67 -3.49 1.38 
05 19.33 -3.17 1.69 23.33 -3.94 1.26 
06 21.83 -3.44 1.73 21.33 -4.20 2.19 
07 30.17 -5.93 2.45 28.17 -6.4i 2.63 
08 26.00 -4.34 2.21 26.83 -5.61 2.96 
09 23.33 -6.11 2.80 26.67 -5.11 2.09 
10 22.83 -5.33 2.48 18.50 -3.96 2.89 
11 25.67 -5.23 2.06 21.17 -4.61 1.56 
12 18.50 -4.30 2.71 16.00 -3.80 1.61 
196301 22.17 -3.90 1.31 22.00 -3.71 1.32 
02 26.33 -5.34 2.33 29.00 -6.06 2.50 
03 31.50 -6.30 2.46 26.83 -5.96 2.83 
Ok 27.33 -5.77 2.33 29.50 -6.13 I 2.11 
05 22.50 -5.27 3.18 14.83 -3.33 1.69 
06 22.17 -5.21 2.77 18.00 -4.00 1.64 
07 15.00 -3.40 2.04 19.00 -3.49 1.71 
08 19.18 -3.67 1.20 23.00 -4.06 1.50 
T^he ^ r^st three columns of coefficients are with regard to the first replication, columns 5^ ,^ 
6 , and 7 refer to the second replication. 






si Quadratic, n^ g Mean, n ^  lb/A SO 
Linear, n 
si Quadratic, 
196309 21.83 -3.13 0.55 24.83 -4.01 1.01 
10 22.83 -U.50 2.12 26.67 -4.91 2.49 
11 20.50 -ii.27 2.36 23.33 -4.31 2.33 
12 28.67 -4.26 1.99 27.00 -6.51 3.36 
13 17.67 -3.26 1.52 16.67 -3.11 1.63 
I96UOI 23.83 -4.30 2.30 20.50 -3.81 2.32 
02 18.67 
-1.77 0.81 20.00 -2.06 1.29 
03 23.50 -5.79 3.54 20.17 -4.36 2.56 
04 25.17 -6.24 4.06 24.83 -5.04 4.58 
05 30.83 -2.61 2.08 28.00 -0.83 1.36 
06 28.00 -1.09 1.43 29.17 -3.53 1.27 
07 21.17 —0. 4i 0.49 20.67 -2.23 0.95 
08 17.83 -2.73 1.80 16.17 -1.16 -0.23 
09 16.33 -1.46 0.83 19.00 -1.89 0.71 
196501 15.67 -2.14 1.52 19.17 -1.81 1.24 
02 15.17 -1.96 1.06 18.33 -2.60 0.83 
03 12.00 -1.60 1.79 13.00 -2.77 1.18 
O k  10.83 -1.07 0.73 12.33 -2.06 1.48 
05 8.33 -0.94 -0.45 10.17 -2.21 0.24 
06 10.83 -0.73 0.73 12.67 -1.69 0.67 
07 13.67 -0.34 0.67 - — — 
08 35.50 -5.41 4.39 28.67 -2.93 2.56 
196601 9.67 -2.43 0.77 12.33 -2.26 0.80 
02 11.17 -0.90 0.13 9.67 0. 00 1.09 
03 15.67 -1.54 1.09 9.50 -2.04 0.89 
o k  11.50 -1.90 1.54 12.50 -2.87 1.82 
. 05 9.00 -0.63 0.86 11.67 -1.86 0.88 
06 14.33 -1.23 1.12 14.67 -2.26 1.17 
07 21.67 -2.71 1.17 14,67 -3.20 0.81 
08 11.83 -2.41 1.01 12.67 -2.63 1.10 
Table IT. Parameters of the distribution of available phosphorus through depth.^  
Site-
years 
Linear, p^  ^ Quadratic, p^ g Mean, p 
lb/A 
Linear, p^  ^ Quadratic, p^ g 
195901 11.33 -0.l4 0.12 11.83 -0.04 0.15 
02 12.67 -0.63 0.42 13.67 -0.60 0.31 
03 12.17 -0.36 0.13 12.83 -0.36 0.23 
o4 13.67 -1.00 0.63 13.00 -0.74 0.46 
05 12.17 -0.01 -G.05 15.50 -0.56 0.36 
o6 17.00 -2.00 i.o4 15.00 -1.17 0.79 
196001 13.83 -0.79 0.16 13.17 . -0.59 0.17 
02 12.33 -0.46 0.23 12.00 -0.34 0.18 
03 21.67 -2.31 1.20 23.83 -2.36 1.55 
oU 12.50 -0.53 0.29 11.33 -0.06 -0.06 
05 15.33 -1.69 1.16 13.33 -0.74 0.26 
06 14.17 -1.16 0.67 15.17 -1.61 1.10 
07 12.33 -0.46 0.23 12.17 -0.39 0.17 
08 11.00 - - 12.33 -0.46 0.23 
09 16. 67 -1.94 1.06 21.33 -3.43 1.58 
10 21.50 -1.16 1.89 15.00 -0.80 0.89 
11 15.67 —1.60 0.85 13.67 -0.91 0.42 
12 12.00 -o.4o 0.29 11.67 -0.29 0.24 
196301 22.00 0.43 0.79 24.67 0.74 1.67 
02 19.00 -1.86 1.54 18.17 -1.19 1.13 
03 1.4.00 -0.63 0.29 13.83 -0.30 0.08 
oU 13.17 -0.27 0.38 19.83 -0.87 1.05 
05 26.33 2.49 0.94 28 . 00 2.94 1.57 
06 17.50 -1.27 1.07 16.67 -0.69 0.52 
07 23.17 2.19 0.99 26.67 2.80 1.77 
08 24.50 1.64 1.32 22.83 -0.61 1.37 
09 23.00 -i.4o 1.32 26.50 -1.79 1.29 




































Linear, p^  ^ Quadratic, p^  ^ Mean, p 
lb/A su 
Linear, p^  ^ Quadratic, 
17.50 -1.19 i 1.04 
N 0.66 
22.17 —2.64 1.99 
14.83 -1.01 , 22.00 -1.66 1.86 
20.50 -0.24 V 1.57 19.00 0.37 0.68 
17.00 o.4o 0.71 16.00 -0.34 0.86 
15.17 0.16 0.34 15.50 -0.39 0.46 
13.33 -0.09 0.4l 17.83 0.47 1.08 
29.67 2.23 2.52 29.00 5.57 2.79 
26.00 1.09 2.14 18.67 2.00 1.38 
42.50 0.39 1.11 12.83 -1.07 0.37 
22.83 3.19 1.58 20.17 -0.33 1.85 
11.83 -0.96 0.51 14.50 -1.81 0.89 
11.00 
-0.17 0.29 9.67 -0.63 0,10 
12.50 -0.67 0.89 13.33 -0.94 i.4i 
14.33 0.20 0.87 11.83 -0.10 0.51 
43.00 0.34 2.36 35.33 -1.43 2.44 
20.17 -2.07 1.42 16.00 -2.17 1.21 
10.83 -0.07 0.16 8.17 -0.39 0.17 
33.17 4.30 0.38 32.83 3.01 0.76 
27.33 -4.00 1.37 24.50 —3.61 2.00 
14.83 o.o4 0.76 — - — 
185.83 -13.96 8.91 132.00 -9.06 0.50 
16.67 -2.17 0.42 20.33 -3.09 1.05 
19.67 -4.34 1.81 12.33 -0.94 0.55 
41.33 0.97 2.33 35.50 1.36 2.54 
43.67 0.54 4.45 41.17 1.79 3.56 
29.33 1.37 0.76 29.83 1.21 1.23 
24.00 -1.26 1.71 26.33 -0.34 1.05 
18.00 -0.11 0.57 16.83 -0.59 0.30 
15.00 -1.23 0.21 16.17 -0.81 0.49 
Table l8. ' Parameters of the distribution of exchangeable potassium through depth.^  
Site- Mean, k ^  Linear, k Quadratic, k „ Mean, k _ Linear, k ^  Quadratic, k ^  
years lb/A lb/A 
195901 46.67 -6.00 1.77 42.83 -5.47 2.33 
02 Uo.oo -3.26 2.32 31.67 -3.66 2.77 
03 42.00 -4.11 2.96 36.67 -5.60 3.09 
o h  24.00 -3.71 2.07 28.67 -4.46 2.52 
05 28.67 -4.11 2.70 34.83 -4.50 2.62 
06 50.67 -9.97 5.92 45.33 -7.20 4.08 
196001 36.00 -6.00 3.14 58.83 -7.96 5.05 
02 44.83 -5.56 3.16 64.83 -7.07 4.01 
03 57.83 -6.01 3.94 53.00 -5.80 3.79 
04 50.67 -7.29 5.17 52.50 -10.16 6.00 
05 52.67 -8.4o 5.60 40.83 -5.33 2.23 
06 104.50 -20.67 8.75 94.67 -23.69 11.63 
07 46.50 -8.4i 3.46 53.17 -6.13 3.31 
08 24.00 -2.74 1.50 28.83 -3.24 1.87 
09 63.67 -12.11 5.31 58.50 -11.39 5.25 
10 112.67 -25.43 12.95 50.50 -11.30 7.18 
11 50.33 -8.34 4.73 44.00 -7.20 2.68 
12 34.17 -6.44 4.63 29.67 -3.51 1.99 
196301 167.67 -28.34 10.10 191.17 -34.53 8.88 
02 142.50 -26.24 14.57 125.33 -22.63 12.98 
03 115.18 -20.76 11.06 107.67 -21.57 11.42 
oU 115.50 -21.90 11.89 256.17 -20.24 6.27 
05 26.00 -15.66 9.39 78.50 -10.93 5.75 
06 77.83 -12.10 5.08 20.00 -11.57 5.82 
07 94.17 -15.41 8.52 91.50 -13.70 7.11 
08 89.00 -16.97 8.57 90.00 -15.57 6.68 
09 95.33 -14.26 6.48 122.83 -16.39 5.51 
C^olumns 2, 3 and k refers to the first replication whereas columns 5, 6 and T refer to the 
second replication. 





Linear, k ^  
si Quadratic, k^ g Mean, k lb/A 
Linear, k ^  
' si Quadratic, k^ g 
196310 91.17 -14.53 9.81 102.50 -19.16 11.82 
11 95.17 -16.07 11.17 91.67 -15.20 5.52 
12 119.50 -21.84 11.36 105.33 -16.17 7.87 
13 57.17 -5.61 3.17 57.50 -6.21 4.25 
196401 138.67 -22.23 10.81 141.67 -24.49 16.74 
02 118.33 ^.l4.6o 8.83 171.67 -26.71 14.17 
03 73.17 -13.21 7.77 77.17 -13.07 6.99 
oil- 61*. 83 
-9.07 4.94 57.83 -7.96 4.87 
OS 1U8.67 -12.69 8.24 116.00 -13.46 7.93 
06 96. IT -13.87 7.70 137.83 -6.36 6.44 
OT 100.33 -6.31 3.83 108.33 -3.94 3.91 
08 86.67 -5.94 3.24 76.33 -1.91 1.69 
09 152.67 -20.09 11.17 161.00 -21.83 12.86 
196501 123.50 -15.24 4.07 117.50 -15.53 5.79 
02 104.50 -13.16 7.61 121.67 -13.91 5.92 
03 212.00 -35.46 17.25 189.33 -30.09 18.91 
o4 105.17 -10.21 5.67 99.33 -10.03 5.30 
05 97.17 -l4.l6 7.92 111.67 -16.54 9.02 
06 162.50 
-21.99 10.00 146.00 -18.83 8.89 
07 . 156.00 -17.51 11.07 — — — 
08 693.00 -73.03 5.46 505.17 -63.81 19.10 
196601 86.83 -9.81 3.91 110.00 -11.97 4.61 
02 92.33 -9.46 1.69 88.83 -2.19 3.73 
03 125.50 -12.67 6.61 109.33 -16.20 9.69 
oU 159.00 -22.57 8.29 162.67 -25.71 12.52 
05 178.17 -24.41 11.77 193.67 -36.11 16.67 
06 182.33 -30.20 16.83 206.00 -33.57 16.93 
07 155.33 -21.97 8.12 129.83 -15.99 6.51 
08 123.17 -l4.6i 8.70 I4O.17 -22.39 13.13 
Table 19. Parameters of the distribution of pH through depth.^  
Site- Mean, pH^  ^ Linear, pH^  ^ Quadratic, pH^ g Mean, pEgg Linear, pH Quadratic, 
years 
195901 T.I9 0.200 0.010 7.33 0.210 0 
02 l . k k  0.190 0 7.95 0.050 0.010 
03 1 . 2 k  0.170 o.oUo 7.12 0.150 0.060 
O k  7.36 0.110 -0.020 6.82 0.090 0 
05 8.08 0.010 -0.010 8.13 0.010 0 . 
06 6.51 0 0.020 6.49 0.010 0.020 
196001 7.28 0.170 -0.030 7.27 0.170 -0.030 
02 7.63 0.100 -0.020 6.93 0.160 0.030 
03 6.1^3 -0.023 0.026 6.1:0 -0.017 0.025 
O k  7.72 0.050 -0.012 7.86- 0.032 0.003 
05 7.11 0.202 -o.ooU 7.51 0.133 -0.029 
06 6.32 0.032 0.012 6.30 0.037 0.014 
07 6.53 0.071 -0.009 6.53 0.094 0.012 
08 7.99 0.035 -O.OlU 7.95 o.o4i -0.011 
09 6.1^^ 0.016 0.030 6.733 0.080 o.o4o 
10 6.17 -0.026 0.020 6.20 -0.029 0.043 
11 6.23 0.037 0.005 6.88 0.180 0.048 
12 7.10 0.177 -0.018 6.75 0.167 0.079 
196301 6.17 0.056 -o.ooU 6.03 0.046 0.008 
02 6.28 0.106 -0.015 6.22 0.089 -0.033 
03 6.11 0.082 -0.038 6.11 0.082 -0.038 
oU 6.67 0.002 0.036 6.62 -0.006 0. 042 
05 6.06 0.035 0.012 5.98 0.027 0.003 
06 6.14 0.095 0.029 6.08 0.056 0.021 
07 5.94 0.005 0,017 5.95 0. 009 0.020 
08 5.97 0.003 O.OU3 6.12 -0.067 0.070 
09 6.01 0.039 0.023 5C8k 0.004 0.017 
C^olumns 2, 3 and 4 refer to the first replication and columns 5, 6 and 7 refer to the 
second replication. 
ïable 19. Continued 
Site-
years 
Mean, Linear, Quadratic, pH^ g Mean, pH^  ^ Linear, pH^  ^ Quadratic, 
196310 6.13 -0.020 0.053 6.18 -0.029 0.052 
11 6.28 0.059 0.032 6.21 -0.011 0.037 
12 6.06 -0.096 0.060 5.98 -0.050 0. 049 
13 6.18 0.011 0.056 6.15 -0.007 0.048 
196^01 6.U7 0.003 0.024 6.38 0.042 0.012 
02 6.71 0.155 0.028 6.27 0.064 -0.001 
03 5.89 -0.059 0.034 5.92 -0.063 0.038 
oU 5.82 -0.081. 0.049 5.78 -0.096 0. 052 
05 6.60 -0.057 0.036 6.46 -0.059 0.035 
06 6.17 -0.070 0.049 6.19 -0.079 0. o4o 
07 6.13 -0.059 0.008 6.18 -0.080 0.019 
08 6.00 -0.02# 0.018 5.98 -0.024 0.023 
09 6.19 0.051 -0.021 6.17 0.046 -0.027 
196501 6.03 -0.048 0.031 6.02 -0.oi4 -0.009 
02 6.21 0.022 0.030 6.16 -0.038 -0.023 
03 6.32 -0.003 0.012 6.35 0.045 0.043 
o4 6.54 -0.036 0.031 6.43 0.005 0.009 
05 6.2U 0.008 0.023 6.4o -0.018 0.022 
06 5 . 9 k  0.003 0.023 6.10 0.004 -0.006 
07 6.28 0.036 0.003 — — — 
08 7.38 0.087 -0.025 6.74 0.020 o.o4o 
196601 0.008 0.003 6.4i -0.016 -0.006 
02 6.31 0.009 0.017 6.40 -0.008 0.016 
03 6.52 -0.0# 0.005 6.20 -0.034 0.019 
O k  6.13 -0.015 -0.003 6.23 0.002 -0.012 
05 5.88 0.066 -0.016 5.86 0.050 0.010 
06 6.1^8 0 -0.007 6.43 -0.023 0.007 
07 6.1^3 -0.009 0.003 6.63 -0.007 0.020 
08 6.62 0.020 o.o4o 6.83 0.130 0.080. 
Table 20. Parameters of the distribution of moisture availability in the profile through 
time for Site-Years. 
Site- Mean Linear Quadratic Cubic Quartic Quintic 
years 0^ X 10 Ag X 10 X 10^  A, X 10 3 A^  X 103 
195901 63.51 -16.52 10.40 50.77 -72.06 -4.06 
02 3 k . k k  -12.47 8.63 86.03 -45.77 29.73 
03 35.07 -0.53 4.95 47.20 -12.19 20.58 
O k  62.01 -18.62 8.24 42.19 -26.65 4.4i 
05 1^8.95 -15.30 8.81 51.75 -14.62 -0.93 
o6 32.06 -11.79 2.26 23.29 -31.02 8.28 
196001 k 6 . 9 k  -19.30 5.03 33.24 0.99 3.61 
02 U7.31 -13.61 2.72 3.35 -24.10 -2.18 
03 59.69 -20.82 9.44 102.69 7.83 -34.22 
O k  83.11 1.53 0.51 36.95 -31.14 -20.90 
05 7U.00 -14.93 5.37 54.49 -17.62 -5.93 
06 76.57 -7.46 7.84 -7.13 -61.01 -2.51 
07 1^7.85 -9.48 . 2.95 -20.39 -20.58 -2.37 
08 56.39 -15.18 5.93 -3.28 -25.34 -1.54 
09 35.76 -14.69 4.98 -17.22 -16.18 4.i4 
10 78.22 0.87 : 8.30 -35.26 -51.27 -8.59 
11 63.81 -16.45 4.91 5.99 —24.69 -8.28 
12 68.51 •' -19.50 2.37 -22.41 -15.01 5.95 
196301 34.40 -8.12 3.60 -15.06 -26.46 4.89 
02 43.29 -9.15 2.89 -19.70 -18.10 13.54 
03 17.56 -2.80 3.50 -34.22 -23.22 13.79 -
OU 24.81 -3.90 1.11 -32.99 -8.07 15.61 
05 64.02 -3.55 -1.58 -18.55 21.26 -6.92 
06 64.15 -2.77 -1.78 -16.21 17.77 -10.58 
07 28.97 4.60 -9.15 -4.79 13.85 9.73 
08 23.92 1.08 -8.62 25.93 8.36 -0.80 
T^he moisture availability is expressed as the moisture content of the upper five 
of the soil profile as a percent of field capacity. Regressing those percent data on ortho­
gonal functions of time up to the quintic term, yields six distributional parameters (where 
the mean is included). 
Table 20. Continued' 
Site- Mean Linear Quadratic Cubic Quartic Quintic 
years x 10 A^  x 10 x 10^  Aj^  x 10^  A_ x 10^  
196309 45.43 0.80 0.25 -18.62 24.73 -15.60 
10 46.86 -0.15 0.96 -21.19 23.67 -14.03 
11 44.33 1.45 -0.18 -17.34 25.79 -14.88 
12 47.71 -0.06 0.72 -19.87 23.09 -13.83 
13 30.81 -12.59 3.87 10.84 5.52 1.40 
I96UOI 36.12 -13.06 2.20 12.79 4.08 -1.86 
02 27.58 -11.67 3.94 7.79 -7.35 1.64 
03 42.39 -16.29 2.84 26.13 1.94 5.66 
oU 50.11 -19.96 2.70 38.87 1.02 5.84 
05 67.15 -15.83 -3.35 16.85 12.91 2.69 
06 41.77 -18.70 1.19 38.13 -1.07 5.30 
07 63.06 -18.10 -5.17 31.39 4.91 4.71 
08 60.98 -13.93 -3.55 6.13 25.89 -4.68 
09 67.38 -16.98 -5.57 57.29 18.38 -10.20 
196501 54.34 -12.63 -1.61 26.11 -7.01 -9.58 
02 62.13 -13.77 1.65 33.61 -9.52 -14.48 
03 36.28 -17.05 5.32 16.74 -7.71 1.30 
o4 40.72 -18.62 4.73 21.02 -6.72 -0.39 
05 70.37 -13.36 -7.63 39.57 13.11 -16.90 
06 65.63 -15.99 -6.66 42.80 16.79 -17.57 
07 56.66 -13.28 -5.74 45.42 -8.36 9.89 
08 74.05 -12.82 -6.34 36.64 -2.52 10.26 
196601 47.22 -22.19 2.21 15.98 -11.84 3.51 
02 34.63 -15.71 2.38 1.62 -12.57 13.14 
03 48.79 -16.18 1.33 -2.04 -3.20 4.94 
04 45.07 -16.84 3.02 1.84 -0.11 0.33 
05 45.45 -17.93 2.49 6.07 -2.08 -7.18 
06 48.65 -15.54 3.98 3.63 -9.09 -4.19 
07 35.00 -5.92 1.57 -32.41 -5.49 2.65 
08 34.27 -6.75 2.48 -35.70 -8.71 2.81 
Table 21. Parameters of the distribution through the corn growing season of the number of 
stress days^  in five-day periods for site-years. 
Site- Mean Linear Quadratic Cubic Quartic Quintic 
years DQ X 10^  Dg x 10^  x 10^  x 10^  x lO'^  
195901 2.07 -1.21 -10.30 -21.70 94.68 -40.87 
02 2.6u 2.75 -11.13 -97.18 50.76 -82.97 
03 2.50 I.u3 -19.92 -67.56 55.61 -27.26 
OU 1.86 1.98 -ik.83 -17.69 40.25 -52.90 
05 1.93 3.63 -19.78 -27.97 37.90 -25.35 
06 2.86 14.29 -11.54 -41.13 32.91 -54.09 
196001 3.00 10.77 -20.06 -47.51 -2.79 -45.84 
02 3.21 -0.99 -7.28 107.05 53.84 -24.45 
03 1.86 k.Ci  -20.88 -77.95 62.29 36.32 
OU 0.36 -0.99 -4.53 17.59 18.58 -10.76 
05 1.21 0.33 -12.77 36.30 69.86 -11.10 
06 0.71 o.hk -7.55 11.21 37.83 -9.14 
07 2.93 -8.90 -12.36 125.87 -7.93 -29.85 
08 2.00 2.u2 -13.87 94.40 92.19 -12.63 
09 3.36 9.56 -11.81 93.79 5.58 -34.62 
10 0.86 -5.05 -8.79 82.68 7.93 -42.36 
11 1.86 2.65 -11.54 83.71 51.42 -38.19 
12 0.71 3.74 -4.81 2^5.81 -11.82 -25.47 
196301 2.00 -2.86 -13.46 24.06 77.13 5.70 
02 2.50 -9.12 -16.21 60.88 55.83 -7.57 
03 2.79 -lU.61 -12.63 75.28 35.70 -0.65 
oU 2.93 -iJ+.Uo -6.59 100.16 53.77 -19.31 
05 1.57 -8.13 -6.32 9.87 -50.54 83.27 
06 I.u3 -7.03 -6.46 3.19 -30.78 75.74. 
07 2.71 -6.59 11.54 -24.68 37.02 73.15 
08 2.43 -0.22 8.10 -76.82 35.33 -16.12 
T^he number of stress days during five--day periods, for eight periods before silking 
six periods after silking, were considered as independent variables and regressed on ortho­
gonal polynomials of Time. 
Table 21. Continued 
Site- Mean Linear Quadratic Cubic Quartic Quintic 
years 
^0 X 102 D X 102 D X 10^ X 10^ X 10' 
196309 2.07 -10.22 -6.18 32.60 -114.52 64.85 
10 1.93 -7.80 -8.10 34.86 -103.21 ^8.95 
11 2.21 -11.76 -4.95 20.36 -107.25 56.22 
12 1.93 -7.80 -8.10 34.86 -103.20 48.95 
13 3.79 7.56 -16.21 26.94 -25.42 1.11 
I96UOI 3.00 15.16 -15.66 -49.57 15.87 -15.82 
02 3.71 14.51 -14.83 -11.11 -12.19 -11.48 
03 3.29 10.77 . -11.68 -24.37 -18.29 -18.16 
oU 2.79 10.44 -11.40 -56.05 -5.36 -16.88 
05 i.l4 4.4o -10.44 -56.56 29.09 31.22 
06 2.93 20.77 -9.34 -53.06 38.64 14.88 
07 1.43 12.53 -0.96 -31.98 -3.60 27.43 
08 1.21 11.76 0.27 -5.96 21.16 -3.23 
09 1.64 12.20 -9.62 -73.43 67.87 71.27 
196501 2.00 9.23 o.4i -55.64 30.19 52.10 
02 1.79 1.21 -6.04 -77.54 29.23 47.12 
03 3.57 18.02 -16.21 12.75 55.83 -17.95 
oU 3.14 19.34 -10.44 -11.72 26.00 1.02 
05 l.l4 7.47 -8.65 -77.85 -3.60 -1.23 
06 1.71 8.57 -7.97 -76.31 -34.52 -13.52 
07 2.14 13.63 -7.55 -33.01 -8.45 -6.59 
08 0.86 5.93 -4.67 -58.21 -40.84 -14.63 
196601 3.14 17.36 -8.10 51.73 25.34 -36.53 
02 3.57 16. o4 -7.28 28.90 10.65 -35.00 
03 3.79 2.31 -4.12 65.41 31.29 -16.67 
O h  4.i4 1.98 -8.24 23.45 9.11 -0.51 
05 2.93 15.50 -5.77 36.61 29.82 14.46 
06 2.43 11.21 -6.46 56.25 57.66 27.77 
07 3.64 -11.10 0.96 104.79 52.96 36.70 
08 3.07 -19.49 -0.78 100.22 54.03 17.37 
Table 22. Parameters of the distribution through time of maximum daily temperatures^  
for site-years. 
Site- Mean^ Linear Quadratic Cubic Cuartic Quintic 
years 
^0 
X 10^ M X 102 X 103 X 103 X 103 
195901 86.12 22.86 -19.64 -9.64 2.74 -22.33 
02 86.31 33.85 -2.88 -4.19 17.33 -17.12 
03 81^.38 19.78 -16.35 -15.99 -2.01 -19.59 
Ok 82.69 26.37 -27.89 0.98 -16.61 :;i5.53 
05 82.69 26.37 -27.89 0.98 -I6.61 -15.53 
06 83.63 26.04 -27.06 -1.57 -14.89 -17.01 
196001 81^.37 9.89 -24.45 8.95 23.46 -4.01 
02 85.63 11.87 -9.20 27.69 1.07 -14.68 
03 82.13 10.77 -14.29 12.42 20.60 -6.19 
oU 83.19 21.65 3.71 34.21 5.88 -12.22 
05 83.19 21.98 1.24 34.61 10.19 -11.04 
06 82.88 -6.37 -20.33 5.06 -25.53 -20.99 
07 82.9k -22.09 -21.43 -0.68 -35.02 -19.32 
08 83.44 4.73 -4.53 29.75 -3.59 -16.51 
09 82.94 -23.96 -22.80 -5.12 -36.76 -15.38 
10 83.56 4.51 -8.79 25.67 -12.47 -18.4l 
11 83.87 0.0 -5.36 32.34 -17.86 -19.26 
12 82.37 -29.78 -31.87 -10.55 -29.24 3.78 
196301 84.87 -22.97 -28.16 -2.56 -0.83 16.78 
02 84.69 -25.93 -29.81 2,05 3.14 5.84 
03 84.69 -25.93 -29.81 2.05 3.14 5.84 
oU 84.50 -36.70 -16.21 -6.52 15.66 4.92 
05 84.31 -12.86 -24.86 -0.38 0.08 15.36 
06 84.13 -20.55 -23.21 -2.03 0.23 19.41 
07 84.19 -12.64 -22.67 -0.87 -1.51 15.87 
08 83.31 -32.64 -15.52 -5.63 11.75 9.50 
^The original temperature data are expressed in degrees Farenheit. Temperature data 
was regressed on orthogonal functions of Time. 
Table 22. Continued 
Site- Mean^  Linear Quadratic Cubic Cuartic Quintic 
years 
^0 X 10^ M X 102 X 10^ X 10% X 10' 
196309 86.44 -16.70 -31.87 -0.43 -19.47 6.82 
10 86.44 -16.70 -31.87 -0.43 -19.47 6.82 
11 86.63 -l4.61 -36.40 -3.84 -17.30 3.01 
12 86.44 -16.70 -31.87 -0.43 -19.47 6.82 
13 86.81 -7.91 -29.97 0.49 -6.61 18.13 
196401 85.62 -37.03 -48.21 1.47 9.07 11.44 
02 85.62 -37.03 -48.21 1.47 9.07 11.44 
03 87.3T -18.90 -62.09 -8.56 5.33 17.85 
Ok 87.37 -18.90 -62.09 -8.56 5.33 17.85 
05 83.31 -25.28 -55.91 -5.91 10.92 13.20 
06 83.31 -25.28 -55.91 -5.91 10.92 13.20 
07 86.56 4.07 -37.50 -2.09 3.86 24.30 
08 86.69 -21.21 -23.25 4.70 21.76 4.55 
09 84.56 -10.22 -57.69 -9.95 15.43 19.49 
196501 84.81 4.07 -16.76 -16.23 -1.01 -2.64 
02 82.06 0.0 -18.54 -11.26 -1.86 -3.72 
03 85.81 6.59 -17.03 -7.51 -7.04 -9.10 
ok 85.81 6.59 -17.03 -7.51 -7.04 -9.10 
05 82.87 20.66 -6.87 -17.61 -8.87 -8.89 
06 82.87 20.66 -6.87 -17.61 -8.87 -8.89 
07 82.87 -3.85 -26.79 -4.78 4.30 0.21 
08 82.87 -3.85 -26.79 -4.78 4.30 0.21 
196601 86.44 -41.65 9.75 34.46 -0.33 0.31 
02 87.38 -37.58 6.32 32.99 -3.89 0.85 
03 84.44 -46.48 8.65 32.88 2.93 3.07 
oU 83.50 -51.32 -20.33 23.01 -2.19 -2.11 
05 85.25 -54.84 8.10 13.79 -9.63 -l.l4 
06 85.37 -49.23 5.91 19.82 -6.71 3.66 
07 85.31 -48.68 8.93 34.42 6.49 3.93 
08 85.19 -55.35 12.04 28.48 14.39 5.37 
Table 23a. Surface Soil Analyses^  of Four Conditions of Soil Management in the Iowa 
State University Agronomy Farm, at Ames. 
I. Old Alfalfa Field. 
Plot^  Moisture^  Nitrifiable Extractable Exchangeable pH"" 
Number % Nitrogen^  Phosphorus ^ Potassium^  
Lb/A Lb/A Lb/A 
A* B* A B A B A B A B 
1 2U.3 25.0 71 65 23 17 82 87 7.12 6.95 
2k.2 24.2 49 64 25 18 82 91 7.00 6.77 
2 24.5 24.9 54 69 19 21 93 101 6.51 6.69 
2 h . 9  25.6 63 70 20 18 91 112 6.62 6.61 
3 2 k . 1  24.5 66 76 21 19 98 93 6.70 6.71 
2 k . 7  24.4 72 76 21 17 99 89 6.68 6.65 
U 25.7 24.1 78 88 19 22 94 124 6.37 6.56 
25.4 24.3 104 76 19 20 113 105 6.38 6.57 
5 19.5 18.4 44 39 15 15 78 66 6.70 6.63 
19.7 l8.6 57 46 13 l4 72 63 6.60 6.55 
6 16.3 16.5 42 4l 11 13 66 71 6.50 6.52 
i6.6 15.9 46 44 12 12 65 74 6.32 6.34 
7 16.8 16.8 42 46 13 15 77 77 6.35 6.57 
17.0 l6.4 4i 62 12 l4 79 93 6.15 6.49 
8 17.1 16.9 71 58 15 17 74 83 7.15 7.11 
l8.l 17.1 65 6i 13 l6 82 125 6.97 7.13 
9 17.0 17.0 44 35 16 l4 78 74 6.36 6.24 
17.3 17.1 4o 38 13 i4 81 83 6.12 6.i4 
10 18.U 17.8 53 4l l6 15 86 94 6.35 6.31 
18.5 17.7 39 38 15 15 93 88 6.29 6.21 
S^oil Test results as determined by the Iowa State University Soil Testing Laboratory. 
T^he upper and lower rows, represent two independent analyses carried on in the same 
sample, as collected in the field. 
'^ Each figure represents an average of the two duplicates as reported by the laboratory. 
* 
Sections A and B represent two independent Samplings of the same plot. The second 
sampling of any plot was made immediately following the first sampling. 
Table 23b. Surface Soil Analyses^  of Four Conditions of Soil Management in the Iowa 
State University Agronomy Farm, at Ames. 
II. Fall Plowed Land. 
Plot^  Moisture^  Witrifiable Extractable Exchangeable 
Wum.ber % Nitrogen^  Phosphorus"^  Potassium.^  
Lb/A Lb/A Lb/A 
A* B* A B A B A B A B 
11 22.6 21.0 20 2 k  58 6i 163 139 6.75 6.60 
21.5 20.9 25 25 55 6i 166 154 6.70 6.50 
12 21.1 18.T 18 23 56 58 12T 132 6.50 6.45 
21.5 19.1 IT 22 51 56 i4o 139 6.50 6.4o 
13 IT. 5 18.9 2T k 9  63 132 158 6i25 6.20 
IT. 2 18.8 k 8  k o  50 TO 135 154 6.2T 6.15 
18.9 18.2 2T 38 56 63 120 156 6.37 6.4o 
18.8 IT. 4 k k  k 9  6T 6o 12T l44 6.4o 6.4o 
15 18.2 IT. 4 k 2  k o  55 59 1u6 158 6.4t 6.35 
18.2 18.0 52 56 50 6l 15T 150 6.4t 6.30 
l6 l8.U IT. 8 50 k 2  6 k  66 160 l84 6.50 6.35 
18.6 IT.8 h 9  6 k  65 k 9  183 161 6.50 6.4o 
IT IT.5 l6.l 68 56 62 5 k  183 1T9 6.55 6.50 
IT. 2 15.9 5 h  6o 58 63 201 1T3 6.60 6.55 
18 1^.5 15.8 33 32 k 3  48 1U3 128 6.70 6.TO 
lU.6 15.0 h 9  k 3  k l  k l  139 130 6.70 6.70 
19 15.9 IT.l 45 3 1  5T 50 134 112 6.45 6.40 
l 6 . h  l6.4 ^9 1^5 6 k  55 149 108 6.50 6.35 
20 I6.T IT.2 k k  35 51 52 124 158 6.3T 6.50 
IT.2 IT.O k l  62 1+6 51 128 145 6.45 6.50 
S^oil Test results as determined by the Iowa State University Soil Testing Laboratory. 
The upper and lower rows, represent two independent analyses carried on in the same 
sample, as collected in the field. 
"^ Each figure represents an average of the two duplicates as reported by the laboratory. 
* 
Sections A and B represent two independent Samplings of the same plot. The second 
sampling of any plot was made immediately following the first sampling. 
Table 23c. Surface Soil Analyses^  of Four Conditions of Soil Management in the Iowa 
State University Agronomy Farm, at Ames. 
III. New Alfalfa Field. 
Plot^ Moisture^  Nitrifiable Extractable Exchangeable 
Number % Nitrogen^  Phosphorus*^  Potassium'^  
Lb/A Lb/A Lb/A 
A* B* A B A B A B A B 
21 20.0 20.3 30 24 19 l6 20 96 5.90 5.95 
21.0 20.1 29 35 20 l6 io4 91 6.00 6.00 
22 18.T 19.7 26 27 15 l4 84 94 5.94 5.95 
19.2 19.  h 22 39 l6 11 74 91 5.95 6.00 
23 18.4 n.h 35 43 20 15 100 107 5.81 5.90 
17.? 17.4 45 37 19 12 91 8i 5.80 6.00 
2k 19.0 19.5 36 38 13 12 87 79 6.10 6.20 
19.2 19.3 38 33 l4 10 91 82 6.10 6.15 
25 19.6 19.4 58 42 12 13 75 93 6.25 6.20 
19.1 18.8 43 47 i6 9 83 71 6.20 6.20 
26 21.2 19.9 53 35 17 15 76 92 6.15 6.12 
21.6 20.6 4o 50 16 12 80 77 6.15 6.10 
27 20.6 21.7 47 4l 15 l6 78 84 6.45 6.50 
21.3 21.8 58 50 15 l4 85 77 6.4o 6.4o 
28 19.7 19.6 4o 35 l4 13 87 80 6.55 6.51 
20.5 20.1 39 35 13 10 93 73 6.45 6.45 
29 19.0 19.5 43 44 17 13 78 8l 6.35 6.30 
19.8 19.2 53 4o 17 11 82 80 6.30 6.35 
30 20.9 20.6 25 44 l8 l6 87 102 6.18 6.10 
21.k 20.5 48 4o l6 l4 96 96 6.15 6.10 
S^oil Test results as determined by the Iowa State University Soil Testing Laboratory. 
T^he upper and lower rows, represent two independent analyses carried on in the same 
sample, as collected in the field. 
"^ Each figure represents an average of the two duplicates as reported by the laboratory. 
* 
Sections A and B represent two independent Samplings of the same plot. The second 
sampling of any plot was made immediately following the first sampling. 
Table 23d. Surface Soil Analyses^  of Four Conditions of Soil Management in the Iowa 
State University Agronomy Farm, at Ames. 
IV. Fall Plowed Land. 
Plot^  Moisture^  Nitrifiable Extractable Exchangeable 
Number % Nitrogen'^  PhosphorusG Potassium^  
Lb/A Lb/A Lb/A 
A* B* A B A B A B A B 
31 18.7 17.77 25 23 39 4o 136 129 6.00 5.95 
19.2 17.6 39 30 38 37 145 122 6.00 6.00 
32 16.5 16.5 29 26 45 42 li4 133 6.15 6.25 
l6.6 16.2 35 35 46 47 132 130: 6.10 6.35 
33 15.6 13.9 30 37 4l 44 115 134 6.07 6.00 
15.7 lA.o 45 46 35 4l 121 124 6.12 6.05 
34 16.7 16.2 35 31 62 43 179 119 6.32 6.10 
15.6 i 6 . h  48 36 59 45 183 113 6.30 6.10 
35 16.2 15.5 33 4i 43 44 122 l4l 6.17 6.15 
15.0 15.2 4o 42 4l 47 121 l4l • 6.10 6.20 
36 l d , k  18.6 42 42 51 47 136 l46 6.10 5.90 
17.8 17.9 45 37 48 44 l4l 146 5.95 5.85 
37 22.3 21.9 27 53 58 69 115 159 6.00 . 6.10 
22.3 21.8 34 54 56 59 130 163 5.90 6.10 
38 19.6 21.1 43 38 58 56 142 143 6.00 5.95 
20.6 20.5 55 43 6l 55 151 133 5.95 5.93 
39 19.5 18.5 31 4l 53 57 129 125 6.00 6.07 
19.7 18.9 47 45 56 58 135 i46 5.95 6.10 
4o 19.U 19.2 26 39 57 • 57 l4o 162 6.10 6.10 
19.4 19.6 45 38 49 50 145 159 6.00 6.10 
S^oil Test results as determined by the Iowa State University Soil Testing Laboratory. 
T^he upper and lower rows, represent two independent analyses carried on in the same 
sample, as collected in the field. 
'^ Each figure represents an average of the two duplicates as reported by the laboratory. 
* 
Sections A and B represent two independent Samplings of the same plot. The second 
sampling of any plot was made immediately following the first sampling. 
Table 2h, Analysis of variance for the soil test values presented in Tables 23a through 23d. 
Factor 
Degrees Sum of Squares 
of 
Freedom Moisture Nitrogen Phosphorus Potassium pH 
Systematic 39 
Exp er iment al 
Error 40 
Laboratory 
Processing Error 80 
Total 159 
1053.56 25301.U7 60039.40 150712.48 12.352 
35.66 2030.50 1074.00 
9.74 4408.00 123.00 
























Table 25a. Regression Coefficients of Yield on the Experimental variables' 

















5901° +1U.262 +O.2UU5* +0.0023 -0.0051 +4.3939* -2.6278* 
02 +37.270++ +0.076U +0.1492# +0.0481 +3.0631* +3.1836* 
03 +26.310++ +0.4610** -0.0101 -0.1103 +3.8530** +3.1044* 
oU +17.7^ 0# +0.0886# -0.0828# +0.3322* +4.5813** +0.8331 
05 +35.150# +0.3789** -0.0956 -0.0739 +3.7377* +2.0853* 
06 +8U.316** +0.2058** -0.1052+ +0.0944# +1.0451 +1.4308++ 
6001 +22.122 +0.2243+ +0.1636# -0.1303 +4.2181++ 
-2.7177+ . 
02 +2U.I2O# +0.2058+ +0.2356++ +0.0035 +2.6308++ -1.4075# 
03 +36.966* +0.4704** -0.1043# +0.0430 +3.1982** -0.5083 
Ok +UU.35^ ++ +0.3690** +0.2442* -0.0598 +1.5387# -2.9841* 
05 -20.063 +0.5692** +0.1742++ -0.1923# +6.5432** -4.2245** 
o6 +21.058 +0.1436# +0.0813 -0.1210 +4.1869++ -2.3244+ 
OT + 3.8bl +0.1760** +0.0057 +0.3189** +5.1031** +0.7743# 
08 +42.279* +0.1832++ • -0.0213 +0.3347++ +2.7156++ +0.3521 
09 +73.665** -0.06i4# +0.0057 -0.1306# +1.0701# -2.2142* 
10 +48.365** +0.1853** +0.1182+ +0.0354 +4.0589** +0.9485# 
11 +72.863* +0.2101* +0.0796# -0.0564 +0.6787 -0.5241 
12 -29.153* +0.2634** +0.0477 -0.0437 +6.6681** -1.4019++ 
6301 +90.088** +0.0804 +0.0845 -0.2148# +0.2549 -4.0709** 
02 +20.056# +0.1565+ +0.1096 -0.0293 +5.2423** -0.3818 
vo 
ro 
A^  Experimental variables are those making up the Experimental treatments, namely. Fertilizer 
Nitrogen, Phosphorus and Potassium. 
Notations used to indicate the probability levels associated with the calculated t-values 
for each partial regression coefficient: ** 1%, * 5%, ++ 10%, + 20%, # h O % .  
'^ The first two digits refer to the year the experiment was conducted. The second two 
digits stand for the site number. 
Table 25a. Continued 
Site- Intercept Linear^  Linear^  
years 0^ Nitrogen Phosphorus 
tp 
6303 +54.849* +0.0687 +0.2138 
o4 +27.187** +0.1608* +0.0193 
05 +53.071* +0.4369** +0.0918 
06 +3.878 +0.1614* -0.1704# 
07 +39.573* +0.4122** -0.1186 
08 +55.676* -0.0687 +0.1787# 
09 +50.147* +0.2700** +0.1422 
10 +61.474** -0.0444 +0.1091 
11 +58.873* +0.1756+ +0.1220 
12 +55.599* +0.1142+ +0.1001 
13 - 0.163 +0.5731** -0.1056 
6401 +60.884** +0.0109 -0.0249 
02 +42.697* +0.0812 +0.0096 
03 +62.837** +0.0357 -0.0937 
04 -05.276 +o.i6o4+ -0.0175 
05 +17.089 +0.1154+ +0.0106 
06 +67.955** -0.0067 -0.1137 
07 +38.236++ +0.2259* +0.0055 
08 +10.411 -0.0021 +0.8126** 
09 +56.474** +0.0245 +0.0045 
6501 +80.250** +0.4567** +0.4110++ 
02 +96.855** +0.1426# -0.0572 
03 +47.292++ +0.0845 +0.0765 
o4 +43.288* +0.24l6** +0.4076* 
05 +50.379* +0.1439+ +0.2837+ 
06 +32.272* +0.1732* +0.1463# 
07 +54.214+ +0.6190** -0.0019 


























































































Table 25a. Continued 
Site- Intercept Linear^  Linear^  Linear^  Linear^  Replication^  
years b Nitrogen Phosphorus Potassium Population effect 
\ ^ bg tg 
6601 +30.UU3 +0.291^ ++ +0.2020 +0.1588 +3.7952+ -0.1848 
02 . +60.319** +0.2k37* -0.0015 -O.3507++ +3.1423** -0.3705 
03 +111.596** +0.3745** -0.0538 -0.3127+ +2.3384+ -1.5493# 
o4 +109.198 +0.5117** +0.2015 -0.2962# -0.1388 -0.8100 
05 -39.898# +0.4646** +0.4251# -0.7315* +7.6354** +2.6930# 
06 +88.935** +0.1737+ +0.4176++ -0.5039* +1.2940# -0.5930 
07 +75.020** +0.1470+ +0.2905+ -0.0633 +2.9313** +0.6l48 
08 +28.665+ +0.0619 +0.5691** -0.1576# +3.6801** +4.1109** 
Table 251). Regression Coefficients of yield on 
Site- Quadratic Quadratic Quadratic 
years Nitrogen Phosphorus Potassium 
tp2 X 10^ bgZ X 104 
5901 -12.33* -12.77* +l4.i4# 
02 - 6.89# + 1.82 +16.50# 
03 -2k.18** - 4.58 + 1.64 
o4 - 3.68# + 3.67# -15.91# 
05 -17.32** + 6.01++ + 2,74 
06 - 9.83** + 4.68+ -10.81# 
6001 - 8.98# -10.02# +i4.o6 
02 - i4-.96 - 9.49+ +15.32# 
03 -26.65 + 4.31 -7.90 
O k  -14.97* -14.17* +11.24 
05 -21.75** - 9.38+ +11.69 
o6 - 0.80 
- 5.75 + 7.44 
07 - 9.35** + 1.28 -23.53** 
08 -13.27* - 1.00 -21.19+ 
09 + 0.61 - 0.21 + 2.37 
10 
- 4.79# -2.65 -o.o4 
11 - 9.21++ - 6.16# +11.57# 
12 - 7.73* - 2.83 + 5.17 
6301 - U.03 -13.83 +25.23# 
02 
- 5.47# -26.52# + 0.84 
03 - 2.00 -10.92 -55.19++ 
O k  - 7.45++ - 1.71 + 3.78 
05 -15.00* -21.68# +10.53 
o6 - 7.38++ +12.93 + 5.24 
07 -17.24** +22.64# +11.81 
08 + 3.69 -19.08 -21.42# 
09 -10.38++ -18.37# +12.57 
Experimental variables for each site-year. 
Nitrogen by Nitrogen by Phosphorus by 
Phosphorus Potassium Potassium 
^NP ^ ^ ^PK ^ 
+19.89** - 8.31# +12.20+ 
- 3.56 + 5.53 -10.72# 
+ 6.77# + 5.87 + 5.83 
+ 0.35 - 3.68 - 3.24 
+ 1.65 + 2.15 + 3.47 
+ 2.17 + 1.76 - 0.46 
+ 1.19 - 9.33# -1.86 
- 1.84 -14.91* - 0.30 
+ 2.43 +11.25* -0.96 
+ 7.34* - 1.03 + 2.77 
- 3.70# + 3.03 + 4.93# 
+ 6.44+ + 3.40 + 4.19 
+ 2.64+ + 0.84 
- 5.15++ 
+ 7.41* + 6.20# - 2.46 
+ 0.88 +10.30* - 1.01 
- 3.53+ - 0.51 - 4.32# 
+ 4.27+ + 1.88 -12.34** 
+ 1.05 + 4.23# + 0.61 
+ 1.52 + 0.97 + 7.96 
+ 0.31 - 1.83 +21.02+ 
+11.67+ + 6.15 ,+19.59# 
V11.37+ - 5.64+ + 0.31 
+ 0.69 - 5.85# + 4.96 
+ 3.36 - 2.15 - 2.02 
+ 1.44 + 9.63+ -14.93# 
+ 1.37 + 0.59 - 0.97 

































Quadratic Quadratic Quadratic Nitrogen by Nitrogen by Phosphorus by 
Nitrogen Phosphorus Potassium Phosphorus Potassium Potassium 
b^2 X 10'' X 10'' bg2 X 10'' X lO'^ b^ X lO'^ bpg X lO'^ 
+ 5.56# -28.6k + 1.82 
- 3.95 — 1.88 +17.68++ 
- 5.81# -15.08 +30.41# - 4.46 — 2.01 +10.04 
- 5.80+ + 0.18 + 2.73 - 4.16# — 6.88+ 
- 5.19 
-18.19 - 6.87 + 5.86 + 9.23* — 6.12+ + 6.78 
- 1.06 - 1.60 -24.00# - 8.07# + 9.46+ -18.95+ 
— 6.95# -12.05 + 7.33 + 9.19# — 9.52+ +13.68# 
- 1.09 - 2.1+6 
- 2.39 + 5.39# + 4.44 +15.67+ 
- 7.61# + 9.27 -31.31# + o.i4 + 1.76 -12.47# 
-  k . 6 3 #  + 8.50 -18.34# 
- 1.77 — 0.56 - 2.82 
+ 3.15 + 8.03 - 1.85 + 8.88# -17.97** +16.81+ 
- 8.66+ 
- 9.45 - 1.73 + 4.50 + 3.01 + 9(23 
- 6.15# 
-91.9k** + 9.38 +36.25** + 2.95 - 9.,64 
- 2.27 - 0.84 +24.62+ + 6.00+ + 1.56 -11154# 
-21.60* -1+5.88++ -26.80# +22.94** + 0.78 
- 5.71 
- 8.59# -13.23 +18.74 - 5.67 + 9.40# +18.82# 
- 5.50# - 6.79 + 0.61 + 1.34 + 7.48# + 6.25 
-16.33** —1+0.01+++ +11.12 +18.37** + 8.23+ - 2.74 
- 2.55 -14.15 -25.95# - 6.23# - 3.42 -18.59+ 
- 7.22+ -18.69# +10.40 + 4.71# — 3.64 - 7.18 
-20.85++ +11.92 + 8.45 - 2.53 — 8.37 - 9.96 
-10.60+ -12.19 +30.49# - 1.67 + 1.18 + 1.32 
- 5.06 - 2.72 - 6.74 -12.85# - 3.34 - 5.44 
-13.81+* -18.76 +21.71 + 9.28+ + 3.05 +11.50 
-18.67** + 1+.73 +41,36+ - 1.55 — 7.57# +11.73# 
-23.62** -21.39 +24.10 - 0.66 + 7.17 +10.03 
-28.77** -21.77 +81.88* - 8.26 + 4.10 + 7.18 
—11.6U++ -18.73 +45.82++ - 8.63# + 9.32# -11.06 
- 6.9W -28.1+0# +14.24 + 1.21 — 3.50 + 4.54 
+ 0.23 -34.31++ -12.94 - 7.16+ - 4.83# - 5.65 
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Table 26. Inter-site-year mean squares, pooled intra-site-year 
estimated variances and corresponding F ratios for the 






variance estimators F ratios 
O.O282U6 0.010830 2.6o8**& 
O.O3U27 0.031460 1.094 
0.040001 0.036437 1.098 
3.926700 2.186800 1.796** 
V 0.00000060628 0.00000033675 1.800** 
V 0.00000303129 0.000004015390 0.730 
0.00000U9733 0.0000047149 0.954 
0.00000068348 0.00000036012 1.898** 
0.000000397^ 1 0.00000058019 0.685 
P^K 0.00000097999 0.00000154738 0.633 
T^he same notation as in Table 25a is retained in the present table 
to indicate the probability levels. 
