1. Introduction. Consider the time-dependent velocity potential <t> (x, y, t) of the motion of an incompressible in viscid liquid in two space dimensions x, y. The Newtonian equations and the condition of incompressibility lead to the following mathematical model: Laplace's equation relating the pressure p and the gravity potential gy per unit mass to the velocity potential; here the #-axis is horizontal, the y-axis vertical and upwards and g is the modulus of gravity acceleration. At the boundary of air and water the pressure is supposed to have a constant value po\ thus (1.2) relates implicitly the surface elevation y to the velocity potential. A considerable simplification is introduced by assuming the motion to be small of first order so that in (1.2) the quadratic terms may be cancelled. Then the motion becomes a small perturbation of the equilibrium position in which the surface will be thought of as given by y = 0. For small elevations of the surface one concludes from (1.2) that, but for terms of higher order, (1.3) y= y(x,t) = --(*,0, /) /g, where the constant on the right hand has been absorbed in a properly modified <t>. To this equation is added the condition that a particle at the surface remains at the surface; that is (using the "substantial" time derivative of (1.2)),
( = {d<t>i/dy) cos itf -(dfa/dy) sin j>£. Special cases occur if one of the two functions <JÊ>I, fa, say fa, is taken identically zero. Then the crests or troughs and the nodes of the oscillation retain their fixed positions in space. Crests or troughs of the surface elevation occur where dfa(x, OJ/dtf^O, nodes where fa(x, 0) = 0. Such a periodic oscillation is called a "standing wave" in contrast to the more general case of a "progressive wave," where the crests and troughs and the nodes change position with time. For the horizontal velocity component iw of the surface nodes we write (1.6) in the form tan vt~ -faix, 0)/fa (x, 0) or J>/ = -arc tan (fa/fa); differentiation with respect to t yields tW = v/{{d arc tan fa/^/dx).
Similarly the horizontal component v ct of the crest or trough velocity is found to be /// j dfa / dfa\ j \ %t = v /1 I a arc tan / ) / ax ). /VA dx/ dx// ) Both fa (x, y) and fa{x, y) are solutions of the same problem One of the fascinating problems concerning waves is the discovery of the influence of the depth of the water on the shape of the wave profile. Take first the classical case of infinite depth. To (1.7) and (1.8) is added the condition that the magnitude of the motion decreases to zero as y-> -00. Out of the manifold of all harmonic functions the real and imaginary parts of exp (-i(x + iy) v 2 /g) are taken as solutions <£i and 02 of (1.7) satisfying the boundary condition (1.8). With these is constructed the progressive wave
4>(x, y,t) = R exp (-i(x + iy)v*/g -it) = exp iy 2 y/g) cos (v 2 x/g + vt)>
which is periodic in x as well as in t; the nc-period is 2rg/v 2 , the /-period 2w/p. The wave profile travels unchanged in form in the direction of diminishing x as t increases; the velocity of the profile is *>nod = *>cr= -g/v and depends therefore on the frequency.
Airy was the first to give a treatment of the infinitesimal gravity waves in a channel of constant finite depth ; his results are the foundation of our knowledge on gravity waves. Again as in the case of infinite depth, the profile of the progressive wave moves, unchanged in form, with constant velocity. But the wave velocity depends on both the frequency and the depth of the channel, and so does the space period of the wave. Airy's formulae show with great clarity the passage from waves in water of finite depth to the well known limit theory of shallow water waves in whose treatment the dependence of the pressure and velocity on the depth is assumed rather than derived.
The problem whose solution forms the object of this paper is the construction of progressive water waves when the depth, instead of being a constant, has a constant slope. This problem was first attacked by E. T. Hanson 1 in 1926. He assumed the angle of the bottom with the surface to be of the form ir/(2q) with integral g, and gave the expression of one standing wave <f>i(x, y) in terms of exponential functions, without, however, constructing the progressive wave which requires the derivation of a second standing wave faix, y). M. Miche 2 quotes an explicit form of this second function 02, which he calls "houle, " to distinguish it from 0i, called "clapotis. " For the derivation of his formula he refers the reader to a paper to appear in the Journal de mathématiques pures et appliquées; also his result is restricted to angles of form w/(2q).
We shall give in this paper an explicit representation in closed form for a progressive wave for all angles pir/(2q) between bottom and surface, provided p and q are integers, p is odd, and p<2q. The functions involved in our formulae are exponential functions and exponential integrals of certain special types. (Unfortunately, the number of individual terms occurring in the solution becomes large as p or q become large.) In the course of our investigation we are led to the discovery of a strange and recondite relationship of these waves with the quadratic reciprocity law of number theory. In fact, this law appears as an elementary consequence of the continuous dependence of the finite standing wave on the angle between surface and bottom. We do not go here more deeply into the discussion of certain numbertheoretical problems immediately suggested -by this relationship, nor do we investigate the continuity of the waves as functions of the angle, for which there appears to exist a more direct approach than through our explicit expressions for these waves. A further topic left untouched is the extension of the principles of construction discussed here to the study of the three-dimensional wave problem where the wave crests are no longer parallel to the shore.
The complexity of our formulae for the waves for large p or q and the scarcity of suitable tables of exponential integrals make the evaluation of these waves a problem of considerable difficulty. It seems important to compare the "exact" theory of infinitesimal waves with other approximations such as the shallow water theory, in order to gauge the differences of the results furnished by the various theories. These problems, for angles ir/(2q), are attacked by M. Miche (loc. cit.) and by J. J. Stoker in a paper under press. 2. Reformulation of the standing wave problem. The units of length and time will now be chosen so that g = 1 and v = 1.
Set
x + iy = z = e ie and let P = Trp/(2q), p odd and relatively prime to q, and 0 < p < 2q.
Denote by Sp the angular sector O>0> -/3. The problem of the standing wave for Sp consists in finding a harmonic function cf> in Sp satis-ƒ.' fying the following boundary and limit conditions, to be stated first for the case p g q :
1. d<f>/dy-<l) = 0ony~0, x>0; 2. The normal derivative 30/öw = O on the bottom of Sp; 3. <j>-A cos x -B sin x-*0 for suitable constants, not both zero, A and B, as x-» 00, y = 0 ;
4. The square of the particle velocity, (30/d#) 2 + (3$/3;y) 2 , remains bounded as z tends to 00 in Sp;
5. The flow through any vertical section d<f> -*tan/S C?# remains bounded as #-•» 00. To these conditions must be added one concerning the behavior of <t> and its derivatives at the shore (0, 0 If p is no longer less than q, but p<2q, we shall still be able to exhibit a solution W(z) of the wave problem satisfying 1, 2, 3, 4', 5'; but we shall then show explicitly that | W(z) | remains bounded on the bottom of SB as z-» 00, a fact which, as we have just seen, follows from the Phragmén-Lindelöf principle for p<q.
Let X be an arbitrary complex number of modulus 1, and let d<j>/ds stand for the derivative in the direction of the vector X. Then
Accordingly, the condition 1 may be rephrased as
on y = 0. Similarly for condition 2 : set then this condition becomes
We furthermore see that reflection on the bottom of SB yields
3. Derivation of an ordinary differential equation. Let ƒ($) and g(£) be polynomials with real coefficients. Then, by (2.1),
on ;y = 0, and by (2.4),
on 0= -2^3. Suppose we succeed in solving the identical equation
becomes a function E(z), regular within the sector O>0> -2j3, and whose real part equals zero on the boundary of S20 (with the possible exception of the origin). Now all such functions E(z) are known explicitly. Our problem thus becomes that of solving an ordinary differential equation
for an appropriate E(z) f and of choosing from the manifold of its solutions one, W(z), such as to satisfy the boundary conditions (2.1) and (2.3) as well as certain conditions concerning the behavior of W(z) near z = 0 and z = 00.
Derivation of ƒ(£).
LEMMA. There exist polynomials ƒ(£) and g(£) satisfying (3.3) and of degree q -1. They are uniquely determined by requiring the degree to beq -1 andf(0) = 1. Furthermore f (£) 3=g(£).
The following proof is valid only if p is an odd number. This is the reason why our explicit construction of waves fails if p is even. Let
The identity to be solved is
.).
Compare coefficients and find
ia*..! -a n = -*6 n 4"_i -i n € w ,
The imaginary part of the left-hand side is a n -i and may be considered known from the preceding equation of the recursion. The imaginary part of the right-hand side involves &"_i and b n * Now b n -i also may be assumed known from the previous equation. Consequently b n is determined by equating imaginary parts, provided I(€ n ) 5^0, that is, for all n with 0<n<q, since p and q have no common divisors. Once b n is known, we take the value of a n from the same equation by equating real parts. Thus the recursion furnishes in a unique way all coefficients a n , b n for n<q. There is a further condition to be satisfied to establish (4.2), namely, (4.3) for n~q, which becomes
Since €«= -1 for odd p, this implies
if this is so, we may assume all further coefficients a q ,b q , a a+ x, 6 fl+ i, • • • to vanish. Now observe that ao^&o^l, and that the nth recursion formula (4.3) may be satisfied by setting a n = &", provided it is true that a n _i = & n _i. Indeed, the uniquely determined solution of the recursion formulae can be found from the recursion fl»(l ~ € w ) « a w _iz(l + €").
This gives for a" the nonvanishing value (4.5) a n = a n -!*(l + c")/(l -c»), which is indeed real since the vector 1 -e n is perpendicular to 1 +€ n . This holds provided e^l, that is, as long as np/q9 é 2k with integral k] hence certainly for odd p and 0<n<q. Notice that (4.5) can also be written as n (4.5.1) a n = a n _i cot (npw/2q) = H cot (kpw/2q), for n ^ 1.
Jb-1
If we had permitted p to be even, then q would necessarily be odd and we would have e q = 1 ; in this event (4.4) would yield In fact, since by (3.3)
it follows that the root of the right-hand side £ = i/e must also be a root of ƒ(£) since it is distinct from -i. But as all coefficients of ƒ (J) are real, the conjugate -ie is also a root of /(J). Substitute £= -ie on the right; then either e 2 = -1 or ƒ( -ie 2 )=0. Hence either g = 2, or -ie 2 is a root of ƒ(£). In the latter case put £= -ie 2 in (4.6) and find either e 3 = -1, <z = 3, or ƒ(-ie 3 ) =0. Repeating this procedure we find that the complete set of roots of ƒ(£) is given by £=-ie n , n~l, • • • , g -1. Hence where
Upon combining factors which contain conjugate roots of ƒ(£), we have
ƒ(-i) = (-l)(P-i)((r-D/«(-f -+ fc)(-f ' + ^a-

)
If g is odd, we have (q -l)/2 such pairs of factors; if q is even, we have (g -2)/2 such pairs and the factor -i +ie qf2 . Now suppose first that both roots entering such a pair (for example, -ie, -ie q~l ) have positive real part. Then the argument of the product of such a pair remains the same if both roots are replaced by +1; that is, the argument of the product of such a pair of factors is 7r/2. If, on the other hand, both roots involved lie on the left of the imaginary axis, the argument of such a product remains the same if both roots are replaced by -1, which gives precisely -TT/2; and no root i/e n =+i t since 0<n<q.
Accordingly, for odd q y
ƒ( -i) = ( -l)0>-D(fl-D/2(-^)a(î>,a)0-»i(«-l)/4 r>
where r>0 and a(p, q) is the number of roots of ƒ(£) with positive real part* It is easily seen that this formula still holds good for even q.
To determine r, we note that 
In fact,
= R{ E W(«) + b v F,(x))} m R{ E (a, + S,)*V(«)} •
This identity shows that (5.1) follows from (5.2), no matter whether the F" are really independent or not. [September Notation. In order to simplify the printing, we shall often make use of the following notation. Let 71 and 72 be two complex quantities. We write in order to express that 71 and 72 are complex conjugate. Applying the lemmas about real dependence resp. semi-independence in case q is odd resp. even, we obtain as necessary and sufficient conditions for the validity of (6.4)
Note that, for j = g, we have i<r q -1 =0. In order to exploit (6.5), observe that by (6.2) The equations (6.6) and (6.9) determine the c t but for a real factor independent of j. We conclude directly
The equations (6.11) are recursion formulae. They do not exhaust the implications of (6.6) and (6.9). Let q be even, and apply (6.10) with j = g/2 and (6.2):
Now e-«/* = e* ip/2 and p is odd. Hence (6.12) c q /2 = c q/ 2i~p, for q even.
Let g be odd, and put j = (g +l)/2 in (6.9):
Formulae (6.12) resp. (6.13) together with (6.11) show that the Cj are determined but for a constant real factor. To compute the cy, we observe that they are related to the coefficients dj-i of ƒ(£) in a simple manner. In fact, we had (4.5), a,-= a^iiiX + €0/(1 -e0, and (6.11) which can be written where d does not depend on j. The absolute value of d is irrelevant, but its argument is of importance. Take q even and apply (6.12); we find
with a real factor r. Substitute this value of c q/ 2 in the formula (6.14) forj~q/2 and remember that all the coefficients a,-are real. We find (6.15) d -» e w(p+ « )/4 , for g even.
Next take q odd. Then, by (6.13), (6.14), In order to see that the coefficients c, actually satisfy (6.6) and (6.9), we notice that these relations contain at most 2g -1 linearly independent real equations, while on the other hand their consequences (6.11) and (6.12) resp. (6.13) are precisely 2q -l linearly independent relations. Thus the number of linearly independent equations (6.6) and (6.9) is 2g-l, and they follow from (6.11) and (6.12) resp. (6.13).
7. Behavior of Wo(z) for z-*oo. For the applicability of (6.19) to the wave problem the behavior of Wo(z) at infinity is of importance. Now the moduli of the terms under the sum in (6.19) tend to zero or infinity as z=#-> «>, according to whether R {ie ivpilq } < 0 or > 0. Furthermore, it is readily seen that the modulus of the sum cannot remain finite unless all terms tend to zero. Now let Kp<2q and consider the angles
and their conventional representation in the unit circle. Among them there is at least one whose second side lies in the third or fourth quadrant. This is evident if p >q, because pir/q has this property. For p <q we remember that there are at most (q -1) positions available in the first and second quadrants, namely those of
If our contention were wrong, they would have to be filled each by a member of the set (7.1), since no two of them can occupy the same position by virtue of the fact that p and q are relatively prime. In particular there would be one, say kp7r/q, which occupies the same position as (q -l)w/q. Hence kp=*q -l +nq with even n. Here k j*q -1 since otherwise p -1 becomes divisible by q in contradiction to p <q, g>l. But now (k +l)pr/q is among the angles (7.1) and its second side is identical with that of
which lies in the third or fourth quadrant. From the foregoing we gather that, for Kp<2q f there exists a j with ISjSq -1 for which R{ie irjp/q } >0. Accordingly Wo(x) does not remain finite as #-->oo in contradiction of the condition 5' of §2.
For />«1, however, R{ie w >***} <0 for j = l, 2, • • • , g-1, and Wo(x) remains finite as x~»<*>. Hence RW 0 (z) represents a standing wave for p~l, it is free of singularities and behaves for z->oo like a simple standing wave in water of infinite depth. More precisely,
for g odd or even, and the complex factor #-**'<«--i)/4 is decisive in the location of the nodes of this simple wave. These nodes lie at # -( -(# -1)/4 -fw)7r with integral n. Accordingly, an increase of one unit in q makes the nodes of the simple wave move one-eighth of a wave length toward shore, if only angles j3 of the form ir/2q are considered. The standing wave RWo(z) was given by E. T. Hanson. 3 As we have proved, the angles j8 of the form ir/2q between surface and floor of the ocean are the only ones for which it will satisfy the condition of finiteness at infinity.
For the construction of a progressive wave, Hanson's standing wave furnishes only one component for /> = 1. For this construction requires the exhibition of a second standing wave of the same period which at large distance from the shore becomes a simple wave whose nodes lie midway between those of the first component.
Plan of the following investigation. The assumption E(z) = const, underlying the preceding section is a special case of (3.4). More generally we can take
All these choices may be expected to lead to a solution W(z) of (2.1) and (2.3), that is, to a W(z) satisfying the boundary conditions. But, generally speaking, these W{z) do not satisfy the condition of finiteness at infinity, and some have too large a singularity at the origin. Our plan is to obtain suitable superpositions of the various solutions which insure finiteness at infinity, indeed two independent such superpositions, so as to enable us to prescribe the location of the nodes of the simple standing wave to which they become asymptotically equal. It is remarkable that this procedure proves successful, in that the number of conditions to be satisfied is larger than the number of available constants. Consequently, it becomes necessary to investigate in detail the asymptotic behavior of the solutions to be constructed, and the algebraic character of the conditions which enforce finiteness at infinity. The result will be that for all angles j8=7r/>/2g, l^>p<2q, p odd, there exist two standing waves, $i and #2, one which remains finite at the shore (and whose derivatives of first order (the velocity components) remain finite), the other having a logarithmic singularity at 2 = 0 (resp. having a velocity which becomes infinite like 1/| z\ ).
Properties of exponential integrals.
Unfortunately, the construction of waves runs in a similar, but not identical, pattern when p ssl (mod 4) and when p s 3 (mod 4). This necessitates two parallel sets of formulae for certain parts of the following investigation.
We begin with p*s3 (mod 4). Let a ^ 0 and consider the integral e-'Mt,
The integral is a multi-valued function of z, but a single-valued function of log 2, once log 07 and the path of integration on the Riemann surface of log z have been fixed. We shall take log z real for z=x>0 (on the surface) and set, generally, This choice of the 17 has been made with a view to establishing for the 77 the same relations of conjugation that hold for the 07. In fact, the analogues of (6.3) and (6.7) are (8.6) TV.,-= pwi/2 -jpiri/q = 77, 1 ^ j < q,
" ^i/(2(?), 1 ^ i £ q. Accordingly, let the path of integration start at that point a which belongs to a real value of log a and end at that point <rjz whose log is f -f 77, and define (8.8) Z Xi ,/r) «^•J^Vv*.
For real log 2, that is, for z=x>0 (on the surface), this function satisfies, because of (8.6) and (8. We gather from (8.12) that on the surface where z-x>0
and on the bottom where z~re
Now, sincere,-is real by (6.17), we have on the surface
R{i(d/dz)Wx(z) -W*(z)} -*£*,(»>,-1)WT).
l and on the bottom
But then the equations (6.6) and (6.8) are sufficient, because of the conjugation relations (8.9) and (8.10), to insure
on the bottom.
This shows that RW\(z) is a harmonic function satisfying the boundary conditions on surface and bottom. It is of interest that the functions Z,x f<r y(f) are linearly independent as functions of z îorj = 1, • • • , q\ this implies their real independence or semi-independence (see §5) on the surface as well as on the bottom. But since this fact is of no influence on the explicit formulae which we shall give for the waves, we suppress a proof thereof.
9. Construction of a second standing wave for £ = 1. We are now in a position to complete the construction of the progressive wave for p = 1 by establishing a second standing wave which behaves differently at infinity from Hanson's standing wave given by (6.19).
This second standing wave is
To show this we study the behavior of W-x(z) for large \z\ in 5/j. Notice that a change of the value of the positive lower limit a in the definition (8.8') of the integral affects W~i(z) merely by adding a real constant times WQ(Z) to it. For simplicity's sake take a = l. We have with the values (8.5)
Hence the arguments of -<XjZ lie between -iri/2 +iri/2q and iri/2, as z varies in the sector 5/3. Thus the variable of integration may be restricted to the half-plane R(t)*zQ. With this in mind, let 7=7! 4-72^, 71 ^0, (7! èl. There exists an M>0 such that In order to study the behavior of W?(z) for 2 = #-»«> and for 2 = r€ 1/2 , r-»oo, consider one of the integrals on the right of (10.5) (it will suffice to consider only the first of the following alternatives in case p<q): Observe that fSerty-Ml dt is multiplied by e 2ira as log 7 is increased by 2iri. Therefore we can generalize the previous result. Suppose tij defined equal to n y provided there exists an integral number n such that either n2ir + w/2 j£ -irt à n2ir -ir/2 (10.9) ' ' or w27T + 7r/2 à -*V/ -pw/(2q) ^ w27r -x/2.
(Notice that p<2q so that these two conditions never lead to different values of #,-.) Then
(10.10)
On the other hand, if one or both of the conditions (10.9) cannot be satisfied with integral n, but instead we have with some n n2ir + T/2 < -ÎTj < n2w + 3w/2 resp. (10.11) n2ir + TT/2 < -ir,--pw/2q < n2ir + 3?r/2, then we must have, for example, The first of these occurs only for j^g, that is, w fl = (£+l)/4. All the other possible values of n, must be successive integers since two successive terms -ir,-£7r/2g, -iryor -ir,-, -iTj+i-pTr/2q differ by pw/2q<ir. On the other hand, the smallest value of w,-occurs either in w/27r-TT/2g -iTjSnj2w +n/2 or in w,-2x-7r/2g -ir,-pir/2q SIÎJ2T +w/2 when this w,-is the smallest integer following that one, »', which would occur if j could become equal to zero; this would give
The alternative in the relations (10.9) to (10.14) is dictated by the possibility that p>q. Had we demanded that p<q, then the Phragmén-Lindelöf principle would have permitted us to fix our attention solely on the surface, as was explained in §2.
Next we give the parallel developments for p ss 1 (mod 4). Integrate by parts for X>0: 11. Extension to the case X= -1, p^3 (mod 4). If k in (8.2) is set equal to zero, a can no longer be chosen as zero if the integral (8.1) is to converge. We set a = 1 and study the asymptotic behavior sequently, for rij as defined by (10.9) and f «log x real resp. f = log-r -ipw/2q, log r real, 
£-»oo
The formulae (11.6) and (11.7) lead to corresponding relations for OoW-IToW-Z A k Wk*{z);
*-i
QoOs) remains bounded as z tends to infinity on the surface and bottom of 5/3, and remains bounded as s-*0. Moreover, the derivative dtto(z)/dz will also remain bounded near 2 = 0 as is obvious from the definition (6.19) of Wo(z) and the definitions (10.6) resp. (10.6') and (10.2) resp. (10.2'). Our problem is to determine the Ah in such a way as to eliminate by superposition the various infinities introduced for large \z\ by each of the summands in (13.1). It suffices if this can be done on the surface for p<q, and on the surface and bottom for q<p<2q. Let p s*3 (mod 4). Fix the attention first on the surface. The estimates (10.10) and (10.12) lead to the equation
where it is necessary to extend the sum 2' on^Y over those values j for which the first alternative of (10.9) applies. Now suppose that for those values of tij for which the first alternative (10.9) applies, but with the exception ofj = q> we can solve the system of linear equations It follows directly that Qo(#) stays bounded also on the bottom if the Ak satisfy the system of equations (13.3). Now (10.14) shows that (13.3) represents exactly (ƒ> -1)/2 distinct equations, namely
A similar analysis in the case p s 1 (mod 4) shows the corresponding equations to be ).
But here
which again leads to the result (13.10). We find jointly for p s3 and pz&l (mod 4) from (13.8) Here iV(2$, £) represents again the number of terms in the set e 2*iq/P t e 4*iq/p f . . . 9 e ri(p-i)q/p w i 10se imaginary part is negative. Accordingly, by (13.4) and (13.9) resp. (13.9'), Compare (14.8) with the limit formula (13.12) for B 0 (tf). Clearly the nodes of fi_i(#) lie asymptotically midway between those of £lo(x). In a similar manner it is seen that fi_i(s)->0 on the bottom of Sp.
For z-»0, 0_i(s) has a logarithmic singularity while 0o(s) remains finite. Furthermore, Q-i^) satisfies the differential equations on surface and bottom since it is a linear combination with real coefficients of functions having this property. Thus Rti-i(z) is the velocity potential of a second standing wave and cos tRQ 0 (z) -sin tRÛ^z)
is the time-depending velocity potential of a progressive wave, advancing toward the shore z = 0, which at large distances from shore is a simple progressive wave of wave length 27T. We observe that it has a logarithmic singularity at z = 0.
15. Same for p^l (mod 4). Set, as before is the velocity potential of a progressive wave advancing toward shore which at large distance from shore becomes a simple wave of length 27T and which has a logarithmic singularity at the shore.
16. About the continuity of the standing wave as function of the angle pir/2q and the connection with the quadratic reciprocity law of number theory. Let us inspect the asymptotic location of the surface nodes of the finite standing wave QoOs) as z-x-»<*>. On entering the value of c q from (6.18) in (13.13) we find that 0o(#) differs infinitely little from Now suppose that the left-hand side depends continuously on the angle pir/2q between surface and bottom. Then the same applies to the right-hand side, whence in particular the expression (_ l\N(2q,p)+N(p,q)+(qp-p-q+l) /i must be continuous in p/q for p and q odd. But since it equals ±1, this expression must have a constant value, which is determined as +1 by taking p = q*=tl or £ = 1, g = 3. Furthermore it is easily seen from the definition of N(p, q) that, for odd p and q, N(p, q) -N(2p, q) . Thus the assumption of a continuous dependence of the finite stand-
