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Resumo 
Hoje em dia a facilidade de aquisição e armazenamento de dados provenientes de sensores 
é uma realidade. Isto levou a que a quantidade de dados adquiridos aumentasse de forma 
exponencial. Mas estes dados só têm valor se for possível processar os mesmos e retirar 
informação válida. Neste momento existe uma vasta gama de ferramentas de armazenamento 
e de processamento de grandes volumes de dados em fluxo (também conhecidos como Big 
data). No entanto não é obvio qual a ferramenta a usar pois a oferta de ferramentas de Big 
data é vasta. 
A escolha do melhor conjunto de ferramentas a usar depende do problema. Assim, esta 
dissertação aborda o problema de desenvolver uma plataforma de recolha e processamento Big 
Data no âmbito de um caso de estudo. O caso de estudo diz respeito à manutenção ferroviária 
e a monotorização remota de frotas de comboios desenvolvida pela Nomad Tech. Foi então 
desenvolvido um protótipo com o objetivo de tratar os dados provenientes dos diferentes 
veículos de uma pequena frota de comboios urbanos. O protótipo desenvolvido permite não só 
processar e armazenar os dados de forma eficiente, como também, fazer de forma fácil e 
intuitiva dashboards personalizados. Este protótipo tem também a capacidade de detetar 
eventos com base em regras para que de forma fácil seja possível identificar situações 
anómalas.  
 Para além de todas estas caraterísticas, as ferramentas usadas são facilmente 
escaláveis, resolvendo assim o problema atualmente vivido com a ferramenta usada pela Nomad 
Tech. 
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Abstract 
Nowadays the ease of acquisition and storage of data from sensors is a reality. This led to 
the amount of data acquired increasing exponentially. But this data only has value if it is 
possible to process them and to extract valid information. At present, there is a wide range of 
large data storage and processing tools (also known as Big Data). However, it is not obvious 
what tool to use since the offer of Big Data tools is vast. 
Choosing the best set of tools to use depends on the problem. Thus, this dissertation 
addresses the problem of developing a Big Data collection and processing platform within a 
case study. The case study concerns railway maintenance and the remote monitoring of train 
fleets developed by Nomad Tech. A prototype was developed with the purpose of handling data 
from the different vehicles of a small fleet of urban trains. The developed prototype allows not 
only to process and store data efficiently, but also to make custom dashboards easy and 
intuitive. This prototype also has the ability to detect rules-based events so that it is easy to 
identify anomalous situations. 
In addition to all these features, the tools used are easily scalable, thus solving the problem 
currently experienced with the tool used by Nomad Tech. 
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Capítulo 1  
 
Introdução 
A utilização de sensores para a monitorização de equipamento está hoje em dia presente 
em todos os tipos de industria. Este facto deve-se ao aumento nos últimos anos da capacidade 
de processamento e armazenamento com as seguintes características: baixo custo, grande 
flexibilidade e grande eficiência [1].  
Neste contexto a Nomad Tech é uma empresa pioneira no desenvolvimento de uma 
plataforma única e integrada on-train que permite a monitorização remota das condições de 
vários sistemas presentes num comboio. A partir da informação recolhida é possível aumentar 
a fiabilidade dos comboios e dos seus subsistemas, assim como modernizar as operações de 
manutenção dos comboios [2].  
Para que seja possível a motorização dos comboios é fácil de perceber que os mesmos 
estarão equipados com uma grande quantidade de sensores, dos mais diversos tipos. Por sua 
vez os dados produzidos pelos mesmos têm de ser recolhidos, armazenados e processados. Os 
resultados do processamento devem ser disponibilizados num curto espaço de tempo, para que 
seja possível a deteção de falhas em tempo útil, desta forma será possível tomar medidas 
preventivas.  A organização dos dados deverá permitir a sua fácil compreensão, e que 
facilmente seja possível tirar conclusões sobre os mesmos.  
1.1 - Motivação 
  Tal como já foi referido anteriormente, atualmente existe uma enorme facilidade na 
recolha de dados e no seu armazenamento. Por este motivo, existe um interesse crescente em 
tecnologias que nos permitam fazer a recolha e tratamento dos mesmos em tempo real.  A 
partir dos dados recolhidos é pretendido que se possa retirar conclusões. As conclusões 
retiradas dos dados irão permitir uma redução de despesas, e uma melhor rentabilização dos 
ativos monitorizados. 
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Tendo em conta que a grande quantidade de dados que é possível recolher bem como a 
velocidade, é necessário utilizar ferramentas frequentemente referidas como de Big Data para 
que seja possível o tratamento de forma eficiente dos dados. Existem várias arquiteturas para 
desenvolvimento de sistemas Big Data, assim como vários softwares disponíveis para os 
implementar. Podemos destacar aqueles que atualmente têm mais representação no mercado 
como o Apache Hadoop e o Apache Spark, tal como as arquiteturas mais utilizadas que são a 
Lambda e a Kappa. 
A motivação desta dissertação prende-se, precisamente, com o facto da plataforma 
utilizada pela Nomad Tech não ter sido desenvolvida utilizando este tipo de ferramentas, 
provocando assim problemas de escalabilidade da mesma. 
1.2 - Objetivos 
       O objetivo desta dissertação é explorar a utilização de tecnologia de Big Data em 
alternativa à solução atualmente em uso na plataforma da NOMAD TECH. Para isso será 
desenvolvido um protótipo que replicará um pequeno conjunto de funcionalidades da 
ferramenta atual e que será testado com dados reais. O protótipo tem como principais 
requisitos as seguintes funcionalidades: 
 Recolher e armazenar os dados; 
 Tratamento dos dados; 
 Visualização rápida, em tempo real de grandes volumes de informação; 
 Ser facilmente escalável; 
 Detetar eventos recorrendo a regras definidas por peritos em manutenção 
ferroviária. 
No final desta dissertação é pretendido obter um protótipo que seja capaz de cumprir todos 
os requisitos acima identificados. Para além disso, pretende-se que a experiência e 
conhecimento adquiridos no âmbito deste projeto possam influenciar o desenvolvimento futuro 
da plataforma da Nomad Tech. 
1.3 - Estrutura do documento 
No Capítulo 2 são abordados os conceitos básicos sobre Big data. No Capítulo 3 é 
apresentada a solução projetada, definindo a arquitetura, a configuração adotada e as 
funcionalidades do protótipo. No Capítulo 4 é apresentado o estudo de desempenho da solução 
e apresentados todos os testes, respetivos resultados que foram obtidos e a discussão dos 
mesmos. Por último, no Capítulo 5 são apresentadas as conclusões sobre o trabalho realizado e 
enunciadas algumas sugestões para trabalho futuro.
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Capítulo 2  
Conceitos básicos e estado de arte 
Este capítulo começa por apresentar em linhas gerais a ferramenta que hoje em dia é 
utilizada pela Nomad Tech. De seguida é clarificado o conceito de Big Data. São também 
apresentadas as principais arquiteturas de Big data. São estabelecidos critérios para uma futura 
escolha de software. Por último, é feita uma breve comparação entre software tendo em conta 
os critérios definidos. 
2.1 - REMOTE ONLINE CONDITION MONITORING – Solução Nomad 
Tech 
O ROCM é uma solução de monitorização dos principais sinais relativos a operação e 
manutenção dos comboios. Esta solução teve origem em 1999, resultante de uma parceria com 
a EMEF. A ferramenta possibilita às operadoras ferroviárias e às empresas de manutenção 
ferroviária acompanharem em tempo real o desempenho dos equipamentos e sistemas 
presentes na sua frota de comboios. Permitindo assim que as frotas sejam administradas de 
maneira a otimizar o desenvolvimento e a gestão das mesmas. O sistema de monitorização pode 
interagir com comboios de várias marcas, o que possibilita uma solução única para frotas com 
vários tipos de veículos. Com a utilização do ROCM é possível saber entre outras informações a 
“condição de saúde” dos veículos, podendo ser utilizado como uma ferramenta de apoio à 
decisão. Graças a um conjunto de regras baseadas em condições de segurança e técnicas é 
possível saber se os veículos necessitam de manutenção.  
A integração desta ferramenta em estratégias de manutenção previamente existentes já 
teve os seguintes resultados: 
 Aumento da disponibilidade em 20%; 
 Diminuição do número de ocorrências em 50%; 
 Aumento da segurança graças à motorização em tempo real; 
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 Extensão do tempo útil de vida dos sistemas. 
Os dados são recolhidos em real time a bordo do comboio, permitindo assim a monitorização 
em real time. Desta forma é evitado a descarga de grandes quantidades de dados quando os 
comboios param para fazer a manutenção. Este facto permite que os dados possam ser usados 
de maneira preventiva e não só de maneira reativa. De seguida apresentamos um esquema 
ilustrativo do funcionamento desta solução tecnológica: 
 
 
Figura 1 - Esquema ilustrativo do funcionamento do ROCM. Imagem fornecida pela Nomad Tech 
 
 
Uma das principais vantagens e funcionalidade do ROCM é ser altamente personalizável 
para cada cliente e pelo próprio cliente. Para além disto o ROCM oferece ao utilizador várias 
ferramentas de análise e de visualização, sendo estas configuráveis por parte dos utilizadores. 
Existe a opção dos utilizadores criarem os seus interfaces gráficos de forma personalizada 
podendo escolher o tipo e a disposição das representações gráficas disponibilizadas pela 
plataforma. Outra das funcionalidades desta ferramenta é permitir a configuração de alarmes 
e de eventos, definidos através de regras baseadas na experiência do cliente e da experiência 
da Nomad Tech na manutenção ferroviária, que permite ao cliente estar sempre com 
informação atualizada e personalizar o seu produto. De modo a que estes eventos e alarmes 
fiquem registados e no futuro possam ser analisados, a aplicação on shore permite criar 
relatórios configuráveis para esse efeito.    
Contudo esta ferramenta possui algumas limitações quanto à sua escalabilidade. Estas 
limitações são bastante sentidas na receção dos dados, tal como no processamento dos mesmos. 
Estes problemas são causados pelo grande aumento da quantidade de dados emitida por parte 
dos veículos, e também pelo aumento das frotas de comboios, que estão a ser monitorizadas 
em simultâneo. Tendo em conta que a plataforma usa bases de dados relacionais, o tempo de 
processamento irá aumentar devido ao facto do tempo de acesso às mesmas aumentar de forma 
não linear com o aumento dos dados que se pretendem consultar ou armazenar. Para solucionar 
este problema a única maneira é escalar a ferramenta, mas tendo em conta as várias 
componentes da arquitetura da mesma, esta tarefa não é de fácil execução. Por este motivo a 
arquitetura que irá ser desenvolvida para o protótipo terá de ter em conta que a mesma tem 
de ser escalável para possibilitar a aplicação em frotas que se encontram em crescimento. 
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2.2 - Arquiteturas Big data 
2.2.1. Big data 
Big data é um conceito que não possui definição universal aceite. Segundo  C. O’Neil e R. 
Schutt a definição é a seguinte: o termo que engloba todas recolhas de dados de grandes 
dimensões e com um elevado nível de complexidade que torna difícil o processamento em 
aplicações tradicionais [3].  
Numa perspetiva global, o conceito Big Data faz uma interligação entre o mundo físico, a 
sociedade e o ciberespaço. Ao recolher informação no mundo físico é criada uma imagem no 
ciberespaço que demonstra e engloba as características do objeto em estudo, surgindo uma 
representação virtual do mundo real. Esta informação será recolhida através de interfaces 
homem-máquina assim como poderá ser utilizada a Internet como fonte [4], [5]. 
Podemos dividir a Big Data em duas categorias, os dados do mundo físico que são 
normalmente obtidos através de sensores, experiências científicas e observações (dados 
biológicos e neuronais, sensores remotos) e os dados recolhidos da sociedade que são 
recorrentemente provenientes de domínios como a Internet, as redes sociais, sistemas de 
saúde, financeiros, económicos e de transportes [6]. 
Nos últimos anos o conceito Big Data desenvolveu-se rapidamente, tornando-se num ponto 
de atração e estudo para o mundo académico e indústria sendo utilizado até por alguns governos 
por todo o mundo. Este conceito tem sido objeto de discussão no que diz respeito aos desafios 
que coloca e às oportunidades que origina [7]–[9].   
Neste sentido as conhecidas empresas MCKinsey e O´Reilly Media afirmam que a capacidade 
de transformar os dados recolhidos em produtos será um fator importante no desenvolvimento 
e crescimento da industria atual[3], [10].  
A primeira vez que se falou no conceito de Big Data, mesmo não utilizando este termo, foi 
em fevereiro de 2001, sendo o responsável por isso Doug Laney. No artigo publicado eram 
descritas as dificuldades que as empresas enfrentavam na gestão dos dados. Estas dificuldades 
eram divididas em três dimensões: Volume (grandes quantidades de dados); Velocidade 
(necessidade de processar e armazenar os dados de forma rápida); e Variedade (Capacidade de 
tratar, de forma integrada vários tipos de dados) [11], [12]. Podemos observar de forma mais 
pormenorizada estas dimensões na figura 2. 
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Figura 2- Data Management Solutions. Reproduzido de [12] 
Tendo em conta estas três dimensões é importante desenvolver uma arquitetura que 
responda a todas a estas dimensões. A arquitetura de dados deve permitir uma integração de 
dados provenientes de várias fontes, o que exige um conhecimento aprofundado das fontes de 
dados, assim como de todos o processo necessário para extrair, validar e transformar os dados 
de maneira a se obter informação útil para o apoio a tomada de decisão [13]. 
2.2.2. Evolução das Arquiteturas 
Para que fosse possível adotar uma arquitetura para o protótipo a desenvolver, foram 
pesquisadas as arquiteturas existentes. Durante esta pesquisa foram encontradas quatro 
arquiteturas, todas elas com elos de ligação entre si. Depois de uma primeira análise ás mesmas 
foi possível concluir que todas elas têm caraterísticas em comum, podendo mesmo considerar 
que são evoluções umas das outras. 
Começamos então por falar na arquitetura Lambda [14]. Esta arquitetura é caracterizada 
por ter duas camadas de processamento (camada de batch e camada de speed) como podemos 
observar na Figura 3. A camada de batch é responsável pelo processamento dos dados que se 
encontram em histórico. A camada de Speed será responsável por processar os dados que 
chegam em real time. Estas duas camadas enviam os seus resultados para a camada de serving. 
Todas as consultas feitas serão realizadas à camada de serving pois esta irá ter todos os dados 
nela reunidos, tanto os produzidos pelo processamento online  e offline [15]. 
Uma das vantagens desta arquitetura é a possibilidade de adaptar uma plataforma, 
previamente existente, que apenas possuía processamento offline e passar a mesma a ter a 
capacidade de processar a informação em tempo real [16]. Esta arquitetura também possui 
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algumas desvantagens tais como a necessidade de implementar, fazer debug e manter em duas 
camadas distintas com o mesmo código.  Para além deste facto a ocupação de hardware 
também será elevada [17]. 
 
Figura 3 - Ilustração da Arquitetura Lambda. Reproduzido de [17]. 
Passando agora a analisar a arquitetura Kappa criada com o objetivo único de processar 
streams de dados [18]. Esta arquitetura apresenta apenas uma camada de processamento, 
como podemos observar na Figura 4, que terá a capacidade de processar a informação em 
tempo real. Depois de serem processados os dados são enviados para a camada de serving onde 
os resultados ficam gravados. Esta arquitetura permite também o reprocessamento, que 
consiste em voltar a processar a informação com novas regras. Este resultado é possível graças 
à criação de um processo em paralelo na camada de processamento, que será responsável pelo 
reprocessamento [17].  
Em comparação com a arquitetura Lambda, a arquitetura Kappa é mais simples de 
implementar, pois possui apenas uma camada de processamento. Para além disso a sua 
manutenção e debug será mais simples pelo mesmo motivo. Outra das vantagens desta 
arquitetura é permitir guardar o histórico dos dados processados, visto que quando existe 
reprocessamento é criada uma nova tabela na base de dados. Apesar de tudo isto, esta 
arquitetura tem como principal desvantagem o facto de  exigir maiores capacidades de 
armazenamento pois quando se dá o reprocessamento dos dados existe a duplicação dos 
mesmos [19]. 
Figura 4 - Ilustração da arquitetura Kappa. Reproduzido de [17]. 
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 Outra arquitetura estudada foi a arquitetura Liquid, que pode ser observada na Figura 5 
[16]. Esta arquitetura é uma pilha de integração de dados com duas camadas independentes. 
Podendo, no entanto, existir cooperação entre as duas. A camada de processamento é 
responsável pelo processamento dos dados de diferentes sistemas de back-end (sistemas 
responsáveis por regras de negócio, APIs de uma aplicação e webservices)[20]. Esta camada 
garante níveis de serviço através do isolamento de recursos, pela baixa latência e permite o 
processamento de forma integral. A segunda camada, camada de messaging, serve de suporte 
à camada de processamento. Tem como principal função armazenar uma grande quantidade de 
dados e mantendo os mesmos disponíveis para que possam ser processados ou consultados. 
Tendo também como características poder recuar no tempo acedendo  aos dados através de 
anotações de metadados, que permitem o acesso mais fácil ao dados [17].  
A comunicação entre estas duas camadas é feita através da escrita e leitura de dados em 
duas feeds. Uma dessas feeds vai conter os dados provenientes das inputs do sistema, enquanto 
que a outra feed irá conter os dados da primeira após o seu processamento. Ao manter as duas 
camadas separadas os produtores e os consumidores podem ser completamente dissociados, ou 
seja, um trabalho na camada de processamento pode consumir de um feed mais lentamente do 
que a taxa na qual outro trabalho fornece os dados sem afetar o desempenho do outro [16]. 
 
Figura 5- Ilustração da arquitetura Liquid. Reproduzido de [17]. 
Para além destas 3 soluções foi ainda encontrada uma arquitetura hibrida que resulta da 
fusão da Arquitetura Liquid e da Arquitetura Kappa representada na Figura 6[17]. Sendo assim 
a arquitetura Cyclic tem características das duas arquiteturas que lhe deram origem. Esta 
arquitetura é baseada na ideia de processamento contínuo de dados. Mas ao ter uma camada 
de messaging irá evitar um dos principais problemas da arquitetura Kappa que era a necessidade 
de espaço de armazenamento. Para além deste facto esta arquitetura tal como a arquitetura 
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Liquid tem como  grande vantagem a capacidade de desassociar produtores e consumidores 
[17]. 
 
 
 
Figura 6 - Ilustração da arquitetura Cyclic. Reproduzido de [17]. 
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2.3 - Componentes relevantes para o projeto  
Depois de analisadas todas as arquiteturas podemos concluir que o elemento central das 
mesmas é o processador de streams de dados.  Por esse motivo todas as outras ferramentas 
utilizadas serão escolhidas tendo em consideração a compatibilidade com o processador de 
streams. Para escolher o processador de dados a utilizar foi então definido um conjunto de 
critérios que são os seguintes: Fiabilidade; Escalabilidade; Flexibilidade; Facilidade de uso.  
Para além destes critérios foram apenas consideradas ferramentas open source, pois o uso 
destas ferramentas não irá envolver custos de licenciamento para os seus utilizadores. Para 
além disso, por ser open soruce o utilizador também terá acesso ao código fonte, o que irá 
permitir em caso de necessidade alterar o mesmo para ultrapassar qualquer tipo de limitações. 
Tendo isto em conta foi então selecionado um grupo de ferramentas, que permitissem o 
processamento de dados em tempo real. As ferramentas selecionadas foram as seguintes: 
Apache Spark; Apache Storm; Apache Flink; Samza [21]. 
Vamos então analisar todos os restantes critérios. A fiabilidade é sem duvida uma dimensão 
bastante importante, pois é necessário garantir a mesma para que não exista perdas de 
informação. Tendo em conta que vamos lidar com grandes volumes de dados existe uma grande 
propensão para o acontecimento de erros em nós individuais. Todas as ferramentas disponíveis 
no mercado têm isso em conta, e através de sistemas de replicação de dados permitem garantir 
a fiabilidade dos dados.  
Tendo em conta que a nossa solução tem como finalidade a motorização de frotas de 
comboios de diferentes dimensões, é importante garantir que a solução é facilmente escalável. 
Como todas as ferramentas são direcionados para o tratamento de grandes volumes de 
informação, todas as ferramentas já têm implementado sistema de escalabilidade. Este facto 
tem em vista também a possibilidade de paralelizar processos, de maneira a que o 
processamento seja mais rápido e eficiente. 
Olhando para todas as arquiteturas, constatamos que qualquer uma delas será formada por 
várias camadas e que o processador de dados terá que interagir com elas. Por este motivo é 
importante assegurar que este tem flexibilidade suficiente para conseguir interagir com 
diferentes componentes. Relativamente a este critério foi verificado que apenas o Samza não 
apresenta flexibilidade, visto que apresenta apenas uma opção quanto à compatibilidade de 
ferramentas para executar a função de messaging [22]. 
Por último, ao procurar as ferramentas teremos de ter em conta a facilidade de uso. Este 
requisito é de difícil análise, pois, só trabalhando com as ferramentas é que seria possível de o 
avaliar. Não podemos ter em conta o que é dito pelos produtores destas ferramentas pois todos 
defendem que é de fácil utilização. Depois de analisadas todas as dimensões foi então elaborada 
a Tabela 1 com os resultados obtidos para cada uma das ferramentas. 
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Tabela 1- Comparação entre as várias ferramentas. 
 Fiabilidade Escalabilidade Flexibilidade Facilidade de 
uso 
Open 
source 
Spark      
Storm      
Flink      
Samza                        
Depois de analisar a Tabela 1 podemos facilmente verificar que Apache Spark, Apache Storm 
e Apache Flink todos os critérios, por isso serão os três considerados como solução viável.   
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Capítulo 3  
 
 
Solução projetada 
O protótipo desenvolvido tem como principal objetivo reproduzir parte da plataforma usada 
pela Nomad Tech. Para isso esta solução tem como único caso de uso a possibilidade de um 
utilizador consultar toda a informação, através de dashboards, de maneira fácil e eficaz. O 
utilizador tem a possibilidade de selecionar a janela temporal que pretende visualizar, assim 
como, as variáveis pretendidas. Para além disso o utilizador pode selecionar o tipo de 
visualização que entende ser a mais adequada. 
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3.2 - Arquitetura da Solução 
3.1.1. Arquitetura ROCM 
Na figura 7 podemos observar a arquitetura utilizada pela ferramenta da Nomad Tech. 
Analisando a sua estrutura podemos verificar que a ferramenta tem uma arquitetura 
tradicional, assente numa base de dados relacional, não preparada para o tratamento de 
grandes volumes de dados em fluxo. 
Para além disso podemos observar que a ferramenta permite a interação dos utilizadores 
através de uma interface gráfica, esta possibilita a visualização dos dados armazenado e a dos 
eventos detetados através das regras previamente definidas. O esquema dos dados ingeridos 
pelo ROCM encontra-se na Tabela 2. 
 
Tabela 2 - Dados ingeridos pelo ROCM 
Variável Tipo Descrição 
registo_id bigint Assume um valor único por cada registo. 
datahora double Timestamp de cada registo, no formato unix. 
variável_id int Valor correspondente à variável a que o registo se refere. As variáveis 
podem ser do tipo digital ou analógicas. 
valor bigint Valor da variável no momento da aquisição da mesma. 
veiculo_id int Número do comboio. 
latitude double Coordenada da latitude onde o veiculo se encontra no momento da 
aquisição. 
longitude double Coordenada longitude onde o veiculo se encontra no momento da 
aquisição. 
Figura 7 - Arquitetura do ROCM. Imagem fornecida pela Nomad Tech. 
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Ao analisar mais detalhadamente as variáveis monitorizadas pelos sistemas podemos 
observar que algumas destas variáveis são adquiridas a cada 0,1 segundos. Este facto faz com 
que a quantidade de dados adquiridos por segundo seja bastante elevada. Por este motivo, a 
tecnologia utilizada para o armazenamento e processamento tem que estar preparada para o 
processamento de grandes quantidades de dados.   
3.1.2. Arquitetura Proposta 
Após o estudo de diversas arquiteturas, verificámos que a arquitetura que melhor se 
adapta à solução que pretendemos para o protótipo pretendido será a arquitetura Cyclic, 
visto que esta arquitetura é orientada para o processamento continuo de dados e garante 
grande disponibilidade dos mesmos. Com base na mesma desenvolvemos a arquitetura 
representada na Figura 8. 
A arquitetura proposta é composta por 4 camadas. A primeira camada é camada do broker. 
Esta camada será responsável por receber e reunir os dados provenientes das diferentes fontes 
de dados na forma de streams e tornando os mesmos disponíveis para os consumidores. A 
Figura 8 - Arquitetura proposta 
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camada do broker será também utilizada como buffer caso a capacidade de processamento não 
dê resposta à quantidade de dados que está a chegar, de maneira a que não exista perda de 
dados. Esta camada terá funções similares às que a camada de messsaging apresenta na 
arquitetura Cyclic.  
A camada de Analysis pode ser considerada a camada mais importante desta arquitetura, 
visto que é responsável pelo processamento dos dados recebidos. Esta camada será também 
responsável pela identificação de eventos. No seguimento da utilização desta camada teremos 
de necessariamente incluir a camada de Storage. Esta camada será responsável por armazenar 
os resultados do processamento, para que a informação possa ser guardada e consultada. De 
forma que a consulta seja executada de maneira rápida e eficiente será usada uma base de 
dados distribuída. 
 Por último, temos a camada de Visualization que será responsável por apresentar os 
resultados obtidos pelo processamento. Esta camada deverá ser constituída por elementos de 
fácil compreensão para que seja possível a uma pessoa sem grandes conhecimentos na área 
construir o seu próprio dashboard. 
 
3.2 - Configuração da Plataforma 
3.2.1. Ferramentas selecionadas 
O processo de escolha das ferramentas a utilizar no protótipo teve início no capítulo 2, onde 
foram analisadas várias ferramentas para a principal camada da plataforma. Depois de uma 
análise detalhada tendo em consideração um conjunto de requisitos, concluiu-se que existem 
três opções viáveis: o Storm, o Flink e o Spark.  Com objetivo de escolher uma destas três 
ferramentas foi feita uma avaliação mais aprofundada das mesmas. A partir desta avaliação foi 
constatado que, devido ao facto da arquitetura do Spark ser baseada no processamento de 
pequenos blocos de dados também designado por micro-batch, irá resultar como consequência 
na sua utilização, o processamento será executado em near real time. Por outro lado, o Storm 
e o Flink são ferramentas que utilizam uma arquitetura focalizada no processamento de stream, 
o que permite o processamento em real time. Por este motivo a nossa escolha fica apenas 
restringida ao Storm e ao Flink [23].  
Comparando agora o Storm com o Flink verificou-se que a capacidade de throughput do 
Flink é superior[24]. Tendo em consideração que o protótipo tem como finalidade o 
processamento de grandes volumes de dados em curtos espaços de tempo, e que queremos que 
o protótipo funcione em real time, o software escolhido foi o Flink. 
Depois de escolhida a ferramenta central do protótipo passou-se então para a escolha das 
ferramentas a utilizar nas restantes camadas. Para esta escolha o critério principal foi a 
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compatibilidade com o Flink para que a conexão entre as várias camadas seja assegurada. 
Inicialmente foi escolhida a camada de broker, que irá ter como principal função receber a 
informação de várias streams e formar apenas uma para fornecer os dados à camada de 
Analisys. Para este tipo de função o Flink oferece-nos duas opções, o RabbitWQ e o Kafka [25]. 
Ao analisar as duas ferramentas mais detalhadamente, verificámos que o RabbitWQ tem uma 
limitação quanto ao número de leituras por segundo em relação ao Kafka.  Para além disso o 
Kafka assegura  uma maior disponibilidade, consequência derivada do seu sistema de replicação 
dos dados, este sistema irá replicar os dados por vários servidores [26]. 
Na escolha das ferramentas a utilizar nas camadas de Storage e de Visualization, temos de 
ter em conta a compatibilidade entre elas e a compatibilidade entre a camada de Storage e o 
Flink. Para a camada de storage o Flink apresenta várias soluções, tais como o Hadoop 
FileSystem, o Apache Cassandra, o Apache Nifi e o Elasticsearch. Entre as possibilidades 
apresentadas pelo Flink, a única que apresenta uma solução para armazenamento e fácil 
conexão a uma ferramenta de visualização é o Elasticsearch. Esta facilidade de conexão é 
devida ao facto de estes dois componentes serem desenvolvidos pelos mesmos developers de 
software. O Elasticsearch é uma base de dados distribuída open-source, capaz de fornecer 
pesquisas de forma extremamente rápida. De forma a ter uma interface gráfica, será utilizado 
o Kibana para a construção de dashboards personalizados pelos utilizadores da plataforma.  
 
3.2.2. Discussão da Implementação  
Um dos objetivos definidos será que o protótipo apresentado seja escalável, de forma fácil 
e eficaz. Tendo essa caraterística em consideração foi decidido utilizar o Docker. O Docker é 
um projeto open source que possibilita a automatização da implementação de aplicações 
dentro de contentores. O funcionamento do Docker é muito similar ao funcionamento de 
máquinas virtuais em aspetos como a isolação de recursos e alocação de recursos. Como 
podemos observar na Figura 9, enquanto que na arquitetura das maquinas virtuais é necessário 
a instalação de um sistema operativo em cada uma delas, no Docker apenas e precisos instalar 
as aplicações necessárias. Este facto permite que os contentores sejam mais portáteis e 
eficientes [27]. 
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Figura 9 -  Comparação da arquitetura das máquinas virtuais e do Docker. Reproduzido de [27]. 
 
O Docker irá também facilitar a passagem do protótipo de uma fase de desenvolvimento 
para a fase de produção, pois a configuração será a mesma para os dois casos no que diz respeito 
às ligações entre os diferentes contentores. A utilização do Docker irá futuramente permitir 
aplicar orquestradores, que serão responsáveis pela monitorização dos vários contentores, e 
facilmente paralelizar contentores já existentes.  
A primeira ferramenta a ser configurada foi o Docker, já que será sobre a mesma que irão 
correr todas as outras aplicações. Para a instalação desta ferramenta foi apenas necessário 
seguir os passos descritos no guião de instalação [28]. A instalação correu de forma normal, 
sem qualquer necessidade de desvio do guião de instalação.  
Depois de instalado, caso seja num sistema operativo como o Mac OS ou o Windows, tem 
que ser definida a quantidade de RAM utilizada pelo Docker tal como os CPU que serão utilizados 
pelo mesmo. 
Após ter sido configurado o Docker, pode-se então começar a instalar e configurar as 
restantes ferramentas. Tendo em conta o funcionamento do Docker teremos de criar imagens 
para cada contentor, ou utilizar imagens já criadas e disponíveis em repositórios públicos. De 
todas as ferramentas utilizadas apenas tivemos de criar uma imagem Docker do Flink. Para criar 
a imagem do Flink foi seguido o guião disponibilizado pelo developers do Flink [29]. 
Depois de termos todas as imagens, foi criado um ficheiro de configuração para que todas 
as aplicações sejam lançadas em simultâneo pelo Docker compose. Neste ficheiro são definidas, 
entre outras configurações, as portas que são expostas por parte de cada contentor permitindo 
o acesso às mesmas por parte dos outros contentores e utilizadores. Na Figura 10 podemos 
observar a configuração do contentor que contém o Kafka. O parâmetro image contém o nome 
da imagem, o respetivo diretório onde a mesma está guardada e a versão pretendida. Por sua 
vez o parâmetro links define a ligação com outros contentores criados. No parâmetro 
environment é possível incluir entre outras definições, os tópicos que serão as estruturas onde 
as mensagens são armazenadas. 
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Figura 10 - Exemplo de configuração de um contentor Docker com o Docker compose 
Depois deste ficheiro estar elaborado é possível fazer a instalação do protótipo de forma 
rápida e sem grande esforço em qualquer máquina, desde que já se encontre a ferramenta 
Docker instalada.  
Estando todas as ferramentas configuradas, passou-se então ao desenvolvimento do script 
do Flink que será responsável pelo processamento dos dados. Neste script iremos configurar a 
periodicidade dos checkpoints que são anotações de metadados, sendo estes responsáveis pela 
tolerância de falhas do sistema e pela capacidade de reprocessamento dos dados. 
3.3- Funcionalidades da aplicação 
Antes do protótipo começar a ser desenvolvido foram definidas um conjunto de 
funcionalidades para cumprir os objetivos propostos. Como parâmetros de definição das 
mesmas foram tidas em conta as necessidades da Nomad Tech, assim como o tempo disponível 
para o desenvolvimento do protótipo. As funcionalidades escolhidas para integrar o protótipo 
foram o sistema de CEP e a interface de visualização. 
3.3.1.  CEP 
O complex event processor é uma das funcionalidades mais importantes a desenvolver em 
qualquer ferramenta de monitorização. Esta funcionalidade permite que situações anómalas 
sejam facilmente identificadas através de regras e devidamente registadas. Para o 
desenvolvimento desta funcionalidade foi utilizada a livraria que o Flink possui para esta 
finalidade. Esta livraria é composta por funções capazes de reconhecer padrões, estando estas 
ilustradas na Tabela 3. 
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Tabela 3 - Funções disponíveis na livraria CEP do Flink. Adaptada de [30]. 
Funções Descrição Exemplo 
Begin Define um estado inicial. 
Pattern<Event, ?> start =  
Pattern.<Event>begin("start")
; 
Next 
O evento tem de ser 
sucedido imediatamente ao 
anterior. 
Pattern<Event, ?> next =  
start.next("next"); 
FollowedBy 
O evento é sucedido por 
outro evento sem que tenham de 
ser sucessivos. 
Pattern<Event, ?> followedBy 
= start.followedBy("next"); 
 
Where  
Define uma condição filtro à 
stream analisada. 
patternState.where( 
new FilterFunction<Event>() { 
    @Override 
    public boolean filter( 
Event value) throws Exception 
{ 
        return ... // some co
ndition 
    } 
}); 
Or 
Define uma subcondição 
filtro à stream analisada. 
patternState.where(new Filter
Function<Event>() { 
    @Override 
    public boolean filter( 
Event value) throws Exception 
{ 
        return ...    } 
}). 
or(new FilterFunction<Event>(
) { 
    @Override 
    public boolean filter( 
Event value) throws Exception 
{ 
        return ...    } 
}); 
Subtype 
Define uma subtipo para o 
estado de padrão atual. 
patternState.subtype(SubEvent
.class); 
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Within 
Define o intervalo de tempo 
máximo para uma sequência de 
eventos corresponder ao padrão. 
patternState.within(Time.seco
nds(10)); 
 
 
 
De seguida passamos então à definição das situações que queríamos que o protótipo detete. 
Foram definidas 3 situações de diferente complexidade, sendo desta maneira possível perceber 
a capacidade de deteção das mesmas. As situações definidas foram as seguintes: 
 Velocidade superior a 85 Km/h durante um período igual ou superior a 5 
segundos 
 Freio de emergência ativado com velocidade superior a 3 Km/h 
 Após a aplicação do freio de emergência o maquinista voltou a acelerar até uma 
velocidade superior a 25km/h em menos de 60s. 
Estes eventos quando detetados serão registados num index do Elasticsearch, onde fica 
disponível a informação relevante sobre os mesmos para futura consulta. 
3.3.2.  Visualização 
A outra funcionalidade que foi implementada no nosso protótipo é a visualização dos dados. 
Como anteriormente foi referido, os dados são apenas úteis se formos capazes de retirar 
informação válida dos mesmos. Tendo isto em conta a interface gráfica da nossa plataforma 
será bastante importante. Para o desenvolvimento desta interface gráfica foi utilizado o 
Kibana. O Kibana disponibiliza os seguintes tipos de representações, gráficos de área, tabelas 
de dados, gráficos de linhas (Figura 12), campos numéricos (Figura 11), gráficos circulares, 
mapas e gráficos verticais. 
Para além destas representações gráficas, estão disponíveis um conjunto de agregações 
para que seja possível obter diferentes visualizações. As agregações disponíveis são contar as 
ocorrências, média (Figura 12), máximo (Figura 11), mínimo, mediana, soma, desvio padrão e 
percentis. 
Com as diferentes visualizações obtidas através destas ferramentas, podemos formar 
dashboards para que se possa observar o comportamento de várias variáveis ao mesmo tempo. 
Estes tipos de visualizações são facilmente configuráveis, e os dashboards montados, por 
pessoas sem conhecimentos na área da programação. Esta vertente irá permitir ao utilizador 
customizar facilmente a sua própria plataforma, sem necessidade de conhecimentos técnicos.   
Figura 11 -  Campo numérico que contém a última aquisição utilizando o máximo do timestamp. 
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Figura 12 - Gráfico de linhas relativo a velocidade média do veiculo 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 13 -  Campo numérico que contém a contagem de eventos de emergência 
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Capítulo 4  
Estudo do desempenho 
Este capítulo trata de toda a fase de testes e do estudo de desempenho do protótipo 
desenvolvido. Numa primeira fase são dadas a conhecer as condições de desenvolvimento do 
protótipo. A seguir são apresentados os testes e resultados na fase de desenvolvimento. Serão 
também apresentados os testes e resultados da fase de testes em ambiente de produção. Por 
último serão analisados os resultados obtidos e crítica dos mesmos. 
4.1- Condições experimentais 
4.1.1. Condições de desenvolvimento 
Na fase de desenvolvimento da solução foi usado um computador portátil, com 8 gigabytes 
de RAM, um processador com oito cores e sistema operativo Windows 10. Como ferramenta de 
programação do script do Flink foi utilizado o ambiente de desenvolvimento integrado IntelliJ 
IDEA 2016.2.5, software gratuito para estudantes universitários. A escolha desta ferramenta 
deveu-se à facilidade de importação das livrarias Maven utilizadas pelo Flink.  
Nesta fase de desenvolvimento, os dados usados para testes preliminares foram uma 
pequena amostra com dados relativos a 4 variáveis monitorizadas em cada veículo. Cada registo 
tem 7 campos dos quais o conteúdo é o id do registo em questão, a data e hora, o id da variável, 
o valor da mesma, o veículo em que foi recolhida e as coordenadas GPS. Estes dados encontram-
se armazenados numa base de dados relacional. 
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4.1.2. Condições de teste 
 
Na fase de teste do protótipo desenvolvido foi utilizada uma máquina virtual instalada no 
servidor de teste da Nomad Tech provida de 12 gigabytes de RAM e de dois cores de 
processamento. O sistema operativo desta máquina virtual é o CentOS Linux 7. 
Na fase de teste, os dados utilizados são provenientes de uma amostra de cerca de 5 meses 
de dados relativos à monitorização de 27 variáveis em 4 veículos diferentes. Cada registo possui 
exatamente os mesmos campos que os utilizados na fase de desenvolvimento. A aquisição das 
variáveis é feita a diferentes taxas de aquisição sendo que o menor período de aquisição será 
de 100 em 100 milissegundos.  
4.2- Resultados 
4.2.1. Teste na fase de desenvolvimento 
Na fase de desenvolvimento foram realizados vários testes para verificar se as ligações dos 
contentores estavam corretamente configuradas. Numa primeira fase foi necessário 
desenvolver uma forma de simular as fontes de dados para alimentar o protótipo. A primeira 
dificuldade surgiu neste momento, uma vez que não era claro qual a solução mais eficiente 
para simular as condições reais.  A solução aplicada foi desenvolver um script para simular uma 
stream de dados. Este script importa uma quantidade de dados, delimitados por um timestamp, 
provenientes da base de dados. Num momento inicial começámos por importar a cada cinco 
segundos, cinco segundos de dados para simular o funcionamento da aplicação em tempo real, 
dado que a periocidade de atualização do Kibana é de cinco segundos. Os dados provenientes 
da base de dados são guardados num tópico Kafka, ficando assim disponíveis para ingestão pelo 
Flink. De seguida iniciou-se um teste ao script que foi desenvolvido para o Flink de modo a 
verificar se o mesmo estava a processar a stream de dados de forma correta. Numa primeira 
fase foi necessário proceder a uma limpeza aos dados. Começamos por corrigir os registos que 
continham falhas de GPS. Nas situações em que o registo não continha coordenadas GPS, as 
mesmas eram definidas pelo sistema como zero, sendo assim possível normalizar os dados.  
Para além disto, foi necessário alterar o campo do timestamp visto que o Kibana necessita 
de um campo que possua o timestamp no formato yyyy-MM-dd HH:mm:ss:SSS, para que consiga 
organizar os dados por ordem temporal. Dado que nos dados utilizados o tempo está na forma 
Unix este formato não estava assegurado. Para que o problema fosse contornado foi necessário 
converter o timestamp, no momento em que os dados são pré-processados pelo Flink. Estando 
estas situações precavidas, o processamento começou a ser executado de maneira fluída e sem 
apresentar problemas. 
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Para além dos testes para verificar que todas as ferramentas utilizadas estavam a comunicar 
de forma correta entre si, foram também testadas as funções de CEP. Na realização deste teste 
foram usadas amostras de dados, onde era sabido de forma prévia que os eventos que se 
pretendiam detetar se verificavam. Poderão ser observados na Figura 11, Figura 12 e na Figura 
13 os vários eventos a serem detetados.  
 
 
Figura 14 -  Evento emergência 
 
Figura 15 -  Evento aceleração irregular 
 
Figura 16 - Evento velocidade irregular 
De seguida foi testada a funcionalidade de visualização do Kibana criando um dashboard 
utilizando as visualizações previamente apresentadas, tendo como resultado a Figura 17. 
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Figura 17 -  Exemplo de Dasboard 
Podemos observar mais detalhadamente na Figura 18 que a variação da velocidade média e da 
pressão média no cilindro dos travões vão variar de forma inversa, como era esperado.   
Para além disso podemos observar nas figuras 13,19 e 20 o número de vezes que os eventos 
previamente definidos foram detetados, permitindo ao utilizador de forma rápida perceber a 
quantidade de vezes que os mesmos ocorreram. 
 
 
 
 
Figura 18 - Velocidade média e pressão média do cilindro dos travões 
Figura 19 - Número de eventos de velocidade irregular 
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Depois destes testes serem realizados e termos considerado que foram bem-sucedidos, foi 
dada por encerrada a fase de desenvolvimento passando assim para a fase de teste. Como 
anteriormente foi referido a fase de testes foi realizada no servidor de teste da Nomad Tech. 
4.2.2. Teste da solução em ambiente de produção 
Com o propósito de testar o protótipo simulando o ambiente de produção foi necessário 
criar condições para que a simulação fosse o mais fidedigna possível. Como no caso dos testes 
de desenvolvimento, criamos scripts para simular as fontes de dados. Foram desenvolvidos 
quatro scripts para que fossem simuladas as 4 fontes de dados que existem na realidade. Cada 
fonte corresponde a um dos quatro comboios que estão a ser monitorizados. O objetivo que 
levou à criação das quatro fontes de dados distintas foi compreender o comportamento do 
Kafka, numa situação onde vários sujeitos tentam escrever num tópico ao mesmo tempo.  
No primeiro teste não foi usado qualquer tipo de paralelismo. Os scripts de simulação das 
fontes de dados estavam configurados para importar dados de 5 em 5 segundos. No decorrer do 
teste percebemos que o Flink respondeu da forma esperada, não apresentando qualquer tipo 
de anomalias no seu funcionamento. No decorrer deste primeiro teste verificou-se que o nosso 
protótipo conseguia acompanhar a cadência de entrada dos dados, sem qualquer tipo de atraso. 
Procedeu-se à recolha dos valores relativos ao desempenho da máquina virtual para 
compreender o estado do processador, da memoria e do disco, sendo os mesmos apresentados 
na Figura 21. Podemos observar que nenhum dos componentes se encontra em sobrecarga.  
 
 
Figura 21 -  Valores relativos ao desempenho da máquina virtual no processamento de cinco 
segundos em cinco segundos. 
Para determinar qual a capacidade de processamento sem efetuar a paralelização do 
processamento, foi aumentada gradualmente a quantidade de dados importados a cada cinco 
segundos. 
 
 
Figura 20 - Número de eventos de aceleração irregular após ativação do botão e emergência 
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Tabela 4 - Registo dos resultados dos testes. 
Tempo importado a 
cada cinco segundos 
Carga média do CPU Registo em espera 
para escrita 
Percentagem do 
CPU utilizado 
10 0.06 5.9 % 14.8 % 
15 0.94 8.5 % 12.5 % 
20 0.41 13.4 % 15.7 % 
25 0.22 16.8 % 19.0 % 
30 1.53 19.3 % 17.5 % 
35 2.28 1.7 % 63.5 % 
  
De inicio foi aumentada para o dobro a quantidade de dados importados, por cada cinco 
segundos foram importados dez segundos de dados.  Foi verificado que o processamento 
continua a ser executado sem qualquer tipo de problema, conseguindo o processamento 
acompanhar o ritmo de chegada de informação. Podendo, no entanto, verificar que existe um 
aumento da quantidade de entradas em espera para serem escritas em disco. Este tipo de 
limitação acontece devido ao facto de o disco não conseguir gravar todos os registos sendo esta 
uma limitação de hardware. Verificou-se assim o primeiro bottleneck provocado pelo hardware 
utilizado nestes testes. 
De seguida foi realizado o teste aumentando a quantidade de dados importados para três 
vezes o tempo real, a cada cinco segundos importamos quinze segundos de dados. Neste teste 
também foi observado que o processamento consegue acompanhar o ritmo das entradas dos 
dados, pelo que se denotou novamente que o número de escritas em espera aumentou. Foram 
realizados então mais testes aumentando de forma gradual a quantidade de dados importados 
no intervalo de cinco segundos. Este aumento gradual, teve como objetivo detetar em que 
momento era excedida a capacidade de processamento, deixando assim de acompanhar a 
cadencia de chegada dos mesmos. 
Foi aumentado o valor de dados importados em cinco segundos, até se atingir o ponto de 
rotura do sistema, que ocorreu ao importar trinta e cinco segundos. Até esse ponto foi 
verificado que a quantidade de entradas em espera para ser escritas em disco foi aumentando 
à medida que a quantidade de dados importados a cada cinco segundo aumentava. Quando 
foram atingidos os trinta e cinco segundos por cada cinco verificou-se que começaram a existir 
atrasos na interface gráfica provocados pelo processamento dos dados. Analisando os valores 
do desempenho da máquina virtual, presentes na Tabela 4, estes não são muito conclusivos pois 
foram recolhidos no momento da falha do contentor do taskmanager do Flink.  
Neste momento decidiu-se então testar o paralelismo que nos é oferecido pelo 
taskmanager. O Flink permite um paralelismo igual ao número de CPU’s da máquina onde está 
a correr, no nosso caso dois cores. Para este teste foram replicadas as condições em que ocorreu 
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a rutura no último teste realizado, trinta e cinco segundos de dados por cada cinco segundos 
de processamento. 
 
 
Figura 22 - Valores relativos ao desempenho para da máquina virtual para processamento de trinta 
e cinco segundos em cinco segundos paralelizando no taskmanager. 
Nestas condições observou-se que o protótipo desenvolvido apresentou atrasos pontuais no 
processamento, sendo estes facilmente recuperados. Foi possível observar que ao paralelizar o 
processamento dos dados, o esforço a que o processador estava sujeito não foi tão elevado, 
como podemos observar na figura 22, evitando desta maneira a falha do taskmanager. 
Verificou-se ainda que, como já se tinha verificado anteriormente, a quantidade de entradas 
em espera para serem gravadas no disco aumentou.   
Decidiu-se que outro teste a realizar seria paralelizar o processamento por dois contentores 
do Flink para apurar o comportamento do protótipo sujeito às mesmas condições do teste 
anterior. 
 
 
Figura 23 - Valores relativos ao desempenho para da máquina virtual para processamento de trinta 
e cinco segundos em cinco segundos paralelizando o contentor do taskmanager. 
Os resultados deste último teste, representados na Figura 23, revelaram que se consegue 
obter melhor desempenho do protótipo paralelizando o contentor taskmanager. Esta melhoria 
deve-se em parte ao facto de ocorrer uma redução na carga média do processador, e de ser 
diminuir o número de entradas em espera para serem escritas no disco. Estas consequências 
deveram se ao facto dos processos estarem paralelizados o acesso ao disco feito de maneira 
dividida e com menor volume de dados. Conseguiu-se assim observar algumas vantagens da 
paralelização dos processos. 
Tendo em consideração a possibilidade de paralelizar outros contentores da nossa 
plataforma foram efetuados testes, onde estes foram paralelizados. O primeiro teste consistiu 
em paralelizar o contentor do Elasticsearch. Nos resultados obtidos em termos de velocidade 
de acesso aos dados já processados concluiu-se que esta se mantinha. Este resultado é 
consequência das limitações impostas pelo disco. Estando os dois contentores no mesmo disco 
a paralelização não irá trazer melhorias. 
Realizou-se de seguida o teste de carga ao Kafka, que consiste no aumento gradual da 
quantidade de dados escritos no mesmo. Aumentamos de forma progressiva a quantidade de 
dados e não conseguimos atingir os seus limites. Este resultado verificou-se devido ao facto dos 
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scripts desenvolvidos para fontes de dados estarem limitados. Estes limites são impostos pelo 
acesso dos scripts a uma base de dados relacional, que por sua vez tem um limite de dados que 
consegue exportar num determinado espaço de tempo. 
4.2.3. Discussão  
Após vários testes realizados é possível tirar algumas conclusões. Numa primeira fase de 
testes em desenvolvimento foi possível concluir que as funcionalidades pretendidas funcionam 
de forma correta e de maneira eficaz. Podemos observar que todas as situações que se 
pretendiam detetar recorrendo ao CEP do Flink foram detetadas. Para além disso, foi possível 
demonstrar um exemplo de uma visualização, que de forma intuitiva conseguia passar a 
informação fornecida pelos dados processados. 
Numa fase seguinte foi possível verificar o comportamento do protótipo em meio de 
produção. Neste momento foi possível retirar várias conclusões. Primeiramente que o protótipo 
cumpre todos os objetivos estabelecidos no inicio do desenvolvimento do mesmo. Conseguiu-
se tal como era inicialmente pretendido, fazer a recolha dos dados em tempo real e armazenar 
no Kafka sem qualquer tipo de problemas. Foi também possível tratar os mesmos em tempo 
real recorrendo ao Flink. Através dos testes de carga ficou demostrado que a nossa ferramenta 
consegue suportar maiores quantidade de dados do que a atualmente produzida pelos veículos 
monitorizados, bastando apenas paralelizar os contentores. Concluímos então que o protótipo 
desenvolvido permite a visualização de fluxos rápidos de grandes volumes de dados e identificar 
eventos definidos previamente baseados em regras. 
Constatou-se que existe uma grande facilidade para escalar o nosso protótipo devido à 
utilização do Docker. O Docker, para além de nos permitir de forma fácil e rápida dimensionar 
o número de contentores de uma dada instância, é capaz de garantir que as configurações da 
interligação de contentores se executam de forma correta. Para além disto, ficou demonstrada 
a facilidade de portabilidade do sistema relativamente à passagem do meio de desenvolvimento 
para o ambiente de produção. Tendo em conta estes resultados, em relação a escalabilidade 
do protótipo desenvolvido, podemos afirmar que a nossa solução consegue solucionar a grande 
limitação apresentada pela ferramenta ROCM da Nomad Tech.  
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Capítulo 5  
Conclusões e Sugestões de Trabalhos 
Futuros 
Este capítulo tem como objetivo retirar as principais conclusões sobre o trabalho 
desenvolvido, avaliando os resultados dos testes. São também apresentadas sugestões de 
melhorias no que foi desenvolvido e trabalhos futuros. 
5.1- Conclusões 
Esta dissertação teve como principal motivação desenvolver um protótipo de Big Data, que 
tivesse capacidade de substituir parte da plataforma utilizada pela Nomad Tech com o objetivo 
de corrigir as limitações da mesma. Para isto foi necessário cumprir todos os requisitos 
definidos. Estes requisitos passavam por o protótipo ser capaz de recolher, armazenar e 
processar grandes fluxos de dados. Para além disso o protótipo tem de ser capaz de fornecer 
visualizações da informação relativa aos dados processados. Por fim este terá que ser 
facilmente escalável para que seja possível dimensionar o mesmo de forma simples consoante 
a quantidade de dados que se pretende processar. 
O protótipo desenvolvido ao utilizar o Kibana permite de forma rápida efetuar visualizações 
de grande valia para o utilizador, e uma consulta rápida dos dados armazenados no 
Elasticsearch. Outra das grandes vantagens do protótipo é a possibilidade da deteção de 
eventos utilizando a livraria CEP do Flink. Esta identificação de eventos quando os dados estão 
a ser processados, dá ao utilizador uma forma rápida e eficaz de detetar situações anómalas 
que se surgem nos veículos em circulação sem grande esforço. Permite também que todos estes 
eventos fiquem gravados para futura consulta. 
Por último, o principal motivo pelo qual podemos afirmar que todos os objetivos foram 
alcançados prende-se com o facto do protótipo desenvolvido ser facilmente escalável. Este 
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ponto é de grande importância, já que conseguimos resolver o problema que nos foi 
apresentado pela Nomad Tech.  
5.1- Sugestões de Trabalhos Futuros 
Apesar de os objetivos terem sido completamente alcançados, existem ainda questões a 
explorar. Deste modo é necessário um conjunto de trabalhos futuros que visam complementar 
e possivelmente corrigir determinados aspetos deficitários. 
Sendo assim, apresentam-se as seguintes propostas a desenvolver: 
 Adicionar outros eventos a serem detetados pelo CEP; 
 Testar o protótipo em máquinas distribuídas; 
 Utilizar um orquestrador de contentores Docker como por exemplo o Rancher; 
 Testar o protótipo com fontes de dados não simuladas. 
 
Sendo esta dissertação um projeto de engenharia, a evolução constante dos conhecimentos 
e a criação de novos métodos deixam em aberto outras melhorias que podem ser aplicadas 
neste projeto. 
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