We describe an optical time-division-multiplexed (OTDM)/WDM network architecture that integrates high-speed optical time-division multiplexing at speeds of 40 Gbit/s and higher with lower-bit-rate WDM channels. An ultrafast wavelength converter is used as a regenerative multifunction building block for OTDM multiplexing, WDM-to-OTDM and OTDM-to-WDM transmultiplexing, OTDM/WDM multicasting, OTDM all-optical label read-write, and all-optical time-channel add-drop multiplexing. Subsystem design and underlying component technologies are described in detail. New results and performance measurements are shown at 40 and at 80 Gbit/s.
Introduction
As the increased end-user bandwidth demand drives the need for higher-capacity access networks, there will be a commensurate increase in metropolitan/wide-area (interoffice) and eventually long-haul capacities. Hence it is expected that applications for transmission speeds at 40 Gbit/s and higher will emerge. These higher-speed networks may use opticaltime-division-multiplexed (OTDM) approaches to support the assembly and transmission of bit streams in excess of 40 Gbit/s. The handling of bit streams at these speeds at the transmission and network levels as well as interaction with lower-bit-rate access streams is critical for network realization, functionality, and scalability. Hybrid WDM/OTDM networks have been proposed to move data between WDM and OTDM networks, and various subsystems have been demonstrated at 40 Gbit/s including WDM-to-OTDM and OTDMto-WDM translators, OTDM transmitters, and OTDM add-drop multiplexers. However, the underlying technologies in these systems do not scale beyond 40 Gbit/s and have not addressed other critical functions such as OTDM multicasting, optical labeling, and packet operation.
In this paper we describe an OTDM/WDM network architecture and design and demonstrate its constituent network elements on the basis of a regenerative nonlinear fiber wavelength converter (WC) building block. The underlying technologies used to implement a suite of network functions are described and experimentally demonstrated including WDM-to-OTDM and OTDM-to-WDM transmultiplexers, OTDM add-drop multiplexing, and OTDM multicasting. The ultrafast nonlinear fiber wavelength converter is shown to implement these functions as well as act as a regenerative element at OTDM data rates. 
Underlying Technologies

3.A. All-Optical Fiber Cross-Phase Modulation Wavelength Converter
The ultrafast wavelength converter, used in each network function, is based on cross-phase modulation (XPM) in optical fiber [6] . The converter operates over a wide range of wave- lengths (C-band at minimum) and is capable of functioning at data rates from 40 Gbit/s to greater than 100 Gbit/s. The converter is also 2R digitally regenerative and is bit-rate transparent. We describe the design and operation of two versions of this converter, a lumped gain WC based on a front-end erbium-doped fiber amplifier (EDFA) and a distributed gain WC based on Raman amplification in the XPM fiber [7] . Both versions of this converter have been shown to operate at 80 Gbit/s [8, 9] . The lumped gain fiber XPM WC is illustrated in Fig. 2 . Its principle of operation is based on XPM in optical fiber followed by optical spectral filtering to convert frequency modulation to amplitude modulation. At the input, an intensity modulated return-to-zero (RZ) data stream at wavelength λ 1 is combined with a locally generated continuous wave (CW) optical signal at wavelength λ 2 . The incoming data stream at λ 1 modulates double sidebands onto λ 2 through XPM. The optical carrier and one of the optically generated sidebands are then suppressed by use of optically filtering, and the output consists of an intensity modulated single sideband RZ data stream at λ 2 . The optical filtering is performed with a two-stage filter. The first stage is a fiber Bragg grating (FBG) optical filter used to suppress the carrier at λ 2 and reject the signal at λ 1 . The second-stage bandpass filter (BPF) is used to extract one single sideband. The FBG improves the extinction ratio of the converted signal through carrier suppression, whereas the second-stage BPF bandwidth is chosen to further improve the extinction ratio and pulse shape of the converted signal. Fiber XPM wavelength conversion has the potential to scale to very high bit rates (>100 Gbit/s) because of the femtosecond nonlinear response. The inset in Fig. 2 shows the WC transfer function (input power versus output power). The 2R regenerative nature of the WC results from the nonlinear shape of the input-output power transfer function. The data noise (amplitude fluctuation) at the one and zero levels is reduced when the WC is operated between the top and the bottom of the nonlinear transfer function.
The distributed Raman gain WC is shown in Fig. 3 . The principle of operation is similar to the lumped gain configuration with Raman amplification used in combination with the input EDFA. The advantage of using distributed gain over lumped gain is the ability to optimize the optical signal-to-noise ratio (OSNR) and extinction ratio of fiber XPM. By use of highly nonlinear dispersion-shifted fiber (HNLDSF) the fiber length and input peak power can be reduced. The conversion bandwidth can also be increased to almost the entire C band at 80 Gbit/s [9] . Compared with lumped amplification, this scheme significantly improves the signal-spontaneous beat noise performance at the receiver by amplifying the signal channels while they are in the transmission fiber. It also reduces the amount of cross talk from the pump light by means of reducing the amount of self-phase-modulation (SPM) of the pump light while maintaining the same conversion efficiency. 
3.B. Electroabsorption Modulator
Electroabsorption modulators (EAMs) are also used in multiple network functions including the OTDM mux-demux, transmultiplexers, optical label read-erase-write, and OTDM add-drop multiplexers. The high bandwidth and modulation efficiency of these devices makes them very attractive as 10-40 Gbit/s data modulators, and their fast response time makes them capable of demultiplexing directly 160 Gbit/s down to 10 Gbit/s [10] . The EAMs used in these experiments were fabricated at the University of California at Santa Barbara [11] and use traveling-wave electrodes that extend the active device length without limiting the speed, because of the RC time constant. The longer device length improves the saturation power as well as the modulation efficiency, both critical factors in device performance.
In OTDM systems, the EAM is used as an ultrafast optical gate that must provide switching windows of the order of picoseconds with on-off contrast ratios in excess of 15 dB. EAMs are typically driven at the electrical input with a sinusoidal signal at the base rate of the OTDM data stream. For example, an 80-Gbit/s OTDM data signal can be optically demultiplexed to 10 Gbit/s by use of a single EAM; this enables the use of simple 10-Gbit/s receiver technology. To enhance the single-frequency performance of EAM, a standing-wave design can be used to increase the electric field amplitude inside the device. The electrical standing-wave pattern is formed along the traveling-wave electrodes as shown in Fig. 4 (a). This design was applied to generate optical switching windows as short as 3.4 ps [12] and used to reduce the microwave driving voltage required for 80-10-Gbit/s OTDM demultiplexing [13] . An example of an 80-Gbit/s data stream optically demultiplexed to 10 Gbit/s is shown in Fig. 4(b) .
3.C. OTDM Pulse Source
A basic element needed for high-speed OTDM is a short-pulse source. To achieve transmission at 40 Gbit/s and greater, it is necessary to generate pulses with < 10 ps rms widths and < 2 ps jitter, and an extinction ratio (ER) > 28 dB is required for lower interferometric cross talk [14] . The source optical signal-to-noise ratio (OSNR), defined by measuring the signal power relative to the total optical noise within a 0.1 nm optical bandwidth, of > 25 dB is required for achieving a bit-error-rate (BER) better than 10 −12 . It is possible to generate these pulses with EAMs, gain-switched lasers, and ring lasers. Actively mode-locked fiber ring lasers can generate short transform-limited pulses with low jitter at repetition rates of 40 GHz [15] . In the demonstrations of the network elements described in this paper, we employ an actively mode-locked fiber ring laser capable of generating 5-8-ps pulses with supermode suppression > 70 dB and measured jitter less than 200 fs, which can also be used to generate a burst of pulses [16] . For data rates higher than 40 Gbit/s we use a pulse compressor to shorten the pulses to 2-3 ps. Figure 5 shows the experimental setup and the oscilloscope trace of the ring laser.
The fiber ring laser can be made compact but still occupies the footprint of a module, because of the length of fiber required. Alternate pulse-generation techniques using gainswitched laser diodes and EAMs have been demonstrated [12, 17] . Recently optical pulses at 160 GHz were generated by active mode locking of a semiconductor laser [18] .
Network Elements and Experimental Demonstrations
4.A. All-Optical WDM-to-OTDM Multiplexer
The WDM-to-OTDM multiplexer function enables W wavelengths, each non-return-tozero (NRZ) modulated at B Gbit/s, to be multiplexed to an RZ-modulated OTDM singlewavelength data stream at W × B Gbit/s. This element directly converts an array of WDM transmitters to an OTDM channel or acts as a bridge between WDM and OTDM networks without requiring passage of the signals through electronics. The WDM-to-OTDM multiplexer operation from 4 × 10 Gbit/s NRZ to 40 Gbit/s RZ using the nonlinear fiber XPM converter was demonstrated in Ref. [19] . Amplitude fluctuations that result from passive multiplexing are reduced by this technique. Other approaches of WDM-to-OTDM transmultiplexing using a nonlinear optical loop mirror [20] , EAM [21] , and four-wave mixing in a semiconductor optical amplifier (SOA) [22] have also been proposed and demonstrated. The basic principle of operation is illustrated in Fig. 6 . A WDM laser array is used to generate W wavelengths, each transmitting at NRZ bit-rate B Gbit/s. The outputs are converted from NRZ-to-RZ pulses using the EAM as a pulse carver (a single EAM may also be used to carve all WDM source simultaneously). A dispersive delay line is then used to stagger the pulses in 1/ (B ×W )-ps increments. The W staggered data-modulated pulse trains and local CW source (at a wavelength different from the input wavelengths) are copropagated through a XPM fiber WC.
The cumulative set of eye patterns for the time-staggered four individual 10-Gbit/s WDM channels after the EAM and the dispersion delay line are shown in Fig. 7(a) . Figure 7(b) shows the single 40-Gbit/s OTDM stream after the WC. BER measurements were performed on the output by demultiplexing of the data into four 10-Gbit/s channels. BER measurements were performed on each of the four OTDM channels by demultiplexing of the 40-Gbit/s data. A 3-dB receiver power penalty at a BER of 10 −9 was observed between one of the original 10-Gbit/s NRZ channels and all the demultiplexed OTDM channels. The penalty is primarily the result of cross talk between the WDM channels in the first EAM in the NRZ-to-RZ conversion process, and also partly the result of the high loss in the EAM, which decreases the signal-to-noise ratio (SNR) after the EDFA.
4.B. All-Optical OTDM-to-WDM Demultiplexer
Simultaneously demultiplexing OTDM to WDM is possible with the fiber-based XPM WC and was demonstrated in Ref. [23] . This technique has the potential to operate at high bit rates over a wide wavelength range. Other approaches to multichannel demultiplexing include InP Mach-Zehnder interferometer converters [24] , four-wave mixing (FWM) in semiconductor optical amplifiers [26] , and FWM via super continuum light-source generation in a highly nonlinear fiber [25] .
The fiber XPM simultaneous demultiplexer operates as illustrated in Fig. 8 . An Nchannel RZ OTDM data stream at wavelength λ i and bit rate B Gbit/s is demultiplexed into lower-bit-rate channels, each on a different output wavelength λ 1−N . The N WDM local control pulses are generated by a set of CW fixed-frequency lasers that are combined and pulse modulated by a single EAM at the repetition rate B/N. The EAM switching window is slightly larger than the input OTDM pulses. At the output of the EAM, N temporally overlapping WDM control pulses with repetition rate B/N are found. A dispersive delay line (optical fiber) is used to separate these pulses into N temporally discrete clock channels each (1/B) s apart. The EAM switching window is synchronized with the input OTDM data by use of a clock recovery circuit in order to align the WDM control pulses with the OTDM input. Both WDM control pulses and OTDM pulses are copropagated in the dispersion-shifted fiber (DSF) such that every WDM control pulse overlaps with one of the time channels from the incoming data stream. The incoming intensitymodulated OTDM signal generates double sidebands on each WDM channel (via XPM) corresponding to the data in the synchronized time slot. One of these sidebands is filtered to convert phase modulation to amplitude modulation. A WDM filter, such as an arrayed waveguide (AWG) of appropriate filter bandwidth, can be used for simultaneously filtering and separating the sidebands for all WDM channels. BPFs at the output of the AWG help in further improving the extinction ratio and the pulse shape of the demultiplexed signals. Further experimental details are reported in Ref. [23] .
The measured eye diagrams for the input 40-Gbit/s OTDM signal and four 10-Gbit/s demultiplexed channels are shown in Fig. 9 . The measured demultiplexed pulses were broader than the input pulses because of the narrow-bandwidth optical filter that is used to obtain the demultiplexed channel. The measured BER curves for the original 10-Gbit/s data filtered with a 0.2-nm BPF (back-to-back) and the four demultiplexed 10 Gbit/s channels are shown in Fig. 10 . There is a maximum penalty of 1 dB (at BER 10 −9 ) observed between the back-to-back and one of the four demultiplexed channels.
The power penalty can be attributed to the channel interference that results from passive multiplexing to generate OTDM data, the high loss in the EAM, which decreases the SNR of the generated control pulses after amplification and the process of demultiplexing. Because both the EAM and the WC are polarization sensitive, the polarization dependence of the system is approximately 2-3 dB. Unlike in other schemes, the demultiplexing window in this technique is determined by the pulse width of the incoming data signal, and thus the local clock pulses can be broad; for example, in this demonstration the local clock pulses were as broad as 14.0 ps.
4.C. All-Optical OTDM Add-Drop Multiplexer
The OTDM time-channel add-drop multiplexer is used to extract and inject data directly into the OTDM bearing portion of the network. Various methods of performing OTDM add-drop (OTDM-AD) have been demonstrated to date. All-optical techniques include using an EAM to drop and insert a channel [27] and a monolithic InP Mach-Zehnder interferometer [28] . The fiber XPM converter can also be used to perform this function. Dropping a 10-Gbit/s data channel from an incoming 40-Gbit/s OTDM data signal and inserting a new 10-Gbit/s data channel in its place while performing 2R regeneration on the through-going data was demonstrated in Ref. [29] . Fig. 11 . OTDM add-drop multiplexer.
The OTDM-AD is illustrated in Fig. 11 . An incoming OTDM data stream at any wavelength λ i is input to the first stage of the OTDM-AD. A local 10-GHz drop clock at any wavelength λ k is synchronized with the channel to be dropped from the incoming signal. A local through clock at an internal wavelength λ j is synchronized with the remaining channels of the incoming data signal. We obtain the through clock by multiplexing a 10-GHz pulse stream such that there are three pulses that are 25 ps apart and the fourth time slot is empty.
This technique, coupled with a local pulse source with good extinction ratio, yields a good clearing in the empty slot so that a new data channel can be inserted in this empty slot with minimal power penalty. In the first stage of the OTDM-AD the incoming data signal is demultiplexed into the drop channel at λ k and a through channel at λ j by wavelength conversion in DSF. At the output of the first stage a new 10-Gbit/s channel at λ j is added in the empty time slot of the through channel. A second WC is used to convert the multiplexed through channels and the new add channel to the original incoming wavelength λ i . The second WC is required only if the through signal needs to be at the original incoming wavelength, since self-wavelength conversion is not possible in such a WC.
The results for this implementation are summarized in Figs. 12 and 13. The eye diagrams of the input 40-Gbit/s data stream, the drop channel, the through channels, and the transmitted channels before and after transmission are shown in Fig. 12 . The eye diagrams indicate clear open eyes; regenerative capability is also evident from the improvement of extinction ratio improvement and the equalization of the pulse heights before and after the WC.
The 40-Gbit/s transmitted channels were demultiplexed to 10 Gbit/s by use of an EAM. BER measurements were performed on each 10-Gbit/s channel individually, and the resulting BER curves are shown in Fig. 13 . The gray dashed curves indicate the BER curves of the transmitted channels after 50 km of DSF. As can be observed from the figure there is Fig. 12 . Eye diagrams for all optical OTDM add-drop multiplexer demonstration. Fig. 13 . BER curves for all the channels before and after transmission. a maximum power penalty of approximately 1 dB between the 10-Gbit/s back-to-back and the worst of the through channels. The reason for this power penalty is that the through clock pulses were not exactly 25 ps apart. It can also be observed from the figure that there is an improvement in the power penalty after transmission; this we believe is due to the compression from being transmitted in the anomalous dispersion region.
4.D. All-Optical OTDM Wavelength Multicasting
The ability to multicast high-speed data with today's electronic techniques can be prohibitively expensive, cumbersome, and power hungry as bit rates climb to 40 Gbit/s and above. All-optical multicasting approaches have the potential to address these issues. We have demonstrated the use of the all-optical WC to multicast at 40 Gbit/s [30] . The novelty of this approach is that we do not split the original optical power into multiple copies. The data are replicated simultaneously on multiple wavelengths within a single WC. The broadcast channels can be chosen on a packet-by-packet basis to enable or disable broadcast services to different users. The nonlinear wavelength-conversion process also performs 2R regeneration of the original data signal as seen by an equalization of output RZ pulse levels. The multicast scheme is illustrated in Fig. 14 . The incoming signal imposes phase modulation on different CW signals simultaneously by use of XPM in fiber. The phase modulation causes spectral broadening of the CW signals. A WDM filter such as an AWG is used for simultaneously routing and filtering the spectrally broadened phasemodulated channels. The wavelengths of the CW signals are chosen such that they are notched out by the AWG, and the sidebands generated by XPM are routed to different ports of the AWG. A second BPF is used to further improve the extinction ratio and pulse shape of the multicast channels. The results of the wavelength multicast demonstration at 40 Gbit/s are shown in Figs. 15 and 16 below. Figure 15 shows the receiver sensitivity for all 4 input (back-to-back) channels and the 32 output 10-Gbit/s channels. The receiver sensitivity for the input channels was measured to approximately −35.0 dBm, whereas the receiver sensitivity for the output channels ranged from −34.1 dBm to −35.2 dBm. For each of the eight multicast wavelengths, the demultiplexed 10-Gbit/s OTDM channel with the lowest receiver sensitivity was selected, and a complete BER plot was obtained. From Fig. 16 , it is observed that the maximum power penalty for multicasting with this scheme was 1.5 dB. 
4.E. Optical Label Read-Write
The capability to monitor and manage data streams and resources is critical in the deployment, management, operation, and reliability of optical networks [31] . Optical labels are carried on data streams and can be attached, read, removed, and replaced without converting the primary to the optical domain. This capability allows network-level information to be carried with data and monitored and manipulated at various points in the network. Optical labels can be used in circuit-switched, burst-switched, or packet-switched networks [32] . Optical labels using optical subcarriers or serial time domain are two approaches that have been demonstrated. Subsystems that allow labels to be inserted and replaced with scaling to high bit rates and providing regenerative functionality are critical to future networks. In this section we describe how the fiber XPM converter can satisfy these requirements.
An example of optical labels for an OTDM packet-switched network is illustrated in Fig. 17 . Packets entering the network at an ingress router are encapsulated with a low-bitrate optical label. The routing hardware within the network is designed to handle packets independent of their bit rate yet be able to process optical labels to make routing decisions. Each optically labeled packet is forwarded to a core optical packet router whose function is to remove the label, read the label, electronically compute a new wavelength and label, attach a new label to the packet, and convert the packet and label to a new optical wavelength. Since the optical labels are at low bit rates, the routing process is fast and low cost. At the network egress router, optical labels are removed and the packet is handed back in the same form it entered the network.
The label-swapping function may be implemented at 40-and 80-Gbit/s rates and higher by use of the fiber XPM WC [8] . This approach has been demonstrated with the configuration in Fig. 18 . The label-processing layer is electronic and used to compute the new label Fig. 18 . Implementation of all-optical label eraser-adder.
as well as the outgoing wavelength. Packets are coded using the RZ format and optical labels coded using NRZ format. The fiber XPM converter erases the NRZ label and converts the RZ packet to the new outbound wavelength determined by the NRZ label. While the RZ packet efficiently modulates sidebands through fiber XPM onto the new CW wavelength, the NRZ label is not efficiently converted by XPM and the label is erased. The converted packet with the erased label is passed to the converter output where it is reassembled with the new label, which has been prewritten onto a local laser. This all-optical label-swapping (AOLS) scheme was implemented for optical packets at 80-Gbit/s converted to two different wavelengths. BER measurements of the wavelengthconverted packets after label swapping are shown for each of the 10-Gbit/s demultiplexed channels in Fig. 19(a) . The solid curves are the BER curves for the original 1555-nm packet. A power penalty of ∼2 dB is observed for the 1548-nm wavelength-converted packets, shown by the dashed curves, and a power penalty of ∼3 dB is observed for the 1542-nm wavelength-converted packets, shown by the dashed-dotted curves. The increase in the power penalty for the 1542-nm packets is due to the increased loss in the EAM. Figure  19 (b) shows the BER curves for labels that have been erased and rewritten. A power penalty of ∼4 dB is incurred at the first hop, and an additional power penalty of 1 dB is incurred at the second hop.
Conclusions
In this paper we have presented a WDM/OTDM network architecture and key subsystems that are designed and built around a common building block: the ultrafast nonlinear fiber cross-phase modulation (XPM) WC. These subsystems include OTDM multicasting, WDM-to-OTDM and OTDM-to-WDM translation, OTDM add-drop multiplexing, and optical label replacement. The ultrafast WC is demonstrated to operate at 40 and 80 Gbit/s and has the capability to scale to bit rates in excess of 100 Gbit/s. This approach demonstrates the capabilities of ultrafast all-optical WCs to achieve the required functionality and minimize power inefficient optical-electronic-optical (OEO) conversions for functional interfaces and network elements that run at high bit rates. The fiber WC has the potential to be compact and, with improvements in nonlinear optical technologies, to be integrated, thus making this a viable approach for ultrafast optical networks. However, to build a high-speed network with the ultrafast fiber WC as described above, the cascadability of the fiber WC has to be demonstrated. Our simulations indicate that the fiber WC is cascadable for 10 hops and possibly more. In future research we plan to include experimental demonstration of the cascadability of the fiber WC.
