Aspects of quantum gravity theory and phenomenology by Zampeli, Adamantia & University of Lethbridge. Faculty of Arts and Science
University of Lethbridge Research Repository
OPUS http://opus.uleth.ca
Theses Arts and Science, Faculty of
2014
Aspects of quantum gravity theory and phenomenology
Zampeli, Adamantia
Lethbridge, Alta. : University of Lethbridge, Dept. of Physics and Astronomy, 2014
http://hdl.handle.net/10133/3593
Downloaded from University of Lethbridge Research Repository, OPUS
ASPECTS OF QUANTUM GRAVITY THEORY AND
PHENOMENOLOGY
ADAMANTIA ZAMPELI
Bachelor of Science, National Technical University of Athens, 2008
Master of Science, National Technical University of Athens, 2010
A Thesis
Submitted to the School of Graduate Studies
of the University of Lethbridge
in Partial Fulﬁllment of the
Requirements for the Degree
MASTER OF SCIENCE
Department of Physics and Astronomy
University of Lethbridge
LETHBRIDGE, ALBERTA, CANADA
© Adamantia Zampeli, 2014
ASPECTS OF QUANTUM GRAVITY THEORY AND PHENOMENOLOGY
ADAMANTIA ZAMPELI
Approved:
Signature Date
Supervisor: Dr. Arundhati Dasgupta
Committee Member: Dr. David Kaminski
Committee Member: Dr. Marc Roussel
Committee Member: Dr. Ken Vos
Committee Member: Dr. Mark Walton
External Examiner: Dr. Theodosios Christodoulakis
Chair, Thesis Examination Committee: Dr. B. Seyed-Mahmoud
Abstract
Quantum gravity deals with the formulation of a physical theory consistent with both
quantum and gravitational principles. The formulation is based on two main methods
of quantisation, the canonical and the covariant one. In the ﬁrst part of the thesis, the
main problems of each method of quantisation are stated. In particular, the problem
of time is analysed in the canonical quantisation framework and the conformal sickness
problem of the Euclidean quantum gravity is studied with covariant methods.
Quantum gravity phenomenology is studied through two models. The ﬁrst one is
a cosmological model obtained by reduced phase space quantisation. Implications for
the early era of the universe as well as how phantom ﬁelds might arise are studied.
The second one deals with the calculation of the response function of a detector in
the presence of Dirac ﬁelds in a 2+1 dimensional spacetime. The spectrum detected
is expected to invoke the apparent inversion of statistics of a quantum ﬁeld. This cal-
culation might have potential indications for the actual detection of thermal radiation
in a graphene sheet.
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Chapter 1
Introduction
1.1 Quantum gravity
Our present understanding of nature is interpreted in two theoretical frameworks,
quantum theory and the general theory of relativity. Quantum theory and its succes-
sor, quantum ﬁeld theory, are the basis of all diﬀerent kinds of matter and interactions,
electrodynamics and the weak and strong interactions. Quantum theory changed our
perception of the physical world by claiming that Nature is quantum in principle and
that the classical world emerges from the quantum one. As a consequence, the funda-
mental physical laws should not be formulated to respect the classical concepts, but
the quantum ones where the uncertainty principle and the principle of superposition
are essential.
General relativity completed the revolution in physics that took place in the be-
ginning of the last century. The special theory of relativity already had given a new
insight on how to think about space and time, by unifying the two notions into one,
the spacetime continuum. But general relativity, apart from being a theory of gravi-
tational interactions, declared that spacetime interacts with matter and is no longer
a background scenery, in which all the action takes place between all kinds of matter.
Rather, spacetime is as dynamical as any other physical entity and it deserves to have
its own dynamical laws and interactions. It aﬀects the motion of matter and is aﬀected
as well by matter. General relativity, however, is a classical theory. If one accepts
the quantum nature of our world, then general relativity is not a fundamental theory.
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Rather, it is an eﬀective theory valid only in a limited domain and will be superseded
by a more fundamental quantum theory of gravity, in the same way general relativity
superseded Newtonian theory. In this sense, the revolution that started in the last
century is unﬁnished. A big task for physicists is to understand what a quantum the-
ory of gravitational interactions widely known as quantum gravity would look like.
It is estimated, mainly from dimensional arguments, that its domain of applicability
is the Planck scale. The Planck scale is deﬁned by the unique way the fundamental
constants, the speed of light c, the gravitational constant G and the Planck constant
~ combine to give units of length, time and mass (see e.g. [1]).
lP =
r
~G
c3
 1:62 10 33cm (1.1)
tP =
lP
c
=
r
~G
c5
 5:4 10 44s (1.2)
mP =
~
lP c
=
r
~c
G
 2:17 10 5g  1:22 1019GeV (1.3)
That the Planck scale should be the relevant scale for quantum gravity can be seen
as follows: At that scale, both the gravitational eﬀects and the quantum eﬀects are
non-negligible. Thus, the two characteristic lengths that the two theories deﬁne, the
Schwarzschild radius lS  2Gmc2 and the Compton wavelength lC  ~mc should be equal
and this equality identiﬁes the Planck length1.
The formulation of a quantum theory of gravity is very important because it
is expected to resolve several issues that appear in general relativity and quantum
ﬁeld theory. For example, it is known that general relativity predicts its own break-
down in certain situations as black holes and certain cosmological models, such as
the Friedmann–Lemaître–Robertson–Walker (Friedmann-Lemaître-Robertson-Walker
(FLRW)) metric, relevant for the description of the present state of the universe and
1This can be shown by solving the relation for the Compton length with respect to the mass m
and substituting the result in the relation for the Schwarzschild length.
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its history. Another equally important open research topic relevant to a quantum
gravity theory concerns the quantum origin of the universe and consequently how
the classical world emerges from it. The formulation of a consistent theory of quan-
tum cosmology is therefore in order. Such a theory can be part of the full theory of
quantum gravity.
However, the formulation of a full theory of quantum gravity is not an easy task
and has become a great challenge for theoretical physics for over 50 years, because of
both conceptual and practical problems that arise, the most important of which are
[2]:
(i) The Planck scale is inapproachable by any contemporary conceivable experi-
ment. As a result, there exist no empirical data that could be used as a guide in
this exploration. This fact also makes it diﬃcult to test any proposal for a the-
ory of quantum gravity. However, progress has been made in the last few years
in this respect from the quantum gravity phenomenology perspective which will
be discussed in the next section.
(ii) The fundamental principles of the two ingredient theories, quantum ﬁeld theory
and general relativity, are so distinct and contradictory2 that they pose appar-
ently insurmountable obstacles in the road to quantum gravity. Therefore, as
Isham and Butterﬁeld comment in [2], we are in front of a paradox: having
two extremely successful ingredient theories that cannot be combined to give a
consistent physical theory.
2Some of the contradicting principles of general relativity and quantum theory are:
• The diﬀerent nature of time in the two theories: the dynamical time in general relativity vs
the ﬁxed static parameter in quantum theories.
• The diﬀerent principles of a classical theory such as general relativity and the quantum prin-
ciples. In particular,
– In classical theories, the physical quantities have deﬁnite values.
– In quantum theories, the physical quantities do not in general have deﬁnite values because
they are subject to the Heisenberg’s uncertainty principle. This leads to their description
by probability distributions over many diﬀerent values.
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The conceptual problems appear in two ways. There are problems already existing
in the underlying theories and problems that arise when one tries to combine such
theories, because of their fundamentally diﬀerent formulations. The problems of gen-
eral relativity related to the construction of quantum gravity are to understand the
role of diﬀeomorphisms and how to implement them in a quantum theory, as well
as the ontological status of the spacetime points, i.e., if the points have meaning
by themselves or are just mathematical representations of the theory. An issue of
equal importance is the nature of the gravitational interaction and in particular the
equivalence principle3. The equivalence principle allows one to represent gravity as a
property of spacetime itself, rather than as a ﬁeld propagating in a passive spacetime
background as happens in Newtonian gravity.
On the other hand, questions such as how to quantise a classical theory, what
is an observable in quantum gravity, or what is the role of the observer emerge as
problems in a theory of quantum gravity because of the fundamental problems of
quantum theory. These are the meaning of the probability, the role of measurement,
the reduction of the state vector and quantum entanglement. These problems arise
speciﬁcally in the framework of the conventional Copenhagen interpretation of quan-
tum theory [2, 4]. This interpretation is incompatible with quantum gravity, since all
structures related to spacetime would probably have to stay classical because they are
thought to be necessary ingredients for the measurement process. For the purposes
of quantum gravity, however, such a viewpoint is insuﬃcient and probably inconsis-
tent. The main aim in constructing quantum gravity is to get rid of any external
structure and render the theory background independent which is the opposite from
what happens in the Copenhagen interpretation. Similar arguments are true for the
3The equivalence principle rests on the equality of gravitational and inertial mass. It states that:
at every spacetime point in an arbitrary gravitational ﬁeld it is possible to choose a ‘‘locally inertial
coordinate system” such that, within a suﬃciently small region of the point in question, the laws of
nature take the same form as in special relativity (see e.g. [3]). By small it is meant that the region
should be small enough so that the gravitational ﬁeld stays constant throughout it.
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case of quantum ﬁeld theory due to the fact that its ontological basis is the same as
in quantum theory, i.e., the ﬁxed ﬂat background.
From the above short analysis it is understandable that the conﬂict between gen-
eral relativity and quantum theory lies in the issue of background independence. This
issue is incorporated to some extent in the problem of time in quantum gravity [5, 6].
The problem of time has its origin in the fact that quantum theory is formulated with
respect to a classical framework. Thus, time is treated as an external parameter to
the system and the system does not interact with space and time (ﬁxed background).
On the contrary, in general relativity time has no diﬀerent status from the other co-
ordinates and in addition, the matter ﬁelds interact with the spacetime metric which
is the gravitational ﬁeld itself.
The diﬃculties mentioned above have naturally led to more than one proposal for
a theory of quantum gravity. Therefore, the term quantum gravity is used to describe
all the spectrum of approaches that try to unify general relativity and quantum ﬁeld
theory. Three main strategies have been adopted for the resolution of these problems
and the construction of a theory of quantum gravity (see e.g.[1, 5, 2]):
1. The ﬁrst approach is to start with a given classical theory of gravity and apply
heuristic quantisation rules. For example,
• Start with general relativity and quantise it to obtain quantum general
relativity or quantum geometrodynamics or,
• Start with a diﬀerent classical theory of gravity such as Brans - Dicke
theory and apply heuristic quantisation rules.
There are two diﬀerent quantum algorithms to apply in the classical theory,
the canonical and covariant, which we analyse later in this section. The ﬁnal
theory has to give general relativity and the Standard Model of particle physics
in two diﬀerent low energy limits. The obvious advantage of this approach is
5
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that the starting point is already known and this is certainly helpful. However,
one does not obtain a uniﬁed theory of all physical interactions. Examples of
known theories are quantum geometrodynamics, loop quantum gravity (e.g. [7])
and causal dynamical triangulations (CDT) (e.g.[8]).
2. Start from a fundamental quantum theory that is not a quantization of a classical
theory and try to derive quantum general relativity and the Standard Model of
particle physics as low energy limits. An example of this approach is string
theory. Although these approaches yield a uniﬁcation of all interactions, the
starting point is highly speculative.
3. The third approach, which is the most revolutionary, is to start from a set of
fundamental principles and formulate a new theory of which the low energy lim-
its are general relativity and quantum ﬁeld theory. These principles come from
the ingredient theories. A major question in this approach is how to actually
select the ingredient principles. Experiments might help on this selection since
they can verify the validity of certain principles in a variety of energy scales.
But still, it is perfectly possible that both of the input theories break down at
higher energies. An interesting theory in this category is causal sets theory [9].
Since the language of physics is the technical framework in which it is expressed,
it is expected that part of the general problem of how to build a quantum gravity
theory is the existent technical framework of the quantisation rules. This framework
can be summarised as
(a) Canonical: The canonical framework both enlightens the steps taken towards
quantum gravity and generates a variety of problems. One starts with the Hamil-
tonian formulation of general relativity by casting the spacetime into space and
time and by isolating the geometrical entities functioning as the position and
conjugate momentum variables, and then quantises them. In gravity, the role of
6
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the position variable is played by the gravitational metric. The quantisation can
be cast by using two diﬀerent algorithms. One is the reduced phase space quan-
tisation in which one ﬁrst constrains the system by eliminating the non-physical
degrees of freedom and then quantises the system. The second method is to follow
the Dirac algorithm by quantising without singling out at the classical level the
non-physical, non-propagating degrees of freedom.
The quantisation procedure brings into play the uncertainty principle and the
probabilistic nature of quantum theory. The new quantum picture, therefore, is
one of ﬂuctuating geometry of the space, because of the quantisation of the metric.
This comes in contradiction to the ordinary quantum theory that presupposes a
well-deﬁned classical background against which to deﬁne the ﬂuctuations. As
a result, in this framework, there appears a diﬃculty in giving meaning to the
quantisation procedure because the commutation relations cannot be deﬁned on
a ﬁxed background. This also raises interpretational problems of the theory from
which it is not clear how to obtain any physical meaning and predictions.
Even with the above mentioned problems, the Hamiltonian framework is still a
very powerful method not least because it heavily lies on the classical general
relativity and consequently it should be the correct fundamental classical limit
of an underlying quantum theory. Therefore, any quantum theory of gravity
constructed starting from general relativity should still be valid as an eﬀective
theory in a certain limit, even if this theory is superseded by a more fundamental
theory. In addition, a big amount of its mathematical methods are also used in
approaches using the covariant framework, such as string theory, which employs
the methods of quantisation of constrained systems, and covariant perturbation
theory. Finally, an aspect that is very important and is studied in this thesis as
well is that many problems of quantum gravity are exhibited more clearly in this
formulation. The most important one is the problem of time.
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(b) Covariant: It preserves the 4-dimensional covariance at each step. Here, we can
also distinguish two methods, the path-integral and the perturbative method [10].
The covariant, or path-integral or sum-over-histories method, starts with a La-
grangian framework. In its early days this approach was not popular because of
the severe non renormalisability and the unboundedness of the gravitational ac-
tion. In later years, though, it became popular in a perturbative framework and
is used in the formulation of string theory. However, perturbation methods can-
not reveal the full aspects of a new theory of quantum gravity. New approaches
and techniques are in order to calculate the gravitational path integral. These in-
volve new techniques but also the construction of new nonperturbative approaches
to quantum gravity, such as the causal dynamical triangulation (CDT) and the
causal set approach. As for the techniques, an important one is the Euclidean
approach to quantum gravity. This approach is motivated by the Wick rota-
tion performed during the path integral calculations of quantum ﬁeld theory and
brings the method into the gravitational theory. However, a problem that arises
in gravity is the unboundedness of the gravitational action and it is a severe one.
Attempts to resolve it by eliminating the conformal degree of freedom have been
reported initially in [11, 12] and progress has been made later in [13, 14, 15]. Eu-
clidean quantum gravity has been used in cosmological models with interesting
results so it is required that a resolution of the unboundedness of the action be
found in the context of non-perturbative quantum gravity.
1.2 Quantum gravity phenomenology
A theory valid at the Planck scale where both quantum and gravitational eﬀects
are strong enough not to be ignored is constructed in a very diﬀerent way from other
physical theories, as already analysed in the previous section. The reason for this
diﬀerent epistemological approach is that there are no direct experimental data from
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the Planck scale realm to give any insight. quantum gravity theories are constructed
by borrowing several assumptions, physical principles and mathematical frameworks
from theories already checked for their validity in their domain of applicability. How-
ever, it becomes extremely important to have access to experimental and observational
data to make the necessary contact of the theoretical framework of quantum gravity
with the real world. This can be achieved not by searching directly at the Planck
scale, but by looking for indications of Planck scale eﬀects in lower energy scales.
Therefore, development of intuition for some quantum gravity eﬀects is necessary so
as to know what we are looking for. This intuition can be gained in the context
of quantum gravity phenomenology [16, 17, 18], which mainly employs two ways to
achieve this. The ﬁrst is to analyse the structure of the formalisms used in quantum
gravity theories and ﬁnd the low energy limit. Then one compares their predictions
at this limit with data from current experiments. A second method is to construct
test theories that can be used both to assess the progress of experimental sensitivity
and as common language between experimentalists and quantum gravity theorists.
Experimentally, the strategy to gain access to the Planck scale realm is to ﬁnd ex-
perimental contexts in which there is eﬀectively a large ampliﬁcation of some small
eﬀects of interest.
Some of the ideas that are used in quantum gravity theories for which experimental
data could help clarify their status and validity are: (i) ideas on the discrete or
continuous nature of spacetime: whether it is fundamental or it is just a distinction
on the level of the description, how discreteness aﬀects the properties of ﬁelds and
spacetime e.g. the symmetries of the theory, (ii) Lorentz symmetry: does it remain
valid, break down or is it deformed at the Planck scale, (iii) dynamical dimensional
reduction: is the transition from four to two spacetime dimensions indicated from
some quantum gravity theories (e.g. CDT) generic or not, (iv) the problem of the
cosmological constant: is it an ultra-violet or infra-red problem, is it time-dependent
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and what are the experimental bounds?
Experimental and observational procedures can probably test some of the above
mentioned ideas. The places to search are astronomical objects such as gamma ray
bursts (GRBs), TeV photons and high-energy cosmic rays (threshold anomalies, time
delay measurements, polarisation eﬀects) as well as the huge detectors built on Earth.
Even though these machines run in much lower energies from the energies we are in-
terested in quantum gravity, it might be possible to test the low energy eﬀects of some
quantum gravity theories might be possible to be tested in the future. In addition,
in the last few years there has been a considerable progress in the construction of the
theoretical framework for experimental tests of analogue gravity in condensed matter
systems.
Other possible ways to gain some insight from the theoretical perspective is the
semiclassical one, the quantum ﬁeld theory in curved spacetimes. It is semiclassical
because the matter ﬁelds are quantised while the gravitational metric is not. It is in
this framework that important results such as Hawking radiation, black hole entropy
and, in general, black hole thermodynamics laws have been derived [19, 20]. These
results serve as a testbed for the quantum gravity approaches. Moreover, they also
give motivation for the introduction of the idea of emergent gravity [21]. One of the
variants of this idea claims that gravity is to be understood as an emergent, long
wavelength phenomenon, which means that, at the macroscopic level, spacetime is
smooth and continuous and the ﬁeld equations have a phenomenological status. At
the microscopic level, however, this continuum breaks down and spacetime should
be described by diﬀerent degrees of freedom, not yet known. A classical analogy to
this approach is to consider ﬂuid dynamics. At the macroscopic level, the equations
of motion of the ﬂuid (Navier-Stokes, continuity equation) are phenomenological and
should be replaced at the microscopic limit since the continuum picture is replaced
by the molecules of the ﬂuid. In the same sense one can claim that the gravitational
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equations of motion, i.e., the Einstein equations, are phenomenological and can be
obtained in this framework as thermodynamical equations.
1.3 This thesis
The purpose of this thesis is the exposition and study of some aspects of quantum
gravity.
• Chapter 2 deals with the essentials of the canonical formulation of general rel-
ativity. This formulation is the basis of the canonical approach to quantisation
of the gravitational theory studied in chapter 3.
• In chapter 3 the canonical quantisation is studied under the prism of two ap-
proaches. The ﬁrst is the reduced phase space quantisation or choice of time
coordinate before quantising the system and the second is the Dirac quanti-
sation or choice of time after quantisation. These are the two prototypes for
the canonical quantisation. The problem of time and the implications of each
method for the theory of quantum gravity are discussed after the mathematical
framework is presented.
• In chapter 4 the alternative approach to the construction of quantum gravity
is presented, that is the covariant one. The problems of covariant quantum
gravity are stated brieﬂy mainly in relation to Euclidean quantum gravity. The
problem of the unboundedness of the Euclidean gravitational action is studied
and a possible solution is presented in the context of non perturbative quantum
gravity.
• Chapter 5 is devoted to quantum cosmology. Quantum cosmology is the study of
the origins of the universe. A quantised gravitational theory is necessary for this
study. The main aspects of the ﬁeld are stated and the minisuperspace models
that are mainly used are brieﬂy described. Then, a short reference to classical
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cosmology and scalar-ﬁeld models of dark energy is made. This will be useful
in the last section of the chapter where a cosmological model is studied. This
model was ﬁrst reported in [22]. This is a minisuperspace model that has been
quantised with the method of selecting time before quantising. The analysis
with the help of Euclidean quantum gravity leads to some results regarding
phantom energy, a type of dark energy.
• Chapter 6 describes the ﬁrst steps in an exploration of quantum gravity phe-
nomenology and in particular the description of analogs of quantum gravity
eﬀects in a condensed matter system. This system is a 2-dimensional sheet of
graphene that resembles the part of a 2+1 dimensional spacetime outside the
horizon of a black hole. Since the technical diﬃculties regarding the construc-
tion and stability of a graphene sheet become less trivial due to technological
developments, this spacetime might be realisable in the lab. Then, it can be
used to test an interesting eﬀect arising in the context of quantum ﬁeld theory
in curved spacetime, the apparent inversion of statistics of a quantum ﬁeld in
spacetimes of odd dimensions. In the chapter, a short explanation of the ef-
fect is provided and some new calculations on 2 + 1-dimensional spacetime are
performed for a Dirac ﬁeld. The results are stated and some conclusions are
drawn.
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Chapter 2
Hamiltonian formulation of
General Relativity
2.1 Introduction
The Hamiltonian formulation of general relativity [23] plays an important role in
the development of numerical relativity and quantum gravity. In general relativity
few, relative to other theories, exact solutions to the Einstein equations are known
because of the high degree of complexity of the ﬁeld equations. Numerical relativity is
the ﬁeld of classical general relativity in which one tries to ﬁnd approximate solutions
to the Einstein ﬁeld equations with the aid of the computers. The Hamiltonian
method is used in order to replace the second order diﬀerential equations by ﬁrst
order equations, rendering the problem in this way much easier for the computer to
tackle. In the ﬁeld of quantum gravity, the advantage of the Hamiltonian formulation
lies on the fact that the quantisation procedure is more clear than other methods and
can shed light on a variety of problems regarding the quantisation of a gravitational
system. We discuss quantisation matters in the next chapters in more detail, so we
do not comment here further.
The advantages of the canonical formulation mentioned above are a result of its
possession of some very valuable properties, the most important probably being the
fact that it reveals the gauge character of general relativity and its ﬁeld-theoretic con-
tent instead of its geometric properties. General relativity is a theory with constraints,
their presence being explicit in its canonical formulation. By imposing the constraints
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on the gravitational ﬁeld, it is possible to make the distinction between the physical
and unphysical degrees of freedom of the gravitational ﬁeld clear and determine the
minimal number of variables that describe the state of a system. Then, the Poisson
bracket relations are formulated straightforwardly and this leads to the replacement
of the second order diﬀerential equations by the ﬁrst order ones, a step that makes
the technical problems easier to deal with. During the procedure of imposing the
constraints, the time variable has been singled out. This gauge choice, however, does
not inﬂuence the general covariance of the theory.
The physical interpretation of the theory is also straightforward. The canonical
variables represent the independent excitations of the gravitational ﬁeld and thus
provide a way of deﬁning gravitational radiation in a coordinate-independent way,
while the numerical value of the Hamiltonian of a state of the system is interpreted
as the total energy of the system, as in the case of classical mechanics.
In this chapter we describe the Hamiltonian formulation of classical general relativ-
ity. This will reveal all the features discussed already and, in addition, it will provide
the mathematical tools that we will need in the next chapters for the quantisation of
general relativity.
2.2 The 3+1 decomposition
In order to write the Hamiltonian formulation of general relativity, we have to
split the 4-dimensional spacetime represented by the manifold and metric (M;)
into space and time with topology M ' R , where  can have any arbitrary ﬁxed
topology. This 3+1 splitting of M is possible only when M is globally hyperbolic
because of a theorem due to Geroch which states that: if the spacetime is globally
hyperbolic4, then it is necessarily of this kind of topology [24]. This topology induces a
foliation t := Xt() where Xt :  !M is an embedding deﬁned by Xt(x) := X(t; x).
4See in the appendix for a deﬁnition.
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Figure 2.1: Foliation
Similarly, we have the diﬀeomorphismX : R !M ; (t; x)! X(t; x) := Xt(x). Any
two foliations X : M ' R  and X 0 : M ' R 0 are related by a diﬀeomorphism
 2 Diff(M), where  = X 0 X 1 and Diff(M) is the group of all diﬀeomorphisms on
the manifold M. The arbitrariness in the choice of the foliation is equivalent to the
invariance of the Einstein-Hilbert action under the action of the group Diff(M).
One uses the foliations to cast the action in the 3+1 decomposition. The foliation
is parametrised by the deformation vector which is [7]
T (X) :=

@X(t; x)
@t

X=X(x;t)
=: N(X)n(X) +N(X) (2.1)
where ;  = 0; 1; 2; 3 are the spacetime indices, n is a unit normal vector to t, i.e.,
n
n = s, where s =  1 for the Lorentzian case and s = 1 for the Euclidean, and
N is tangential, i.e., nX ;a = 0. The vector ﬁeld n is completely determined
as a function of the metric and the foliation  ; X by these two requirements. The
geometrical meaning of X; N;N, as can be deduced from the ﬁgure, is the following:
1. The deformation vector T (X) represents the ﬂow of time throughout spacetime,
that is, how the hypersurfaces change with time (therefore it represents the
diﬀerences between hypersurfaces at diﬀerent t’s). T (X) is timelike  N2 +
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N
N   0 and N positive everywhere for T (X) future-directed.
2. The shift vector N describes the spatial diﬀeomorphisms on the 3-dimensional
hypersurface , that is, it describes how to move from one point (t; x) on  to
one with (t; x+ dx).
3. The lapse function N describes the evolution from a point (t; x) on  to one
with (t + dt; x). It is the function that represents the shift in the orthogonal
direction to the hypersurface t and it indicates the time passed between the
surfaces, t1 and t2 .
The freedom to choose the lapse and shift denotes the freedom to choose foliation. It
is convenient to parametrise n = (1/N; Na/N), so that N = (0; Na). In terms of
lapse and shift, the metric tensor can be written as
ds2 = dx
dx = (sN2 + gabN
aN b)dt2 + 2gabN
bdtdxa + gabdx
adxb (2.2)
where a = 1; 2; 3 are spatial indices and are contracted with the 3-dimensional metric
gab. Note that the spatial part gab is not in general the intrinsic metric on t which
is given by
g :=    snn (2.3)
and is called ﬁrst fundamental form. The extrinsic curvature or second fundamental
form of t is
K := g

g

rn: (2.4)
This tensor is symmetric and it is connected to the Lie derivative of the intrinsic
metric Lng = 2K . It enters the relation between the Ricci scalar of the t and
that of the 4-dimensional manifold M and is known as Codacci equation [7]
(3+1)R = (3)R  s[KK  K2] + 2sr(nrn   nrn) (2.5)
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where the notation (D)R is used to indicate that the Ricci scalar is of dimension D.
We use the Codacci equation (2.5) to write the Einstein-Hilbert action
S =
1

Z
M
d4x
p
jj (4)R (2.6)
in the 3+1 form with  = 16G
c3
. Then, the action takes the following form [7]
S =
1

Z
R
dt
Z

d3x
p
gjN j((3)R  s[KabKab   (Kaa)2]): (2.7)
The purpose is to write the action in a compact canonical form. In order to do
this, we have to perform a Legendre transform from the Lagrangian density to the
Hamiltonian. First, we have to ﬁnd the canonical variables. One can observe that the
action depends on the velocities _gab; but not on the velocities of N;Na. Therefore,
their conjugate momenta are (see e.g. [7, 25] for a derivation of the following relations
and of most of the relations in this chapter)
pab(t; x) :=
S
 _gab(t; x)
=  s jN j
N
p
g[Kab   gab(Kcc)] (2.8)
(t; x) :=
S
 _N(t; x)
= 0 (2.9)
a(t; x) :=
S
 _Na(t; x)
= 0 (2.10)
The Lagrangian is therefore singular and the system is constrained, since we cannot
solve all velocities for momenta. Hence, we have the primary constraints
C(t; x) := (t; x) = 0 Ca(t; x) := a(t; x) = 0: (2.11)
Therefore, one introduces Lagrange multiplier ﬁelds (x); a(x) for the primary con-
straints and then perform the Legendre transform with respect to the remaining
velocities _gab; _N; _Na. The canonical form of the action, after we perform a spatial
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integration and drop the boundary term is given by
S =
Z
<
dt
Z

d3x

_gabp
ab + _N + _Naa   [C + aCa +NaHa + jN jH]

(2.12)
where
Ha :=  2gbaDcpbc (2.13)
H :=  

sp
g
[gacgbd   1
2
gabgcd]p
abpcd +
p
gR/

(2.14)
are called the spatial diﬀeomorphism and Hamiltonian constraints respectively. The
characterisation of these quantities as constraints will be justiﬁed brieﬂy in the next
section. The quantity in the square brackets
H :=
Z

d3x[C + aCa +N
aHa + jN jH] (2.15)
=:C() + ~C(~) + ~H( ~N) +H(jN j) (2.16)
is the Hamiltonian. The next step is to eliminate the Lagrange multipliers from the
action. To this end, we note that because of the relations _Na = a; _N =  and because
a;  are completely arbitrary, the lapse function and shift vector are also arbitrary.
By treating _Na; _N as Lagrange multipliers and dropping all terms proportional to
Ca; C we get the reduced or canonical ADM action [23]
S =
1

Z
<
dt
Z

d3x( _gabp
ab   [NaHa + jN jH]) (2.17)
which is equivalent to (2.12) insofar as gab; pab are concerned.5 The reduced Hamilto-
nian is
Hred =
1

Z

d3x[NaHa + jN jH] (2.18)
5What is meant here is that the equivalence is on the surface of constraints which is the subject
of the next section.
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and is a linear combination of constraints.
2.3 Symplectic structure
At ﬁxed t, the ﬁelds (gab; Na; N ; pab; a; ) are points in an inﬁnite-dimensional
phase space M. The phase space carries the Poisson brackets
fpab(t; x); gcd(t; y)g = 
2
a(c
b
d)
(3)(x; y) (2.19)
f(t; x); N(t; y)g = 
2
(3)(x; y) (2.20)
fa(t; x); Nb(t; y)g = 
2
ab 
(3)(x; y) (2.21)
and all other vanish. The Poisson bracket is deﬁned to be invariant under diﬀeomor-
phisms of .6 From these, the Poisson brackets of any arbitrary functional on the
phase space can be deﬁned. Equations (2.20) and (2.21) that contain the redundant
variables N;Nb, even though they are often called evolution equations, just describe
inﬁnitesimal gauge transformations and they do not correspond to the physical evo-
lution with respect to a physical (gauge invariant) Hamiltonian (that is the reduced
ADM Hamiltonian).
That structure given, the evolution of a functional with respect to time is de-
ﬁned by its Poisson bracket with the Hamiltonian. For the ﬁelds ~C(t; x); C(t; x)
that are the primary constraints, consistency with the equations of motion requires
_~C(t; x) := f~C(t; x);Hg = 0 and _C(t; x) := fC(t; x);Hg = 0. Instead, we get for the
Poisson brackets of the primary constraints with the diﬀeomorphism and Hamiltonian
constraints
f~C(t; x);Hg = ~H(t; x) fC(t; x);Hg = H

N
jN j(t; x)

(2.22)
6The variation of the action is performed over the manifold M however.
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and therefore we demand the secondary conditions
H(x; t) = 0; Ha(x; t) = 0: (2.23)
These are the Hamiltonian and diﬀeomorphism constraints respectively. Due to the
fact that the reduced Hamiltonian (2.18) is a linear combination of primary and
secondary constraints, it vanishes. Therefore, general relativity is an example of a
constrained system with no true Hamiltonian.
The structure of the phase space determines the evolution equations of the Hamil-
tonian and diﬀeomorphism constraints with the Hamiltonian. These are [7]
fH; ~H(~f)g = ~H(L ~N ~f) H(L~f jN j) (2.24)
fH; H(f)g = H(L ~Nf) + ~H( ~N(jN j; f; g)) (2.25)
where f; ~f are any scalar function and vector ﬁeld on . The above equations are
equivalent to the Dirac or hypersurface deformation algebra [5]
f ~H(~f); ~H(~f 0)g =   ~H(L~f ~f 0) (2.26)
f ~H(~f); H(f)g =  H(L~f ~f) (2.27)
fH(f); H(f 0)g = s ~H( ~N(f; f 0; g)) (2.28)
or explicitly written
fHa(x); Hb(y)g = Ha(y)@yb (x  y) Hb(x)@ya(x  y) (2.29)
fHa(x); H(y)g = H(x)@xa(x  y) (2.30)
fH(x); H(y)g = gabHa(x)@yb (x  y)  gabHa(y)@yb (x  y) (2.31)
Once we know the Hamiltonian ﬂow of the functions ~H(~f); H(f) for any ~f; f we can
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write the equations of motion for any function J on M,
~fJ = f ~H(~f); Jg (2.32)
fJ = fH(f); Jg (2.33)
The Dirac algebra is not a Lie algebra. Only in the case that the constraints vanish
does it become a Lie algebra with gauge transformation group the Diff(M) group.
Therefore the meaning of this algebra is that the constraint surface M, which is a
submanifold of the phase spaceM on which the constraint equations hold, is preserved
under the motions generated by the constraints. The motions of the constraints are
the following: the Hamiltonian constraint is the generator of time diﬀeomorphisms
(orthogonal to ) only when the equations of motion are satisﬁed, while the diﬀeo-
morphisms constraint generates 3-dimensional diﬀeomorphisms on .
The conservation of the constraint equations under the motions generated by the
constraints can be seen by the fact that the right-hand sides vanish on the constraint
surface. Constraints of this characteristic are said to be ﬁrst class, as opposed to
second-class constraints whose Poisson brackets do not vanish on-shell. First-class
constraints generate gauge transformations on the constraint surface and this is indeed
the case for the diﬀeomorphism and Hamiltonian constraints.
The Poisson structure of the theory helps in the counting of the physical degrees
of freedom of a constraint canonical theory by introducing the notion of kinematical
phase space. In the case of gravity that we study, the phase space consists of the 3-
metric and its conjugate momentum (gab; pab) with Poisson brackets as deﬁned above.
Its dimension is (6 + 6) 13 = 12 13.7 On this phase space M, the constraint
surface M is deﬁned which is the space of (gab; pab) satisfying H(g; p)  0 with
7The points in phase space are the 3-metric and its conjugate momentum which are symmetric
2 tensors. Thus, each has 6 degrees of freedom. Now, there are 13 choices of the metric and
respectively of its conjugate momentum at each point of the phase space, hence its dimension is not
just 12 but 1213 [26].
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dimensionality (12   4)  13 = 8  13. However, there is an additional freedom
that has to be eliminated related to the gauge invariance of the spacetime, that
is the Diff(M) invariance. This freedom is related with the choice of the foliation
and the elimination can be done by choosing the lapse function and the shift vector
that uniquely deﬁne a foliation. Equivalently, we have to choose gauge conditions to
impose. These gauge conditions appear in the phase space as orbits on the constraint
surface which span a 4-dimensional manifold at each space point. By dividing the
constraint surfaces with the orbits gives a submanifold of (8   4)  13 = 4  13
dimension. This is the physical phase space. Its dimension at every space point is 4
and thus the theory has 2 degrees of freedom, in agreement with the result one can
ﬁnd from linearised gravity [26]. A demonstration of the phase space is given in ﬁgure
2.28.
Figure 2.2: Phase space M
In addition to the phase space, the conﬁguration space of pure gravity can also
be deﬁned. This is the space of all Riemannian metrics on a 3-dimensional manifold
 of a ﬁxed but arbitrary topology. This space on which the 3-metrics live is called
the superspace. The gauge invariance of gravity, diﬀeomorphisms, which act on the
superspace, leave physical magnitudes such as distances and velocities unchanged.
8Note that the symbols in this ﬁgure diﬀer from our conventions. The notation qab; cd corre-
sponds to the notation gab; pcd respectively used in this thesis.
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These transformations lead to identifying diﬀerent points (i.e. metrics) on the super-
space with the same physical geometry. Therefore two diﬀerent metrics connected
by the action of a class of smooth C1 diﬀeomorphisms are isometrically equivalent
and thus considered to be physically indistinguishable. This equivalence class of 3-
metrics that are equivalent to one another under coordinate transformations are called
3-geometries.
2.4 Conclusions
In this chapter we discussed the Hamiltonian formulation of general relativity that
is essential for the canonical quantisation discussed in the next chapter. The power of
this formulation is that it reveals the constraint nature of general relativity and casts
it as a classical gauge theory. This helps to make contact with the gauge theories
of particle physics even though general relativity diﬀers from them essentially.9 This
chapter is the basis for chapter 3 and gives insight onto the geometrical methods
discussed in chapter 4.
9General relativity can be cast as a gauge theory, however it is quite diﬀerent from the gauge
theories which describe the other three known interactions, electromagnetism and strong and weak
interactions of the Standard Model of particle physics since it is not a pure abelian or a Yang-Mills
gauge theory. A way to see this is the fact that the Dirac algebra of deformations is not a pure Lie
algebra. In addition, the dynamical nature of the gravitational ﬁeld inserts an additional freedom
non-existent in Yang-Mills theories, which is the freedom to choose a diﬀerent tetrad basis at each
spacetime point. Despite these diﬀerences, there are some similarities. For example, the way the
connection  , or the spin connection !ab of the tetrad formulation, behave, resemble Yang-Mills
ﬁelds to some respect.
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Chapter 3
Canonical Quantisation of General
Relativity
3.1 Introduction
One problem of quantum gravity that is of major importance is the problem of
time [5, 6] , since it is connected to important conceptual issues. Some of these
issues are: the status of the concept of probability and its conservation, the concepts
of causality and unitarity10, the question about the concept of spacetime and the
maintenance of classical geometrical concepts in the quantum theory [2, 4, 5]. The
problem of time becomes more apparent in the canonical approach of quantum gravity
rather than the covariant one, even though it is independent of the quantisation
procedure [5, 6]. The source of the problem of time is the diﬀerent nature of time
in Newtonian theory and general relativity. In Newtonian theory, time is a ﬁxed
structure, an external system parameter. Time is part of the classical background
that is necessary to the construction of a Hilbert space, the deﬁnition of an inner
scalar product and a consistent interpretation of the quantum theory, in this case the
Copenhagen interpretation. The inner product is conserved in time and in this way
unitarity and the conservation of the total probability.
On the other hand, general relativity is invariant under the action of the Diff(M)
group, the group of diﬀeomorphisms of the spacetime manifold M , and time does not
10Unitarity means conservation of probability which implies that nothing can be created out of
nothing or just disappear. Mathematically it is expressed as that the sum of probabilities of all
possible outcomes of any event add up to one.
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have any special status. Rather, it is just a coordinate on the manifold locally deﬁned
and in no way is it an absolute notion. Time here is part of a dynamical background,
which means that spacetime inﬂuences matter and vice versa.
The question that arises is whether this coordinate nature of time is compatible
with the existence of a universal external Newtonian time and how one can formulate
a quantum theory of gravity. Note that this problem does not arise in the conventional
quantum theory or even in quantum ﬁeld theories, since they are formulated within
the special relativity context which keeps the essence of the Newtonian notion of
time. Moreover, if time is just a coordinate with no physical signiﬁcance,.11 an
important question is how change arises in the context of general relativity. The
group Diff(M) is similar to the Yang-Mills group: both are associated with ﬁeld
variables that are non-dynamical and their canonical formalism entails constraints on
the canonical variables. However, they are diﬀerent in the following respect which is
quite important: Yang-Mills transformations occur at a ﬁxed spacetime point and is a
Lie group, while the group of diﬀeomorphisms Diff(M), being not a Lie group, moves
points around; that is the background is not ﬁxed. This raises the problem of the
fundamental ontological signiﬁcance of the points of the manifold on the conceptual
level. At the technical level, though, this creates obstacles. In quantum theory, the
metric which is the dynamical background is subject to quantum ﬂuctuations as well.
This means that notion, such as causality and spacelike-separated that depend on the
metric are dependent on the quantum state. This could lead to the conclusion that
time is also state dependent and a microcausality condition12 cannot be universally
11Time parameter in general relativity can be chosen arbitrarily as can be seen by the vanishing
of the Hamiltonian constraint, which is also the generator of the time diﬀeomorphisms.
12The microcausality condition is written in quantum ﬁeld theory as
[^(x); ^(y)] = 0
and becomes for the quantised gravitational ﬁeld
[^(x); ^(y)] = 0
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deﬁned as in ordinary quantum ﬁeld theory.
The problem of time is attacked by several ways which are classiﬁed according to
how one inserts a notion of time into the theory: before or after quantisation. These
can be summarised, respectively, as follows:
1. One ﬁrst reduces the degrees of freedom of the system by imposing the classical
constraints of the theory and then quantising the system. This method is also
called the reduced phase space quantisation.
2. One quantises the system with its full degrees of freedom using the Dirac al-
gorithm [27]. During this procedure the quantum version of the constraints is
imposed and the redundant degrees of freedom are eliminated.
There are also timeless schemes in which time is not a fundamental notion of the
theory, but emerges only at the classical or semiclassical level. In this chapter only
the ﬁrst two categories are discussed.
The problems that arise in the context of the canonical quantisation are, in short,
the following [1, 5]:
• The ultra-violet divergence problem
The deﬁnition at the same point of quantum operators which are the ana-
logues of functions of ﬁelds leads to divergences because of the perturbative
non-renormalisability of the theory.
• The operator-ordering problem
There is no unique way to perform the replacement of classical variables and
functions with quantum operators.
• The global time problem
It is unclear whether the required canonical transformations that untangle the
dynamical modes of the gravitational ﬁeld from non-dynamical ones exist.
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• The multiple choice problem
The selection of a time variable is not unique and in general a diﬀerent selection
results in a diﬀerent quantum theory. It has not been veriﬁed whether these
diﬀerent quantum theories are related under a more general covariant scheme
or are completely unrelated.
• The Hilbert space problem
Theories belonging to the category ‘‘time before quantisation” do not deal with
this problem because they can give a natural inner product and lead to a well-
deﬁned interpretative framework. However, theories of the category ‘‘time after
quantisation” lead to the Wheeler-DeWitt equation which is a second-order
functional diﬀerential equation and leads to problems in the construction of a
Hilbert space endowed with a positive-deﬁnite inner product on the space of its
solutions. Some aspects of this problem are discussed later in this chapter in
more detail.
• The spatial metric reconstruction problem
The separation of the canonical variables into physical and non-physical parts
is invertible at the classical level. However it is not obvious whether this can
happen at the quantum level.
• The spacetime problem
An internal space or time coordinate in a conventional spacetime context should
be independent of any background foliation on M, that is, behave as scalar ﬁelds
on M. In the canonical approach, the functionals are functions of the canonical
variables and there is no particular reason for satisfying the condition. This
problem consists in ﬁnding such functionals.
• The problem of functional evolution
The problem is the appearance of potential anomalies in the algebra of each
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theory. The result in both is that the consistency of the classical evolution is
lost.
The ﬁrst two problems are not related directly to the problem of time but they arise
mainly because of the perturbative non-renormalisability of the classical theory and
they do raise questions over some techniques used to attack the problem of time.
3.2 Reduced phase space quantisation/Time before quanti-
sation
The procedure in which a choice of time is made before quantisation is considered
to be a conservative approach to the problem of time. However, it was revived recently
in the context of loop quantum cosmology [28]. In this case, time is part of the ﬁxed-
background structure used in the formulation of the quantum theory. The choice of
a time variable before quantisation leads to the construction of the quantum theory
in a standard way.
The aim is to isolate time from the true degrees of freedom before we quantise the
system. To this end, we formulate the Hamiltonian gravity as described in chapter 2
[1, 5],
(i) Start by introducing a reference foliation F ref : R ! M in order to deﬁne
the canonical variables.
(ii) Choose a set of classical functions (embedding variables) XA(F ref (x; t)) 
(T (x; g(t); p(t)]; Za(x; g(t); p(t)]), where g(t) and p(t) denote the metric and mo-
mentum induced from  on the hypersurface F reft () of M, to serve as internal
time and space coordinates13.
13The notation F (x;X(y); Y (z)] with one parenthesis on the left and a bracket on the right indi-
cates that the object F is both a function of coordinate points x and a function of other functions
X(y); Y (z) that are maps between spaces. These objects are called functionals. This notation is
extensively used throughout the thesis.
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(iii) Perform the canonical transformation
(gab(x); p
cd(x))! (XA(x);PB(x); r(x); ps(x)) (3.1)
where the XA specify a particular choice of internal space and time coordinates
and PB; A;B = 0; 1; 2; 3 are their conjugate momenta. These represent 8 13
degrees of freedom. r; ps; s = 1; 2 represent the true degrees of freedom of the
gravitational ﬁeld. Note that (3.1) is not unique or valid globally because general
relativity is not equivalent to a deparametrised theory.
(iv) Then, eliminate 413 of the 813 embedding variables by writing the classical
constraints H = 0; Ha = 0 in the form
PA(x) + hA(x;XB; r; ps]  0 (3.2)
This procedure is called reduced phase quantisation and it refers to the solving
of the constraints on the classical level.
(v) The remaining 413 variables are eliminated by inserting (3.2) for PA into the
action
S =
Z
dt
Z

d3x(Pa _XA + pr _r  NH  NaHa) (3.3)
where all ﬁelds are functions of x and t and going to the constraint hypersurface,
giving
S =
Z
dt
Z

d3x(pr _r   hA(x;XBt ; r; ps] _XAt (x)) (3.4)
where _XAt (x) is now a prescribed function of t and x which must not be varied,
and
Htrue(t) =
Z

d3xhA(x;XBt ; r; ps] _XAt (x) (3.5)
is the true, unconstrained Hamiltonian of the system from which the equations
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of motion for r; ps can be derived. (The variables XAt (x) can be interpreted as
describing embeddings in a spacetime after these equations, together with the
choice of lapse and shift, have been solved.)
(vi) Introduce wave functionals 	[r(x)] deﬁned on Riem() in order to quantise the
constraint (3.2). It becomes
i~
	[r(x)]
XA(x) = hA(x;X
B; ^r; p^s]	[
r(x)] (3.6)
where the variables XA have not been turned into an operator. Therefore, the
quantisation procedure does not involve the conﬁguration variables which stay
classical in the same way time as in the Schrödinger equation remains classical.
This equation has also the form of a local Schrödinger equation usually called
Tomonaga-Schwinger equation. It consists of inﬁnitely many equations with
respect to the local bubble time XA(x).
The method of quantising after selecting time has some advantages that can be sum-
marised as follows: The time variable is external to the system described by ^r; p^s
and the formalism resembles the formalism of ordinary quantum ﬁeld theory. In
consequence, the mathematical structure of quantum ﬁeld theory, that is a Hilbert-
space structure, can be deﬁned and one can recover an inner product, operators and
the probability interpretation. Therefore, this approach e relies on the conventional
Copenhagen interpretation of quantum theory. In this sense, it is characterised as be-
ing a conservative approach to the construction of quantum gravity because, between
the Newtonian and the general relativistic approach to the notion of time, it chooses
the Newtonian. The fact that this approach relies heavily on the classical notion of
time is one of the main reasons for the severe problems that this approach encounters
and mentioned in the previous section.
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3.3 Dirac quantisation/Time after quantisation
3.3.1 The steps
The Dirac procedure for quantisation of constrained systems goes as follows [1, 27]
1. The quantisation rule
The ﬁrst step has to do with the identiﬁcation of conﬁguration variables and
their momenta and translation of the Poisson brackets into commutators for the
fundamental variables. For a general case this is written as
V3 = fV1; V2g ! V^3 =   i~ [V^1; V^2] (3.7)
For the case of geometrodynamics,14 the fundamental variables are the 3-metric
and its conjugate momentum (the metric representation of Wheeler), that is
gab(x); p
cd(x). Their commutator is
[g^ab; p^
cd] = i~c(adb)(x; y) (3.8)
where ba and (x; y) are the discretised and continuum Dirac delta functions
respectively.
2. Quantisation of a general variable
The second step is to extend the quantisation procedure for the fundamental
variables to a general variable F (x; g; p] which is a function of the fundamen-
tal ones. However, this cannot be done in the general case. The constraints
to be imposed on the wave functionals are highly non-linear functions of the
canonical variables g; p and involve non-polynomial products of ﬁeld operators
evaluated at the same point. This results in severe problems of regularisation,
14This is the alternative name of the canonical form of general relativity when the variables on
the phase space are the metric and its conjugate momentum. In quantum geometrodynamics, the
wave functional which is the basic kinematical object, is deﬁned on the space of 3-geometries (i.e.
the superspace).
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renormalisation, operator ordering and potential anomalies. However, one can
employ the ‘‘rule” for the simplest form of the equations and apply the Dirac
quantisation. As this intuitive rule is not enough upon which to build a theory,
additional criteria must be used to ﬁnd a proper quantisation procedure, such
as the demand for ‘‘Dirac consistency”.15
3. The representation space
Then one should ﬁnd an appropriate representation space F for the dynamical
variables on which they should act as operators. One usually employs the func-
tional Schrödinger picture in which operators act on wave functionals deﬁned
on an appropriate function space. In the case of gravity the state vectors are
taken to be functionals 	[gab(x)] of Riemannian metrics g on the 3-surface 
g^ab	[gab(x)] = gab(x)	[gab(x)] (3.11)
p^cd	[gab(x)] =  i~ 
gcd(x)
	[gab(x)] (3.12)
These relations, although widely used in the canonical approach, do not deﬁne
self-adjoint operators when suitably smeared16, because there is no Lebesgue
15When the classical constraints Ca  0 are quantised according to the Dirac procedure give the
restriction C^a = 0. Also the requirement that the commutator of two constraints must vanish if
applied on wave functions,
[C^a; C^b] = 0 (3.9)
is called ‘‘Dirac consistency”. This requirement holds only if the commutator has the form
[C^a; C^b] = Ccab(g^; p^)C^c (3.10)
where Ccab(g^; p^) are coeﬃcients that must stand to the left of the constraints. If this is not the case,
additional terms proportional to ~ appear called anomalies [1].
16Classical and quantum ﬁelds dependent on spacetime points are in general more singular than
ordinary functions. To resolve this and to be able to deﬁne operators in quantum mechanics, one
deﬁnes the smeared functions
'[f ] 
Z
d4xf(x)'(x) (3.13)
are required to yield well-deﬁned operators in quantum mechanics, where f(x) is a test function
inﬁnitely diﬀerentiable and of compact support deﬁned on spacetime [29]. The test functions en-
compass and generalise the idea that measurements of local observables usually occur over some
area instead of a point of spacetime after some coupling between the ﬁeld and something else, e.g. a
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measure on Riem(). The state vectors 	[g] deﬁne a representation space F
which is only an auxiliary space. There is no need for the auxiliary space to
contain only physical states and consequently it is not necessary to demand
that it be a Hilbert space or that the operators acting on F be self-adjoint. The
last requirement (i.e. of self-adjointness) might not be necessary even for the
constraint operators.
4. Implementation of the constraints
As already stated, the formal domain space for the state functionals is Riem.
To specify a metric gab(x) at a point x 2  requires six numbers, four more
than the true degrees of freedom of the gravitational ﬁeld. Therefore, the im-
plementation of constraints becomes necessary so as to keep only the physical
degrees of freedom.
The classical Hamiltonian and diﬀeomorphism constraints H  0; Ha  0 are
implemented as operators on the state vectors (see e.g. [1])
H^	 

  16G~2Gabcd 
2
gabgcd
 
p
g
16G
((3)R  2)

	 = 0 (3.14)
H^a	   2(Dbgac)~
i
	
gbc
= 0 (3.15)
where Da is the covariant derivative with respect the 3-metric gab. Equation
(3.14) is called the Wheeler-DeWitt equation and there are inﬁnitely many of
these(one at each point), while equation (3.15) is called the diﬀeomorphism or
momentum constraint. We discuss further these equations and the problems
associated to them in the next subsection. Only solutions of these equations
can be regarded as candidates for physical states. The solution space is denoted
by Fo. The solution space however is still large and does not coincide with the
physical space Fphys. Additional conditions on the wave functionals should be
measurement device. Such couplings disturb the ﬁeld values near the area of measurement.
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imposed, such as normalisability, to ensure the probability interpretation, even
though its meaning is not clear in quantum gravity. Therefore we have the
following scheme
Fphys  Fo  F (3.16)
5. The role of the observables
In the classical theory, an observable is any physical quantity that has a weakly
vanishing Poisson bracket with the Hamiltonian, fA;H[f; ~f ]g  0. Note that
the weak equality means that this relation is valid only on the subspace of the
phase space on which the constraints Ha = 0; H = 0 hold. Equivalently, one
can postulate in the quantum theory
[A^; H^[f; ~f ]] = 0 (3.17)
for all test functions f; ~f and holding on the subspace of the solutions to the
Dirac constraints H^	 = 0; H^a	 = 0.
6. The role of the physical Hilbert space
It is not certain whether the observables have to be represented by a Hilbert
space and if yes which one is the proper one. It cannot be the auxiliary space
F , since it contains states that are not solutions of the constraints, but it is
unclear whether it is Fo or only Fphys  F .
3.3.2 Discussion on the constraints
The diﬀeomorphism constraint
The classical functions ~H[~f ] are the inﬁnitesimal generators of the diﬀeomorphism
group of  and the same might be expected to apply here. This can be the case only
if the Dirac algebra (2.26) can be freed from the operator-ordering problems for the
~H(~f) and be preserved at the quantum level. Indeed, the problem of operator-ordering
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can be solved if we impose the condition that ~H[~f ] form a self-adjoint representation
of the Lie algebra of Diff().
The implementation of the diﬀeomorphism constraint is that the group Diff()
acts as a group of transformations on the space Riem of Riemannian metrics on .
This leads to a picture in which Riem is ﬁbered by the orbits of the Diff() action.
Then the H^a	 = 0 implies that the state functional 	 is constant on the orbits of
Diff() and therefore implies that the wave function is a function of diﬀeomorhism-
invariant quantities.
The Wheeler-DeWitt equation
The Wheeler-DeWitt equation in contrast to the diﬀeomorphism constraint has no
simple group-theoretic interpretation because of the presence of the gab(x) factor in
the algebra of the constraints which means that it is not a genuine Lie algebra. This
is the reason why the operator-ordering problem becomes more diﬃcult. For a choice
of ordering in which all the pcd variables are placed to the right of the gab variables
the constraint becomes [25]
  ~22Gabcd(x; g] 
2	[g]
gab(x)gcd(x)
 
pjg(x)j
2
R(x; g]	[g] = 0 (3.18)
where Gabcd is the DeWitt metric and is deﬁned as where
G = 1
2
(gg + gg + Cgg) (3.19)
The Wheeler-DeWitt equation is the most important aspect of the Dirac constraint
quantisation approach of quantum gravity and everything must be extracted from it.
However, this equation is subject to the problems discussed in the introduction of
this chapter. The ones on which we focus our discussion are:
(i) The ordering chosen in the above version of the Wheeler-DeWitt equation is not
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necessarily the correct one, even though it is the simplest one.
(ii) The Wheeler-DeWitt equation contains products of functional diﬀerential oper-
ators evaluated at the same spatial point which lead to divergences. A regular-
isation procedure might therefore be needed to be employed.
(iii) An important question is how to solve the Wheeler-DeWitt equation. A pos-
sible way is to try to solve it as a functional diﬀerential equation. However,
this approach needs additional boundary conditions to be imposed on the wave
functional if the eigenvalue 0 is to be included as is suggested from the form
of the equation, and the theory provides no clue on how to select the bound-
ary conditions. In practice, checking that 0 is a genuine eigenvalue is usually
ignored, a potential source of misleading results.
(iv) How the solutions of the Wheeler-DeWitt equation are to be interpreted. This
raises two related questions:
• TheWheeler-DeWitt equation does not have the structure of a local Schrödinger
equation,17 thus a choice of Hilbert space is not clear a priori. This is the
Hilbert space problem. So, a relevant question concerns what kind of inner
product is to be satisﬁed by the solutions.
• Since the notion of time has not been singled out, it has to be extracted
from the Wheeler-DeWitt equation as an internal property of the system.
How can this happen?
3.3.3 Semiclassical approximation
The WKB approximation to pure quantum gravity
In the semiclassical approximation to quantum gravity, one starts with theWheeler-
DeWitt equation plus matter degrees of freedom. The WKB ansatz for a solution 	[g]
17A local Schrödinger equation consists of inﬁnitely many equations with respect to the local
‘‘bubble time” XA(x) [1].
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of this equation is [25, 1]
	[g] = A[g]eiS[g]/~
2 (3.20)
where S[g] is real and rapidly varying phase and A[g] is a positive, real function of
the metric that is slowly varying in the sense that
~2
A[g]
gab
 A[g]S[g]
gab
 (3.21)
Inserting (3.20) and (3.21) in the Wheeler-DeWitt equation, we obtain the result
that, to the lowest order of the expansion of powers ~2 w l2P ; lP 
q
G~
c3
, the phase
S satisﬁes the Hamilton-Jacobi equation of classical general relativity
Gabcd(x; g] S[g]
gab(x)
S[g]
gcd(x)
  jgj1/2(x)R(x; g] = 0; (3.22)
while the momentum constraints imply that the wave function is a function of invari-
ant variables independent of the scheme. The amplitude factor A obeys the conser-
vation law
Gabcd(x; g] 
gab(x)

A2[g]
S[g]
gcd(x)

= 0 (3.23)
The precise form of (3.22) and (3.23) depends on the choice of operator ordering in the
Wheeler-DeWitt equation. Here, the simplest one is assumed, in which the functional
derivatives stand to the right of the DeWitt metric.
Some notes on the method are:
1. It is only the gravitational ﬁeld that is considered semiclassically. The matter
ﬁelds are fully quantised.
2. Since the starting point is the Wheeler-DeWitt equation, the related problems
are present. That is, the factor ordering problem, the singular operator products
and the question of the boundary conditions in Riem imposed for the solution
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of the Wheeler-DeWitt equation.
3. The simple WKB approximation breaks down at the turning points of S and
particular treatment is needed in these regions.
4. The WKB ansatz is one of the many possible types of solution to the Wheeler-
DeWitt equation. There is no preferred reason why this ansatz is correct. More
speciﬁcally, one cannot exclude in principle superpositions of WKB solutions.
However, in such a scheme each term would deﬁne its own notion of time and it
is diﬃcult to see what this would imply. The situation resembles the Schrödinger
cat problem of conventional quantum theory where a single value of a classical
property must be extracted from a quantum state that is a linear superposition
of eigenstates. This problem is relevant to quantum cosmology where a wave
function of the form eiS[g]+e S[g] is a natural semiclassical solution to the Hartle-
Hawking ansatz. We discuss more on quantum cosmology in a later section.
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Covariant Quantum Gravity
4.1 The path integral in quantum ﬁeld theory and the Wick
rotation
The path integral in quantum mechanics is deﬁned as the propagator for a particle
to go from a point (x0; t0) to a point (x00; t00) and is expressed as a formal sum over all
possible continuous paths connecting these points
Z = hx00; t00jx0; t0i =
Z
[Dx(t)]eiS[x;t]/~ (4.1)
The symbol [Dx(t)] is a formal notation for the limiting process taken. The expression
(4.1) obeys the Schrödinger equation for t > 0 and the composition law
hx00; t00jx0; t0i =
Z 1
 1
du hx00; t00ju; ti hu; tjx0; t0i (4.2)
This law holds because the propagator is a propagator in external time. For this
reason it will not hold in quantum gravity where there is no external time parameter.
In quantum ﬁeld theory, the path integral for a scalar ﬁeld  is deﬁned as
Z[] =
Z
[D]eiS[] (4.3)
In contrast to the quantum mechanical path integral that is well-deﬁned, in quantum
ﬁeld theory its deﬁnition is not mathematically rigorous, since it lacks a measure-
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theoretic foundation. Still, though, the path integral plays an important role in
quantum ﬁeld theory, especially in perturbative calculations and the derivation of the
Feynman rules or in gauge theories. In the latter case, the Faddeev-Popov method18
is employed to eliminate the non-dynamical degrees of freedom. However, ambiguities
from operator ordering are also present and are reﬂected in the integration measure.
A way out of this mathematical ambiguity is to perform a rotation of time to the
4-dimensional space via the Wick rotation t !  i . By ﬂipping the time, the tra-
jectories are in imaginary time x() and the metric  has changed from Lorentzian
( +++) to Euclidean (+ + ++). The advantages of the Euclidean path integral in
quantum ﬁeld theory can be summarised to be:
1. Before the Wick rotation, the rapidly oscillating terms far from the classical
trajectory can cause convergence problems, because of the i factor in front of
the action. By turning to Euclidean time, the Euclidean action SE is bounded
from below and the convergence properties of the path integral are improved
since it turns the fast oscillating integral to one with decaying exponentials
(damped oscillation).
2. The extremisation procedure of the action between two instants of time is im-
proved. In Lorentzian time, one has to deal with hyperbolic equations with
initial and ﬁnal values and this does not constitute a well-posed boundary prob-
lem, since there might be either no solution or inﬁnitely many of them. By
Wick rotating, this problem changes to one with elliptic equations with given
boundary values which is well-posed.
In short, the idea is to perform all path integrals on the Euclidean section and then
analytically continue the results anticlockwise in the complex-t plane back to the
Lorentzian or Minkowski section. This rotation back is guaranteed, because the the-
ory has a solid Hamiltonian-theoretic basis and therefore the unitary time evolution,
18See the Appendix for a short discussion of the Faddeev-Popov method.
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causality and the existence of a Hilbert space upon which a Fock space can be deﬁned
is guaranteed.
4.2 Euclidean quantum gravity
4.2.1 The gravitational path integral
The quantisation with the path integral method can be applied to gravity as well.
The gravitational path integral, or gravitational partition function, is deﬁned as the
amplitude to go from a state with metric g1 and matter ﬁelds 1 on a surface S1 to a
state with g2; 2 on S2 and it is the sum over all ﬁeld conﬁgurations  and  which
take the given values on the initial and ﬁnal surfaces S1 and S2 [11]
h2; 2; S2j1; 1; S1i 
Z
[D][D]eiS[;]/~: (4.4)
The assumption here is that the surfaces S1 and S2 and the region between them are
compact (a ‘‘closed” universe).19 The pure gravitational partition function is
Z[ ] =
Z
M
[D ]e
iS[ ] (4.5)
where the sum is over all metrics on a 4-dimensional manifold M divided by the
diﬀeomorphisms group Diff(M). The gravitational action in (4.5) is
S[ ] =
1
16G
Z
M
d4x
p (R  2)  1
8G
Z
@M
d3x
p gK (4.6)
where R is the Ricci scalar,  is the cosmological constant20 and K is the extrinsic
curvature. The surface term is added in order to ensure the multiplication of the
amplitude of the path integral [30] as well as the continuity by dividing the integral
19The alternative assumption one considers in the case of asymptotically ﬂat space is that the
gravitational and matter ﬁelds die oﬀ in some suitable way at spatial inﬁnity.
20The cosmological constant is the present value of the energy density of the vacuum space in the
universe.
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at intermediate surfaces.
The diﬀeomorphism invariance in the canonical quantisation is expressed in the
Wheeler-DeWitt equation and the momentum constraints. An analogy should also
exist in the case of the path integral. Indeed, the wave functions generated by the path
integral satisfy the Wheeler-DeWitt equation and the momentum constraints if and
only if the path integral is constructed in an invariant way. This means that the action,
measure and class of paths summed over should be invariant under diﬀeomorphisms
[31, 32]. In the canonical quantisation, in order to solve the Wheeler-DeWitt equation
one needs to impose boundary conditions. The question of boundary conditions on
the wave function appears in the path integral as a question on the choice of the
contour of integration and on the choice of the paths that are summed over [32]. The
problem of the boundary conditions becomes important in quantum cosmology and
it will shortly be discussed in chapter 5.
The application of the path integral quantisation method in the case of gravity
has similar problems as the one of ordinary quantum ﬁeld theory such as the rapidly
oscillating terms and the resulting convergence problems, however it has several dif-
ferences and more diﬃculties, the most important of which are the following:
• The quantum ﬁeld theory path integral is formulated on a ﬁxed Minkowskian
background, while in quantum gravity the metric, and consequently time, is a
dynamical variable.
• The gravitational path integral contains integration over the whole 4-metric,
that is, including the time variable (in the form of the lapse function). Due to
the integration over time, no composition law holds21, contrary to the quantum
mechanical path integral.
• It is perturbatively nonrenormalisable and the perturbation series around the
21See the appendix for a short review of the basic laws of quantum theory.
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ﬁxed Minkowski metric is not appropriate for a fundamental deﬁnition. So,
other methods are in order for the construction of the functional integral.
• Conceptually, an interpretation of the sum over all metrics is yet to be found.
The above remarks indicate that the covariant quantisation of the gravitational ﬁeld
generates too many problems. However, the power of this quantisation approach lies
in the fact that, contrary to the canonical quantisation, it allows a change of topology,
a fact that cannot be excluded in principle in quantum gravity. Therefore, we discuss
this method in the subsequent sections and, in particular, the possible resolution of
the problems that the Euclidean path integral presents.
4.2.2 Euclidean gravitational path integral
To avoid problems arising in ordinary quantum ﬁeld theory, one uses the Wick
rotation for the deﬁnition of the Euclidean gravitational path integral,
Z =
Z
M
[D]e SE [] (4.7)
whereM denotes all Euclidean signature, real Riemannian metrics with a given topol-
ogy. The Euclidean gravitational path integral is obtained by changing the conﬁg-
uration space of the theory from Lorentzian spacetime metrics  with signature
(  + ++) to Euclidean metrics E with signature (+ + ++)22 and simultaneously
replacing the complex amplitudes eiS[ ] by real Boltzmann weights e S[E ]. The
deﬁnition (4.7) is a natural one if the Wick rotation t!  i is applicable, as in any
ﬁeld theory in a ﬁxed (Minkowskian) spacetime background where its causal structure
is manifest.
The Euclidean gravitational action is obtained by Wick rotating the boundary, so
that its induced metric g becomes positive deﬁnite everywhere and then, integrating
22In this case the conﬁguration space or superspace according to the deﬁnition of the previous
chapters contains the 4-dimensional metrics not the 3-dimensional ones.
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over all positive deﬁnite metrics  which induce the given metric g on the boundary23
SE[] =   1
16G
Z
M
d4x()1/2(R  2)  1
8G
Z
@M
d3x(g)1/2K (4.8)
The resulting path integral, however, has several new problems not present in the
ordinary Euclidean quantum ﬁeld theory. For example,
• The change of the conﬁguration space of the theory has no particular physi-
cal justiﬁcation. Even though in ordinary quantum ﬁeld theory Wick rotation
renders the calculations easier, in the case of gravity one physical problem is
replaced by another one even more severe as it is revealed below.
• The spacetime is not the ﬁxed background Minkowskian spacetime. Instead, the
time variable is now dynamical. It is not clear, therefore, that a Wick rotation
can be deﬁned at all and even if it does, it does not preserve the Hamiltonian
structure of the theory.
• In addition, there is no a priori reason for which the two problems are related or
equivalent. Not every Euclidean metric possesses a Lorentzian sector, that is,
leads to a signature ( +++) after a rotation  ! it.24 Such a sector exists only
for metrics with special symmetries such as homogeneity or spherical symmetry.
• The Euclidean gravitational action is not bounded from below, because of the
conformal-factor problem of the Euclidean gravitational action which we discuss
below. The Euclidean path integral therefore is not guaranteed to converge and
a serious unsolved problem still persists after the Wick rotation.
One way to see the unboundedness of the action is to perform a conformal trans-
formation  = 
2 , where 
 is a positive function which is equal to one on the
23The direction of the Wick rotation should be chosen to be consistent with that for the matter
ﬁelds.
24This is the rotation to get back the initial Lorentzian spacetime which was the starting point
before the Wick rotation t!  i .
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boundary @M . This decomposition is ﬁxed by requiring  to satisfy a coordinate
invariant condition of the form
R() = 0 (4.9)
and ﬁxing the boundary conditions on 
 such as 
 = 1 on @M . The Ricci scalar and
external curvature are transformed under conformal transformations as [11]
R = 
 2R  6
 3
 (4.10)
K = 
 1K + 3
 2
;ana (4.11)
where   @@ is the D’ Alembertian operator, na is the unit outward normal to
the boundary @M . Thus the action is written as [11]
SE[] =   1
16G
Z
M
d4x()1/2(
2R + 6
;
;
   2
4)  1
8G
Z
@M
d3x(g)1/2
2K
(4.12)
and it becomes clear that the action can be made arbitrarily negative by choosing
a rapidly varying conformal factor 
. The presence of such metrics in the path
integral leads to manifest divergence. This is the conformal-factor problem. This
divergence appears in the kinematical formulation of the theory and it is distinct from
the ultraviolet divergences of the Einstein theory. In order to perform regularisation
and renormalisation techniques, one ﬁrst has to take care of the divergence due to the
appearance of metrics belonging to the same conformal class.
The ﬁrst observation of the conformal-factor problem and a suggestion to solve it
was initially given in [11]. The proposal was that the construction of a convergent
Euclidean gravitational path integral can be manipulated by a conformal rotation.
This involves a change of the variables of integration from  to 
 and  which
satisfy (4.9) and a distortion of the contour of the 
-integration to complex values,
i.e 
 ! i
 with the new 
 real. The action then becomes positive deﬁnite and the
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resulting integral converges. This proposal, though, is ad hoc (conjectured) and its
physical meaning unclear, because it has not been derived from a canonical Hamil-
tonian formulation. As a result, there are no implications whether a deﬁnition of a
unitary time evolution over a basis of states built upon a stable vacuum is possible
in quantum gravity and any eﬀort to investigate this becomes even harder, because
of the dynamical nature of time variable in gravity. These properties are important
in a theory, because they guarantee the boundedness of the Euclidean action. In
addition, it starts with a divergent integral, a quantity that does not really exist, and
after manipulation produces a convergent one. Considering that such a manipulation
is not needed for gauge theories such as electromagnetism and Yang-Mills, a more
natural resolution of this problem would be desirable. In the next section we brieﬂy
discuss later proposals to solve the conformal-factor problem.
4.3 Functional integration and conformal sickness of Euclidean
quantum gravity
4.3.1 Introduction
In order to understand the conformal factor problem in its essence, it is better to
work in a Lorentzian framework with real time and then perform an analytic contin-
uation to determine the correct Euclidean form. In this way, one avoids the need for
a conjectured deﬁnition of the Euclidean action similar to the one in [11] because the
existence of a ﬁrm canonical Hamiltonian formulation of the theory is guaranteed and
consequently the Hilbert space structure as well. An additional asset of the Lorentzian
approach is that one can gain insight from the results obtained in the Hamiltonian
framework and try to rederive them in the covariant, since the physical results are
independent of the theoretical framework considered. The important result of the
Hamiltonian analysis is in our case the fact that the conformal mode is constrained
by the on-shell ﬁeld equations [33]. This observation indicates that the kinetic term
47
4.3. FUNCTIONAL INTEGRATION AND CONFORMAL SICKNESS OF
EUCLIDEAN QUANTUM GRAVITY
of the conformal mode must be cancelled, since it is not a true degree of freedom
and cannot propagate. Therefore it cannot be responsible for physical instabilities as
the one appearing in the Euclidean gravitational action. So the purpose is to derive
the result that the conformal mode is not propagating in the context of the covariant
framework. In this way additional features of the conformal factor problem might be
revealed.
The observation that the conformal mode is a non-propagating degree of freedom
can be used in the construction of the correct path integral measure [Dg]. In partic-
ular, all gravitational degrees of freedom are expected to contribute to the measure.
However, as it is already mentioned, the gravitational ﬁeld contains non-physical
degrees of freedom that should not be taken into account during the calculation of
physical quantities. This is what happens in this case for the conformal mode. It
should be eliminated as non-physical. The elimination of the redundant degrees of
freedom is performed via a procedure that resembles the Faddeev-Popov procedure
of quantum ﬁeld theory25 [34]. The Faddeev-Popov procedure factors out the gauge
group of the theory and one integrates over the equivalence classes of ﬁelds with
respect to this group.
The calculation of the gravitational path integral via functional integration meth-
ods has been attempted in both perturbative [35, 33, 36] and non-perturbative context
[13, 15, 14]. Our interest is for a result coming from the non-perturbative calculation
that will be used in chapter 5. However, the discussion of the calculation here starts
with the perturbative one since the steps are similar and can be demonstrated more
clearly in the perturbative approach. Then, we brieﬂy discuss the non-perturbative
technique.
The technical issue we confront here is to specify correctly the functional measure
on the coset space of spacetime manifolds modulo coordinate reparametrisations. This
25The Faddeev-Popov procedure is brieﬂy described in the appendix.
48
4.3. FUNCTIONAL INTEGRATION AND CONFORMAL SICKNESS OF
EUCLIDEAN QUANTUM GRAVITY
will be recognised by using perturbative methods built in references [35, 36, 33]. Then
this formalism is generalised to the non-perturbative case [13]. This calculation is
performed by choosing a speciﬁc gauge, the proper time gauge that ﬁts properly to
the case we consider. The non-perturbative method has further been developed in
[15]. There, a speciﬁc gauge is not necessary for the calculation of the measure.
The advantage of this approach is that a calculation can be performed in a more
detailed and explicit way and there is no need to take approximations of the result
to make some conclusions. The diﬀerence between [15] and [13] is that they obtain
the physical measure with a diﬀerent decomposition. While in [15] the measure was
decomposed into the group of diﬀeomorphisms to obtain the gauge ﬁxed metrics and
then the diﬀeomorphism orbits were further decomposed into a trace and a traceless
part. Then, the conformal mode transforms due to the trace part of diﬀeomorphisms
parametrised by a scalar ﬁeld.
4.3.2 Functional integration method
The space we consider is the space of all 4-metrics (x) or else superspace denoted
by M.26 The points on this space are the 4-metrics obviously. The inﬁnitesimal one-
form (x)  h(x) lies in the cotangent space at the point  . The inner product
on the cotangent space is
hhjhiT 
Z
d4x
p hGh(x) (4.13)
where G is the supermetric. The symmetries of the supermetric are found by the
demand that the measure remains invariant under the transformations that leave the
metric invariant. These transformations are the general coordinate transformations
x ! x + (x) (4.14)
26This is exactly the deﬁnition given in chapter 2 with the diﬀerence that now the points are not
3-metrics but rather 4-metrics
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An additional requirement is that the functional measure be invariant under the
transformations that leave invariant the scalar ds2 = dxdx . These are the pas-
sive relabeling of the coordinates. The corresponding transformation of the metric on
the spacetime manifold is
h ! h +r +r (4.15)
This can be seen as a relabeling of coordinates on M that leaves the point  , that
is the geometry corresponding to this metric, unchanged.
The supermetric G() must transform as a contravariant 4-tensor because
(x) transforms covariantly as a symmetric tensor under (4.14). Therefore the su-
permetric has the following symmetry properties:
• It is symmetric under the interchange of its ﬁrst or last two indices
G = G = G (4.16)
• It is symmetric under interchange of its ﬁrst two with the last two indices
G = G (4.17)
G() must be a purely local function of the coordinates of the superspace. This
means that it must not contain derivatives of (x). The demand that the superme-
tric has these symmetries, in addition to the demand for ultralocality27 leads to the
27This is the demand for ultralocality of the supermetric and is expressed in its deﬁnition by not
inserting derivatives of the metric tensor. The metric tensor is the fundamental ﬁeld coordinate of
the theory. Inserting its derivatives in the deﬁnition of the supermetric introduces spurious dynamics
in the kinematical deﬁnition of the inner product [33].
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assumption that the supermetric must contain only terms of the form
1
2
( + ); C (4.18)
Restricting the metric on M to be covariant and ultralocal determines it (up to an
overall irrelevant normalisation) to be
G() = 1
2
( +  + C) (4.19)
where C is an undetermined constant. The supermetric is independent of the overall
constant in front of the parenthesis but the constant C is not irrelevant. The signature
of the supermetric depends on it. This can be seen by decomposing the metric into
traceless and trace parts
h = h
TF
 +
h
4
(4.20)
The traceless part is independent of C, however this is not the case for the trace part.
The eigenvalue of G on the scalar trace mode is 1 + CD
2
, where D is the spacetime
dimension, and thus it is dependent on the constant C. The dependence comes as
follows:
• for C > D
2
the signature is positive
• for C < D
2
the signature is negative
• for C = D
2
the signature is indeﬁnite (non-invertible)
The functional measure of the integration is deﬁned by the Gaussian normalisation
condition Z
[Dh ]e
i
2
hhjhiT = 1 (4.21)
and is invariant under the inﬁnitesimal general coordinate transformations.
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We next continue to extract the inﬁnite gauge orbit volume in an invariant way
via a procedure that resembles the Faddeev-Popov. To this end, one ﬁrst introduces a
change of coordinates in the tangent space of M at  (this is the York decomposition)
h = h
?
 + (L) + (2 +
2
D
r) (4.22)
where L is the conformal Killing form that maps vectors into traceless symmetric
tensors
(L)  r +r   2
D
(r) (4.23)
The scalar  is the gauge invariant piece of the trace, while h? is the gauge invariant
piece of the traceless part of h . The choice of orthogonal coordinates on the tangent
space of M is not necessary and h? may be required to satisfy an arbitrary coordinate
(gauge) condition
(F  h?)  F h? = 0 (4.24)
with the only condition on F being that the operator F  L be locally invertible so
that (4.22) can be solved uniquely for 
 = (F  L) 1 (F  hTF ) (4.25)
Otherwise the local chart (4.22) is singular at the point  . To extract the inﬁnite
gauge orbit volume generated by the gauge direction , we must ﬁnd the Jacobian
of the transformation to the new ﬁeld coordinates (h? ; ; )
[Dh ] = J [Dh
?
 ][D][D] (4.26)
This can be done by substituting the decomposition (4.22) into the inner product
(4.13), completing the square of the term quadratic in  and computing the Gaussian
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integrals over each of the components. This procedure will result in the following form
for the Jacobian [33]
J = [detV (F  F y)]  12detV (F  L) (4.27)
The ﬁrst factor is a normalisation factor independent of the h that makes no contri-
bution to the Feynman rules. The second factor is recognised as the Faddeev-Popov
determinant for the gauge condition (4.24) on the traceless components of h . The
result (4.27) is valid to all orders of perturbation theory even though it has been
derived by tangent space methods involving only Gaussian integrals [33].
The Jacobian (4.27) helps us to factor out the inﬁnite diﬀeomorphism gauge group
volume out of the covariant quantum measure (4.26) in a manifestly covariant way.
If the action is independent of the vector gauge orbit parameter , integration over
 would yield the inﬁnite volume of the diﬀeomorphism group, so
fVol(G)g 1
Z
[Dh ] = fVol(G)g 1
Z
[D]
Z
J [Dh?][D] =
Z
J [Dh? ][D]
(4.28)
when integrated over functions independent of . The ﬁnal step is to extend the
integration measure deﬁned on the tangent space to a measure on the full metric.
This is done by extending the coordinates on the tangent space (4.22) to coordinates
on M. This is straightforward at least locally by writing
(x) =
@X
@x
@X
@x
e2(X)?(X) (4.29)
(F  ?) = 0 (4.30)
and  may be ﬁxed by the requirement that ? has constant scalar curvature, that is
the Yamabe condition:
R[ ] = 6e
 3?0 e
 + e2R? (4.31)
and ?0 is the scalar Laplace-Beltrami operator with respect to the metric ?. The
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vacuum amplitude for quantum gravity can then be written in covariant form:
Z = fVol(G)g 1
Z
[D ] exp(iSinv[]) (4.32)
=
Z
J [D? ][D] exp
 
iSinv[e
2?]

(4.33)
= [detV (F  F y)] 12
Z
[D][D? ]detV (F  L)j=e2? exp
 
iSinv[e
2?]

(4.34)
and this is the ﬁnal result for the invariant functional integral over geometries.
4.3.3 Non-perturbative calculation of path integral
The above mentioned method is one that can shed light on the non-perturbative
calculation of the confomal part of the gravitational path integral. In this section
we proceed to the identiﬁcation of the physical variables by decomposing the diﬀeo-
morphisms as a traceless and a trace part and then the Faddeev-Popov procedure
is employed for the conformal sector of the metric. The Jacobian of the pure scale
transformations is a scalar determinant and makes the classical negative action pos-
itive [15]. In the following, for convenience, the notation for the Euclidean action is
changed only for this section and is denoted as  . The calculation starts with the
Euclidean gravitational path integral
Z =
Z
[D ]e
 SE (4.35)
that can be decomposed in terms of a conformal mode and a set of conformal equiv-
alence class of metrics  = e2 The path integral can be written as
Z =
Z
[D][D ] exp

1
16G
Z
d4xe2
p
[ R + 6( r)2]

(4.36)
where the action is written with respect to the conformal ﬁeld . It is clear that
the kinetic term of the conformal mode of this action is positive and this renders
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the action unbounded from below. The approach to solve this problem considered
here, as already discussed, is to assume that this divergence comes from the presence
of non-dynamical degrees of freedom. This choice was triggered by results obtained
in the Hamiltonian framework stating that the conformal mode is constrained, as
well as the positive results from the covariant framework presented in the previous
sections which use the same assumption. In order to eliminate the unphysical degree
of freedom, one has to identify the metrics related with a gauge on the DeWitt space
and eliminate them from the measure of the path integral. The outcome will be a
new eﬀective action that contains only the physical degrees of freedom.
The decomposition of the metric ﬁeld is the same as in equation (4.22) using the
fact that the metric transformations are given by (4.29). The coordinate transforma-
tion (4.22) generates a Faddeev-Popov determinant that contributes in the measure
of the integral. The elimination of the conformal part of the Faddeev-Popov determi-
nant of diﬀeomorphisms is done by a parametrisation of the trace by a scalar ﬁeld. In
order to do this, one separates the vector generator of the diﬀeomorphisms , into a
divergenceless part represented by a vector ^ and a divergence part represented by
a scalar 
 = ^ +r (4.37)
r = rr (4.38)
After the coordinate transformation (4.22), the path integral (4.36) acquires a Jaco-
bian determinant in the measure detM
Z =
Z
[D][D? ][D^
][D] detM exp

1
16G
Z
d4xe2
p
[ R + 6( r)2]

(4.39)
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where
detM = detS[8(1+2C)( 2(r)4+4rr2r+4rrrr)]1/2detV ~V detT ~T (4.40)
The tensor and vector parts of detM are irrelevant for the analysis presented here
and they are excluded from the measure. The calculation of the scalar part of the
determinant detM contributes an exponent to the action Strace = 12 0(0) where () =P1
n=1 
 n is the zeta function that is used in regularisation of the path integrals in
curved space [37] and  0(0) denotes the derivative with respect to the eigenvalues 
of the matrix M when  = 0. In the weak gravity regime, rR  0, the scalar
operator in the determinant
  2(r)4 + 4rr2r + 4rrrr (4.41)
is approximated by
6r4(1 + 4
3
(r4) 1rRr) (4.42)
Therefore, the determinant becomes
detS[8(1 + 2C)6r4] (4.43)
After explicit calculation of the detSr4 [15] [14], the action term takes the form
Seff = [8(1 + 2C)6]
1
2
 0(0) + Sclass (4.44)
=   1
642G
R
6
[8(1 + 2C)6] + Sclass (4.45)
=   1
642G
R
6
[8(1 + 2C)6]  1
16G
R (4.46)
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and the ﬁnal result is that the action becomes
Seff =   R
16G

1 +
2(1 + 2C)


(4.47)
For the case C =  2 that represents the Einstein’s action, the Euclidean Einstein
gravity has a positive deﬁnite eﬀective action. The eﬀect of this calculation is the
change of an overall sign in the action by a minus sign. This change has also been
observed in the continuum limit of the discrete calculation of the path integral [38].
In conclusion, the term that causes the conformal divergence is cancelled by the
contribution of the Faddeev-Popov determinant and in particular of its conformal
mode part.
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Chapter 5
Cosmology
5.1 Introduction
Cosmology is the ﬁeld that studies the large-scale structure of the universe and
its dynamics. It deals with questions such as the formation and evolution of the
universe. The theoretical framework on which the cosmological models are built is
general relativity. The present-day universe is described by a cosmological model
known as Friedmann-Lemaître-Robertson-Walker (FLRW) metric
ds2 =  dt2 + a2(t)

dr2
1  kr2 + r
2d2 + r2 sin2 d2

(5.1)
where a(t) is the scale factor and measures the expansion and contraction of the
spatial geometry. The values k = 1; 0; 1 correspond respectively to open, ﬂat or
closed spatial geometry. This metric is homogeneous and isotropic at large scales and
indeed ﬁts the present observations of the universe.
Another indication from the cosmological observations are that the universe is
under an accelerating expansion [39, 40]. However, the current known forms of matter
cannot explain exactly this phenomenon and new forms of matter have been suggested
to explain it. A new suggested form of energy is dark energy which is supposed to
permeate all space. Dark energy can have a non-dynamical and a dynamical form [41].
Its non-dynamical form is known as the cosmological constant . The cosmological
constant is a constant energy density of the order of 10 12 GeV/m that ﬁlls the
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space homogeneously.28 The inclusion of the cosmological constant in the FLRW
model leads to the CDM model, the ‘‘standard model” of cosmology nowadays. The
dynamical form of the dark energy consists of scalar ﬁelds with varying energy density
in space and time known as quintessence and phantom energy. In particular, the
phantom energy is exotic since its energy density increases with time and it violates
the dominant energy condition [43].29
The simplest way to obtain a model with a phantom energy component is to
consider a homogeneous scalar ﬁeld  with negative kinetic energy. The action of an
ordinary scalar ﬁeld minimally coupled to gravity is
S =
Z
d4x
p [ 1
2
(r)2   V ()] (5.2)
This ﬁeld is also called quintessence. The energy-momentum tensor ﬁeld obtained by
varying the scalar ﬁeld action with respect to the metric is
T =   2p 
S

(5.3)
or, explicitly written,
T = @@  

1
2
@@+ V ()

(5.4)
The components of the energy-momentum tensor for the case of the ﬂat FLRW back-
ground (k = 0) that give the energy and pressure density respectively are
 =  T 00 =
1
2
_2 + V () (5.5)
28The above mentioned value is the observational one. The estimated theoretical value is of the
order of 10108 GeV/m. The two values have a discrepancy of the order of 10120 orders of magnitude.
This consists the cosmological problem (see e.g [42] for more details).
29The dominant energy condition is interpreted as that the speed of energy ﬂow of matter is always
less than the speed of light (see e.g. [44]).
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and
p = T ii =
1
2
_2   V () (5.6)
The equation-of-state parameter is given by w = p

, therefore
w =
1
2
_2   V ()
1
2
_2 + V ()
(5.7)
A vanishing potential V = 0 (free scalar ﬁeld) has w = 1, while a vanishing kinetic
energy is equivalent to a cosmological constant w =  1. Anything between these
values but not crossing the value w =  1 is achievable. The phantom ﬁeld corresponds
to a negative kinetic energy and corresponds to a value of w <  1. This happens for
_2/2 < V (). The action of the phantom ﬁeld is
Sphantom =
Z
d4x
p [1
2
(r)2   V ()] (5.8)
which has an opposite sign to the kinetic term compared to the action (5.2). This
leads to the following values for the stress-energy tensor
 =  T 00 =  
1
2
_2 + V () (5.9)
and
p = T ii =  
1
2
_2   V () (5.10)
ﬁnally giving
w =
 1
2
_2   V ()
 1
2
_2 + V ()
(5.11)
The FLRW model describes the current universe very well, so it is a good candidate
cosmological model from which we can extract the history of the universe as well as its
fate. The FLRW metric shows that at the beginning of space and time, the universe
was extremely hot and dense, conﬁned to an inﬁnitesimal spacetime volume. This is
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the well-known classical singularity called the Big Bang from which all known forms of
matter and energy have originated. In order to study the evolution of the universe at
this state, it is necessary to include both gravitational and quantum eﬀects. Therefore
a proper description of the origins of the universe should be done through a theory
of quantum gravity applied to cosmological models. The ﬁeld that studies the origins
of the universe is called quantum cosmology. Quantum cosmology is motivated by
the question of the initial state of the universe, meaning the conditions out of which
the universe could have arisen. It is true that the Big Bang model explains a lot
of observational features, however it fails to specify a certain initial quantum state
out of which the universe evolved [32, 45]. The problem of the initial conditions in
quantum cosmology is a very important one. It arises by the fact that the dynamical
equation of the theory has an inﬁnite set of solutions and there is no way to single
out one of them. In order to specify a solution, initial and/or boundary conditions
should be imposed, as in the case of quantum theory. In ordinary quantum theory,
the initial conditions are speciﬁed by the conditions determined by the environment
of the quantum system. However, in cosmology no such external system exists to
the universe and there is no indication of a proper boundary condition. The initial
conditions are thus elevated to a physical law in quantum cosmology.
The main mathematical object of quantum cosmology is the wave function of the
universe [32, 45]
	[gij(x); (x); B] (5.12)
which gives the amplitude that the universe contains a 3-surface B on which the 3-
metric is gij(x) and the matter ﬁeld conﬁguration is (x). In order to give meaning
to this, three elements are necessary: (i) dynamics of the theory, in this case the
functional Schrödinger equation or the Wheeler-DeWitt equation that arises after
the quantisation of the cosmological model, (ii) initial and/or boundary conditions
necessary to solve the dynamical equation which, in the case of quantum cosmology
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are elevated to a physical law, and (iii) an interpretation scheme for the wave function.
Of course, the most important demand from the theory so as to be characterised
as physical, is to be able to explain the observations for the state of the universe
today. One of the most important observations that a quantum cosmological model
should be able to explain is the classicality of spacetime when the universe is large.
The requirements imposed on a system so as to be characterised as classical constrain
the form of the wave function of the universe. The requirements for a spacetime to
be classical can be summarised as follows:
(i) The wave function must predict that the canonical variables are strongly cor-
related according to classical laws. This means that the wave function or some
distribution constructed from it must be peaked about one or more classical
conﬁgurations.
(ii) The quantum mechanical interference between distinct conﬁgurations should be
negligible.
The form of the wave functions that commonly arise in quantum cosmology are not
of wave packet form eikx i!t as in ordinary quantum theory, but of WKB form. They
can be classiﬁed as oscillatory, having the form eiS, or exponential, of the form e SE .
By using a distribution function of coordinates and momenta such as the Wigner
function, one can identify the peaks of the wave function. One ﬁnds that (i) a wave
function of the form e SE predicts no correlation between q and p and thus cannot
correspond to classical behaviour, (ii) a wave function of the form eiS predicts a strong
correlation between q and p and, as a result, it is peaked about not a single classical
solution, but about a set of solutions to the ﬁeld equations [32]. Thus, only the
oscillatory solutions correspond to classical spacetime. These observations about the
allowed form of the wave function are useful in this chapter since we study the WKB
solutions of a minisuperspace model.
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Finally, an interesting aspect is that, although the original wave function does
not carry a particular variable playing the role of time, a notion of time may emerge
for certain types of wave functions. The aﬃne parameter along the histories about
which the wave function is peaked is the time variable. So time and spacetime are only
derived concepts appropriate only to certain regions of minisuperspace and dependent
on initial conditions.
The present chapter is devoted to an application in the ﬁeld of cosmology. Starting
from a quantised FLRW model and using results coming from the non-perturbative
gravity mentioned in chapter 4, we ﬁnd implications about the behaviour of the uni-
verse in its early stages. Our study focuses on the one hand on the application of
the tunneling method on this cosmological model and on the other hand on some
implications regarding phantom cosmology.
5.2 Minisuperspace models
The conﬁguration space of quantum cosmology is the inﬁnite-dimensional super-
space of the 3-geometries already mentioned. However, the inﬁnite dimension sets a
huge obstacle in dealing with the full formalism of quantum cosmology. One resolu-
tion to this problem is to restrict the conﬁguration space to a ﬁnite dimension. This
can be achieved by taking advantage of several symmetries of the spacetime, such
as homogeneity and isotropy, to reduce the degrees of freedom of the theory. The
resulting conﬁguration space is called minisuperspace.
The minisuperspace approximation has several advantages. At a technical level,
one deals with a ﬁnite-dimensional problem in the classical theory that is more easily
quantised and leads to a problem of the ordinary quantum theory instead of the more
complicated quantum ﬁeld theory. In addition, this approach can help in the under-
standing several conceptual problems of quantum cosmology and quantum gravity
such as the problem of time, the interpretation of the wave function of the universe
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and the boundary conditions.
On the other hand, minisuperspace models are not free of problems since setting
most of the ﬁeld modes and their conjugate momenta equal to zero is equivalent to a
violation of the uncertainty principle. However, the most severe problem is that it is
not even known to be part of a valid approximation to the full theory. In this respect,
one can adopt the point of view that the minisuperspace models are just toy models
that keep some features of the full theory in isolation from others and having nothing
to do with it in the end. However, there is the opposite point of view arguing that
the minisuperspace models do actually have a connection with the full theory [32].
In this thesis we do not adopt any particular point of view about the validity of the
minisuperspace approximation.
We now proceed to study the mathematical form of the minisuperspace models.
Typically, the general form of the 3+1 decomposed metric in the minisuperspace
models is obtained by choosing a homogeneous lapse function, N = N(t) and zero
shift vector _N i = 0
ds2 =  N(t)2dt2 + gij(~x; t)dxidxj (5.13)
The 3-metric gij is restricted to be homogeneous and is described by a ﬁnite number
of functions of t, q(t) where  = 0; 1; :::; (n  1). Then the general form of the action
obtained by inserting the 3+1 metric with the above restrictions is
S[q(t); N(t)] =
Z
dtN

1
2N2
f(q) _q
 _q + U(q)


Z
dtL (5.14)
The function f(q) is the reduced DeWitt metric with indeﬁnite signature ( +++:::).
The form of the action is that of a relativistic particle in a curved spacetime of n
dimensions with a potential. By varying the action, one obtains the dynamical and
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constraint equations respectively:
1
N
d
dt

_q
N

+
1
N2
  _q
 _q + f
@U
@q
= 0 (5.15)
1
2N2
f _q
 _q + U(q) = 0 (5.16)
In order to ensure consistency, the equations resulting from the variation of the action
must be equivalent to those obtained if one inserts the decomposed metric into the
Einstein equations. However, this is not always the case and should be checked. The
Hamiltonian construction then goes as follows. The conjugate momenta are
p =
@L
@ _q
= f
_q
N
(5.17)
and the canonical Hamiltonian is
Hc = p _q
   L = N

1
2
fpp + U(q)

 NH (5.18)
The Hamiltonian form of the action is
S =
Z
dt[p _q
  NH] (5.19)
from which one can see that it is a constrained system with constraint
H(q; p) =
1
2
fpp + U(q) = 0 (5.20)
The next step is to proceed to the quantisation of the model. The quantisation of
the model can be done by both canonical and functional methods. The quantisation
procedure follows the rules of canonical and covariant quantisation schemes discussed
in the previous chapters, so we do not enter into the details here. After the quantisa-
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tion, boundary conditions should be imposed on the dynamical equations in order to
ﬁnd a unique solution. The problem of the boundary conditions has been discussed
brieﬂy in the introduction and will not concern us further here.
5.3 Application: Signs and cosmology
We now proceed to the discussion of an application of quantum cosmology ﬁrst
reported in [22]. We use the formalism of the reduced phase space quantisation, of
the Euclidean path integral and of the minisuperspace models to built this section.
As discussed in chapter 4, the Euclidean path integral diverges because the gravita-
tional action is unbounded from below. After the ﬁrst plausible proposal to solve this
problem in [11] by rotating the conformal factor in the complex plane, more rigorous
treatments followed with more successful results [35, 36, 38, 13]. The observation
was that the conformal mode of the gravitational ﬁeld is not a dynamical degree of
freedom, therefore the kinetic term related to it has to be cancelled. This can happen
by including a contribution from the measure of the functional integral. In a similar
way, as in the gauge theories where the Faddeev-Popov procedure is employed in or-
der to eliminate the physically irrelevant degrees of freedom, a term in the measure
appears that can be cancelled out with the terms arising from the conformal part of
the metric. This procedure was explained in chapter 4. It has been shown that this
cancellation of the terms related to the conformal degree of freedom can happen un-
der the assumption for the value of the constant appearing in the DeWitt metric that
determines its signature is C <   2
D
. In the case of 4-dimensional Einstein gravity the
value of C is C =  2 which indeed lies in this range.
The Euclidean action, without the boundary term, obtained from an initial Wick
rotation t!  i of a Lorentzian metric SL is deﬁned to be, as shown from eq. (4.47)
SE =   1
16G
h
1 +
2(1 + 2C)

i Z
d4xE
p
ER (5.21)
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where C is the constant in the DeWitt metric. For the case of Einstein gravity that
is C =  2, the factor in front of the integral is positive. For convenience we denote
it by b2    1
16G
[1  6

] in the rest of the section. A Wick rotation back by applying
t! i to the above Euclidean action results in a new Lorentzian action S 0L
S 0L =  iS 0E =  ib2
Z
d4x
p
R =  b2
Z
d4x
p
R (5.22)
where now the Euclidean action S 0E has been obtained by a Wick rotation t !  i
of a Lorentzian action SL. The relation between SL and S 0L is
S 0L =  
b2

SL (5.23)
where  = 1/16G. We study the possible implications of the above result in the
following minisuperspace metric for cosmology
ds2 =  N2dt2 + a2(t)

dr2
1  kr2 + r
2d2 + r2 sin2 d2

(5.24)
which is similar to the metric (5.1), but now the lapse function is taken to be arbitrary.
The classical Lagrangian for this metric is derived from a Legendre transform
SL = pa _a N

  p
2
a
24a
  6ka

(5.25)
where pa is the conjugate momentum to a(t) and the canonical form of the action is
S[a; pa; ; p; N ] =
Z
dt(pa _a+ p _ NH) (5.26)
where the total Hamiltonian is [5]
H =   p
2
a
24a
  6ka+ p
2

2a3
+ a2V () (5.27)
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The rescaled Lagrangian produces a rescaled conjugate momentum, that is
p0a =
@S 0L
@ _a
=  b
2

pa (5.28)
which results in a modiﬁed total Hamiltonian as well
H 0 = p0a _a  S 0L =  
b2

H (5.29)
The dynamics of this system is usually studied as coupled to a scalar ﬁeld. The
Hamiltonian of the gravitational system plus the matter Hamiltonian Hm is
Htot =  b
2

H +Hm (5.30)
However our treatment of the Euclidean-Lorentzian correspondence after Wick ro-
tation is relevant only for the pure gravitational part, not the matter Hamiltonian.
In the following, therefore, we assume that the matter Hamiltonian does not scale.
Under this assumption, the total Hamiltonian seems to diﬀer non-trivially from the
original one H related to the SL action. In the following subsections we study how
this modiﬁcation in the Hamiltonian aﬀects the physics in two diﬀerent cases. The
ﬁrst one is a study on the changes of the WKB wave function and how these changes
could aﬀect the tunneling in quantum cosmology. The second is to understand the
role of the rescaling in the deﬁnition of phantom scalar ﬁelds.
Tunneling and quantum cosmology
We start by assuming an analysis of the type of reduced phase space quantisation
(constrain the system and then quantise it) or choice of time before quantising, for
a minisuperspace FLRW cosmological model in the presence of a scalar ﬁeld. Af-
ter selecting a time variable, we perform the quantisation procedure and obtain a
Schrödinger equation that we solve in the lowest-order approximation with the WKB
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approximation similar to the solution of the Wheeler-DeWitt equation with the WKB
approximation mentioned in section (3.3.3).
In the Hamiltonian (5.27) we set k = 1 and V () = 0, that is the quantum ﬁeld
is massless and conﬁned in a spacetime with positive spatial curvature. Choosing as
time coordinate the scale factor, t = a(t), the Hamiltonian constraint takes the form
  p
2
a
24t
  6t+ p
2

2t3
= 0 (5.31)
Solving for the conjugate momentum of a we ﬁnd for the squared conjugate momentum
p2a = 24t

 6t+ p
2

2t3

(5.32)
The squared true Hamiltonian is given by
h2a  p2a =  144t2 +
12p2
t2
(5.33)
Equation (5.33) is a function of time and has 4 roots, two real and two imaginary,
t1;2 = 
p
p
121/4
(5.34)
t3;4 = i
p
p
121/4
(5.35)
Analysis of the sign shows that in the interval between the two real roots, (t1; t2)
we have a positive squared Hamiltonian, h2a > 0, and thus it is a classically allowed
region, while in the intervals from ( 1; t1) and (t2;+1), we have h2a < 0. Then,
the Hamiltonian ha becomes imaginary and quantum tunneling can be possible. This
becomes more obvious by using the WKB approximation method to solve the time
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dependent Schrödinger equation
pa (t) = i~
@
@t
 (t) (5.36)
that resulted from the quantisation of the system by the reduced phase space approach
and the procedure is the same as in ordinary quantum mechanics. Therefore, we derive
the wave function in three regions. For p2a > 0 they have the form
 (t) =
cp
pa
e
i
~
R t2
t1
dtpa(t) (5.37)
where the positive sign denotes the expanding case and the negative the contracting
one. p2a takes negative values in two diﬀerent regions, therefore the wave functions
will be
 (t) =
dpjpaje 1~
R t1
 1 dtjpa(t)j (5.38)
and
 (t) =
dpjpaje 1~
R1
t2
dtjpa(t)j (5.39)
The constants c; d in equations (5.37), (5.39) are to be deﬁned by the imposition of
proper boundary conditions. In this section we will not be concerned with any choice
of boundary conditions. We only consider the general form of the solutions and their
behaviour in the intervals. In the case that the cosmological part of the Hamiltonian
is multiplied by a factor  =  b2/ as in (5.30), the Hamiltonian becomes
H = 

  p
2
a
24a
  6ka

+
p2
2a3
+ a2V () (5.40)
which we allow to be either positive or negative according to the sign of C in (5.21).
For the same values as before, k = 1; V () = 0 and choice of coordinate time the scale
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factor a(t) = t, the true squared Hamiltonian is
h2a  p2a =  144a2 +
12p
2a2
(5.41)
The roots of this Hamiltonian have the form
t1;2 = 
p
p
(12)1/4
(5.42)
t3;4 = i
p
p
(12)1/4
(5.43)
of which there are again two real and two imaginary roots. In the case  > 0, the
extended Hamiltonian is positive in the interval between the real roots and negative
otherwise, and for the imaginary time, in the interval between the two roots it is
negative and positive otherwise. Conversely, when  < 0, as in the case for Einstein
Gravity which has C =  2 the real and imaginary roots switch. The form of the
solutions to the Schrödinger equation in the WKB approximation will again have the
same form as previously, but now the wave functions depend on the parameter . The
general solution for all the regions, classically allowed and not allowed, is
 (t) =
cpjpa(t; )je i~
R t2
t1
dtpa(t;) (5.44)
Depending on whether  is positive or negative we recover the solution (5.44) in each
interval. The dependence on the parameter  does not have any impact on the nature
of the WKB wave functions nor the tunneling behaviour. Therefore, even though the
‘‘Euclidean eﬀective action” is no longer unbounded, the physics remains unchanged.
In the case that the potential V () is non-zero, the roots are given in the appendix
C. In this case, here will be a distinct change in the turning points due to a change in
the sign of the action. Although this is a quantitative change in the location of the
turning points or the tunneling process, the system is not really aﬀected qualitatively.
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Phantom Cosmology
The above analysis shows that the standard FLRW cosmology is qualitatively
unchanged, at least for the case of the closed universe, k = 1. However, there is one
aspect where this simple change in sign can bring new physics, which is when gravity
is coupled to phantom ﬁelds. As already mentioned, these scalar ﬁelds are usually
taken to be those which have a negative kinetic term in the Lagrangian and give
rise to negative pressure systems ([46] and references therein). They can be under
certain assumptions viable candidates for dark energy. We begin by observing that
the typical gravity and matter coupled system has the action
S =
Z
d4x
p 

R  1
2
@
@  V ()

(5.45)
where we have set  = 1/16G. If we introduce the scaling due to the quantum
corrections in the gravity sector, the action becomes
S =
Z
d4x
p 

 b2R  1
2
@
@  V ()

(5.46)
We factor out the minus sign as an overall signature of the system
S =  
Z
d4x
p 

b2R +
1
2
@
@+ V ()

(5.47)
and analytically continue in the scalar ﬁeld 0 = i, assuming that V () = 4/4!.
The action takes the form
S =  
Z
d4x
p 

b2R  1
2
@
0@0 + V (0)

(5.48)
This is slightly diﬀerent from the usual phantom ﬁelds where the kinetic term changes
sign, the potential remains as it is. What we have achieved here is a relative change
of sign between the kinetic term of the potential and the other terms in the coupled
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Lagrangian. In the case of the ﬂat universe, that is  = 0 one can compute the density
and the pressure of this scalar ﬁeld as
 =  
_
02
2
+
V (0)
2
(5.49)
p =  1
2
h
_
02 + V (0)
i
(5.50)
and ﬁnd that w = p/ <  1 for this redeﬁned cosmology [46]. The negative w
indicates the existence of phantom ﬁelds. We conclude therefore that at least in the
case of the ﬂat FLRW universe, a change in the sign can lead to the existence of
phantom ﬁelds. This model can be further investigated in various ways. For example,
one can choose the case for a closed or an open universe, or select a diﬀerent internal
time, for example the ﬁeld  and then quantise the system.
Conclusion
It turns out that for Euclidean gravity the reversal of the sign of the action due to
quantum correction makes an important diﬀerence in the path integral computation
which becomes a convergent integral. However it does not aﬀect the ‘classical’ or the
semiclassical description of the system per se. Quantum corrections which produce
higher curvature terms also found in [15] in the strong gravity limit are expected
to aﬀect the dynamics of the system. In this section, the WKB approximation for
the tunneling wave function in quantum cosmology was used. The results remained
qualitatively unchanged from those predicted using the original Lagrangian. It is
remarkable though that it is able to interpret the change in sign in the gravitational
sector of the theory to provide a plausible origin of phantom negative pressure. This
method of creating negative pressure is conﬁned to scalar potentials which are mapped
to themselves under such an analytic continuation. Further analysis is necessary to
check the validity for other forms of potentials.
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Chapter 6
Detection of thermal radiation in
2+1 dimensional spacetime
6.1 Introduction
The discovery of Hawking radiation from black holes [47] is a particularly impor-
tant result for theoretical physics. It implies that in the semiclassical picture of a
background gravitational ﬁeld on which the quantum ﬁelds propagate, matter and
energy can escape from the black holes, which, when considered as objects of the
classical gravitational theory, do not permit even light to escape. Since then, it has
also been proved that thermalisation radiation can also be produced in Rindler space-
time30, also known as the Unruh eﬀect [48]. Hawking and Unruh eﬀects are obtained
in the framework of quantum ﬁeld theory in curved spacetime, that is the approxima-
tion in which the spacetime is considered as ﬁxed curved background, and are usually
thought to be thermal in their nature because of their dependence on temperature.
In a more axiomatic treatment of quantum ﬁeld theory in curved spacetime known
as axiomatic quantum ﬁeld theory, an interesting result is the thermalisation theo-
rem that contains the mathematical structure for Hawking-Unruh eﬀect. Brieﬂy, the
thermalisation theorem states that (see e.g. [49])
Thermalisation Theorem. The pure state which is the vacuum from the point
of view of an inertial observer is a canonical ensemble from the point of view of
30The spacetime corresponding to an accelerated observer in a ﬂat spacetime. See the appendix
for a short introduction.
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a uniformly accelerated observer. The temperature characterising the ensemble is
proportional to the magnitude of the acceleration of the observer.
Therefore, the thermalisation theorem leads to the Unruh eﬀect. A common mis-
conception is that if the thermalisation theorem holds, then a uniformly accelerated
detector31 observes the Planckian spectrum.32 However, these statements are in gen-
eral non-equivalent
1. The thermalisation theorem holds (Unruh eﬀect)
2. A uniformly accelerated detector observes the Planckian spectrum
If the two above statements were equivalent, one would expect that the Bose-Einstein
spectrum33 should be observed for integral spin particles and the Fermi-Dirac for half-
integral spin particles. In fact, this is only true in even dimensions of spacetime, but
not in odd ones. What a detector actually measures in odd dimensions is the spectrum
of Fermi-Dirac for scalar ﬁelds and the Bose-Einstein spectrum for the half-integral
spin ﬁelds. This inversion is apparent, because there is no underlying change on the
Dirac bracket relations that the ﬁelds satisfy. This eﬀect is summarised as follows:
Apparent Statistics Inversion. A uniformly accelerated detector coupled to a quan-
tised scalar ﬁeld observes the Bose-Einstein (but not always exactly Planckian) spec-
trum if the dimension of the spacetime is even, while it observes the Fermi-Dirac
spectrum if the dimension is odd.
31We deﬁne rigorously what one means by a detector below.
32Planck’s law is the spectral distribution for electromagnetic radiation in thermodynamic equi-
librium, when there is no net ﬂow of matter or energy
E(T ) =
2hc2
5
1
ehc/kBT   1 (6.1)
33The Bose-Einstein distribution is the spectral distribution for integral spin particles, i.e., bosons,
in thermodynamic equilibrium. At the massless limit, it reduces to the Planckian. The equivalent
of Bose-Einstein distribution for half-spin particles is the Fermi-Dirac distribution.
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The eﬀect depends on the detection of particles from a ‘‘particle detector”. In
particular, we are concerned with a DeWitt pointlike detector of monopole type,
referred to as a DeWitt detector [50]. It is deﬁned as an object endowed with an
internal structure characterised by two internal energy levels labeled as jgi and jei for
the ground and excited state respectively and coupled linearly to a quantum ﬁeld via
a ‘‘monopole moment” [50, 51]. It is also assumed that the interaction with the ﬁeld
takes place at a point and thus the detector is an idealised point without size.
The interesting quantity is the transition rate, that is, the probability per unit
proper time for the detector to make a transition from one energy eigenstate to another
while the ﬁeld undergoes a transition from the initial Minkowski vacuum to arbitrary
excited states. The transition rate is an important quantity because it gives the
notion of what is meant by a ‘‘particle” in the context of quantum ﬁeld theory in
curved spacetimes. In particular, when a transition happens, the detector clicks and
we can say that a particle has been observed in this context. The ﬁnal state of the
particle is actually not observed.
An explanation of the apparent inversion of statistics was given in [49, 52]. It is
actually a consequence of the global nature of the ﬁelds that cannot be eliminated
on the surface on which the detector is conﬁned. Therefore, the contribution of an
additional factor related to the density of states per unit volume modulo the surface
has to be taken into account. This term leads to a not perfectly Planckian spectrum
of the detector and consequently to the deviation from the thermalization theorem.
It is quite interesting that it might be possible to detect the apparent inversion of
statistics phenomenon in the lab in a 2-dimensional graphene sheet [53]. Graphene is
a 2-dimensional allotrope of carbon with the carbon atoms arranged on a hexagonal
honeycomb structure [54]. Even though graphene can be relatively easy to make, it
is very diﬃcult to be found in the free state. Therefore, it came as a surprise that
it was produced in the lab [55]. However, even before that, its properties were well-
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Figure 6.1: Beltrami spacetime
known and theoretically studied. The particular interest for ﬁeld theorists comes from
the fact that its low-energy excitations are massless, Dirac fermions and as a result,
the physics of quantum electrodynamics (QED) can be mimicked on the graphene
sheet. In this case though the propagating velocity equals the Fermi velocity uF
which is 300 times smaller than c. Therefore, many of the unusual properties of
QED appear at much smaller speeds, a fact that makes much easier the realisation
of quantum ﬁeld theoretic experiments. In addition, it behaves in a metallic way so
that the Dirac fermions propagate on a locally curved space, hence our interest for the
study of quantum gravity eﬀects. As it was demonstrated in [53, 56], the graphene
excitations can propagate on a 2 + 1 dimensional spacetime with a black hole if the
sheet is curved such that it resembles the Beltrami spacetime of ﬁgure 6.1. Then,
if one places a detector in this graphene sheet, it may be possible to detect thermal
radiation.
In this chapter we deal with the attempt to theoretically extract the apparent
statistics inversion in a 2+ 1 dimensional spacetime with a black hole in the presence
of a Dirac ﬁeld by examining the response function of the detector. This will be
useful to a possible future realisation of the Beltrami spacetime in the lab. We ﬁrst
introduce the mathematical deﬁnitions for the DeWitt detector, then we describe the
2 + 1 dimensional spacetime and the solution of the Dirac equation we will need in
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order to evaluate the response function of the detector. Our results mainly concern
the related Wightman function which is the necessary two-point function for the
calculation of the response function.
6.2 Unruh-DeWitt detector
We proceed to review the method of calculating the response function for a Dirac
ﬁeld in the Rindler spacetime. This will be useful for the study of the response
function of a Dirac ﬁeld in a 2+1-dimensional spacetime with black hole, the so-called
Banados-Teitelboim-Zanelli (BTZ) spacetime [57]. We therefore consider a point-
like detector with two internal energy levels, labeled as jgi and jei for the ground
and excited state respectively. The detector couples to a Dirac ﬁeld via a monopole
moment. The Hamiltonian of the interaction is given by
Hint = c()() (x()) (6.2)
where c is a small coupling constant,  is the monopole moment of the detector,
 is the switching function, which is positive during the interaction and vanishing
elsewhere and  is the trajectory of the detector. The spectrum of the interaction
Hamiltonian is discrete. The initial and ﬁnal states of the system are described by
jii = jgi 
 j ii and jfi = jei 
 j fi and the transition rate is given by
P (E) = c2j hej(0) jgi j2F(!) (6.3)
where the function
F(!) =
Z 1
 1
d
Z 1
 1
d 0e i!( 
0)S+(x(); x0( 0)) (6.4)
79
6.2. UNRUH-DEWITT DETECTOR
is the detector response function or power spectrum. The response function is inde-
pendent of the details of the detector and is determined by the positive Wightman
function S+(x(); x0( 0)), while the j hej(0) jgi j2 is the part which depends on the
details of the detector.
Some notes are in order now to clarify a few details of the process.
• The mathematical analysis is performed up to ﬁrst order perturbation theory.
• The adiabatic switching factor has only been introduced in order to suppress
spurious transient eﬀects. Its precise form is not essential.
• The interaction is kept switched on for a duration of proper time with order of
magnitude much less than the spacing of detector’s energy levels so as not to
have any eﬀect on the process.
• The transition rate formula shows that the transition rate of the DeWitt detector
is proportional to the ‘‘response function” which depends only on the ﬁeld but
not on the structure of the detector.
Without entering to the details of the calculation [49], a scalar quantum ﬁeld in the
Rindler vacuum34 turns out to have a power spectrum of the form
Fn(!) = 
!
DRn (!)
e!/T   1 (6.5)
The appearance of the Bose distribution factor 1
e!/T 1 is a consequence of the thermali-
sation theorem and this is its sole contribution to the response function. The theorem
does not give any information on the multiplying factor DRn (!) which depends on
the details of the Rindler mode function. DRn (!) is interpreted as the density of
states at energy ! per unit volume on the (n   1) hyperboloid. It turns out that
the Rindler noise is identical to the thermal noise in even dimension spacetime for
34See the appendix for a deﬁnition.
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massless scalar ﬁeld because in the massless case the contribution of DRn (!) multi-
plied with the Bose-Einstein distribution does not change the distribution for even
spacetime dimensions while it does aﬀect the spectrum in odd dimensions and turns it
to a Fermi-Dirac distribution. This reveals that the expectation that the addition of
one or more spacetime dimensions will not aﬀect the power spectrum is wrong. The
reason is that even though one considers the world line of the uniformly accelerated
observer lying entirely in a two-dimensional plane, this does not happen for the quan-
tum ﬁeld. Quantum ﬁelds cannot be conﬁned to this plane but they extend over the
full spacetime. Therefore, as not initially expected, the presence of extra dimensions
or mass does make a diﬀerence, and an important one.
We now turn in the case of the Dirac ﬁeld with which we are concerned. The
DeWitt detector is coupled linearly to the scalar density of the Dirac ﬁeld via the
Lagrangian
Lint = () (x()) (6.6)
where  is the hermitian ‘‘monopole” operator of the detector and the transition rate
P (E) = j hej(0) jgi j2Fn(!) (6.7)
where Fn(!) =
R1
 1 de
 i!Sn() and
Sn(    0)  h0M j  (x()) (x())  (x( 0)) (x( 0)) j0Mi (6.8)
is the Wightman function for the Dirac ﬁeld. By using Wick’s theorem to factor this
expression and by disregarding an inﬁnite constant which does not contribute to the
response function if ! is non-vanishing, we get
Sn(    0) = trS+n (x(); x( 0))S n (x( 0); x()) (6.9)
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where Sn are the positive and negative frequency Wightman functions respectively.
This is the expression we will later need to compute the Wightman function in the
2 + 1 dimensional spacetime.
6.3 Dirac ﬁeld in 2+1 black hole spacetime
We give a short account of the 2+1-dimensional spacetime with a black hole (BTZ
spacetime) [57, 58]. Detailed reviews on 2+1 dimensional gravity and black holes can
also be found in [59, 60]. In the following we give a solution to the Dirac equation
in this spacetime ﬁrst presented in [61]. We will use the solutions of this equation
in order to calculate the Wightman function and the response function of a detector
conﬁned in the 2 + 1 dimensional black hole spacetime. The action in the vacuum is
S =
1
2
Z
d2x dt
p [R + 2l 2] +B (6.10)
where B is a surface term and l is related to the cosmological constant by   = l 2.
The equations of motion derived by variation of the action with respect to the metric
are
R   1
2
R =
1
l2
 (6.11)
The metric of this spacetime is
ds2 =  (N?)2dt2 + f 2dr2 + r2(d+Ndt)2 (6.12)
where the squared lapse (N?)2(r) and the angular shift N are given by
N? = f = ( M + r
2
l2
+
J2
4r2
)1/2; N =   J
2r2
(jJ j Ml) (6.13)
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The coordinates take values in the ranges  1 < t <1, 0 < r <1 and 0    2.
The lapse function vanishes for values of r equal to
r2 =
Ml2
2
n
1 1    J
Ml
21/2o (6.14)
and this designates the horizons of the black hole. In particular, the external horizon
of the black hole is located at r+. The horizon exists only if
M > 0; jJ j Ml (6.15)
where M is the mass and J is the angular momentum of the black hole. We can write
the lapse, mass and angular momentum as functions of the outer and inner horizons
N? = f = ( M + r
2
l2
+
J2
4r2
)1/2 =
h(r2   r2 )(r2   r2+)
r2l2
i1/2
(6.16)
and
M =
r2+ + r
2
 
l2
J =
2r+r 
l
(6.17)
Then, the metric can be written in the form
ds2 =  (r
2   r2 )(r2   r2+)
r2l2
dt2 +
l2r2
(r2   r2 )(r2   r2+)
dr2 + r2

d  r+r 
lr2
dt
2
(6.18)
After a change of the coordinate r to r2 = r2+ cosh2   r2  sinh2 , the metric changes
to
ds2 =   sinh2 

r+
dt
l
  r d
2
+ l2d2 + cosh2 

 r dt
l
+ r+d
2
(6.19)
or, if we deﬁne the Killing directions
x+ =
r+t
l
  r ; x  =  r t
l
+ r+ (6.20)
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the metric takes the ﬁnal form with respect to x+; x 
ds2 =   sinh2 (dx+)2 + l2d2 + cosh2 (dx )2 (6.21)
The next step is to enter this metric in the Dirac equation and solve it for non-
minimally coupled fermions
1l 1

@ +
sinh
2 cosh +
cosh
2 sinh

 + 0
@x+ 
sinh + 
2 @x  
cosh +
1
2l
 = 0 (6.22)
We assume that the solution has the form
 =
e i(k
+x+ k x )
psinh cosh
0B@  1
 2
1CA
where we have deﬁned
k+ =
!  m

2lTH
=
!r+  m
r+
2lr+TH
(6.23)
k  =
!r    (r+m)/l
2lr+TH
(6.24)
with 
 = J
2r2+
is the time eigenfrequency, m is the azimuthal quantum number and
TH =
r2+ r2 
2l2r+
the Hawking temperature. The equations then are written as
 d
d
  ilk
+
sinh

 2 =  
1
2
  ilk
 
cosh

 1 (6.25) d
d
+
ilk+
sinh

 1 =  
1
2
+
ilk 
cosh

 2 (6.26)
The solutions to the above equations are
 1psinh cosh =
h 
1+
p
z
sinh
1/2
+
 
1 pz
sinh
1/2i
z(1+ilk
+)/2(1  z) 1/2  (1 ) ()
 ()
P
(; 1)
  (1  2z)
(6.27)
84
6.3. DIRAC FIELD IN 2+1 BLACK HOLE SPACETIME
and
 2psinh cosh =
h 
1+
p
z
sinh
1/2    1 pzsinh1/2izilk+/2(1  z) 1/2    (1 ) (1 ) () () P (; 1)  (1  2z)
(6.28)
where we have deﬁned
z = tanh2  (6.29)
 =
ilk+
2
+
ilk 
2
+
1
2
(6.30)
 =
ilk+
2
  ilk
 
2
(6.31)
 =  +  = ilk+ +
1
2
(6.32)
and P ab (z) are the Jacobi polynomials. This result will be useful in the calculation of
the Wightman function
S+(x; x0) =< 0j (x)  (x0)j0 > : (6.33)
A preliminary result shows that the Wightman function is of the form of a matrix
times a thermal distribution:
  =
0B@ 	11 	12
	21 	22
1CA 2icosh2[n(k+ + k )](e!/2TR + 1)(e!/2TL   1) (6.34)
where 	ij are yet to be speciﬁed. In order to ﬁnd this result we have set m = 0.
These results indicate that the spectrum has the form of a product of a right and a
left Planckian terms with right and left temperatures TR and TL respectively that are
deﬁned through the relations T 1L = 1TH (1 
r 
r+
) and T 1R = 1TH (1 +
r 
r+
). This form of
the spectrum is relevant to the conformal ﬁeld theory close to the horizon. A more
complete calculation of the response function however might give the full picture on
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the inversion of statistics. It is expected that the contribution of the 	ij terms will
be nontrivial and therefore it will aﬀect the spectrum.
86
Chapter 7
Conclusions
Quantum gravity is an open research ﬁeld that explores the old fundamental princi-
ples of physics and looks for new ones. In this thesis, we reviewed the already known
quantisation methods of the classical gravitational theory, general relativity and dis-
cussed their implementations for the formulation of quantum gravity. As already
stated in the introduction, quantum gravity lacks an experimental basis because it
is expected that quantum gravity eﬀects are only strong enough at the Planck scale.
Other methods therefore are in order so as to establish contact with the physical
world. These are brieﬂy described as the ﬁeld of quantum gravity phenomenology.
The applications in this respect are (i) a cosmological model of the early universe and
(ii) the detection of quantum ﬁelds with half-integer spin in a spacetime with odd
spacetime dimensions.
The cosmological model employs the minisuperspace approach, that is the inﬁ-
nite degrees of freedom from superspace are eliminated and we are left with a ﬁnite
number. The conﬁguration space of the ﬁnite number of variables left is called min-
isuperspace. The method of quantisation that is used is the reduced phase space, or,
the elimination of the time coordinate before the quantisation of the system. Even
though this approach generates problems in the road for rendering gravity quantised,
it does have some interesting advantages as it was discussed in chapter 3. The Hamil-
tonian derived in this way was then used in the context of Euclidean quantum gravity.
When one tries to solve the conformal factor problem of Euclidean general relativity
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by non-perturbative methods as discussed in chapter 4, an interesting result appears.
A factor containing a constant depending on the supermetric multiplies the action.
The results of the study of the model ﬁrst appeared in [22] and showed that the
tunneling of the universe will not be aﬀected by this constant. On the other hand,
under the presence of a scalar ﬁeld when one attempts to perform a Wick rotation,
a change of sign appears in the kinetic term of the ﬁeld that could be interpreted as
phantom energy. The inclusion of such ﬁelds could be useful in modern cosmology in
order to explain the accelerating expansion of the present universe as well as the very
small value of the cosmological constant  which has been one of the most important
unsolved problems of cosmology nowadays.
The second model is a study on the response function of the detector conﬁned in
a 2 + 1 spacetime with black hole in the presence of a Dirac ﬁeld. The theoretical
calculation of the probability rate of a detector in an odd-dimensional spacetime under
the presence of a Dirac ﬁeld has become interesting during the last few years after the
production of graphene sheets in the lab [62]. The quantum ﬁeld theoretic eﬀects in
graphene resemble the quantum ﬁeld theoretic eﬀects on a 2+1 dimensional spacetime
[54, 63, 64]. Therefore, an open possibility is to be able to simulate these eﬀects in the
lab [53, 56]. The realisation of experiments like this is certain to open new horizons in
quantum gravity phenomenology and consequently quantum gravity. Therefore both
theoretical as well as experimental preparation is necessary for the conduct of these
experiments.
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Appendix A
Aspects of General Relativity
A.1 Causal structure of spacetime
In this section, we follow the deﬁnitions in [44]. In order to deﬁne what a globally
hyperbolic manifold is, a few necessary deﬁnitions are in order.
• Causal curve is a curve whose tangent vector is timelike or null at all points in
the curve.
• The future domain of dependence D+() of a set  is deﬁned as follows:
D+() =
n
p 2M
every past inextendible causal curve (A.1)
through p intersects 
o
and equivalently for the past domain of dependence of .
• Domain of dependence of  is therefore the union of the past and future domains
of dependence
D() = D+() [D () (A.2)
• A subset S  M is said to be achronal if there do not exist p; q 2 S such that
q belongs to the chronological (i.e., timelike) future of p.
• A closed achronal set  for which D() = M is called a Cauchy surface.
• A spacetime (M;) which possesses a Cauchy surface  is said to be globally
hyperbolic.
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Appendix B
Aspects of Quantum Field Theory
B.1 The path integral in quantum theory
Here we follow [65]. The path integral is deﬁned independent of the limiting
procedure chosen as
K(xN ; x0) = hxN jx0i =
Z xN
x0
[Dx(t)]eiS[xN ;x0]/~ (B.1)
where x0 is the initial spacetime point and xN the ﬁnal one and [Dx(t)] is a formal
notation for the following limiting process
hxN jx0i = lim
N!1
Z
dx1dx2:::dxN 1

mN
2it~
N/2 N 1Y
j=0
exp

 m(xj+1   xj)
2N
2it~
  itV (xj)
~N

(B.2)
where m is the mass of the particle, V the potential and t = tN   t0.
The rules for the path integral are
• Amplitudes for events occurring in succession in time multiply
K(b; a) =
Z
[Dx(t)]ei(S[b;c]+S[c;a])/~ =
Z
xc
dxcK(b; c)K(c; a) (B.3)
• For more events in succession, the composition law holds. This law holds because
the propagator is a propagator in external time.
K(b; a) =
Z
xc
Z
xd
dxcdxdK(b; c)K(c; d)K(d; a) (B.4)
Postulates
Postulate I. (probability-theoretical principle)
The probability (amplitude) for a system to go from state A to state B equals the sum
of the probabilities (probability amplitudes) of going from state A to state B extending
over all possible paths that connect A and B.
Postulate II. (complex probability amplitude and introduction of ~) The probability
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amplitude for every path has the same magnitude and a phase given by the classical
action for that path measured in units of ~.
B.2 Time in conventional quantum theory and quantum ﬁeld
theory
The following observations about the nature of time in conventional quantum
theory are reported in [5]. The conventional quantum theory is formulated with a
Newtonian notion of time, that is time is an external parameter to the system. This
fact is manifest in the formulation of the theory in the following ways:
1. Time is not a physical observable since it is not represented by an operator,
but rather it is treated as an external parameter. This is reﬂected in the time-
dependent Schrödinger equation
i~
d t
dt
= H^ t (B.5)
2. It is diﬃcult to describe quantum mechanically a truly closed system. Since the
ultimate closed system is the universe, this explains the diﬃculty to formulate a
quantum theory of the universe in the context of conventional quantum theory.
3. The idea that the events happen at a single time plays crucial role in conventional
quantum theory. In particular, the notion of measurement and consequently
the value of an observable measured are deﬁned at a speciﬁc moment of time in
the context of Copenhagen interpretation. In addition, the conservation of the
scalar product on a Hilbert space of states under time evolution and the unitarity
requirement that probabilities sum to one are connected with the notion of an
external time. Finally, the commutation relations are deﬁned for a speciﬁc
value of the time parameter and this feature is essential to the selection of the
observables from which the Hilbert space of a quantum system is constructed.
All the above observations hold in the quantum ﬁeld theory which is formulated based
on special relativity. However, the status of time in SR is not fundamentally diﬀerent
from the conventional quantum theory.
B.3 Statistical mechanics and Euclidean ﬁeld theory
Here we follow the treatment in [66]. To deﬁne the path integral more rigorously,
one performs a Wick rotation t !  i . In the following presentation we study how
this can be achieved for the simple case of a scalar ﬁeld theory. The Minkowskian
path integral is
Z =
Z
De(i/~)
R
d4x[ 1
2
(@)2 V ()] 
Z
DeiS[]/~ (B.6)
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from which the Euclidean functional integral is deﬁned after the Wick rotation has
been performed
Z =
Z
De (1/~)
R
d3Ex[
1
2
(@)2+V ()] 
Z
De SE []/~ (B.7)
where d4x =  id4Ex and d4Ex  dd3x. In (B.6) (@)2 = (@@t )2   (~r)2 while in
(B.7) (@)2 = (@
@
)2 + (~r)2. The unit (~r)2 + V () does not change under a Wick
rotation.
The Euclidean action may be regarded as a static energy functional integral of
the ﬁeld (x). Thus, given a conﬁguration (x) in a 4-dimensional space, the more
it varies the less probable it is to contribute to the Euclidean functional integral.
The Euclidean functional integral has similarities with the partition function used in
statistical mechanics. Indeed, the partition function of a quantum scalar ﬁeld with
Hamiltonian H is given by
Z = tr e H =
X
n
< nje H jn >=
Z
De 
R 
0 d
R
d3xL() (B.8)
with the integral evaluated over all paths (~x; ) such that the periodic boundary
condition holds (~x; 0) = (~x; ). As a result, one can study a ﬁeld theory at ﬁnite
temperature by rotating to Euclidean space and imposing the periodic boundary
condition.
The connection between temperature and cyclic imaginary time comes from the
fact that e iHT of quantum physics and e H of thermal physics are formally related
by analytic continuation.
B.4 Faddeev-Popov procedure
We assume that the path integral has the form
Z 
Z
[Df ]e
iS[f ] (B.9)
where f is invariant under the gauge transformations f ! f @ @  f  .
This gauge invariance makes the integral formally inﬁnite because the integration is
performed over gauge orbits. In order to get rid of these, we apply the Faddeev-Popov
procedure by following the steps
1. First choose a gauge constraintGa[f ], where a is the number of gauge conditions,
in order to ﬁx the gauge. Then the integration in the path integral is performed
over the constraint subspace Ga[f ].
2. To implement this, one deﬁnes a functional G[f ] through
G[f ]
Z
[D]
Y
a
(Ga[f ]) = 1 (B.10)
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The integration measure is a formal integration over the gauge group and is
invariant. Using this invariance of the measure, one can show that G[f ] is
gauge invariant, that is G[f ] = G[f ].
3. Introduce ”1” into the path integral
Z =
Z
[D]
Z
[Df ]G[f ]
Y
a
(Ga[f
])eiS[f ] (B.11)
make the substitution f  ! f and use the gauge invariance of the determinant
we have
Z =
Z
[D]
Z
[Df ]G[f ]
Y
a
(Ga[f ])e
iS[f ] (B.12)
Now the inﬁnite term R [D] that comes from the integration over the volume of the
gauge orbits can be omitted. The path integral then can be deﬁned as
Z 
Z
[Df ]G[f ]
Y
a
(Ga[f ])e
iS[f ] (B.13)
and depends on the gauge G only formally, that is the results are independent of the
choice of gauge.
B.5 Quantum ﬁeld theory in ﬂat spacetime
B.5.1 Scalar ﬁeld in Minkowski space
We follow the treatment of [67]. The Klein-Gordon equation for a scalar ﬁeld is
(+m2) = 0 (B.14)
where   @@ and   diag( 1; 1; 1; 1) is the Minkowski metric. The solutions
of (B.14) are of the form of the plane waves
uk(t;x) / eikx i!t (B.15)
where
!  (k2 +m2)1/2; k = jkj = (
n 1X
i=1
k2i )
1/2 (B.16)
The solutions of positive frequency modes with respect to t are
@
@t
uk(t;x) =  i!uk(t;x); ! > 0 (B.17)
We deﬁne the scalar product of two scalar ﬁelds on a spacelike hypersurface of simul-
taneity at instant t as
(1; 2) =  i
Z
dn 1xf1(x)@t2(x)  [@t1(x)]2(x)g (B.18)
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and the orthogonality condition holds
(uk; uk0) = 0; k 6= k0 (B.19)
We choose the normalisation constant to be
uk = [2!(2)
n 1] 1/2eikx i!t (B.20)
Then the functions uk are normalised with respect to the scalar product
(uk; uk0) = 
D 1(k  k0) (B.21)
where n(x   x0) denotes the n-dimensional continuous Dirac delta function. The
quantisation of the system follows by replacing the Poisson with Dirac brackets
[(t;x); (t;x0)] = 0 (B.22)
[(t;x); (t;x0)] = 0 (B.23)
[(t;x); (t;x0)] = iD 1(x  x0) (B.24)
where  is the canonically conjugate variable to . The ﬁeld modes (B.20) and their
conjugate variables form a complete orthonormal basis so the  may be expanded as
(t;x) =
X
k
[akuk(t;x) + aykuk(t;x)] (B.25)
Then the Poisson brackets for ;  are equivalent to
[ak; ak0 ] = 0 (B.26)
[ayk; a
y
k0 ] = 0 (B.27)
[ak; a
y
k0 ] = kk0 (B.28)
The operators ak; ayk are the annihilation and creation operators deﬁned as
ak j0Mi = 0; 8k (B.29)
ayk j0Mi = j1ki ; 8k (B.30)
where j0Mi is the vacuum or no-particle state with respect to a static observer in the
Minkowski spacetime.
B.5.2 Scalar ﬁeld in Rindler space
The Rindler spacetime results from a change of coordinates in the Minkowski
spacetime. If we consider the 2-dimensional Minkowski spacetime,
ds2 =  dt2 + dx2 (B.31)
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Figure B.1: Rindler diagram
a change in the (t; x) coordinates such that
t = a 1ea sinh a (B.32)
x = a 1ea cosh a (B.33)
where a = const > 0 and  1 < ;  <1 gives the metric
ds2 = e2a( d2 + d2) (B.34)
The coordinates (; ) cover only the x > jtj portion of Minkowski space. The lines
 = const are straight lines while the lines  = const are hyperbolae
ae a =  1 = proper acceleration (B.35)
where the proper acceleration is the acceleration of the reference system of the accel-
erated observer. Therefore the hyperbolae represent accelerated observers. Diagram
B.1 shows the null structure of the Rindler spacetime.35 The wave equation in this
spacetime is
e2a =

  @
2
@2
+
@2
@2

 = 0 (B.36)
with solutions
uk = (a!)
 1/2eiki!; ! = jkj > 0;  1 < k <1 (B.37)
The upper sign applies in region L while the lower in the region R. These modes have
positive frequency with respect to the timelike Killing vector +@ in R and  @ in L
and satisfy
L@uk =  i!uk (B.38)
35This ﬁgure is from the book [67].
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In order to expand the ﬁeld  with respect to these modes we have to deﬁne a complete
set. This can be done by deﬁning the following complete sets:
Ruk =
(
(4!) 1/2eik i! in R
0 in L
in the R region and
Luk =
(
(4!) 1/2eik+i! in L
0 in R
in the L region. Then the ﬁeld may be expanded as
 =
1X
k= 1
(b
(1)L
k uk + b
(1)yL
k u

k + b
(2)Ruk + b
(2)yRuk) (B.39)
Then the procedure to deﬁne the Rindler vacuum is the same as in the Minkowski
space and we get
b
(1)
k j0Ri = b(2)k j0Ri = 0 (B.40)
B.6 Dirac equation in ﬂat and curved space
In Minkowski space and in cartesian coordinates, the Dirac equation is
(i +m) (x) = 0 (B.41)
where  are 4 4 matrices called Dirac matrices that satisfy the relation
f; g   +  = 2 (B.42)
and  (x) is the Dirac spinor. In order to go to curved space, the metric formalism is
not enough. So one has to introduce an anholonomic basis, that is, non coordinate.
This is required because the wave components of the spinors transform with respect to
a two-values representation of the Lorentz group and therefore one needs to introduce
a local Lorentz group and local orthonormal frames.
This can be achieved by introducing the tetrad formalism in which a basis en =
(e0; e1; e2; e3) is chosen at each point. The tetrads are related to the tangent vectors
along coordinates lines by
en = e

@ (B.43)
The usual choice is that the tetrads are orthonormal
enem  gemen =  (B.44)
The anholonomic Dirac matrices can be deﬁned by
n  en (B.45)
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where enem = mn . It can be shown that they satisfy the relation
fn; mg = 2nm (B.46)
that can be proved from the following one
f; g = 2g (B.47)
This last relation is true because of the equivalence principle. The equivalence princi-
ple also demands the replacement of the partial derivative in the Dirac equation with
the covariant one
@ ! D  @ + i
4
mk!mk (B.48)
where mk = i[m; n]/2 is the generator of the Lorentz group and !mk denotes the
components of the connection. The Dirac equation in the curved space is therefore
written
(inDn +m) (x) = 0 (B.49)
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Miscellaneous
C.1 Non-degenerate turning points
This is the treatment reported in [22]. General form of the solutions for
p2a = 24( 6t2 +
p2
2t
+
t4V ()

) (C.1)
t1;2 = 
p
2
2V ()M1/3
[V ()M1/3K]1/2 (C.2)
t2;3 =  1
2V ()M1/3
[V ()M1/3( K + 12M1/3 + i
p
3(M2/3   162))]1/2 (C.3)
t5;6 =  1
2V ()M1/3
[V ()M1/3( K + 12M1/3   i
p
3(M2/3   162))]1/2 (C.4)
where
M =  2p2V 2() 643 + 2pV ()
q
p2V
2() 643 (C.5)
K = M2/3 + 162  4M1/3 (C.6)
and the upper sign corresponds to  > 0, while the lower sign to  < 0. Thus
a rescaling of the Lagrangian due to quantum corrections does change the turning
points, though qualitatively the system remains the same.
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