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INTRODUCTION
Thanks to the striking developments achieved in laser technology, new regimes of laser-
matter interaction have recently been accessed. In particular, laser-driven ion acceleration
has been attracting enormous interest since the observation, in three separate experiments
dated 2000, of a bright emission of multi-Mev protons generated from thin solid targets,
irradiated by laser pulses with intensity above 1018 W/cm2[1–3].
Unlike in previous experiments, where low energy protons were detected over a large
solid angle at the laser-irradiated front surface of the target, these new proton beams were
observed as a collimated emission from the rear surface of the target and in the same
direction as the laser pulse propagation. While the broad emission was explained with the
expansion of the hot, laser-generated plasma at the front surface of the target, the latest
findings required to be interpreted with a new model of ion acceleration. Indeed, the huge
interest aroused since these first observations is motivated by the impressive characteristics
these protons possess: not only a high number of particles per MeV in the beam (1012÷ 1013),
but also high degree of laminarity, extremely short duration (few ps), small dimensions of
the emission source (few µm) and a broadband energy spectrum (1÷ 100 MeV). Together
with the peculiar proton energy deposition profile in dense matter, these properties are
appealing for a large number of applications. In fact, differently from electrons and X-rays,
protons and light ions mainly deposit their energy at the end of their propagation range,
in the so-called Bragg peak. This makes protons suitable for several applications where a
highly localised energy deposition is requested, for instance radiobiological treatments [4, 5],
production and probing of warm dense matter [6], fast ignition of Inertial Confinement
Fusion targets [7, 8] and injectors for ion accelerators [9]. While for most of these purposes
the energy-dependent proton divergence and the broadband energy spectrum represent
the main experimental limitations, proton radiography [10, 11] on the contrary relies on
the latter to implement a point-projection imaging scheme in a time of flight arrangement.
This technique allows to probe ultrafast transient phenomena, such as electromagnetic
fields and instabilities generated during laser-matter interactions, temporal and spatial
evolution of underdense plasmas, self-generated magnetic fields, shock waves and also
target implosions relevant to ICF studies.
From the theoretical point of view, the laser-driven ion acceleration has been interpreted
with the so-called Target Normal Sheath Acceleration model (TNSA) [12]. According to
it, when the intense, short laser pulse strikes the target, some of its energy is converted
into a population of highly energetic electrons, which can cross the target bulk and escape
from its rear surface. There, they create a space-charge electric field which is almost
normal to the target surface and accelerates ions and protons which, for metallic targets,
are usually contained in impurity layers on the target surface. The basic idea of TNSA
is shown in figure 0.1. Although being able to explain many experimental observations
and providing useful scaling laws which point to strategies for future development, the
TNSA model is far from being conclusive. Depending on the laser and target parameters,
many other processes contribute to making the laser-solid interaction a challenging and
very complicated scenario, so that self-consistent electromagnetic and kinetic simulations
are an essential tool to understand the physics involved. Moreover, different acceleration
1
Figure 0.1: Artist’s view of the proton emission at the rear surface of a laser-irradiated solid target.
Figure from [13].
mechanisms are also being explored, with the main goal to optimise the proton beam
characteristics and to reach more efficient energy scalings with the laser intensities available
nowadays [14]. In fact, for many of the aformentioned applications several unresolved issues
need to be addressed before laser-driven proton beams become competitive with alternative,
already existing schemes. For example, a significant increase in the maximum proton
energy is required for medical applications. Other concerns regard increasing the repetition
rate, decreasing the proton divergence, selecting narrow bands of the energy spectrum
and designing adequate transport arrangments. Therefore many recent experiments have
devoted to find possible solutions to overcome these limitations.
The work described in this thesis is part of an ongoing research developed at Queen’s
University of Belfast, where a new target geometry has been designed to control the
divergence and energy spectrum of the TNSA-generated proton beam. Amongst the several
techniques suggested so far to deal with these properties, laser-driven micro-lenses represent
a compact, flexible, reproducible and highly optimisable tool, suitable for obtaining a
chromatic focusing of the proton beam without affecting the particle flux [15]. In this
technique, a proton beam accelerated from a flat foil propagates through the lens, which is
irradiated by a second laser pulse. The laser-lens interaction produces a strong electrostatic
field (of the order of 109 V/m), which exists over only a limited temporal window (∼ 50
ps). Therefore, it exclusively focuses the protons that, in the whole spectrum, have the
proper energy to cross the lens within this temporal range. The more the electric field is
intense, localised, and highly transient, the more effective is the chromatic focusing. These
conditions require to investigate both the physics underlying the electric field development
in laser-irradiated targets and possible geometries to implement the micro-lenses. The work
presented here is devoted to both these topics.
Firstly, the transient charging of a laser-irradiated target has been studied with the
proton radiography technique. It is known that in a laser-solid interaction some of the
laser-accelerated hot electrons which drive the TNSA acceleration have enough energy to
escape from the electric potential established at the rear surface of the target [16]. This
means that the target is left with a net, positive charge that will be eventually neutralised
by return electron currents, flowing on the target surface from the regions around the
positively-charged area. The electromagnetic field that drives these charge-neutralising
currents has been measured to propagate on the target surface with a velocity close to c
[17]. When a proper target geometry is provided, this current signal has been observed
to travel over distances up to ∼ 30 mm far from the laser-irradiated spot, retaining a
highly localised pulse profile [18]. The experiment described in this thesis employs a
basic proton radiography setup to image the current signal propagating along a metallic
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(a) (b)
Figure 0.2: (a): Layout of the experiment carried out at TARANIS. The proton radiography setup
and the self-probing target are shown. (b), from [18]: Working principle of the laser-
driven coil micro-lenses.
wire which is connected to the laser-irradiated gold foil. The experimental arrangement
and target particular shape are shown in figure 0.2a. Because of the foil net charging, a
positive charge is induced on the wire and probing protons, generated from the foil by
the TNSA mechanisms, are deflected by it. A time of flight arrangement is employed to
temporally resolve the current signal propagation on a radiochromic film stack. Since a
single laser pulse is needed to generate both the probing proton beam and the current
signal along the wire, this target has been called self-probing. By measuring on the detector
the proton deflections induced by the positive charge, it is possible to infer the linear charge
density present on the wire surface at different times, thus obtaining not only its temporal
evolution, but also its amount, duration and the velocity of the current signal, which was
found to be 0.97c. Furthermore, by varying the target geometry, different stages of the
signal propagation along the wire were investigated and, since the wire behind the gold
foil was not grounded, it behaved like an open end circuit at the end of which the signal
was reflected.
The study of the properties of this ultrafast current along metallic wires is crucial to the
novel proton micro-lens developed with the TARANIS laser in Belfast. In fact, the electric
field associated with the linear charge density induced along the wire has all the required
characteristics to implement a self-guiding, compact geometry that leads to proton focusing.
This new target is simply constituted by a metallic coil attached at the rear surface of the
laser-irradiated foil. By varying the coil diameter and pitch, it is possible to synchronise the
current propagation along the wire with the TNSA-generated protons which are emitted
along the coil axis. In this way not only all the particles are channeled through the coil, but
exclusively the protons which have the proper energy to be syncronised with the current
will be focused. While the investigation of the wire charging is essential to design this type
of micro-lenses, especially with respect to the measurement of the current signal velocity
along the wire, the manufacturing of these targets is also important to study their working
principle and to confirm the expected results. Therefore a part of this thesis has been
reserved to this aspect. A new system was created to build different types of coil targets,
which have been tested in a recent experimental campaign at VULCAN laser, at Rutherford
Appleton Laboratory, in Oxford.
Both the analysis of the current propagation along the metallic wire (either open ended or
not) and the coil testing are still ongoing. Indeed, a systematic investigation of the first topic
would lead to a more accurate coil designing, from which a consequent target manufacturing
optimisation would follow. In particular, the laser pulse and wire parameters dependance
should be addressed; different geometries would also help to get further information
about the signal losses along the wire, together with new insights through the complex
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hot electrons and ion dynamics inside the laser-irradiated target. Nevertheless, results
obtained so far suggest that self-guiding laser-driven micro-lenses are a promising and
already effective direction for the strived proton beam manipulation and optimisation.
Note on the experimental activity
The experiment illustrated in this thesis was performed at TARANIS laser, at the Queen’s
University of Belfast. Over a 6-month period internship, I was involved in the ongoing experimental
campaigns occurring there, relevant not only to the data collected for this work, but also to other
experiments. I contributed to the target chamber setup and to the implementations of some diagnostics
(Thomson parabola). I was appointed to the calibration of the radiochromic films (RCF), and the
subsequent analysis and correction of the scanner functioning. The experiment described in this thesis
was carried out in December 2013: I was responsible for preparing both the targets (self-probing
targets and coil targets, with the old system) and the radiochromic film stacks. Their digitalisation
was also a task of mine. From January to April 2014, I carried out data analysis. In order to do that, I
learnt how to use SRIM to simulate energy deposition in a RCF stack, I mapped field-induced proton
deflections on each RCF layer and inferred the current properties with the PTRACE simulation code.
I manipulated all data using Matlab scripts I wrote. At the same time, I designed, built and tested
the new system for preparing the coils. Moreover, at the end of April 2014 I was involved in the
experimental campaign at RAL, as responsible for the target manufacturing, RCF and (partly) Image
Plates scanning.
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1
LASER-SOLID INTERACTION: THEORETICAL OVERVIEW
An introductory chapter about the crucial phenomena summoned to explain the ion
beam generation in the interaction of highly intense, short laser pulses with solid targets,
is useful. In fact, even though several experiments since 2000 have been reporting the
observation of such beams, the scenario which models the ion acceleration is far from
being simple and conclusive. It is easy to understand that ion acceleration needs to be
mediated by the plasma electrons, set in motion by the laser fields over a shorter time
scale because of their favourable charge to mass ratio. Indeed, for a proton oscillating
in the electric field of the laser pulse to get to relativistic velocity would require a laser
intensity not available nowadays [19]. On the contrary, when the laser pulse modifies the
electron density, huge space-charge electric fields are created, which can in turn accelerate
ions. Obviously the efficacy of this process is strongly affected by the energy transfer
mechanisms between laser and plasma. This chapter is meant to provide a brief overview
of the relevant phenomena occurring in laser-solid interaction which can model the ion
acceleration and explain their properties. In section 1.2 the target charging, caused by the
escape of laser-accelerated electrons outside the target, will be explained to introduce the
main motivations and perspectives of the work described in this thesis.
1.1 concepts of laser-solid interaction physics
1.1.1 Laser interaction with overdense matter
Since this work regards the laser interaction with a solid target, this conceptual frame
includes only phenomena occurring in overdense plasmas, for which the electron density ne
exceeds the critical density nc:
nc =
meω2
4pie2
= 1.1× 1021
(
λ
1 µm
)−2
cm−3 (1.1)
where ω and λ are the laser frequency and wavelength. The laser pulse cannot propagate
inside such plasma, as it is shown by the dispersion relation of an electromagnetic wave
propagating in a cold, collisionless plasma:
k2c2 = ω2 −ω2p =
4pie2
me
(nc − ne), (1.2)
in which ωp is the plasma frequency. If ne > nc, the refraction index η = (1− ne/nc)1/2 has
imaginary values, so that the laser fields will vanish inside the plasma over the so-called
skin depth:
δs =
c√
ω2p −ω2
∼= c
ωp
(if ωp  ω). (1.3)
From the dispersion relation it follows that all the laser-particles interactions can occur
only in the underdense region, where ne < nc, or close to the critical surface described by
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ne = nc. However, relativistic effects can change the situation by making the refraction
index non linear. When describing the electron dynamics in a plane, monochromatic
electromagnetic wave, the relativistic regime can be considered by writing the effective
electron mass γme, which takes into account the increase of the inertia for the electron
oscillating in the highly intense field. The equation of motion is therefore:
d
dt
(γmeve) = −e
(
E+
ve × B
c
)
= FL (1.4)
where the right-hand side represents the Lorentz force. The relativistic factor γ is given by1
γ =
√
1+
p2e
m2e c2
=
√
1+ a2 (1.5)
where the normalised vector potential of the laser pulse, also known as laser strength
parameter, has been defined as
a =
eA
mec2
=
eE
meωc
(1.6)
with A the vector potential of the electromagnetic wave. The last expression in the formula
1.6 clarifies that a is also the ratio between the quiver velocity of the electron oscillating in
the electromagnetic wave and the velocity of light. In this sense, a allows to identify the
conditions in which the relativistic regime is accessed, being a0 = 1 the situation in which
the electron rest energy is equal to its averaged kinetic energy when oscillating in the laser
electric field. By replacing the constant values in equation 1.6, a0 can be written as
a0 = 0.85
√√√√ ILλ2µm
1018 W/cm2µm2
. (1.7)
In this way it is clear that with laser intensities above 1018 W/cm2, which are very common
nowadays thanks to the chirped pulse amplification technique (CPA, [20]), the relativistic
regime is easily accessed.
The non-linear refraction index is modified consistently with the electron effective mass,
obtaining η = (1− ne/(γnc))1/2 and it becomes imaginary if ne > γnc. Since γ > 1, the
critical density has increased, thus allowing the laser propagation in the range nc < ne <
γnc. In reality, the simple picture of this effect, known as self-induced relativistic transparency,
is complicated by several factors. First of all, the laser pulse is described by an envelope
function whose spatially and temporally-varying profile can propagate where ne exceeds
nc only if its local intensity can induce the transparency. More importantly, the laser
penetration inside the plasma must be solved considering the self-consistent modification
of the plasma density profile, due to ponderomotive effects.
The ponderomotive force is a nonlinear, slowly-varying force arising from the spatial and
temporal dependence of the intensity of the laser electromagnetic field [21]. It describes
the motion of the oscillation centre of a charged particle in an oscillating, non-uniform
field, over a timescale longer than the oscillation period [13]. If the relativistic kinetic
energy acquired by an electron oscillating in a quasi-monochromatic electromagnetic field
described by a normalised vector potential a(r, t) is averaged over an oscillation period,
T = mec2(γ− 1) = mec2(
√
1+ 〈a2〉 − 1), (1.8)
1 The trajectories obtained solving the equation of motion 1.4 strongly depend on the choice of the polarization of
the incident wave. It can be demonstrated that for circular polarization, γ and pe2 = p2⊥ + p
2
x are constant in time.
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then the related ponderomotive force can be calculated as
Fp = −∇T = −mec2∇(
√
1+ 〈a2〉). (1.9)
Being proportional to e2, the ponderomotive force acts both on electrons and ions, even
though due to the factor m−1 it is more effective on lightest particles, i.e. on electrons. In the
relativistic regime described by formula 1.9 electrons not only are radially ejected from the
laser propagation axis, but they also acquire a longitudinal momentum due to the magnetic
contribution in the Lorentz force. A schematic of the electron trajectory is shown in figure
1.1. In underdense plasmas, where the laser pulse can penetrate over a long distance, the
Figure 1.1: Relativistic electron motion in extended laser focus. Figure from [19].
charge displacement caused by the ponderomotive force triggers longitudinal electrostatic
waves that can be exploited to trap and accelerate electrons up to GeV energies [22]. On
the other hand, in overdense plasmas the ponderomotive force tends to push and pile up
electrons inside the plasma, creating very steep density gradients and charge separation
regions where the electrostatic field can be employed to accelerate ions [23]. This is because
the longitudinal ponderomotive force corresponds to the radiation pressure associated with
the momentum delivered to the target by the electromagnetic field of the laser pulse.
Multi-dimensional geometry, relativistic and nonlinear effects, self-consistent plasma
density profile modifications together with plasma thermal expansion make the laser-matter
interaction a very challenging picture to be described. It should be clear, anyway, that the
laser cannot directly propagate through an overdense plasma, therefore the laser energy
must be absorbed by the plasma via different mechanisms. Indeed, it will be shown in
the next section how the laser energy is mainly transported to the overdense region by a
population of hot or fast electrons, which are generated close to the critical surface by the
laser-target interaction.
1.1.2 Hot electrons generation
Highly energetic electrons, usually referred to as hot or fast electrons, have been observed
in laser-matter interaction experiments where solid targets were typically employed (see
references in [13]). After being accelerated by the laser pulse at the front surface of the
target, a fraction of them is able to cross the target bulk and it is detected at the rear surface.
If the driving laser pulse is described by a dimensionless amplitude value a0, then the
energy of such electrons is found to be of the order of the average kinetic energy in vacuum,
Ehot ∼= mec2(
√
1+ a20/2− 1). (1.10)
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Previous expression is also known as ponderomotive energy (see formula 1.8), as the
laser pulse reflected on the overdense plasma generates a standing wave and hence a
ponderomotive force which accelerates the electrons [24].
In the attempt to build satisfactory models to explain these experimental features, colli-
sional absorption (inverse Bremsstrahlung) cannot be considered the dominant mechanism in
play at high (IL > 1018 W/cm2) intensities and with steep plasma gradients (such the ones
developed when a short laser pulse ionizes a solid target, creating an overdense plasma).
In fact, the absorption coefficient for an electron oscillating in the laser electric field and
colliding with ions can be descripted by A ∼= 2νcω2/ω3p, which is found introducing a
damping term −meveνc in the electron equation of motion. Since the collisional frequency
νc is given by niσve, where σ ∝ v−4e is the Coulomb cross section, then it is clear that as
the heating proceeds collisional absorption becomes inefficient, being νc ∝ v−3e ∝ T−3/2e .
If the laser intensity is so high that the electron motion is dominated by coherent oscil-
lations at ve = vosc = eE0/(meω), then the absorption coefficient is small again, being
νc ∝ E−30 ∝ I
−3/2
L .
Collisionless absorption mechanisms better explain the hot electron generation. The
basic idea is that the laser electromagnetic field, penetrating up to the critical surface
of an overdense plasma, can drag electrons out towards vacuum. Once the laser field
changes direction, it injects electrons back into the plasma: being in the evanescence region,
these electrons do not oscillate back in the laser field, retaining the energy they acquired
in vacuum (since 〈−ve · E〉 does not average to zero over an oscillation period). These
electrons then pass the critical surface and are able to propagate through the target. This is
a rough description of the vacuum heating model, also called Brunel heating [25]. A necessary
condition for this dynamics to occur is that the Lorentz force FL must have a component
oscillating in the same direction of the plasma density gradient. Therefore it follows that for
the electric field to drive the electron acceleration, the laser pulse should have P-polarization
and oblique incidence with respect to a plane plasma boundary surface, as it is shown in
figure 1.2a.
(a) Vacuum heating. (b) J × B heating
Figure 1.2: Schematics of the main collisionless absorption mechanisms leading to hot electron
generation. Vacuum heating (a) requires P-polarization of the laser electric field and
oblique incidence, while J × B heating (b) is effective with both P ans S polarization at
relativistic intensities and dominates at normal incidence.
The absorption mechanism is also sensitive to the plasma density scalelength in the region
in front of the target. Indeed, the steeper the boundary of the plasma, the less adiabatic
the electron motion, i.e. Ln = ne/|∇ne|  λ, because the laser field will drop rapidly in
the evanescence region. This agrees with the fact that hot electron generation has been
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observed in short-pulse, high-intensity laser-solid interaction, where the target is rapidly
ionized and absorption takes place before the hydrodynamical plasma expansion can occur.
In realistic conditions, prepulses and pedestals which are usually present before the main
pulse peak can be intense enough to pre-form a plasma on the target surface and inhibit
the electron absorption obtained through this mechanism. Nevertheless, ponderomotive
effects can also contribute to steepening the plasma density profile.
It is possible to calculate a very intuitive condition for the laser electric field intensity
to be able to drag plasma electrons towards vacuum. Since plasma electrons are provided
with a certain temperature, due to ionization and collisional absorption, they can escape to
the vacuum side because of their thermal energy. The charge umbalance extending over a
region of thickness2 lc ∼ λD produces an electrostatic field, Es, which backholds electrons
with energy Te. On the other hand, the laser electric field normal to the plasma surface
has an amplitude equal to EL ∼= 2E0 sin θ (for ωp  ω and almost total reflection, [26]),
therefore the condition for the laser field to extract electrons is
EL > Es → 2E0 sin θ > eTeλD → 4
I
c
sin2 θ > n0Te (1.11)
where n0 is the unperturbed plasma density. The formation of the sheath electrostatic field
is displayed in figure 1.3. The last expression in the above formula clearly states that
Figure 1.3: Density and fields profiles for an overdense plasma. The laser field extracts electrons,
while the electrostatic field Ex confines their thermal expansion over a length ∼ λD.
Figure from [24].
the radiation pressure associated with the laser pulse must exceed the thermal pressure
to counteract the thermal expansion; in this way also Ln  λ is valid, hence vacuum
absorption is favoured.
If all the electrons dragged out by the laser electric field are considered to be reinjected
over an optical cycle 2pi/ω into the overdense plasma with a velocity ve ∼= eEL/(meω),
then the absorbed intensity is found to be:
Iabs =
(
mev2e
2
) (
EL
4pie
)
2pi
ω
=
eE30 sin
3 θ
2pi2meω
(1.12)
where EL/(4pie) is the electron density per unit surface. By dividing 1.12 by the incident
intensity cE20 cos
2 θ/(8pi), the absorption coefficient is obtained:
A =
Iabs
Iinc
=
4
pi
a0
sin3 θ
cos2 θ
. (1.13)
2 The Debye length is estimated by combining the electron parameters in play to obtain a length, that is lc = λD =
vth,e/ωp.
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Arguably, previous expression appears to be growing above unity when a0 or θ are arbi-
trarily increased. Therefore the model is refined by considering the laser energy depletion
during the propagation through the plasma with a parameter f (A) = 1+
√
1− A and the
relativistic correction to the electron kinetic energy. The result is given by:
A ∼= f (A)
a0
[√
1+ ( f (A)a0 sin θ)2 − 1
]
sin θ
cos θ
, (1.14)
which peaks at grazing angle in the low-intensity limit (a0  1) and is indipendent from a0
at high intensities (a0  1) [19].
A more detailed explaination of the vacuum heating mechanism can be found in reference
[21], where electron trajectories are obtained solving the nonlinear equation of motion and
taking into account the self-consistent electrostatic field formed because of plasma charge
density variations. Solutions outside the plasma show the presence of a secular force which
produces a net acceleration and a dephasing between ve and E, so that 〈ve · E〉 6= 0 is
verified.
The model described so far provides a good explaination for the hot electron bunches
experimentally observed to appear at ω frequency, since the driving force is given by
the laser electric field. The magnetic term in the Lorentz force becomes relevant for P-
polarization and oblique incidence at relativistic intensities, and can produce hot electrons
itself. Intuitively, because both ve and B oscillate at ω, electron bunches will be injected
in the target bulk at 2ω. On the other hand, the absorption driven by the magnetic field
is dominant for normal incidence or S polarization. The so-called J × B heating [27] is
shown in figure 1.2b and it is considered to be the main absorption mechanism for laser
intensities above 1018 W/cm2, resulting in laser energy conversion efficiencies between
30 and 60 % [28]. The driving force in this process can be calculated expressing the term
−e(ve × B)/c as a function of the vector potential A(x, t) which represents a generic plane
wave, elliptically polarized and propating along x [24]:
A(x, t) =
A(x)√
1+ e2
(yˆ cosωt + ezˆ sinωt) →
Fx = − ec (ve × B)x = −mec
2 d
dx
a2
2
xˆ = F0(x)
(
1+
1− e2
1+ e2
cos 2ωt
)
(1.15)
where a has been substituted from expression 1.6. The integral over x of the cycle-average
of 1.15 is the steady ponderomotive force density acting on electrons, which can be further
manipulated to express the radiation pressure of the laser pulse. This term piles up
electrons, forming a charge separation layer of thickness ∼ δs and a consequent electrostatic
field that can accelerate ions [23]. The oscillating term produces the electron bunches at 2ω
and vanishes for circular polarization (e = 1). This means that for normal incidence and
circular polarization hot electron generation is expected to be strongly reduced, whereas
different mechanisms of ion acceleration relying on radiation pressure can be achieved [13].
The absorption models described so far require accurate experimental conditions to
be verified, regarding for example the laser pulse incidence angle, polarization, intensity,
prepulse presence; with respect to the plasma formation, density gradient profile, surface
shaping due to the steady ponderomotive force and thermal expansion all contribute to the
intricacy of the hot electrons generation scenario. From the experimental measurements it
is usually accepted to describe the hot electron population with a Maxwellian distribution,
whose temperature Thot is given by the ponderomotive energy 1.10 which is a function of
the laser irradiance ILλ2. The hot electron density is obtained by balancing the absorbed
10
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laser energy IL A, where A is given by 1.14, and the energy flux transported by the electrons,
∼ nhotThotc. Typical values for the hot electrons number when IL exceeds 1019 W/cm2 are
1013 ÷ 1014 [29, 30].
1.1.3 Ion acceleration
As already described in the introduction, the effort to develop ion acceleration models
followed the impressive observation of multi-MeV, collimated proton beams emitted from
the rear surface of solid targets irradiated by high intensity (> 1018 W/cm2) laser pulses [1–
3]. Proton emission from metallic target is possible because hydrogen-containing impurities
are usually present on the target surface, due for example to the residual moisture in the
pressurized chamber. Rear emission was confirmed by experiments employing wedge
targets where it was possible to detect proton generation occurring from the two rear
surfaces of the wedge [1].
Suitable acceleration mechanisms were required to explain these observations, also
motivated by the search for scaling laws in order to identify and optimise laser-plasma
parameters in view of all the envisaged applications for such proton beams. Depending on
the laser intensity regime, polarization, incident angle, and mostly on the target characteris-
tics (especially thickness), different ion acceleration regimes have been proposed. A major
distinction is performed considering acceleration mechanisms occurring at the rear surface
of the target, as it is the case of the Target Normal Sheath Acceleration (TNSA), or at the front
surface of the target, mainly due to ponderomotive effects (Radiation Pressure Acceleration,
Hole Boring, Collisionless Shock Acceleration, Break-Out Afterburner). These latter usually re-
quire ultrathin (sub-µm thickness) targets and laser pulses of extremely good contrast. For
a comprehensive introduction to such mechanisms, the review [13] and references wherein
can be consulted. As far as this thesis concerns, the ion acceleration regime involved is
primarly TNSA, because of both the laser intensity and the target thickness into play.
TNSA mechanism [12] is schematically shown in figure 1.4. The hot electrons generated
because of the laser interaction with the solid target propagate through the bulk, finally
reaching the rear side and escaping from the surface. In this way they produce a negatively
charged sheath and an electrostatic field normal to the target surface which can in turn
accelerate ions. Protons situated on the target rear surface are favoured for the acceleration
because of their charge to mass ratio with respect to heavier ions and because the sheath
electric field is peaked on the target surface. Because the electrostatic field is highly oriented
and the proton acceleration process takes a very short time (of the order of the laser pulse
duration, ∼ ps), the proton beam is emitted with a high collimation degree. In this stage
of acceleration heavier ions can be considered fixed on the target surface, and if proton
density is not too high to perturb the sheath field, this one can be treated within a static
model in order to calculate the final energy of the accelerated protons. In this case the
sheath electric field, which is backholding the escaped hot electrons, can be estimated in the
same way formula 1.11 was obtained. If the hot electron temperature is given by expression
1.10 (eThot ∼= Ehot), then the sheath electric field at the rear surface of the target is given by
Es,rear ∼= ThoteLs =
Thot
eλD,hot
. (1.16)
where Ls is the charge sheath extent. As a quick estimate, for a laser irradiance ILλ2 = 1020
W/cm2µm2 and a fractional laser absorption A = 0.3, the hot electron temperature is found
to be Thot = 2.6 MeV, while nhot is ∼ 2× 1021 cm−3. It follows Es,rear ∼ 100 GV/cm. A test
ion crossing such field would acquire the energy Ei ∼ αZeEs,rearλD,hot = αZThot, resulting
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Figure 1.4: Schematics of the TNSA mechanism. Hot electrons produced on the front surface
cross the target bulk and reach the rear side, generating a negatively-charge sheath.
Space-charge electric field almost normal to the target surface accelerates ions from
the hydrocarbon layer. Plasma expansion on the front surface can also accelerate ions,
although resulting in a low-brilliance, isotropic emission.
in MeV energies and a scaling as I1/2L as Thot [24]. The parameter α includes effects related
to the target thickness (see reference [31] and section 1.2). Formula 1.16 is also helpful
to understand that a preplasma at the rear surface of the target would inhibit the ion
acceleration, since Es,rear would decrease if Ls ∼ ne/|∇ne|  λD,hot [32]. This is the same
reason for which TNSA is much more effective at the rear surface of the target, where
steep density gradients are available, while at the front surface they are likely smoothed by
prepulses.
On a longer timescale, also heavy ions can be accelerated. This suggests to break the
ion acceleration process in two different regimes, depending on the ion population to be
represented. As already anticipated, static models describe light ions acceleration in the
early formation of the sheath, which is assumed to be stationary and unpertubed, forming
the electrostatic field together with the heavy ions left on the target surface. Later, dynamic
models can account for the sheath temporal evolution: ions acquire kinetic energy and
propagate with electrons in a quasi-neutral expanding plasma. Both models rely on an
electrostatic, non-relativistic 1-D fluid description of the ion dynamics, which is consistent
with the highest proton energy experimentally found so far (< 100 MeV). Electrons are
assumed in a Boltzmann equilibrium with temperature Thot given by 1.10.
To give additional details about the accelerating electrostatic field and to calculate the
protons final energy and spectrum, Poisson’s equation must be solved. In the static model
a step-like plasma containing a single species of still heavy ions is assumed for x < 0,
therefore Poisson’s equation for the electrostatic potential φ becomes:
∂2φ
∂x2
= 4pie(ne − Zini) = 4pien0
[
exp
(
eφ
Thot
)
−Θ(−x)
]
. (1.17)
Assuming that the plasma is globally neutral, with unperturbed density deep at x → −∞
and no particles at x → +∞, the solution is given by [24, 33]:
φ(x) = −2Thot
e
[
ln
(
1+
x√
2eλD,hot
)
+
1
2
]
x > 0 (1.18)
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and the consequent electric field is
E(x) =
Thot
eλD,hot
2√
2e+ x/λD,hot
= E0
2√
2e+ x/λD,hot
with E(0) =
√
2
e
E0. (1.19)
The electric field obtained from this formula is plotted in figure 1.5a.
(a) (b)
Figure 1.5: (a): Sheath field in the vacuum region obtained with the static model; the solid line
represents the solution 1.19 obtained assuming an electron Boltzmann distribution,
while the dashed line is obtained assuming a truncated electron distribution so that the
electric field vanishes at a certain point ξr = xr/λD,hot. (b): Profiles for the ion density,
velocity and electric field obtained in the expansion model. Rarefaction front is located
at x = −cst, with the density cut-off at the ion front x f . There, the quasi-neutrality
assumption breaks and the uniform field Ex has a peak at twice the self-consistent
value. Figures from [24].
At later times the Poisson’s equation is replaced by the condition ne = Zini which states
the plasma quasi-neutrality. The system of fluid equations for the ions is solved with the
same boundary conditions as the static model, allowing to obtain a self-similar solution for
the ion density and velocity [34]:
ni(x, t) = n0 exp
(
− x
cst
− 1
)
and vi(x, t) = cs +
x
t
. (1.20)
In the above formula, ni/|∂xni| = cst is the ion density scalelength and cs = (ZThot/(Ami))1/2
is the ion-acustic velocity. These solutions are valid for x > −cst, which represents the
rarefaction ion front at the plasma surface. The ion velocity does increase to ∞ when x → ∞
because of the quasi-neutrality assumption (in fact, in the same limit ni vanishes). Hence,
there must be some point where this assumption breaks; the condition to estimate such
point is given by L = λD,hot and leads to the ion front position and velocity
x f (t) = cst[2 ln(ωpit)− 1] and v f (t) = cS[2 ln(ωpit) + 1] (1.21)
where ωpi is the ion plasma frequency. The ion density profile extending up to x f is shown
in figure 1.5b. The velocity at the ion front, v f , also defines the cut-off energy in the proton
spectrum, which can be derived differentiating the ion density 1.20:
dni(x, t)
dEi =
dni
dvi
dvi
dEi =
n0
cs
√
2miEi
exp
(
−
√
2Ei
c2s
)
. (1.22)
By substituting the ion density expression 1.20 in the corresponding equation of motion, it
is possible to obtain the electric field in the quasi-neutral region x > −cst and at the ion
front x f :
E(−cst < x < x f , t) = E0ωpit and E(x = x f , t) =
2E0
ωpit
. (1.23)
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The electric field is uniform, as expected in the quasi-neutrality region. Charge density
distributions (per unit surface) at the rarefaction front and a the ion front are to be
considered the sources of such field, confirming the need for a region where the quasi-
neutrality assumption breaks. In this way also the electric field value at the ion front, which
is equal to twice the self-similar solution, is consistently motivated by the fact that at the
ion front charge separation effects cannot be neglected. The field profile is shown in figure
1.5b.
At this point, it must be observed that both the static and dynamic models produce some
non-physical results. First of all, the uniform electric field 1.23 is singular for t→ 0, i.e. at
the beginning of the plasma expansion. Again this can be explained with the breaking of
the quasi-neutrality assumption in the earliest moments of the sheath formation, when its
extent is ∼ λD,hot. In order to recover the static description of the electric field for t ∼ 0, the
following interpolation has been suggested [35]:
E(t) =
2E0√
2e+ω2pit
2
. (1.24)
In this way the static solution 1.19 and the expansion value 1.23 are respectively found for
t→ 0 and t ω−1pi .
A more serious drawback is caused by the choice of the hot electron isothemal distribution
together with the assumption of an electron density equal to zero at huge distance from
the target. In fact, such a distribution represents an illimited resevoir of energy available
to accelerate ions indefinitely, as it can be seen from the expression of the electrostatic
potential 1.18, which is diverging for x → +∞, and from the ion front velocity 1.20, which
diverges logarithmically with time. In the static model it is possible to overcome the
problem assuming that the electron distribution, although being still Maxwellian-like, has
a maximum energy Ec, so that eφ → −Ec when x → +∞ [36]. This corresponds to the
laser-target interaction producing electrons with a maximum kinetic energy and allowing
them to propagate towards vacuum, i.e. ne(+∞) 6= 0, leaving the plasma with a net positive
charge. Actually the electron loss is a reasonable result if a realistic warm 3-D plasma is
considered, because the energy required to escape from 3-dimensional charge distribution
has a finite value [24, 29]. For example, if the plasma from which Nesc electrons have
escaped to vacuum is described as a charged sphere with radius R and charge Q = eNesc,
then the energy required for another electron to escape from the surface of the sphere is
Uesc = e
Q
R
=
e2
R
N0 exp
(
−Uesc
Thot
)
(1.25)
where the last expression is obtained assuming for the escaped electrons Nesc a Boltzmann
distribution, and N0 = 4piR3n0/3 is the total number of electrons in the plasma. If the
fraction of escaped electrons with respect to the total number is ζ = Nesc/N0, then it is
found that
ln ζ
ζ
= −1
3
(
R
λD,hot
)2
. (1.26)
More details about the experimental observation of the charging of laser-irradiated target
and its relation with this thesis will be given in next section.
On the other hand, the divergence found in the expansion model can be removed if the
system is provided with a finite energy amount (per unit surface). This means that the
isothermal electron distribution must be modified with a time-varying temperature Thot(t),
whose value reasonably decays because of the plasma expansion, collisional and radiative
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losses. In this scenario, the temperature function can be calculated employing the following
energy conservation condition:
dUe
dt
+
dUi
dt
+
dU f ield
dt
= 0
which relates the energy of electrons, ions and the electrostatic field [37]. Electrons slow
down while their energy is transferred to ions, and the process ends when these latter catch
up the electrons, reducing the sheath field to zero. A simpler solution is to employ the ion
front velocity expression 1.21 up to a time t = tacc when the proton energy matches with the
maximum energy measured in the experimental spectrum and try to obtain usable scaling
laws [38]. The time tacc represents the acceleration time taken to generate hot electrons and
to accelerate ions at the rear surface of the target and in first approximation is assumed to
be equal to the laser pulse duration (∼ ps).
TNSA model is far from providing a complete picture of the ion acceleration. The
description could be refined (as well as complicated) by taking into account numerous
different phenomena occurring during the laser-solid interaction, and also providing a
more accurate description of the electron dynamics. For example, the already described
self-induced transparency allows the laser pulse to propagate in the overdense plasma in
the region where nc < ne < γnc. Here, the ponderomotive force can directly accelerate
electrons, piling them at the critical surface. Ions, which respond to the ponderomotive
force on a longer time scale, can be efficiently accelerated by the electrostatic field induced
by the charge separation, via a mechanism called sweeping acceleration [31]. In addition,
depending on both the laser pulse and the target properties, new ion acceleration schemes
have been suggested, typically in order to find a better scaling for the maximum proton
energy with the laser intensity (for example the IL scaling of the RPA mechanism, to be
compared to the TNSA I1/2L ).
Future applications for laser-driven ion beams
As already mentioned in the introduction, the properties of laser-driven proton beams are
appealing for a large number of applications, especially those requiring a highly localised
energy deposition in matter. Among them, a primary interest is reserved to the field
of medicine. Hadron therapy is regarded as a powerful alternative to other traditional
treatments, because the energy deposition properties of ions avoid irradiation of healthy
tissues both at the rear and around the tumor area [4]. The short bunch duration also
provides an ultrafast dose delivery to the patient, thus increasing the average dose rate
with respect to conventional accelerator sources. Laser-driven hadron therapy would
also be advantageous in term of compactness and cost of the equipment, allowing to
implement laser-ion acceleration systems in many existing facilities. Nevetheless, numerous
physical and technological issues must be addressed before laser-driven ion sources become
competitive with the existing radiobiological treatments [5]. For example, accurate energy
deposition requires a low divergent, monochromatic beam (relative energy spread below
10−2); more importantly, the proton energy range interesting for therapy is between 60
and 250 MeV, which is far above the maximum proton energy attained so far with TNSA.
Other concerns regard the repetition rate and also the design of appropriate transport
lines to deliver the laser-accelerated beam to the patient. Besides cancer therapy, laser-
driven ion beams have been suggested to be employed in the production of short-lived
positron emitting isotopes, which may be useful in Positron Emission Tomography (PET).
20 MeV protons relevant to the reactions for PET may be provided in the near future thanks
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to moderate energy (1 J), ultrashort (30 fs), high-repetition (kHz) lasers, thus relieving
the problems inherent to large size, cost and radiation shielding related to conventional
accelerators.
Another potential application of laser-driven proton beam is the study of warm dense
matter, i.e. matter at 1÷ 10 times solid density and temperature up to 100 eV, whose
investigation is relevant to geophysical and planetary science. Equation-of-state and opacity
measurement at such extreme temperatures and densities are favoured if a large volume
of uniformly heated matter is produced and diagnosed before significative hydrodynamic
expansion occurs. Thanks to their high-energy flux over ps temporal duration, laser-driven
ion beams fit these requirements and indeed they have successfully been employed in the
production of warm dense matter [6]. Nevertheless, it has been observed that a uniform
heating would require some degree of energy selection in the ion beam spectrum.
Furthermore, laser-driven ion beams are being explored as effective drive for the Fast
Ignition (FI) of Inertial Confinement Fusion (ICF) targets. In the traditional scheme, the
ignition of the thermonuclear fuel occurs in a central hot spot in the imploded laser-
irradiated pellet. This approach is very sensitive to simmetry and it is seriously affected
by hydrodynamical instabilities. On the contrary, in the FI scheme the ignition process is
decoupled from the compression of the target, so that the hot spot can be created before
the target disassembles. In this way the stability constraints and the energy required for the
ignition are reduced. The highly localised energy deposition profile and low emittance make
laser-driven proton beam suitable for driving the fast ignition [7], although complications
related to the ion beam transport toward the ICF target, multienergetic spectrum and beam
size still need to be solved.
In conclusion, from this brief overview it is clear that presently there is the need to develop
highly reliable strategies to manipulate and improve the characteristics of the laser-driven
proton beams, especially with regard to decreasing the beam divergence, selecting narrow
bands of the spectrum and increasing the maximum energy. The specific requirements of
all these applications provide continuous challenges to design laser-plasma experiments. In
this context, the work described in this thesis focuses on one of the techniques developed
to deal with the proton beam divergence and multienergetic spectrum, starting from the
processes occurring once the target has been irradiated by the laser pulse.
1.2 charging of the laser-irradiated target
1.2.1 Main concepts and previous results
In TNSA model the hot electrons population is assumed as an initial condition for the ion
acceleration and therefore treated in a simplistic way. A deeper study of the hot electrons
dynamics must take into account several phenomena related to their transport inside the
target, among which target charging is of crucial importance for this thesis.
In general, the large number of hot electrons generated in highly intense laser-solid
interaction leads to the production of significative return currents in the plasma. Two types
of such currents can be distinguished: one occurs as the beam of hot electrons crosses
the target bulk, while the second is driven by the charge separation induced on the target
because of the loss of some hot electrons that, because of their kinetic energy, manage to
escape from the target [30].
A return current which locally neutralises the hot electron current within the target is
required because at relativistic intensity the latter, Jhot ∼ enhotc reaching MA values over
a typical laser spot area, exceeds the Alfven limit (IA = mec3βhotγhot/e). For a beam of
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charged particles this limit represents the current above which the magnetic field generated
by Jhot is so strong that the electrons trajectories are bent inside the beam, preventing
its forward propagation [39]. In the same way, the charge umbalance produced by the
fast electrons displacement generates a huge electric field capable of stopping the beam
penetration [24]. The return current is provided by conduction electrons in metals and
produced by field or collisional ionization in insulators, and it flows in the opposite direction
with respect to the hot electrons: it is therefore a collisional, low-velocity, high-density
cold current responsible for the Ohmic heating of the target [28, 30], typically observed by
thermal emission measurements [40].
Recent works have been extensively studying return currents driven by the later stages of
the hot electron motion across the target [31, 40, 41]. Their dynamics is attractive because
the longitudinal recirculation of hot electrons, crossing thin targets several times after being
pulled back by the rear and front sheath fields, has revealed to be an effective process
to increase the maximum energy in the TNSA proton spectrum, since such a process
sustains the accelerating electrostatic field over a longer time, as it is shown in figure
1.6 [31]. This explains the target-depending factor α employed in the rough ion energy
(a) (b)
Figure 1.6: (a): Principle of hot electron recirculation inside the target. If the whole electron bunch
length LB (similar to the laser pulse lentgh LP) is smaller than the target thickness
L, electrons can be reflected several times by the sheath fields at the target surfaces.
(b): Simulated maximum proton energy versus target thickess. Lc = LP/2 is the
critical length for the recirculation, Ec is the maximum proton energy reached without
recirculation. Figures from [31].
estimate Ei ∼= ZThotα, where α = LL/(2L) being LL the laser pulse length and L the target
thickness. In thin targets recirculation effects have been proven to enhance the maximum
proton energy by three times with respect to a thicker target [42]. Although recirculation
efficiency is hampered by the angular spread of the forward-propagating hot electron
beam, reflection of these electrons at the edges of the target contributes to mantaining the
charged-sheath hotter, denser and more homogeneous, increasing the maximum energy in
the TNSA proton beam and containing its divergence [40]. Recirculation also contributes to
the lateral spread of hot electrons within the target, as electrons travelling along divergent
trajectories can be dragged back inside the target via a different path, like a water jet in a
fountain [43]; also, the electrostatic sheath that reflects back the electrons has been observed
to temporally evolve in a bell shape [44]. Therefore, to the electron cloud expanding in
vacuum, there corresponds a uniformly charged disk expanding on the target surface:
this radial expansion requires a cold return current which is again provided by the target
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regions around the laser-irradiated area. At the same time, the target resistivity gives rise to
an electric field which hinders the expansion; its velocity has been measured to be less than
the velocity of light (0.75c in reference [41] and 0.4 in reference [29]). Once the expansion
reaches the target edges, where the return current can no longer be supported, electrons
are reflected back by the field produced by the buildup of a net negative charge.
Return currents addressed so far respond to the motion of the hot electrons within the
target. At the same time, another electron flow responds to the charge separation on the
target surface induced by the escape of the hot electrons outside the target. It is indeed this
charge separation that produces the sheath field responsible for the electron recirculation
discussed before, which drags most of the laser-accelerated electrons back into the target
over few picoseconds [16, 41]. However, a small fraction of highly energetic electrons
(∼ 1 %) can escape the positively charged target potential and propagate towards vacuum:
in this way the target is left with a net positive charge. This process is also consistent with
the assumption of a finite electron density very far from the target, as described in the
previous section (expression 1.25). The net positive charge recalls a return current from the
regions around the laser-irradiated area, whose rise time depends on the target inductance
and has been estimated to tens of ps [30]. Because of this charge redistribution process, the
positive charging has been observed also several mm far from the laser-irradiated area [18].
Eventually, the net positive charge will be neutralised by electrons provided by the target
mount, which represents the connection to the ground. A simple sketch of this process is
shown in figure 1.7.
Figure 1.7: Schematic of the transient target charging. Hot electrons escape from the target, induc-
ing a positive charge. Most of them are pulled back by the space-charge electrostatic
field, while return currents provide the missing electrons. In this way the positive
charge travels along the target surface. Electrons from the ground restore the target
neutrality.
It should be clear that the transient target charging described so far is a quite complicated
phenomenon. The processes related to the cold return currents explained before, together
with the mechanisms of electron generation and transport, while the ions begin to be
accelerated, all together contribute to the difficulty in depicting the complete scenario.
Nevertheless, target charging of laser-irradiated targets has been investigated and reported
during the past few years, firstly as a significative application of the laser-driven proton
radiography technique (see section 2.2). Briefly, this diagnostic employs the proton beam
generated by the TNSA mechanism is point-projection imaging scheme as a detector for
electromagnetic fields in laser-plasma experiments. The experimental setup is displayed
in figure 1.8. With this method, Borghesi et al. [16, 45] investigated the charging of a
laser-irradiated metallic wire, inferring by the help of numeric simulations the growth and
decay of 1010 V/m electric fields on its surface. The amount of charged induced on the
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Figure 1.8: Top view of the proton radiography setup for the wire charging investigation. Figure
from [16].
wire was found to be Q ∼ 10 nC, related to ∼ 1011 electrons escaped from the target. The
rise time of the wire charging, ∼ 10 ps, was explained with the early generation of escaping
hot electrons by the prepulse preceding the arrival of the laser pulse peak.
On this trail, the investigation carried out by Quinn et al. [17, 46] was aimed to diagnose
the propagation of the fields responsible for the wire charging and discharging away from
the laser interaction point. As it will be mentioned in the next chapter (see 2.2.2), a novel
experimental arrangement allowed to successfully exploit probing proton divergence in
order to resolve the local laser-induced charge flow along the wire surface and to measure
the front field velocity, which was found to be equal to (0.95± 0.05)c. The electric field
inferred by analysing the experimental data allowed to obtain the net number of electrons
flowing to the laser-wire interaction point to restore target neutrality. Indeed, this estimation
was found to be consistent with the number of hot electrons escaped to vacuum from the
potential well of the target depicted as a charged emitting sphere like it has been discussed
in the previous section.
Moreover, PIC simulations were employed to get further insight into the nature of the
field driving the charge neutralisation. The electric field distribution evolving along the
target surface suggested to interpret the majority of the laser-accelerated hot electrons,
those which leave the target and then are dragged back into it, as a pole of a time-varying
electric dipole (antenna model, [29]). The positive charge induced on the target surface by
the electron escape represents the other pole. Even though the system performs a single
oscillation (the recirculation condition is not fulfilled in this experiment3), a "dominant
frequency" was estimated analysing the rise time of the measured charging, which was of
the order of 1 ps. With this frequency ω = 1012 Hz, the antenna radiation field penetrates
the wire surface up to a skin depth much smaller than the wire radius, demonstrating
that the charge-neutralising disturbance travels along the wire surface. PIC simulations
outputs are shown in figure 1.9 to give a better idea of the return current driven by such
an electromagnetic field. It should be useful to underline that the antenna field exists in
addition to the electromagnetic field generated by the charge separation induced at the laser-
irradiated spot. This latter reaches target regions far from the spot at time t ≤ r/c, being
r the radial distance from the laser spot and without specifying the velocity dependence
on the target material. Very far from the laser-irradiated area (∼ mm) the antenna field is
3 Although the bunch of electrons, considered as a whole, does not recirculate through the target several times,
it may be recalled that because of the pulsed generation of these electrons via the mechanisms described in the
previous section, the antenna field could in principle contain also the first and second harmonic ω and 2ω of the
laser field.
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Figure 1.9: Current propagation along the wire surface
simulated in a 2-D Cartesian PIC code, from
[29]. The wire is represented as a plasma slab
extending over 0 < x < 5 µm. The laser hits
the surface from negative x in (x, y) = (0, 0).
Times are referred to the arrival of the laser
pulse peak. Two types of current are clearly
visible: the blue-coloured strand are elec-
trons attributed to the lateral transport of
laser-driven hot-electrons, and the expansion
is measured to propagate at 0.4c. The yel-
low current, instead, represents an electron
flow to the laser-irradiated point, and it is
interpreted as a neutralising current driven
by the antenna field, whose front propagates
at ∼ c.
supposed not to contribute to the current drive: firstly, because its amplitude is expected to
drop4 as 1/r2; secondly, because by the time protons arrive to diagnose a region very far
from the foil, any charge perturbation is likely to have been already neutralised. Further
details about this aspect will be given in chapter 3.
As a final example, Ahmed et al. [18] explored the current dynamics away from the laser
interaction point over a time period even longer than in Quinn’s results. In order to do this,
the wire length was largely increased, and the target shape was modified to keep the wire
inside the probing proton field of view. The laser-irradiated target was a gold foil attached
to the wire, arranged in a self-probing geometry that will be explained in the following
chapters (see section 3.1). Experimental results suggested that the discharging of the gold
foil was due again to the flow of electrons from the wire. The electromagnetic field driving
the charging was cleary resolved as a localised pulse, travelling along the wire with velocity
close to c and retaining its profile even very far from the laser interaction point.
1.2.2 Target charging for spectral optimisation
Among the characteristics exhibited by laser-driven proton beams, the broadband energy
spectrum and divergence represent a severe limitation for many potential applications,
for example cancer therapy where highly monochromatic collimated beams are required.
Therefore, their manipulation and optimisation is presently one of the main direction of
research, with many challenges due to the high charge and short duration of the particle
bunch.
Numerous approaches have been suggested in order to modify the TNSA-driven proton
spectrum, in order either to obtain narrow band peaks or increase the number of protons
throughout the spectrum or in some spectral bands. Although engeneering the proton
source leads to the appearance of spectral peaks, which are explained as a consequence of
4 At distances longer than few λ, the radiation must be descripted in the far field.
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a multi-species plasma expansion [24], or improving the hot-electron generation and ions
acceleration in an expanding plasma by shooting twice on the target [47] can increase the
ion energy and modify the slope of the spectrum profile, decoupling the stages of proton
generation and beam manipulation sounds to be better strategy, mainly because it allows
an indipendent optimisation of both of them. In principle this leads to systems with higher
flexibility than those involving special target manufacturing.
Within this two-stage techniques, focusing and transporting of proton beams employing
permanent quadrupole magnets has been suggested [48]. The main constraint of such
systems is the acceptance angle of the magnets, which limits the the number of particles
that can be focused. Another approach, experimented by Kar et al. [49] employs bent targets
to reduce the divergence of the laser-driven proton beam, as they are emitted normal with
respect to the target rear surface. Achromatic focusing of 10÷ 25 MeV protons down to a
25 µm radiud was observed 1 mm far from the target. Both these techniques are shown in
figure 1.10.
(a) Figure from [48]. (b) Figure from [49].
Figure 1.10: (a): Setup with a pair of quadrupole magnets. Only the 7.5 % of the laser-driven proton
beam enters the first magnet. Diameter reduction and dose increase are measured by
compairing the signal on the detectors located before and after the focusing system.
(b): Proton beam profile and working principle of the bent target with respect to the
flat foil. From the magnification the mesh shadows in the proton profiles obtained
with the bent targets it is possible to infer the transverse size of the proton beam when
arriving on the mesh and to compare it with what is obtained with the flat foil.
In order to develop a chromatic focusing scheme, it was soon suggested to exploit the
transient charging of a laser-irradiated target. A laser-driven micro-lens is simply constituted
by a laser-irradiated target crossed by the TNSA-generated proton beam. The working
principle is that the transient electric field produced by the charge induced on the target
focuses the protons that, within the whole spectrum, have the right energy to pass through
the micro-lens during the temporal window allowed by the target charging-discharging
cycle. Toncian et al. [15] demonstrated the working principle and the remarkable results
obtained with this technique, as it is shown in figure 1.11. In his experiment, the proton
beam accelerated from a flat foil was directed through a laser-irradiated hollow cylinder.
By varying the delay between the proton beam generation and the cylinder irradiation,
different portions of the proton spectrum were focused down to 600 µm radius at 9.5 cm
away from the proton source, resulting in a 12 times increment of the proton flux. Since the
main draback of this configuration is again the limited acceptance angle of the micro-lens, a
system were the target charging is embedded with the proton acceleration was designed by
Kar et al. [50]. The simple idea is that the laser pulse employed to generate the proton beam
is also used to charge the micro-lens, and it is implemented by sticking a flat foil (proton
source) at the entrance of the micro-lens (a rectangular or cilyndrical frame). Although
21
Figure 1.11: Laser-driven micro-lens: schematic of the device and experimental results. In (b) it is
shown the formation of the focusing electric field at the inner surface of the cylinder,
due to the expansion of the plasma produced by the laser in the same way as in the
TNSA mechanism. In (c), profiles for the focused (7.5 MeV) and non-focused (9 MeV)
protons at 7 cm far from the flat foil. The shadow of the 0.7 mm diameter cylinder is
cleary distinguished from the focused spot. In (d), proton spectrum measured with a
magnetic spectrometer and obtained with and without the micro-lens. Focused 6.5
MeV protons can be transmitted through the spectrometer, which acts as an angular
filter, more efficiently than without the micro-lens. Figures from [15].
being able to reduce the beam diameter by a factor 2 and therefore increase the proton flux
with respect to a gold foil, the chromatic focus was completely lost due to the geometry of
the lens, which affected not only the strength of the focusing field but also the temporal
window over which this field was sustained with respect to the time needed by protons
to cross the lens. Indeed, the lens charging occurs with a speed close to c [17, 41], thus
requiring only few ps; abrupt discharging was prevented employing a highly-resistive
mount to hold the lens; consequently, by the time protons were exiting the lens, they had
undergone a quasi-static electric field all over the focusing region. In this way all the
protons in the spectrum experienced the same focusing field.
Towards the coil lens
In order to optimise the results illustrated so far, a deeper study of the charging of
laser-irradiated targes must be carried out. Kar et al. [50] findings reveal that in order to
efficiently exploit the self-guiding geometry, an adequate focusing field strength must be
obtained, together with the possibility to synchronise the proton propagation with a highly
transient field over a long distance. All these requirements are satisfied by a new geometry
recently designed by the research team at Queen’s University of Belfast, tested for the first
time in 2013 by Ahmed [18] at TARANIS laser facility, and currently being investigated at
VULCAN laser, at Rutherford Appleton Laboratory, in Oxford.
The so-called coil target is shown in figure 1.12a. Protons are generated by the laser pulse
interaction with a flat foil that is attached to the guiding structure; the latter is a coil whose
length, diameter and pitch are varied in order to synchronise the flow of the laser-induced
ultrafast current along the wire with the protons propagating along the coil axis. Such
current had already been found to travel along wires as a very localized pulse with velocity
close to c [29]. Using thin wires (∼ 40 µm radius) and providing a long, unilateral path for
the current propagation overcomes the limitations found in Kar’s previous work. Chromatic
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1.2 charging of the laser-irradiated target
(a) (b)
Figure 1.12: (a): Setup arrangement for the coil target: protons are generated at the laser-irradiated
foil and guided through the charged coil. (b): Schematic for the proton focusing. The
electric field associated to the transient charge induced along the wire acts on the
protons which are travelling along the coil axis. Figures from [18].
focusing is obtained because the transient current is synchronised only with a part of the
proton spectrum, as it is shown in figure 1.12b. As an example, in a coil with three windings
of 450 µm radius and 275 µm pitch, the current signal completes one circumference after
t = (2pir)/(0.9c) ∼ 10 ps. It arrives at the third winding (Z2 in the figure) after ∼ 31 ps,
while the longitudinal distance travelled so far results to be around 825 µm. This means
that for a proton travelling along the coil axis to be synchonised with the current, its velocity
must be ∼ 27 µm/ps, which corresponds to an energy equal to 3.5 MeV.
Some of the results obtained at TARANIS laser with coil-targets are shown in figure
1.13. In figure 1.13b, reduction in the proton beam diameter with respect to a flat foil was
(a) (b) (c)
Figure 1.13: (a): Beam profile obtained for 6.5 MeV protons with both the flat foil and the coil
target. In the latter case, the beam is focused to 2 mm radius at 23 mm far from the
foil. (b) and (c): Comparison between proton flux and proton spectrum for a flat foil
and the coil target. Figures from [18].
observed for all the energies syncronised with the current along the coil. The reduction
was up to 70% in the case of 6.5 MeV protons, resulting in an enhanced proton flux (up
to ∼ 8 times) in the central region of the channelled beam. Figure 1.13c illustrates the
spectrum dN/dE integrated over the whole beam in the case of the flat foil and over the
focused region in the case of the coil target: it demonstrates that almost all the protons, for
23
the synchronised energy, are collected by the lens and focused, thus overcoming the main
limitation in Toncian’s approach.
As suggested in reference [18], a sistematic study of these targets is required to confirm
their functioning and to improve the results (in term of focusing field strength and energy
selection). A more accurate manufacturing procedure is crucial to verify the expected
synchronisation with the chosen part of the proton beam.
In conclusion, the coil geometry shows how the study of the transient charging of a
metallic wire is crucial to develop new compact, ultrafast focusing targets. The interest
is in characterising the amount of current, duration and time constants of the charging
and discharging cycle, even very far from the laser-foil interaction region; also the velocity
of the driving electromagnetic field and its dependence on the wire material should be
addressed. As explained in the introduction, both the investigation of the wire charging
and some progress in the coil targets development are illustrated in this thesis.
24
2
EXPERIMENTAL SETUP AND ANALYSIS PROCEDURE
This chapter provides a description of the laser system and diagnostics employed to
collect the data presented in this thesis. The most relevant laser parameters to laser-solid
interaction are presented, together with the setup of the target chamber. Target description
will be provided in the next chapter. Particular attention is here reserved to the proton
probing technique which represents the main diagnostic employed in this experiment.
2.1 the taranis laser system
TARANIS (Terawatt Apparatus for Relativistic And Nonlinear Interdisciplinary Science)
is a multi-Terawatt chirped-amplification laser system installed at Queen’s University,
Belfast [51].
Designed to be employed in a wide range of physics experiments, from laser-driven ion
acceleration to X-rays lasers and high energy density physics experiments, this system
can deliver two beams at 1053 nm in each of two different target areas, in a preferred
combination of long (ns) and short (hundreds of fs) pulses, reaching intensities up to 1019
W/cm2 and energies up to 30 J in the long pulse mode.
The laser layout is shown in figure 2.1.
TARANIS is a hybrid Ti:Sapphire:Nd:glass laser system operating in chirped pulse
amplification mode [20]. The laser front end consists of a mode-locked Ti:Sapphire Mira
oscillator, which produces a train of pulses (seed pulse) with 1053 nm wavelength, 120 fs
duration, at a repetition rate of 76 MHz and average power of 400 mW. Although the
spectral emission of the Ti:Sapphire crystal is centered at 800 nm, the seed pulse wavelength
was chosen to be 1053 nm to match the peak of the Nd:glass amplifiers gain curve in the
following amplification chain. The input seed pulse is then delivered to the stretcher, which
consists of a spherical mirror, a diffraction grating (1740 lines/mm), a folding mirror placed
at the focal plane of the spherical mirror, and a retro mirror. The stretching factor is ∼ 104,
so the output seed pulse is ∼160 ns long.
The stretched pulse then undergoes a first amplification stage (Regenerative Amplifica-
tion, or RA), through a Ti:Sapphire crystal, pumped by 527 nm radiation coming from a
commercial Q-switched Nd:YLF laser, at 500 Hz repetition rate. There is also a Pockels cell
before the RA to control and improve the contrast of the pulse. The RA output consists of
a 0.7 mJ pulse (stable at 3% rms), with 300 mW average power and repetition rate of 500
Hz. This high repetition rate allows the use of this low intensity pulse to align optics and
diagnostics in the target areas, when the amplification chain is bypassed.
Before entering the Nd:glass amplification chain, the pulse goes through two Pockels
cells, to monitor and contain the pre-pulse activity. With this pulse-picking technique, an
intensity contrast ratio of 10−7 has been measured [51].
The amplification chain consists of three different couples of single-pass Nd:glass rod
amplifiers, pumped by flash lamps, at a repetition rate of about 1 shot/10 minutes. The
diameter, length and gain factor of the three couples of laser rods are: 9, 25, 50 mm;
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Figure 2.1: Layout of TARANIS laser. Figure from [51].
15, 30, 30 cm; 150, 100 and 40. The total gain at the end of the chain is between 4 and
6× 104. Between the amplification stages there are vacuum filters and relay telescopes
which magnify the beam diameter to match the diameter of the upcoming rod, in order to
optimise the amplification process and also to tailor the beam profile. For the same reason
there is also a serrated aperture with 3.4 mm diameter at the beginning of the amplification
chain (between iris 3 and 4 in figure 2.1). In the end this tailoring and image-relaying
process delivers a nearly flat-top beam profile with 100 mm diameter. The laser pulse at
the end of the amplification stage has 30 J of energy and 1 ns duration.
At this point the long, high energetic pulse can be sent either to the target areas, or to the
double-pass vacuum compressor. This one is formed by two gold-coated diffraction gratings
(1740 lines/mm) arranged in parallel configuration. During the compression stage, the
pulse loses ∼ 40% of its energy. The typical duration of the output pulse is 700 fs, reduced
to 560 fs if an acousto-optic modulator is employed to correct random phase distortions
along the laser chain. As an example of intensity delivered to the target, a 10 J pulse
leaving the amplification chain goes out from the compressor with 7 J of energy; with 560
fs duration, and down to a 10 µm focal spot, the resulting intensity is ∼ 2× 1019 W/cm2.
2.1.1 Target Area 2: experimental setup
The experiment described in this thesis was carried out in Target Area (TA2), which was
designed to run experiments regarding typically ion acceleration, X-ray sources and their
applications. A scheme of the target chamber is shown in figure 2.2. After being reflected
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by four dielectric-coated mirrors (reflectivity ∼ 99.5%), the short pulse is focused on target
by an f /3 off axis parabola, whose position and tilt can be controlled by a powered stage.
By optimising the position and tilt of the parabola, the focal spot recorded at the target
Figure 2.2: Layout of Target Area 2 at TARANIS. The focal length of the parabola is 31.2 mm; the
distance between the parabola simmetry axis and its centre is ∼ 8 mm, so that the angle
subtended at the target position is 15◦.
location by a CCD can be adjusted to minimize the astigmatism and obtain a well-focused,
round spot. Indeed, the focal spot radius was measured to be 6 µm FWHM, as it is shown
in figure 2.3.
Figure 2.3: Focal spot orbserved in Target Area 2, CCD-recorded picture and lineouts across the
dashed axis. FWHM is measured from the plot to be ∼ 6.4 µm for the horizontal lineout
and ∼ 6 µm for the vertical lineout.
Once the focal spot is optimised, the CCD is replaced by the target mount and its position
is adjusted so that the target lies at the image plane of the CCD. In this way both the target
and the focused beam occur at the same position.
Another tool is employed to check the target position in the chamber: an alignment
system which exploits the light scattered from the target is built outside the camera. It is
a simple set of lenses and CCDs, and it is shown in figure 2.4. The back-scattered light
from the target is collected by lens L1 and sent outside the chamber to a flip mirror. From
there, the light can be sent either to a first CCD, or to a second lens L2 and another CCD,
providing further magnification. With this system the target position can be optimised also
when the chamber is closed and pumped to a 10−4 bar pressure.
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Figure 2.4: External alignment system. Distances between optics were chosen to provide a mag-
nification equal to 3 on the flip mirror, and equal to 10 on the high magnification
CCD.
2.2 time-resolving proton radiography
Some of the unique properties of laser-driven proton beams, such as broadband energy
spectrum, high laminarity and high brightness, make them suitable for diagnostic applica-
tions. In particular proton radiography, which was firstly proposed in 1960s [10], receives a
substantial improvement by the fact that laser-driven proton beams exhibit a very short
bunch duration with respect to beams produced by conventional accelerators, thus allowing
to obtain higher temporal resolution while investigating different phenomena. At the same
time, low emittance ensures high intrinsic spatial resolution. The broadband spectrum
permits to employ these protons in a time-of-flight arrangement, consenting to temporally
resolve the interaction region, as it will be explained later in this section.
Indeed, proton radiography has been employed for the latest ten years to explore a lot of
plasma physics phenomena. As the beam is composed by charged particles, it can be used to
probe ultrafast, transient electromagnetic fields generated during laser-solid interaction [16–
18], temporal and spatial evolution of underdense plasmas [52], self-generated magnetic
fields, shock waves and solitons in laser-produced plasmas [53, 54]. Moreover, proton
radiography has been widely used to explore the density gradients produced in various
targets when trying to implode them with a spherically-symmetric ensemble of laser beams:
this type of experiments is of main interest for ICF applications, as it can give information
about the maximum density reached in the core centre at the implosion stagnation, but also
about the possible instabilities appearing when working with non-ideal configurations [55].
The data presented in this thesis were collected using the proton radiography technique,
arranged with radiochromic film detectors (RCF) in a time-resolving configuration. This
section will provide a comprehensive description of this diagnostic techique, together with
details about how the data presented in the next chapter were analysed. In particular,
section 2.2.1 describes each part of a typical proton radiography experimental setup.
Main concern is given to RCF detectors, in section 2.2.2: calibration and time-resolving
arrangement are deeply explored along with examples quoted from previous experimental
results. Section 2.2.3 comes into details about how the information collected by the detector
can be transformed into physical proton parameters which describe the phenomenon under
investigation.
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2.2.1 Typical experimental configuration
The typical proton radiography experimental setup is shown in figure 2.5. The short,
Figure 2.5: Scheme of the typical experimental setup for proton radiography.
ultra-intense laser pulse is focused on a metal foil; protons, produced at rear surface of
the foil via the TNSA mechanism, propagate in vacuum in a divergent manner towards
the interaction region. Here, they are deflected either by electromagnetic fields or density
gradients. After coming out from the interaction region, they ballistically proceed to the
transverse detector.
The proton source
The proton beam is produced via the TNSA mechanism by the laser pulse focused on
a metal foil. At TARANIS, the laser pulse was focused up to ∼ 1018 W/cm2 on a gold
foil of 10 µm thickness. The proton beam is emitted in a quasi-laminar fashion, with both
transverse and longitudinal emittance between two and four order of magnitude below
what is obtained with conventional accelerators [11, 56]. Low longitudinal emittance is
well explained by the fact that the bunch duration is comparable with the accelerating
time in the target, which is of the same order than the laser pulse duration (less than 1
ps). With regard to the transverse emittance, its low value is due to the fact that once the
protons propagate outside the metal foil, they are surrounded by the cloud of co-moving
hot electrons, which keeps the proton tranverse motion contained.
When trying to employ the proton motion toward the detector to set up a projection
scheme, particular attention must be addressed to the source dimensions, which are
related to the radiography resolution. Several studies have been devoted to characterise
its dimension and position with respect to the metal foil surfaces. Indeed, it has been
found that protons are emitted by a virtual source which lies either ahead of the front
surface or behind the rear surface of the metal foil, depending on the target geometry and
laser parameters [13]. For intensity regimes ≤ 1020 W/cm2, the virtual source is located
at ∼ 100 µm ahead of the front surface of the metal foil. Its dimensions can be estimated
to be ∼ 10 µm in radius, so that the real source size at the rear surface of the foil has a
radius between 10 and 100 µm (depending on the measured divergence of the proton beam)
[11, 57]. In this way, the intrinsic spatial resolution of the proton beam is of the order of ∼
µm. Later on in this chapter it will be shown that this is not the only limit to the spatial
resolution of the technique, as it has to be compared with the detector resolution, too.
The divergence of the proton beam can be related to the spatial and angular properties
of the accelerated hot-electron cloud, which in turn depend on laser parameters but
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more importantly on target characteristics. As protons are accelerated by an electric
field perpendicular to the surfaces where the hot-electron density is constant, then if
this surfaces are bent (the bell-shaped profile of the sheath can be observed with proton
radiography itself [44]), protons will be given a certain emission angle. This one depends
on proton energy, since more energetic protons are produced at the rear of the target at
first, subsequently followed by the slower ones, and thus being accelerated by an electric
field whose orientation changes with time [8].
The magnification imposed by the positions of the virtual source, real source, and detector,
is described by the following formula:
M =
D + dv
d + dv
∼= D
d
(2.1)
where, referring to figure 2.5, d is the distance between metal foil and interaction region, D
is between metal foil and detector, and dv is between virtual source and metal foil (it can
be either positive or negative depending on the virtual souce position with respect to the
foil). In a typical experimental configuration, since dv is much more smaller than the other
distance in play (∼ µm against mm), the virtual position can be assumed to be on the rear
surface of the metal foil, as it is stated by the second expression in formula 2.1.
The interaction region
After being generated at the source, the divergent, laminar proton beam reaches the
interaction region, where it diagnoses the phenomenon of interest. Here, proton trajectories
are deflected by electromagnetic fields, either generated by laser-plasma interaction [17, 29,
46] or due to the mean electronic density of the object the proton are passing through. In
this second case, the radiography is formed because of the multiple small angle scattering
[45, 55, 58] or, when dealing with thick targets (thicker than the proton stopping length in
the material), collisional stopping [59].
When probing solid objects or overdense plasmas, scattering sets a limit to the spatial
resolution attainable in the radiography. This is due to the mixing of scattered proton
trajectories, which will produce a blurred image on the detector. The size of the blurred
image in the object plane can be calculated taking into account the distances between the
object and the detector, the magnification of the arrangement and the scattering angle
(which depends on the atomic number and charge of the projectile, as well as on the
properties of the traversed material [16]). Finally, the image of the object at the object
plane is the convolution of the initial source size and the blurred image [55]. The blurring
resolution can be improved by using more energetic protons, which result in a smaller
scattering angle. Of course, if there is interest in detecting just the proton deflections outside
the solid object, then this limitation to the spatial resolution is not a concern to deal with.
A different approach must be reserved if proton are expected to diagnose electromagnetic
fields or charge and current distributions. Protons motion through the field-containing
region is described by the Lorentz equation
mp
dvp
dt
= e
(
E+
vp
c
× B
)
where mp and vp are proton mass and velocity and E and B are time-varying functions for
the electromagnetic fields to be probed.
A conceptual issue can raise by remembering that the low transverse emittance of the
proton beam is ensured by the co-moving neutralising electron cloud. Therefore, a quasi-
neutral bunch of charged particles should not be significantly deflected. Indeed, it can be
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demonstrated that the Debye length of the proton beam once it arrives to the interaction
region is longer than the spatial scale length of the probed electromagnetic fields [44]. As
a consequence, electromagnetic fields in the interaction region are not screened. In order
to give a simple estimation for the Debye length, the hot electron density nhot and their
temperature Thot can be obtained considering that, by the time the quasi-neutral plasma
is expanding towards the interaction region, it is ni = nhot and vi = vhot. It is possible to
calculate ni for a fixed energy Ei from the proton spectrum and from the size of the beam
in the interaction region, both information measured by the detector (see section 2.2.3). For
example, 1010 protons with 5 MeV energy over a disk of 0.5 mm radius and thickness in
the interaction region correspond to ni ∼= 3× 1013 cm−3. The hot electron temperature is
found to be ∼ 3 keV by rescaling the proton and electron masses. In this way the Debye
length is ∼ 70 µm, whereas the typical field scale length in this experiment was roughy
estimated around 10 µm.
The detector
When protons leave the interaction region, they ballistically proceed to the detector. This
one is chosen according to the type and number of information that need to be collected.
For proton radiography the detector is required to have high spatial resolution. Moreover,
in order to implement a time-resolving proton radiography technique, the detector must
also provide spectral resolution, as it will be explained later.
Passive detectors such as CR-39 and Radiochromic Films (RCFs) satisfy these require-
ments. CR-39 is a plastic detector which has the advantage of being insensitive to X-rays
and electrons; but its post exposure processing requires chemical etching and proton track
counting procedure, which can take a lot of time [13]. On the other hand, RCF analysis is
much more straightforward: they do not require etching procedure, and protons deflec-
tions can be clearly seen right after the exposure. Therefore, RCFs were used during the
experiment at TARANIS to set the proton radiography experimental arrangement.
2.2.2 Radiochromic Film Detectors
Radiochromic films [60] are dosimetry plastic-based detectors, sensitive to ionizing
radiation (electrons, protons, X-rays, Gamma rays). Several types of RCFs are available,
differing in the chemical composition of the sensitive media and thickess of its components.
In this experimental work, model HD-810 was employed. Its structure is shown in figure 2.6:
the active layer is 6.5 µm thick, sandwiched between two protective plastic layers: the front
one is gelatine 0.75 µm thick and the rear one is a clear polyester coating, ∼ 97 µm thick.
The active layer is formed by sub-micron crystals of a radiation-sensitive monomer whose
constituents are H, C, O and N. When irradiated, the monomer changes its chemical
Figure 2.6: HD-810 structure. Due to the different types of front and rear coating, HD-810 is an
asymmetric RCF.
structure and becomes a blue-coloured polymer (poly-dyacetylene), whose optical density
31
is proportional to the received radiation dose (amount of absorbed energy per unit mass,
in units of Gy=J/kg). After exposure, the polymerization proceeds with very high rate
for few minutes, making the radiography immediately available. Even so, RCF analysis
should be done at least two days after exposure, when the polymerization rate has become
constant and the optical density change results negligible (as it is shown in figure 2.7).
(a) (b)
Figure 2.7: Optical density change in irradiated RCFs as function of time, for different radiation
doses, as provided by the manufacturer specifications, [60]. After about 30 hours,
film optical density remains practically constant. Plot (b) shows the optical density
normalised to its maximum value, making clear that the polymerization rate is not
dose-dependent.
The RCF active medium polymerization is a highly reliable process. First of all, it is very
localised, so that the intrinsic RCF spatial resolution is sub-µm order: the manufacturer
declares 104 ppi, which is 2.5 µm resolution [61]. Also, RCF response is pretty insensitive
to dose fractionation, different dose rate exposures and, more importantly, it is energy-
indipendent for protons energy above ∼ 7 MeV [62]. Anyway, many variables account for
the optical density reached by the RCFs after exposure, for example temperature and UV
exposure, so that analysis should always take place in the same environmental conditions
[61].
Optical density to dose calibration
The main assumption in the RCF analysis is that its optical density is related to the
absorbed dose. This relation depends on the type of radiation the RCF was exposed
to; therefore laser-driven proton beams characteristics must be retrieved by means of an
especial calibration curve, which can connect optical density to proton dose.
By definition, the optical density of a medium is a measure of its absorbance at fixed
wavelength. When the medium is subjected to a certain amount of radiation I0 and the
transmitted radiation is measured to be I, then the optical density is expressed as:
OD = log
I0
I
. (2.2)
In order to acquire the optical density values, RCFs images are digitised with a Epson
V750 Pro flatbed scanner, operating in trasmission mode. This scanner can read optical
densities up to a saturation value of 2.5 per colour channel. To relate the optical density to
the proton dose, a calibration curve was obtained by scannig RCFs which were irradiated
with well known proton doses. As RCFs composition and thickness have been changed
during past years, and also scanners functioning is different in each laboratory, a universal
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calibration curve does not exist. In this work the calibration curve was prepared with RCFs
irradiated with (60.0± 0.3) MeV protons at the CATANA cyclotron, available at INFN’s
Laboratori Nazionali del Sud, Italy.
First of all, the scanner functioning was calibrated with a RGB wedge provided by the
manufacturer, to convert the electronic signal in OD values. Then, calibrated RCFs were
scanned in 48 bit RGB format (16 bit per channel) with 1200 ppi resolution (in this way one
pixel corresponds to ∼ 21 µm). The image was then deconvolved in different channels and
net OD was measured, for a fixed colour channel, as:
ODNET = log
I0
I
− log I0
Ib
(2.3)
where I0, I and Ib are the averages of pixel values selected in a region of interest within
the images recorded by the scanner in the case of no RCF, irradiated RCF and unirradiated
(blank) RCF. In this way the absorbance due to the RCF support was discarded. Splitting
the image in its RGB components allows to increase the dynamic range of the RCF, which
nominally is 10÷ 400 Gy, but with this technique can be extended from 0.5 to 2× 105
Gy [61]. This procedure is justified by the fact that the active polymer in the RCF has
different absorptions depending on the wavelength of the incident radiation. The polymer
absorbance curve is shown in figure 2.8. Absorption peaks are located in the red region
Figure 2.8: Absorption spectrum of the polymer in the active layer of HD-810.
of the visible spectrum, at 615 and 675 nm. Hence, the highest OD change per unit dose
can be measured using monochromatic light at the absorption peak wavelength. For the
same reason, high dose change brings the RCF optical density measured with red light to
saturation, while using blue light a detectable signal is still available.
When considering the dose in the calibration curve, a rescaling factor should be applied
to take into account the fact that the dose yielded to the RCFs at CATANA cyclotron is
expressed in terms of dose-to-water (Dw). The actual dose deposited in the active layer of
the RCF (Dm) must consider the different medium density, hence it is expressed by:
Dm = Dw
1
ρm
(
dE
dx
)
m
1
ρw
(
dE
dx
)
w
(2.4)
where ρm,w are water and medium density, and dE/dxw,m are the linear proton stopping
power in water and medium [63]. This last quantity depends on initial proton energy (60
MeV for the cyclotron protons) and the thickness of the traversed material. To obtain the
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scaling factor in equation 2.4, the Monte Carlo simulation code SRIM (Stopping Range
of Ions in Matter) was employed [64]. SRIM allows to calculate the stopping range of an
ion beam (with energy between 10 eV and 2 GeV/amu) into an arbitrarily modeled target,
taking into account ion-atoms Coulomb-screened collisions and long range interactions.
The stopping range is calculated assuming 0◦K temperature and an undamaged target for
each particle in the incident beam. When calculating dE/dxm, the RCF 6.5 µm thick active
layer was assumed to be composed of Mylar (H8C10O4), as it has the same density as the
sensitive monomer (ρm= 1.397 g/cc). The same thickness was modeled to be composed of
water, when calculating dE/dxw. The average values of the stopping power, which was
almost constant all over the material for these high energy protons [62], are finally inserted
in equation 2.4.
In figure 2.9 the calibration curve used for this thesis is shown, where the R, G and
B curves are plotted only in their linear range, where a monotonic relationship between
OD and dose is guaranteed. It can be seen that the red channel is suitable for dose
measurements up to 200 Gy, followed by the green channel which does not saturate until
400 Gy. For very high dose (≥ 800 Gy) , the blue channel should be used. There are
Figure 2.9: Absorbed dose in Mylar as a function optical density in R, G, B channels. Lines
represent linear fit functions for each channel.
different sources of error in the calibration curve [57]. The delivered dose to RCFs depends
on the accuracy of the beam parameters of the accelerator. In particular, the accuracy in
the proton energy reflects on the stopping power calculation, and therefore on the quantity
Dm. With regard to optical density, scanner accuracy can play a role in the optical density
variability. To address this issue, calibrated RCFs were scanned in the same position on the
scanner glass. By consequence, the main source of error on optical density was considered
to be dependent on RCFs manufacturing inaccuracy, which was declared to be by 10%. It
has to be noted that there are more reliable types of RCFs, especially designed for highly
accurate dose measurement, as EBT2, EBT3, even MD-V2-55 (which has the same chemical
composition as HD-810). For these models, active layer uniformity resulting from the
manufacturing process is claimed to be much improved with respect to HD-810, therefore
the error on optical density measurements would be mainly due to scanner noise, which
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contributes to the standard deviation of the pixel values (while for the calibration curve
displayed in figure 2.9, standard deviations were under 1% level).
In figure 2.10, a calibration curve in which dose extends up to 106 Gy is given to show
how the channels saturation is reached with increasing dose.
Figure 2.10: Calibration curve for high dose. The monotonic relationship between OD and dose is
not guaranteed when increasing dose above a saturation value, which depends on the
wavelength of the incident radiation RCFs are analysed with. Figure from [61].
It should be recalled that splitting the image channels does not mean that the absorption
was measured with monochromatic light. As a matter of fact, scanner RGB channels work
with bandpass filters, so that the absorbed light (I in formula 2.2) will actually be the
average of the absorption response at different wavelengths. Thus, there will be discrepancy
between OD values acquired either with scanner or, for example, with a microdensitometer
which uses monochromatic light. These deviations can eventually be corrected using
neutral filters. Anyway, generally speaking, the OD to dose calibration curve claims to
be indipendent of the scanner used for acquiring the RCFs images. But since the pixel to
OD value conversion essentially depends on the scanner, using a pixel to dose calibration
curve is actually more effective because it overcomes the difficulties in acquiring consistent
OD values. Accurate OD measurements are of fundamental importance for biological
studies, where OD is necessary to retrieve accurate particle number. In this experimental
work, instead, since proton beam is employed to image the phenomenon occurring in the
interaction region, the actual number of particle cointained in the beam is not a crucial
aspect of the analysis and therefore little differences between OD values acquired with the
Epson scanner and OD values found in other calibration curves, can be ignored as long as
a consistent dose response can be inferred.
The calibration curve is used in a code written by D. Doria (QUB University, Belfast) to
convert the optical density visualised as in the RCF layer to a spatially resolved proton
dose profile. In the code, each colour channel is employed in the dose range where the
corresponding calibration curve is linear (red for 0 to 200 Gy, green for 50 to 3000 Gy, blue
for 2000 to 10000 Gy), while, outside these ranges, the output dose value is set to zero.
Dose ranges are intentionally overlapping to check the consistency of values acquired with
different colours curves where these ones are getting to saturation. The output dose value is
the maximum value obtained with the three different colour curves: in this way, saturated
channels are automatically ignored and the proper sensitive channel is employed; if the
curves give not consistent values when jumping from a channel to another, discontinuity
in the output dose profile can be detected, and the calibration curve can be accordingly
corrected. In figure 2.11, a RCF layer corresponding to 3.20 MeV protons generated from
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the laser interaction with a gold foil (10 µm thick, 9.3 J laser energy) is displayed, together
with its conversion to dose profile.
(a) (b)
Figure 2.11: (a): RCF layer corresponding to 3.20 MeV protons, as obtained from a laser-foil
interaction. (b): spatially resolved dose profile for the same RCF image, obtained
using the calibration curve.
Time of flight arrangement: main concepts
As already described in chapter 1, laser-driven proton beams exhibit a broadband energy
spectrum. From the vacuum plasma expansion model, an exponential energy spectrum
was inferred, whose maximum energy Ecut−o f f corresponds to the velocity of the charge
front beyond which the quasi-neutrality assumption is no more valid. In the TNSA model,
this maximum energy is related to the laser system parameters through the hot-electrons
population properties, the possible pre-pulse presence, and also target characteristics. As it
will be shown in section 2.2.3, RCFs offer the possibility to deconvolve the proton spectrum
by the information contained in their dose profile. Here it will be explained how to exploit
the broadband spectrum and the RCFs to implement a time-resolving proton radiography
technique.
Time of flight (TOF) techniques are based on the very simple fact that particles with
different velocities cross a fixed point in space at different times. A proton with energy Ep
will therefore diagnose a point located at distance d from the proton souce at the probing
time
tp = d
√
mp
2Ep (2.5)
measured with respect to the time at which the proton is produced at the metal foil.
Hence, when dealing with different proton velocities, time-resolved information about the
phenomenon occurring in the interaction region can be acquired. Of course, there is the
need to have a detector capable of energy spectral resolution. Usually TOF techniques
employ scintillating plates coupled to photo multipliers, Faraday Cups or semiconductor
detectors [13]. But in this case, not only these detectors have a limited early-time response
so that they can not resolve very high energetic particles, but also they do not provide
spatial information on the proton beams.
Multiple RCFs (or CR-39) arranged in a stack configuration are the easiest and more
efficient choice to overcome these limitations. The possibility to associate an accurate energy
value, hence a fixed probing time, to each layer of the RCF stack is ensured by the unique
characteristics of proton energy deposition in matter.
The way protons and other particles lose their energy when passing through a material
is described by the already mentioned linear stopping power (or linear transfer energy
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function, LTE). Proton energy is mainly deposited at the end of the propagation range, in
the so-called Bragg peak. This peculiar behaviour is explained by the fact that protons lose
energy mainly because of Coulomb collisions, whose cross section is proportional to E−2,
being E the proton energy. Taking advantage of this aspect, each RCF layer in a stack is, by
first approximation, reached by protons whose Bragg peak occurs at the depth were the
considered layer is located, as shown in figure 2.12. When the Bragg peak is located deeper
Figure 2.12: RCF stack working principle: more energetic protons deposit their energy deeper in
stack. The higly localized Bragg peak allows assigning to each RCF layer a well-defined
probing time. Proton stopping power curves were simulated for different initial proton
energies (in legend) using SRIM.
in the stack, its height decreases because a significant part of the proton energy is lost when
traversing the previous layers; its width increases because the spreading of proton scattered
trajectories inside the material determines the largest energy lost at slightly different depths
[65].
Since RCFs are actually sensitive to different types of ionizing radiation, optical density
signal rising from electrons, X-rays and heavy ions energy deposition is expected to
be present too. However, electrons and X-rays stopping power is lower compared to
protons, and also their signal can be recognised in a deep layer of the stack, where no
proton contribution is expected. When performing analysis which employs relative dose
measurements, this constant background signal is immediately removed. As far as heavy
ions are concerned, the RCF stack is usually wrapped with 14 µm aluminum foil, which is
thick enough to prevent them from penetrating the stack. The Al foil also protects the RCF
stack from target debris.
Calibrating the RCF stack means to associate each layer in the stack to the initial proton
energy, Ep,0, whose Bragg peak occurs in it. Different proton stopping power curves were
obtained using SRIM: by modeling the RCF stack used in the experiment, which was
formed by 12 layers, and by varying the initial proton energies, each layer was related to
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a fixed initial proton energy. Then, depending on the proton souce to interaction region
distance, a temporal window of the order of 150 ps was obtained.
A more accurate RCF stack calibration must take into account that protons deposit a
non-negligible amount of energy also in the layers before the one in which they stop at
the Bragg peak. Although the energy lost at the Bragg peak is about 4 times the energy
deposited in a portion of the stopping power plateau which has the same width as the
peak, the sum of all these contributions actually affects the dose absorbed by each RCF.
To calculate the total amount of energy deposited in the ith layer of the RCF stack, the
RCF layer response function must be convolved with the proton energy spectrum, which
will consider all the energies available in the proton beam [57]. The RCF response fuction,
Eloss(Ep,0) is simply the energy deposited in the RCF per proton, as a function of the initial
proton energy: it can be found by integrating all the stopping power curves over the ith
active layer thickness. Accordingly, the total deposited energy on the ith layer, E idep, is
expressed as:
E idep =
∫
spectrum
dN(E ′p,0)
dE E
i
loss(E ′p,0)dE ′p,0 =
∫ Ecut−o f f
0
dN(E ′p,0)
dE
∫ xi+ dx2
xi− dx2
dE(E ′p,0)
dx
dxdE ′p,0.
(2.6)
Ecut−o f f is usually estimated to be the energy whose Bragg peak would occur in the first
layer of the stack where no proton signal is detected.
An example of the RCF response, calculated for the fifth layer of the stack, corresponding
to 6.6 MeV protons, is shown in figure 2.13a. In this case the proton spectrum was assumed
(a) (b)
Figure 2.13: Normalised deposited energy in one RCF layer as a function of initial proton energy
(i.e. RCF response). (a): Calculation of the deposited energy uncertainty in the case
of flat spectrum. (b): Comparison of RCF response curves for flat (solid line) and
exponential (dashed line) spectrum (with Tp = 2 MeV). Energy indetermination is
reduced.
to be flat, i.e. the same number of particles was available for all the energies contained in
the spectrum. It is clear that the larger amount of energy will be deposited by the protons
whose Bragg peak is expected to occur in the ith layer. However, more energetic protons
also show a consistent contribution. Lower energetic protons, instead, do not reach the ith
layer because their Bragg peak develops ahead of it.
The deposited energy calculation clearly demonstrates that a single value of initial proton
energy cannot be associated to each RCF layer in the stack. Hence, this energy inaccuracy
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Figure 2.14: Positively charged channel dynamics, from [52]. On the left, the experimental setup:
CPA2 is the laser pulse that produces the probing proton beam, while CPA1 ionizes
the He gas and drills the channel. On the right, RCF layers obtained in two different
shots: (a), (b) with CPA1 intensity I equal to 4.0 × 1018W/cm2, and (c), (d) with
I = 1.5× 1019 W/cm2. Times are referred to the arrival of the pulse peak to the (0, 0)
point, which corresponds to the probing beam axis. Labels indicate the prominent
features: (I) is the bullet-shaped front edge of the channel, (II) the positively charged
channel, (III) the proton accumulation region, indicating the electric field inversion.
introduces a temporal uncertainty on the probing times calculated with formula 2.5. Usually,
the energy indetermination is assumed to be equal to the FWHM of the RCF response
curve. As an example, for the curve shown in figure 2.13a, dE idep is 0.7 MeV, giving, for a
distance between metal foil and interaction region equal to 2.4 mm, a temporal uncertainty
of 3 ps over a probing time equal to 67 ps. Once the actual proton spectrum is known,
E idep can be calculated again: intuitively, the number of highly energetic particles for an
exponential spectrum (like the one predicted by the TNSA model) will be less than for the
flat spectrum, therefore these particles will give a lower contribition to E idep, resulting in a
smaller temporal uncertainty. This is evident in figure 2.13b: the energy deposited in the
same RCF layer is calculated both for a flat spectrum, and for an exponential spectrum
(with arbitrary proton temperature, equal to 2 MeV). While the RCF response at the Bragg
peak is unchanged, higher energy protons less contribute to the energy deposition.
Time of flight analysis
Several examples of the effectiveness of this experimental arrangement can be found in
literature [17, 44, 45, 52, 66]. Showing some proton radiographies from previous works
might be useful to introduce the potentiality of this technique and also analysis issues
related to the unique properties of laser-driven proton beams. Indeed, the accurate eval-
uation of proton probing times still needs to be done. As a matter of fact, time of flight
expression 2.5 was inferred when a straight trajectory to the investigated point was assumed.
However, laser-driven proton beams have a energy-dependent divergence which makes
this assumption invalid. This section is meant to explain this aspect, with the help of some
previous experimental results; later in chapter 3 the actual geometry concerning the work
described in this thesis will be discussed in detail.
Kar et al. [52] employed time-resolving proton radiography to investigate the dynamics
of transient electric fields generated by the interaction of high intensity laser pulses with
underdense plasmas. The laser pulse is focused on a 50 bar He gas jet. The ponderomotive
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force associated with the laser pulse pushes electrons away from the pulse propagation axis,
creating a positively charged channel and a strong space charge electric field which radially
points outwards and accelerates ions to MeV energies. These features are detected by probe
protons and recorded on the RCF stack, whose layers are given in figure 2.14. The laser
pulse propagates from left to right; times are referred to the arrival of the laser pulse peak
at the centre of the probed field of view, fixed at (x, y) = (0, 0). The positively charged
channel formation is clearly visible at early times in the form of a signal lighter than the
background, meaning that probing protons are being deflected away by the positive charge.
After the pulse peak transit, a dark line shows up along the channel: this is interpreted as a
change of sign of the electric field, which now points inwards, and it has been explained
with the appearance of hot electrons as a consequence of the hydrodynamical breaking of
the ion fluid, due to the ion motion dependance on the spatially-varying pondermotive
force. More interestingly, the channel front edge propagation detection allowed to measure
its velocity. Yet, in order to do that, time of flight needs to be calculated by taking into
account the divergent nature of the probing proton beam. Figure 2.15 is helpful to explain
the configuration: the channel front is detected at distance x from the object plane centre,
by protons which have travelled the oblique distance L(x) =
√
x2 + L20, where L0 is the
distance between the proton source and the interaction region. If t0(E) is the time at which
Figure 2.15: Schematic showing the probing time evaluation for the charge front velocity calculation,
from [52]. Protons with energy E cross the object plane at distance x from the centre
after travelling a distance L(x), longer than the straight trajectory L0. Therefore they
detect the interaction region at later times with respect to the protons moving along
L0.
protons with energy E and travelling along L0 cross the object plane, relative to the instant
at which the pulse peak arrives at x = 0, then the correct time of fight is
τ(x, E) = t0(E) + L(x)− L0vp = t0(E) +
L0
vp
(√
1+
x2
L20
− 1
)
where vp is the proton velocity. By measuring the channel front position in the RCF layers,
its velocity could be estimated to be close to c, whereas without the correction it would
have been much lower (∼ 0.5c). Therefore, this work is a clear example of how the proton
radiography is capable of probing ultrafast phenomena in plasmas.
It is worth to show also the results of the experiment performed by Quinn et al. [29] and
already introduced in chapter 1.2. The interaction of a 3× 1019 W/cm2 laser pulse with
a 125 µm thick wire was investigated with laser-driven proton radiography. The energy-
dependent proton divergence was exploited in a very effective way in order to resolve the
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propagation along the wire of the ultrafast electric field driving the wire charging. In fact,
two arrangements were adopted, as shown in figure 2.16a and 2.16b. In the first setup the
(a) Setup A, wire placed vertically.
CPA2 pulse strikes into the page.
(b) Setup B, wire tilted by 30◦ to the
vertical. CPA2 strikes into the
page.
(c) RCF layers acquired with setup A.
Probing times calculated with 2.5
are also indicated.
(d) Chronologically ordered RCF layers ac-
quired with setup B. The red arrow
highlights the front motion.
Figure 2.16: Figures from [29]. With setup A, global charging and discharging of the wire is observed.
In (c), the accumulation of the deflected protons at both sides of the wire at tp = 55
ps is evidence of the charging up. At later times, these deflections are closer to the
wire surface, meaning that the wire has discharged. With setup B, clear field front
propagation detection is possible. The bubble in the right bottom corner is the CPA2
interaction point.
wire is placed vertically in the path of the proton beam, parallel to the RCF stack. Over a
temporal window of 20 ps the wire is observed to charge and discharge, as it is visible from
the deflections recorded on the RCF layers given in figure 2.16c. As already mentioned, for
a fixed proton energy the probing time increases together with the emission angle (α in the
figure): therefore, protons emitted at α 6= 0 intercept the vertical wire later in time, when
the ultrafast field front, assumed to propagate at velocity v f ≤ c, may have already passed
the investigated point. These protons will be deflected by the fields generated in the wake
of the front. Therefore setup A does not allow either a clear front reconstruction nor its
velocity measurement [46]. To overcome this problem, the second setup is employed. By
tilting the wire by an angle θ ∼ 30 ◦, and calculating the probing time taking into account
the actual distance travelled by protons in this new geometry, the motion of the charging
front was immediately resolved, as it is shown in figure 2.16d. This is because for a fixed
energy, protons emitted with α 6= 0 travel a shorter distance to intercept the wire, hence they
cross its region before the field front arrival. In this way, the front deflections observed in
the RCFs are unequivocally caused by the field front, whose velocity was finally estimated
to be v f = (0.95± 0.05)c.
These examples are meant to clarify that the proton divergence can actually be exploited
to alter the temporal imaging properties of proton radiography to investigate ultrafast
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phenomena. One last observation can be done with regard to the proton divergence. Proton
emitted at different angles travel different distances also when crossing the RCF stack.
Therefore, the deposited energy E idep is supposed to change. This has consequences on two
aspects: firstly, the initial proton energy whose Bragg peak occurs in the ith stack layer,
which was used to calculate the probing times, actually changes from point to point over
the surface of each layer, and the largest difference is found to be between the geometrical
centre and points located at the edge of the proton field of view. Secondly, when integrating
the stopping power dE(Ep,0)/dx over the ith layer thickness, the inferred value E iloss is
expected to change depending on the relative position between layer centre and Bragg peak.
To better address these observations, the length of the tilted trajectory when reaching the
sixth layer of the RCF stack was calculated. The sixth layer was chosen because it represents
a RCF deep enough in the stack and where the proton signal was still visible in all the
laser shots analysed in this thesis. The part of the divergent trajectory inside the RCF stack
was found to be 20 µm longer than its straight counterpart. Then, SRIM was employed to
simulate the proton stopping power in a RCF stack which accounted the further traversed
distance. Indeed, it was found that protons with 7.40 MeV, which is the energy considered
to label the sixth layer, did not reach the layer center anymore, substituted by 7.54 MeV
protons. However, the difference between the absolute probing time of the sixth layer and
the probing time calculated for the most divergent trajectory and 7.54 MeV is about 3 and
4 ps (depending on each shot geometry), which is smaller than the temporal uncertainty
attributed to this layer (∼ 10 ps). This is because the energy difference between 7.40 and
7.54 MeV falls inside the energy uncertainty of the sixth layer, being dE6thdep = 0.7 MeV.
As regard with the Bragg peak displacement when calculating the total energy deposited
on the layer, a more subtle observation comes into play at this point. As already explained
in section 2.2.3, equation 2.6 is used to calculate the proton spectrum from the RCF data,
whose dose is inferred from the OD-dose calibration curve. This one was produced by
relating the dose yielded to RCFs by 60 MeV protons to the RCFs scanned optical density.
However, the amount of energy deposited in the active layer by these high energy protons
is different from the one delivered when protons are close to their Bragg peak, as it is the
environment of TNSA-driven proton beam signal recorded by RCFs. This discrepancy
is due to the linear energy transfer (LET) dependance from proton energy [62, 65]: high
energy protons traversing a solid interact mainly with atomic electrons through Coulomb
collisions, while low energy protons can interact also with atomic ions and protons. Hence
in the latest case LET is higher. Due to this effect, the microscopic absorbed dose can
exceed the RCF saturation value and result in a invalid signal. Moreover, also the chemical
structure of RCF active layer determines how effective the mechanisms where energy is
exchanged between particles during the polymerization are. The RCFs under-response
in the Bragg peak region in well displayed by figure 2.17a, where the dose absorbed by
a HD-810 layer is represented for two different LET trends: solid line does not consider
proton energy LET dependance, while dashed line does. Moreover, experimental points
taken from [62] are added, and show optimal agreement with the energy-dependent LET
behaviour. For protons below 3 MeV, the RCF dose response was experimentally found
to be at least 30% less than for 20 MeV protons [62]. This means that when measuring
the laser-driven proton-irradiated RCFs optical density and inferring the dose with the
calibration curve, its values are 30% underestimated. On the other hand, when calculating
the deposited energy E6thdep and taking into account that for the most divergent trajectories
the layer centre is reached 20 µm further, the obtained error is equal to 18 % when assuming
a flat spectrum, and supposed to decrease when adopting an exponential one. Thus it
can be discarded if compared to the calibration curve scaling discrepancy. Lastly, the
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(a) (b)
Figure 2.17: Proton energy dependent RCF dose response, from [65]. (a): simulated depth-dose
curves for 15 and 29 MeV protons in PMMA, with full energy-deposition (solid
line) and with modified energy-deposition (dashed line). Squares are experimental
measures taken from [62]. (b): proton spectrum calculated with (solid step-like line) or
without (dashed step-like line) the same correction. 50% more protons are estimated
in total if the LTE scaling factor is considered. Maxwellian distribution fits are also
displayed for each spectum (dotted and dot-dashed lines).
30% scaling factor has obvious consequences on the proton spectrum calculation, as it is
shown in figure 2.17b: step-like lines represent proton spectrum obtained when the scaling
factor was inferred with (solid line) or without (dashed line) the energy-dependent dose
correction. Total proton numbers is visibly found to increase in the first case, due to the
different spectrum trend at low energy. However, it is useful to recall again that in this
thesis the actual number of protons was not necessary for data analysis. Being manly
concerned about how protons are deflected when crossing the interaction region, and not
about how many protons are deflected, the calibration curve was still considered valid.
A summary on RCF resolution
At this point of the proton radiography technique description, it should be clear that
several variables affect its spatial and temporal resolution. This brief section is meant to
resume them, in order to explain how the error analysis was conducted in this thesis.
When probing field-induced proton deflections, spatial resolution is determined by three
factors: the proton virtual source size, the RCF layer intrinsic resolution and the scanning
system resolution. As already explained in section 2.2.1, many experimental works have
found the virtual source size to be between 5 and 10 µm [11]. At the object plane, this
number gives a good estimate for the spatial resolution. Secondly, the RCF layer resolution
must be considered. However, since the polymerization which takes place into the active
layer involves only adiacent monomer crystals, whose dimension is sub-micron order, then
the RFC resolution is sub-micron scale and does not compete with the virtual proton source
size. Finally, the scanning procedure sets the spatial resolution to be ∼ 21 µm at the detector
plane. Considering, for a typical experimental setup, a magnification equal to 5, the spatial
resolution at the object plane is found to be ∼ 4 µm, which is again lower than the limit
imposed by the virtual souce size.
Referring to formula 2.5, temporal resolution is influenced by the uncertainties on each
variable in the formula.The error on distances usually does not compete with the one
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induced by energy uncertainty. This one is due to the detector energy resolution and it was
addressed in the previous section, giving a typical temporal resolution of the order of ∼ 10
ps. The estimation was carried out taking into account in the deposited energy a proton
spectrum with temperature Tp = 2 MeV, which usually best describes the proton beams
generated by TARANIS laser interaction with gold foils. Another temporal resolution limit
is imposed by the fact that protons take a finite amount of time to cross the interaction
region: deflections measured at the detector are integrated along the whole interaction
region extension, b, therefore no fields information is available inside the temporal interval
during which protons go through it. The interaction region extent in this work was
calculated with geometrical considerations regarding the target shape and the deflections
measured on the RCFs: indeed, if transient electromagnetic fields are present, b depends
mostly on their extent, rather than on the dimensions of any solid object probed by protons.
As a general result for this work, b is usually below 300 µm, giving a limit to the temporal
resolution equal to
∆tp = b
√
mp
2Ep
∼= 10 ps (2.7)
for 5 MeV protons. For high energy protons, this is is usually comparable with the temporal
error induced by energy indetermination. Instead, it is negligible for low energy protons
because by the time they arrive to the interaction region, transient deflecting fields have
vanished and thus b is very small while, on the contrary, dE idep is still quite large. One last
parameter which can affect the temporal resolution is the proton bunch duration. This
is of the same order as the duration of the laser pulse which generates the proton beam
via TNSA process, and it is usually ∼ 1 ps: therefore it does not compete with the other
sources of indetermination.
2.2.3 Data processing
This section explains how to infer proton properties and fields estimations from the
information collected by RCFs. Radiographies are employed to get spatially-resolved proton
beam density profile and field-induced deflections. Time of flight arrangement and optical
density measurements allow to obtain the proton spectrum.
Dose to spectrum
Properly characterising the probing proton beam is fundamental to analyse the RCF stack
data. The point-projection imaging properties of TNSA-driven proton beams have already
been described in section 2.2.1. What needs to be still addressed is the understanding of
the proton spectrum. Proton temperature can actually change on a shot-to-shot basis, thus
resulting in different transverse emittance and hence different transverse deflections in
the interaction region and on the detector. Luckily, RCF stack acquired in one shot can be
employed both to infer the proton spectrum and to measure time-varying field-induced
deflections.
It is clear from formula 2.6 that the energy deposited in each RCF layer depends on the
proton spectrum. Therefore, in order to obtain the proton spectrum, it suffices to deconvolve
the information contained in the RCF, E idep, by the corresponding RCF response function,
E iloss(Ep,0). Usually, with the help of simulation codes, the opposite procedure is adopted:
the RCF response function, which is well characterised with SRIM, is convolved with a
proton spectrum whose temperature is varied until a best match with the deposited energy
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is reached [57]. The function which best describes the proton spectrum can be chosen
suggested by a particular theoretical model (for example the square root energy-dependent
exponential obtained in formula 1.22 as a result of the thermal plasma expansion), or
by typical experimental results (exponentially decaying Maxwell-Boltzmann distributions,
or Gaussian). The experimental deposited energy to be compared with the result of the
simulation is simply calculated by multiplying the proton dose by the mass of the RCF
active layer.
A typical proton spectrum obtained at TARANIS is shown in figure 2.18, taken from [51].
The proton distribution is usually assumed to be a truncated Boltzmann-like distribution,
with temperature around 2.3± 0.1 MeV. This parameter slightly depends on shot to shot
fluctuations and on target characteristics, especially thickness, as observed with the values
measured in figure 2.18.
Figure 2.18: Typical proton spectrum obtained at TARANIS, for different Al foils thicknesses. Figure
from [51].
Deflections to charge
Among all the appealing properties that laser-driven proton beam possess, dealing with
charged particle must not be forgotten. Indeed, it is when probing transient electromagnetic
fields that proton radiography exhibits its true potential. Numerous time-evolving struc-
tures in plasmas have been studied with this technique, such as laser-produced channels,
shock waves, filaments, cavitons, etc.
When crossing a region where both electric and magnetic fields are present, the proton
motion is described by the Lorentz force,
mp
dvp
dt
= e
(
E+
vp
c
× B
)
(2.8)
being mp and vp the proton mass and velocity. Tranverse deflections ξ⊥ acquired during
the interaction and measured at the detector can be described in term of the change in
proton transverse velocity, δvp,⊥, and the time taken to arrive to the detector, δt. Therefore,
δvp,⊥ =
e
mp
∫ (
E+
vp × B
c
)
⊥
dt → ξ⊥ = δvp,⊥δt. (2.9)
Solving and inverting the previous integral allows to find the field distribution in the inter-
action region. However, in order to perform such calculation several strong assumptions
regarding probing protons distribution, spectrum and fields intensity are required. All
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these simplyfing hypothesis will inevitably lead to a rough estimation of fields values,
although useful for a preliminary analysis.
Simulation codes solve this problem. They are usually employed to assist the data
analysis and to infer accurate results, since no assumptions are needed, any probing
protons property can be taken into account and also time-varying fields can be modeled.
Three-dimensional charged particle tracing simulation codes rely on the idea to follow
the particle trajectory along the field-containing region, by integrating its equation of
motion 2.8 over finite temporal steps. In this way velocity inferred at each step can be
consistently employed to calculate the particle velocity at the following step, thus improving
the accuracy the motion is solved with.
p-trace Particle tracing simulations in this thesis were carried out using the PTRACE
code, originally developed by A. Schiavi [67] and adapted to the actual experimental
geometry by H. Ahmed at QUB, Belfast [18]. The code operation is resumed in figure 2.19 .
Each box represents functions and routines the code employs. Firstly, the projectile particle
Figure 2.19: Scheme of PTRACE code operation.
beam is modeled: therefore mass, charge state and spectrum of the probing protons are
specified. Accurate spectrum can be chosen according to the deposited energy measurement
described in section 2.2.3, otherwise a monochromatic beam can be used as well. The source
function requires to specify the proton source parameters, such as its position, proton
divergence, and collimation axis.
Then, for each proton, the code solves the equation of motion and integrates the trajectory
by evaluating the force acting on it at each temporal step. PTRACE employs an adaptive
step size monitoring routine, which automatically corrects the step size according to the
force intensity: where the force is greater, larger effects on the particle dynamics are
expected, therefore smaller temporal steps are used to sample the particle trajectory. To
calculate the force acting on the particle, the interaction area is modeled by specifying the
presence of any solid target (therefore describing its geometry and orientation) as well as
the electromagnetic fields that are present. Since for typical laser-driven protons vp  c, the
magnetic contribution to the Lorentz force is usually neglected: therefore, only an electric
field is modeled in the interaction area, by choosing a charge density profile consistent with
the target geometry and the expected phenomenon occurring there. If the electric field is
supposed to be time-varying, the charge density profile can be convolved with a function
f (t) in order to describe its temporal evolution.
Finally, the proton radiography obtained at the detector is evaluated by the renderer,
which is modeled to take into account the detector characteristics: its chemical composition,
thickness, field of view, distance from proton source. The way proton energy is deposited
in each RCF layer is computed using the stopping range tables provided by SRIM. The
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input charge density is varied until a best match with the measured quantities on the RCF
layers is obtained.
It might be useful again to show some examples of the PTRACE output RCFs when the
best match with the experimental features is attained. In the case of the underdense plasma
channel investigated by Kar et al. [52] (figure 2.14), the simulation code was modified to
include the contribution of the ponderomotive force in the interaction region. The result of
the simulation is given in figure 2.20a. On the other hand, the electric field front detected
along the wire by Quinn et al. [17] is displayed in figure 2.20b. In his code, the time-varying
electric field and the tilted wire geometry (figure 2.16b) were properly included. The
(a) (b)
Figure 2.20: Experimental radiographies (top) and their corresponding simulation outputs (bottom),
(a) from [52] and (b) from [17]. In the simulations, probing protons energy is fixed
so that the time of flight to the interaction region corresponds to the label of the
experimental RCFs.
optimal match with the experimental results shown by the simulation outputs can be
confidently considered as a proof that all the essential physics explaining the investigated
phenomena has been taken into account in the code.
Running simulations employing a monochromatic probing beam is the best choice if
the number of points to be reproduced is huge, since simulations can take a long time to
provide a usable output image. However, in this case, when measuring proton deflections
in RCF layers, a fundamental phenomenon which is usually referred to as ghosting artefact
must be considered. It can be simply explained as follows. In figure 2.13a the RCF response
was shown as a function of initial proton energy. Protons with energy Ep,0 higher than
the energy whose Bragg peak occurs in the ith RCF layer, E ip,0, deposit a finite amount of
energy on the ith layer. With this amount of energy, part of the information diagnosed by
these protons is impressed on the ith layer. Therefore, this layer will contain not only proton
signal recorded at its specific probing time tip, but also information related to previous
probing times, tp < tip. These fictitious deflections must be discriminated from the ones
which are proper to the ith layer, since monochromatic simulations can provide only the
deflections which are generated by protons with E ip,0. The other possibility would be to
simulate the RCFs using a multienergetic proton beam: in this case also ghost deflections
would result on each reconstructed RCF. Figure 2.21 easily shows the ghosting artefact.
Different PTRACE simulations were run after modeling a straight wire with a constant
linear charge density equal to 6 µmC/m on its surface, and a probing proton beam with
a 25 ◦ half-angle divergence. Four RCF simulation outputs are displayed: (a) and (b)
corresponding to multienergetic simulations, (c) and (d) corresponding to monoenergetic
simulations. Moreover, (a) and (c) are obtained by protons whose Bragg peak is 1.15 Mev,
while for (b) and (d) the Bragg peak is 3.20 MeV. In (a), two regions of proton accumulation
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(a) Multienergetic
simulation, 1.15
MeV.
(b) Multienergetic
simulation, 3.20
MeV.
(c) Monoen-
ergetic
simulation,
1.15 MeV.
(d) Monoen-
ergetic
simulation,
3.20 MeV.
Figure 2.21: PTRACE simulations to explain the ghosting artefact. A wire with 6 µmC/m linear
charge density is modeled in the field of view of a multienergetic ((a) and (b)) and
a monoenergetic ((c) and (d)) proton beam. In (a), red arrow enlights the deflection
undergone by 1.15 MeV protons, while the green arrow points out the lighter signal
due to a partial energy deposition by 3.20 MeV protons.
around the wire profile are distinguished: the darkest, largest one is due to 1.15 MeV
protons, in fact the extent of the deflection is compairable with what is obtained in the
monoenergetic simulation for the same proton energy, (c). On the contrary the inner, lighter
region is due to 3.20 protons, as it can be understood by looking at the corresponding
monoenergetic simulation, (d), but also to the multienergetic simulation output for 3.20
MeV protons, (b). Hence, when measuring deflections for 1.15 MeV protons, care must be
taken in order not to misunderstand the right contribution of such protons with respect to
more energetic ones. In (b), ghost effect is also expected if in the proton spectrum there are
energies higher than 3.20 MeV, which was not the case of these simulations.
In order to have a better understanding of the numerical results produced by PTRACE,
it is useful to further manipulate formula 2.9 and to show how the measurement of the
experimental deflections recorded on RCFs is related to the electromagnetic fields present
in the interaction region.
The main assumption which allows to integrate formula 2.9 is that if fields are not too
intense it is reasonable to consider that transverse deflections and proton energy change
due to fields are small. If also the initial proton angular divergence is neglected, then δt
results to be just the time needed to cross the distance between interaction region and
detector, L, with the initial proton velocity vp,0. For the same reason, when integrating the
Lorentz force, dt is the time taken to cross the interaction region extent, b. Therefore, if z is
the proton emission direction,
δvp,⊥ =
e
mp
∫ (
E+
vp × B
c
)
⊥
dt ∼= e
mpvp,0
∫
b
(
E+
vp × B
c
)
⊥
dz (2.10)
ξ⊥ = δvp,⊥δt =
eL
mpv2p,0
∫
b
(
E+
vp × B
c
)
⊥
dz =
eL
2Ep,0 b
〈(
E+
vp × B
c
)
⊥
〉
b
(2.11)
where the last expression in 2.11 is the weighted average of the Lorentz force over the
interaction region extent. Hence, by measuring proton transverse deflections at the detector
plane, average field estimations can be obtained.
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2.2 time-resolving proton radiography
At this point, it can be observed that electric field and magnetic field induced deflections
exhibit a different energy scaling. By writing separately the deflection angle α = ξ/L for
the electric and magnetic field, it is found that
αE =
e
2Ep,0
∫
b
Edz ∝
1
2Ep,0 ; αB =
e
2Ep,0
∫
b
vp × B
c
dz ∝
1√
2Ep,0
.
These formulas have been derived under very strong assumptions, hence they are not easy
to be experimentally tested. Moreover, the phenomenon under investigation usually deals
with both fields, and unless adopting specific configurations in which magnetically-induced
deflections can actually be discriminated from their electrically-induced counterpart [66],
this scaling is difficult to be observed. Nevertheless, there are studies where this has been
done, and also these formulas can help modeling the expected proton radiography at the
detector in simulation codes [68].
If no field gradients are present, transverse deflections experimented by protons will be
equal all over the beam transverse profile, at fixed energy. Therefore the proton density map
will not show any difference from the zero-field situation. These measurements can still be
effective when transverse deflections are compared to a reference pattern, for example the
proton radiography of a mesh located between the proton source and the interaction region
(this technique is usually referred to as proton deflectometry [44, 58]).
On the other hand, when fields are non-uniform, modulations are impressed in the
transverse beam profile and recorded at the detector, as shown in figure 2.22. Since
Figure 2.22: Proton probing of electromagnetic non-uniform fields. Deflected proton trajectories
imprint density modulations on the detector.
TNSA-driven proton beam exhibits intrinsic high laminarity, it can be assumed that proton
trajectories do not cross each other even after being deflected by fields, if these ones are not
too intense. Therefore, the proton density at the detector plane, np(x, y), can be associated
to the proton density before the interaction region, np,0 by the simple relation
np(x, y) =
dNp
dS
=
dNp
|J|dS0 =
np,0
|J| (2.12)
where the surface element is written in Lagrangian coordinates to exploit the knowledge
of the proton trajectories ξ⊥(x0, y0), expressed by 2.11 as a function of the Eulerian coor-
dinates x0 [44]. When calculating the Jacobian, |J| =
∣∣∣ ∂(x,y)∂(x0,y0) ∣∣∣, the Eulerian to Lagrangian
transformation relating the surface element at the detector plane is
x = Mx0 ± ξx(x0, y0); y = My0 ± ξy(x0, y0) (2.13)
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where M is the system magnification and the + sign has to be considered for a diverging
beam. Therefore,
|J| =
∣∣∣∣∣M +
∂ξx
∂x0
∂ξx
∂y0
∂ξy
∂x0
M + ∂ξy∂y0
∣∣∣∣∣ = M2 + M
(
∂ξx
∂x0
+
∂ξy
∂y0
)
= M2
(
1+
1
M
∇⊥,0 · ξ⊥
)
. (2.14)
After substituting in 2.12, the proton density at the detector results to be:
np(x, y) =
np,0
M2
(
1+
1
M
∇⊥,0 · ξ⊥
)−1 ∼= np,0
M2
(
1− 1
M
∇⊥,0 · ξ⊥
)
= npu + δnp(x, y).
(2.15)
In the last expression, the contribution from the unperturbed density at the detector plane,
npu = np,0/M2, was separated from the modulations due to fields. Combining 2.11 with
2.15, it is evident that by measuring proton density modifications at the detector plane, the
average field gradients can be estimated:〈
∇⊥,0 ·
(
E+
vp × B
c
)
⊥
〉
b
∼= 〈∇⊥,0 · E⊥〉b ∼= −
2Ep,0M
eLb
δnp(x, y)
np,u
. (2.16)
In the middle expression, the term with the magnetic field was discarded because vp  c;
also, in previous experiments similar to the one described in this work, laser-induced
magnetic fields were found to be small enough not to significantly contribute to proton
deflections [29]. Therefore, from now on deflections will be considered mainly induced by
the electric field. The assumption that the magnetic field can be neglected also in this work
will be checked a posteriori in chapter 3.
The previous equation underlines also the intrinsic sensitivity of proton imaging tech-
nique: the smallest field variation can be measured as long as a density modulation is
detected. This one has to be distinguished from the unperturbed density map, which acts as
a background and depends on the proton beam initial uniformity, and also from the signal
induced by other types of ionizing radiation. In this work, δnp/np,u could be estimated
from dose measurements to be around 0.3; for M ' 5, b ' 300 µm, L ' 16 mm and the
initial proton energy Ep,0 equal to 5 MeV, the minimum detectable electric field gradient is
estimeed to be ∼ 4× 1012 V/m2.
Equation 2.16 can be further manipulated to reveal that density map equivalently gives
estimates of the charge density (and eventually current distribution) in the interaction
region. Indeed, developing the transverse field divergence and substituing Maxwell’s
equations, it is found that:
∇⊥,0 · E⊥ =
(
∂Ex
∂x0
+
∂Ey
∂y0
)
= ∇ · E− ∂Ez
∂z0
= 4piρ− ∂Ez
∂z0
. (2.17)
Then, the field divergence must be integrated over the interaction region extent; since
boundary conditions for a finite volume impose that field intensity drops to zero at borders
[26, 16-18], the integral leads to:
〈ρ〉b ∼= −
Ep,0M
2pieLb
δnp(x, y)
np,u
. (2.18)
It has to be reminded that if large fields are present, the founding assumptions of the
overall calculation fall and equations 2.16 and 2.18 are no more valid. In particular, if proton
trajectories cross each other, the fluid approximation used in 2.12 is not applicable and
caustics are expected to be found at the detector [68]. Nevertheless, equations 2.11, 2.16 and
2.18 provide a reasonable and quick way to obtain a preliminary estimation of the fields
and their sources distributions in the investigated phenomenon.
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3
CURRENT PROPAGATION IN A METALLIC WIRE
DETECTED VIA SELF-PROBING TARGETS
This chapter illustrates in detail the experiment carried out at TARANIS. Such work
is meant to continue the characterisation and analysis of the electromagnetic field which
drives the return current required to neutralise the laser-induced charge umbalance on
the target. The main motivation, already described in chapter 1, is to employ the electric
field associated with the temporally-varying linear charge density to develop the compact,
ultrafast focusing coils. Acquiring more detailed information about the return current
propagation along the metallic wire is helpful to improve the conceptual design for such
targets, since a more accurate synchronisation between the current and the injected protons
can be achieved.
In the first section the experimental arrangement is described. Previous works regarding
the target charging, as those presented in the first chapter, were investigated employing
two laser pulses: one generates the probing proton beam and the other, directed on a
proper target in the interaction region, provides the transient charging. The time delay
between the two pulses is arranged in such a way that the probing beam crosses the
interaction region before, simultaneously or after the laser-target interaction was started.
On the contrary, a different setup has been employed in the experiment described in this
thesis. Like in Ahmed’s work [18], a single laser pulse is used to produce the hot electrons
population which both drives the TNSA mechanism, generating the probing beam, and
induces the transient charging on a metallic wire that is attached to the laser-irradiated foil
and diagnosed by the proton beam itself. This type of target is referred to as self-probing. Its
development was mainly motivated by the advantages of employing a single laser pulse in
the experiment, but at the cost of a more difficult manufacturing.
The second section reports the experimental results. Data collected using the proton
radiography technique allow to explore the dynamics of the current signal travelling along
the target: its strength, duration velocity are addressed. The particular shape of the charged
wire makes possible to resolve the very late stage of the propagation of the field driving
such current. Moreover, the wire diagnosed by the probing protons was not connected to
the ground as in the other experiments, but it was left with an open end. The connection
to the ground was provided by a second metallic wire which held the laser-irradiated foil.
With this arrangement, it was observed that the charge neutralising disturbance propagates
along the wire as usual, but once it arrives to the open end it is reflected and moves back to
the laser interaction point. Numerical and analytical simulations are employed to interpret
the signal (also referred to as the driving field) propagating towards the open end, being
reflected and propagating back.
A raw model to explain the experimental results is finally provided in the third section.
The observed features suggest the propagation of a current signal I ∼ I(x− ct) along the
wire analogous to what travels in a transmission line. This signal is produced by the charge
separation occurring on the laser-irradiated foil because of the escape towards vacuum of
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the most energetic hot electrons. The propagation of the current is related to a time-varying
linear charge density responsible for deflecting the proton beam.
3.1 target design and experimental arrangement
The experimental setup with the self-probing target is shown in figure 3.1. The arrange-
Figure 3.1: Experimental setup adopted for the detection of the return current. Protons generated
at the rear of the gold foil invest the charged metallic wire. To be noted the ground
position, placed on the foil rather than at the end of the wire, as it was done in Ahmed’s
work [18].
ment clearly resambles the proton radiography configuration already described in 2.2.1.
Here, specifications about the targets used in the experiment are given. The proton source
is a 1.5× 1.5 mm gold foil, 10 µm thick, which was irradiated by a ∼ 10 J, 560 fs laser pulse
focused down to ∼ 9 µm diameter, giving a peak intensity equal to ∼ 5× 1018 W/cm2.
A metallic wire is glued at the top of the foil and bent behind it, thus implementing the
self-probing configuration: in fact, the proton beam produced at the rear of the foil by
the TNSA mechanism invests the wire and records information about the transient linear
charge density developing on its surface. When reaching the same height as the gold foil,
the wire is horizontally bent several times in a rectangular pattern to increase the charge
path without exiting the protons field of view. In figure 3.2 a target example is shown.
These pictures were taken before each laser shot to characterise the target, with particular
attention to the foil-to-wire distance (d in figure 3.1 and 2.5) and the delay line length,
which is enlighted in figure 3.2. In fact, these distances were chosen in advance to match the
proton time of flight from the source to the wire and the expected charge position along the
wire at a certain time, assuming for the current signal the value of 0.92c, which had already
been found in references [17] and [18]. Depending on the delay line length, probing protons
were able to diagnose different stages of the field propagation along the wire. Three stages,
corresponding to three different laser shots, constitute the complete data set to reconstruct
the whole history of the propagation: downwards to the wire open end, the arrival and
reflection at the open end, and upwards back to the gold foil. Specifications about the
delay line length and other shot to shot parameters are listed in table 3.1. Wire tilting
around the xˆ and yˆ axis as indicated in figure 3.1 was found to produce little changes in
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(a) (b) (c)
Figure 3.2: Front and side view of the target type used in the experiment. A metallic wire is
attached to the gold foil, to provide both the connection to ground and the interaction
region to be detected. The rectangular winding is added to increase the charge path
without exiting the proton field of view. Delay line length is arranged to syncronise
the charge arrival in the field of view with proton time of flight from the foil to the
detected point.
the foil-to-wire distance d, nevertheless it was accurately measured and taken into account
when calculating the proton time of flight. The delay line length was measured from the
centre of the gold foil to the top of the rectangular pattern, and additional distance was
considered when calculating the charge time of arrival at different points along the wire.
Connection to the ground is provided by another piece of wire, ∼ 5 mm long, which
is attached at the bottom of the foil and at the other end to the target mount (stainless
steel plate 3 mm thick). When aligning the target in the vacuum chamber, care was taken
to ensure that the laser beam was focused on the foil and not on the wire ends. The
different ground position represents the main change from the data acquired in previous
experiments of this type carried out at TARANIS. Both the ground connection and the open
ended wire represent an electron reservoir for the gold foil which will be charged by the
laser-induced electron escaping.
The detector has extensively been characterised in the previous chapter. In the experiment,
the 12-layers HD-810 RCF stack was wrapped in 14 µm thick aluminum foil and placed at
around 20 mm from the gold foil.
3.2 experimental results
The three shots presented in this section provide a complete picture of the propagation of
the current signal along the open end wire. Once the main features of the motion are clearly
recognised in the RCFs, the analysis is carried out by following the temporal development
of the propagation along the wire. Therefore, the first step of the analysis is centered on
reconstructing the characteristics of the current observed in the first shot, when moving
towards the wire open end. Then, this information is employed to analyse the second shot,
when the signal on the RCF layers is due to both the incident and the reflected field and
the reconstruction of the single current signal is not possible. Finally, the reflected signal,
as detected in the third shot, is analysed and its profile is compared with the incident
counterpart.
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Shot1 Shot2 Shot3
Incident Overlap Reflected
Wire material Cu Al Al
Wire radius (µm) 37.5 50 40
Horizontal segment length (mm) 2.5 2 1.6
Vertical segment length (mm) 0.6 0.4 0.5
Delay line length (mm) (from foil to top
of windings)
12.2 9.4 8.5
Open end distance (mm) (from the latest
measured point along the wire)
9.5 0.8 2.4
Distance foil-wire d (mm) 2.38 4.01 3.38
Distance foil-RCF stack D (mm) 19 20 20
Laser energy on target (J) 7.40 7.55 9.85
Table 3.1: Target and setup details for each analysed shot. Shot names refer to the the observed
field propagation: towards the wire open end, arriving at the open end and backwards
from the open end. D and d immediately provide the magnification factor. For each
point measured along the wire, delay line length and distance between the foil and the
wire were corrected by taking into account the additional charge path and the wire
tilting with respect to the vertical and horizontal axis.
3.2.1 Incident field reconstruction
Figure 3.3 shows the useful irradiated RCF layers (RCFs) for the first shot, together
with the initial proton energy whose Bragg peak occurs at the corresponding layer depth
within the stack and the probing time calculated using formula 2.5. Wire segments are
(a) RCF 04, 5.65 MeV, tp = 72 ps. (b) RCF 03, 4.55 MeV, tp = 81 ps. (c) RCF 02, 3.20 MeV, tp = 96 ps.
Figure 3.3: RCFs showing the charge propagation to the open end of the Cu wire. In RCF 02
probing times calculated with formula 3.3 by taking into account the proton divergence
are indicated. In the inset, the target shape is shown to illustrate the charge path and
the proton field of view.
indicated with decreasing numbers, from the top to the bottom of the field of view. In
the inset, the wire shape is displayed to give an idea of the charge path and of the area
probed by protons. RCFs clearly show typical charge-induced proton deflections, similar to
what has been shown in section 2.2.2. For example, in the fourth layer of the RCF stack,
the profile of segment 2 appears to be larger than the magnified projection of the wire
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thickness expected on this layer. This means that some amount of charge is present on this
segment. In the same way, a cone-shaped proton density profile is visible on segment 3.
This kind of deflections are interpreted as due to a rapidly varying charge (increasing, since
the current is moving from left to right) and therefore they usually describe the arrival of
the incident field propagating along the wire. Referring to formula 2.11 which explains
how deflections depend on both charge and probing proton energy, it is evident that the
observed deflections along segment 3 cannot be considered within the uncertainty due to
the energy indetermination of the layer. In fact, dξ = ξ(dEp,0/Ep,0), which gives a 10%
deflection uncertainty on the fourth layer, to be compared with the 45% deflection increase
along segment 3.
These features already underline the presence of some charge amount along the wire.
Moreover, its value appears to be non uniform and spread over a significative wire length
(centre of segment 3 and 2 are approximately 3 mm apart). The time-dependent behaviour
of these deflections, hence of the charge induced on the wire, is soon explained when
looking at the following RCFs, which correspond to slower probing protons and later
probing times. First of all, proton divergence increases, making also other wire segments
visible. Along segment 3, deflections increase on the third RCF, meaning that the induced
charge is close to its peak; on the second RCF, instead, deflections appear to decrease and a
reversed-cone shape can be interpreted as the ending tail of the charge profile. Discharging
is also evident because the wire projection is visible on the left of the segment. It is also
interesting to point out the ghosting artefact in this region: in fact, the cone-shaped profile
is surrounded by a faint, larger signal which has the same extent as the deflections recorded
on the third RCF. Another evidence that the field is propagating to the open end of the wire
is given by segment 2, whose deflections increase when looking at the third and second
RCF layer. Segment 1, appearing on the second RCF, is charged, meaning that the driving
field has moved downwards from segment 3 to segment 1.
From all these observations it can be concluded that a charging-discharging cycle of the
wire is apparent in this laser shot, confirming the finite duration of the local return current
and the direction of the field propagation, as already described in [18]. At this point, proton
deflections can be measured for each wire segment, on each RCF layer, and related to the
linear charge density on the wire surface which causes them. It is important to recall that
the mere deflection measurement does not immediately lead to the charge density value,
since deflections depend on initial proton energy (see ξ⊥ in equation 2.11). For example,
measuring a smaller deflection in a deeper layer of the RCF stack does not necessarly mean
that the charge has decreased too, because the deeper layer is associated with higher energy
protons.
In order to reconstruct the linear charge density profile on the wire surface, PTRACE
was employed to match simulated deflections in a chosen wire point and for a chosen RCF,
with the measured values. In the simulation, a wire segment is provided with a constant
linear charge density and probed by monochromatic protons, whose energy corresponds to
Bragg peaks located in the stack layers. Monochromatic simulations required to measure
proton deflections discriminating the signal due to the ghosting artefact from the one due to
protons whose Bragg peak arrived on the analysed RCF. When modeling the experimental
conditions, wire thickness and orientation, geometrical distances, proton divergence and
energy are specified. The linear charge density is varied until the resulting RCF image
displays the same deflections as the measured ones (within a 50 µm error, since the output
RCF image has a 500 ppi resolution, i.e. 51 µm per pixel). An example of best match
obtained for deflections measured along segment 2 on the fourth RCF is shown in figure
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3.4. This procedure was applied for each analysed point, so that the reconstructed linear
charge density was temporally-resolved in different points along the wire.
Figure 3.4: Comparison between the proton density modulation measured on the experimental
RCF and the PTRACE simulation output, for segment 2 probed by 5.65 MeV protons
(RCF 04). The wire is provided with 4 µC/m linear charge density. The lineouts do
not match everywhere along the distance because the experimental proton beam is not
uniform, and the monoenergetic simulation does not reproduce the signal modulations
caused by the ghosting artefact.
The probing time calculation was accurately performed by taking into account the proton
beam divergence, as already explained in section 2.2.2, but also the actual wire position
and tilting in each shot. Figure 3.5 is helpful to relate the present target geometry with
the adequate time of flight calculation. The point-like proton source is assumed to be
located at the rear of the gold foil. RCF stack is located at distance D from the foil and
the wire is placed in the space between, at distance d measured from the foil to the point
(x, y) = (0, 0) on the wire. The wire is represented with a vertical tilt around the xˆ axis to
make the configuration look more similar to the experimental situation. In this way, also d
is z-dependent. Three points along the wire projected on the RCF are chosen to show the
differences in proton probing times: P0 is at the centre of the axis, P1 is taken along the
vertical axis, and finally P2 is displaced from both the horizontal and the vertical axis.
Figure 3.5: Point projection proton probing. According to their emission angle, divergent protons
cross the wire after travelling different distances. Probing time of various points along
the wire changes as a consequence.
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The coordinates centre (0, 0, 0) was arbitrarily fixed, for each analysis presented in this
thesis, where the proton field of view offered as many measurable points as possible. This
point does not necessarily correspond to the proton beam centre. Indeed, the proton beam
centre was found to be time-dependent, therefore changing position from layer to layer in
the RCF stack. This behaviour can be explained by the fact that, in the temporal window
extending from the production of the most energetic protons at the foil to that of the slowest
ones, the foil rear surface could have been already changed because of the plasma formation,
resulting in a different direction of proton emission. Nevertheless, this temporal window
is smaller than the temporal resolution of the probing technique, hence all the probing
times can be equivalently measured starting from tp,0 = 0. In the end, choosing the best
geometrical center does not affect the data analysis, since time of flight depends only on
the distance travelled by protons to arrive at the investigated point, with no concern where
this distance is measured with respect to. Therefore, in figure 3.5, dashed lines represent
distances protons have to travel to arrive to the chosen wire points, regardless of the real
proton emission cone.
For each point chosen at the detector plane, whose coordinates are (xi, yi, 0), the corre-
sponding position on the wire must be rescaled by the magnification factor Mi, accordingly
becoming (xi/Mi, yi/Mi,−d + zi) = (x˜i, y˜i, d˜i), where zi is the correction due to the wire
tilting. It is important to notice that also the magnification factor depends on zi, being
defined for each point as D/d˜i.
Since point P0 coordinates at the detector are (0, 0, 0), the corresponding probing time is
immediately defined as:
tP0 = d
√
mp
2Ep,0 (3.1)
with obvious meaning of every variable. For the same proton energy, the distance from
the proton source to point P1 or P2 is clearly larger. If this distance is indicated by li, it is
straightforward that:
lP1 =
√
y˜2P1 + d˜
2
P1
; lP2 =
√
x˜2P2 + y˜
2
P2
+ d˜2P2
Time of flight is always defined as li/vp,0, therefore:
tP1 = d˜P1
√
mp
2Ep,0
√√√√1+( y˜P1
d˜P1
)2
= t˜0,P1
√√√√1+( y˜P1
d˜P1
)2
(3.2)
tP2 = d˜P2
√
mp
2Ep,0
√√√√1+( x˜P2
d˜P2
)2
+
(
y˜P2
d˜P2
)2
= t˜0,P2
√√√√1+( x˜P2
d˜P2
)2
+
(
y˜P2
d˜P2
)2
(3.3)
where t˜0,i is how the probing time would result if no divergence correction was accounted,
but only the z correction to the foil-to-wire distance.
By implementing this calculation when analysing RCF density maps, temporal differences
between 1 and 8 ps can actually be found among various points in the proton field of view.
For example, the geometrical centre will be always detected before the other points around
it. From now on, the following nomenclature will be adopted: each RCF layer shown in this
thesis will be labeled with the absolute probing time, referring to the probing time calculated
for a straight trajectory to the geometrical centre with equation 3.1. Differences in probing
time due to divergent trajectories will be shown whenever necessary. On the contrary,
probing time represented on graphs and plots is always calculated with the correct formula
3.3.
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By simply representing the linear charge density obtained from PTRACE simulations
with respect to the probing time, figure 3.6 is obtained. Five different points are analysed
along each wire segment, as long as the probed field of view in the experimental RCFs
allows to measure deflections. In the figure, points along the same segment are represented
with the same marker shape and colour. Some basic aspects can be inferred from this
Figure 3.6: Linear charge density versus probing time, for the first shot (field propagating to the
open end), for three different wire segments in the proton field of view. The error on
the time values is dominated by the indetermination on the energy deposited on each
RCF and by the time taken by protons to cross the interaction region. The error on the
charge density values follows from the uncertainty on the measured deflections.
preliminary graph. First of all, the amount of the linear charge density is of the same order
as what was found in reference [18]. But, while in that experiment the peak value was ∼ 20
µC/m, here only the half is found. This could be explained with the fact that here two
wires are connected to the gold foil and provide the electrons needed to restore charge
neutrality on the proton source, so that the open end wire is expected to charge with only
half the amount of linear charge density found in reference [18]. However, it must not be
ignored that experimental conditions are likely to be different, mainly with respect to the
laser energy deposited on target and therefore to the strength of the current signal induced
along the wire.
A sort of pulse shape is visible when looking at the charge values measured along
segment 3 (blue data set). The sharp rising edge around 75 ps and the steep falling edge
around 100 ps are obtained when looking for the linear charge density which causes
the cone-shaped deflection profiles. The limited number of RCFs containing significant
information (just four in this shot) does not allow to accurately reconstruct the charge
density profile for early times. In particular, on the fourth RCF displayed in figure 3.3a,
no points before segment 3 are available; the fifth RCF does not contain any useful signal.
Also, the largest deflection measured on segment 3, on the left of the vertical axis, does not
allow to understand wheter the cone shape is still increasing outside the field of view, or it
has already reached the maximum extent. Therefore, the charge density value acquired
on that point (9.5 µC/m) cannot be assumed as the pulse peak, even if it is the maximum
value obtained for this shot. Moreover, some limitations of the PTRACE monoenergetic
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simulations (which will be addressed later in this section) make the points acquired on
the cone-shaped deflections to be less reliable than the charge value simulated for straight
deflections.
Although there are many similarities with the results previously found in reference [18]
(pulse shape, charge density values), the issues just described explain why it is not possible
to directly measure the velocity of the current-driving field front in this shot. In fact, there
are not two different positions along the wire where the charge density peak is clearly
resolved. Looking for other two points along the wire where the charge density has the
same value is not allowed because it is not guaranteed that the field profile does not change
during the propagation. In any case, the accuracy required to find a front velocity close to c
is not directly available in this data set. However, clear evidence of the fact that the field
is moving towards the open end is simply given by the red and green data set in figure
3.6, which respectively refer to segment 2 and 1 on the RCFs. In fact, the pulse shape is
displaced at later probing times on wire segments further from the gold foil, meaning that
the field has moved forward. Moreover, since on the fourth RCF deflections on segment 2
are straight, the bunch of red points located at around 70 ps are important to reconstruct
the rising edge of the incident field. The same argument can be extended to the bunch
located at 100 ps.
In order to reconstruct the charge density profile, all the measured points should be
represented as a function of time as if they where detected at the same position. This
requires to shift the charge values measured on different wire segments along the time
axis. The amount of this shift depends on the distance between the wire segments and
the driving field velocity. Since distances from the gold foil are known, it is possible to
rescale the proton probing time with respect to the charge peak arrival time in different
points along the wire, varying the field front velocity value until the pulse shape is centered
on zero. In this way the pulse profile and the field front velocity are obtained. Following
this procedure, the velocity is found to be (0.97± 0.02)c. The small error is due to the
uncertainty in the peak location when drawing the pulse profile around a probing time
equal to zero. On the other hand, another velocity estimation can be calculated assuming
that, if a charge density peak around 10 µC/m is expected by comparison with previous
experimental results, then the measured point equal to 9.5 µC/m should not be too far
from the peak of this shot. Dividing the position where such charge density was detected
by its probing time, the incident field velocity is found to be 0.98c. The error calculation on
this value is ±0.10c, which largely accounts for the roughness of the estimation obtained
with the shift procedure.
The pulse profile reconstructed with the shift procedure is shown in figure 3.7. A trend
line is overlapped to suggest a likely pulse shape which will be employed as comparison
for next shots and simulations. The charge density varying with time demonstrates that the
return current is locally neutralising the charge separation induced by the field propagating
at ∼ c. As already explained, the rising edge of the pulse profile is reconstructed thanks to
the points measured along segment 2 and 1, while charge density values obtained from the
cone-shaped deflections along segment 3 do not fit the trend line. Since it was not possible
to measure zero charge density values for early times, before the field arrival, the rising
edge appears to be not as steep as it was found in reference [18] and was therefore modeled
with an exponential curve with 18 ps rising time. Luckily the same tendency is found again
in the third shot, when reconstructing the reflected field profile. Error on both the time
coefficients is 1 ps. The linear charge density peak is fixed to be (10.0± 0.5) µC/m.
Once the trend line is assumed to best describe the charge density profile, a multiener-
getic simulation is run with PTRACE. This time, the whole wire structure is modeled
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Figure 3.7: Charge density profile, obtained by referring the probing time to the field arrival time
at different points along the wire. Probing times from figure 3.6 were rescaled by L/vc,
where L is the delay line length from the foil to each measured point, and vc was varied
until the peak of the profile was found at 0 ps. In this case, vc = (0.97± 0.02)c.
by specifying the length and orientation of all the segments; the linear charge density is
described with its peak value, pulse duration (20 ps FWHM), rise and decay coefficients.
Proton spectrum with temperature 2 MeV and energies between 1 and 15 MeV is chosen to
represent the proton beam typically obtained at TARANIS. Unfortunately two main limits
affect the simulations: first of all the target tilting is not modeled; secondly, in the code it
was not possible to choose the function describing the charge pulse shape to be simulated,
and a gaussian profile for both the rising and falling edges was assumed. In this way the
charge arrives at those points along the wire which were previously analysed with a small
(but increasing over the RCF stack) temporal delay. The result of the simulation is shown
in figure 3.8, for protons with the same initial energy as in the experimental RCFs given
in figure 3.3. Some features can be recognised anyway: the current rising on segment 3 in
the the fourth RCF, charging of segment 2 and 3 on the third RCF and finally the tail of
the pulse on segment 3 on the second RCF. Widest deflections on this last RCF match with
those measured on the experimental one.
3.2.2 Overview of analysis consistency
The analysis of the first shot has allowed to reconstruct the linear charge density profile
propagating along the wire towards the open end. However, since some of the experimental
conditions modeled in PTRACE do not exactly correspond to the real arrangement, mainly
because the code was not immediately and easily adjustable, the results obtained so far
need to interpreted with care. This brief section is meant to underline these differences, in
order to give a better understanding of the charge density values presented in the analysis.
First of all, the wire modeled when running monochromatic simulations is assumed to
be straight and extending to infinity. In this way, boundary conditions for the calculated
electromagnetic field are different with respect to what is requested by the actual geometry
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(a) RCF 04, 5.65 MeV. (b) RCF 03, 4.55 MeV (c) RCF 02, 3.20 MeV.
Figure 3.8: Multienergetic simulations obtained with PTRACE code, to be compared with the
experimental RCFs in figure 3.3.
of the wire. Moreover, when the wire is bent in a 90◦angle, around the region close to the
angle probing protons are subject to a more intense field, since there is the superposition of
the fields pointing outwards from both the pieces of wire. Indeed, larger deflections were
usually observed on experimental RCFs close to end of the horizontal segments and they
are also visible in the multienergetic simulation reported in figure 3.8.
Once the simulation produces the output RCFs, deflections to be compared with the
experimental data need to be measured at the centre of the figure. The region depleted of
protons around the charged wire appears to be concave because of a magnification artefact.
Yet, in this way, the deflections measured on the simulated RCF are the ones experienced
by proton propagating straight from the source to the interaction region and the transverse
component of their velocity is equal to zero. This is not true for protons whose deflections
are measured far from the centre of the proton field of view on the experimental RCFs.
Lastly, monochromatic simulations were performed assuming a static charge density on
the wire surface, while it has been shown that the charge is a confined pulse travelling along
the wire at velocity close to c. Therefore, during the time taken by probing protons to travel
past the interaction region (which can be up to 10 ps for 8 MeV protons and an interaction
region extent equal to 400 µm), the charge profile can significantly change. Experimental
deflections measured on the RCFs and integrated during this time are affected by the
temporal variation of the charge, while simulated deflections are not. The discrepancy
between them is expected to be higher when the charge density is rapidly varying, as for
example at the beginning and at the end of the pulse. This can explain why the charge
density values found for the cone-shaped deflections do not match well with the trend
suggested by the charge density values obtained when the measured deflections are straight.
For example, when analysing points along segment 3 on the fourth RCF (see figure 3.3a),
the correction to the probing time due to the points distance from the vertical axis is very
small (around 1.2 ps when considering the first measured point located on the left side
of the axis, and the last on the right). This accounts for the fact that this bunch of points
is represented in the graph 3.7 with almost the same probing time (∼ −5 ps). On the
other hand, the charge density simulated for these points has very different values, that
explain why a steep rising edge appears within the blue data set in the graphs. However,
the time protons take to cross the interaction region is calculated to be around 5 ps; during
this period, the field can travel almost 1.5 mm along the wire, which is three times the
distance between the farthest point on the left and the farthest point on the right of segment
3. This means that by the time a proton exits the interaction region in correspondance of
the farthest point on the right of segment 3, the linear charge density has likely assumed
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the same value it has on the farthest point on the left of the same segment. Therefore, the
bunch of charge density points on the rising edge of the blue data set in figure 3.7 should
be lifted up to the highest value among them. The same argument can be applied to the
second RCF and the falling edge of the blue data set; in this case, points should be brought
to the lowest value of the bunch located at ∼ 20 ps in figure 3.7, since the forward field is
rapidly moving past segment 3. In this way, the agreement between the experimental data
and the trend line improves.
Despite all these limitations (some of which could be relieved employing multienergetic
simulations all over the analysis, at the cost of an unreasonably longer work), the simulation
code is still a crucial tool for the analysis, because it can provide the charge density values
with more accuracy than any analytical calculation. Another simple way to verify that the
order of magnitude of the simulated charge density is consistent with the experimental
data, is to infer the electric field from the density modulation recorded on the RCFs. Indeed,
by integrating formula 2.16, the electric field is found to be:
Ey ∼= −
2Ep,0M
eLb
∫
b
δnp(x, y)
np,u
dy ∼= −2Ep,0M
eL
δnp(x, y)
np,u
(3.4)
where the minus sign is balanced by the fact that for a proton depletion on the detector δnp
is negative. By performing such calculation for 5.65 MeV protons and δnp/np,u measured
on the fourth RCF along segment 3, the resulting Ey is 4.4× 109 V/m. Then, assuming as
in the PTRACE simulation an infinite charged wire, it is possible to infer the linear charge
density λ at its surface from the formula
E(r = Rwire) =
λ
2pie0Rwire
. (3.5)
The linear charge density calculated with this expression is found to be 9.1 µC/m, which
corresponds to the simulation output.
All over the analysis the magnetic field is neglected, expecting that deflections are mainly
caused by the electric field associated with the charged wire. This hypothesis can be checked
a posteriori after obtaining the linear charge density. In fact, simulations were performed
to understand the minimum magnetic field which would induce considerable deflections
in the single-wire geometry employed in PTRACE. It was found that the magnetic field
intensity needed is above 100 T [29]. Regarding the present data set, the time-varying
current driven by the incident field along the wire can be calculated from the continuity
equation as:
∂λ
∂t
= − ∂I
∂x
→ λ(t) = I(t)
vc
(3.6)
where the second formula has been obtained integrating over time and considering for
both the current and the linear charge density an expression as f = f (x− vct), stating that
the signal propagates at vc = 0.97c. Employing the linear charge density profile shown in
figure 3.7, the current peak is found to be equal to 3 kA. Along an infinite wire, this would
generate an azimuthal magnetic field of magnitude ∼ 16 T at the wire surface, which is
therefore neglected in the analysis.
3.2.3 Reflection at the open end
The charge density profile obtained in the previous section allows to investigate the
reflection of the current-driving field at the open end of the wire. In fact, the extent of
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the charge perturbation induced by the incident field can be calculated by multiplying the
temporal width of the trend line shown in figure 3.7 by vc. Considering the temporal width
when the charge density value is 1/e its peak, it is found that the pulse is spread along
∼ 15 mm of wire. Comparing this length with the distance between the probed points and
the open end of the wire (see table 3.1) it is clear that the second and third shots provide
the possibility to investigate the reflection of the field, as long as its arrival time at the open
end of the wire is matched with the probing proton time of flight. Indeed, the second shot
was designed in order to study the stages when the field arrives to the open end and begins
to be reflected; the third shot has a longer delay between reflection and proton probing, in
such a way that the reflected field can be detected.
Figure 3.9 shows the RCFs acquired in the second shot. The open end can be seen in
(a) RCF 08, 8.85 MeV,
tp = 99 ps.
(b) RCF 07, 8.15 MeV,
tp = 103 ps.
(c) RCF 06, 7.40 MeV,
tp = 108 ps.
(d) RCF 05, 6.55 MeV,
tp = 115 ps.
(e) RCF 04, 5.65 MeV,
tp = 124 ps.
(f) RCF 03, 4.55 MeV,
tp = 138 ps.
(g) RCF 02, 3.20 MeV,
tp = 164 ps.
(h) RCF 01, 1.15 MeV,
tp = 234 ps.
Figure 3.9: Experimental RCFs showing the superposition of incident and reflected field close to
the wire open end. Target shape is provided in the inset.
the field of view. The typical features of the wire charging and discharging are again
recognisable. What is harder to reconstruct is the history of the field propagation along
the wire, because deflections cannot be univocally related to the incident or to the reflected
field. For example, when calculating the proton time of flight to different points of the
wire, and the corresponding arrival time of the electric field, it is found that consecutive
RCF layers record deflections caused by the incident field (the deepest layer) and by the
reflected field (the top layer). Because of this, deflections are misleading: a faint large
deflection on a RCF layer corresponding to later times can be caused by the reflected field
or can be due to the ghosting artefact. Points further from the wire open end are expected
to provide unambiguous information about the fields, since there could be probing times
capable of detecting the incident one before any reflection could occur. Unfortunately, even
if segment 4 is quite far from the open end (charge from the left of this segment needs to
travel ∼ 16 mm before returning back to it), the temporal window allowed by the RCF
resolution, combined with the limited field of view at early times, prevents from obtaining
63
clear information in this sense. From all these observations, it is clear that from deflections
and charge density acquired in this data set it is not possible to reconstruct the single pulse
profile as it has been done in the previous section. In any case, it is possible to employ that
profile under meaningful assumptions and compare the charge density values in this shot
with a signal due to field superposition.
Before measuring deflections, a rough analysis of the RCFs features shown in figure 3.9
is carried out as follows. Starting from RCF 07, which corresponds to 8.15 MeV proton
energy and 103 ps probing time, it is possible to interpret deflections along segment 4 as
due to the incident field. Indeed, the width of the proton depleted region is increasing
when looking at RCF 06, while in RCF 05 the cone-shaped profile due to the end of the
pulse is visible. Anyway, deflections appear to increase again on RCF 04 and 03; in this
last layer, also segment 5 is clearly charged and, when looking at the RCF 01 where the
wire is completely discharged, it is clear that the field is propagating upwards, back to
the gold foil. When analysing segment 3, deflections seem to increase when proceeding
from RCF 08 to RCF 04, meaning that the field is moving to the open end; however, if the
fainter signal on RCF 03 is interpreted as a ghosting artefact, and the wire is thought to be
discharging, there would not be any consistency in the field propagation, since this one is
clearly seen to exit the field of view moving upwards. This means that there is a certain
time in which deflections along segment 3 cease to be due to the incident field and are
caused by the reflected one. In this sense, the signal recorded on the third RCF is not due to
the ghost artefact but it is the wire charging again because of the reflected field. The same
argument can be applied to segment 2 and 1, where the field propagation is not visible at
all: even if huge deflections suggest that the signal is due to the fields superposition, it is
not possible to understand which amount is due to the incident or to the reflected pulse.
Lead by these observations, deflections are measured and linear charge density is simu-
lated with PTRACE, after modeling again all the target and detector parameters regarding
this shot. Figure 3.10 shows the charge density values versus probing time, for different sets
of points along the wire segments. In the legend, delay line length refers to the distance
along the wire travelled by the driving field, which matches with the wire length measured
from the gold foil. From now on this distance will be referred to as forward delay line, to be
compared with the distance travelled by the electric field after arriving to open end and
moving back, which will be called backwards delay line. The different graphs displayed in
figure 3.10 suggest that plotting all the charge density values in the same figure as it has
been done for the first shot (compare figure 3.6) does not give any useful information about
the field propagation, since the simulated profiles are very different one from another. The
maximum value of the linear charge density appears to increase from ∼ 8 µC/m along
segment 4 to ∼ 17 µC/m along segment 1. This is a clue that the signal measured on
segment 1 is generated by the superposition of the incident and the reflected driving fields.
To underline this aspect, a trend line corresponding to the incident charge pulse profile
obtained from the analysis of the first shot has been added in the graph of segment 3. The
falling edge of the pulse does not match with the experimental data because the charge
density is affected both by the incident and reflected field.
When employing the trend line relative to the first shot, some attemps were made to
rescale the curve peak value so that it could properly describe the different target properties
regarding the second shot. It is possible to combine the formula for the deflections 2.11 and
the electric field for an infinte wire 3.5, to obtain that deflections on the wire surface are
proportional to
ξ ∝
∫
b
Edz ∼
∫
b
λ
r
dz ∼ λ log(r + z), (3.7)
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(a) (b)
(c) (d)
Figure 3.10: Linear charge density versus probing time for points measured along different wire
segments in the second shot. Errors are evaluated as explained in the previous section.
In (b), the trend line describing the incident pulse profile as inferred from the first
shot (with a proper peak rescaling) is added to underline that for later probing times
the measured deflections are affected also by the reflected field.
where the result depends on the wire radius because the interaction region extent is
estimated for short distances from the wire surface. Previous formula is thus valid only for
distances smaller than the total length of the wire and mostly than the spacing between
two horizontal segments. Assuming to measure the same deflection extent in both the first
and the second shot, on the same RCF layer, it is possible to rescale the charge density peak
value to ∼ 9.5 µC/m to analyse this shot. This estimation is very rough since in order to
have the same electric field induced in both shots, the laser energy upon which all the hot
electrons dynamics and the goil foil charging depend, should be the same. However, from
table 3.1 it can be seen that the laser energy variation is just around 2% between the first
and second shot.
A rough but effective way to show that the pulse profile found in the previous shot is
consistent with the present data set relies on the analysis of segment 4, whose points are
shown in figure 3.10a. As a matter of fact, the rising edge visible around 140 ps suggests
that during the temporal range allowed by the RCF stack, protons are able to detect both the
incident and the reflected field, yet with a significative separation beteween them. In this
way it is possible to distinguish that two contributions are actually travelling past segment
4 at different times. This is confirmed using the same shift procedure which allowed in
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the previous shot to infer the field propagation velocity. In this case, when rescaling the
probing time by the length travelled by the driving field divided by vc, the forward delay
line length needs to be used for the points measured at early times, while the backwards
delay line should be employed for the points on the rising edge. The assumption that vc
is still 0.97c is confirmed by the fact that the pulse peak occurs again around 0 ps. The
result of the shift procedure is shown in figure 3.11. The charge density values shifted
Figure 3.11: Charge density profile, obtained by referring the probing time to the charge arrival
time at different points along the wire. Probing times from figure 3.10a were rescaled
by L/(0.97c), where L is the forward delay line length for the incident field and the
backwards delay line length for the reflected field. Trend line from incident field
analysis is added.
employing the backwards delay line length correspond to the rising edge of the pulse, as
expected from the reflected backwards field arriving again to segment 4. In the graph, the
trend line was added to show the good agreement with the experimental points. Along the
falling edge of the pulse, points measured around 20 ps could be already affected by the
incoming reflected field, since it is not clear if they still belong to the falling edge of the
current shown in figure 3.10a or not. A way to cross-check this procedure is overlapping
the profile of the incident pulse to the data set of segment 4, and displacing it along the
time axis until a good match is obtained with the rising edge. The result is shown in figure
3.12. From the graph, the time difference between the two charge density peaks is found to
be around 50 ps. Multiplying this value by vc, a distance equal to 14.5 mm is calculated.
This means that points belonging to the rising edge of the experimental data are related to
the pulse profile which has travelled 14.5 mm away from the center of segment 4 (to which
the other points refer). This distance corresponds to the difference between forward and
backwards delay line length for the center of segment 4, confirming that the rising edge of
the experimental charge density values represents the reflected electric field.
At this point the incident pulse profile can be employed to analyse the charge density
values obtained along the other wire segments. In order to do this, a simple code was
developed on Matlab. Providing an arbitrary pulse shape, the code simulates its propagation
along the wire at a chosen velocity. When arriving at the open end of the wire, the pulse is
reflected and the superposition of charge density is calculated. Given a certain observation
point along the wire, the charge density value is represented for different probing times,
similarly to what is obtained from the RCF stack analysis. Obviously the simulation has
the advantage to increase the sampling of the charge density values. The total charge
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Figure 3.12: Overlap of the profile of the incident pulse with the charge density values measured
along segment 4. The trend line is shifted along the temporal axis until a best match is
obtained with the rising points. From the peak displacement it is possible to calculate
the distance the field has travelled, which results to be equal to the distance between
the forward and backwards delay line length for the centre of segment 4.
density can also be plotted along the wire for a certain observation time: in this case, the
simulation is helpful to understand which amount of field has been reflected and which is
still propagating to the open end.
Modeling the incident pulse profile and the wire length for this second shot, linear charge
density values shown in figure 3.10 can be better interpreted. The result of the simulation
for all segments is displayed in figure 3.13. Experimental data sets are provided with the
simulation output, which has been calculated for a dense range of probing times. In case
of segment 4, incident and reflected pulse are also drawn, to underline the rightfulness of
the previous analysis. The simulated linear charge density values show good agreement
with the experimental data sets and it is evident that the different profiles are caused by
different stages of the fields superposition over time. Regarding segment 4, displayed in
figure 3.13a, the first peak value appears to be higher than what was expected if detecting
the only incident profile. This is due by the fact that part of the reflected pulse is already
arriving at segment 3, as it is clear from figure 3.14a, where the incident, reflected and
total pulses are plotted along the wire at the observation time equal to 100 ps. In any case,
this does not conflict with the analysis performed so far, since the charge density peak is
never resolved in this shot and also, as it has been explained at the beginning of this section
when describing the RCFs, segment 4 is not expected to resolve the single pulse, since it
is not detected over a long enough temporal window. The second charge density peak
along the same segment, however, is solely due to the reflected field, as it is clear from the
pulse position at 150 ps shown in figure 3.14b. As far as the measurements perfomed very
close to the wire open end, along segment 2 and 1 the charge superposition is very clear.
Looking at the pulse position at 120 and 130 ps in figure 3.15, the high linear charge density
values are soon explained consistently with the very accurate moment when the field is
half arriving at the open end and half has been already reflected back. It is interesting
to note that the doubling of the linear charge density peak of the incident pulse is never
measured along the points detected within the proton field of view, which is expected
to occur precisely at the open end of the wire. In any case the analysis performed so far
confirms the nature of the investigated phenomenon.
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(a) (b)
(c) (d)
Figure 3.13: Linear charge density versus probing time along different wire segments in the second
shot, comparison between experimental points and simulation output. The charge
density values predicted employing the incident pulse profile obtained by the first
shot analysis show good agreement with the experimental data sets.
(a) (b)
Figure 3.14: Simulation of the linear charge density profile observed along the wire at a fixed time.
Incident, reflected and total pulse are shown. 100 ps is the moment when the first
peak appears along segment 4, which is located at ∼ 30 mm along the wire, while 150
ps is related to the second peak appearance.
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(a) (b)
Figure 3.15: Simulation of the linear charge density profile observed along the wire at a fixed time.
Incident, reflected and total pulses are shown. Observation times correspond to the
arrival of half the incident field at the wire open end.
3.2.4 Reflected field reconstruction
The third and last shot is meant to study the ending stage of the field propagation along
the wire, when it is moving upwards in the proton field of view and going back towards
the gold foil. The analysis is made easier by the fact that a single pulse generates the
signal recorded on the RCFs, allowing the profile reconstruction as it has been made for the
incident field.
In figure 3.16 the experimental RCFs relative to the third shot are shown. The time
period allowed by the stack resolution is again too short to clearly detect the arrival of the
reflected field pulse, as it can be understood by the fact the the wire segments visible on
the seventh RCF are already charged. In any case, the propagation is pretty clear: proton
deflections along segment 3, for example, appear to decrease when passing from the RCF
07 to RCF 02, whereas deflections around segment 4 and 5 increase. This means that the
charge perturbation is moving upwards and it is confirmed by plotting the linear charge
density values obtained from the PTRACE simultations versus the probing time. The result
is shown in figure 3.17 for segments 3 and 5. Segment 5 is farther from the wire open end,
therefore the reflected field arrives to it at later times.
The reflected pulse profile and propagation velocity can be found similarly to what
has been done to analyse the first shot. In the shift procedure, the backwards delay line
length must be taken into account. The results is given in figure 3.18 for four different wire
segments. The measurements appear to be quite scattered, however a pulse profile can be
regognized and the usual trend line with best coefficient has been added. Time coefficients
are 25 ps for the rising edge and 12 ps for the falling edge, with 2 ps error. The linear
charge density peak is ∼ 9.95 µC/m, in agreement with the value predicted by formula 3.7.
The experimental points being more spread than expected (since there are no cone-shaped
deflections on RCFs where the simulation output could have been inaccurate) is probably
due to the fact that in this shot the target was very small. The horizontal segment length
was about 1.5 mm, therefore few points were available for analysis far from the wire bends.
It is expected that the electric fields where the wire is folded is higher than at the centre of
the horizontal segment: this has certainly produced higher deflections and higher linear
charge density values from the simulations.
A good result obtained from the shifting procedure is that the velocity needed to bring
the pulse peak to 0 ps is again found to be 0.97c, confirming that the current signal velocity
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(a) RCF 07, 8.15
MeV, tp = 86 ps.
(b) RCF 06, 7.40
MeV, tp = 90 ps.
(c) RCF 05, 6.55
MeV, tp = 96 ps.
(d) RCF 04, 5.65
MeV, tp = 103
ps.
(e) RCF 03, 4.55
MeV, tp = 115
ps.
(f) RCF 02, 3.20
MeV, tp = 137
ps.
Figure 3.16: Experimental RCFs showing the propagation of the reflected field upwards in the
proton field of view, back to the gold foil. Target shape is provided in the inset.
Figure 3.17: Linear charge density versus probing time, for two wire segments analysed in the
third shot. At later times the pulse profile has moved towards segment 5, which is at
the top of the field of view, meaning that the field is propagating upwards.
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Figure 3.18: Linear charge density profile, obtained with the shift procedure. The probing time is
referred to the time the reflected field takes to travel the backwards delay line length
to arrive to each measured point. The field velocity is found to be again 0.97c.
is independent from the wire material [29]. As far as the characteristic time coefficients
concerns, while the decay times for the incident and reflected field profile are found to be
similar within the error (13 ps for the incident pulse and 12 ps in this case), the rise times
are slightly more different. It is difficult to relate this discrepancy to a definite experimental
variable, since the wire material and the laser energy are different from the previous shots.
Although any dispersive behaviour is expected to stretch the field profile after some time,
this should not affect the field profile shown in this shot, since the overall distance it travels
by the time it is detected is comparable to the forward delay line length covered by the
incident field in the first shot. Certainly another impediment to the presented analysis is
the lack of high energy protons in the probing beam, which could have allowed a more
accurate reconstruction of the incoming field.
It is worth to point out that the reflected field profile detected and analysed in this shot
corresponds to what is expected in a open end conducting line, where the reflected current
has the same value of the incident current, but travels in the opposite direction. This
experimental evidence allows to confirm the results found in the second shot, thanks to the
simulation code which was accordingly designed to obtain the pulse moving in a open end
transmission line.
3.2.5 Summary of the field propagation along the wire
Employing three different data sets, corresponding to as many different laser shots and
target configurations, it has been possible to analyse the propagation of the transient,
ultrafast electric field responsible for the local charging and discharging of the metallic
wire. In this section, the complete history of the field motion along the wire is shown at
different probing times, by comparing the experimental measurements with the simulated
field profiles. Plotting in the same figure the incident, reflected and total pulse allows to
obtain a clear picture of the distinct stages of the dynamics.
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When it is required to represent the experimental charge density values across the
distance along the wire, it is necessary to take into account the fact that even close points
along the wire have been investigated by the probing protons at different times, due to the
energy-dipendent divergence which has already been explained earlier in this chapter. This
means that, when looking at a fixed RCF, protons investigating different points along the
wire do not diagnose the linear charge density belonging to the same pulse profile, because
this one is moving at vc = 0.97c and even in the small temporal differences due to proton
divergence it could have been displaced by fractions of mm. If this aspect is not considered,
and the charge density values are represented along the wire at the measured forward
delay line distances, the wrong pulse shape is obtained. Figure 3.19 explains this issue. In
Figure 3.19: Sketch of the pulse shape reconstruction procedure, in the case the field is moving
upwards from the open end to the gold foil. Three green points correspond to three
different positions along the wire, where deflections are measured. Because of their
position with respect to the geometric centre, probing time corresponding to these
points has three different values (t0, t1 and t2). t0 is chosen as a reference time. The
pulse profile is drawn with three different colours, each corresponding to the specific
probing time when the wire points detect it. Pulse reconstruction with and without
taking into account the pulse displacement is shown.
order to plot the correct pulse profile, the position of the measured points along the wire
must be shifted by the distance the field travels in the temporal difference between each
probing time and the arbitrary instant at which the pulse is being represented (usually the
probing time corresponding to the geometric centre, or when the pulse peak is resolved).
The meaning of this rescaling procedure is simply to plot the pulse profile along the wire
at a specific time, thus dealing properly with the peculiar intricacies of the proton probing
technique.
Finally, figure 3.20 displays how the incident, reflected and total charge density pulses are
displaced along the wire at different probing times, and the experimental values taken from
the previous analysis. The wire open end has been equalized for all the data sets, while the
trend lines are distinct for each different shot, in order to best describe the experimental
points. When looking in sequence at those graphs, the field propagation is clear and the
agreement with the measured points is good. However, it is also evident that without the
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(a) tp = 76 and 84 ps. (b) tp = 100 and 121 ps.
(c) tp = 130 ps. (d) tp = 154 and 163 ps.
Figure 3.20: Simulations of the incident, reflected and total charge density profile, to be compared
with the experimental data sets represented along the wire. The open end is equalized
for all the shots, while the simulated profile is calculated with the exact trend line.
Error on the distance axis has not been displayed to mantain the graph clear, but its
value is within 1 and 3 mm depending on the uncertainty on probing times.
simulation a clear profile reconstruction would not be possible, due to the limited number
of points that can be analysed in the proton field of view.
3.3 discussion
From the experimental results obtained before it is possible to develop a raw model of the
propagation of a current signal along the wire, similarly to what occurs in a transmission
line.
The charge separation produced on the laser-irradiated foil by the escape of the most
energetic hot electrons towards vacuum generates a temporally-varying electromagnetic
field which travels along the wire at vc ∼ 0.97c and draws a return electron current to
neutralise the charge umbalance. In the linear charge density profile acquired in a fixed
point along the wire, the rising edge represents a net electron flux moving towards the
foil, therefore inducing a rising positive charge on the wire; the opposite situation is
described by the falling edge, when the neutrality is restored along the wire. Yet, since the
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electromagnetic field is travelling at ∼ c, electrons in different points along the wire will
undergo different accelerations: the charge accumulation therefore reveals the presence
of a current I such that ∂x I 6= 0, as also required by the continuity equation. The term
current signal is used because the same charge density is induced on different points along
the wire which are separated by x ∼ vct, meaning that the signal which drives the current
is travelling at vc. This must not be mistaken with the velocity acquired by each electron
within the metal, which of course is much more slower than vc.
In the antenna model briefly mentioned in chapter 1, the majority of the laser-accelerated
hot electrons which are trapped by the target electrostatic potential and return to the foil are
assimilated to a pole of a time-varying electric dipole, performing only one oscillation. It is
interesting to observe that although such field is expected to reach the rectangular pattern
of the wire by travelling the distance foil-wire d into vacuum, the deflections experienced by
probing protons cannot be due to this field. This is motivated by different reasons. Firstly,
the electromagnetic field in vacuum, travelling at c, reaches the wire after approximately 10
ps: probing protons are not fast enough to diagnose the wire at such early time. Secondly,
the antenna field is supposed to induce a symmetric wire charging with respect to the y = 0
plane, whereas the experimental data clearly show that the wire is charged only where the
highly localised current has arrived, i.e. after it has travelled the whole delay line length
and the additional wire before entering in the probed field of view. For the target geometry
considered, this occurs exactly around 70 ps, which is the absolute probing time for ∼ 9
MeV protons, which are available in the TNSA-generated beam at TARANIS.
From the total linear charge density induced along the wire it is possible to recover an
estimate of the number of hot electrons accerated by the laser pulse, and which amount of
them is escaping into vacuum. It should be pointed out that these estimations rely on many
shot-to-shot varying parameters (such as laser absorption, intensity at the focal spot) and
on the arguable use of the charged emitting sphere to model the electron emitting region on
a flat foil. Therefore they cannot provide exact numbers about the electrons dynamics, also
because many other phenomena occurring during the laser-target interaction are neglected
in this analysis (see chapter 1).
First of all, from the laser irradiance it is possible to estimate the hot electron temperature,
using the equation 1.10. For ILλ2 = 5.8× 1018 W/cm2µm2, it results a0 = 2 and Thot = 390
keV. For a laser absorption coefficient A ∼= 30% [18], the hot electron density is found to be
nhot = 8.4× 1020 cm−3. For a volume calculated as pir2spotcτL, where rspot is the radius of
the focal spot ∼ 9 µm and τL is the duration of the laser pulse ∼ 560 fs, the number of laser-
accelerated hot electrons is found to be N0 ∼= 3.6× 1013. At this point the number of hot
electrons escaping from the target can be obtained following the formulas for the emitting
charged sphere provided in chapter 1.1.3. The calculation is very sensitive to the value of
the radius of such sphere, R. It has been calculated that for 6 µm< R < 15 µm, the fraction
of escaping hot electrons ζ varies from 0.98% to 0.23%. The same quantity was obtained
by Quinn to be around 0.63% [29]. The distance range for R was estimated considering
electrons propagating through the target either in a cylinder with radius equal to the laser
focal spot (6 µm in the best experimental conditions, 9 µm for this experiment) or in a
divergent cone with half-divergent angle around 15◦[29]. When employing R = 9 µm, the
number of hot electrons escaping towards vacuum if found to be Nesc = ζN0 ∼= 2× 1011,
corresponding to a charge value of approximately 30 nC. This number agrees with the order
of magnitude suggested by Borghesi in reference [16] and results by Quinn and Ahmed
[18, 29].
On the other hand, the number of escaped electrons can be calculated from the total
charge measured along the wire in the unit time. The trend profile describing λ(t) is
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integrated over time and multiplied by vc, giving thus the total charge flowing through a
fixed section of the wire. This charge is found to be ∼ 80 nC, giving thus Nesc ∼= 5× 1011
number of escaped electrons. The discrepancy between this value and the one estimated
with the charged sphere model (∼ 60%) is certainly due to the many assumptions and
forcings in the calculations. It should also be remembered that the trend line reconstructing
the linear charge density profile λ(t) is definitely not well characterised in the early
moments of the arrival of the current signal at different wire points. The exponential profile
employed in this case possibly leads to the higher number of electrons estimated with the
second calculation. Nevertheless, the order of magnitude of Nesc is consistent in both the
estimations and almost the same discrepancy was found in Quinn (∼ 43%) [29].
Another huge drawback of the limited temporal window allowed by the proton radiogra-
phy technique in this experiment is that the incident field and the reflected field are never
resolved in the same shot. This prevents from having the same experimental conditions
(mainly laser energy, therefore number of hot electrons N0) and analysing any losses along
the wire. Furthermore, with respect to the experiment described in this thesis, this analysis
was hindered by employing different wire materials for the first and the third shot. Even
though assuming that neither the laser energy difference between these two shots nor the
dependence on the wire material represents a significant limitation, the charge induced
in the third shot (95 nC) is found to be higher than in the first shot, as expected from the
fact that the rise time of the trend profile in the third shot is 25 ps rather than 18 ps. This
confirms that a precise reconstruction of the current signal, especially with respect to the
temporal characteristic coefficient, still needs to be addressed.
Even though it is not possible for the experimental data to estimate the amount of
dissipation along the wire, some information about the role of the wire resistivity in the
propagation of the current signal can be obtained as follow. It is expected that the current
is constrained within a a limited thickness at the wire surface because of the skin effect. This
phenomenon occurs when an alternating electric current travels through a conductor; the
time-varying induced magnetic field produces an electric field which opposes the change in
current intensity. Since the opposing electric field is stronger at the center of the conductor,
the current is forced to propagate along its surface. On the other hand, some observations
in the non-collisional regime can be inferred thanks to the PIC simulations illustrated
in Quinn’s work [29]. Figure 3.21 illustrates a magnification of the target region in the
simulation already shown in the first chapter (figure 1.9). The target is limited to 0 < x < 5
µm, whereas the yellow (positive) current is clearly seen to penetrate into its surface. Due
Figure 3.21: Magnification of the target region in the PIC simulation illustrated in 1.9. The return
current penetrates the target surface, which extends up to 5 µm. Figure from [29].
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to the different geometry and experimental conditions into play, this is only a qualitative,
but yet significative, comparison.
Since the PIC simulation is non collisional, it is possible to investigate wheter the
resistivity affects the current propagation regime by evaluating the collisional skin depth,
defined as
δS =
√
2
ωµσ0
(3.8)
where ω is the frequency of the alternating current, µ is the magnetic permeabilty of the
conductor and σ0 is the static conductivity. The latter is defined, for a metal described
with the Drude model, by σ0 = nee2/(meν), given the density of carrier electrons ne and
ν the damping term introduced to describe the dissipation caused by collisions. With
respect to this work, the estimation of the collisional frequency is not accurate because
the dependance of the static conductivity on the frequency and on the temperature is
neglected. Nevertheless, for the aluminum wire analysed in the second and third shot
ν is found to be ∼ 1014 s−1. On the other hand the experimental data do not allow to
estimate a real oscillation frequency for the current signal propagating along the wire. A
fair approximation is to consider ω ∼= τ−1c where τc it the FWHM duration of the current
pulse, approximately 20 ps. Therefore ω ∼= 5× 1010 Hz. With these parameters, δs is found
to be ∼ 0.9 µm, which is much smaller than the wire radius.
The skin effect is expected to produce higher power losses in the wire, via the Joule’s effect.
Indeed, since the current flows through the conductor within a small portion of its section,
the effective resistance increases. For a cylindrical wire with radius Rw longer than the skin
depth δs, the surface resistance is defined as
Rs =
ρ
piδs(2Rw − δs)
∼= ρ
2piRwδs
, (3.9)
where in the last expression Rw  δs is assumed. Therefore the smaller the skin depth, the
higher the ohmic losses [69, 382-388]. Nevertheless lengths involved in the self-probing
targets are very short and the signal attenuation is likely to be negligible. Several attempts
to compare the experimental system with realistic coaxial cable were performed: however,
the many differences in geometry, material and most of all operation frequency between
the latter and the self-probing targets do not allow to obtain a reliable value. In any case,
typical attenuation for cheap, low loss cables at ∼ 2 GHz are below 10 dB over 100 feet
(∼ 30 m). It is reasonable that over 50 mm such losses are negligible . These qualitative
results are relevant with respect to the coil targets functioning, since if the dissipation along
the wire is unimportant then the focusing field strength can be assumed constant. Indeed,
until now coil targets have been designed up to a 10 mm length, since longer coils are too
heavy and collapse. The wire employed to build a 7 mm long coil, with 300 µm pitch and
350 µm radius, is approximately 40 mm, thus dissipation is safely ignored.
Dispersive losses can also affect the focusing field. Dispersion is likely to be the main
cause of any stretching in the pulse profile propagating along the wire. This could explain
why the rising time coefficients found in this experiment are larger than the steep profile
estimated in reference [29], even though the experimental conditions where obviously
different. Furthermore, as already mentioned, the experimental data do not allow to
reconstruct the profile of the current with enough accuracy in order to address this effect.
It would be necessary either to compare the incident and reflected signal in the same shot,
with a proper temporal separation between each other, or to systematically investigate the
current signal after it has travelled a long distance. Both these options require to increase the
delay line length: this can be done extending the rectangular pattern along the whole delay
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line provided that matching the signal arrival time in the probed region and the protons
time of flight is allowed. However, these conditions require an optimal reproducibility of
both the laser pulse and the target parameters. Also, the protons-current synchronisation
would be more achievable if a larger proton spectrum was available: this is not the case for
TARANIS laser, where the maximum proton energy with the best laser intensity is ∼ 10
MeV. Instead, proton beams generated by a more intense laser-foil interaction would better
suit these requirements, as it was observed at VULCAN laser facility.
3.4 preliminary results from self-probing targets at ral
The VULCAN laser, at Rutherford Appleton Laboratory, was employed in a very recent
experimental campaign to exploit the coil targets described in chapter 1. Before designing
the coil targets, information about the linear charge density induced on different metallic
wires in the new, higher intensity regime (∼ 5 × 1021 W/cm2) was explored with the
same self-probing targets presented in this thesis. Yet in this case the wire was not open
ended, but it provided the connection with the target mount (i.e. the ground). In principle
this configuration leads to a higher linear charge density along the wire, since the latter
represents the only cold electron reservoir to neutralise the foil charged by the laser pulse.
The higher the linear charge density, the more effective is the focusing electric field along
the coil. It is useful to show here some RCFs acquired in this experiment in order to
illustrate how a wider proton spectrum, together with a considerable proton flux, helps in
resolving the propagation of the current signal along the wire.
(a) (b)
Figure 3.22: Preliminary data from the experiment at VULCAN laser. (a): RCFs showing the
charging of an aluminum wire, 80 µm radius. The 10 µm thick gold foil was irradiated
by a laser pulse with ∼ 1021 W/cm2 intensity. The arrival of the current signal is
clearly resolved on both the central and the lower wire segment. The RCF stack was
located 50 mm from the proton source, therefore divergence effects are expected to
be important when calculating the proton time of flight. The yellow colour of the
RCFs is due to the model HD-V2 employed in the experiment. (b): Linear charge
density profile obtained from a rough analysis of a self-probing target, constituted by
10 µm Au foil, 125 µm thick titanium wire. Probing time does not take into account
proton divergence.
A systematic investigation about the material and wire radius dependance was not
carried out: for a laser energy usually around 600 J, the maximum linear charge density
induced on aluminum wire 80 µm thick was around 45 µC/m. An example is illustrated
in figure 3.22a, where the wire charging is detected by RCFs located at 50 mm away from
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the self-probing target. For the designed target geometry, a proton beam with energies up
to 25 MeV allows to resolve a temporal window of approximately 150 ps. With a proper
delay line length calculation, the arrival of the current signal can be accurately resolved
as shown in the displayed RCFs. Therefore observing the charged wire over a longer
time allows to better reconstruct the pulse profile, as it is shown in figure 3.22b, where a
preliminary analysis of the charge induced on a titanium wire, 125 µm thick, is illustrated.
The remarkable aspect is that few points already give a first estimate for the charge profile,
which here is described by a gaussian function with time coefficients equal to ∼ 15 ps.
This suggests that the largest inaccuracy in the experiment at TARANIS was due to the
impossibility to resolve the rising edge of the profile, which affected also the calculation of
the number of escaped electrons and the multienergetic simulation.
Coil targets are currently being modeled relying on the results obtained at TARANIS
laser, especially with regard to the signal velocity mesured by Ahmed in reference [18].
However, from this brief discussion it is clear that a deeper analysis of the shots perfomed
at RAL would definitely contribute to refine the coil designing.
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4
COIL MANUFACTURING
In parallel to the characterisation of the current signal travelling along the wire, there was
the need to develop a reliable, stable and easy procedure to manufacture the coil targets.
Although the results described in Ahmed’s work [18] where obtained with low-intensity
laser pulses at TARANIS and poor quality targets, it was clear that a deeper investigation
firstly required more accurate targets. The new system designed and tested for this purpose
will be briefly illustrated in this chapter.
For a given diameter and pitch, an helical coil is characterised by the pitch angle, which
is the angle between the loops and the base of the coil. When taking into account the
finite thickness of the wire, the coil base is described by a mean diameter Dm = Di + Do
where Di refers to the inner diameter and Do to the outer diameter. The pitch angle is
therefore described by the relation αp = atan[P/(piDm)], where P is the pitch. Maintaining
a constant pitch angle during the coil fabrication ensures that the pitch will remain constant
over the entire length. The existing system designed to build the coils was solely composed
by a spindle: the wire was held by a chuck and winded around a drill bit with diameter
Di; the pitch regularity was monitored on a calibrated screen, regardless of the pitch angle
variation.
The improved system is shown in figure 4.1a. A board is placed under the spindle: it is
(a) (b)
Figure 4.1: (a): System for coil manufacturing. (b): Working principle.
provided with a guiding hole and it can shift horizontally, parallel to the drill bit, thanks to
a micrometric screw. At the starting position, the hole is aligned with the chuck and the
wire passing through the guiding hole is perfectly straight. As shown in figure 4.1b, the
desired pitch angle is obtained by displacing the plate horizontally over a distance H so
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that H = V tan(αp), where V is the vertical distance between the drill bit and the guiding
hole. At this point, the wire can be winded around the drill bit provided that the pitch is
mantained constant by gradually shifting the board. The imaging system implemeted with
three CCD allows to monitor the coil growth (x-camera), the alignment between the wire
and the guiding hole at the starting position (z-camera), and the spindle rotation (y-camera).
Two other crucial components are the post standing on the shifting board and the support
plate reaching the drill bit from the top stage. After passing through the guiding hole, the
wire is winded around the post to ensure a constant tension during the coil preparation.
The support plate, instead, keeps the drill bit parallel to the horizontal board.
With this system, wires with different thickness can be employed to prepare coils with
arbitrary diameter and pitch, as long as the proper pitch angle is set. Once the coil is ready,
it is removed from the drill bit by applying a uniform force at its base, so that the pitch
regularity is not compromised. A separate system composed by a goniometer stage and
two cameras is then employed to stick the gold foil normal to the coil axis.
A comparison between the coils used in Ahmed’s work and the ones obtained with
the new system is displayed in figure 4.2. In the graph, the normalised pitch has been
Figure 4.2: Comparison among coils made with the old (top-left picture) and the new system.
In the graph, the pitch extent has been measured along the coils represented in the
pictures. The pitch variabity was estimated with the relative error, which is 72% for the
coil from reference [18], and 15, 9 and 16% for the new coils.
represented with respect to pitch number. It is clear that a considerable improvement is
made with the new system, since the variability of the pitch has been reduced from 70% to
∼ 10 %. With the new system, coils down to 150 µm radius and up to 15 mm length were
created.
Such coils were tested in the already mentioned experimental campaign at RAL: data
analysis is currently ongoing. Nevertheless some preliminary results are illustrated in figure
4.3. The possibility to employ two laser pulses allowed to probe the current propagation
along the coil while protons were focused along the coil axis. Indeed, the transient charging
is clearly visible on the sideview of the target. Protons with ∼ 10 MeV energy where focused
down to a 0.5 mm spot radius at 50 mm far from the laser-interaction point. A ∼ 4 times
dose enhancement was observed in the focused spot. Moreover, slight modifications to the
coil geometry were implemented in order to allow a longer synchronisation between the
current and the protons travelling along the coil axis, for example a coil with a constantly
increasing pitch or with an increasing diameter. An arrangement with two coils, where
the second is irradiated once some protons are already traversing it, has been explored to
investigate the possibility to post-accelerate the focused particles.
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coil manufacturing
(a)
(b)
Figure 4.3: (a): Transient charging of the coil target. (b): Rough analysis of the focusing effect
on ∼ 10 MeV protons. In the first RCF, the wire connecting the coil to the ground is
visible; the large, round, proton-depleted area is due to the coil charging. The channeled
beam and its focused portion are displayed in the second and third picture, with the
conversion OD-dose.
The results of this experimental campaign will be submitted as soon as a pending patent
on these target will be granted. If the coil targets functioning and efficacy will be proved,
they will constitute a novel tool to be employed for the proton spectrum manipulation, that
will have several potential applications, such as localised energy deposition for warm dense
matter production.
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SUMMARY
The experiment carried out at TARANIS laser was aimed to diagnose the ultrafast,
transient current signal propagating along an open ended metallic wire. The self-probing
target was investigated with proton radiography in a time of flight arrangement, so that
a single laser pulse was required to both implement the diagnostic and drive the target
charging. The self-probing geometry consisted in a metallic wire attached to a gold foil,
bent behind it and folded several times in a rectangular pattern not to exit the probed field
of view. Unlike in previous works, in this experiment the wire was left with an open end to
investigate the reflection of the current signal. In the interaction of the 5× 1018 W/cm2 laser
pulse with the gold foil, protons with a energy up to ∼ 9 MeV were produced via TNSA
mechanism, allowing to resolve the propagation of the current signal over a ∼ 70 ps
temporal window, depending on the distance between the proton source and the wire.
Varying the wire length from the gold foil to the probed rectangular pattern (i.e. the delay
line length), the complete history of the current signal propagation was reconstructed: the
motion towards the open end, the reflection at the open end, the motion backwards to the
gold foil.
Linear charge density was inferred by matching the measured proton deflections on the
radiochromic film detectors with a simulated profile for the charged wire computed with
the code PTRACE. Combining the linear charge density values and the energy resolution of
the detector, the temporal evolution of the linear charge density on different points along the
wire was reconstructed. From these results it was possible to recover the profile of a highly
localised current signal travelling along the wire with velocity ∼ 0.97c, independently from
the wire material. The pulse profile was seen to maintain its shape after propagating few
mm along the wire (∼ 6 mm, after travelling ∼ 15 mm from the gold foil). The charge
amount flowing along the wire was found to be comparable with the net charge induced
on the laser-irradiated gold foil by the loss of the most energetic hot electrons. However,
the complications arisen by the target geometry and the lack of an adequate model for the
electron loss in flat foils, make such estimations only qualitative. The dominant frequency
of the current signal was approximated with the FWHM of the duration of the pulse
reconstructed in the experiment. For such a frequency, ∼ 5 GHz, the current is confined
to flow in a thin layer whose thickness is given by the collisional skin depth δs = δs(ρ,ω).
In this experiment, δs was roughly estimated to be ∼ 1 µm, therefore negligible with
respect to the radius of the wire. Dissipative and dispersive losses along the wire were not
considered in the analysis, because the target geometry limited the wire length which could
be observed in a single shot and thus prevented from acquiring accurate information about
these processes. In this sense, a systematic study on the influence of both laser pulse and
target parameters (especially wire material and radius) would be of crucial importance for
developing the focusing coil targets shown in the previous chapter.
The reflection of the current signal was observed in proximity of the open end: there, the
linear charge density was found to be twice the value recorded very far from the open end,
where no reflection occurs. Simulating the propagation of the pulse profile reconstructed
when evident motion towards the open end was resolved, a good agreement with the data
acquired during the reflection was found. Therefore the current pulse described by 0.97c
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velocity and time coefficients ∼ 15 ps was considered to retain its profile also after the
reflection.
Data acquired at TARANIS are unfortunately affected by the fact that the proton beam
exhibits quite a small cut-off energy and a small particle flux (∼ 109 particles at 10 MeV).
Therefore, the temporal window diagnosed by these protons extends over approximately
70 ps and the RCF stack needs to be placed very close to the interaction region (∼ 20
mm) to obtain a clear signal also at early times, limiting the probed area of the wire. This
explains why the rising edge of the current profile could not be reconstructed with high
accuracy. On the contrary, it has been observed with several shots at VULCAN laser that
clear information about the pulse arrival on the wire is obtained when probing protons
up to 30 MeV energy are available. Moreover, the flux at 10 MeV is almost three orders of
magnitude higher than in TARANIS, so that the RCF stack could be placed at 50 mm far
from the interaction region. Therefore it is expected that investigating the field reflection
in the more intense regime provided by VULCAN could be helpful to obtain interesting
information about the current signal which has travelled much longer distances than the
ones explored until now.
Apart from the experiment on the self-probing targets, the coils development was
prosecuted with designing a reliable and stable system to manufacture the coils. The new
system allows to set the pitch angle and to keep it constant while building the coil; in this
way the pitch remains constant all over the coil length, resulting in a better synchronisation
of the current along the wire and the protons to be focused. The pitch variabity was reduced
from 70% with the old system to 15% with the new one.
In conclusion, the work described in this thesis was meant to explore two topics relevant
to the development of a novel laser-driven micro-lens, which is aimed to focus a selected
portion of the TNSA-driven proton spectrum. The design of the coil target requires an
accurate characterization of the ultrafast, highly intense current signal flowing along
metallic wires and induced by the laser-irradiated target charging. Although the study of
this process still needs a comprehensive (and probably unattainable) description of the hot
electrons and proton dynamics triggered by the laser-solid interaction, useful information
has already been obtained, regarding the signal velocity, amount, profile evolution. At
the same time, the optimisation of the coil targets manufacturing will allow to infer more
details about the potential of this new focusing arrangement, which hopefully will be
provided by the latest data acquired at RAL.
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