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ABSTRACT
Context. The camera OSIRIS on board Rosetta obtained high-resolution images of the nucleus of comet 67P/Churyumov-Gerasimenko (67P).
Great parts of the nucleus surface are composed of fractured terrain.
Aims. Fracture formation, evolution, and their potential relationship to physical processes that drive activity are not yet fully understood. Observed
temperatures and gas production rates can be explained or interpreted with the presence of fractures by applying appropriate modelling methods.
Methods. We followed a transient thermophysical model approach that includes radiative, conductive, and water-ice sublimation fluxes by con-
sidering a variety of heliocentric distances, illumination conditions, and thermophysical properties for a set of characteristic fracture geometries
on the nucleus of 67P. We computed diurnal temperatures, heat fluxes, and outgassing behaviour in order to derive and distinguish the influence of
the mentioned parameters on fractured terrain.
Results. Our analysis confirms that fractures, as already indicated by former studies about concavities, deviate from flat-terrain topographies with
equivalent properties, mostly through the effect of self-heating. Compared to flat terrain, illuminated cometary fractures are generally warmer, with
smaller diurnal temperature fluctuations. Maximum sublimation rates reach higher peaks, and dust mantle quenching effects on sublimation rates
are weaker. Consequently, the rough structure of the fractured terrain leads to significantly higher inferred surface thermal inertia values than for
flat areas with identical physical properties, which might explain the range of measured thermal inertia on 67P.
Conclusions. At 3.5 AU heliocentric distance, sublimation heat sinks in fractures converge to maximum values >50 W/m2 and trigger dust activity
that can be related mainly to H2O. Fractures are likely to grow through the erosive interplay of alternating sublimation and thermal fatigue.
Key words. comets: general – comets: individual: 67P/Churyumov-Gerasimenko – radiation mechanisms: thermal
1. Introduction
Since the arrival of ESA’s Rosetta mission at comet
67P/Churyumov-Gerasimenko (67P) in August 2014, a
cometary nucleus is studied both in situ by a lander and by
an orbiter for the first time. The first snapshot of a cometary
nucleus was performed by ESA’s flyby mission Giotto to comet
1P/Halley in 1986, however: the Halley Multicolor Camera
unveiled certain areas of the nucleus that appeared as sources
of dust jets, while others appeared inactive (Keller et al. 1986).
The mechanisms that lead to this dust jet activity have not been
solved yet, despite both theoretical and experimental efforts,
see for example Kührt & Keller (1994), Colangeli et al. (2004),
Blum et al. (2014). Following cometary flyby missions like
Deep Impact for comet 9P/Tempel 1, see for instance A’Hearn
(2008), and ground-based observation with data reduction
techniques, see Vincent et al. (2010), revealed jet morphologies
and linked their source areas to confined surface features on the
nucleus (Sekanina 2004; Farnham et al. 2013).
To study cometary activity, the relevant thermophysi-
cal processes of the nucleus need to be determined. This
method was first applied to comets by Squires & Beard (1961).
Comprehensive thermophysical models have been devel-
oped for this purpose, for example, Brin & Mendis (1979),
Cowan & A’Hearn (1979), or Weissman & Kieffer (1981),
and the so-called standard thermal model (STM) for comets
(Prialnik et al. 2004) has evolved as the reference model. Sev-
eral investigations based their models on the STM and derived
diurnal temperature and heat flux profiles for the nucleus
surface and its layers, for instance, Weissman & Kieffer
(1984), Kömle & Dettleff (1991), Skorov et al. (2001),
Rodionov et al. (2002), Davidsson & Skorov (2002), Capria
(2002), Rosenberg & Prialnik (2010) and Klinger (1999). This
enumeration is far from complete, and most of these models
focus either on a global or generic description of the behaviour
of cometary nuclei.
Thermophysical analyses through digital terrain models
(DTMs) of a geometrically resolved cometary nucleus by
Groussin et al. (2007) or Davidsson et al. (2013), for example,
and generic irregularly shaped cometary nuclei (Gutiérrez et al.
2000) included effects of shadowing and the exchange of ther-
mal infrared radiation, also known as self-heating. Correla-
tions of synthetic temperature maps to measured nucleus surface
temperatures derived by remote-sensing techniques revealed
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thermophysical properties of the cometary surface. The thermal
inertia I =
√
ρ c λ (e.g., Prialnik et al. 2004) describes the time
lag of surface temperature adjustments and depends on the densi-
tiy ρ, the heat capacity c, and the heat conductivity λ of the upper
layers of the nucleus. The analysis of nucleus surface emission
spectra in the visible and infrared spectral range showed that
a low thermal inertia such as I < 45 J m−2 K−1 s−1/2 for comet
9P/Tempel 1 and I < 250 J m−2 K−1 s−1/2 for 103P/Hartley 2
(Groussin et al. 2013) matched theoretical expectations. Never-
theless, Davidsson et al. (2013) obtained a wider range of possi-
ble thermal inertia values for 9P/Tempel 1 surfaces, depending
on terrain properties.
In a detailed review about jets, Belton (2010) proposed
that distinct physical mechanisms and topographic peculiarities
might be responsible for dust jet activity. Kührt & Keller (1994)
postulated the possibility of crack formation in the nucleus dust
mantle, enhanced by high-temperature fluctuations and induced
thermal stresses due to the low thermal inertia of the surface.
Krebl & Kömle (2014) developed a 2D model for mass and heat
transport in cracks and holes of the nucleus, and presented tem-
poral evolution sequences for several diurnal periods. Direct
Monte Carlo simulations (DMCS) of geologic jet formation indi-
cated that narrow vent holes or pits are greatly favoured to create
collimated outflows (Syal et al. 2013).
The Optical, Spectroscopic, and Infrared Remote Imaging
System (OSIRIS), which was the scientific camera system on
board Rosetta (Keller et al. 2007), resolved morphologic fea-
tures that fit the description of holes and vents: the surface of
the nucleus is morphologically diverse, and one of the predomi-
nant surface features are fractures (El-Maarry et al. 2015b). For-
mation and evolution processes of these terrains are not yet well
understood.
This paper focuses on the thermophysics of fractures ob-
served on 67P. The aim is to determine how fracture geometry,
solar illumination conditions, and thermophysical parameters af-
fect diurnal sublimation patterns and induce erosive volatile and
surfacial dust losses.
2. Methods
Geometrical properties of fractured terrains were derived
from OSIRIS images, and DTM were derived from them
(Preusker et al. 2015). We then used a theoretical approach to
describe the governing heat fluxes, temperatures, and sublima-
tion rates of typical model fractures. The nucleus properties were
constrained by various instruments of Rosetta, including the MI-
crowave spectrometer for the ROsetta spacecraft (MIRO), the
Visible and InfraRed Thermal Imaging Spectrometer (VIRTIS),
the Grain Impact Analyser and Dust Accumulator (GIADA), and
the COmetary Secondary Ion Mass Spectrometer (COSIMA).
2.1. OSIRIS observations of fractured terrain
Our analysis used highly resolved images from Rosetta’s sci-
entific camera system OSIRIS. The OSIRIS instrument consists
of the wide-angle camera (WAC) with a field of view (FOV) of
11.9◦, and the narrow-angle camera (NAC) for high-resolution
images with a FOV of 2.18◦ (Keller et al. 2007). At a distance of
10 km to the nucleus, a NAC image has a resolution of ∼15 cm.
We used images taken between August 2014 and May 2015 on
northern latitudes of comet 67P with an image resolution of be-
tween 10 cm and 50 cm.
The OSIRIS NAC observed heavily fractured terrains
that are common in most areas on the surface of 67P
(El-Maarry et al. 2015a), especially on gravitationally inclined
slopes (Groussin et al. 2015), including cliffs (Pajola et al. 2016)
and the walls of pits (Vincent et al. 2016). These landscapes on
67P consist of consolidated terrain, in contrast to apparently
dusty areas (Thomas et al. 2015b). Characteristic morphologi-
cal features that were identified especially on these consolidated
terrains include fractures and partly furrows. Some areas are cov-
ered with blankets of mass-wasted material, apparently originat-
ing from low-velocity airfall (Thomas et al. 2015a), with frac-
tured escarpments and bare outcrops in between. Cuestas and
outcropping layered terrains, analysed in detail for the Philae
landing site called Agilkia (La Forgia et al. 2015), are strewn
with fractures.
Fractures come in a great topographic diversity; an overview
and classification of their predominating appearance is given in
El-Maarry et al. (2015b). The lengths of single resolved frac-
tures range from a few to several hundred meters, and they tend
to appear in groups. The distance between fractures on these ter-
rain types varies, as do their intersection angles and distances.
Some landscapes show nearly orthogonal fracture networks that
appear to be mesh-like, while in other areas, the fractures form
rather polygonal features. A mapping approach of various terrain
geomorphologies (Fig. 5 in La Forgia et al. 2015) outlined that
grouped fractures have a predominant stretching direction that
varies from one specific location to another. Fractures are also
observed on larger boulders (Pajola et al. 2015; El-Maarry et al.
2015a). The implied richness in fracture morphology is depicted
in Fig. 1.
As the smallest detectable fracture sizes are constrained by
OSIRIS image resolution, accurate estimates of the total area
of fractured terrains are difficult. Images taken by CIVA on the
lander Philae, however, revealed centimeter-sized fractures at the
Agilkia landing site (Bibring et al. 2015).
Figure 2 depicts a variety of illumination conditions for a
fractured outcrop in the Ma’at region (see description of regions
in El-Maarry et al. 2015a). The fact that we can see shadows for
various incident angles indicates an upper limit of the wall an-
gles of the fractures of ≤30 degrees (see description in the next
paragraph).
2.2. Parametric model of fracture geometries
We applied a parametric geometry approach to investigate the
influence of illumination and emission characteristics.
Fracture dimensions are defined for its bottom (wb) and top
(wt) width, h and l denote height and length of a fracture. The
wall angle α describes the angular deviation of the fracture side
walls to the bottom plane normal vector. The solar plane is de-
fined by the cometary orbit around the Sun; hence the solar vec-
tor always lies in this plane. The fracture plane is set up by length
and height of a model fracture. The plane angle η then expresses
the angle between the solar plane and the fracture plane. The
apex angle γ is defined to lie in the solar plane and describes
under which angle the central area of fracture floor is directly
illuminated by the passing solar vector. It is dependent on both
plane and fracture wall angle, hence reflecting the direct illu-
mination time of the fracture floor (see description in Fig. 3a).
The fracture floor direct irradiation time per diurnal period then
is tirr = Pdiuγ/2pi. The bottom width of the analysed geomet-
ric models varies between 0.1 and 0.4 m, the fracture length and
height are fixed to 5 and 1 m.
As these parameters already create several different cases
and parameters to be investigated, we limited our analysis to
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Fig. 1. Selected fractured areas on comet 67P/Churyumov-Gerasimenko, on Image NAC_2014-09-14T16.21.40.802Z_ID30_1397549001_F41.
Panel a: Overview of the Ma’at regional morphology, according to El-Maarry et al. (2015a). Panel b: Fractures at the tops and sides of escarpments
or cliffs. Panel c: Fracture networks. Panel d: Fractures on inclined terrain, grouped with similar-width orientation. See El-Maarry et al. (2015b)
for the abundance and classification of fracture morphologies.
Fig. 2. Three different illumination conditions of the same fractured outcrop, the dominating fracture in the centre shows characteristics of a
slingshot.
situations where the solar plane (the entirety of all diurnal solar
vectors) was perpendicular to the rotation axis of 67P (Fig. 3c).
Strictly speaking, this assumption is only correct for the equinox.
As our analysis focuses on the time of direct illlumination in
fractured terrains (which is shorter than a diurnal rotation), and
because of the irregular shape of comet 67P, this restriction is
not expected to have a decisive effect on the results.
Table 1 shows an overview of all calculated and analysed ge-
ometry model variations in this investigation. The variation in
plane angle η leads to a widespread range of apex angles γ for
a single fracture geometry. We decided to analyse three different
cases (detailed in Table 2). Fracture length and wall angle limit
the maximum apex angle: because we assume a fracture length
of 5 m in this analysis, the maximum apex angle is always lower
than pi. The minimum is defined by the bottom width wb and the
wall angle α of the fracture geometry. A plane angle of η = 30◦ is
considered a good compromise between the extreme values and
is taken as the baseline for the geometrical model; but variations
of the angle ranging from 0 to 60◦ are investigated and discussed
as well.
2.3. Nucleus properties of 67P
The rotation rate of 67P is subject to changes that are due to
non-gravitational forces (Keller et al. 2015a). A diurnal rota-
tion Pdiu of 12.4 h, with an obliquity of the rotational axis of
52 degrees was derived for the current perihelion approach of
67P (Mottola et al. 2014).
The estimated density of the nucleus of 67P was narrowed
down to 535± 35 kg m−3 (Preusker et al. 2015). No global abun-
dance of icy areas in at least the upper 50 µm of the surface could
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Fig. 3. Parametric model definition for a generic fracture: a) plane def-
initions, b) schematic nodal breakdown of a parametrised fracture with
radiative heat exchange (red arrows) and effective conductive thermal
fluxes (blue arrows), and c) solar plane with respect to the rotational
axis of 67P at equinox.
Table 1. Model fracture parameter variations.
Fracture wb [m] wt [m] α [deg] γ [deg]
geometry η = 30◦
A1 0.1 0.1 0.0 11.4
A2 0.1 0.2 2.9 22.6
A3 0.1 0.3 5.7 33.4
A4 0.1 0.4 8.5 43.6
A5 0.1 0.5 11.3 53.1
A6 0.1 0.6 14.0 61.9
A7 0.1 0.8 19.3 77.3
A8 0.1 1.0 24.3 90.0
B1 0.2 0.3 2.9 33.4
B2 0.2 0.4 5.7 43.6
B3 0.2 0.6 11.3 61.9
B4 0.2 0.8 16.7 77.3
C1 0.4 0.6 5.7 61.9
C2 0.4 0.8 11.3 77.3
C3 0.4 1.2 21.8 100.4
C4 0.4 1.6 31.0 116.0
Notes. Each fracture geometry is defined by the bottom width wb and
the top width wt. Angles are described in Fig. 3. The apex angle γ is
given for a plane angle of 30 degrees.
be detected (Gulkis et al. 2015). However, water ice is strewn
in small localised patches mostly in shadowed areas below cliff
structures (Filacchione et al. 2016; Pommerol et al. 2015), and
water vapour forms the main constituent of the gas surrounding
the cometary nucleus (Hässig et al. 2015).
Thermophysical properties can be derived from submil-
limeter and infrared emissions of the nucleus. MIRO mea-
surements revealed a thermal inertia I of 15–30 J m−2 K−1 s−1/2
(Schloerb et al. 2015) for 67P. VIRTIS spectrometer data
distinguished between the thermal inertia of local terrain
morphologies, as dust-layered areas exhibit values of 10–
25 J m−2 K−1 s−1/2, while the rougher consolidated terrain re-
vealed I ≥ 50 J m−2 K−1 s−1/2 (Leyrat et al. 2015). The thermal
skin depth L =
√
λ/ρ cω with ω = 2pi/Pdiu as a measure of the
Table 2. Model fracture parameters: apex angles γ for variations of the
plane angle η.
Fracture γ [deg] γ [deg] γ [deg]
geometry η = 0◦ η = 30◦ η = 60◦
A1 157.4 11.4 6.6
A2 157.4 22.6 13.2
A3 157.4 33.4 19.7
A4 157.4 43.6 26.0
A5 157.4 53.1 32.2
A6 157.4 61.9 38.2
A7 157.4 77.3 49.6
A8 157.4 90.0 60.0
penetration depth of the thermal wave is then of the order of one
centimeter.
Dust sample measurements by COSIMA (Schulz et al. 2015)
and GIADA (Fulle et al. 2015) detected highly porous parti-
cles of sizes up to millimeter scales. Large grains observed by
VIRTIS (Filacchione et al. 2016) have sizes of about 2 mm.
The average geometric albedo of the nucleus surface is 5.9±
0.2% (Sierks et al. 2015), and the emissivity is 0.97 (Spohn et al.
2015).
2.4. Thermophysical model of fractures on 67P
We developed and applied a thermophysical model based on a
finite-difference computation scheme with volume elements that
we refer to as nodes or cells. We used a transient model approach
that enabled us to determine diurnal heat transport and temper-
ature patterns, but neglects surface changes. The geometrical
model fracture consists of flat quadrilateral elements, which are
broken down into a finite number of rectangular cells. A high-
resolution geometrical model is required to account for local il-
lumination conditions and the complex shadowing patterns.
The geometrical mathematical model of a fracture is bro-
ken down to a mesh containing 24 000 volume elements and
extends to a depth of 50 mm (see schematic nodal breakdown
in Fig. 3b). The nodal dimension perpendicular to the surface
(∆zi = 1 mm) is smaller than the side lengths of the volume ele-
ment (∼10–25 cm), which exceeds the diurnal skin depth length
scale. Hence, we modelled heat transfer through the porous
cometary layers with a simple 1D mesh, perpendicular to the
considered fracture surface. A detailed discussion of whether
this is a reasonable approach of sufficient accuracy is given in
Davidsson & Rickman (2014).
Internal heat transport included radiative and conductive
contributions, while gas diffusion and gas-solid interactions were
neglected. Sublimation of volatiles was reduced to H2O only and
treated through a heat sink term. Furthermore, we assumed that
the radiative interaction of gases and particles in the coma sur-
rounding the cometary nucleus are negligible for the thermody-
namics of the surface layers.
The general thermal balance equation of a single node i
then is
Qabs,i +
∑
j
Qrad,i j + Qcon,im + Qcon,in + Qsub,i = Qcap,i. (1)
Heat fluxes towards the considered node i are positive, and heat
losses are negative. Qabs,i characterises the heat source term of
absorbed solar irradiation at a node i, and Qrad,i j is the radiative
heat flux between nodes i and j. Subscript j embraces all nodes
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in radiative contact with node i, including the deep-space bound-
ary. Conductive heat fluxes Qcon,im and Qcon,in exist between the
two neighbour nodes m (upper) and n (lower) perpendicular to
the orientation of the respective fracture surface. Qsub,i denotes
its heat sink that is due to sublimation processes, and Qcap,i is the
capacitive heat storage.
The subsequent sections describe the particular contributions
for Eq. (1).
2.4.1. Solar irradiation
Solar irradiation constitutes the single main source term of the
heat balance of a cometary nucleus:
Qabs,i = (1 − α) SR2 Ai cos θi(t). (2)
Qabs,i denotes the absorbed solar heat flux of each considered
surface element Ai, α the albedo, R the heliocentric distance of
67P in AU, and S the solar constant at 1 AU. The parameter θi
describes the incidence angle between the surface normal and the
solar vector and is time-dependent within a diurnal period Pdiu.
Concave terrain morphologies face a major restriction compared
to flat terrains: the exposure times at a certain surface element i
are limited through shadowing of the fracture rims. Solar heat
fluxes are therefore dependent on the exposure angle γexp of the
surface element to the solar plane. The irradiation over a diurnal
period Pdiu is determined by the fraction of the exposure time to
a whole diurnal period γexp/2pi = (t2− t1)/Pdiu. The total amount
of absorbed impinging solar energy Eabs,i for surface element i
then is
Eabs,i =
∫ t2
t1
Qabs,idt =
∫ t2
t1
(1 − α) S
R2
Ai cos θ(t). (3)
The integration limits are set by the times t1 and t2 when the
Sun passes both rims of the concavity, which differ for selected
surface elements.
2.4.2. Radiative heat exchange
We assumed aggregate sizes that are larger than the visible and
IR wavelengths, hence the Stefan-Boltzmann law is applicable
to account for radiative heat transfer between fracture areas and
towards space. The radiative heat flux, often referred to as self-
heating, between two surface elements i and j is given by
Qrad,i j = εi ε j σ Fi j Ai
(
T 4i − T 4j
)
, (4)
where εi and ε j denote the IR emissivity of facets i and j, σ is the
Stefan-Boltzmann constant, and T is the absolute temperature.
Fi j describes the view factor between surfaces i and j that are in
radiative contact (Davidsson & Rickman 2014):
Fi j =
A j cos θi cos θ j
pid2i j
, (5)
which is valid in case of high emissivities (ε ≈ 1) and d2i j 
Ai + A j, with A j being the area of facet j, θi and θ j are the angles
between the surface element normal and the connecting vector
between both surfaces, and di j denotes the distance between the
centres of facets i and j.
2.4.3. Sublimation
The predominant volatile species in 67P is H2O (Gulkis et al.
2015), consequently, we focused on the sublimation of water
ice as governing heat sink. The temperature-dependent sublima-
tion rate Z(T ) was modelled using the classical Hertz-Knudsen
approach and a sublimation coefficient αsub as described in
Gundlach et al. (2011) and references therein:
Z(T ) = αsubpsub(T )
√
mH2O
2pikT
, (6)
with psub being the sublimation pressure according to Clausius-
Clapeyron, mH2O the mass of the sublimating water molecule,
and k the Boltzmann constant. psub was approximated by
psub = a1 exp
(−a2
T
)
· (7)
We used the coefficients a1 = 3.23 × 1012 Pa and a2 = 6134.6 K
as proposed by Gundlach et al. (2011). The sublimation enthalpy
Hsub then defines the heat sink Qsub,i induced by the sublimation
rate Z(T ) of an area element Ai. As we only considered heat
losses, this term is negative:
Qsub,i = −Z(T )HsubAi. (8)
We restricted sublimation processes to take place in a small zone
of <1.0 mm thickness, either close to the nucleus surface, or in a
depth of some millimeters.
2.4.4. Heat transport mechanisms in the porous dust mantle
This study assumes that the surface layers of the cometary nu-
cleus consist of a hierarchical structure of porous media, as indi-
cated by findings of the COSIMA instrument on board Rosetta
(Schulz et al. 2015). The transport of energy through these lay-
ers combines radiative and conductive heat fluxes; in case of
volatiles, also the effects of gas diffusion and the transport of
latent heat by phase changes, such as sublimation and depo-
sition processes. Thus, all thermal processes within the porous
cometary surface layers are merged to an effective heat conduc-
tivity λS,eff,
λS,eff = λCon + λRad + λDif + λPhC, (9)
with λCon being the purely conductive contribution, and λRad the
radiative transfer between the particles. We neglected the con-
tribution of diffusive gas processes λDif and the effect of phase
changes λPhC in our model. This effective conductivity is con-
trolled by a wide field of parameters, including the structural
and geometrical composition of both the monomers and their ag-
gregates, as well as material properties. The justification of this
simplification is analysed in the discussion section.
The heat transport Qcon perpendicular to the surface AS of a
structural layer in a comet is described by the Fourier law:
Qcon = λS,eff(T )AS
dT
dx
· (10)
Particular spherical grains, so-called monomers, coagulate to
form an aggregate, and the aggregates then compound to the
structure of the surface layers of the model cometary nucleus
(Blum et al. 2014). Any modelling attempt therefore has to ex-
plicitly address the physical compositions that prevail in this
compound. The approach to model the thermophysical be-
haviour of the upper layers of the comet nucleus is based on
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Table 3. Model parameters of monomers, aggregates, and the nucleus
surface layer structure for application in the effective thermal conduc-
tivity for porous dust layers composed of aggregates.
Property Monomer Aggregate Structure
Particle radius rM rA
Filling factor φA φS
Poisson ratio µM µA
Specific surface energy γM γA
Youngs modulus EM EA
Packing coefficient ξA ξS
Radiative coefficient κ
the idea of cohesive forces between particles. The Hertzian pres-
sure then defines the contact and the subsequent conductivity, as
detailed in Gundlach & Blum (2012) and references therein. Pa-
rameters that determine the effective layer conductivity are de-
tailed in Table 3; the subscripts distinguish in ascending com-
plexity between monomer (M), aggregate (A), and structural
(S) level. The effective thermal conductivity λS,eff(T ) then is
(Eq. (14), Gundlach & Blum 2012, variables in Table 3)
λS,eff(T ) = λA(T )
9(1 − µ2A)4EA piγA(T )r2A
 13 ξS + λRad(T ), (11)
with γA defined as (Eq. (15), Gundlach & Blum 2012, variables
in Table 3)
γA(T ) = φAγ
5
3
M(T )
9(1 − µ2A)rMEM
 , (12)
and ξS a packing coefficient for the structural layer, approxi-
mated by ξS = 5.18 × 10−2 exp(5.26 φS), with φS being the fill
factor that describes the macro-porosity.
The effective thermal conductivity of a single agglom-
erate λA depends on the monomer properties (Eq. (16),
Gundlach & Blum 2012, variables in Table 3):
λA(T ) = λM(T )
(9(1 − µ2M)
4EM
piγM(T )r2M
) 1
3
ξA, (13)
with the monomer surface energy γM = 6.67×10−5 J m−2 K−1 · T
and ξA the aggregate packing coefficient for aggregates. The ap-
proximation ξA = 5.18 × 10−2 exp(5.26 φA) differs from packing
coefficient ξS in fill factor only.
The bulk conductivity is (Eq. (3), Gundlach & Blum 2012)
that of vitreous SiO2:
λM(T ) = b1T + b2, (14)
with b1 = (1.26 ± 0.05) × 10−3 W K−2 m−1 and b2 = (9.94 ±
0.20) × 10−1 W K−1 m−1 being fitted coefficients.
The radiative contribution λRad (Eq. (5), Gundlach & Blum
2012) is negligible on the monomer level, as the geometric di-
mensions imply λRad  λCon. The radiative heat exchange be-
tween two separated aggregates assumes isothermal behaviour
of the individual aggregate:
λRad(T,Λ(rA, φS)) = κT 3Λ(rA, φS), (15)
with Λ(rA, φS) being the mean free path length for the averaged
radiative heat transfer (Eq. (13), Gundlach & Blum 2012):
Λ(rA, φS) = 1.34
1 − φS
φS
rA. (16)
Comparisons between conductivity measurements of porous ag-
gregates and the described theoretical approach (Gundlach &
Blum 2012) resulted in a good matching.
2.4.5. Heat capacity of fractured terrain
The total surface area of the considered fracture geometries is up
to 20 times higher than equivalent flat terrain. Thus, capacitive
heat storage in the surface layers cannot be ignored. The heat
storage of each node i is denoted as flux Qcap,i and dependent on
its temperature Ti, heat capacity cS , and mass mS,i , which itself
consists of monomer bulk density ρM and the two filling factors
φC and φA of a single-volume element VS,i of the layer,
Qcap,i = mS,i cS
dTi
dt
= ρM φS φA cS VS,i
dTi
dt
· (17)
The thermal inertia I =
√
ρS cS λS,eff then is a temperature-
dependent variable that relies on the cometary layer density ρS,
the heat capacity cS , and the thermal conductivity λS,eff. The di-
urnal thermal skin depth (e.g. see the derivation by Kieffer et al.
1977) Ldiu =
√
Pdiu λS,eff (ρS cS pi) of a rotating surface element
with diurnal period Pdiu = 12.4 h (Mottola et al. 2014) reveals
the penetration depth of the thermal wave. The low thermal iner-
tia of 67P results in a diurnal skin depth Ldiu< 0.05 m in all cases,
which is smaller than any observed fracture size.
2.4.6. Energy balance in nucleus surface layers
When we apply Eq. (1), the thermal balance equation for each
node is
irad(1 − α) SR2 Ai cos θi − irad
∑
j
εiε j σAiFi j(T 4i − T 4j )
− (1 − irad)λS, eff(Ti,m)Ai Ti − Tm
∆zi,m
− (1 − icon)λS, eff(Ti,n)Ai Ti − Tn
∆zi,n
− isubZ(Ti)HsubAi = mici dTidt · (18)
The factor irad was set to 1 for all 480 surface nodes, and to 0 for
interior nodes to account for the fact that only surface nodes ex-
change radiative fluxes with space and distant facets. The factor
icon was set to 1 for all 480 boundary nodes at the interior end of
the calculation space, otherwise it was defined to be 0. Factor isub
was set to 1 at the sublimation front location, and to 0 for all non-
subliming nodal positions. The subsurface layers are framed by
23 520 nodes, so every surface node relates to 49 interior nodes.
The bottom boundary condition is adiabatic, that is, no heat flux
is assumed to emerge or diffuse to deeper zones of the nucleus.
The heat transfer in the dust mantle was modelled with
the described effective conductivity approach and applies to the
two direct neighbouring nodes m and n only. The temperature-
dependent effective heat conductivity λS,eff(Ti,(m;n)) was linearly
interpolated for every node pair. ∆zi,m and ∆zi,n describe the spa-
tial resolution between surface and interior node.
As the prerequisite for the aformentioned view factor
(Eq. (5), d2i j  Ai + A j) is violated, the radiative exchange
was calculated numerically with a Monte Carlo ray-tracing al-
gorithm. The view factor Fi j was generated by detecting the
amount of impinging rays on a facet j coming from facet i, and
it includes multiple reflections. We assumed a Lambertian emis-
sive behaviour of the surfaces. This ray-tracing method includes
multiple reflections and scattering to third-party nodes. The so-
lar irradiance term was calculated similarly through Monte Carlo
ray-tracing.
The sublimation front was restricted to one node per 1D col-
umn. The outgassing mass-loss of an element of the sublima-
tion front dmi/dt, and the element mass mi were decoupled and
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Fig. 4. Temperature-dependent effective thermal conductivities for ther-
mophysical parameter cases 1–4: R denotes the radius of the agglomer-
ates according to rA in Table 4, case 4 assumes a high porosity of 85%
by lowering the fill factor of the agglomerate structure to 0.3. For com-
parison: lunar regolith is of the order of 0.001 W/mK.
treated individually: dmi/dt has no effect on the nodal heat ca-
pacity Qcap,i. Our analysis varied the position of the sublima-
tion front; standard cases restrict the sublimation front to fracture
floor nodes and leave wall nodes to be inert.
We solved the non-stationary energy balance equations with
a Crank-Nicholson solver and iteration method. We applied a
commercial solver, ESATAN TMS1, which is a commonly used
thermal analysis tool in space industry. The time step chosen for
the analysis varied from 30 s for large solar distances to 1 s for
1.5 AU. Solar irradiation values were calculated for 90 positions
of the Sun during day; this refers to a position every 2 degrees
or every 4 min, respectively. Between these points, the illumina-
tion conditions were linearly interpolated. Diurnal cycles were
repeated until the temperature difference between each revolu-
tion amounted to less than 0.01 K. The heat fluxes and temper-
atures were plotted in 60 s intervals; thus we obtained around
750 data points for every calculated property.
2.4.7. Variation of thermophysical parameters
In addition to the differences in fracture dimensions (Table 1)
and illumination geometry (Table 2), the model variations com-
prise the following.
1. Fracture geometry models A1–A8 were analysed for five he-
liocentric distances ranging between 1.25 and 5.0 AU for a
solar plane angle of 30◦.
2. Geometries A2 and A6, representative of a narrow and a
wide fracture, were investigated for the impact of the effec-
tive thermal conductivity (Fig. 4). We varied the aggregate
sizes and the aggregate fill factor (Table 4) for four cases.
1 www.esatan-tms.com
Table 4. Thermophysical fracture model parameters for cases 1–4.
Property Unit Case 1 Case 2 Case 3 Case 4
α [–] 0.06
ε [–] 0.97
ρS [
kg
m3 ] 500.0
cS [ JkgK ] 800.0
Hsub [ kJkg ] 2830
Pdiu [h] 12.4
rM [µm] 0.75
rA [mm] 1.0 5.0 0.1 1.0
φS [–] 0.5 0.5 0.5 0.3
φA [–] 0.5
µM, µA [–] 0.17
EM [
kg
ms2 ] 5.5 × 1010
EA [
kg
ms2 ] 8.1 × 103
κ [ Wm2K4 ] 16σ/3
3. The influence of the volatile distribution in fractured terrain
was studied by varying the sublimation front depth (0–5 mm)
and its location: we analysed the effect of completely ice-free
fractures on the one hand and fully icy fractures with subli-
mation from the fracture side walls and floor on the other
hand. These investigations were restricted to geometries A2
and A6.
The temperature-dependent effective conductivity significantly
alters thermal inertia and affects the diurnal skin depth. We as-
sumed average values based on temperatures of around 180 K,
which is considered to be reasonable at cometary distances to
the Sun of about 2.0 AU. This leads to an average thermal skin
depth of about 0.01 m for our standard aggregate radius RA of
1 mm and a total porosity 1 − φSφA of 0.75 (also denoted case
1). The respective thermal inertia is 31 J m−2 K−1 s−1/2. However,
the great effect of the temperature-dependent effective conduc-
tivity in the range of 120 to 300 K leads to thermal inertia values
between 10 and 20 J m−2 K−1 s−1/2 for RA = 0.1 mm, and 40 to
150 J m−2 K−1 s−1/2 for RA = 5.0 mm. The corresponding ther-
mal skin depth is 0.4 mm and 2.0 mm, respectively.
This purely theoretical approach to determining the con-
ductivity fits the inferred thermal inertia measurements of 67P,
which range between 15 and 120 J m−2 K−1 s−1/2 (Schloerb et al.
2015; Spohn et al. 2015). The wide range, as depicted in Fig. 4,
details that the effective thermal conductivity in all cases is dom-
inated by the radiative contribution. We therefore assume that
further variations of parameters that alter the conductivity pro-
duce similar results.
3. Results
We describe the computational results by analyzing the govern-
ing heat fluxes and temperatures of particular fracture geome-
tries. Our aim is to derive the effect of the individual variables.
We consider fracture geometry A4 at a heliocentric distance of
2 AU, a plane angle η of 30◦, and a latitude of 0◦, and thermo-
physical parameters according to case 1 as a baseline and refer-
ence for our analysis.
3.1. Differences between fractured and flat terrains
Governing heat fluxes and temperatures obtained for cometary
fractures widely differ from those of flat terrains. We compared
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Fig. 5. Heat flux patterns for fracture A4 at a heliocentric distance of
2.0 AU and a plane angle η = 30◦ for one diurnal period of 12.4 h. The
vertical lines at 0 h and 6.2 h indicate local morning and evening termi-
nator. The coarse dotted grey line denotes the incident total solar irradi-
ation, while the smaller black dotted line outlines the absorbed heat flux
by the fracture floor. The grey continuous line shows the self-heating
by infrared radiation, emitted from the fracture side walls, which im-
pinges on the fracture floor: a positive value indicates a net heat flux
direction towards the fracture floor. The grey dashed line illustrates the
heat exchange with underlying nucleus layers through conductive and
radiative transport. The black dashed line marks the local heat sink by
sublimation phase change processes. For comparison, the dash-dotted
line marks the sublimation pattern of a flat surface with identical ther-
mophysical properties. The sublimation front is located directly at the
surface of the fracture floor. Remarks: (1) the heat fluxes are related to
1 m2 sublimating fracture floor. Owing to the concave structure of ge-
ometry A4 and the decreasing width with depth, the fracture top sums
up to 4 m2; (2) the fractured terrain absorbs about 4% more thermal
energy than a flat surface because scattered irradiation is absorbed.
the fracture bottom area Ab = wb l (see Fig. 3) to flat areas with
identical dimensions. Idealised flat terrains, neither shadowed
nor characterised by surface roughness, show a sinusoidal inso-
lation pattern during a diurnal period. Owing to the low ther-
mal inertia, surface temperatures rise by about 2–3 K/min in
the morning. This instantaneously induces IR surface emission,
hence radiative and conductive fluxes to the interior. Assuming
the sublimating ice front to lie within the first millimeter below
the cometary surface, considerable sublimation rate values (more
than 1 W/m2) are expected 30 min after sunrise. Sixty minutes
later, they dominate emission and conductive fluxes. The peak
sublimation rate accounts for 72% of the peak solar insolation;
this value is attained three minutes after the subsolar point. The
total sublimation enthalpy makes up 62% of the insolation for an
entire diurnal period; the remainder is reemitted through thermal
infrared radiation.
Figure 5 outlines that while the solar irradiation is equiva-
lent for both flat terrains and all fracture geometries (includ-
ing fracture geometry A4, which was chosen as example here),
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Fig. 6. Calculated diurnal temperatures for flat terrain and for the bot-
tom of fracture geometry A4. The heliocentric distance is 2.0 AU, the
plane angle is η = 30◦, and the sublimation front is identical with the
surface. The displayed fracture temperatures are averaged values over
the four most central node positions at the fracture bottom, and 10 mm
below it.
especially the sublimation heat flux varies in temporal and abso-
lute values. The solar plane angle of 30◦ results in a modest apex
angle of 43.6◦ and hence a direct fracture floor illumination time
of 90 min. Fracture A4 encompasses a surface of 22.3 times of
that of a flat area, 95% of it are inert (non-subliming) fracture
walls. These walls absorb incident solar irradiation and reemit
infrared radiation, which is again partly absorbed by the fracture
floor.
The sublimation pattern is almost exclusively created by di-
rect solar illumination (which peaks at the subsolar point at 3.1 h)
and self-heating (which shows an irregular pattern with its max-
imum when the floor passes into shadows). For fractures whose
sublimation front is identical with the floor surface, conductive
heat transfer is negligible. We note that while the heat capac-
ity of the fracture floor is hardly perceptible in Fig. 5, the inert
side walls store a considerable amount of energy: fracture walls
have (1) no heat sink mechanism, but (2) cover 95% of the entire
fracture surface.
The fracture side wall self-heating contribution peaks in 30%
of the absorbed direct solar insolation in the local afternoon, and
it adds a nighttime tail to the sublimation rate pattern. At the
evening terminator, roughly 2 h after the end of direct insola-
tion on the fracture floor, the sublimation heat sink adds up to
6.5% of its maximum reached 3 h before. Compared with flat
terrains, sublimation becomes negligible (<1.0 W/m2) minutes
before sunset. The time shift between the subsolar point and the
peak irradiation accounts for 10 min, roughly three times longer
than for flat terrain.
The flat terrain temperatures vary between 100 K shortly be-
fore sunrise and 195 K at the subsolar point, with a surfacial
thermal lag of 3 min (Fig. 6). While sublimation dominates the
A121, page 8 of 18
S. Höfner et al.: Thermophysics of fractures on comet 67P/Churyumov-Gerasimenko
-400
-300
-200
-100
0
100
200
300
400
0 1 2 3 4 5 6 7 8 9 10 11 12
Fracture A1: Absorbed Irradiation
Fracture A1: Sublimation
Fracture A4: Absorbed Irradiation
Fracture A4: Sublimation
Fracture A8: Absorbed Irradiation
Fracture A8: Sublimation
He
at
flu
x
[W
/m
²]
Time [h]
Fig. 7. Diurnal absorbed solar irradiation and sublimation fluxes for
fractures A1, A4, and A8. The fracture floor sublimation front is lo-
cated directly at the surface node. The vertical line at 6.2 h denotes the
evening terminator.
thermophysical processes, obtained surface temperatures remain
on a quasi-flat plateau: around 190 K for more than 3.5 h. Tem-
peratures at a depth of 10 mm (diurnal thermal skin depth) vary
between 148 K and 175 K. If the flat terrain is completely inert,
the absence of heat sink mechanisms results in higher floor tem-
peratures between 120 and 270 K. Fracture geometry A4 shows
a bandwidth of between 185 and 313 K when completely inert;
the identical fracture geometry just with a sublimation front at
the floor undergoes smaller diurnal temperature variations and
ranks between 168 and 203 K at the fracture bottom, and 175–
185 K at a depth of 10 mm below the sublimation front.
The pure ice-outgassing of a flat surface for a single diurnal
period adds up to 1.0 kg m−2 erosion, which is in good agreement
with findings of Colwell et al. (1990), who assumed slightly dif-
ferent parameters for albedo and diurnal period. The calculated
fracture geometry A4 shows a similar amount of 0.94 kg m−2 of
diurnal fracture floor erosion; maximum sublimation rates are
61% higher. However, one should take into account that frac-
ture A4 takes up to four times more space than the considered
flat facet because of the inclined walls.
3.2. Fracture geometry and illumination conditions
Depending on the fracture top width (wt, see Table 1), time-
restricted direct illumination on the fracture floor drives the
pattern of sublimation. The smallest fracture geometries lose
volatiles even during the entire shadowed period; their sublima-
tion enthalpy flux never drops below 9.0 W/m2.
The integrated sublimation heat flux over one diurnal pe-
riod monotonically increases with wt (Fig. 7). We note a simi-
lar trend of stronger diurnal temperature fluctuations for broader
fractures. The peak sublimation rate is the global extremum of
Fig. 8. Normalised peak sublimation rate as a function of fracture wall
angle, analysed for 16 fracture geometries. The diurnal peak sublima-
tion rate is normalised to that of a flat surface with identical illumina-
tion and thermo-physical properties, and the same area as the fracture
bottom. The circles denote calculated values, the lines show interpolat-
ing cubic functions. The dashed line depicts fracture geometries A1–A8
with a bottom width-to-height ratio of 0.1, the dash-dotted line B1–B4
and the dotted line C1–C4. All calculations were performed for 2.0 AU
heliocentric distance, a plane angle of 30◦, and a surfacial sublimation
front.
the sublimation heat sink curve, and all analysed fracture ge-
ometries show an increase of this property when compared to
flat terrain, with factors between 1.28 and 1.68 (Fig. 8). Fracture
geometries A1–A8 reveal their highest peak sublimation rates
at wall angles between 15 and 20◦. Wider fracture geometry se-
tups (e.g. geometries with a higher wb/h ratio, such as B or C in
Table 1) outline a less strongly pronounced peak.
Assuming a dust-to-ice ratio of 4 as measured for 67P by
Rotundi et al. (2015), the obtained sublimated mass loss and the
resulting retreat of the dust-ice mixture that forms the fracture
bottom grows concurrently to apex angle and insolation time
(Fig. 7). At a heliocentric distance of 2.0 AU, the total diurnal
erosive mass loss accumulates to 3−13 mm.
Our analysis makes use of a solar plane angle of 30◦ and re-
sults in apex angles of between 11 and 90◦ (see Table 1). To ac-
count for the fact that the fractures on 67P do not have a certain
preferred global direction, we calculated fracture illumination
patterns with solar plane angle variations of 0 and 60◦ (Table 2)
to cover a wide range of insolation conditions. One of the main
results is that peak sublimation rates, significantly dependent on
the fracture geometry, are less strongly affected from the solar
plane angle.
Figure 9 analyses the total energy that is consumed for sub-
limation diurnally, normalised on the fracture top width wt. In-
creasing wall angles lead to a decline of the normalised total sub-
limation enthalpy; this effect is most pronounced for low plane
angles. When we compare these results to a partly sublimat-
ing flat surface with ratio wb/wt as depicted in Table 1, fractures
with less steep walls result in higher relative diurnal sublimation
values.
Generally, our analysis shows that the diurnal sublimated en-
thalpy of fractures with a large top width wt that result in large
apex angles and therefore long illumination times do not signif-
icantly rely on the illumination geometry; for wall angles of 15◦
and larger, the factor is two or smaller. Fractures at higher lat-
itudes (the model calculation took one case with a latitude of
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Fig. 9. Normalised total diurnal sublimation energy, integrated over one
diurnal period, displayed as a function of the fracture wall angle and
analysed for four illumination scenarios. The sublimation energy is nor-
malised to the total irradiated energy in all areas of the fracture. The
circles denote calculated values, the lines show the trend employing cu-
bic interpolation functions. All calculations were performed for 2.0 AU
heliocentric distance and surface ice at the fracture floor only. The grey
line indicates the total sublimation energy for a flat surface, if we as-
sume that parts of the surface are inert: the sublimating area of the flat
terrain equals the ratio between bottom and top width wb/wt.
30◦) show lower relative sublimation rates. The reduction factor
of roughly 0.8 is smaller than the cosine law predicts, therefore
the dependency on the latitude is stronger than expected.
3.3. Location of ice
The distribution of ices in the model fractures influences the sub-
limation rate and its diurnal partition. We varied the position of
the water-ice sublimation front between 1 and 5 mm depth from
the surface, and considered inert (i.e. no sublimation term) and
icy (sublimating) fracture walls; the latter being named “fully
icy”.
The diurnal sublimation pattern of a fully icy fracture is
stretched and appears more bulgy during daylight than a frac-
ture with an active floor alone (Fig. 10). This is no surprise, as
the time spans for which side walls receive direct insolation are
also extended. The diurnal sublimation rate of flat terrain con-
stantly lies below the fully icy fracture, and the difference tends
to increase with the retreat of the sublimation front. Peak subli-
mation rates of fully icy fracture with a 5 mm deep sublimation
front show a time shift of 35 min for the narrow fracture geome-
try A2; the wider geometry A6 reaches its maximum 40–70 min
later. This peak sublimation rate differs by less than 10% when
we compare fully icy and partly inert fractures.
The total sublimating flux obtained from a fully icy fracture
accounts for 144% of its respective flat area in case of a subli-
mation front at a depth of 1 mm. When we consider a depth of
5 mm, an individual fully icy fracture releases up to 230% more
volatiles than flat terrain with equivalent sublimation front depth.
The highest peak sublimation rates in the fully icy cases were
detected at the fracture bottom during direct perpendicular illu-
mination conditions. When we consider total diurnal properties,
fracture wall sublimation dominates, simply because the fracture
walls outnumber bottom areas by a factor of more than 20. We
note that owing to shadowing and obscuration, certain areas of
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Fig. 10. Diurnal irradiation and sublimation fluxes for fully subliming
fractures A2 and A6. The grey dotted line shows the solar irradiation for
one diurnal revolution at 2 AU as a positive heat source, the sublimation
heat sinks are depicted for two sublimation fronts of 1 mm and 5 mm
depth. The vertical line at 6.2 h denotes the terminator.
the fracture walls achieve significantly higher sublimation rates
than others, however.
We confirm that the sublimation front retreats to deeper
nucleus layers and results in higher surface temperatures
(Kührt & Keller 1994; Fig. 11). Fracture floors with steep (ge-
ometry A2) or more gently inclined (A6) fracture walls both re-
sult in higher temperatures than their flat equivalents. We note
that the general temperature level for fully icy fractures con-
stantly results in 10–40 K lower temperatures than their counter-
parts with inert walls. Icy walls, in contrast to inert non-icy walls,
do not store thermal energy, and instead tend to release their
volatiles. This results in generally stronger sublimation rates but
also lower self-heating fluxes towards the fracture floor, and it
further explains the lower sublimation rates during night times.
3.4. Influence of thermal conductivity
We investigated four different effective thermal conductivities
λS,eff created by variations in macro-porosity φS and aggregate
radius rA (Table 4). The total sublimation energy, accumulated
over one diurnal cycle (see Fig. 12) and normalised to flat terrain,
shows a clear trend for geometries A2 and A6: the deeper the
sublimation front is located within the layers of aggregates, the
stronger the relative sublimation rate. This relationship is more
pronounced for cases with low conductivity in combination with
steep fracture side walls.
The lower conductivity of the porous dust mantle increases
the maximum temperatures of the fracture wall, hence the ther-
mal infrared flux to the fracture bottom is increased with a
shorter thermal lag than in higher conductivity cases. A lower
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Fig. 11. Calculated diurnal surface temperatures for flat terrain terrain
(dashed) and for fracture floor geometry A4 (inert: continuous; icy floor:
dotted). The sublimation front is located at a depth of 1 mm (grey) and
5 mm (black). The heliocentric distance is 2.0 AU, the plane angle is η =
30◦, and the sublimation front is identical to the surfacial node. Fracture
temperatures are averaged over the four most central node positions at
the fracture bottom.
thermal inertia of the walls can therefore enhance the peak sub-
limation rate, as the self-heating flux is consumed almost entirely
in sublimation.
The high-conductivity model results in a relatively fast trans-
port of energy to deeper layers. The porous media heat transport
dominates the sublimation heat sink as long as the temperature
gradient in the fracture bottom is large. After the bottom of the
ice layer is reached by the thermal wave, more and more energy
is consumed for sublimation. The thermal lag between illumi-
nation and the onset of considerable sublimation is higher than
in standard conductivity cases. Sublimation is considerably sup-
ported by the heat capacity of the ice layer, hence it decreases
slower after sunset. We also note an increase in average tem-
peratures in the fracture bottom. An ice layer with high thermal
inertia lowers the differences that are due to fracture geometry.
3.5. Diurnal patterns for heliocentric distance variations
The diurnal temperatures calculated for heliocentric distances
between 1.25 and 5.0 AU have similar patterns: the bandwidth
accounts for values between 30−50 K, fracture floor tempera-
tures rise steeply during direct illumination, and eventually reach
a quasi-flat plateau (Fig. 13). This plateau is additionally shaped
by the sublimation heat sink and the self-heating contribution
of the fracture wall: considerable sublimation rates are triggered
at 180 K. The amount of solar energy used for sublimation pro-
cesses rises when approaching the Sun. Self-heating from the
surrounding fracture walls does not significantly (by less than
10%) add up to the energy budget of the fracture floor be-
yond 2 AU. At 5 AU heliocentric distance, diurnal net infrared
Fig. 12. Normalised total diurnal sublimation energy as a function of
the sublimation front depth. The sublimation front in the fracture floor
is analysed for four different surface layer material properties (aggre-
gate radius rA and porosity Φ) and hence effective thermal conductivi-
ties (see Fig. 4). The sublimation energy is normalised to that of a flat
surface with identical properties and the same area as the fracture bot-
tom floor. The circles and rectangles denote calculated values, with the
lines being cubic interpolated data. All calculations were performed for
2.0 AU heliocentric distance, a solar plane angle of 30◦, and two frac-
ture geometries: A2 and A6.
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Fig. 13. Fracture A4 floor temperatures for five heliocentric distance
settings with surfacial sublimation. The vertical line at 6.2 h denotes the
terminator.
emission emanating from the fracture bottom is stronger than the
sublimation enthalpy by a factor of 4.8.
This difference in the composition of thermal fluxes con-
tributes to steeper plateaus in the temperature diagrams for 5.0
and 2.0 AU. The influence of self-heating increases to 45% of
the solar irradiation for fracture geometry A6 at 1.25 AU. The
effective conduction to lower layers has a negligible contribu-
tion (<3%) to the overall heat balance. Conversely, at higher
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Fig. 14. Peak sublimation rate as a function of fracture wall angle for
five heliocentric distance settings, normalised to an identical flat sur-
face. The circles and rectangles denote calculated values, and the lines
show cubic interpolation functions. All calculations were performed for
a solar plane angle of 30◦ and surface sublimation at the fracture bottom.
heliocentric distances, the fluxes through porous media make up
one-third of the thermal balance.
Our analysis extends the results of similar heat trap geome-
tries (craters of different geometries and heliocentric distances
in Colwell et al. 1990, their Fig. 5) from steady-state to tran-
sient calculations. The cumulative effect of concave, fractured
terrain features on normalised sublimation rates gains strength
at larger heliocentric distances (Fig. 14) with factors of between
1.6 for 1.25 AU and 14 at 5.0 AU. For 5.0 AU (typical aphelion
distances of Jupiter-family comets; 67P spends 2.5 yr per or-
bital revolution at distances >5.0 AU), the peak sublimation rate
maximum is 4.7 × 10−6 kg m−2 s−1. For a distance of 1.25 AU
(close to perihelion at 1.243 AU), we obtained a maximum of
4.1 × 10−2 kg m−2 s−1, equivalent to an erosion of 4 mm pure
compact ice per diurnal period. Assuming a dust-to-ice ratio of
4 as measured by Rotundi et al. (2015) and a thermophysical
model porosity of 0.75, the diurnal erosion adds up to 6.4 mm.
An interpolation of the peak sublimation rates yields that the
fracture wall angle favouring the strongest sublimation rates
shifts from 10◦ at 5.0 AU to 18◦ near perihelion of 67P.
The energy balance for a heliocentric distance of 3.5 AU
indicates that flat terrains with surface ice achieves peak sub-
limation rates of 34 Wm−2, respectively 1.2 × 10−5 kg m−2 s−1.
This value drops to 4.0 × 10−6 kg m−2 s−1 for a sublimation front
depth of 3 mm.
Fracture sublimation rates peak at 2.9 × 10−5 kg m−2 s−1, this
equals a heat sink of 81 W m−2, and they remain for about two
hours at values higher than 50 W m−2 for fracture geometry A6,
while A2 still reaches 72 W m−2(2.55 × 10−5 kg m−2 s−1). This
value is significantly lower than the maximum solar irradiation
of 110 W m−2, but enhanced by a factor 2.4 compared to flat ter-
rain sublimation numbers (Fig. 15). Fractured and flat areas both
outline significant sublimation rates after 1.5 to 3 h of direct il-
lumination alone. This effect is not caused by the low thermal
inertia of the material, but is due to the surface inclination: be-
yond an inclination angle of 45◦ inbound and 60◦ outbound, the
sublimation accounts for less than 3 W m−2.
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Fig. 15. Diurnal sublimation rates for a sublimation front at the surface
and at a depth of 3 mm calculated for a heliocentric distance of 3.5 AU.
The solar irradiation pattern for a flat surface is shown in comparison
(boldface, dashed line); values are restricted to the 6.2 h in direct illumi-
nation conditions. Fractures A2 (dotted line) and A6 (dashed line) have
sublimating floors. All calculations were performed for a solar plane
angle of 30◦ and sublimation originating only from the fracture bottom.
3.6. Temperature gradients and temporal evolution
Our analysis compares temperature changes of several inert frac-
tures with no sublimation front (Fig. 16) to unshadowed flat ter-
rains. Flat terrain exhibits the strongest fluctuations at high in-
cidence angles near both terminators. Fractured terrains reach
highest values when the Sun illuminates the bottom, and tem-
poral variations are due to shadowing of the fracture walls. As
wider fractures occur together with wider temperature band-
widths, their peak of the temperature change is higher than for
their small counterparts. We obtain heating rates of 4.2 K/min
for fracture A6 at 2.0 AU heliocentric distance; the cooling rates
are significantly lower (2.5 K/min). The mentioned high values
only last for 20 min; the flat terrain appears more balanced. Even
at a depth of 10 mm in the dust mantle of the fractured terrain,
temperature changes of up to 1 K/min exist, which is about twice
that of the flat terrain.
Highest temperature gradients in the surface layers were
obtained for simulations with a sublimation front depth of
1 mm: fracture floor temperatures within the dust mantle attained
50 K/mm, slightly higher than the retrieved 35 K/mm for flat ter-
rain. The surface temperature of Fig. 11 reaches 250 K for frac-
ture A2, while the underlying sublimation temperature is be-
low 200 K. The effective thermal conductivity bridges values
between 0.0034 and 0.0065 W/mK, indicating that the temper-
ature gradients on smaller scales might be higher.
4. Discussion
4.1. Heat trap mechanism of cometary fractures
The effect of morphological features on surface temperatures
of atmosphereless planetary bodies covered with low thermal
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Fig. 16. Diurnal temperature changes for fractures A2, A6, and a flat
surface. The fracture is fully inert without any sublimation. The vertical
line at 6.2 h denotes the terminator.
inertia regolith has previously been investigated for the case
of lunar craters during eclipse (Saari & Shorthill 1963). The
study of concave topographies on comets that retain heat due
to comparably low thermal emission towards deep space, and
as such increase surface temperatures or enhance local subli-
mation rates of volatiles, gained attention in the aftermath of
the Giotto mission to 1P/Halley. Theoretical sublimation rates
of ices in trenches and spherical concave structures depend on
the geometrical setup; the erosion rate of crater floors is stronger
than flat or inclined terrains and accounts for growing crater floor
depths and wall steepening (Colwell et al. 1990). A comparable
approach (Ivanova & Shulman 2002) postulated inert dusty cone
walls and volatile-rich sublimating floors and indicates amplifi-
cation of local sublimation and elevated temperature levels com-
pared to flat areas.
The investigated model fractures in this analysis, despite
variations in illumination patterns, fracture geometries, and dif-
ferent thermophysical parameters, generally revealed smaller
temperature variations, higher average temperatures, and higher
peak sublimation rates than flat terrains of similar composition.
Their ability to emit thermal radiation, mathematically expressed
with a geometrical view factor Fi j towards deep space, is re-
duced to only small solid angles. The view factor towards other
fracture components is larger, in some narrow model fractures
even more than an order of magnitude. The solid angle towards
space is smallest for fractures with vertical walls, which outline
the lowest cooling rates of all performed analysis. Conversely, a
shallow fracture possesses larger Fi j, leading to stronger emis-
sive terms Qrad, hence faster temperature decrease; flat terrain
consequently generates the highest cooling rates.
The expected heat trap mechanism for concavities on plan-
etary bodies (Lagerros 1998) is confirmed in our analysis for
cometary nuclei: solar irradiation impinging on the bottom of the
fracture leads to a fast increase in temperatures and sublimation
rates. A larger portion of the insolated energy is consumed
for volatile sublimation instead of reemission. In all calculated
cases, maximum outgassing rates in even short-time illuminated
model fractures are stronger than on flat terrain. Our findings can
also be transferred to fractures with analog geometrical size ra-
tios, as long as the overall dimensions of the fracture are larger
than the diurnal skin depth. We note, however, that other con-
cave topographies detected on 67P can show similar effects as
presented here for fractured terrain.
4.2. Thermal model considerations
To which extent does the modelling reproduce observational re-
ality, and are we able to determine this? Determined by Rosetta’s
orbital parameters, the OSIRIS camera remote-sensing imaging
possibilites are restricted by resolution and phase angle. The
observational constraints still allow for great freedom in vary-
ing and fitting the parameters for thermophysical model com-
plexity. As a consequence, there cannot be one single “proper”
way of fracture modelling that tries to describe and resolve the
governing thermophysical processes, especially as OSIRIS and
ROLIS images proved morphologic heterogeneity on several
scales, for example Thomas et al. (2015b), Mottola et al. (2015),
Bibring et al. (2015).
In our analysis, we varied illumination and fracture geome-
tries as well as parameters of the surface structure, which led
to about 120 evaluated fracture models and resulting datasets.
Some results are very robust to parameter variations, for exam-
ple, the prevailing heat trap mechanism of fractures, while other
findings are not dependent on a single variable alone. Hence,
it is hardly possible to adjust complex thermal models with a
wide variety of input parameters to observational facts. In our
conclusions, we therefore emphasise the specific effect of the
currently parametrised and investigated variable on the compu-
tational findings.
4.2.1. Diffusion and phase-change effects in porous media
The porous media heat transfer model in this analysis neglected
the effect of both consecutive phase changes and diffusive gas
on the effective thermal conductivity. We argue that these effects
enhance thermal fluxes only locally.
Experiments with granular material (Huetter et al. 2008) re-
sulted in no detectable influence of the gaseous phase on con-
ductivities for ambient pressure levels up to the water vapour
saturation pressure at 200 K. This value is met for helio-
centric distances >2.0 AU. Diffusive transport of latent heat
by successive phase changes played a dominant role in the
KOSI experiments in thin layers near the sublimation front
(Benkhoff & Spohn 1991). Sublimation and subsequent deposi-
tion is an extremely effective heat transport mechanism, as the
latent heat of water ice is several orders of magnitude higher than
its specific heat for small temperature ranges. The length scales
are estimated from the gas molecule mean free path length in
the Knudsen regime of the porous surface layers, which is de-
fined rather by the macro-porosity φS and the aggregate radius
rA (Skorov et al. 2011). Assuming rA of 1 mm, the zone of sub-
limation and deposition has a bandwidth of about several mm,
and it locally enhances the effective thermal conductivity.
This leads to enhanced inbound heat fluxes through porous
layers during direct illumination times, and a rising thermal iner-
tia of the layer. The energy conservation can shift or extend the
sublimation period or increase surface temperatures to shadow
A121, page 13 of 18
A&A 608, A121 (2017)
phases. During this shadow-cooling phase, which is significantly
longer for fractured than for flat terrains, temperature profiles
reverse. Recondensation generally takes place in fracture parts
that are colder than the sublimation front, for example, because
of frost layers closer to the surface (De Sanctis et al. 2015). The
mechanism applies to all volatile species in the cometary nu-
cleus, thus several of these zones should exist at several depths of
the nucleus, governed by diurnal and orbital skin depths. The ef-
fect of sublimation and deposition has been studied for cometary
ice cracks by Kömle & Dettleff (1991) and has been considered
to be relevant only when the mean free path is large. We note,
however, that their analysis employed a thermal bulk conductiv-
ity of ices that is two orders of magnitude larger than our model
with smaller porous conductivities.
4.2.2. Porous aggregate textures and effective thermal
conductivity
The alternating sublimation and deposition phases in the
cometary layers lead to a pore size decrease and the formation
of a dense sintered layer (Grün et al. 1993). The reduced perme-
ability of these layers limit diffusive phase change heat trans-
port methods to short distances, and as a consequence, restruc-
ture layer textures. As discussed in the section about porous dust
mantle formation, this complex effect changes the aggregate size
distribution and its macro-porosity, and results in affecting ther-
mal conductivity. The effective thermal conductivity approach
of our analysis is dominated by radiative transfer between non-
sintered aggregate layers (Gundlach & Blum 2012). Aggregate
sizes (Rotundi et al. 2015) could be in the range of the typical
sublimation front depth scales of the nucleus, which is why we
used model radii between 0.1 and 1 mm. The extremely low con-
tribution of solid conduction of the porous structure is based on
the theory of small cohesive forces between aggregates of these
sizes.
The idea of including radiative heat transfer to obtain an
effective thermal conductivity of porous layers requires that
(1) the temperature gradients for scale lengths are about the size
of the mean free path between aggregates; and that (2) single
aggregates are isothermal. Neither of these prerequisites is en-
tirely guaranteed in our analysis (especially for the large ag-
gregate size), and they do not account for additional hetero-
geneities of a real nucleus surface. We conclude that especially
the temperature-dependence of the effective thermal conductiv-
ity is subject to wide uncertainties. Thermal inertia estimates
flanked with derivations of heat capacity and density can at least
help to constrain the order of magnitude of conductive heat trans-
fer, however.
4.2.3. Erosive losses
Another mechanisms that influences the temperature profile in
the surface layer is erosion. Sublimation and the potential en-
trainment of dust particles reshape the nucleus surface and ex-
pose previously covered layers. This approach is often denoted
as a Stefan problem and applies moving boundaries on the nodal
entities. We tested the influence of erosion for our model and
found significantly reduced temperatures in deeper layers and
moderately decreased obtained sublimation rates. Model com-
plexity and run-time were widely increased, but the ratio of sub-
limation rates between fractured and flat terrain did not deviate
much. We therefore decided to apply the simpler approach and
neglected erosion effects in our analysis.
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Fig. 17. Diurnal hemispherical brightness temperatures of flat and frac-
ture geometries A2 and A6 for different sublimation patterns. The he-
liocentric distance is 2.0 AU, the plane angle is η = 30◦, and the subli-
mation front is identical to the surfacial node. The dotted line shows the
brightness temperature for flat terrains (sublimating and inert), while
fracture geometries A2 (grey) and A6 (black) in three different con-
figurations are displayed: for completely inert (dashed), sublimation
of both bottom and walls (dash-dotted), and pure fracture floor/bottom
sublimation.
Nevertheless, we wish to point out some implications on the
erosive behaviour of fractured terrains in Sect. 4.5.
4.3. Thermal inertia of fractured terrains
Thermal inertia measurements of the surface of 67P, obtained
through remote-sensing methods, range from 15 J m−2 K−1 s−1/2
(Lowry et al. 2012; Schloerb et al. 2015) to 120 J m−2 K−1 s−1/2
(Spohn et al. 2015). However, the effect of surface roughness
on the determination of thermal inertia (Davidsson et al. 2015)
might lead to misinterpretations of terrain topography or its ther-
mophysical properties.
4.3.1. Thermal infrared emissions
The computationally investigated differences between fractured
and flat terain can be revealed by remote-sensing methods. The
hemispherical brightness temperature is defined as the integrated
surface emissive flux equivalent for one specific fracture; this
heat flux is expressed as a temperature according to the Stephan-
Boltzmann law. A distant observer, who is not capable to resolve
the fracture geometry itself, hence receives a thermal pattern
that is equivalent to the brightness temperature. We point out,
however, that the real received brightness temperature is also de-
pendent of the position of the observer (Davidsson et al. 2015),
which is neglected in this analysis.
4.3.2. Brightness temperature patterns
The brightness temperature patterns generally follow the sinu-
soidal diurnal irradiation, as depicted in Fig. 17. A flat surface
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of low thermal inertia (31 J m−2 K−1 s−1/2) results in a time shift
of a few minutes between maximum irradiation at the subsolar
point and the temperature peak: the maximum value, measured
in the deviation of the local hour, lags 1◦ for a sublimating and
6◦ for an inert surface. The lag for inert fractures is longer, and
the time shift accumulates for shallower fractures: fracture A2
with a wall angle αA2 = 14.0◦ accounts for 20.3 degrees, A6
with αA6 = 2.9◦ accounts for a lag of even 45.5 degrees after
peak irradiation. Fractures with a sublimation front in the floor
outline a more complex behaviour with two brightness temper-
ature peaks, of which the global maximum lies in the afternoon
during one diurnal rotation. Night-time brightness temperatures
of fractures are generally higher than for flat terrain, while the
heating and cooling rates are both lower.
We used our synthetic brightness temperatures from frac-
tured terrains as a substitute for measurements by distant ob-
servers (Fig. 17) and compared the diurnal process to the tem-
perature calculated solely for the floor of a fracture (Fig. 11).
The comparison shows that (1) high bottom temperatures are
hidden to a potential observer; and (2) the fracture tends to re-
act inertially to the interplay of incoming insolation: the heating
and cooling rates as well as the temperature bandwidth indicate
a higher “apparent” thermal inertia that is due to topographic
effects. These observed patterns appear to be similar to flat sur-
faces with just higher thermal inertia.
4.3.3. Case of MUPUS and MIRO
Temperature measurements by MUPUS on board of the Rosetta
lander Philae, especially radiometer data detailed in Fig. 2 in
Spohn et al. (2015), which landed in a depression beneath frac-
tured cliffs (Bibring et al. 2015), showed a dichotomy in the tem-
perature decline during obscuration times. Fitting efforts resulted
in a relatively high thermal inertia of 85 ± 35 J m−2 K−1 s−1/2.
While effective latitude and heliocentric distance during mea-
surements (3.0 AU) deviate widely, its temperature pattern re-
sembles the calculation results depicted in Fig. 11 for frac-
ture A2. Unbalanced peak temperatures in the cavity are leveled
out fast after passing into shadows, the emissive cooling towards
space during the whole night-side obscuration describes a much
slower process. The thermal inertia fitting as proposed is not able
to resolve these enlacing effects.
We therefore consider MIRO measurements of 15−
30 J m−2 K−1 s−1/2 to be the most reliable source (Schloerb et al.
2015) for deriving thermophysical surface properties. We con-
clude from the MUPUS radiometer measurement fittings to our
temperature curves, however, that our basic assumptions for
fractures are justified.
4.3.4. Solid-state greenhouse effect?
Antenna temperature measurements by MIRO (Gulkis et al.
2015) further indicated that the rough consolidated terrain (in
which fractures prevail) outlines a higher thermal inertia than
the flat airfall areas.
One possible explanation is a higher surface roughness, but
we wish to add a second interpretation that can contribute to ex-
plain the wide discrepancies between model and observational
temperatures obtained for remote-sensing of comet Tempel 1
(Groussin et al. 2013). Our porous dust thermal model uses an
effective heat conductivity mostly driven by radiation, thus ther-
mal inertia is highly temperature-dependent. Combined with ge-
ometrical concave fractures, we obtain a solid-state greenhouse
effect, hence lower cooling rates and therefore higher tempera-
tures in the night. We estimate that it will nevertheless be difficult
to ascertain by spectral imaging in the infrared whether fractures
are inert or volatile-rich for the day- and night-side: the cooling
rate, and hence the observed temperature of fracture geometries,
has a large bandwidth.
4.4. Activity and outgassing patterns of 67P
4.4.1. Comparison of outgassing observations and modelling
Is there a link between outgassing patterns, active regions, and
the prevalence of fractured terrain? Patches of surface water-ice
were detected on a few barely illuminated spots (Pommerol et al.
2015; Filacchione et al. 2016), leaving most of the uppermost
nucleus layers bare of water ice during most of a diurnal period
(De Sanctis et al. 2015). The peak outgassing of H2O was de-
tected in the neck area (Biver et al. 2015), apparently, the con-
cave nucleus topography contributed to the focussing of the
observed gas concentration. These findings were confirmed by
VIRTIS (Bockelée-Morvan et al. 2015), with Hapi and Seth be-
ing primary H2O sources. The night side, despite low tempera-
tures (<120 K), showed a small but not negligible amount of out-
gassing, which contributes to less than 10% to the overall H2O
production (Biver et al. 2015).
Our analysis of different sublimation front depths at a he-
liocentric distance of 3.5 AU outlined that the deeper the ice is
buried in the nucleus, the lower the sublimation rate. This effect
is more pronounced for flat terrain than for fractures (Fig. 15),
whose peak sublimation rates are 2−3 times higher than cor-
responding flat areas when we consider the fracture bottom
wb alone. Normalised to the fracture top width wt, the consid-
ered fractures emit less H2O than flat terrain. The average di-
urnal sublimation rates of flat terrain outline values between
2.4 × 10−6 kg m−2 s−1 and 4.1 × 10−7 kg m−2 s−1 dependent on
the sublimation front depth (surfacial to 5 mm), while the con-
sidered fractures A2 and A6 emit a smaller fraction that lies be-
tween 0.3 to 0.8. Deeper sublimation fronts yield higher rela-
tive values. When applied to a total production rate of 1.2 kg s−1
(Gulkis et al. 2015) at 3.5 AU of the nucleus, we can conclude
that a perpendicularly illuminated area of roughly 1 km2 suffices
to explain the diurnal outgassing behaviour of 67P. However, flat
terrains produce more.
Furthermore, the ability of fractured terrain to retain ther-
mal energy (as discussed in Sect. 4.1) allows for low but
non-negligible outgassing rates during night times. These
calculated outgassing rates show a bandwidth of between
9.2 × 10−8 kg m−2 s−1 for narrow fractured terrain and a sublima-
tion front depth of 3 mm, and 5.9 × 10−10 kg m−2 s−1 for surfacial
ice at the bottom of shallower fracturised areas; all values were
obtained for local midnight and normalised to the top width wt
of the fractures. Thus, an area of 1 km2 at local midnight con-
ditions is sufficient to reproduce the night-side outgassing ob-
served by MIRO (Biver et al. 2015), while comparable flat ter-
rain outgassing is several orders of magnitude lower.
We conclude that models of fractured terrains can repro-
duce observed outgassing patterns on both night- and day-side
in favour of flat terrains when we assume that roughly 5% of the
surface is active. Apparently, more than 5% of the surface of 67P
is fractured terrain.
DSMC coma models that used a non-uniform H2O source
area approach (Fougere et al. 2016) found the best correlation to
observations (Bockelée-Morvan et al. 2015) for increased out-
gassing from Hapi at higher heliocentric distances. The neck
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area, considering its topographic similarity to a fracture (only
on a different scale), acts as heat trap, as displayed in Fig. 14.
4.4.2. Dust jet activity and fractured terrain
The first dust jets, resolved and linked to surfaces on 67P, were
observed by Rosetta in July 2014 at 3.7 AU heliocentric dis-
tance (Lara et al. 2015). The sources of the reported jets are
restricted to areas in the concave neck area. High-resolution
observations revealed that they consist of small filament-like
structures (Vincent et al. 2016) that tend to originate from con-
solidated fractured terrain. Because the neck area is concave, ob-
servers at large distances have the impression of a single large
jet. Adjacent shadows allowed the detection of localised faint
dust activity in late August at 3.5 AU (Sierks et al. 2015), orig-
inating from highly structured and fractured sink hole walls.
The local irradiation conditions are composed of direct illumina-
tion and self-heating thermal emission from opposing sink hole
walls; the self-heating prevents these walls from cooling down
fast.
Activity models that postulate dust lift-off to overcome
particle cohesion, gravity, or both (Kührt & Keller 1994;
Skorov & Blum 2012; Blum et al. 2014; Gundlach et al. 2015)
require high sublimation pressures, hence high water production
rates infer small heliocentric distances to explain dust jet activ-
ity evoked by water ice alone. At 3.5 AU, dust particles of 4 µm
constitute the maximum liftable grains (Davidsson et al. 2010,
their Table 3) if water is the dominant volatile material, and the
nucleus shows homogeneous outgassing that matches observa-
tions. Gundlach et al. (2015) concluded that water-ice sublima-
tion alone cannot lift dust agglomerates at 3.5 AU for an assumed
flat terrain, while OSIRIS observations described the cometary
coma to be populated with particles of millimeter to centimeter
sizes.
These models did not account for topographic peculiarities
of cometary surfaces. Our modelling approach confirmed an in-
crease in peak sublimation rate for fractures with volatile floors,
the varied parameters only affected the ratio of sublimation rates,
but not the general trend. When we assume material properties
such as the composition of the surface and its cohesive strength
to be similar for flat and fractured terrain, dust activity should
emerge from the latter, especially at larger heliocentric distances
simply because of the higher sublimation rates obtained here.
The higher sublimation rates obtained for fractures do not
entirely close the gap to explain dust lift-off. Additional physical
mechanisms, such as thermal cracking or gas drag in nozzle-
like fractures, can add to the likelihood of emerging dust jets
(Vincent et al. 2016). We estimate from the correlation of obser-
vations to our modelling results that an energy consumption for
sublimation of >50 W m−2, which corresponds to a sublimation
rate of 1.8 × 10−5 kg m−2 s−1, should enable the potential of a
mixture of water ice and dust to trigger dust jet activity (Fig. 15).
4.5. Consequences for fracture evolution
Thermal fatigue is a considerable source for regolith forma-
tion on near-Earth asteroids (Delbo et al. 2014). El-Maarry et al.
(2015b) concluded that temperature variations might drive
the formation process, and derived maximum temperature
changes of 15 K/min for flat terrain under extreme conditions.
Ali-Lagoa et al. (2015) suggested that the reason for early activ-
ity restricted to the neck region are the vast temperature fluctu-
ations. The special illumination conditions with short insolation
and shadowing phases favour thermal cracking of the surface
material layers.
After they form, fractures are subject to thermophysical con-
ditions that clearly distinguish them from flat terrain:
1. Absolute temperatures, temperature gradients, and diurnal
variations are strongest for wide inert fractures and weakest
for surface ice sublimating in thin cracks.
2. Enhanced heat fluxes to the interior can lead to higher tem-
peratures, hence allow for a sublimation zone at greater
depths.
3. Generally, fracture peak sublimation rates are higher, but to-
tal diurnal volatile losses tend to be lower.
These differences might affect the evolution of fractures. A pos-
sible scenario of fracture evolution that relies on these find-
ings could be that devolatilisation of surface layers preferen-
tially takes place in direct vicinity of fractures, as they tend to be
warmer. The inert remaining material is more likely to be weak-
ened through thermal fatigue, and removed by gas drag. Such
fractures then tend to grow in both depth and width; the direc-
tion of the gravity vector, especially at cliff walls, can influence
this by supporting material removal.
We found out that the fracture geometry that supports the
highest relative sublimation rates depends on the illumination
conditions. Possible evidence for fracture evolution through il-
lumination then should be found in differences in fracture mor-
phology between northern and southern hemispheres. The ax-
ial tilt of 67P is 52◦, and it passed its equinox in May 2015,
three months before perihelion in August (Mottola et al. 2014).
The higher latitudes of the northern hemisphere receive most of
its insolation at heliocentric distances beyond 1.5 AU, while the
southern hemisphere is dominated by insolation during the per-
ihelion passage (Keller et al. 2015b). As noted in Fig. 14, the
dominance of the relative sublimation rate of heat traps sinks
with closer approach to the Sun. Fractured terrains on the south-
ern hemisphere should appear more mature: the fractures of the
southern hemisphere are believed to show a higher width-to-
depth ratio, as sublimation of the walls according to our results
will be stronger. Sublimation rates from fracture walls are high
enough to contribute to significant mass-loss rates and vapour
pressures suffice to explain dust lift-off not only from the frac-
ture floor.
If erosive losses drive the evolution of fractures, we would
expect that fractures aligned with the Sun passing above them
are evolving faster. Such fractures then should in general show
larger dimensions than fractures that are perpendicular to them.
Our analysis expects fractures in ideal illumination conditions
to grow about a meter per perihelion passage. Quantifying frac-
ture growth per orbit is not possible without a better estimate of
the physical and mechanical properties of the material in frac-
tured areas, which will be derived from multi-instrument analy-
sis when all Rosetta data are available. A detailed comparison of
pre- and post-perihelion fracture patterns in various areas, cou-
pled with this thermal model, will be performed in a future work.
5. Conclusions
The OSIRIS camera on board Rosetta unveiled fractures and
fracture-strewn patterns on various consolidated rough terrains
on 67P/CG. Especially cliff structures that form the rims of pits
and slopes can be linked to cometary dust jet activity at higher
heliocentric distances. These are in their great majority covered
by fractures or furrows, seldom icy patches are located below
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the pits and slopes. In order to better understand whether and to
which extent these fractures can lead to enhanced sublimation
and perhaps dust activity, we initiated a thermophysical model
and varied several decisive thermophysical parameters, such as
thermal inertia, fracture geometry, and location of the H2O ice.
We analysed several geometrical and illumination patterns
for a full diurnal period at several heliocentric distances of
67P. We found that for all considered circumstances of well-
illuminated areas, the analysed fractures remained unsuscepti-
ble to parameter variations and showed higher peak sublimation
rates than flat terrain. The observed heat-trap effect is mostly
caused by the low ability of concavities to radiate heat into deep
space. Integrated diurnal devolatilisation is higher when the frac-
tures are fully icy, and fracture walls contribute more than the
bottom areas. The relative sublimation rate of H2O, normalised
in comparison to flat terrain with identical properties concur-
rently increases with deeper sublimation front locations. This
result is obtained for all heliocentric distances.
We showed that the thermodynamics of fractures on comet
67P can explain some aspects of dust and gas activity in favour
of simple flat terrains. Sublimation attains values >50 W/m2 at
3.5 AU heliocentric distance, which appear to trigger dust activ-
ity that is mainly related to H2O. The presence of gaseous water
in the night-side coma can be explained with the existence of
fractures that still sublimate during night times, while flat terrain
outgassing is quenched around sunset.
A high degree of surface roughness, inherently attributed to
fractured terrain, affects the thermal inertia that is derived for
67P by remote sensing. The derived mechanisms and interpre-
tations can be adapted qualitatively to other volatile species and
comets. Especially unexpectedly high night-side temperatures,
as revealed for 9P/Tempel 1, can be well explained with frac-
tures that according to their small solid angle view factor to-
wards space, outline low cooling rates. Future work will focus
on the temporal evolution of fractures, including application of
the parametrised models on precise fractured terrains on comet
67P.
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