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Cast2Face: Assigning Character Names Onto Faces
in Movie With Actor-Character Correspondence
Guangyu Gao, Mengdi Xu, Jialie Shen, Huadong Ma, Senior Member, IEEE,
and Shuicheng Yan, Senior Member, IEEE
Abstract— Automatically identifying characters in movies has
attracted researchers’ interest and led to several significant and
interesting applications. However, due to the vast variation in
character appearance as well as the weakness and ambiguity
of available annotation, it is still a challenging problem. In this
paper, we investigate this problem with the supervision of actor-
character name correspondence provided by the movie cast. Our
proposed framework, namely, Cast2Face, is featured by: 1) we
restrict the assigned names within the set of character names in
the cast; 2) for each character, by using the corresponding actor
and movie name as keywords, we retrieve from the Google image
search and get a group of face images to form the gallery set;
3) the probe face tracks in the movie are then identified as one of
the actors by a robust kernel multitask joint sparse representation
and classification method; and 4) the conditional random field
model with consideration of the constraints between face tracks
is introduced to enhance the final labeling. Finally, the assigned
actor name of a face track is then mapped to the character
name based on the cast again. Besides face naming, we further
apply the proposed method to spotlight the summarization of
a particular actor in his/her movies. We conduct extensive
experiments and empirical evaluations on several feature-length
movies to demonstrate the satisfying performance of our method.
Index Terms— Cast analysis, character identification,
conditional random field (CRF), face recognition, multitask
learning.
I. INTRODUCTION
W ITH rapid advances in digital technologies, there hasbeen profound development in videos, especially the
feature movies. In order to feasibly browse and index these
movies, it is very crucial and urgent to provide efficient and
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effective techniques for movie content analysis and under-
standing. Automatic character identification is one of the most
important techniques to deal with the problem, since character
identification is to identify the faces of the characters in a
movie and label them with their corresponding names. In
a feature-length movie, the characters are often the most
important contents to be indexed, and thus, the character
identification becomes a critical step in film semantic analysis.
As has been noted in [1]–[3], although very intuitive to
humans, automatic character identification is still tremen-
dously challenging due to: 1) the lack and ambiguity of
available annotations; 2) many other factors, such as pose,
light, and expression, influence the way a face appears; and
3) when there are many uncontrolled data quality factors,
such as low resolution, occlusion, nonrigid deformation, large
motion, and complex background, which make the results of
face detection and tracking unreliable for most image-based
recognition, the situation is even worse in movies.
In order to deal with these challenges, in this paper, we
present a novel cast analysis and an image retrieval-based
approach for automatically naming the faces of the characters
in a movie. We find that the cast of a film, which typically
contains the names of actors, characters, and their (one-to-
one) correspondence, is always available, and the Internet
also provides a vast of information about actors. Accordingly,
to deal with the first challenge, we propose to do a matching
between the faces detected from the movie and the face
images in the gallery set, which have been searched from the
Web. The assigned actor name of a face is then mapped to
the character name by the actor-character correspondence. For
the second challenge, when each face is detected and tracked,
a multitask joint sparse representation and classification
(MTJSRC) is used to accurately recognize the face tracks
based on the gallery face set. In addition, the kernel-view
MTJSRC (KMTJSRC) has even achieved more robust
performance. In order to deal with the third challenge, we
introduce the conditional random field (CRF) model, which
considers the constraints between those neighboring tracks, to
enhance the final recognition and labeling results. This paper
is different from the state-of-the-art name-to-face methods [1],
[2], [4], where subtitle and/or scripts are required. Based on
the results of character identification, a further application
to generate spotlights summarization and digestion of a
particular actor in many of his/her movies is also presented.
A. Related Work
The task of associating faces with names in a movie or a
TV program is typically accomplished by combining multiple
1051-8215 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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sources of information, e.g., image, video, and text, under little
or even no manual intervention. In the early stage, the most
similar application is identifying faces in news videos [5]–[7],
especially recognizing the announcers or specific characters
(politicians or star actors). In news videos, the labeled names
are always available in captions or transcripts, and the appear-
ances of these people are also very clear and distinct. However,
in movies or TV series, the names of characters are not always
available, and the appearances of characters vary in different
conditions, which make it hard to detect, track, and recognize
these characters.
Over the past two decades, extensive research efforts have
been actively concentrated on this task in movies or TV series.
Since we need to assign the character names to faces or bodies
in videos, the set of names is necessary in advance. According
to the utilized contents or clues for these names, the previous
work can be roughly classified into two groups.
Group 1 studies the labeling task for character recogni-
tion by utilizing manually labeled visual or audio data as
the training data set. In this group, the supervised learning
or semisupervised learning methods are used; namely, the
researchers collect several samples as training data to generate
the recognition model, and the labeling information is used
as the final labeling text. Arandjelovic and Zisserman [1] used
the face image as the query to retrieve particular characters.
Affine warping and illumination correcting were utilized to
alleviate the effects of pose and illumination variations. In [8],
a multicue approach combining facial features and speaker
voice models was proposed for major cast detection. In [9],
we also proposed a semisupervised learning strategy to address
celebrity identification with collected celebrity data. In addi-
tion, there are several methods using audio clues or both audio
and vision clues, such as [10]–[12]. However, these approaches
cannot automatically assign real names to the characters.
Therefore, most of the researchers use the manually labeled
training data. For example, Tapaswi et al. [13] presented a
probabilistic method for identifying the characters in TV series
or movies, and the face and speaker models were trained
on Episodes 4–6 with manual labeling. Compared with a
TV series which may consist of many seasons and episodes,
there might be insufficient data used for training in a movie,
which has only one episode with a duration of ∼2 h.
Group 2 handles the problem of assigning real names to the
characters by using the textual sources, such as scripts and
captions [2], [14], [15]. Guillaumin et al. [16] presented the
methods for face recognition using a collection of images with
captions, especially for news videos. Everingham et al. [2]
proposed to employ readily available textual sources, the film
script and subtitle, for text video alignment and, thus, obtained
certain annotated face exemplars. The rest of the faces were
then classified into these annotated exemplars. Their approach
was also followed in [17] for human action annotation.
However, in the approach [2], the subtitle text and time-
stamps were extracted by optical character recognition, which
required extra computation cost on spelling error correction
and text verification. In addition, Zhang et al. [4] investigated
the problem of identifying characters in feature-length films
using video and film scripts with global face-name matching.
Bojanowski et al. [18] learned a joint model of actors and
actions in movies using weak supervision provided scripts.
In fact, except for the extra errors and computation cost, for
some movies, the scripts cannot be found easily or may be
quite different from subtitles.
The advantage of the second group is that the methods
can assign real and accurate names to those visual or audio
samples. However, the script is not always available, and
sometimes, new errors can be introduced due to unguaranteed
scripts to face alignment. In order to include both advantages
of the two groups, in this paper, we aim to develop an efficient
and accurate name-to-face method with a flexible gallery set
but no costly textual analysis. Our approach can be considered
as the combination of both advantages of the two groups.
We search the gallery data from the Google image search,
and unlike methods in Group 1, our approach does not need
data training, and instead, it uses the KMTJSRC directly to
recognize face tracks. In order to get the real names, we use
the cast list, which is always available on the Web, since
it is published with the movie, instead of the scripts used
in Group 2.
In addition, the above-mentioned previous methods always
take each face image or face track for recognition individually.
They are strictly limited to the characters’ face appearance,
including face size, angle, resolution, and so on. Furthermore,
since the identification is performed for individual track,
constraints that the same person cannot appear twice in one
frame and faces in continuous shots are less likely to be
the same character cannot be integrated. Thus, there have
been some methods that consider these constraints with the
probability generated models [13], [19], [20]. For example,
Anguelov et al. [19] proposed a method to recognize faces
using the Markov random field (MRF) model on photo albums,
which performed recognition primarily based on the face, and
incorporated clothing features from a region below the face.
Meanwhile, Lu et al. [20] proposed to identify players
in broadcast sports videos using CRF model. In their work,
human region in each frame is treated as a CRF node, and
the constraints that human region belongs to the same tracklet
and the same player should not appear more than once in
one frame are considered. However, their approach may be
robust for player identification in broadcast identification, but
it cannot be flexibly applied to movie/TV series that have more
complicated backgrounds, personal appearance, and motion.
Furthermore, since each human region is denoted by a CRF
node, the whole CRF model will be very sophisticated and it
is difficult to do inference in movie videos with this model.
Therefore, the random field model based on track level will
be more efficient and robust, and Tapaswi et al. [13] modeled
each TV episode as an MRF, integrating information of face,
clothing, speaker, and contextual constraints in a probability
manner of tracklet level. Nevertheless, clothing and speaking
features are not so reliable in feature movies, and the whole
model’s accuracy utterly relies on the performance of face
recognition (i.e., clothing needs be labeled by face recogni-
tion). Besides, Bäuml et al. [15] integrated weakly supervised
faces from subtitle, unlabeled faces, and constraints together
into a common learning framework.
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Fig. 1. Cast2Face framework diagram with four components: 1) gallery face set collection; 2) face tracks extraction and description; 3) KMTJSRC
classification; and 4) CRF-based sequence labeling.
Therefore, besides considering the cast information and
using the robust KMTJSRC recognition algorithm, another
contribution of this paper is adopting the CRFs to model
the constraints among face tracks. In general, the higher a
character’s name ranks in the cast list, the more frequently the
character appears in the movie. Therefore, a prior probability
is assigned to each character in advance. Then, the final face
labeling is obtained with the CRF model based on both the
prior probabilities and the robust recognition in the individual
face track with KMTJSRC.
B. Outline of Our Approach
The Cast2Face method we propose is a novel framework
for labeling the faces of the characters in a movie with cast.
Our method comprises four components, as shown in Fig. 1.
1) Gallery face set collection with cast analysis and
Web image search. Most of the previous methods use
supervised or semisupervised training data, which are
manually labeled or prepared to train the learning model.
Unlike them, by using the textual source of the cast, our
approach collects the gallery face data from the Google
image search accurately and automatically. The collected
gallery set not only contains sufficient face features, but
also can be obtained efficiently.
2) Probe face tracks extraction and description using the
state-of-the-art face detection and tracking algorithms
to generate the face tracks. This step helps to obtain
sufficient probe faces efficiently. After that, a robust
face feature description method, which uses the
scale-invariant feature transform (SIFT)
descriptors, is introduced to more robustly
represent each face track.
3) Face tracks identification using a robust KMTJSRC.
We address the computation of joint SR of visual signals
across multiple kernel-based representations, using the
form of kernel matrices to represent each probe face
track with the gallery set. Then, the recognition is
finished by choosing the character name with the biggest
1 distance in the weight parameters.
4) CRF model-based tracks sequence labeling considering
constraints among face tracks. Unlike the real-time
face recognition, faces in movies are always with
various angles, resolutions, and expressions; thus, face
recognition directly performed on these faces is always
with unsatisfactory accuracy. However, there are many
constraints in these face tracks considered as a time
sequence. Therefore, we consider the CRF model, which
considers context information, since an ordinary classi-
fier predicts a label for a single sample without regard
to neighboring samples. By applying the CRF model on
face tracks sequence labeling and minimizing the energy
function, we get more robust labeling performance in
terms of the initial recognition of KMTJSRC.
Compared with previous studies on name-to-face studies,
the main contributions of this paper include the following.
1) To the best of our knowledge, Cast2Face proposed in
this paper as well as its conference version [21] is the
first work combining the character identification with the
cast analysis and Web image retrieval.
2) A robust multitask joint SR method and the KMTJSRC
are developed to classify each face track without training
on a possibly contaminated gallery set.
3) The prior probability is introduced based on the charac-
ter name order in the cast list, and a CRF model is
used to relabel the whole face track more efficiently
and effectively with the consideration of the neighboring
constraints.
4) We design a novel application of our method to
automatically generate the spotlights summarization of
a particular actor in many of his/her movies.
More visual details can be seen in Fig. 2, which shows the
working mechanism of our proposed Cast2Face method.
II. CAST2FACE: ASSIGNING CHARACTER
NAMES ONTO FACES
A. Cast-Based Web Image Search and Gallery Generation
The gallery data set and the real name for the final labeling
are very important for the character identification. We can
employ readily available textual annotation for TV and movie
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Fig. 2. Scheme illustration of the Cast2Face approach.
Fig. 3. Some exemplar faces of the star actor George Clooney in the gallery set generated by Web image search and face detection.
footage, in the forms of subtitles and transcripts, to automati-
cally assign the correct name to each face image. However, it
is feasible only when the subtitles or transcripts are available,
which is sometimes not the case for movies, newly released
movies particularly. Another form of textual information, the
cast list, is always effective, since it directly keeps company
with the original movie or TV series. Therefore, in order to
associate names with characters detected in a movie, we use
the movie cast list which is always available on the Web
[such as the Internet movie database (IMDb)]1 or at the end
of the movie. We restrict the names within the set of character
names in the cast.
For each character, by using the corresponding actor’s name
as the keyword, we can retrieve from the Google image search
and get a set of images. However, for many old but classic
movies, the actors look older now than they did when the
movies were produced, and the Google image search returns
the actors’s recent images, which may be very different from
their appearances in these old movies. In order to deal with
this problem, we combine the actor name with the movie name
together as the keywords in the Google image search. Finally,
we observe that the top hundreds of the returned images belong
1http://www.imdb.com
to the actor and the character in the movie with high precision.
We then employ a frontal face cascade detector [22] included
in OpenCV2.02 to detect and crop faces from the downloaded
images. In this way, the gallery set is established and then
used for labeling the faces of the characters extracted from the
movie. Take the movie Ocean’s Twelve (OT) as an example.
Some gallery face images for the key actor, such as George
Clooney, are shown in Fig. 3. Note that a few incorrect faces
are inevitably introduced in the gallery set due to image
retrieval and face detection errors. As we shall see later in
experiments, our face identification method is quite robust for
such noises contained in the gallery set.
B. Probe Face Tracks Extraction and Description
The frontal face cascade detector of [22] is very robust for
frontal face detection, even with various face sizes. However,
this method is sensitive to some nonfrontal faces, namely, pro-
file faces. Yet, the automatic character identification, including
face tracking, needs to start with a successful face detection,
no matter frontal or profile face. Therefore, if the frontal
face cascade detector cannot detect any faces in a frame,
another robust face detector, OKAO face detector 3, is then
used to detect profile faces with 30° toward left or right.
2http://sourceforge.net/projects/opencvlibrary
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Fig. 4. Examples of the first 35 faces of a face track for Rose in TT, and the number below the image is the index of the face in the face track.
Fig. 5. Examples of detected face with facial feature points.
Actually, a typical movie may contain tens of thousands of
detected faces. However, these faces merely arise from a
few hundred tracks of a particular character. Therefore, it is
feasible to discover the correspondences between faces and
reduce the volume of the data that needs to be processed.
Furthermore, stronger appearance models can be built for each
character, since a face track provides multiple examples of the
character’s appearance. To obtain face tracks, a robust fore-
ground correspondence tracker [23] is applied for each shot.
Here, shot changes are automatically detected using our
previous accelerating shot boundary detection method [24].
Concretely, for each frame, the closer the pixels are to the
center of the frame, the more important the pixels are. Thus,
the focus region in each frame is defined. Furthermore, by
using a skip interval of 40 frames, not only the detection
process is sped up, but also more gradual transitions can
be found. Besides, the camera and object caused motions
are detected as the candidate shot boundaries, and using
corner distribution analysis, all of them are excluded as false
boundaries. Note that these camera or object caused motions
are also used in key frames extraction.
Using the tracking algorithm in [23], with the assumption
that the target face region can be represented by a set of super-
pixels without significantly destroying the boundaries between
the target and the background, we model the prior knowledge
regarding the target and the background appearance by
yt (r) =
{
1, if sp(t, r) ∈ target
−1, if sp(t, r) ∈ background. (1)
Here, sp(t, r) denotes the r th superpixel in the tth frame,
and yt(r) denotes its corresponding label. A robust superpixel-
based discriminative appearance model is generated based
on four factors: 1) cluster confidences; 2) cluster centers;
3) cluster radius; and 4) cluster members. This discriminative
appearance model facilitates a tracker to discriminate the face
region and the background with midlevel cues. After that, the
target–background confidence map is used to formulate the
tracking task, and the best candidate is obtained by the max-
imum a posteriori estimates. With the superpixels tracking,
we collect faces belonging to tracks efficiently and accurately,
and more details about the tracking algorithm can be seen
in [23]. However, short tracks which are often introduced by
false positive detections are discarded, and an example of the
final face tracks is shown in Fig. 4.
To extract the face features and construct the
representations, a part-based descriptor extracted around
local facial features [2] is utilized. Here, we first use a
generative model [1] to locate the nine facial key-points in
the detected face region, including the left and right corners
of each eye, the two nostrils and the tip of the nose, and
the left and right corners of the mouth. Then, we extract the
128-D SIFT [25] descriptor from each key-point and directly
concatenate them together to form our final face descriptor
with dimensionality 1152. Fig. 5 shows some selected faces
with facial feature points marked in our approach.
1) Kernel-View Multitask Joint Sparse Representation and
Classification: Given a set of retrieved gallery face images
and the extracted probe face tracks, we present in this section
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a simple yet efficient algorithm for face track identification.
Each unlabeled face track is simply represented as a set
of feature vectors extracted from all images in the track.
One simple method for identification, as conducted in [2],
is to directly calculate the feature distance between a probe
face track and the labeled exemplar faces, and then assign
probe face track to the nearest neighborhood. Another feasible
method is to classify each image in the track independently
via, e.g., SR classification [26], and then assign the face track
to the subject that achieves the highest frequency.
In this paper, by viewing the identification of each image in
a probe face track as a task, the face track identification can be
naturally casted to a multitask face recognition problem. This
motivates us to apply the multitask joint SR model [27] to face
track classification. The key advantage of multitask learning
lies in that it can make use of complementary information
contained in different subtasks. In addition, we also extend the
multitask learning into kernel-view, which is more competitive
than the state-of-the-art multiple kernel learning methods for
face tracks recognition.
2) Multitask Joint Sparse Representation-Based
Recognition: Suppose we have a set of exemplar faces with
M subjects. Here, a subject means a person, which refers to
a set of the same person’s faces. Denote X = [X1, . . . , X M ]
as the feature matrix, and Xm ∈ Rd×pm is associated with the
mth subject, where d is the dimensionality of features, and
p = ∑Mm=1 pm means the total number of training samples.
Here, we consider a supervised L-task linear representation
problem as follows:
yl =
M∑
m=1
Xmωlm + εl , l = 1, . . . , L (2)
where y = yl means a face track and yl as a task is the lth face
image in this track. Meanwhile, ωlm ∈ Rpm is a reconstruc-
tion coefficient vector associated with the mth subject, and
εl is the residual term. Denote ωl = [(ωl1)T , . . . , (ωlM )T ]T
the representation coefficients for the probe image yl , and
wm = [ω1m, . . . , ωLm ] the representation coefficients from the
mth subject across different tasks (faces). Furthermore, we
denote W = [ωlm ]. Therefore, our proposed multitask joint
SR model is formulated as the solution to the following
problem of multitask least square regressions with 1,2 mixed-
norm regularization:
min
W
F(W ) = 1
2
L∑
l=1
∥∥∥∥∥yl −
M∑
m=1
Xmωlm
∥∥∥∥∥
2
2
+ λ
M∑
m=1
‖ ωm ‖2 .
(3)
Here, we use the popular optimization method of accelerated
proximal gradient (APG) [28], [29] to efficiently solve (3) with
a fast convergence rate guaranteed. The APG is composed of
a weight matrix sequence Wˆ t = [ωl,tm ]t≥1, and an aggregation
matrix sequence Vˆ t = [υl,tm ]t≥1. The Wˆ t+1 is updated
according to the result in [30]
ωˆl,t+1 = υˆ t − η∇l,t , l = 1, . . . , L (4)
ωˆt+1m =
[
1 − λη‖ωˆt+1m ‖2
]
+
, m = 1, . . . , M. (5)
Here, ∇l,t = −(Xl)T yl + (Xl)T Xl υˆl,t , η is the step size
parameter, and [•]+ = max(•, 0). In addition, the matrix
Vˆ t+1 = Wˆ t+1 + αt+1(1 − αt )
αt
(Wˆ t+1 − Wˆ t ) (6)
where αt is directly set as 2/(t + 2) [28] in our approach.
When the optimal Wˆ = [ωˆlm ] is obtained, a probe image yl
can be approximated as yˆl = Xmωˆlm . For classification, the
decision is ruled in favor of the subject with the lowest total
reconstruction error accumulated over all the L tasks
m∗ = arg max
m
L∑
l=1
∥∥yl − Xm ωˆlm∥∥22. (7)
We call model (3) along with classification rule (7) the
MTJSRC in this paper.
3) Kernel-View Extensions Recognition: Heretofore, the
face track identification is feasibly realized by the MTJSRC
algorithm for SR and classification. In order to combine
multiple feature kernels for face track recognition, we extend
the MTJSRC algorithm to the kernel version as described
in [31].
For a reproducing kernel Hilbert space, the kernel trick is
to use a nonlinear function φl(xi )T φl(x j ) = gl(xi , x j ) for
some given kernel function gk . Let Gl = φl(Xl )T φl(Xl) be
the training kernel matrix associated with the lth modality
of the feature and hl = φl(Xl)φl(yl) be the test kernel
vector associated with the lth modality. In our approach, the
simple and available kernel matrix is constructed by directly
using vector hl and the column of each kernel matrix Gk
as the extracted new features. In this new space, the origi-
nal multitask least square regressions with 1,2 mixed-norm
regularization problem can be written as
min
W
F(W ) = 1
2
L∑
l=1
∥∥∥∥∥hk −
M∑
m=1
Glmω
l
m
∥∥∥∥∥
2
2
+ λ
M∑
m=1
‖ωm‖2. (8)
Actually, in the experiment, the kernel matrices are com-
puted as exp(−χ2(x, x ′)μ), and μ is set to be the mean value
of the pairwise χ2 distance on the training set.
III. FACE TRACK SEQUENCES LABELING WITH CRF
After the MTJSRC algorithm, each face track has been
labeled with one character name. However, the whole movie
or the movie clip totally is seen as a story consisting of several
shots or scenes, and there are plenty of correlations between
these shots, including semantic correlation and scenario cor-
relation. That is to say, there are also quantities of correla-
tions in the audio and visual appearance of those semantic
contents and scenarios. Thus, besides using the KMTJSRC-
based face recognition on each track, we also consider these
correlations among neighboring tracks using the probabilistic
model of CRFs.
A. CRF Model for Sequence Labeling
As mentioned in [32], naive Bayes model, hidden Markov
model (HMM), and maximum entropy models (MEMs) are
among the most well-known probabilistic models. Naive Bayes
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model is a very basic and simple model considering the Bayes
decision, and HMM can be viewed as the sequence version of
naive Bayes model: instead of single independent decisions,
the HMM models a linear sequence of decisions. Similarly,
CRFs can be seen as the sequence version of MEMs, and
both of them are discriminative models. For HMM, there is
a disadvantage of strong independence assumptions between
the observation variables, and this reduces the accuracy of the
model. CRF was proposed in [33], and there is no assumption
on the dependence among observation variables that needs to
be made for CRF.
Compared with naive Bayes model and HMM that are
proposed to calculate the joint probability P(X, Y ) of the class
and observation variable, and have the disadvantage of com-
putational complexity, the CRF model which aims to calculate
the conditional probability P(Y |X), is more reasonable. The
probability graph model of CRF is an undirected graph, and
it also considers the dependence of adjacent nodes. Moreover,
the factorization of this graph is performed in such a way that
conditionally independent nodes do not appear within the same
factor, which means that they belong to different cliques.
From the Hammersley Clifford theorem, the general model
formulation p(Y‖O) of CRFs is derived
p(Y‖O) = 1
Z
exp
(
−
∑
c∈C
c(Yc)
)
. (9)
Here, O is the observation value, Y is the labeling vector which
refers to a sequence, and C is the maximum clique. Each factor
c(Yc) corresponds to a potential function over the variables
(Yc = yi , i ∈ c) constituting the clique c, and C is the set of
all cliques [33]. The normalization constant Z is known as the
partition function
Z =
∑
Y′
∏
c∈C
(Y
′ ‖O). (10)
Meanwhile, the Hammersley Clifford theorem introduces
the relationship between Gibbs distribution and MRF. Accord-
ingly, the Gibbs distribution is always used to get the solution
for MRF. In general, the CRF in essence is an MRF with
given observations, and thus, we can solve the CRF-based
labeling problem by minimizing the energy functions. The
corresponding Gibbs energy is defined as
E(Y) = − log p(Y‖O) − log Z =
∑
c∈C
(Yc‖O). (11)
The maximum posteriori labeling Y∗ of the random field is
defined as
Y∗ = arg max
Y∈L
p(Y‖O) = arg min
Y∈L
E(Y) (12)
where L is the label set. To be concise, we drop the symbol O,
and just use (Yc) to denote the potential functions of a
CRF in the following sections.
B. Cast2Face Tracks Labeling Consistency
In our cast2face approach, when each track is seen as a
node, and the correlations among neighboring tracks are con-
sidered as the property of conditional independence, the whole
face tracks sequence can be modeled as a CRF model. That is
to say, face tracks in a scene are viewed as a node sequence,
and the CRF model is adopted to refine the labels for each
node assigned with KMTJSRC. Therefore, the CRF model
commonly used for cast2face track labeling is characterized
by energy functions defined on unary and pairwise cliques as
E(y) =
∑
i∈ν
i (yi ) +
∑
(i, j )∈ξ
i j (yi , y j ). (13)
Here, ν corresponds to the set of all face tracks, while ξ is the
set of all edges connecting the tracks i, j ∈ ν. The edge set is
commonly chosen to define neighborhood tracks, which means
the face tracks belong to the same video scene. The labels
constituting the label set L represent different characters. The
random variable yi denotes the labeling of tracks i in the
tracks sequence. Every possible assignment of the random
variable y (or the configuration of CRF) defines a tracks label
scheme.
In order to solve the problem of minimizing a large class
of energy functions, we adopt the method proposed in [34],
which uses graph cuts to compute a local minimum even when
very large moves are allowed. The unary potential i of the
CRF is defined as the negative log of the likelihood of a label
assigned to the face track i . It can be computed from the nine
points-based face features and the KMTJSRC classification
for face recognition. In addition, there is also valuable prior
knowledge in the cast, which can be used for more effective
recognition. In general, in the cast list, the first or second
character is always the starring actor/actress, and usually the
higher the character name is on the cast list, the more frequent
the character’s occurrence is. Therefore, we analyze the raw
relations between the character’s frequency of occurrence in a
video and its order in the cast list, and then assign an empirical
prior probability to each character. Finally, the unary potential
can be written as
i (yi ) = − log(p(yi )p(oi‖yi )). (14)
Here, p(yi) is the prior probability from the character name
order in the cast list, and p(oi‖yi ) is the probability of the
observed face features for the specific characters, namely,
the recognized probability of the character label yi using the
KMTJSRC algorithm.
Although we have used the valuable prior knowledge in the
cast list, employing single face track features alone is not very
discriminative and robust for accurate labeling. However, this
problem can be solved by using the sophisticated potential
functions based on single character’s face features and also
the spatial and temporal relationships between different tracks
in a scene. Thus, the pairwise terms i j of the CRF take the
form of a contrast sensitive Potts model
i j (yi , y j ) =
{
0, if yi = y j
λ(i, j), otherwise. (15)
Here, the function λ(i, j) is an edge feature based on the
difference in the feature distance of neighboring tracks. It is
typically defined as: λ(i, j) = θ exp(−‖ fi − f j‖2), where
fi is the feature vector extracted in Section II-B. In addition,
although nodes in the same scene are considered neighbors,
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Fig. 6. Framework of actor-specific spotlights summarization.
TABLE I
SUMMARY OF TEST MOVIES
nodes or face tracks with the same shot number should not be
assigned with the same label. Therefore, an additional cost is
added when two face tracks belong to the same shot and have
the same labels, and this cost is directly set to a maximum
number in the experiment.
IV. APPLICATION: ACTOR-SPECIFIC
SPOTLIGHTS SUMMARIZATION
So far, we have assigned a character name to each face
track, which means all the detected faces are successfully
recognized. Based on the results of character identification,
there are many applications, such as character-specific movie
retrieval, personalized video summarization, intelligent play-
back and video semantic mining, and so on. In this section, we
demonstrate an actor-specific spotlights summarization system
using the Cast2Face, on which the users can input the actor
names to search and digest the film. Fig. 6 shows the working
scheme of the proposed actor-specific movie summarization
method.
First, an accelerating shot boundary detection method is
applied to divide the movie into several shots, and each shot is
about 1∼2-min long. Second, the face detection and tracking
processing are applied, and after the identification of all the
detected face tracks in these shots, we rank the tracks asso-
ciated with a particular actor according to the reconstruction
error calculated in rule (7). The video shots containing the
top ten tracks are then taken as the candidate spotlight videos.
Third, we make further restriction that the actor should be
speaking in the summarized video. The speaker is identified
by using the visual information, i.e., for visual informa-
tion, finding face detections with significant lip motion [2].
We then combine the obtained key shots together as a digested
movie. Finally, by using the character name or actor name as
the query entry, the corresponding actor’s spotlights clips are
presented to the user.
V. EXPERIMENTAL RESULTS
In this section, we evaluate the effectiveness and the effi-
ciency of the Cast2Face approach along with its application
in spotlights summarization on several feature-length movies.
All the movie casts are obtained from the IMDb. Ground truth
names for face detection are produced manually. Note that
the ground truth is only established for the face detections
produced by the frontal face detector [22] or the small angle
profile detector by OKAO. The results reported here are, there-
fore, related to the proportion of occurrences of a character
detected by the state-of-the-art face detectors.
A. Data Sets
As a quantitative study of Cast2Face, we evaluate in this
experiment the accuracy of our proposed KMTJSRC method
as well as that of CRF sequence labeling for character identi-
fication. We report the corresponding results on three films
OT (2004), Titanic (TT) (1997), and Twilight (TL) (2008)
and two episodes of The Big Bang Theory, Season 3,
Episodes 2 and 4 (The BigBang1 and BigBang2). These
movies are characterized by several familiar scenarios and
famous actors, as well as significant and visible face appear-
ances. The resolution of these movies varies from 624 × 352
to high definition of 1280 × 720, and the frame rate is
about 25 ∼ 30 frames/s. Details of these movies are shown
in Table I. Besides, the data set used in [13], i.e., the
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TABLE II
QUANTITATIVE RESULTS ON EVALUATION OF CAST2FACE METHOD
TABLE III
PERFORMANCE COMPARISON WITH DIFFERENT GALLERY COLLECTIONS
first season of The Big Bang Theory, is also involved to evalu-
ate the performance of our approach (using KMTJSRC&CRF).
In our experiment, the test movies are first quickly and accu-
rately segmented into shots and the face tracks are extracted.
In addition, the cast lists of these movies are downloaded
and stored as one-to-one correspondence of the character
name and the actor name from IMDb. Then, the actor name
combined with the movie name is used to search images
from the Google image data set, and gallery sets are collected
from the Google image search. The sizes of the constructed
gallery sets for some selected actors are listed in Table II.
In addition, the prior probability is assigned to these characters
in accordance with their orders in the cast list. Finally, the
KMTJSRC algorithm and CRF model-based sequence labeling
are applied to recognize the face tracks. After that, we compare
the performance of our approach with several other algorithms,
and we also do comparisons among the MTJSRC algorithm,
KMTJSRC algorithm, and the CRF-based enhanced sequence
labeling for character identification.
B. Performance of Automatically Collected Gallery Set
One of the greatest contributions of this paper is that our
approach does not need any training images. We collect the
gallery set from the Internet image search using the actor’s
name from the cast list. In addition, as shown previously, a few
incorrect faces are inevitably introduced in the gallery set due
to image retrieval and face detection errors, but our approach is
quite robust for such noises by using the MTJSRC algorithms.
Besides, in an image search engine, it is easy to obtain those
makeup and aged faces. Therefore, we find that some of these
makeup or aged faces are always contained in the gallery set
which can be accurately recognized with the SR. In order
to evaluate the performance of the automatically collected
gallery set from the Google image search, we use three clips,
respectively, from the movie of TT (23 min), OT (25 min),
and The BigBang2 (18 min).
After that, the actor name combined with the movie name is
input into the Google image search to get the gallery data set.
Then, the face detection is applied on both the test movie
clips and the gallery set. In addition, we use the tracking
algorithm to get the probe face tracks. In order to assess the
fault tolerance of our approach, we manually adjust the gallery
set by removing those images without apparent actor faces
and those with more than one face. Besides, we also consider
assessing the effectiveness of using both the actor name and
the movie name.
In order to evaluate the efficiency of our automatically
collected gallery set, we perform the KMTJSRC-based recog-
nition on galleries collected by different schemes, as shown
in Table III. We evaluate the performance of four schemes,
including accuracy measure on the association of Actor Name
Searching or Actor&Movie Name Searching, and with or
without manual adjustment (MA). Here, MA means choos-
ing images with noticeable and big-sized faces as well as
stage photos for the processed movie. We can see that our
KMTJSRC algorithm-based approach can tolerate noises intro-
duced by searching result outliers, since schemes with or
without MA get nearly the same performance. Meanwhile, it
can be seen that the manually adjusted gallery set performs
1%–3% better on the old movie TT. That is to say, we can add
some human intelligence to adjust the search results, especially
for old movies.
Nevertheless, the results are observably different for
schemes using different query keywords. That is to say,
combining the actor name and the movie name together can
archive more robust performance. Some movies were filmed
several years ago, in which the actors appearances might
have changed as a result of aging. However, with the movie
name constraint, the Google image search mainly returns stage
photos from the specific movie or life photos in the same age
of the actor.
C. Performance of Character Identification
via MTJSRC and KMTJSRC
Two baseline methods are employed for comparison:
1) the nearest neighbor classifier used in [2], which directly
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calculates the feature distance between a probe face track and
the labeled exemplar faces, and then assigns the probe face
track to the nearest neighborhood and 2) the SR classifier [26]
that classifies each image in the track independently and then
assigns the face track to the subject that most frequently
occurs in this track. In addition, for SR algorithm in [26],
we give some details about how to use it in our track level
face recognition.
Suppose the matrix X = {Xm} for the entire gallery set is
the concatenation of the p = ∑mi=1 pm training samples of all
M subject classes. Denote Xm = [υm,1, υm,2, . . . , υm,pm ] ∈
R
d×pm as the mth subject samples. For a new (test) face track
y with K face images, we first classify the kth face into the
class ck ∈ {1, . . . , M}, and also define C = [c1, . . . , cK ]
as the class vector for the test face track. Then, we assign
c = arg maxm ‖C − m‖0, which means the most frequently
occurred subject class, as the final subject class for the test
track. Meanwhile, the class label ck of the kth face in the
track is obtained as follows.
yk is the kth face in the face track, and represented as
yk = Xα + e (16)
where α ∈ Rp is the coefficient vector. Then, to get the
informative vector, α = [αT1 , . . . , αTM ]T is equivalent to the
solution of the following 1-minimization problem:
αˆ1 = arg min ‖α‖1 s.t. yk = Xα + e. (17)
That is to solve the following problem:
min
α
F(α) = 1
2
‖yk − Xα‖22 + λ‖α‖1. (18)
This problem can be solved in polynomial time by standard
linear programming methods [35]. After that, we classify yk
to the subject class that minimizes the residual between yk
and ˆyk m
ck = arg min
m
‖yk − Xmαm‖2. (19)
As aforementioned, there always exist a few incorrect
faces in the gallery set, and thus, training-based methods,
e.g., support vector machine (SVM) and subspace analysis,
are not applicable in our setting. In contrast, our multitask
linear representation-based method is quite robust for the
condemnation, since the joint representation ability of noise
images is lower compared with those good samples.
The evaluation results are listed in Table II, from which
we can see that the MTJSRC significantly outperforms both
baselines for 8 out of the 10 testing actors. For computational
cost, the Cast2Face method is training free and the most expen-
sive calculation lies in the testing phase, where a multitask
regression problem [see (3)] is optimized. In our experiment,
the APG algorithm converges at roughly 10∼20 rounds of
iterations. The average running time is 0.31 s per probe face
track. The parameter λ in (3) is set to 0.1 throughout our
experiment.
In addition, we also construct a baseline method, which is
named error accumulated SR (EASR), by assigning a face
track to the class with the lowest total reconstruction error
accumulated over all the faces in a track, and this is based on
SR algorithm in (18) as follows:
min
α
F(α) = 1
2
K∑
k=1
‖yk − Xα‖22 + λ‖α‖1. (20)
Finally, as shown in Table II, we find that when considering the
total reconstruction error accumulated over all the faces, the
performance of EASR is better than the basic SR. However,
the MTJSRC algorithm also improves results since the con-
struction of the coefficient is more flexible especially with 1,2.
So far, with the MTJSRC algorithm [21], we have obtained
a robust recognition performance. Moreover, the KMTJSRC is
more robust for character identification and achieves a more
efficient performance. So as to evaluate the performance of
the KMTJSRC algorithm, we illustrate the comparison results
on those test movies in Fig. 8.
D. Enhanced Performance With CRF Model
We have obtained many face tracks corresponding to dif-
ferent characters, and also collected the recognition results
for each face track with the KMTJSRC algorithm. In order
to assign names to these tracks more accurately, we consider
constraints between neighboring tracks, which are involved in
the CRF model. To assess the efficiency of the CRF model-
based enhanced labeling, we choose four clips from four
movies (TT, OT, TL, and The Big Bang1), respectively, each
of them with the length of about 20∼30 min, in total ∼2 h
of video. Generally speaking, faces in the same scene will
be more similar than the faces belonging to different scenes.
Therefore, face tracks in the same scene are set as neighbors
for each other, and the state-of-the-art scene segmentations
methods [36]–[38] are also used to obtain the scene boundaries
based on the shot segmentation results.
After face detection, tracking and KMTJSRC algorithm-
based recognition, we assign labels to each face track with a
different labeling cost. The unary potential or labeling cost is
obtained using (14). Here, p(xi ) is the prior probability which
measures the character name order in the cast list and is empir-
ically set as one of the values among 0.8, 0.8, 0.6, 0.6, 0.5
according to its order in the list. However, the user always
pays more attention to the staring characters in the front of
the cast, and thus, we consider performing recognition on
no more than five staring actors in a movie. Meanwhile, the
observation probability p(oi |xi) of the i th track labeled with
xi is calculated using the weights that measure the confidence
of different tasks in a final decision in (7).
For classification, the decision is ruled in favor of the
class with the lowest total reconstruction error accumulated
over all the K tasks in the KMTJSRC algorithm. That is to
say, only the class with the minimum error value is used to
label the face tracks. However, if the lowest and the second
lowest total reconstruction error are nearly the same, it may
be incorrect to assign the face track with the class label of
the minimum value. In addition, we need to calculate the data
cost using the probability of each face track assigned with each
label in the CRF model. In order to deal with this problem,
we transfer these total reconstruction errors into probability
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Fig. 7. Performance improved by prior probability.
Fig. 8. Recognition accuracy (%) of different algorithm schemes on the probe set.
representation using the softmax active function.3 The softmax
activation function is a neural transfer function. In the field
of reinforcement learning, a softmax function can be used to
convert the values into action probabilities. The function used
in our approach is
P(li ) = exp(−q(li )/τ )∑n
i=1 exp(−q(li)/τ )
(21)
where the action value q(li ) corresponds to the expected
reward of the following action li , namely, the total reconstruc-
tion error, and τ is called a temperature parameter (in allusion
to chemical kinetics).
We first assess the efficiency of using the prior knowledge
in the cast list. As shown in Fig. 7, the performance is
improved with the prior probability, especially in the movie
of TT. Actually, these improvements mainly come from the
recognition of the third or fourth character. That is to say, the
KMTJSRC recognition may label the first or second character
with names, which is back in the cast. However, with the prior
3http://en.wikipedia.org/wiki/Softmaxactivationfunction#citenote-4
knowledge consideration, the top-listed character always has
more probability to appear in the movie. Thus, we pull down
the probability of false recognition of classifying the front
characters’ face with the back characters’ name, especially
when the faces are of small size or unclear appearance for
feature extraction. After that, we also evaluate the performance
with KMTJSRC and CRF model together, and the results
of the comparisons between the two and the KMTJSRC are
shown in Fig. 8. We also show some examples of the cor-
rection process for false alarm identifications using different
recognition schemes in Fig. 9.
Finally, in order to validate the satisfactory performance of
our approach using KMTJSTC&CRF, we also compare it to
the performance obtained by using the MRF which integrates
face recognition, clothing appearance, speaker recognition, and
contextual constraints [13] as well as their follow-up work [15]
in their data set of the first season of The Big Bang Theory.
For reasonable comparison, we only extract the five main
character names in the cast to test recognition, i.e., Sheldon
Cooper, Leonard Hofstadter, Penny, Howard Wolowitz, and
Raj Koothrappali. In [13], some identity tracks without faces
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Fig. 9. Examples of false alarm correction via different algorithm schemes on the probe set. MTJSRC, MTJSRC&PRIOR, Kernel MTJSRC, and
CRF&KMTJSRC are different schemes, and the rear scheme is extended on the front one. Dotted boxes: wrong recognition results. Solid boxes: accurate
recognition results. We find that the rear one among the schemes always has more satisfactory results for character identification, i.e., many false labeling can
be verified with the CRF&KMTJSRC scheme.
TABLE IV
COMPARISON OF OUR APPROACH, OUR APPROACH WITH DIRECT SPEAKER LABELING [13], [15]
are also recognized with clothes and speeches. In order to do
a reasonable and fair comparison, we only compare the result
of the face recognition accuracy with our approach.
Besides, in the baseline work, since they all assume that the
subtitles and transcripts are both available, a novel compared
scheme is also constructed, named Ours&Speaker Labeling.
In this scheme, we directly set the recognized probability of
a speaker’s (i.e., yi ) face tracks p(oi ||yi) as 1. That is to say,
face tracks with speaking are labeled with the speaker’s name
in transcripts. Finally, the comparisons of these four schemes
are shown in Table IV.
In Table IV, compared with the method of [13], we can see
that our approach achieves obviously more accurate results,
and the reasons may be as follows: 1) compared with the
method of [13], which used the DCT features of each face, we
extract the more robust SIFT features in nine facial key-points;
2) meanwhile, by looking each face in a track as a task, the
MTJSRC method outperforms most of the existing methods,
such as the SVM classifier or the full model in [13]; and 3) in
sitcoms, the assumption of constraints between face tracks
involved in our CRF-based approach (for example, face tracks
of the same identity do have stronger similarity in a scene) is
more convincing and strong in these sitcom videos. However,
our approach strictly depends on the ability of face detection
and tracking algorithms, and thus, the identity recognition
recall will be not as strong compared with methods such
as [13].
In the experimental results of the method [15], the per-
formance is improved averagely more than 4% with MRF
model compared with that using the multinomial logistic
regression for weakly labeled data as well as the unlabeled
data and constraints. That is to say, random field model, which
considers the global consistency, can improve the recognition
performance with sequence labeling. Actually, while MRF
models the joint probabilities p(X, Y ), another random field
model, i.e., CRF is essentially a structured extension of logistic
regression, it models the conditional probabilities P(Y |X).
With the same idea that the MRF improves the recognition
performance in sequence labeling, our approach using the CRF
model achieves a more robust performance in the average
accuracy, as shown in Table IV.
In addition, in [15], the recognition accuracy deeply depends
on the script alignment and speaking detection accuracy which
is ∼87% for all those 22% tracks in their data set. In general,
face tracks with high confidence of speaking detection always
have great probability to be recognized accurately with the
KMTJSRC algorithm, since the faces will have good appear-
ance. Thus, as shown in Table IV, the performance of our
approach combined with directly replacing the KMTJSRC
result by the speaker’s label in the script is better on
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RESULTS ON SPOTLIGHTS SUMMARIZATION FOR GEORGE CLOONEY
Episodes 2 and 3 (with high speaker precision), but the average
accuracy lacks competitiveness to our approach. The reason
may be that the speaker labeling is more efficient on these
two episodes, but has lower recognition accuracy compared
with KMTJSRC on the whole data set, and this directly pulls
down the final recognition performance. Moreover, except for
the challenge that speaker detection is a difficult problem itself
with noisy labels described in [39], the script is not always
available and sometimes new errors can be introduced due to
the unguaranteed script to face alignment.
E. Actor-Specific Spotlights Summarization
In this experiment, we apply Cast2Face to spotlights sum-
marization and evaluate the performance. We build a gallery
set which contains face images of 21 actors from three films
Oceans Eleven (2001), OT (2004), and Up In the Air (2009).
Taking actor George Clooney as an example, we aim to extract
these key shots for him from these films. After the MTJSRC,
we obtain a set of tracks identified as George Clooney, among
which the tracks, which include the speaking George Clooney,
are taken as the key tracks. Table V shows the tracks detection
and identification results. The subshots, including key tracks,
are called key shots. By assembling these key shots, we can
get the final spotlights summarization for George Clooney.
The results of this experiment are available at YouTube:
http://www.youtube.com/user/cast2face.
VI. CONCLUSION
Cast2Face is a novel cast and image retrieval-based
movie character identification method proposed in this paper.
We demonstrate that using the KMTJSRC algorithm and CRF
model, high precision can be achieved by combining multiple
sources of information, including the cast, Web image, and
movie. Compared with the subtitle and script-based methods,
one appealing aspect of our method is that it is textual analysis
free. We have also explored an application of our method for
actor-specific spotlights summarization. Empirical evaluations
on feature-length movies show the satisfying performance of
the Cast2Face method.
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