Abstract: Most watermark-removal methods treat watermarks as noise and apply denoising approaches to remove them. However, denoising methods remove not only this watermark energy, but also some of the energy of the original image. A trade-off therefore exists: if not enough of the watermark is removed, then it will still be detected by probabilistic methods, but if too much is removed, the image quality will be noticeably poor. To solve this problem, the relationships among the energies of the original image, the watermark and the watermarked image are initially determined using stochastic models. Then the energy of the watermark is estimated using just-noticeable-distortion (JND). Finally, the watermark energy is removed from the watermarked image using the energy distribution of its Eigen-images. The experimental results show that the proposed approach yields a mean peak signal-to-noise ratio (PSNR) of the predicted images that is 2.2 dB higher than that obtained using the adaptive Wiener filter, and a mean normalised correlation (NC) value of the extracted watermarks that is 0.27 lower than that obtained using the adaptive Wiener filter. In removing watermark energy from 100 randomly selected watermarked images in which watermarks were embedded using the 'broken arrows (BA)' algorithm proposed for the second breaking our watermarking system (BOWS-2) contest, the mean PSNR of 100 predicted images is 24.1 dB and the proposed approach successfully removed watermarks from 90 of these images. This result exceeds the minimum requirement of PSNR 20 dB for the BOWS-2 contest. Clearly, the proposed approach is a very effective watermark-removal approach for removing watermarks.
Introduction
Multimedia, including image, video and audio media are widely acquired, exchanged and transmitted through networks. However, the reproduction of multimedia on networks can spread partially copyrighted multimedia in the absence of permission from the content owner. Therefore copyright protection and identification have become increasingly important areas of research.
Watermarking is a method of protecting copyright in multimedia by embedding a company's logo or secret message as a watermark in an image. The watermark can later be extracted from the watermarked images to enable the owner to assert copyright. Watermarked images must therefore tolerate lossy compression, image processing and possibly malicious attacks, such that the watermark can still be extracted. Therefore robustness is one of the most important characteristics of a watermarking algorithm.
Stirmark [1] , Checkmark [2] and Optimark [3] are three popular benchmarks for the evaluation of the robustness of watermarking algorithms. They involve image processing, lossy compression and watermark attack approaches. Of course, the fact that a watermarking algorithm meets these benchmarks does not mean that it will be able to resist new attacks. Researchers must therefore study not only digital watermarking methods but also the attacking, counterfeiting and falsifying of digital watermarks. By considering all these various attacking methods, the researchers can develop more robust watermarking methods than ever to guarantee the copyright protection.
Attacks on a digital watermarking system may be categorised as removal attacks, geometrical attacks, cryptographic attacks and protocol attacks [4] . Each category uses a particular strategy to interfere with the watermarked images. Removal attacks [4 -6] consider the spatial domain and treat the watermark W as noise that is added to the original image I to yield the watermarked image Y. Therefore
From this perspective, watermark-removal algorithms attempt to subtract out the watermark, W. However, since W is unknown, these algorithms thus attempt to predict it. The predicted watermark is denoted asW . In subtracting outW , therefore, a predicted image,Ĩ, must be generated. Next, re-modulation methods can change the signs of part of the predicted watermark and add this predicted watermark to the predicted image to yield the final attacked image,Î. Fig. 1 shows the flowchart for removing the watermark and re-modulating. Two goals must be met in removing a watermark: the watermark energy must be removed from the watermarked image while the energy of the original image in the watermarked image is retained. A trade-off exists between these two goals, because an attacker knows nothing about the watermark, the original image or the watermarking algorithm. As in most watermark-removing methods, including denoising filtering or image compression (or quantisation), removing watermark energy simultaneously removes some of the original image energy. Therefore the measure of the effectiveness of a watermark-removing approach is quantified by the removed watermark energy as a fraction of the total removed energy. Additionally, better predicting the image increases the re-modulation efficiency, as determined by this measure. However, the literature indicates that most watermark-removing approaches suffer from such problems.
This work presents a new and more efficient method that removes watermark energy from a watermarked image based on the energy distribution of Eigen-images. The energy relations among the watermarked image, the original image and the watermark are determined using a stochastic model. The predicted watermark energy, which is predicted using just-noticeable-distortion (JND) [7] , is then removed from the Eigen-images of the watermarked image based on the fact that first several of those Eigen-images contain most of the watermark energy.
The experimental results show that the mean peak signalto-noise ratio (PSNR) of the predicted images using the proposed method is 2.2 dB higher than that predicted using the adaptive Wiener filter [6] , and that the average normalised correlation (NC) value of the extracted watermarks is 0.27 lower than that obtained using the adaptive Wiener filter. The results are also better than those obtained using an SVD-based filter. This paper is arranged as follows. Section 2 presents the energy distribution of the Eigen-images of an image. Section 3 reviews two watermark-removing approaches. Section 4 elucidates a new watermark-removal approach that is based on the characteristic of the energy distribution of the Eigen-images of an image in Section 2 and the stochastic assumptions made in Section 3. Section 5 presents the simulation results concerning the predicted images and the extracted watermark. Finally, Section 6 draws conclusions.
Eigen-image energy
In singular value decomposition (SVD) theory, an m × n (m ≥ n) matrix I with real-valued I ij elements can be decomposed as
where U is an m × n orthogonal matrix; V is an n × n orthogonal matrix and S is an n × n diagonal matrix with The rank of I is r (r ≤ n) and is the number of non-zero singular values
From (3), (2) can be written as
where U I i and V I i are the ith columns of U and V, respectively.
represents the Eigen-images. Therefore an image can be decomposed into r Eigen-images and the total energy of r Eigen-images exactly equals the energy of the image I. Mathematically
The square of the Frobenius-norm of I is defined as
Therefore (5) can be written as follows
Equation (7) indicates that the energy of each Eigen-image equals the square of its singular value, and the energy of an image equals the sum of the energies of the r Eigenimages. Fig. 2 plots the typical energy distribution of the Eigenimages of an image. Clearly, the energy of the first few Eigen-images contains most of the energy of the image. Therefore the sum of the energies of the first few Eigen- images is very close to the energy of the corresponding images.
3 Watermark-removal methods
SVD-based Filter
Most watermark-removal methods treat the watermark as noise that is added to an original image. Therefore filters are used to remove the noise from the watermarked image and thus obtain the predicted image. One of the classic filters is the SVD-based [8 -11] filter, which has been adopted in many fields, including image and video denoising. The denoising process of SVD-based filter is described as follows.
Let
where 1 ≤ k ≤ min(m, n) and
Adaptive Wiener filter
Two works [6, 12] modelled watermarking using the stochastic distribution of images and adopted such proposed schemes as the adaptive Wiener filter, soft-shrinkage in the wavelet domain and reweight-least-squares (RLS) to remove watermarks from the watermarked images. They treated original images as either locally independent identically distributed (i.i.d.) non-stationary Gaussian (nG) or globally i.i.d. stationary generalised Gaussian (sGG) images, and regarded watermarks as i.i.d. random variables with Gaussian distributions of zero mean and variance s 2 W . One of the cited works [6] employed the well-known adaptive Wiener or Lee filter to remove watermarks. This filter is given as follows
where I ij and s
are the local mean and the local variance, respectively.
Proposed method
The watermarking equation Y ¼ I + W indicates that, regardless of the algorithm adopted to embed a watermark, the watermarked image can potentially be separated into the original image and the watermark in the spatial domain, and each pixel is represented by Y ij = I ij + W ij .
To establish the energy relations among Y, I and W, the above assumptions made in Section 3. Based on these assumptions, the expected energy of the watermarked image is
Since I ij and W ij are independent and uncorrelated, the expected energy
The pixels W ij follow a Gaussian distribution with zero mean so E[W ij ] ¼ 0 and
Equation (11) presents the fact that when a watermark is embedded in an original image to yield a watermarked image, the expected energy of the watermarked image equals the sum of the expected energy of the original image and that of the watermark. Since (7) shows that the energy of an image equals the sum of the energy of the first r Eigen-images of the image, (11) can be expressed as
In (12), although the energy of the watermarked image cannot be precisely divided into the energy of the original image and that of the watermark, most of the energy of each of Y, I and W must be concentrated in only the first few Eigen-images. Therefore the energy of each Eigen-image of a watermarked image is intuitively assumed to be almost equal to the sum of the energy of the Eigen-image of the original image and that of the watermark of the same rank
Therefore (13) can be rewritten as
where Ĩ i 2 and W i 2 represent the energy of the ith Eigenimage of the predicted image and the predicted watermark, respectively. From (7), the energy of each Eigen-image equals the square of its singular value. Therefore (14) can be rewritten as
To determine the energy of the predicted watermark, W i 2 , the characteristics of JND are used and a stochastic distribution of the watermark is assumed.
Each pixel in an image has a JND value, which specifies the maximum change in grey level that can be applied to the pixel without changing the grey levels of the other pixels. If the grey level of a particular pixel is changed by less than the JND value, then the change will not be observed by the human eye. Therefore many imperceptible watermarking algorithms, [13 -15] , use the JND value to determine the energy of the watermark to embed. However, watermark-removal algorithms use no information except the watermarked image. Therefore the JND values of the watermarked image, rather than those of the original image, are adopted herein to estimate the watermark energy in the watermarked image, because the two images -the original and the watermarked image -must be indistinguishable and thus have similar JND values, to ensure that the watermark is invisible.
Since the watermark is designed to be invisible in the watermarked image, the absolute value of each pixel in the watermark is assumed not to exceed the maximum of all JND values of the watermarked image
According to another work [8] , when the W ij (or noise) follows a Gaussian distribution, W ij N (0, s 2 W ), any W ij with 0.95 probability confidence would have
wheres W denotes the predicted standard deviation of the watermark.
From (16) and (17),s W can be estimated as
That work [8] also demonstrated that when the image size is m × n, and mn . 30, the watermark energy is simply but effectively given by
To determine the energy of the ith Eigen-image of the predicted watermark W 
where l represents the weight of the energy of the predicted watermark; (
) is the prediction function and g is the prediction parameter.
The energy of each Eigen-image of the predicted watermark W i 2 is constrained to be less than the energy of the Eigen-image of the watermarked image
According to (15) and (20), the singular values of the predicted image are each given by 
Experimental results
In this section, four watermarking algorithms are separately adopted to embed an original watermark into original images. The watermark is then partially removed from the watermarked images using four watermark-removal methods, namely, SVD 1, SVD 2, Wiener and Eigen to obtain predicted images. The PSNR of each predicted image is computed by comparing the predicted image with the original image. The similarity between the extracted watermark and the original watermark is also determined. The proposed method assumess W = 0.5 max ( JND ij ) in (18) and applies g ¼ 3/2 in (21).
The degree of similarity, NC, between the original watermark X and the extracted watermark X * can be determined by performing a correlation test. Their 2D correlation coefficient is directly given by
By definition, x ij and x * ij are 1 or 21, so the NC values are between 21 and 1.
Twelve 8-bit grey-level images of size 512 × 512 are used as original images in our test. Fig. 4 presents four of the original images. The watermarking algorithms that were proposed by Cox [16] , Huang [17] , Maity [18] and Lee [19] are utilised herein to evaluate the efficiency of the proposed watermark-removal algorithm. Cox and Huang embedded an original watermark in the DCT-domain of the AC and DC band, respectively. Maity embedded an original watermark in the wavelet domain at all frequencies, while Lee embedded an original watermark in the spatial domain. Table 1 shows the mean PSNRs of the 12 watermarked images and the NC values between the extracted watermarks and the original watermarks. All of these watermarking algorithms are non-blind, meaning that they need the original image to extract the watermark. Since such watermarking algorithms do not need to embed extra information in the watermarked images, these images are generally considered to be more robust against various attacks.
The SVD-based filter uses two ways to remove the watermark from the watermarked image. First, SVD 1 divides the watermarked image into many non-overlapped blocks of 16 × 16 each. It then removes the watermark from each image block by applying the SVD-based filter to each one. Second, SVD 2 uses the watermarked image as an image block and then removes the watermark from the image block. The adaptive Wiener filter (Wiener) follows the first procedure of SVD 1 and then the watermark is removed from each 16 × 16 block. On the other hand, our proposed method (Eigen) proceeds by performing the first procedure of SVD 2 and then removing the watermark from the image block. The adaptive Wiener filter and the proposed method use different image block sizes to remove the watermark because their stochastic models of the original image are different. The stochastic assumption for the original image of the adaptive Wiener filter is locally i.i.d. nG and that for the proposed method is globally i.i.d. sGG.
After the watermarks were removed from the images that were watermarked using the watermarking algorithms of Cox, Huang, Maity and Lee, the predicted images were obtained; Figs. 6 -9 plot the performance of the watermarkremoval methods. In these figures, each mark on the curve represents the mean performance of 12 predicted images Fig. 6 Mean performance, from 12 predicted images, of removal of watermarks from watermarked images in which watermarks are embedded using Cox's algorithm [16] and is obtained by a single equation but with different values of a particular parameter. For example, the parameters of 'SVD 1', 'SVD 2', 'Wiener' and 'Eigen' are
and l, respectively. The only star-square mark on the curve 'Eigen' was obtained by setting l ¼ 1. Fig. 10 presents the predicted images obtained by applying the adaptive Wiener filter to the watermarked images in which watermarks were embedded using Maity's watermarking algorithm. Fig. 11 was obtained in the same way as Fig. 10 , except that the proposed watermark-removal method was adopted. Owing to the page limit imposed, only the results obtained using Maity's embedding watermark algorithm, and the adaptive Wiener filter and the proposed watermarkremoval methods are presented.
In Fig. 12 , the performance curves are plotted by calculating the means of the curves obtained using the same removal methods, as shown in Figs. 6 -9. Fig. 12 indicates that the mean PSNR of the curve 'Eigen' is 3.7 dB and 2.2 dB higher than those of the curves 'SVD 1' and 'Wiener', respectively. The mean NC value of the curve 'Eigen' is 0.22 and 0.27 lower than those of the curves 'SVD 1' and 'Wiener', respectively. The star-circle mark on the curve 'Eigen' in Fig. 12 indicates that when g ¼ 1.8, a predicted image of high quality can be obtained using the proposed method by removing most of the watermark energy, while most of the energy of the original image is retained.
The above-mentioned four watermark-removal methods are also used to attack the watermarked images in which watermarks are embedded using the 'broken arrows (BA)' algorithm [20] . One hundred randomly selected test images and the BA programs were downloaded from the breaking Fig. 9 Mean performance, from 12 predicted images, of removal of watermarks from watermarked images in which watermarks are embedded using Lee's algorithm [19] Fig. 8 Mean performance, from 12 predicted images, of removal of watermarks from watermarked images in which watermarks are embedded using Maity's algorithm [18] our watermarking system (BOWS-2) website [21] . Then, the watermarked images in which the watermarks were embedded using the BA underwent a three-level 2D wavelet decomposition as the first procedure in the regression-based restoration method [22] . After the watermark energy had been removed from all sub-bands of the watermarked images, except the LL3 sub-band, the predicted images were reconstructed by inverse wavelet transform. Finally, the watermarks were detected from the predicted images using the detection program of the BA one at a time. The result obtained from 100 predicted images is shown in Fig. 13 . SVD 1 has only one mark in Fig. 13 because it yields the smallest possible mean PSNR obtained using the method with an effective rank k ¼ 1. The experimental results obtained using the proposed method demonstrate that the mean PSNR of 100 predicted images is 24.1 dB, and that the watermarks were successfully removed from 90 of these predicted images. The minimum requirement of PSNR ¼ 20 dB for the BOWS-2 contest was thus exceeded.
Conclusions
Watermark-removal methods are adopted to remove the watermark from a watermarked image, to yield a predicted image. Removing most of the energy of the watermark, while preserving most of the energy of the original image is difficult, because watermark-removal methods cannot use any information, except that which can be obtained from the watermarked image.
This work exploits the fact that most of the watermark energy is retained in the energy of only the first few Eigenimages of the watermarked image, independent of the watermarking algorithm. Therefore the watermark energy can be removed more accurately from the watermarked image using the proposed method than by using any other watermark-removal methods. The experimental results fully demonstrate the power of the proposed method. Fig. 12 Performance curves plotted by calculating the means of the curves obtained using the same removal methods, as shown in Figs. 6-9 Fig. 13 Performance from 100 predicted images, of removal of watermarks from images watermarked using watermarking 'broken arrows' algorithm [20] 
