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Introduction
In the simulation of incompressible fluid flow, one of the main challenges is posed by the coupling of the velocity and pressure fields through the incompressibility constraint. This has motivated the development of fractional step or splitting methods. These methods are based on the decoupling of the velocity-pressure system by splitting it into a sequence of "fractional" or "segregated" solution steps. Although the general idea remains the same, this splitting has been formulated in a number of ways over the years; often in the form of projection methods [1, 2] , pressure or velocity correction methods [3, 4, 5] , consistent splitting methods [6] , viscosity splitting methods [7] or characteristic-based split (CBS) methods [8] , to name just a few. Arguably the most widely used fractional step methods for incompressible fluid flow are the original projection schemes proposed independently by Chorin [1] and Temam [2, 9] in the 1960's. In short, these projection methods are based on an orthogonal projection onto a subspace of solenoidal vector fields, see [2] for a thorough explanation. The basic idea is to acquire an intermediate velocity field ( Step 1) by solving the momentum equation without the pressure gradient, i.e. considering only viscous, inertia and convection terms, and subsequently computing the pressure and divergence-free end-of-step velocity ( Step 2). The appealing benefits of this approach consist in smaller system matrices, dimensionally uniform solution and right hand side vectors and, importantly, the fact that the pressure is obtained efficiently in Step 2 from solving the Poisson equation. The drawbacks of such strategies include additional complexity in the application of the boundary conditions and most of all the introduction of a so-called splitting error, which brings about a relative loss of temporal accuracy compared to a respective coupled approach. Due to their semi-explicit nature, it is crucial that temporal stability and accuracy are in the focus of all development in the area of the fractional step solution schemes.
As mentioned above, in the classical projection methods by Chorin and Temam, the intermediate velocity is computed independently of the pressure. It is well-understood that this restricts these methods to first order accuracy in time. If, in the first step, the pressure is approximated by the solution from the previous time step, then a pressure increment can be computed in the second step and an overall second order accurate scheme can be formulated. This approach is typically known as the "incremental projection" or "pressure correction" method and was first considered in, for instance, [3, 4] . It is clear that the accuracy of the pressure extrapolation used in the first step must be increased in order to formulate a more accurate methodology. It is noted that, despite these efforts, the first order accurate schemes are still widely used. The analysis of the properties of the different schemes is not trivial and is an active area of research, see for instance [10, 11, 12, 13] . The present work has multiple objectives:
1. Presentation of a discrete model problem consisting of point masses and dash-pots which allows for detailed insight into the properties of projection schemes and is a useful tool for new development;
2. Discussion of high-frequency damping of projection schemes;
3. Presentation of two new families of projection schemes based on the generalised midpoint rule and the generalised-α method [14] .
Prior to the further explanation of the objectives, it is pointed out that the work presented in this article is relevant for projection methods based on the finite volume as well as finite element formulations, even though Sections 3 and 4 are set in the context of the finite element method. Objective 1 is motivated by the successful recent employment of the basic model problems in the area of the partitioned schemes for fluid-structure interaction. Here, the analyses of appropriate spatially discrete model problems has allowed for in-depth insight into temporal and added mass related instabilities [15, 16, 17] and is increasingly used for new method development [18, 19] . The investigation undertaken in the context of Objective 2 led to the observation that it is impossible to formulate a projection scheme for the model problem which is second order accurate and possesses high-frequency damping. This is an important finding which, to the best of our knowledge, has not been reported elsewhere and which may explain why second order accurate projection schemes have generally not replaced first order schemes. Objective 3 is the attempt to formulate a methodology which is more accurate than basic backward Euler based projection schemes, but offers some high-frequency damping.
The beneficial role of high-frequency damping in incremental numerical solution schemes for partial differential equations in time and space is well-known: The numerical analyst chooses the spatial and temporal discretisation suitable for the length and time scales which are of interest and represent the main system response. Hence, a robust methodology requires high-frequency damping to damp out the effect of the unresolved scales. In particular, high-frequency damping allows for a larger degree of independence between the spatial and temporal resolutions, i.e. a larger range of Courant numbers. In the context of the monolithic solution schemes for computational fluid dynamics, the generalised-α method, which is unconditionally stable, second order accurate and offers control over high-frequency damping, has therefore become very popular, see for instance [20, 21, 22, 23] . It was proposed in [14] and is related to its counterpart formulated earlier for solid dynamics in [24] (see also [25] ). In the present work, a projection scheme is formulated based on the generalised-α method. It is shown clearly how the proposed methodology is related to the backward differencing schemes which are commonly employed for projection schemes.
A discussion of projection schemes generally also comments on the issue of spurious pressure oscillations. This is discussed briefly in Section 3.3. Another aspect which has been addressed in a number of publications is the occurrence of undesired effects due to non-physical artificial boundary conditions along Dirichlet boundaries [26, 27] . An extensive study of the "rotational forms" which remove such effects can be found in [11] . In [28] a corresponding formulation has been used in the context of fluid-structure interaction. Since, in the examples presented in Section 4, no evidence of non-physical boundary layers has been detected even for large time steps, the issue is not considered in this work. The proposed formulations can, however, also be applied to projection schemes which include the rotational forms.
The remainder of this work is structured as follows: In Section 2, the model problem is presented, the new projection schemes are proposed and applied to the model problem. The responses of the schemes and the spectral radii of the amplification matrices are studied in detail. In Section 3, the projection methods are formulated for the incompressible Navier-Stokes equations using finite elements. Numerical examples are presented in Section 4, before the conclusions are drawn in Section 5.
Throughout this article, the terms "monolithic" or "coupled" refer to solution schemes based on the simultaneous computation of velocities and pressures.
Analysis of projection schemes

1D model problem with analytical solution
The model problem consists of a 1D mass-dashpot system with three degrees of freedom as shown in Figure  1 . The motion of the masses are subject to the physical constraint,
where ξ 1 , ξ 2 and ξ 3 are scalar factors, and the velocities of the point masses are denoted by, respectively, u 1 , u 2 and u 3 . All point masses are equal. This choice does not imply a loss of generality, but allows for a clearer presentation which is more aligned with the formulation for the incompressible Navier-Stokes equations in Section 3. The constraint (2.1) is imposed on the system by employing a Lagrange multiplier. A thorough description of this methodology is given in Joosten et al. [17] . Thus, the governing equations readu
whereu = {u 1 ,u 2 ,u 3 } T and u = {u 1 , u 2 , u 3 } T are the accelerations and velocities of the point masses respectively and λ is the Lagrange multiplier. The matrix C and the vector b are
where the parameters c 1 , c 2 and c 3 are the respective damping coefficients for the three dashpots. It is straightforward to show that the problem (2.2) can be reduced to a system of two linear differential equations, expressed as where k 11 , k 12 , k 21 and k 22 depend on the problem parameters. Solving this system yields u 1 and u 2 . Subsequently, u 3 is obtained by using the constraint (2.1). The Lagrange multiplier λ can be evaluated by substituting the velocities back into Equation (2.2a). The analytical solutions for u and λ render lengthy terms, which are not shown here for the sake of brevity.
Remark 1: It could be argued that the model problem (2.2) is not fully representative of a viscous incompressible flow problem. However, it possesses very similar characteristics. The masses and dampers of the 1D system are concurrent with the inertial and viscous terms obtained from the Navier-Stokes equations after appropriate discretisation. Moreover, the constraint (2.1) represents well the effect of incompressibility in fluid flow problems, where also a Lagrange multiplier, namely the pressure, is used to impose the linear incompressibility constraint. Due to the absence of an advective component, the model problem is linear and therefore suitable for detailed analyses. In the discretisation of the Navier-Stokes equations the presence of the advection term results in complex eigenvalues of the system matrix. A similar effect can be achieved in the model problem by using complex damping coefficients.
In recent years similar model problems were used successfully, for instance in [15, 17, 16, 29] , to study the computational strategies for fluid-structure interaction.
Time integration schemes
For the purpose of introducing the different time integration schemes, the following general first order differential equation is consideredu
with f being a function of time t and the solution variable u.
Backward differentiation formula (BDF)
BDF schemes are implicit linear multi-step methods which allow the derivative of a function to be expressed as a linear combination of solution variables associated with previous time instants. If one considers the differential Equation (2.5) with BDF time integration, the general expression readṡ
where ∆t = t n+1 − t n is the time step size, N is the total number of time steps and n ∈ {0, 1, . . . , N }. Depending on the order s of the scheme, the time derivatives of the consequent BDFs scheme are approximated asu
It is observed that, for s = 1, the scheme is identical to the backward Euler method (BE). Since only the first order BDF1 and second order BDF2 methods are unconditionally stable, the orders s > 2 will be disregarded in this study.
Generalised midpoint rule (GM)
The generalised midpoint rule (GM) can be described as a modified Euler method, which in the case of Equation (2.5) is expressed asu
where γ is a scalar time integration parameter. It can be observed that setting γ = 1/2 recovers the second order accurate trapezoidal rule (TR), and setting γ = 0 recovers the backward Euler method (BE/BDF1). Thus the generalised-midpoint rule represents an interpolation between the backward Euler method and the trapezoidal rule. Notably varying γ allows the high frequency damping to be controlled by the user, which is demonstrated clearly in [22, 30] . The limit ρ h ∞ of the spectral radius as ∆t → ∞ is related to the parameter γ by
The method is unconditionally stable for 1/2 ≤ γ ≤ 1 which corresponds to 0 ≤ ρ h ∞ ≤ 1, see [22] or [24] for a thorough explanation.
Generalised-α method (AM)
The generalised-α method is an implicit and unconditionally stable single-step time integration method (see [24, 14] ). It is attractive as it allows for high frequency damping to be controlled by the user without jeopardising the second order accuracy. Applying the generalised-α method to the first order problem in Equation (2.5) giveṡ
(2.14)
The parameters α m , α f and γ may be expressed in terms of the spectral radius ρ h ∞ for an infinitely large time step as follows
For ρ h ∞ = 0, the time integration parameters become: α m = 3/2, α f = 1 and γ = 1, which when applied to Equation (2.13) givesu
With Equations (2.14) and (2.17), the following is obtaineḋ
This is identical to the expression in Equation (2.7) for s = 2. It can thus be concluded that the generalised-α method with ρ h ∞ = 0 is equivalent to the BDF2 method. This observation is also made in [31] . For ρ h ∞ = 1, the generalised-α method coincides with the trapezoidal rule (TR). Thus, the generalised-α method represents an interpolation between the BDF2 and TR.
Projection schemes
In the following paragraphs, the time integration techniques of Section 2.2 are employed in the context of projection methods for the simulation of the model problem described in Section 2.1.
The adopted strategy is based on the elimination of the end-of-step velocity, an approach first considered by Guermond and Quartapelle [32, 33, 11] . Furthermore, an incremental projection (or pressure-correction) approach is followed, whereby an approximation of the pressure, or in the context of the model problem (2.2), λ, is included in the first step. This is generally referred to as a pressure-correction method. All schemes presented in the following allow for a varying time step size ∆t and for adaptive time stepping.
Generalised-midpoint rule projection method
Typically incremental projection methods are comprised of two steps. The first step, or viscous step, contains the viscous contribution of the momentum equation and a predictor for the pressure. In the context of the model problem, the first step of the GM projection method involves the computation of an intermediate velocity at
The role of the scalar factor δ is explored further in Section 2.3.3. It is well known that second order accuracy of the overall scheme can be achieved by using a first order predictor for the Lagrange multiplier
The second step is based on the equations
where
Crucially, it is observed that the sum of Equations (2.21) and (2.25a) recovers the momentum Equation (2.2a) whereby the inertia term is expressed in terms of the end-of-step velocity u n+1 and the viscous term is evaluated for the intermediate velocityũ n+1 . Substituting the expressions (2.23), (2.24) and (2.26) into Equation (2.25a)
Multiplying Equation (2.27) by b and recalling Equation (2.25b) results in a scalar equation from which λ n+1 can be obtained,
Notably, in the context of the incompressible Navier-Stokes equations, the scalar product with b corresponds to the application of the divergence operator, which results in a Poisson equation for the pressure increment.
The end-of-step velocity u n+1 is explicitly computed from Equation (2.27) by substituting λ n+1 back into the equation, as follows
The second step is generally called the projection step since it decomposes the intermediate velocity into the pressure and divergence free end-of-step velocity, as shown in Equations (2.28) and (2.29) respectively. End-of-step elimination: It is common practice to eliminate the end-of-step velocity from the scheme by substituting the divergence free velocity u n , obtained by considering Equation (2.29) at time instant t n , into the first step (2.21). The explicit step (2.29) is then no longer necessary. Furthermore the intermediate velocity also converges to the exact solution as ∆t is reduced. The first step of the GM projection method with end-of-step elimination, from whichũ n+1 is computed, reads
The Lagrange multiplier λ n+1 is then computed as before from Equation (2.28). There is no need to compute the end-of-step velocity u n+1 , but if desired it can be evaluated from Equation (2.29). The system of Equations (2.30) and (2.28) can be expressed in matrix form as
A GM is the amplification matrix for the generalised-midpoint rule scheme and its coefficients depend on the problem parameters and on the time step size ∆t.
Generalised-α projection method
Adopting the integration scheme presented in Section 2.2.3, and following the approach described in the previous section for the generalised midpoint rule, the first step of the AM projection method, from whichũ n+1 is evaluated, is expressed as
where the parameters α m , α f and γ are as shown in Equation (2.18), and the predictor λ * ,n+1 is the same as in Equation (2.24).
The second step is obtained as
Similarly to the manipulation of Equation (2.25a), Equation (2.35a) can be rewritten as
Multiplying Equation (2.36) by b and recalling Equation (2.35b) renders
which can be solved for λ n+1 . The end-of-step velocity is obtained from
Finally, the acceleration can be computed froṁ
End-of-step elimination: The first step of the AM projection method with end-of-step elimination involves
In the second step λ n+1 is again computed from (2.37). Substituting the end-of-step velocities u n and u n+1 into Equation (2.39) gives an explicit expression for the end-of-step acceleratioṅ
Since the right hand side contains the accelerationu n , it is not possible to use Equation (2.41) to eliminate the end-of-step acceleration in Equation (2.40) . Similarly to (2.31), the system of Equations (2.40), (2.37) and (2.41) may be written in matrix form asŨ
can be expressed analogously. A AM is the amplification matrix for the generalised-α method.
The role of the factor δ
The factor δ in Equations (2.21) and (2.32) affects the high frequency dissipation of the scheme. A limit analysis of the spectral radius of the amplification matrices A GM and A AM , based on a symbolic mathematics software, yields the following limit
where the parameterρ h ∞ represents the user-controlled high frequency spectral radius of the applied time integration scheme. Since it is desired that, for the overall method, ρ h →ρ h ∞ for ∆t → ∞, Equation (2.43) suggests to choose δ such that
Thus, with Equations (2.12), (2.18) and (2.45) the high frequency damping of the GM and AM projection methods presented above can be fully controlled andρ h ∞ remains as the only free integration parameter. In the case of the GM projection method it can be used to switch gradually between BE and TR. Similarly, in the case of the AM projection method, it allows for interpolation between BDF2 and TR.
Comparison of schemes
In this section, the projection methods presented in Section 2.3 are compared to each other, as well as to the monolithic and exact solutions discussed in Sections 2.1 and 2.2. First the performance of the schemes is demonstrated for the model problem and subsequently, the schemes are analysed in terms of stability and accuracy.
1D model problem response
In order to show the capabilities of the GM and AM projection schemes to control high frequency damping, the parameters for the model problem are chosen such that both low and high frequency oscillations are present, and no physical damping occurs. The latter is achieved by choosing imaginary damping coefficients in the matrix C, and the parameters are set as follows: ξ 1 = 1, ξ 2 = 6, ξ 3 = 2, m = 1, c 1 = 0.25i, c 2 = 0.32i, c 3 = 12i. By setting the real part of the coefficients to zero, it is ensured that all damping observed in the response of the system is numerical, thus allowing for a straightforward interpretation of the results. Figure 2 shows the response of the component u 1 when using the GM and AM projection and monolithic schemes with different values ofρ h ∞ . The periods associated with the low and high frequencies are, respectively, T l = 9.725 and T h = 0.385. The time step size is chosen as ∆t = 0.5 > T h . It is desired that, in this case, the unresolved high frequency oscillations are damped out while the low frequencies are accurately captured. Forρ h ∞ < 1 it can be seen that the AM projection method more accurately approximates the low frequency response than the GM projection method. Both methods show more numerical dissipation than their monolithic counterparts. Asρ h ∞ → 1, the response experiences less numerical damping and shows more oscillatory behaviour. The numerical oscillations are damped out at a faster rate for the GM method than for the AM method, however at the cost of more low frequency damping. Withρ h ∞ = 1, the TR projection method is recovered, and as expected there is no numerical damping observed for the high or low frequencies.
1D model problem spectral radii
The spectral radius of a scheme's amplification matrix is defined for a d × d matrix as
where λ 1,2,...,d represent the eigenvalues of the amplification matrix of dimension d and must not be confused with the Lagrange multiplier for the constraint. For a scheme to be unconditionally stable, the spectral radius must not exceed 1 for all positive time step sizes ∆t, i.e. ρ h (A) ≤ 1 ∀ ∆t ≥ 0. Since ρ h (A) is highly nonlinear with respect to ∆t, only the limits of ρ h (A) for ∆t → 0 and ∆t → ∞ can be obtained analytically while, for any given finite value of ∆t, the stability check is restricted to the numerical investigation for the given parameters. The spectral radii for the GM and AM projection methods are compared to their respective monolithic counterparts as well as to the monolithic BE method in Figure 3 , using the same parameters as in Section 2.4.1. It is visible for both methods that ρ h ≤ 1 for all values ofρ h ∞ chosen. It is also evident thatρ h ∞ in both cases defines the limit of the high frequency damping ρ h ∞ . The direct comparison between the GM and AM projection methods is shown in Figure 4 . Notably, for any value ofρ h ∞ the AM projection method displays less numerical damping in the lower frequency range than the GM projection method. It is also observed that forρ h ∞ = 0 the AM projection scheme is less dissipative than the monolithic BE method. A similar comparison involving only the monolithic counterparts of the methods is presented in Figure 5 . Figure 6 shows the spectral radii as obtained from modified versions of the proposed GM and AM projection schemes, where δ = 1. Thus, Step 1 of the modified schemes includes a full predictor for the Lagrange multiplier λ. It is evident that the high frequency damping is lost and ρ h ∞ = 1 is recovered in all cases. However, similarly to their monolithic counterparts, the modified schemes exhibit less damping in the low frequency range. 
1D model problem convergence
The convergence of the solution variables as ∆t decreases is shown in Figure 7 . The parameters are set as: A further comparison of the GM and AM projection methods is shown in Figure 8 , where the solution errors are shown for the range 0 ≤ρ h ∞ ≤ 1. Notably forρ h ∞ < 0.9, the AM projection method is an order of magnitude more accurate than the GM projection method.
Conclusions drawn from model problem analysis
Based on the observations made in Section 2.4, the following conclusions can be drawn: (i) The standard projection method based on the backward Euler time integration scheme which does not involve a pressure term in the first step features the same high frequency damping as its monolithic counterpart, i.e. ρ h ∞ → 0 for ∆t → ∞.
(ii) The widely used pressure correction method based on BDF2, which includes a pressure predictor in the first step and which maintains second order accuracy, does not feature any high frequency damping, i.e. ρ h ∞ → 1 for ∆t → ∞. This is in stark contrast to its monolithic counterpart where ρ h ∞ → 0 for ∆t → ∞.
(iii) In the proposed GM and AM projection schemes, the parameters δ andρ h ∞ control high frequency damping according to Equation (2.43).
(iv) The investigation confirms the well-known fact that overall second order accuracy can only be obtained for δ = 1. Together with Conclusion (iii), this suggests that it is not possible to formulate a second order accurate pressure correction method which possesses any high frequency damping.
(v) The proposed AM scheme features only first order accuracy, but renders significantly more accurate results than the standard backward Euler projection method or indeed the proposed GM scheme. The additional computational cost associated with the proposed AM scheme is negligible. Similarly to its monolithic counterpart it provides the desired high frequency damping while preserving the resolved low frequency response.
Formulations for incompressible fluid flow
In this section the projection methods proposed in Section 2 will be applied to the incompressible NavierStokes equations.
Consider a domain Ω ⊂ R d (d ≤ 3) with boundary Γ which is separable into Dirichlet and Neumann subsets, Γ D and Γ N . The velocity field u and pressure field p are described by the following governing equations
where [0, T ] is the time interval under consideration, f is the body force vector, u D is the velocity prescribed on Γ D , n is the outward normal to Γ, σ is the Cauchy stress tensor, and t is the imposed boundary traction. Using the definition of the symmetric gradient,
, and of the Cauchy stress tensor for Newtonian fluids
in Equation (3.1a) renders
Projection schemes: time discretisation
Analogously to Section 2.3, GM and AM projection schemes are proposed for the Navier-Stokes Equations (3.1a)-(3.1e). The nonlinearity of the convection term is avoided by extrapolating the convective velocity u * ,n+1 from the solution history in an appropriate manner.
GM projection method
The method to be presented is based on the same strategy used in Section 2.3.1, specifically Equations (2.30) and (2.28). The first step of the GM projection method with end-of-step elimination involves the computation of the intermediate velocity,ũ, at time instance t n+1 from
Here the parameters γ and δ are obtained from Equations (2.12) and (2.45) respectively. The convective velocity extrapolation is expressed asũ * ,n+1 = 2ũ n −ũ n−1 (3.8) Equation (3.4a) resembles Equation (2.30), with λ being replaced by the pressure p and the addition of a convection term. The second order extrapolation in Equation (3.8) is not necessary forρ h ∞ < 1, but crucial to ensure second order accuracy forρ h ∞ = 1 (TR). The second step of the GM projection method is based on ρ ∆t
Taking the divergence of the terms in Equation (3.9a) and applying Equation (3.9b) yields the following Poisson
Generalised-α projection method
Following the same strategy as for Equations (2.40) and (2.37) in Section 2.3.2, the first step of the AM projection method with end-of-step elimination requires to computeũ n+1 from
where the parameters α m , α f and γ are given in Equation (2.18), and the convective velocity extrapolation is the same as in Equation (3.8).
In the second step the relations
render the following Poisson equation for the pressure p
The acceleration is computed from
Finite element method: spatial discretisation
The spatial discretisation is based on the following velocity and pressure interpolation and weighting functions
where η andη, A andÃ, N A andÑÃ represent, respectively, the sets of nodes, the global node numbers and the shape functions for velocity and pressure. For a compact presentation of the weak forms to be used for the computations in Steps 1 and 2 of the proposed schemes, it is useful to define the following integral forms
GM projection method: The first step requires to solve the weak form of Equation (3.4) for the intermediate velocity:
whereS andṼ represent the appropriate finite element approximation spaces and the superscript h has been omitted. The quantitiesũ * ,n+γ ,ũ n+γ and f n+γ are obtained from Equations (3.5)-(3.7). The Dirichlet boundary conditions are applied directly to the intermediate velocityũ.
The Poisson Equation (3.10) yields the following weak formulation: Find p n+1 ∈ P, such that for all q ∈ P
where P represents the appropriate finite element approximation space.
AM projection method:
The weak form of Equation (3.11) in the first step reads:
The weak form of Equation (3.18) is expressed as: Find p n+1 ∈ P, such that for all q ∈ P
The acceleration update from Equation (3.19) is obtained from
It should be noted that, if the product of the mass matrix with the nodal accelerations is employed as history variable, then Equation (3.30) is explicit and its computational cost negligible. This is consistent with Equation (3.28) which also involves the product of theu with the mass matrix.
Stable velocity-pressure interpolations
It is well-known that a pure Galerkin based mixed velocity-pressure finite element formulation for the incompressible Navier-Stokes equations renders spurious oscillations in the pressure field if the same interpolation functions are used for the velocity and the pressure fields. Admissible choices of approximation spaces are required to satisfy the inf-sup condition
where α is a constant, which is indepensent of the element size. Inequality (3.31) is also known as the LBB compatibility condition [34, 35, 36, 37, 38] . Alternatively, appropriate stabilisation techniques can be employed which are based on variants of the Galerkin method and thereby circumvent the condition. Prominent techniques such as the SUPG/PSPG stabilisation technique or Least-squares finite element method have been widely used and further developed (see, for instance, [39, 40, 41, 42, 43, 44] ). It is interesting that, in the context of projection schemes, smooth pressure fields may be obtained even without stabilisation or inf-sup conformity. This is due to the fact that, for large time steps, the incompressibility constraint is far less rigorously enforced. However, it has now become common practice to employ inherently stable velocity-pressure formulations in order to ensure maximum robustness of the overall methodology (see for instance [33, 45] ). Similarly to the issue of high-frequency damping addressed in this work, a stable velocity-pressure formulation is crucial to allow for a large degree of independence between spatial and temporal discretisations. Thus, the well-known inf-sup stable Taylor-Hood element (P 2 /P 1 ) based on quadratic velocity and linear pressure triangular elements is employed in the numerical examples in Section 4.
Numerical examples
Lid-driven cavity
As a first demonstration, the benchmark flow problem of a lid-driven cavity is considered. The side length of the square cavity is one unit length and the boundary conditions are shown in Figure 9 . The no-slip boundary condition is applied to all edges except at the lid boundary, where the normal velocity component is set to zero and the tangential velocity component follows the profile
where a is a dimensionless parameter and x is the horizontal coordinate (adopted from Dettmer et al. [46] ). The profile (4.1) allows for the control of the sharpness of the singularity in the top corners of the cavity. For this demonstration, a = 50 is used. Two Reynolds numbers are tested, Re = 100 and Re = 1000, which result from using viscosities of µ = 0.01 and µ = 0.001 respectively and a density of ρ = 1. Three unstructured meshes are considered: mesh A (847 elements, 1782 P 2 nodes), mesh B (2061 elements, 4260 P 2 nodes) and mesh C (4200 elements, 8597 P 2 nodes). Mesh A is shown in Figure 9 . Initially the fluid is at rest and the velocity at the lid is applied instantaneously. The GM projection scheme withρ 
Lid-driven cavity with dynamic boundary conditions
For the purpose of studying the convergence of the projection schemes, the lid driven cavity problem is considered once more. In order to avoid a steady state solution, the velocity profile in Equation (4.1) is replaced by the time dependant profile In the convergence analyses to follow, the problem is run until t = 1. The viscosity and density are respectively set to µ = 0.0025 and ρ = 1 resulting in Re = 400, and a mesh with 1140 elements (2365 P 2 nodes) is used. It is demonstrated that, as the time step size ∆t is reduced while the spatial discretisation remains unchanged, the velocity and pressure fields converge to an exclusively mesh-dependent approximation of the exact solution.
It is shown that, for the same spatial discretisation, the GM and AM projection schemes and the monolithic solver converge to the same response. The reference responses for the Stokes problem in Section 4.2.1 and for the Navier-Stokes problem in Section 4.2.2 have been computed with the corresponding monolithic AM solvers based on ∆t = 0.0001. The term "error" is used for the deviation between the reference solution and the solutions obtained with the GM and AM projection schemes on the same mesh but for various values of ∆t. Similar studies of temporal convergence have been performed in [22, 32, 33, 45] in the context of different methodologies.
Error convergence for Stokes problem
The convergence rates of the L 2 error norms of the velocity and pressure fields are shown for the Stokes flow problem in Figure 13 , where the GM and AM projection methods are compared. It is clear that forρ h ∞ = 0, the GM and AM projection methods obtain first order convergence rates for both the velocity and pressure field errors. Although both methods are first order accurate in time, the AM projection method produces a smaller magnitude of error for both velocity and pressure fields. For ρ h ∞ = 0.5, both methods again obtain first order accuracy, although the convergence slope increases towards second order accuracy for larger time steps. Again, the AM projection method performs better in terms of the error magnitude. Forρ h ∞ = 1, the trapezoidal method is recovered with second order accuracy. As with the 1D case ( Figure 7 ) it can be deduced that increasingρ h ∞ effectively reduces the magnitude of error for both methods.
Error convergence for Navier-Stokes problem
The L 2 norms of the velocity and pressure field errors are shown for the GM and AM projection methods when considering Navier-Stokes flow in Figure 14 . It is evident that the convergence slopes closely reflect the observations made for the Stokes flow problem, hence the same accuracy is attained.
Flow around a cylinder
In this example, the well known benchmark problem of flow around a stationary circular cylinder is investigated. The geometry dimensions and boundary conditions for the problem are shown Figure 15 velocity component v is prescribed as zero on the upper and lower boundaries, while the horizontal component u remains free. Also the pressure is prescribed as zero at the outlet boundary, and u is prescribed uniformly as u ∞ on the inlet boundary, in compliance with the assumption that the flow is uniform far away from the cylinder. In the analyses to follow, the parameters are set as u ∞ = 1, µ = 0.01, ρ = 1 and d = 1, such that Re = 100. The mesh employed possesses 1708 elements (3472 P 2 nodes), as shown in Figure 15 . C L and C D , as well as the Strouhal number St are evaluated using the expressions
where F L and F D are the lift and drag forces respectively, and f is the frequency of the lift force. Figure 16 shows the C L and C D evolution with time for Re = 100. The C L amplitude and St number are obtained as C L = ±0.292 and St = 0.165 respectively, for a time step of ∆t = 0.01. Due to the lack of analytical solutions, a comparison is made to experimental data by Roshko [47] and numerical data by Kadapa et al. [48] . The St number agrees well with the experimental data found in [47] , where a best-fit line for experimentally obtained data is presented, i.e. St = 0.212(1 − 21.2/Re), which yields St = 0.167 for Re = 100. An extensive numerical study carried out in [48] , compares results obtained for C L and St coefficients at Re = 100 by various authors. The C L amplitudes range between ±0.250 and ±0.341, and St number, between 0.160 and 0.175. Clearly the results of the present study lie within this range.
The variation of the lift amplitude and the Strouhal number with the time step size is displayed in Figure 17 . The convergence as ∆t → 0 is clearly visible. It can also be observed that the AM projection scheme performs significantly better than the respective GM scheme and that both schemes render more accurate results for ρ
The temporal C L amplitude and St errors are shown for the GM and AM projection methods withρ h ∞ set to 0 and 0.5 in Figure 18 . The errors are computed by comparing the solutions to that of a reference solution obtained from a monolothic AM solver on the same spatial discretisation withρ h ∞ = 0.5 and ∆t = 0.0005. Thus, similar to Section 4.2, the term "error" refers to the deviation from the mesh-dependent limit solution, rather than from the exact solution. For the same mesh, the lift coefficients and the Strouhal numbers obtained from the monolithic solver, the GM and AM projection schemes all converge to the same values. The projections methods display first order accuracy, with the AM method achieving a lower magnitude of error than the GM method for the same respective values ofρ h ∞ . Figure 19 similarly shows the C L and St errors when considering the GM and AM projection methods with ρ h ∞ = 0.9. Observing the C L convergence, it is visible that there is an increase of the slope at larger time steps for both methods. In comparison to Figure 18 , a decrease in the magnitude of error is observed. Figure 20 shows the convergence of the AM projection method for δ = 1 andρ h ∞ = 0.9 in comparison to its monolithic counterpart. It is evident that the solutions for C L and St become unstable at around ∆t ≈ 0.04. This is attributed to the lack of numerical damping of the method, which has been demonstrated in Section 2.4.2. Summarising, the performance of the GM and AM strategies for the flow around the cylinder are consistent with the analyis of the model problem in Section 2.
Conclusions
In Section 2 a discrete model problem consisting of point masses and dash-pots has been introduced, which allows for insight into the performance of projection schemes, including aspects which are otherwise difficult to assess, in particular the numerical damping. The investigation performed in Section 2, on the basis of this model problem, suggests that a second order accurate projection scheme cannot possess any high frequency damping.
Also in Section 2, two new methodologies have been proposed which may offer a compromise between accuracy and high-frequency damping. In particular it has been investigated to what extent the properties of the generalised-α method can be maintained when moving from a monolithic scheme to a projection scheme. In Section 3 the proposed methodologies have been applied to the incompressible Navier-Stokes equations and it has been shown that the additional computational cost of the AM projection scheme is negligible in comparison to the proposed GM or standard BE projection schemes.
Numerical examples based on the lid-driven cavity and the flow around a cylinder have been presented in Section 4. The results obtained are consistent with the conclusions drawn from the model problem and thus confirm its suitability and relevance for studying different types of projection schemes. For the same spatial discretisation, the GM and AM projection schemes and the fully implicit monolithic solver converge to the same response as the time step size is reduced. The study of the flow around the cylinder includes the presentation of convergence diagrams for the lift coefficient and the Strouhal number which, to the best of our knowledge, have not been shown elsewhere in the context of projection schemes.
For the model problem and for the Navier-Stokes equations, the proposed AM projection scheme consistently outperforms the associated GM projection scheme with the same amount of high-frequency damping by a notable margin (see most notably Figures 2 and 17) . The comparison of the more accurate AM projection scheme to the widely used standard first order schemes based on BE time integration is very favourable.
