Quantum optimal control has important applications in quantum computing. For example in transmon qubits, one implements two-qubit gates by shaping a microwave pulse. More generally, one can replace the application of an entire quantum circuit with a control signal. Two major challenges have limited the success of applications of quantum optimal control: non-commutativity inherent in quantum systems and non-convexity of quantum optimal control problems involving more than three quantum levels.
INTRODUCTION
Quantum optimal control has numerous applications, within quantum computing [1] , laser control of chemical reactions [2, 3, e.g.] , and nuclear magnetic resonance [4, e.g.] . In quantum computing, better quantum optimal control provides faster and more accurate two-qubit gates [5] , and multi-level operations in general, eventually allowing for fault-tolerant quantum computation [6] .
There are many excellent results [7-12, e.g.], which establish conditions for controllability, as surveyed in [13, 14] , but constructive, algorithmic approaches still leave space for improvement. Only the optimal control of two-level closed quantum systems (e.g., pulse shaping for one-qubit gates) and three-level closed quantum systems (e.g., pulse shaping for one-qutrit gates) is essentially solved [15] [16] [17] [18] [19] [20] . The control of systems involving more than three levels [21] , including the pulse-shaping for two-qubit gates, is essentially an open problem. First, most formulations seem to assume commutativity of the Hamiltonian at different times. Second, the corresponding quantum optimal control on an N -level system is nonconvex for N ≥ 4, but only heuristics based on first-order optimality conditions are employed.
In this paper, we address both issues of noncommutativity and non-convexity of the problem by employing Magnus expansion [22, 23] and tools from noncommutative polynomial optimisation [24, 25] . In addressing the non-commutativity of the problem, this improves most directly upon the work of Schutjens et al. [26] and Theis et al. [27] , who consider the lowest-order term of the Magnus expansion, also known as the average Hamiltonian, and derive conditions for all other terms being zero. In contrast to their approach (known as Weak Anharmonicity with Average Hamiltonian), we consider an arbitrary number of terms in the Magnus expansion. Our work complements research on Magnus expansion in numerical integration of the Schrödinger equation [23, 28, 29, e.g.] , which however have not been developed in the context of quantum control so far.
In addressing the non-convexity of the problem, we utilise a hierarchy of progressively stronger convexifications. This improves upon essentially all related work, which guarantees only monotonic convergence to firstorder critical points or local minima [30] [31] [32] of a nonconvex optimisation problem based on Pontryagin's maximum principle. This related work can be grouped into several clusters: (i) derivative-free optimisation methods [27, 33-35, e.g.] , including the so called chopped random basis [33] [34] method (CRAB), (ii) gradient methods [30] , including the so-called gradient ascent pulse engineering (GRAPE, [5, 36] [26, 37] ) and Krotov method [2] [31, 32] as two prominent examples. Faster convergence to local optima may be obtained using (iii) quasi-Newton [38-41, e.g.] , and Newton-like methods such as [42] . Even the work on (vi) sequential convexifications [43] is essentially heuristic, albeit addressing the challenge of non-convexity explicitly, and being the closest to our method, in spirit. We refer to [13, 14, 44, 45] for extensive surveys within control theory and to [30, 40, [46] [47] [48] for tutorials and surveys aimed at the physics community. [49, 50] introduces the mathematical foundations well. In summary, our approach is the first to offer guarantees of asymptotic convergence to the global optimum of the quantum optimal control problem.
THE PROBLEM
Let us consider a finite N -dimensional quantum system whose time-evolution is governed by a Schrödinger equation. Given an initial conditionÛ (0) =Î, whereÎ is a unit matrix in C N ×N , a terminal time T > 0, and a target unitaryÛ * ∈ U (N ) ⊂ C N ×N , where U (N ) is the Lie group of N ×N unitary operators or matrices, we aim to control a time-dependent HamiltonianĤ(t) over time t ∈ [0, T ]. That is, we seek a particular solution of the initial value problem for the Schrödinger equation [ 
whereÂ(t) =Ĥ(t)/i can explicitly be written in terms of controls u j (t) : [0, T ] → R aŝ
In particular, we seek a solution that is optimal with respect to a given functional J, while using controls {u j (t)} constrained to some set Υ. Formally, the quantum optimal control problem reads:
where J is the (objective) functional for the control problem, which is polynomially or semidefinite representable [52, 53] , and Υ is a polynomially representable set. Many examples of J, such as trace distance ofÛ (T ) and a target unitaryÛ * , are discussed in the Supplementary material (p. 6).
NOTATION AND DEFINITIONS
When the terminal time T , also known as horizon is not fixed, the existence of {u j (t)} for any targetÛ * is variously known as complete controllability, operator controllability, or exact controllability, cf. [21] . In particular, a time-dependent HamiltonianĤ(t) (system) is operator controllable if and only if for anyÛ * ∈ U (N ) there exists a terminal time T and an admissible control to drive the stateÛ (t) in (1) fromÛ (0) =Î toÛ (T ) =Û * .
If a system is not operator controllable, we are concerned with the reachable set R(Û (0)) from a given initial stateÛ (0). In particular,Û * ∈ U (N ) is an element of the reachable set R(Û (0)) ⊆ U (N ) ⊂ C N ×N if and only if there exists a horizon T and an admissible control to drive the state fromÛ (0) toÛ (T ) =Û * in (1) . With this definition, a system is operator controllable if and only if R(Î) = U (N ).
In the following we will focus on the special unitary group SU (N ) of N × N complex matrices with the unit determinant. The group U (N ) factorizes into a semidirect product of SU (N ) and the cyclic group U (1) of complex numbers z = e iϕ with the modulus |z| = 1 which however have no observable consequences in quantum mechanics and can be ignored.
The group SU (N ) is generated by elements of the Lie algebra su(N ) in the sense that each element of the group is a complex exponential function of a Hermitian traceless matrix from the algebra (or a real exponential function of an anti-Hermitian traceless matrix as it is more common in mathematics literature). An su(N ) algebra element can be written as a real linear combination of suitably chosen N 2 − 1 basis elements.
A Hamiltonian operator generates the unitary evolution operator in the same way as an element of a Lie algebra generates the corresponding element of a Lie group. To make the connection with the algebra su(N ), we shift the Hamiltonian by a constant term to eliminate the U (1) factor in the dynamics it generates. In the case that N = 2 n , the Hamiltonian can be written in terms of the Pauli matrices and their tensor products.
The condition for the operator controllability in SU (N ) via quantum dynamics then translates to an extent in which the time-dependent HamiltonianĤ(t) explores the Lie algebra su(N ). Notably, Borzi et al. [12] (Theorem 4.7) show that a necessary and sufficient condition for operator controllability in SU (N ) of the Equation (1) is that the Lie algebra generated by the HamiltonianĤ(t) has dimension N 2 − 1. This is an important existential condition but it provides no insight into a mechanism by which the corresponding Lie algebra is generated from the time-dependent Hamiltonian in the course of time evolution. For this, we have to go back to the initial value problem (1).
OUR APPROACH
It is well known that initial value problem (1) has a solution in the form of the Magnus expansion [22, 23] :
Theorem 1 (Magnus [22, 23] ). LetÂ(t) be a known function of time t, and letÛ (t) be an unknown function satisfying (1) withÛ (0) =Î. Let us have
where B n are the Bernoulli numbers and ad n ΩÂ is a linear operator constructed recursively via ad jÂB = Â , ad j−1 AB where adÂB = Â ,B , and ad 0ÂB =B. Integration of (4), by iteration, leads to an infinite series:
dt4 Â 1,Â2 ,Â3 ,Â4
. . . (5), utilisingÂm =Â(tm) =Ĥ(tm)/i , and a schematic illustration of (a two-dimensional projection of) the corresponding reachable sets (in possibly increasing dimensions). Notice that reachable set ME(R(Û(0)), m) corresponds to Ωm(T ) and ME(R(Û(0)), m) is a subset of ME(R(Û (0)), m + 1). whose first terms are given in Figure 1 . When the series Ω m (T ) is absolutely convergent, thenÛ (t) can be written in the formÛ
FIG. 1. First terms of the Magnus expansion
In a key insight of this paper we show that these nested commutators between the Hamiltonian at different times are instrumental in extending the reachable set. This expansion is accomplished via two distinct mechanisms. First, the nested commutators generate new linearly independent elements of the Lie algebra su(N ) and hence increase the dimension of the reachable set. The operator controllability is accomplished when this dimension reaches N 2 − 1.
The second mechanism is related to the controls {u j (t)}, which figure in coefficients of the Lie algebra elements that are generated by the k terms of the Magnus expansion. The controls are, in general, arbitrary functions of time which allows for an arbitrary linear combination of the Lie algebra elements. Hence the two mechanisms result in both expanding the dimension of the reachable set as a Lie algebra and also in its dense cover by control functions and their integrals. We denote the expanded reachable set obtained with the lowest m terms in the Magnus series by ME(R(Û (0)), m).
Specifically, in the case of a time-dependent Hamiltonian, one need not consider only generators of the Lie group as they appear inĤ(t), but one can also consider the commuting relations obtained by Magnus expansion: Proposition 2. (i) A necessary condition for reachability of anyÛ (T ) ∈ SU (N ) fromÛ (0) =Î toÛ (T ), considering Magnus expansion (5) is that the dimension of the Lie algebra generated by Magnus expansion (5) has dimension N 2 − 1. (ii) A necessary and sufficient condition for the existence of time T * such that for all T > T * one has exact-time operator controllability is that the di-mension of the Lie algebra generated by Magnus expansion (5) has dimension N 2 − 1.
Proof. (i) The key point here is that the time-dependent Hamiltonian produces via the nested commutation relations all subalgebras of su(N ) including its Cartan subalgebra. For example, in the case of SU (4) this requires three generators of the Cartan subalgebra given for instance by T αα = σ α ⊗ σ α /2, where σ α are the Pauli matrices with α = x, y, z, and at least two generators for each of its two subalgebras su (2) . A scheme to perform the Cartan decomposition of the Lie algebra su(N ) for an arbitrary N was introduced in [54] . Notice that the condition is necessary but not sufficient in the sense that we do not know the horizon required a priori. (ii) follows from Corollary 4.11 of [12] .
It is to be pointed out that the validity of our approach is limited by the convergence of the Magnus expansion. This has been studied extensively [55] [56] [57] , with the most recent result provided by Moan and Niesen [56] in the following proposition: Proposition 3 (Moan and Niesen [56] ). The Magnus
where · 2 denotes a matrix norm and one assumes the initial conditionÛ (0) =Î whereÎ is a unit matrix in C N ×N . This result is generic, in the sense that one may construct specific matricesÂ(t) for which the series diverges for any t > T .
Considering Proposition 3, we make:
Assumption 4 (Existence of control). There exist controls {u j (t)} ∈ Υ that attain the minimum of the optimal control problem (3) within terminal time T satisfying constraint (7).
The steps of our approach outlined. (The approximation in Step 3 is exact in the large limit of m. The approximation in Step 4 is exact in the large limit of m and small limit of ∆t.) On the right, we give an impression of the form of the terms of the Magnus expansion, as explained in the Supplementary material (p. 9).
Next, notice that for any number m of terms in the Magnus expansion, we obtain a non-commutative polynomial optimisation problem (NCPOP). For Hermitian polynomials p, q i , i = 1, . . . , m over complex numbers, NCPOP is:
where one optimises over bounded operators X = (X 1 , . . . , X n ). Notice that the bounded operator p(X) acts by substituting every variable x i by the operator X i and every variable x † i by X † i , where † denotes the adjoint on H. If p † = p is a Hermitian polynomial, then p(X) = p † (X) is a Hermitian operator. The notation
The key insight is that a given noncommutative polynomial is positive semidefinite if and only if it decomposes as a sum of hermitian squares [58, 59] , which is known as the Helton-McCullough Sums of Squares theorem. For more details, we refer to p. 16 and following in the Supplementary material.
Using first m terms of the Magnus expansion, the quantum optimal control (3) can be reformulated as
where Υ and J are the same arbitrary semialgebraic set and functional as in (3), respectively, Notice that iÔ iFi ({ũ j }(t 1 , . . . , t m+1 )) emerges from the nested commutators of the Magnus expansion which involves the HamiltonianĤ(t) = j u j (t)Ĥ j at different times. The operatorsÔ i result from the commutators between the Hamiltonian operatorsĤ j , and F i ({u j }(t 1 , . . . , t m+1 )) is a polynomial function of the time-dependent controls u j (t) at different times, t 1 , . . . , t m+1 , originating from the same commutator. Notice also that we may need to discretise (subsample) time, as discussed in the Supplementary material (p. 12).
Next, let us ask when there are globally convergent methods for NCPOP. Considering we can eliminate Ω m variables in (8) by substituting the right-hand side in the objective, this concerns largely the additional constraints defining U . Let us define the quadratic module, following Klep [25] . Let Q = {q i } be the set of polynomials determining the constraints. The positivity domain S Q of Q are tuples X = (X 1 , . . . , X n ) of bounded operators on a Hilbert space H making all q i (X) positive semidefinite. The quadratic module M Q is the set of
where f i and g ij are polynomials from the same ring. We assume:
Assumption 5 (Archimedean, cited from [24] , cf. also [25] ). Quadratic module M Q of (8) is Archimedean, i.e., there exists a real constant C such that
Notice, however, that up to the addition of a redundant constraint, this assumes compactness of the positivity domain, as explained in [24] . The Archimedean assumption is hence very mild.
MAIN RESULT
With these assumptions, we are ready to state our main result: Theorem 6. Under Assumptions 4 and 5, for any initial stateÛ (0), for any lower bound m on the number of terms in the Magnus expansion, for any target state in the expanded reachable set ME(R(Û (0)), m), and any error ǫ > 0, there is a number of terms m(ǫ) ≥ m such that ǫ-optimal control with respect to any polynomiallyrepresentable functional can be extracted from the solution of a certain convex optimisation problem in the model of Blum, Shub, and Smale [60] .
Proof. The proof proceeds in five steps: first, we need to show that a control exists. This is from Assumption 4 and by definition of the reachable set ME(R(Û (0)), m). Second, we need to show that the Magnus expansion converges. This is from Proposition 3, considering the terminal time T of Assumption 4. Third, we need to show that there exists a discretisation that introduces an error of δ < ǫ. This could be a uniform discretisation of time with a sufficiently small time step ∆t, as explained in the Supplementary material (p. 9). Fourth, we need convergence of the series of semidefinite-programming (SDP) relaxations of the discretised non-commutative polynomial optimisation problem. This is by Theorem 1 of [24] , which requires Assumption 5; cf. also [25, 61] , ultimately based on the method of moments [62] , as explained in the Supplementary material (p. 16 ). Finally, we need the extraction of the minimizer from the SDP relaxation of order r(ǫ, δ) ≥ ⌈m/2⌉ in the series. There, one utilises the Gelfand-Naimark-Segal (GNS) construction [63, 64] , as explained in Section 2.2 of [65] ; cf. also [ Notice that we use Magnus expansion in two ways here: First, m steps in the Magnus expansion guarantee we can reach any target in ME(R(Û (0)). Second, we need m(ǫ) ≥ m number of steps to achieve the convergence within ǫ error introduced by the Magnus expansion. The error of Magnus expansion decays with B m /m! where B m is the mth Bernoulli number, but it is further compounded by the error in the SDP relaxation of the NCPOP of degree r(m) and the discretisation. Notice, however, that the GNS construction is robust to small errors; if there are no constraints Υ, we can apply [65, Theorem 3.2] directly.
Notice also that the suggestion of the model of Blum, Shub, and Smale [60] , where basic arithmetic operations with real numbers are atomic, is to suggest that we do not consider floating-point approximation of real numbers and the propagation of the corresponding errors in this analysis. We discuss the computability and iteration complexity in more detail in the Supplementary material (p. 18).
When we know that the system is operatorcontrollable, i.e., for anyÛ * ∈ U (N ) ⊂ C N ×N there exists a horizon T and an admissible control to drive the initial stateÛ (0) =Î toÛ (T ) =Û * , we can simplify the result as follows:
For an operator controllable system, for any initial stateÛ (0) and any target stateÛ * , and any ǫ > 0, there exist a number m of terms in the Magnus expansion, such that the ǫ-optimal control with respect to fidelity can be extracted under Assumptions 4 and 5.
The assumption of operator controllability, cf. Proposition 2, can be relaxed to approximate controllability in the sense of [12, cf. Chapter 4], i.e., reaching a dense set from any initial state. The analogous corollary follows from [11, Theorem 17] , which in turn is based on the work of Smith [67] .
We illustrate the results in the Supplementary material, first on a model of a transmon qubit (p. 11), and then on pulse shaping for a two-qubit gate (p. 14). In these two examples, there are well-known techniques (starting with the rotating-wave approximation [68, 69] ) that allow modest numbers of time steps to produce decent discretisations. Combined with the keen interest in the fidelity of two-qubit gates, this may be the first important application.
CONCLUSIONS
We have presented an approach to quantum optimal control that exhibits global convergence, in theory, and relies on non-trivial but well-developed tools from noncommutative geometry and mathematical optimisation, in practice. In contrast to other quantum control approches, the use of Magnus expansion provides the proper solution of the initial value problem of the Schrodinger equation involving time-dependent Hamiltonian. This has a significant impact on the controllability of quantum systems in that it expands the reachable set both in its dimension and volume. This opens new avenues for research and engineering in quantum control and its applications such as quantum computing.
Supplementary Material

Functionals
Our results on the quantum optimal control: min
are applicable to a wide-range of functionals J, as long as J can be represented by a polynomial in the original and additional scalar and matrix variables, subject to some matrices or submatrices being positive semidefinite, and subject to polynomial constraints either in scalar or matricial variables. This extends the notion of semidefinite representability [52, 53] and the notion of polynomial representability.
Textbook state-related functionals Typically, one considers functionals wherein at least one summand carries some notion of similarity of the terminal stateρ(T ) and the target stateρ * . The proper distance measure is provided by the trace distance defined as
where |A| = √ A † A. The trace distance generalizes the Kolmogorov distance between two probability distributions [1] . A variety of matrix norms can also be considered [70] . A particularly useful functional in the context of unitary operations can be derived from the Frobenius norm:
Frobenius functional tr Û * †Û (T ) .
This functional can be easily augmented by addition of other terms which are to control leakage of quantum population to the rest of a larger Hilbert space and other undesired processes. Alternatively, one may consider fidelity, which is defined as follows:
fidelity tr ρ * ρ (T ) ρ * .
where bothρ(T ) andρ * are mixed states in general. If the target state is pure, i.e.ρ * = |ψ ψ|, it is easy to show that the fidelity simplifies to F (ρ(T ),ρ * ) = ψ|ρ(T )|ψ . The fidelity is not a proper distance measure, but it satisfies several similar properties: It is invariant under unitary transforms and symmetric in its inputs F (ρ,σ) = F (σ,ρ). Its values are 0 ≥ F (ρ,σ) ≥ 1 where F (ρ,σ) = 0 if the statesρ andσ) have support on orthogonal subspaces, and F (ρ,σ) = 1 if and only ifρ =σ [1] . State-related terms implemented Notice that in (9), we actually pass m m=1 Ω m (T ) as the first argument of the functional, rather thanÛ (t). Trivially, one could argue that from the Cayley-Hamilton theorem, the matrix exponential is polynomially representable. Indeed, from the power-series expansion:
but this would not allow for an efficient implementation. An efficient implementation requires some additional work, relating the algebra su(N ) and the group SU (N ), as suggested in Figure 3 , with details dependent on the functional. In the trace distance, the most efficient option is to precompute the matrix logarithm ofρ * , numerically [71, Chapter 11] , and then compare directly against m m=1 Ω m (T ). In order to do so, we have to relate the minimiser of the trace distance and the exponential of a minimiser of the trace of the original variable, as suggested in Figure 3 , while respecting periodicity of the unitary operators as functions of the algebra elements: 
where |A| = Â †Â .
Proof. When the trace distance tr |Û −Û * | between an element of the unitary operatorÛ = exp(Ω(T )), produced by an optimal control procedure, and the operatorÛ * , representing the target, is zero, thenÛ = exp(Ω) = exp(Ω * ) =Û * and hence Ω = Ω * . In both cases, exp(Ω) exp(−Ω) = exp(−Ω) exp(Ω) =Î whereÎ is an identity operator.
Similar reasoning can be applied to other distances D: 
Proof. The proof follows the same steps as above D(Û ,Û * ) = tr |Û −Û * | between an element of the unitary operator U = exp(Ω(T )), produced by an optimal control procedure, and the operatorÛ * , representing the target, is zero then U = exp(Ω) = exp(Ω * ) =Û * and hence Ω = Ω * . In both cases, exp(Ω) exp(−Ω) = exp(−Ω) exp(Ω) =Î whereÎ is an identity operator.
Alternatively, one should realise that while matrix exponential is not operator monotone, its trace is a monotone trace function [72, Section 8.3 
.2 Monotone Trace Functions]:
Proposition 10 (Theorem 5 in [73] ). Let g be a monotone trace function and let a > 1. Then for any ǫ > 0 there is a rational function r such that |r(x) − g(x)| ≤ ǫ for all x ∈ [1/a, a], and r has a semidefinite representation of size O(log(1/ǫ)).
Matrix logarithm is also semidefinite-representable [73] , which makes it possible to compare against log(Û * ) even ifÛ * were a variable, for instance within robust optimisation.
Control-related terms Alternatively, considering that fidelity is as a positive semidefinite operator, it can be used as a constraint, rather than in the objective. In the objective, one could consider the integral of the control (energy, intensity) and a functional such as:
for some scalar constants µ j . In this case, there are obviously no issues with representability of the functional.
Discretization
In order to evaluate the Magnus expansion numerically, we consider discrete representation of all functions of time and a suitable quadrature for evaluation of the definite integrals for the total time T divided into K knots t k [28] T 0
where w k are the quadrature weights.
Formally, we perform the discretisation as follows:
where we have chosen t k = k ∆t for k = 1, . . . , K. The individual terms of the Magnus expansion transform as
where iÔ iFi ({ũ j }(t 1 , . . . , t m+1 )) emerges from the nested commutators of the Magnus expansion which involves the HamiltonianĤ(t) = j u j (t)Ĥ j at different times. The operatorsÔ i result from the commutators between the Hamiltonian operatorsĤ j , and F i ({u j }(t 1 , . . . , t m+1 )) is a polynomial function of the time-dependent controls u j (t) at different times, t 1 , . . . , t m+1 , originating from the same commutator. For example, at first order, these functions are the controls themselves, at the second order they are products of controls relevant to different noncommuting terms of the HamiltonianĤ j at time t 1 and t 2 , and so on. FurthermoreΩ m ,F andũ denote appropriate entities in their discretised form. ExplicitelyΩ
,
where the discretised operatorsÃ (k) = jũ j (k)Ĥ j /i and the nested commutators lead to the following structure of the Magnus operators
. . .
One qubit
Let us illustrate our approach on the simplest possible example. We consider a quantum control of a single qubit where the control target is a unitary transformationÛ * ∈ SU (2). Furthermore, we consider the time dependent Hamiltonian for a spin 1/2 system or one quantum bit of the following form
where a(t) and b(t) are scalar functions of time,Ŝ z = σ z /2 andŜ x = σ x /2 are the operators for the z-component and x-component of the spin angular momentum respectively and σ z and σ x are the Pauli matrices. The components of the spin angular momentum satisfy the following commutation relations
These commutation relations have an important consequence that the Hamiltonian does not in general commute with itself at different times
provided a(t) and b(t) are not constant in time or are not proportional to each other a(t) = cb(t) where c is a real constant.
The individual terms of the Magnus expansion at low orders are then given as
System with a constant drift and time-dependent driving
The situation when both coefficients in the Hamiltonian Eq. (23) are time dependent is the most general but perhaps too complicated if one considers experimental realisations. It seems well motivated to consider a Hamiltonian which consists of a constant drift term, given by a(t) = a, and a time-dependent driving term
In this case, the terms of the Magnus expansion above simplify further yielding
Exactly solvable case: linear driving
In the case that the driving term in the Hamiltonian is the function b(t) = bt for some real constant b then the terms of the Magnus expansion for n > 1 can be evaluated analytically [74] yielding the following expressions Ω 2n+1 (T ) = 0,
where B 2n are related to Bernoulli numbers and are given for the low order as
.
The formulas for the Magnus terms in the case a(t) = a and b(t) = bt give explicitly
where | θ(T )| = θ x (T ) 2 + θ y (T ) 2 + θ z (T ) 2 and Θ α (T ) = θ α (T )/ θ x (T ) 2 + θ y (T ) 2 + θ z (T ) 2 , α = x, y, z, are the components of a unit vector Θ(T ).
In this representation, we can write down the evolution operator explicitly aŝ
where we simplified the notation by substituting sin | θ(T )| with a real variable s T and replace cos | θ(T )| with a real variable c T . In the case of linear driving, Salzman [74] observed that the ratio B n+2 /B n converges to −1/2π. This implies that the ratio Ω n+2 /Ω n converges to (aT /2π) 2 and the criterium aT /2π < 1 for the convergence of the Magnus expansion in this particular case.
Discretization
We intend to use the analytical results of the previous section to evaluate error associated with the discretized version of the Magnus expansion that is required for any numerical calculations. In the case of a Hamiltonian with a constant drift term, this means in the simplest case to replace the integrals in Eq. (26) with sums whereas the final time is given as T = k∆t for k = K
and the discrete values b(k) are taken at the midpoint, i.e. b(k) = b((k − 1/2)∆t), to maintain accuracy of the discrete representation of the integrals which appear in Eq. (26) .
Two qubits
Elements of the group SU (4) of two-qubit operations can be written as a complex exponential function of the su(4) algebra generators. These naturally split into three sets: (i)T α0 = σ α ⊗Î/2, (ii)T 0α =Î ⊗ σ α /2, and (iii) T αβ = σ β ⊗ σ α /2, whereÎ is a 2 × 2 unit matrix and σ α , α = x, y, z, are the Pauli matrices. The generatorsT α0 and T 0α correspond to single qubit operations on the first and second qubit respectively and hence generate the subgroup SU (2) ⊗ SU (2) ∈ SU (4).
Let us consider an envelope of the electromagnetic field, ω(t), which we use to control a system of two qubits. There, the only rigorous methods are based on [75] [76] [77] , which are not constructive. We consider the system of two transmon qubits coupled to a bus resonator [69] which is characterized in the Rotating Wave Approximation (RWA) by the following Hamiltonian
where ∆ =ω 1 −ω 2 is a detuning between transition frequencies of the individual transmon qubits dressed by the resonator frequency, J is the exchange coupling and Ω is the Rabi frequency which drives the control qubit at the frequency of the target qubit to implement a two-qubit operation. The term ∆Î/2 in Eq (32) generates in quantum dynamics a global phase and can be ignored, so the operatorÂ(t) =Ĥ/i can written in terms of the su(4) algebra generatorsÂ
We emphasize that the Rabi frequency is time dependent Ω(t) and is used to control quantum dynamics of the system in order to steer the system to the desired control target like a specific unitary two-qubit operation. This significantly differs from the proposal [69] which considers the Rabi frequency Ω to be constant.
We are now in the position to write down the individual terms of the Magnus expansion
Controllability
We observe that the HamiltonianĤ = −∆T z0 + Ω(t)T x0 + J T xx +T yy produces via the nested commutators of the Magnus expansion the terms involving the following generators of the algebra su (4):
This set of generators is closed upon the repeated commutation with the Hamiltonian and thus this system is not operator controllable in the sense defined above.
Towards operator controllability
We notice that the set of generators obtained via the Magnus expansion contains all the generators for the algebra su(2) on the first qubit, and six two-qubit generators:
The generators which are not obtained include those of su(2) on the second qubit:T 0x ,T 0y , andT 0z , and the two qubit generators:T xz ,T yz , andT zz .
The Cartan decomposition of su(4) splits the algebra into two parts p⊕k where p is the Cartan subalgebra generated byT xx ,T yy , andT zz , and k which consists of single qubit subalgebras.
They satisfy the commutation relations
where the last suggests that su(2) on the second qubit the second qubit can be obtained if our set of generators contains alsoT xz ,T yz , andT zz . The operator controllability is achieved by augmenting the Hamiltonian by the generatorT zz . In superconducting qubits,T zz is often present as a result of cross-talk arising from the direct residual dipolar coupling of the qubits [78] , albeit non-controllable.
Non-commutative Polynomial Optimisation
For the convenience of the reader, let us now present an outline of some basic definitions and results in noncommutative polynomial optimisation. We stress that this section is neither original material [24] , nor an exhaustive survey [25] , but rather a summary of some of the results of Pironio et al. [24] .
The non-commutative version of the polynomial optimization problem in Hilbert space H with inner product ·, · , and a normalised vector φ, i.e., φ 2 = 1, is:
where q i (x) 0 denotes that the operator q i (X) is positive semi-definite. Monomials We introduce the †-algebra that can be viewed as conjugate transpose. Also, for each X i in X, there is a corresponding X † i . For simplicity, let [X, X † ] denote those 2n operators. A monomial ω(X) is defined as the product of powers of variables from [X, X † ]. The empty monomial is 1. Since X is non-commutative, two monomials with same variables but different order of variables are regarded as different monomials. Also, for monomials, we have ω † = ω † r ω † r−1 . . . ω † 1 when ω = ω 1 ω 2 . . . ω r . The degree of a monomial, denoted by |ω|, refers to the sum of the exponents of all operators in the monomial ω. Let W d denote the collection of all monomials whose degrees |ω| are less or equal to d.
A polynomial p(X) of degree d is defined to be a linear combination of monomials ω ∈ W d with the coefficients p ω , which lie in the field of real or complex numbers. Hence, W d can also be understood as the monomial basis for polynomials of degree d.
Looking back to the problem P, if we assume that the degree of p(X) and q i (X) to be deg(p) and deg(q i ) respectively, then those non-commutative polynomials can be written as
where i = 1, . . . , m.
Moments With a feasible solution (H, X, φ) of problem P, we can define the moments on a field C as:
for all ω ∈ W ∞ and y 1 = φ, φ = 1. Given a degree r, moments whose degrees are less or equal to r form a sequence of y = (y ω ) |ω|≤2r .
Moment Matrices With a finite set of moments y of degree r, we can define a corresponding order-r moment matrix M r (y):
M r (y)(ν, ω) = y ν † ω = φ, ν † (X)ω(X)φ ,
for any |ν|, |ω| ≤ r, and a localising matrix M r−di (q i y) whose entries are given by:
for any |ν|, |ω| ≤ r − d i , where d i = ⌈deg(q i )/2⌉. The upper bounds of |ν| and |ω| are lower than the that of moment matrix because y ν † µω is only defined on ν † µω ∈ W 2r while µ ∈ W deg(qi) .
Expressing the Objective We can obtain the so-called order-r SDP relaxation of the non-commutative polynomial optimisation problem P by choosing a order r that satisfies the condition of 2r ≥ max{deg(p), deg(q i )}. The objective p(X) can be rewritten as: 
Next, we need to consider the positive-semidefinite (PSD) constraints.
Computability and Convergence Rates
From Theorem 6 and Corollary 7, it follows that the quantum optimal control is computable in the model of Blum, Shub, and Smale [60] :
Proposition 11. For any number of terms k, any order r, any step ∆t of the discretisation of time, and any finite precision ǫ, the semidefinite programming relaxation of either Theorem 6 or Corollary 7 is computable up to the precision ǫ in time polynomial in its dimension in the Blum-Shub-Smale model.
Proof. By iteration analysis of primal-dual interior-point methods, cf. [79] , applied to the SDP (44) . We only have to notice that the number of localising constraints is polynomial in the dimension.
To prove similar results in the Turing model, one would require stronger assumptions on the representability of the states in some suitable floating-point format (e.g., IEEE 754), which is not without loss of generality, or obtain a major result in foundations of computational mathematics.
Beyond the computability, one should like to study the run-time and the rate of convergence. To reduce run-time, it seems important to exploit sparsity [80, 81] . The rate of convergence depends on the rate of convergence of Magnus expansion, the choice of the discretisation of time [28, 29] , the rate of convergence of the hierarchy of SDP relaxations to the optimum of the non-commutative polynomial optimisation problem, and possibly the rate of convergence of the SDP solver. Considering the growth of the dimensions of the SDP relaxations, the rate of convergence is both of practical and theoretical interest. The rates of convergence of Magnus expansion in m, depending on the discretisation, are well known [28, Chapter 9] . It has been recently conjectured [82] that under some assumptions about boundedness, the order-r semidefinite programming relaxation of the non-comutative polynomial optimisation problem (8) has error bounded by O(1/r 2 ) in the worst case, using techniques similar to [83] . If this conjecture were proven, one could estimate the overall convergence rate, which would be a major result.
