This paper develops the theory of pushdown dimension and explores its relationship with finite-state dimension. Pushdown dimension is trivially bounded above by finite-state dimension for all sequences, since a pushdown gambler can simulate any finite-state gambler. We show that for every rational 0 < d < 1, there exists a sequence with finite-state dimension d whose pushdown dimension is at most 1 2 d. This establishes a quantitative analogue of the well-known fact that pushdown automata decide strictly more languages than finite automata.
Introduction
The dimension of a set of points was first explored by Hausdorff [5, 3] , who showed that there exist sets of points with fractional dimension, now termed fractals. Infinite sequences drawn from a finite alphabet can be viewed as points on the unit interval. Lutz [10] showed that the Hausdorff dimension of a set of infinite sequences could be characterized by the rate at which money could be taken away from a gambler that is trying to make unbounded money by betting on all the sequences in the set. In other words, the higher the dimension of a set, the more random and unpredictable are its elements, and so the more difficult it is to make money betting on its elements. (A precise definition follows in later sections).
Though all singleton sets of sequences -i.e. all individual points -have Hausdorff dimension 0, by restricting the computational power of the gambler, individual sequences can be assigned a non-zero dimension. Resource-bounded dimension (constructive dimension [11] , pushdown dimension [13] , finite-state dimension [2] , etc.) is a measure of the density of information or randomness in a sequence as it appears to a gambler whose computational power is limited by the resource bound. Accordingly, the finite-state dimension of a sequence [2] is the degree to which the sequence appears random to a finite automaton, and the pushdown dimension of a sequence [13] is the degree to which the sequence appears random to a pushdown automaton.
A finite-state gambler is a finite automaton that bets money on the next character according to its current state. A pushdown gambler is a finite-state gambler augmented with an infinite stack memory, and it is allowed to vary its state transition and its bet at each state depending on the character appearing at the top of the stack. Since any finite-state gambler can be simulated exactly by a pushdown gambler that makes no use of its stack, pushdown gamblers are at least as powerful as finite-state gamblers, and hence dim P D (S) ≤ dim F S (S) for all sequences S.
We show that there exist sequences with a pushdown dimension strictly less than their finite-state dimension. Specifically, for every rational 0 < d < 1, there exists a sequence S with dim F S (S) = d such that dim P D (S) ≤ Section 2 establishes preliminaries and notation, section 3 defines dimension, finite-state dimension, and pushdown dimension, section 4 establishes the separation of finite-state and pushdown dimension, and section 5 concludes and states open questions. The appendix contains proofs.
Preliminaries
We write Q for the set of all rational numbers, Z for the set of all integers, N for the set of all natural numbers, Z + for the set of all positive integers. Let log r = log 2 r.
Let Σ be a finite alphabet of characters. Σ * is the set of all finite strings drawn from Σ. The length of a string w ∈ Σ * is denoted by |w|. λ denotes the empty string. For l ∈ N, Σ l denotes the set of all strings w ∈ Σ * such that |w| = l. w denotes the reverse of w. For w, y ∈ Σ * , wy denotes the concatenation of w and y. For i ≥ 1, w i denotes the string ww . . . w i times . Σ ∞ is the set of all infinite sequences drawn from Σ. For S ∈ Σ ∞ or Σ * and i, j ∈ N, we write S[i] to denote the i'th character of S, with S[1] being the leftmost character, and we write S[i . . j] to denote the substring consisting of the i'th through j'th characters of S, with S[i . . j] = λ if i > j. We write S n to denote S[1 . . n], the n'th prefix of S. If n < 1, S n = λ. For S ∈ Σ ∞ , we write S[n . .] to denote S without its first n − 1 characters; i.e. S n−1 S[n . .] = S.
Let l ∈ Z + , w ∈ Σ l and S ∈ Σ ∞ . We write #(w, S n ) to denote the number of times w appears as a substring of S n . Let the frequency of w in S n be defined f req(w, S n )
, when this limit exists.
We state the following obvious lemma without proof, which states that adding a finite prefix to a sequence cannot alter the limiting frequency of any substring.
Lemma 2.1. Let S ∈ Σ ∞ and w, u ∈ Σ * . Then, if f req(w, S) is defined, f req(w, S) = f req(w, uS).
A sequence S ∈ Σ ∞ is normal if, for every w ∈ Σ * , f req(w, S) = |Σ| −|w| . In other words, S is normal if, for every string length l, all strings of length l occur with the same frequency.
Note that given S n and l ≤ n, f req(w, S n ) defines a probability measure on the set Σ l . Accordingly, we can speak of the entropy of this probability distribution. Let the l'th normalized entropy of S be denoted
Note that this exists even if f req(w, S) does not, since the lim inf n→∞ is being used. This is the limiting entropy of the distribution of strings of length l in S, normalized by the term 1 l log |Σ| to fall between 0 and 1. Thus, the more uniformly distributed are the strings of length l in S, the closer H l (S) is to 1. Let the normalized entropy rate of S be denoted H(S) lim l→∞ H l (S).
Likewise, the closer H(S) is to 1, the closer S is to normal, and H(S) = 1 ⇐⇒ S is normal.
Dimension

Hausdorff dimension
The definition of dimension depends on the concept of martingales, which are strategies for gambling on character sequences, and s-gales (see [11] ), which are martingales in which some fraction of the winnings are removed after each bet. Let Σ be an alphabet.
Definition (s-gale and martingale)
Intuitively, a martingale is a strategy for betting in the following game. The gambler starts with some initial amount of money (usually 1), termed capital, and it reads a sequence S of characters drawn from alphabet Σ. At each step, the gambler bets some fraction of its capital on each character in Σ. All of its money must be bet. Whichever character actually comes next in the sequence, it loses all the capital it bet on the other characters, and the fraction of its capital that was bet on the character that appeared is multiplied by |Σ|. The only restriction on a martingale is that the bet it makes on character S[i] of the sequence S should be a deterministic function only of the string S i−1 , the characters that have appeared so far. The objective of a martingale is to make a lot of money, and it will make more money on a sequence if a larger fraction of capital is placed on the characters that actually occur in the sequence. All of the gambler's money must be bet, but it can "bet nothing" by betting 1 |Σ| of its capital on each character in Σ. In this way, no matter what character comes next, its capital will not change.
An s-gale is a martingale in which the amount of money the gambler bet on the character that occurred is multiplied by |Σ| s , as opposed to simply |Σ|, after each character. Note that s = 1 constitutes the original martingale condition. Since we will consider 0 ≤ s ≤ 1, this will always constitute a reduction in capital from the capital the martingale makes. The lower the value of s, the faster money is taken away. Note that if a gambler's martingale for a string w is d(w), then its s-gale is given by d (s) (w) = |Σ| (s−1)|w| d(w).
Definition Let P ⊆ Σ * . P is a prefix set if no string in P is a proper prefix of any other string.
Note that for any l ∈ Z + , Σ l is a prefix set. The following generalization of the Kraft inequality was given in [11] :
is an s-gale and A ⊆ {0, 1} * is a prefix set, then for all
is an s-gale and A ⊆ {0, 1} * is a prefix set, then
Definition (s-success) Let S ∈ Σ ∞ . We say that a gambler s-succeeds on S if the gambler's s-gale d (s) satisfies lim sup n→∞ d (s) (S n ) = ∞. If the gambler 1-succeeds on S, we say it succeeds on S.
So a gambler s-succeeds on S if it makes an unbounded amount of money betting on S, even with money taken away at rate s.
Finite-state dimension
Finite-state dimension is defined in analogy to Hausdorff dimension, where the gamblers implementing the s-gales are restricted to have finite-state computational power. In order to define finite-state dimension, then, we must first define finite-state gamblers, which were first studied by Feder [4] . Finite-state gamblers can be thought of as weighted finite automata [9] , where the weight on each state represents a percentage of money to bet on the next character. Let Σ be an alphabet. Let ∆ Q (Σ) be the set of all rational probability measures over Σ.
• Q is a finite set of states,
• Σ is the finite input alphabet,
is the betting function,
• q 0 ∈ Q is the start state.
We write F SG to mean the set of all finite-state gamblers. If δ(q, a) = ⊥, for some q ∈ Q and a ∈ Σ, then that transition is undefined. We extend δ to take strings as input with the function δ * : Q × Σ * → Q defined by
for all q ∈ Q, w ∈ Σ * , and a ∈ Σ. δ * is then abbreviated δ and δ(q 0 , w) is abbreviated δ(w). Intuitively, this allows us to identify δ(w) as "the state G is in after reading string w."
Intuitively, the s-gale for an FSG G is determined as follows. An FSG G = (Q, Σ, δ, β, q 0 ) starts in state q 0 with initial capital 1. Assuming that after some time G has capital c and is in state q, the bet it makes on each character a ∈ Σ is given by β(q)(a). Assuming the character b appears next in the sequence, G then transitions to state δ(q, b), and its capital becomes
, then there is a finite-state gambler G that s-succeeds on S, meaning G can make unlimited money betting on S, even if its winnings are multiplied by |Σ| s−1 after every character.
Let Σ ⊆ Σ ′ , and let S ∈ Σ ∞ . Let dim
F S (S) be the finite-state dimension of S when considered as a sequence drawn from alphabet Σ ′ , even though it is really drawn from Σ.
Pushdown dimension
Pushdown dimension [13] will be defined almost exactly as finite-state dimension, but the gamblers will have an infinite stack memory, which will allow them to alter both their state transitions and their bets based on the symbol currently on top of the stack.
Definition (pushdown gambler)
A pushdown gambler (PDG) is a 7-tuple P = (Q, Σ, Γ, δ, β, q 0 , z) where
• Γ is the finite stack alphabet,
• q 0 ∈ Q is the start state,
• z ∈ Γ is the stack start symbol.
We write P DG to mean the set of all pushdown gamblers. Note that the transition function δ outputs a next state and a string w ∈ Γ * . The top character is always popped and replaced with w. If a is the symbol currently on top of the stack, and P needs to add a character b to the top, it pushes the string ba. If it needs to leave the stack alone, it pushes the string a. If it needs to pop a character, it pushes the string λ. Note that the strings are pushed in reverse order; the last character of the string is pushed first.
Note also that the transition function δ accepts λ as an input character in addition to elements of Σ. P has the option not to read an input character and instead to alter the stack. To enforce determinism, we require at least one of the following hold for all q ∈ Q and all a ∈ Γ:
The determinism condition requires that the PDG can't have the choice to read 0 or 1 characters; the number of characters read is entirely a function of the state and the character at the top of the stack.
We must also handle the special case that the stack start symbol gets popped. Since this represents the bottom of the stack, we restrict δ so that z cannot be removed from the bottom. We restrict δ so that, for every q ∈ Q and a ∈ {λ}∪Σ, either δ(q, z, a) = ⊥, or δ(q, z, a) = (q ′ , vz), where q ′ ∈ Q and v ∈ Γ * .
As before, if δ(q, a, b) = ⊥ for some q ∈ Q, a ∈ Γ, and b ∈ {λ} ∪ Σ, then that transition is undefined. We extend δ to the transition function
defined for all q ∈ Q, a ∈ Γ, v ∈ Γ * , and b ∈ Σ as follows:
. a, b) ). δ * is then abbreviated as δ. We then use the extended transition function δ * * :
in analogy to that used with finite-state gamblers, defined for all q ∈ Q, a ∈ Γ, v ∈ Γ * , w ∈ Σ * , and b ∈ Σ by
We then abbreviate δ * * to δ, and δ(q 0 , z, w) to δ(w). Informally, this allows us to use δ(w) as shorthand for "the state and contents of the stack of the gambler P after reading string w".
We also extend β for convenience to the function
defined for all q ∈ Q, a ∈ Γ, and v ∈ Γ * by β * (q, av) = β(q, a).
β * is then abbreviated β. β * (q, av)(b) means, informally, "The amount bet on character b when in state q, when the string av is on the stack." Note that only the top character a of av can affect any single bet, but for the purpose of examining multiple steps of the gambler, it may be necessary to keep track of what the entire contents of the stack are, since they may change from step to step. Pushdown s-gales and dimension are defined exactly as their finite-state versions.
Definition (pushdown s-gale) Let P ∈ P DG be a pushdown gambler. The s-gale for P is the function d
for all s ∈ [0, ∞), w ∈ Σ * , and a ∈ Σ.
Intuitively, the s-gale for a PDG P is determined as follows. A PDG P = (Q, Σ, Γ, δ, β, q 0 , z) starts in state q 0 with initial capital 1. Assuming that after some time P has capital c, is in state q, and the character on the top of the stack is t, the bet it makes on each character a ∈ Σ is given by β(q, t)(a). Assuming the character b appears next in the sequence, if δ(q, t, b) = (q ′ , w) G then transitions to state q ′ , pops the top character off of the stack and replaces it with the string w, and its capital becomes c · β(q, s)(b) · |Σ| s .
Thus, if s > dim P D (S), then there is a pushdown gambler P that s-succeeds on S, meaning P can make unlimited money betting on S, even if its winnings are multiplied by |Σ| s−1 after every character.
Pushdown gamblers are then nothing more than finite-state gamblers that make use of an unbounded stack memory, the top character of which can be used to inform the transition and betting functions. Additionally, PDG's are allowed to delay reading the next character of the input -they read λ from the input -in order to alter the contents of their stack. During such a λ-transition, the gambler's capital remains unchanged.
4 Finite-state versus pushdown dimension
Marker characters and finite-state dimension
This section establishes that adding marker characters to a sequence, where the marker is not in the alphabet of the sequence, does not alter the finite-state dimension of the sequence, as long as the markers are spaced far enough apart. In other words, the addition of the markers cannot significantly hurt or help a finite-state gambler.
Recall that, for S ∈ Σ ∞ ,
.
Lempel and Ziv [16] showed that ρ F S (S) = H(S), where ρ F S (S) is the optimal compression ratio achievable by any finite-state compressor (see [16] or [2] for a more complete description). Dai, et al. [2] showed that dim F S (S) is identical to a slightly modified form of ρ F S (S). A straightforward modification of the proof of Lempel and Ziv, combined with the result of Dai, et al., yields the following lemma relating finite-state dimension to entropy.
Let Σ be an alphabet. Let Σ m = Σ ∪ {m}, where m ∈ Σ is a marker character. Recall that dim (Σm) F S (S) is the finite-state dimension of S when considered as a sequence drawn from alphabet Σ m , even if it is really drawn from Σ Σ m . Lemma 4.3. Let S ∈ Σ ∞ . Let S ′ ∈ Σ ∞ m be constructed from S by inserting the character m immediately after the positions i 1 < i 2 < i 3 . . . in S such that the function f (j) = i j+1 − i j is nondecreasing and unbounded. Then dim
Bitstring characters and finite-state dimension
In this section, we will interpret bitstrings of length l to be characters, the alphabet of the sequence will be a subset of {0, 1} l − {1 l }, and the marker "character" will be 1 l . An infinite binary sequence S ∈ {0, 1} ∞ will then be simultaneously interpreted as an infinite sequence S ∈ A ∞ , where A ⊂ {0, 1} l . In other words, every l bits of S will constitute 1 character from A. We interpret dim ({0,1}) F S (S) to be the finite-state dimension of S when viewed as an infinite binary sequence, and we interpret dim (A) F S (S) to be the finite-state dimension of S when viewed as an infinite sequence drawn from A.
Note that this interpretation of dim
F S (S) is different from the meaning of dim
F S (S) when {0, 1} ⊆ A (i.e. in the sense of Lemma 3.3). In the current case, the boundaries between characters actually change when moving from alphabet {0, 1} to alphabet A, in that a string of l bits is required to constitute one character of A. In the former case, for Σ ⊆ Σ ′ and S ∈ Σ ∞ , dim
F S (S) treats each character a ∈ Σ in S as a character from Σ ′ . We rely on context to distinguish these two scenarios.
The following theorem establishes the relationship between the finite-state dimension of a binary sequence and its finite-state dimension when viewed as a sequence drawn from A ⊆ {0, 1} l .
F S (S).
Variations on the Champernowne sequence
This section presents two variations on the Champernowne sequence [1] and shows them to be normal. First we need the following lemma, which establishes that splicing two normal sequences together results in a normal sequence, as long as the splicing takes increasingly longer substrings from each sequence.
Lemma 4.5. Let S, T ∈ Σ ∞ be normal over the alphabet Σ. Let
such that the function f (j) = i j+1 − i j is nondecreasing and unbounded. Then U is normal over the alphabet Σ.
Let α i ∈ A * be the string consisting of all strings of length i over the alphabet A, concatenated in lexicographical ordering. Let c = 1 l . Define the sequences
Champernowne [1] and Merkel and Reimann [12] showed that the sequence α 1 α 2 2 α 3 3 . . . is normal over the alphabet A.
Lemma 4.6. Let R = α 1 α 2 2 α 3 3 . . . . Then R is normal over alphabet Σ.
Lemma 4.7. C is normal over the alphabet Σ.
Note, however, that C and C ′ are not normal to base 2, because no more than 2l − 2 1's appear consecutively in either sequence. In fact, they have dimension equal to d, as established by the following lemma.
Pushdown gambling on a marked sequence
The sequence C ′ presented in section 4.3 has pushdown dimension bounded above by half of its finite state dimension.
The main theorem of the paper follows and establishes that the pushdown dimension of C ′ is bounded above by half of its finite-state dimension.
Recall that d ∈ (0, 1) ∩ Q. Therefore Theorem 4.10 implies that for every rational 0 < d < 1, there exists a sequence C ′ with finite-state dimension
Conclusion
We have shown that there exist sequences with pushdown dimension strictly less than their finite-state dimension. This was done by the addition of special marker strings that are placed increasingly far apart in the sequence. Because these marker strings do not occur in other parts of the sequence, the sequence is not normal, and this prevents our proof from showing that any normal sequence has pushdown dimension less than 1. The marker strings are needed for our proof, but it is not known whether they are essential to bound the pushdown dimension. It is possible that the original sequence, without the markers, has the same pushdown dimension.
Nichols [13] has shown that there is a normal sequence S such that a pushdown gambler can succeed on S, whereas the normality of S establishes that no finite-state gambler can succeed on S. However, the pushdown gambler fails to show that dim P D (S) < 1, since the gambler makes money so slowly that it fails on S if any money is taken away at each step (i.e. if s < 1).
Question Is there a normal sequence S such that dim P D (S) < 1?
We have shown that there exist sequences
The factor 1 2 seems artificial, and in our proof, it is an artifact of the particular pushdown gambler we designed. It is an open question whether this could be strengthened to show a larger separation between pushdown and finite-state dimension.
Question Is there a sequence S such that dim P D (S) < It is known that the dimension of an individual sequence with respect to some complexity classes can be equivalently expressed in terms of asymptotic compression ratios [2] and logarithmic-loss prediction [6] . Furthermore, finite-state dimension can be equivalently characterized in terms of entropy rates [16] , and constructive dimension can be characterized in terms of constructive entropy rates [7] . It would be useful to find other such alternative characterizations of the resource-bounded dimensions of sequences.
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Appendix
Proof of Lemma 3.3. We first show that dim
Since S contains no characters from Σ ′ − Σ, for all n ∈ N,
Thus G ′ t-succeeds on S, since G s-succeeds on S. Since this holds for every s > dim
We next show that dim
F S (S). Then there exists an FSG G = (Q, Σ ′ , δ, β, q 0 ) that t-succeeds on S. Since S contains no characters from Σ ′ − Σ, assume without loss of generality that β(q, a) = 0 for all q ∈ Q and all a ∈ Σ ′ − Σ. This assumption can be made for the following reason. If a gambler does bet non-zero capital on a ∈ Σ ′ − Σ, we can always construct a gambler that takes the capital G bets on a and uniformly distributes it to the remaining characters in Σ. Since a does not appear in S, this new gambler will make strictly more money than the old, and hence will s-succeed whenever the old gambler does.
Then a straightforward reversal of the previous direction of the proof suffices to show that there is a gambler
Proof of Lemma 4.3. Let S and S ′ be as in the statement of the lemma. Let l ∈ Z + , and let w ∈ Σ l .
Let there be k n insertions of the marker character m in S n (i.e. the insertion indices satisfy 1 ≤ i 1 < i 2 < . . . < i kn ≤ n < i kn+1 ). Then S ′ n+kn is the prefix of S ′ "corresponding" to S n . Note that f req(m, S ′ n+kn ) = Since there are k n occurrences of m in S ′ n+kn , there are k n (l − 1) substrings of length l in S n that could have been changed by having an m inserted into them. In the worst case, every one of these substrings was our chosen string w. Thus
# of w in S n that could have changed
Since w ∈ Σ l , it does not contain an m. Adding m's to S cannot add more w's to S. Thus
Recall that
This establishes that f req(w, S n ) and f req(w, S ′ n+kn ) approach each other as n → ∞, for all w ∈ Σ l . Let w ′ ∈ Σ l m − Σ l . Then f req(w ′ , S n ) = 0 for all n, since no m's appear in S. Since f req(m, S ′ ) = 0,
where the inequality follows from the fact that for each m that appears in S ′ n , at most l substrings of length l in S ′ n could have that m in them, and hence belong to Σ l m −Σ l . By the non-negativity of f req, f req(w ′ , S ′ ) = 0 = f req(w ′ , S), implying
Thus
Since this holds for all l, H(S) = H(S ′ ). By Lemma 4.1, dim
Proof of Theorem 4.4.
We first show that dim
By our choice of s, there exists an FSG G = (Q, {0, 1}, δ, β, q 0 ) such that G s−succeeds on S. Construct and FSG G ′ = (Q ′ , Σ ′ , δ ′ , β ′ , q ′ 0 ) as follows:
• Q ′ = Q.
• Σ ′ = A.
• for all q ∈ Q ′ and w ∈ A, δ ′ (q, w) = δ(q, w).
• for all q ∈ Q ′ and w ∈ A,
and B(q)(A) = w∈A B(q)(w).
• q ′ 0 = q 0 .
Note that for all q ∈ Q ′ , d G ′ ,q is a martingale, and that A ⊆ {0, 1} l is a prefix set. Let q ∈ Q ′ . Then
for all q ∈ Q ′ .
Let w ∈ A and let q ∈ Q ′ . Then
So by induction, for all z ∈ A * , d
Let z ∈ A * and w ∈ A, and let q = δ(z). Then
and so
So by induction
Let t = sl log |A| . Then
Thus G ′ t-succeeds whenever G s-succeeds. This establishes that
We next show that dim Let ppref (A) be the set of all proper prefixes of the strings in A. Construct the FSG G ′ = (Q ′ , Σ ′ , δ ′ , β ′ , q ′ 0 ) as follows:
• Σ ′ = {0, 1}.
Since this holds for the reverse of every string in Σ l , it holds for all w ∈ Σ l . Since
Since this holds for all l ∈ Z + , R is normal.
Proof of Lemma 4.7. This follows immediately from Lemmas 4.6 and 4.5 and the normality of α 1 α 2 2 α 3 3 . . ..
Proof of Lemma 4.9. Let s > s ′ > d. It suffices to show that dim
We construct a PDG P that does the following. It reads the sequence C ′ = α 1 cα 1 α 2 2 cα 2 2 . . . in two alternating stages. The first stage involves reading the substring α i i c, and the second stage involves reading the substring α i i . In the first stage, P bets optimally for any FSG, while the bits it reads are pushed onto the stack. Once c has been read, P pops c from the stack, and then uses the string it pushed, which is α i i , to bet optimally on the string that follows, which is α i i . It pops bits until the stack is empty, at which point α i+1 i+1 follows, and the gambler begins again.
As P is pushing bits onto its stack, it bets an equal amount (d P (a) = 2 l 1−ǫ |A| ) on all bitstrings a ∈ A. It bets a small amount (d P (c) = 2 l ǫ) on the bitstring c = 1 l , and this bet can be made vanishingly smaller by shrinking ǫ, although some positive bet must be made so P 's capital does not become 0 when it encounters c. The requirement that ǫ < 1 − 2 l(s ′ −s) ensures that P 1 2 s -succeeds on C ′ , which is shown formally below. P bets nothing on any bitstring a ∈ A c . Thus, P 's martingale behaves optimally for any finite-state martingale when reading the subsequence α 1 cα 2 2 c . . . α i i c . . ., and it doubles its money on every bit when reading the subsequence α 1 α 2 2 . . . α i i . . .. Formally, the PDG P = (Q ′ , Σ ′ , Γ ′ , δ ′ , β ′ , q ′ 0 , z) is defined as follows on input S ∈ {0, 1} ∞ : Thus, for all a ∈ A, d P (a) = 2 l 1 − ǫ |A| , and, for c = 1 l d P (c) = 2 l ǫ.
Recall that d P (c) = 2 l ǫ, and that P makes the same capital (d P (a) = 2 l 1−ǫ |A| ) on each "character" a ∈ A.
Thus,
