Abstract. There is an identification, over smooth curves, of conformal blocks and generalized theta functions. We show that for conformal blocks in type A associated to projective varieties of minimal degree, if this interpretation extends to stable curves, identities between first Chern classes of vector bundles of conformal blocks will be satisfied. Examples show the extension can fail on M 2 , and hold on M 0,n .
Introduction
Conformal blocks are vector spaces associated to stable curves together with certain Lie theoretic data. These vector spaces fit together to give vector bundles on the moduli stacks M g,n , parameterizing stable n-pointed curves of genus g. Given such a nonzero vector bundle V on M g,n , and any point x ∈ M g,n , representing a smooth n-pointed curve of genus g, there is a canonical isomorphism V| *
where X x is a moduli space determined by the Lie data, and L x is a canonical ample line bundle on it. These isomorphisms are compatible with multiplication operations on global sections and the algebra structure on conformal blocks. The global sections H 0 (X x , L x ) are called generalized theta functions. It is natural to wonder whether such canonical isomorphisms exist for all points of M g,n , and in this work, we consider the following: Question 1. Given a vector bundle of conformal blocks V on M g,n , is there an extension of the identification of the conformal block V| x with generalized theta functions, for boundary points x ∈ M g,n \ M g,n ?
We study this problem 1 in settings where we would know something about extensions if they exist, working with bundles V[m], for m ∈ N, obtained from V under an operation called stretching (Def 2.8). Given x ∈ M g,n , information about the pair (X x , L x ) is determined by the ranks of V[m], including its so-called ∆-invariant (Def 2.5). Fujita has shown that if (X x , L x ) has ∆-invariant zero, then L x is very ample, embedding X x as a projective variety of minimal degree. In other words, one can realize X x as a rational normal curve, a projective space, a quadric hypersurface, a rational normal scroll, a Veronese surface, or a polarized variety obtained from coning over one of the other types. If for some x ∈ M g,n , one has V| * Incidentally, if the rank of V is one, then by a quantum generalization of a conjecture of Fulton (see [BGM14b] and the references therein), the rank of V[m] is one as well; projective rank scaling can be viewed as a further generalization (Remark 5.3).
1.1. History of Question 1. The Verlinde formula gives a closed expression for the dimension of spaces of generalized theta functions. Although there are independent proofs in special cases, see [Ber93, Tha94, Zag95] , the theory of conformal blocks plays an essential role in the derivation of the general formula. We recommend the survey article of [Sor96] for a good account.
While admittedly leaving out important contributions, one can summarize the two crucial aspects of the proof:
(1) There is a canonical identification between conformal blocks and generalized theta functions over smooth curves [Fal94, BL94, KNR94, DS95, Pau96, LS97] . (2) The factorization theorem of Tsuchiya-Ueno-Yamada allows for a decomposition of conformal blocks at stable pointed curves x ∈ M g,n \ M g,n .
Several interesting questions arising from the above picture have been investigated. One theme, originating in [NR93, DW93, Ram96] , is to try to remove the reference to conformal blocks. The idea is that if the space of generalized theta functions could be factorized geometrically, then one would obtain a "finite dimensional" proof of the Verlinde formula. The goal is then to find pairs (X x , L x ) for points x ∈ M g,n \ M g,n such that global sections have suitable factorization properties. This motif has been continued in the work of Kausz and Sun [Sun00, Sun03, Kau05] . To the best of our knowledge, these factorizations of generalized theta functions (which in a suitable sense are for GL(r) rather than SL(r)) have not been related to conformal blocks. We also note the related papers [Fal96, Tel98] .
Our outlook is to suppose that there is an extension of the identification of conformal blocks and generalized thetas at points on the boundary, and to ask what consequences may follow. In type A, there are usually no descent problems, and so it seems reasonable to ask for an interpretation over moduli spaces rather than stacks. Projective varieties of minimal degree have the advantage that they will degenerate to other projective varieties of minimal degree. The unique resolutions associated to their ideal sheaves is our main tool. We also find, in special cases, geometric interpretations over the boundary by studying factorization properties of conformal blocks, and their algebras [TUY89, Man09] . Remark 1.2. It may be feasible to use our methods for bundles in other types. Modification may have to be made when one has to work with powers (expected to be 2 or less for classical groups) of L x to get past issues of descent.
Notation and basic definitions
2.1. Conformal blocks. For a positive integer ℓ (called the level), we let P ℓ (sl r+1 ) denote the set of dominant integral weights λ with (λ, θ) ≤ ℓ. Here θ is the highest root, and ( , ) is the Killing form, normalized so that (θ, θ) = 2. To a triple (sl r+1 , λ, ℓ), such that λ ∈ P ℓ (sl r+1 ) n , there corresponds a vector bundle V of conformal blocks on the stack M g,n [TUY89, Fak12] . Throughout the paper, as our notation is fixed, we usually just refer to such bundles as V.
Remark 2.1. In the notation for the vector bundle, there isn't any indication for the genus of the curve, which should be understood from the context. We often use standard intersection theoretic computations on M g,n and the factorization formulas of [TUY89] . We recommend the Bourbaki article of Sorger [Sor96] for some of the background on conformal blocks. In many of the examples and computations done here, we find the ranks of conformal blocks bundles using the following cohomological form of Witten's Dictionary, which expresses these ranks as the intersection numbers of particular classes (depending on the bundle) in the small quantum cohomology ring of certain Grassmannian varieties.
(1) If s > 0, then let λ = ℓω 1 . The rank of V is the coefficient of q s σ ℓω r+1 in the quantum product
(2) If s ≤ 0, then the rank of V is the multiplicity of the class of a point σ kω r+1 in the product
where k = ℓ + s.
The relation to quantum cohomology follows from [Wit95] and the twisting procedure of [Bel08] , see Eq (3.10) from [Bel08] . Examples of such rank computations were done using Witten's Dictionary in [BGM14], [BGM14b] , and [Kaz14] .
Remark 2.3. In this work, we also use the operation of plussing, described in Def 2.4, which can often turn a quantum computation of ranks into a classical one. We note that while plussing preserves the rank of a bundle, it does not preserve other invariants such as the first Chern class.
Definition 2.4. Let σ j : ω i → ω i+j(mod r+1) be a cyclic permutation of the affine Dynkin diagram of sl r+1 . Then rk V(sl r+1 , {λ 1 , . . . , λ n }, ℓ) = rk V(sl r+1 , {σ j 1 λ 1 , . . . , σ j n λ n }, ℓ) if j 1 + · · · + j n is divisible by r + 1 [FS99] . We refer to this operation as "plussing".
Note that one can use the operation of plussing to take a bundle of rank R on M g,n to define a bundle of rank R on M g,n+k as follows. To do this, for i ∈ {1, . . . , k}, put λ n+i = ℓω j i for any integer 0 ≤ j i ≤ r + 1 such that k i=1 j i is divisible by r + 1.
2.2. The ∆-invariant and projective varieties of minimal degree. Definition 2.5. Let X be an irreducible projective variety, and L an ample line bundle on X. The ∆-invariant of the polarized variety (X, L) is given by the formula
We refer to ∆(X, L) as the ∆-genus or as the ∆-invariant of the pair (X, L).
We note that by [Fuj90, Chapter 1, (4.2), (4.12)], and [BS95, Theorem 3.1.1], ∆(X, L) ≥ 0, and if ∆(X, L) = 0, then H 0 (X, L) generates the algebra ⊕ m≥0 H 0 (X, L ⊗m ) and hence L is very ample, giving rise to an embedding into a projective space
so that its image is a (nondegenerate) variety of degree equal to L dim(X) = 1 + codim(X). We will write D = L dim(X) (the definition of the self intersection L dim(X) can be found in [Fuj90, 3.11] , for example). The quantity L dim(X) is both called deg(L) and the volume of the polarized variety (X, L).
where g a (X) is the arithmetic genus of X. Definition 2.6. A nondegenerate variety X ⊂ P N always has deg(X) ≥ 1 + codim(X), and is said to be of minimal degree if deg(X) = 1 + codim(X).
Therefore, polarized varieties (X, L) with ∆(X, L) = 0 correspond to projective varieties of minimal degree. A description of these varieties has been given by many authors including the classification of minimal surfaces given by Del Pezzo in 1886 [DP86] (also [Nag60] 
, where Q is a not necessarily smooth quadric in P d+1 ; if L d = 2; (3) (X, L) is a P d−1 bundle over P 1 , X P(E), for a vector bundle E on P 1 which is a direct sum of line bundles of positive degrees;
For (1) in Proposition 2.7, we note the related paper [Gor68] .
V[m]
and the algebra of conformal blocks.
Definition 2.8.
where m λ = (mλ 1 , . . . , mλ n ) ∈ P mℓ (sl r+1 ) n . We often refer to the new bundles V[m] as multiples of V, and we say they are obtained by stretching the Lie data used to form V.
Using the V[m]
, one can form a flat sheaf of algebras (see [Fal94, p. 368] , [Man09] ):
At any interior point x ∈ M g,n , one has a natural identification of graded algebras
is a (GIT) moduli space of parabolic bundles of rank r + 1 with trivial determinant on the curve C with parabolic structures at p 1 , . . . , p n , and L x = L x (sl r+1 , λ, ℓ) an ample line bundle.
Remark 2.9. We write V| *
We ask if a similar description for the algebra of conformal blocks holds at points x ∈ M g,n \ M g,n :
Question 2.10. Given a vector bundle of conformal blocks V on M g,n in type A, and x ∈ M g,n \ M g,n is there a polarized scheme (X x , L x ) such that (2.2) holds as graded algebras?
Note that by Remark 2.12, such X x (if they exist) are necessarily reduced and irreducible. Moreover, in this question we do not require that (X x , L x ) fit together into a flat family. Definition 2.11. Given a vector bundle of conformal blocks V on M g,n , if the answer to Question 2.10 is yes for V, then we will say that V has geometric interpretations at boundary points x ∈ M g,n \ M g,n .
Remark 2.12. We note that A x for x ∈ M g,n is an integral domain, since it is a subalgebra (formed by suitable Lie-algebra invariants) of the algebra of sections of a line bundle on the ind-integral affine Grassmannian times an n-fold product of complete flag varieties (see e.g., [LS97, Section 10]). Therefore, X x are necessarily irreducible varieties when they exist.
The algebras A x are finitely generated for x ∈ M g,n , since the coordinate ring of a polarized variety is finitely generated. We do not know if A x are finitely generated for x ∈ M g,n \ M g,n . If A x are finitely generated for x ∈ M g,n \ M g,n then, X x (if they exist) will coincide with Proj(A x ). However Proj(A x ) need not carry an ample line bundle L x whose section ring equals A x . Theorem says that the graded ideal I • has a finite graded free resolution
where k ≤ N + 1. If the pair (X, L) is a polarized variety having ∆-invariant zero, then L is very ample on X, then from L one obtains an embedding X ֒→ Proj(B • ), as a variety of minimal degree. In particular, the ideal I X , of X is the kernel of the surjective map
and I X is known to have a minimal free resolution of the form
where the W i , for i ∈ {1, . . . , D}, are vector spaces of dimension (i − 1)
Remark 3.1. Let J k be the image of the map
. Then the exactness of (3.2) implies that H i (P N , J k (m)) = 0 for all m ≥ 0 and i > 0, and for i = 0 and m < k + 1. This is proved by induction using the exact sequences
Note that this also implies that H i (P N , I X (m)) = H i (X, L ⊗m ) = 0 for all for i ≥ 1, and m ≥ 0 and
Minimal free resolutions in the context of graded rings are known to be unique up to unique isomorphisms. The same technique shows that the complex (3.2) is unique up to a unique isomorphism. Twisting (3.2) by O(k) with 2 ≤ k ≤ D, and then global sections gives an exact sequence (see Remark 3.1) 
giving a graded resolution of the graded ideal
is a canonical resolution of the degree m part I m .
Returning to the setting of a conformal blocks bundle V on M g,n , suppose we have a map π : X → M g,n and a relatively ample line bundle L on X, so that π * L ⊗m = V[m] * (consistent with stretching), and ∆(X x , L x ) = 0. Then the canonicity of the spaces W k in Lemma 3.2 then can be expected to lead to a resolution of the form (3.7) below of V[m] * in terms of V and a finite number of unknown bundles W k . This gives recursions for the first Chern classes.
But we choose to work with a hypothesis of point-wise existence of pairs (X x , L x ), without assuming that they glue together into a flat family. This hypothesis is weaker than the families assumption above when the ∆-invariant is zero (see Section 2.3). 
For a given V, we let A = ⊕ m≥0 A m , where A m = V[m] * . Suppose that geometric interpretations for V exist (Def 2.11), so that for
, and suppose further that (X x , L x ) has ∆-invariant zero for some (and hence every) x ∈ M g,n . Then (3.6) takes the form of
with fibers equal to the resolution of the ker(φ m )| x , given in Lemma 3.2. Furthermore, (3.7) is exact and W i are locally free of finite rank.
Proof. 
Working on the (reduced) scheme {x}, we form a complex similar to (3.1). Let
From our assumption on ∆-invariants (and Section 3.1) it follows that (3.8) is exact, and that the maps φ Definition 3.5. We say that V has ∆-invariant zero rank
as the volume of the block V. . The dimension of X x can be bounded above, in genus 0 it is no more than the dimension of the corresponding flag variety. There is also an explicit formula for L d x due to Witten [Wit91] (also see Sections 3, 4 in [BBV15] for examples). Using Proposition 3.3, and Remark 3.4, we obtain Corollary 3.6. Suppose that V has ∆-invariant zero rank scaling, and assume that geometric interpretations exist for V at all points (see Definition 2.11). Then,
Note that the higher cohomology
Remark 3.7. For the validity of (3.9), we only need geometric interpretations on the generic points of all boundary divisors, which would imply that (3.9) holds in Pic(M g,n − Z) with Z of codimension 2. Since Picard groups are unaffected by removal of codimension 2 substacks, (3.9) would then hold on M g,n .
One can determine the c 1 (
. When one substitutes m = i with 2 ≤ i ≤ D, then (3.9) is of the form (−1) i c 1 (W i ) plus a linear expression in c 1 (W 2 ), . . . , c 1 (W i−1 ), and c 1 (V). These identities, which follow if geometric interpretations for V exist at boundary points, can be used to show that geometric interpretations do not extend across the boundary (see Examples 3.8 and, 5.8). While positive examples are inconclusive with regard to geometric interpretations, they do give information about the location of multiples in the nef cone (see Examples 3.9 and 10.1). Formulas are given throughout the first half of the paper (see Corollaries 7.3 (quadric hypersurfaces), 8.3 (the Veronese surface), 9.1 (rational normal scrolls), and 10 (rational normal curves)). In the cases of projective space and quadric rank scaling we give direct proofs of such identities (see Lemma 5.7 and Corollary 7.3).
3.3. Examples. In Example 3.8 (also see Example 5.8) we give a bundle that satisfies projective space rank scaling but for which the scaling identity of Theorem 5.9 does not hold. In Example 3.9 we give the formulas a bundle V must satisfy if it has rational normal curve scaling in degree 2, and if geometric interpretations exist.
. By Corollary 3.6 (also see Lemma 5.7), if V has geometric interpretation at boundary points (see Definition 2.11), then
which we can show fails by intersecting with F-curves. There are two types of F-curves on M 2 . The first is the image of a clutching map from M 0,4 for which points are identified in pairs. The second is the image of a map from M 1,1 given by attaching a point (E, p) ∈ M 1,1 , gluing the curves at the marked points. We will see a contradiction when we intersect with either type of F-curve.
Intersecting both sides of Equation 3
.10 with the F-curve defined by M 0,4 . By the formulas of Fakhruddin [Fak12] , we can see that if D m = 0, then the intersection of Equation 3.10 with a pigtail type F-curve would imply the following identity:
Here we note λ * = λ for sl 2 . But Equation 3.11 doesn't hold, for example, for m = 2, the right hand side equals 5, whereas there are three non-zero terms on the left hand side:
which add up to 4. We note that using Witten's Dictionary, one can verify that 0≤λ,µ≤m rk V(sl 2 , {λ, λ, µ, µ}, m) = (m + 3)(m + 2)(m + 1) 6 .
.10 with the F-curve defined by M 1,1 . If Equation 3.10 held, then by pulling back along the map from M 1,1 onto the second type of F-curve, one would have that
where r 
The right hand side of (3.13) is − 10 6 . We again see that (3.10) fails. As we explain later in Example 4.4, V has a socle which fails to have projective space rank scaling, a property on our list of conditions which will guarantee, for a particular bundle, that divisor class identities hold, and in the case that V has projective space rank scaling, the answer to Question 1 is yes.
Example 3.9. If V satisfies (P 1 , O(2)) scaling, and if geometric interpretations exist for V at boundary points, then by Corollary 3.6 (3.14)
12 , and using this one can easily verify Equation (3.14) (which also follows Proposition 7.5).
Remark 3.10. By [KP95, Theorem E], given V on M g,n with n = 0, the corresponding polarized varieties (X x , L x ) cannot be of Delta invariant zero, for genus g ≥ 3, x ∈ M g .
4.
Free restriction data and quasi rank one restriction behavior Definition 4.1. Given a bundle V = V(sl r+1 , λ, ℓ) on M g,n , we say that the restriction data for V is free, if given any boundary point x ∈ ∆ g 1 ,J = ∆ g−g 1 ,J c or x ∈ ∆ irr , and α 1 , . . ., α P the P weights of restriction data for V(sl r+1 , λ, ℓ) at x, then
Definition 4.2. Suppose that V = V(sl r+1 , λ, ℓ) on M g,n is a bundle of rank R with ∆-invariant zero rank scaling. We say that V satisfies quasi rank one factorization if given any boundary point x ∈ ∆ g 1 ,J = ∆ g−g 1 ,J c , (or x ∈ ∆ irr ), and α 1 , . . ., α P the P weights of restriction data for V(sl r+1 , λ, ℓ) at x, then at most one of the P restrictions
, if x ∈ ∆ irr can be greater than one. A restriction of rank greater than one is called the socle.
Definition 4.3. Suppose that V = V(sl r+1 , λ, ℓ) on M g,n is a bundle of rank R which satisfies ∆-invariant zero rank scaling. We say that each socle satisfies ∆-invariant zero rank scaling with the same volume as that of V (see Definition 3.5), if
(1) For any (generic) boundary point x ∈ ∆ g 1 ,J = ∆ g−g 1 ,J c , with socle given by restriction data α 1 , the polarized variety
has ∆-invariant zero with the same volume as that of V.
(2) For any (generic) x ∈ ∆ irr , with socle given by restriction data α 1 , the polarized variety (X x (sl r+1 , λ∪
) has ∆-invariant zero with the same volume as that of V.
Example 4.4. We saw in Example 3.8, that for V = V(sl 2 , 1) on M 2 , the divisor scaling identity fails, and so the answer to Question 1 is no for this bundle. To see that V has a socle which fails to have projective space rank scaling, we find the restriction data a generic point x in ∆ 1,∅ , which can be represented by nodal curve where each arm has genus one. There is one piece of valid restriction data at x, given by α = 0, and when restricted to each arm, the bundle V(sl 2 , {0}, 1) has rank 2 [Fak12] . The polarized variety associated to the socle is (
where Q is a quadric in P 3 . This polarized variety is of ∆-invariant zero, and degree 2, and not 1 as required for an application of Theorem 5.9. 
Projective spaces
The following are equivalent:
(c) The maps T m are isomorphisms over M g,n .
Remark 5.3. If d = 0, the condition Lemma 5.2 (a) is automatically true; it is a consequence of a quantum generalization of Fulton's conjecture in representation theory (see [BGM14b] and the references therein). Statement (c) in this case was proved in [BGM14b, Corollary 2.2].
Proof. It is easy to see that (a) implies (b) by Proposition 2.7,(1). For (c), note that on fibers over x ∈ M g,n , T m , from Definition 5.1, is dual to the maps We make the following basic observation:
Lemma 5.7. Suppose V has projective space rank scaling. The following are equivalent.
(a) For each x ∈ M g,n , there exists a pair (X x , L x ) of a projective scheme and an ample line bundle such that if m = 2s is even, and
if m = 2s + 1 is odd. Therefore geometric interpretations extend across ∆ 0 (the corresponding factorization is not quasi-rank one (Definition 4.2)).
Theorem 5.9. Suppose V is a bundle on M g,n such that (1) V has projective space rank scaling (Def 5.4); (2) the restriction data for V is free (Def 4.1); (3) V satisfies quasi rank one factorization (Def 4.2); (4) and such that each socle satisfies projective space rank scaling.
Then V satisfies Chern class scaling:
Proof. The proof proceeds by showing that the natural maps T m : V[m] → Sym m (V) are isomorphisms
for all m ≥ 0 on fibers over all points x ∈ M g,n . First, by Lemma 5.2, it suffices to show that T m is an isomorphism over marked curves which have exactly one node. Second, since the two sides of T m have the same ranks, we only need argue the map is an injection. We make the argument for points in ∆ g 1 ,J = ∆ g−g 1 ,J c , as the argument for points in ∆ 0 is analogous. For simplicity we write ∆ J for ∆ g 1 ,J . If x ∈ ∆ J and the curve corresponding to x is C 1 ∪ C 2 with "normalization"C = C 1 ⊔ C 2 with two extra marked points a and b we have a factorization
where y is the pointed curveC. Here the V are conformal blocks forC, these break up into tensor products of blocks for C 1 and C 2 . There are natural maps
inducing an algebra structure on ⊕V[m]| * x which we denote by A x . Manon showed that the algebra A x is a degeneration of A x [Man09, Prop 3.3]. Therefore, it suffices to show that the map Sym
is an isomorphism in the algebra A x . Assuming that the socle exists for our stratum (otherwise take B = C below), and is V(sl r+1 , { λ, α 1 , α * 1 }, ℓ) of rank R 1 , we let α 2 , . . . , α P be the other terms in the factorization. Pick non-zero generators y 2 , . . . , y P of the spaces V * (sl r+1 , { λ, α i , α * i }, ℓ), i > 2. Let S be the conformal blocks algebra of the socle
S is a graded ring, the total section ring of a polarized pair (M, L) (C is smooth). Since the socle satisfies projective space rank scaling, we find that (M, L) = (P R 1 −1 , O(1)), and hence S is a polynomial algebra in R 1 variables.
We may form a new graded ring C = S[Y 2 , . . . , Y P ] with graded pieces
. . . For future use, we record the following observation (here x is a general point of a boundary divisor, A x the algebra of Conformal blocks, and A x its degeneration via the factorization formula as above).
Lemma 5.10. Suppose A x is the algebra of sections of a polarized variety of ∆-invariant zero. Then A x is also the algebra of sections of a (possibly different) polarized variety of ∆-invariant zero.
Proof. We form a family of algebras (by [Man09] ) C • over A 1 such that for t 0 ∈ A 1 , the algebra (C • ) t is isomorphic to A x , and for t = 0 is isomorphic to A x . Note that the vector bundles C m are constant here, only the algebra operation varies with t.
Since A x is generated in degree 1, by Nakayama's lemma and the fact that the algebras are constant for t 0, we see that C • is generated in degree 1. We can therefore form P = Proj(C • ) over A 1 . Since C • is a flat sheaf of algebras over A 1 , we get a flat family π : P → A 1 with an relatively ample line bundle O(1), and maps C m → π * O(m).
The higher cohomology H i (π −1 (t), O(m) | π −1 (t) ), i > 0, m ≥ 0 vanishes for t = 0 because of our assumption on ∆ invariants (and Remark 3.1) the polarized variety carrying the algebra A x is necessarily the fiber of π over t = 0, and hence for all t by semi-continuity. The map C m → π * O(m) is an isomorphism on fibers at t = 0, and hence in a neighborhood of t = 0, and hence over A 1 . Therefore A x which is integral, is the algebra of sections of the polarized variety (P t , O(m)| P t ) for t 0. The ∆-invariant is constant in this family, and the desired statement follows.
Remark 5.11. If V is a bundle of rank R that satisfies projective space rank scaling, so that rk V[m] = m+R−1 R−1 , then one can use the formulas of Fakhruddin [Fak12] , to reduce the proof of Theorem 5.9 to the statement for n = 4 by showing that divisors on both sides of the purported identity intersect all F-curves in the same degree. The proof breaks into cases depending on the rank of the bundle when restricted to the particular F-curve. Namely: (1) the restriction of V to the spine = 1 but there can be a unique leg whose restriction has rank > 1; and (2) the restriction of V to the legs is one but the spine rank can be > 1. The only part of the proof that requires an inductive hypothesis, is in Case 2.
Examples. Below we give families of examples on M 1,n and on M 0,n of bundles V for which the answer to Question 1 is yes.
Example 5.12. On M 1,1 we consider V(sl 2 , λ = 0, ℓ = 1). As we will show, this is an example where both rank and degree scaling hold, and so for this bundle there is a geometric interpretation of the conformal block V(sl 2 , λ, 2k + 1) = 1 for i = 1, 2. When restricting to a point x ∈ ∆ 1,J = ∆ 0,J c , one also gets free restriction data (which differs depending on the parity of J), and all restrictions have rank one. Therefore, by Theorem 5.9, a bundle V satisfies projective space Chern class scaling, i.e. c 1 (mV) = m+1 2 c 1 (V), and there is a geometric interpretation of the conformal block V(sl 2 , λ, 2k + 1)| x (see Definition 2.11), for all points x ∈ M 1,n \ M 1,n .
Example 5.14. On M 0,4 let V = V(sl r+1 , {(ω i + ω r+1−i ) 4 }, 2). We will check below, using Littlewood-
4 ⌋), so these vector bundles satisfy projective space rank scaling. These bundles are S 4 -invariant and so there is just one boundary restriction, up to symmetry. In particular, the restriction data at the boundary point is free, given by the d + 1 weights α j = ω j + ω r+1−j , where 1 ≤ j ≤ d, and α d+1 = 0. Moreover, this bundle has quasi rank one factorization, since one can check that rk V(sl r+1 ,
To check the ranks of V[m], we will first apply the plussing operation (see Remark 2.3), which preserves the ranks but makes these bundles into ones whose ranks can be computed using Schubert calculus. We obtain the bundles W[m] = V(sl r+1 , µ, 2m), where µ = {(mω 2i ) 2 , (mω r+1−2i ) 2 }. We note that 4 i=1 |µ i | = 2m(r + 1), and so by Witten's Dictionary, the rk W[m] is the coefficient of a point in the intersection σ 2
in H * (Gr(r + 1, C r+1+2m ) ). This is the same as the coefficient of σ (mω r+1−2i ) c in the product σ 2 mω 2i · σ mω r+1−2i in H * (Gr(r + 1, C r+1+2m ) ). Namely, by Littlewood-Richardson ( [BCFF99] and [Ful00, page 63]), letting λ = mω r+1−2i , and µ = mω 2i , σ λ · σ µ = ν N ν σ λ σ µ σ ν , where N ν σ λ σ µ is the number of reverse lattice ordered words (RLOWs), with content µ in the skew shape ν/λ. Recall the definition of an RLOW of type N ν λµ , with content µ in the skew shape ν/λ. A tableau of content µ = (µ 1 , . . . , µ r+1 ) is a numbering of the boxes of ν/λ with µ 1 1's, µ 2 2's, . . ., µ r+1 r + 1's, which are weakly increasing across rows, and strictly increasing down columns. The word of a tableau is a list of its entries, read from left to right in rows, from bottom to top. A word is reverse lattice if, from any point in it to the end, there are at least as many 1's as there are 2's, at least as many 2 ′ s as 3 ′ s, and so forth.
We note that the total shape we are filling will be a union of two Young diagrams which are adjacent to the right and below the λ which resides in the upper left corner of a box of size 2m (across) and r + 1 (down). Suppose A is the diagram to the right of λ. The last entry in the top row of A will have to be filled with a 1 since µ has the same number of 1's, 2's, . . ., 2i's. This will force us to fill the entire first row with 1's since the labeling must be weakly increasing across rows. Moreover, since we must fill the boxes so that the numbers are strictly increasing downwards, we must fill the far right entry of the second row with a 2 (it can't be larger than 2 or we will ruin the RLOW). This will now force the entire second row to be filled with 2's. Proceeding in this way, we argue that row j will be filled entirely by j's ending only at row 2i. We see that B, the diagram below λ is therefore determined by A (it is (A * ) T ). Hence to determine the rank, we just count the number of such fillings of A. This is equal to the number of tableaux that one can fit in an m × 2i grid. This number is known to be We have checked that we may apply Theorem 5.9 to conclude that first Chern class scaling identities hold for this bundle V, and using Fakhruddin's formula [Fak12] , one can see (by a straightforward, but somewhat involved combinatorial argument), that deg(
Example 5.15. Below we consider the family bundles V on M 0,n , for n ≥ 5, that give (P d , O(1)), for every d. As before, each of these bundles satisfies the conditions of Theorem 5.9, so D m = 0 and the geometric interpretation of conformal blocks extends across the boundary for each of these.
• For n = 5, we take
4 ⌋ for j = 1, . . . , 4. Let λ i = 2ω 1 for j = 5, . . . , n − 1, s ≡ (r − n + 6) mod (r + 1), and λ n = 2ω s . We can define V = V(sl r+1 , { λ}, 2).
Since the bundles are obtained by plussing (see Remark 2.3), we conclude from Example 5.14 that in both cases, rk mV = d+m m , where d = 2i ≤ r + 1 − 2i. To check that one can apply Theorem 5.9 to conclude that the projective space scaling identities hold for divisor classes, one must compute the restriction data for the V on ∆ I for all I. Treatment of n = 5 and n ≥ 6 differ slightly. We outline the approach for n ≥ 6, which breaks into the following cases:
(1) {1, 2, 3, 4} ⊂ I. In this case the restriction data is given by µ = 2ω k , where k ≡ (r + 1 − 1 2 j∈I |λ j |) mod (r + 1). There is one piece of restriction data, so it is free and just as before we have rk V(sl r+1 , { λ(I), µ}, 2) = d + 1, and rk V(sl r+1 , { λ(I C ), µ * }, 2) = 1. An argument analogous to that given in Example 5.14 shows rk V(sl r+1 , {m λ(I), mµ}, 2m) = d+m m , so that the socle satisfies projective space rank scaling. (2) a ∈ I, b, c, d I, where {a, b, c, d} = {1, 2, 3, 4} . In this case the restriction data is given by µ = ω i+s + ω r+1−i+s , where the indices are modulo (r+ 1), and s is such that 1 2 i∈I,i 1 |λ i | ≡ (r+ 1− s) mod (r+ 1). Clearly, the restriction data is free, moreover, we have rk V(sl r+1 , {m λ(I), mµ}, 2m) = 1, and by reasoning as above in Example 5.14, one can conclude rk V(sl r+1 , {m λ(I C ), mµ * }, 2m) = d+m m . (3) {a, b} ⊂ I, c, d I, where {a, b, c, d} = {1, 2, 3, 4}. In this case the restriction data is given by µ j = ω j + s + ω r+1−j+s , where indices are taken modulo (r + 1), 0 ≤ j ≤ d, and s is such that 1 2 i∈I,i 1 |λ i | ≡ (r + 1 − s) mod (r + 1). Restriction data is free, and for all j ∈ {1, . .
6. Theorem 6.1
In the next result we give general conditions which if satisfied by a bundle V which has ∆-invariant 0 rank scaling, guarantee that multiples V[m] will satisfy ∆-invariant 0 first Chern class scaling identities (3.9) given in Corollary 3.6. Theorem 6.1. Given a conformal blocks bundle V on M g,n such that (1) V has ∆-invariant 0 rank scaling (Def 3.5); (2) the restriction data for V is free (Def 4.1); (3) V satisfies quasi rank one factorization (Def 4.2), and (4) each socle satisfies ∆-invariant 0 rank scaling with the same degree as V (Def 4.3).
Then the corresponding first Chern class scaling identities (3.9) hold for V on M g,n .
Proof. To prove Theorem 6.1, we generalize the proof of Theorem 5.9. Use notation from the proof of Theorem 5.9. By Lemma 5.10, we need to show that A x is the algebra of sections of a polarized variety of ∆-invariant 0 when x is the generic point of a boundary divisor. If S is the conformal blocks algebra of the socle we will need to verify that the algebra C has the same graded ranks as A x . (The map C → A x is injective for the same reason as in the proof of Theorem 5.9.)
The graded algebra C is again the algebra of sections of a polarized variety of ∆-invariant zero (by coning). We claim that the triple of rank, degree and the dimension of this polarized variety is the same as that for A x . If the triple is (R 1 , D, d 1 ) for the socle, then the triple for the cone is (R 1 + p − 1, D, d 1 + p − 1). Now R 1 + p − 1 equals the rank of (A x ) 1 , and the desired equality holds (using the ∆-invariant zero condition).
Example 6.2. For n ≥ 5, on M 0,n , let V = V(sl 4 , {ω 1 +3ω 2 +ω 3 , 3ω 1 +ω 2 +ω 3 , 2ω 1 +ω 2 +2ω 3 , (7ω 1 ) n−4 , 7ω s }, 7), where s ≡ (−n) mod 4. One computes ranks of V[m] by noticing that V is obtained by applying the plussing operation to V = V(sl 4 , {ω 1 + 3ω 2 + ω 3 , 3ω 1 + ω 2 + ω 3 , 2ω 1 + ω 2 + 2ω 3 }, 7) on M 0,3 which satisfies
2 . The ranks of the first few multiples V[m] can be computed using [Swi10] . However, to verify that it has quadric hypersurface rank scaling for d = 3, and that all the conditions of Claim 6.1 were met, we computed ranks using Witten's Dictionary together with the plussing operation and Littlewood-Richardson counting arguments like that done in Example 5.14. So by Lemma 7.1, one has that V * H 0 (X, L), where L embeds X as a quadric hypersurface in P 4 . Given any x ∈ δ I for any I there will always be a unique socle with quadric rank scaling. For example, it will have restriction weight µ = 0 at x ∈ δ 123 , and the rank of V(sl 4 , {λ 1 , λ 2 , λ 3 , 0}, 7) has quadric hypersurface scaling (for d = 3). Therefore V satisfies the hypothesis of Theorem 6.1, so multiples c 1 (V[m]) are governed by first Chern class scaling identities given in Corollary 3.6.
Quadric hypersurfaces
where Q is a quadric hypersurface in projective space. In this section we consider rank scaling properties and divisor class identities governing such bundles. 
, where Q is a quadric hypersurface in P d+1 .
Proof. Assume (a). It follows that the dimension of X x is d and the degree 
Definition 7.2. We say that a bundle V has quadric rank scaling if the equivalent conditions of Lemma 7.1 hold.
By Proposition 2.7, V has quadric rank scaling if and only if it has ∆-invariant zero rank scaling with degree (i.e., volume) 2.
Corollary 7.3. If V has quadric rank scaling and if a geometric interpretation exists for V on the boundary of M g,n , then
Proof. This follows from Corollary 3.6. We indicate an alternate direct proof here. Define If geometric interpretations exist, ν m are isomorphisms for all m > 2, and µ m are surjections for all m by working over fibers, and using the exact sequence (7.1) (tensored with O P d+1 (m)). Furthermore I 2 would be a line bundle on M g,n . Therefore we obtain formulas for m > 2 c 1 (
and
Putting all these together gives us the desired formula for c 1 V[m].
The hypotheses of Theorem 6.1 are not the only ones under which A x is the algebra of sections of a polarized variety of ∆-invariant 0.
Definition 7.4. Given a bundle V = V(sl r+1 , λ, ℓ) on M g,n and x ∈ ∆ g 1 ,J = ∆ g−g 1 ,J c or x ∈ ∆ irr , we say that the restriction data α 1 , . . ., α P for V at x has a single relation in degree 2 if
• There is a degree 2 relation of the form α i 1 + α i 2 = α i 3 + α i 4 with i 3 i 4 (but i 1 could equal i 2 ), {i 1 , i 2 } ∩ {i 3 , i 4 } = ∅.
• Any relation P i=1 a i α i = 0, with a i = 0 and a i ∈ Z is an integer multiple of
Proposition 7.5. Let V be a bundle on M g,n such that V has quadric rank scaling (Definition 7.2), and quasi rank one factorization (Definition 4.2). We do not impose the condition of freeness, but allow for the following dichotomy: For each boundary point x, a generic point of a boundary divisor, assume that either of the following conditions holds (1) The socle satisfies quadric rank scaling, and the restriction data is free, or (2) The socle satisfies projective space rank scaling, and the restriction data for V at x has a single relation in degree 2.
Then the quadric first Chern class identity of Proposition 7.3 holds for V on M g,n .
Proof. To verify this claim, we show that under the second condition A x is the algebra of sections of a polarized variety of ∆-invariant zero. Proceeding as in Theorem 5.9, we find a graded morphism q : C → A x with C a polynomial algebra. The argument is divided into two steps: Let I be the kernel.
(1) I 2 is not zero and generated by a single element Q.
(2) The map q : C/(Q) → A x is injective, and hence surjective (counting ranks).
Since we have a relation in degree two, we see that the multiplication map Sym 2 (A x ) 1 → (A x ) 2 takes two graded pieces injectively into the same graded part of (A x ) 2 . This multiplication map should have a kernel since (A x ) 2 has rank one less than that of Sym 2 (A x ) 1 , and since one of the graded pieces has rank one, is one dimensional.
Using the relation Q, we can write C/(Q) as a direct sum: of lifts to C: Suppose for simplicity that the relation is α 1 + α 2 = α 3 + α 4 (with the socle α 1 ), and write
. . . Each summand of C ′ maps injectively to A x by [BGM14b, Proposition 2.1], and different summands of C ′ map to different weight summands of A x . Therefore, the kernel of C ′ → A x is zero, and we are done.
Examples. In Example 6.2 we gave an example of a bundle V with Quadric hypersurface scaling (of dimension 3 in P 4 ), where the hypothesis of Theorem 6.1 held, and so first Chern classes multiples V[m] are governed by the equations given in Corollary 3.6. We give a few more examples below. Let n > 5 be an odd integer. Let V[m] = V(sl 2 , {(mω 1 ) 2 , (2mω 1 ) 3 , (4mω 1 ) n−5 }, 4m). Define j k = 0 for k = 1, . . . , 5, and j k = 1 for k = 6, . . . , n, then n k=1 j k = n − 5, which is even. Using the fact from above, we obtain that for i ∈ {1, 4}; rk V(sl 3 , {λ 1 , λ 2 , α 2 }, 5) = 2, rk V(sl 3 , {λ 3 , λ 4 , α * 2 }, 5) = 1, rk V(sl 3 , {λ 1 , λ 2 , α 3 }, 5) = 1, and rk V(sl 3 , {λ 3 , λ 4 , α * 3 }, 5) = 2. One has a single relation satisfied by the restriction data in degree 2 α 1 + α 4 = α 2 + α 3 ; and one can check that the rank 2 components satisfy projective space rank scaling. A similar check holds for a point x ∈ ∆ 1,4 , where there are 4 pieces of restriction data: α 1 = 3ω 1 , α 2 = ω 1 + ω 2 , α 3 = 2ω 1 + 2ω 2 , and α 4 = 3ω 2 .
Quadric hypersurfaces of dimension

Veronese surfaces
Proof. It is easy to see that (b) implies (a). Assume (a). It follows that X x is two dimensional, the degree L 2 x = 4, and Examples. In Examples 8.4 and 8.5 bundles are given for which the first few predicted identities of Corollary 8.3 hold, but for which the hypothesis of Claim 6.1 are not satisfied. It is therefore likely that if the time is taken, a more general result can be found.
Example 8.4. On M 0,4 we consider the bundle V = V(sl 3 , {4ω 1 + 3ω 2 , 4ω 1 + 4ω 2 , 2ω 1 + 4ω 2 , 4ω 1 }, 8), for which one can compute, using [Swi10] . We note that this bundle does not satisfy the hypothesis of Theorem 6.1. There are three necessary boundary restrictions, at the points δ 12 , δ 13 , and δ 14 . There are exactly six pieces of restriction data at δ 12 , and δ 14 , and so ranks of restricted bundles are one. But at δ 13 , there are four: µ ∈ {4ω 1 , 5ω 2 , 3ω 1 + 2ω 2 , 2ω 1 + 4ω 2 }, and by [Swi10] , rk(V(sl 3 , {λ 1 , λ 3 , µ}, 8) = 2, for µ ∈ {3ω 1 + 2ω 2 , 2ω 1 + 4ω 2 }. When some a i are zero and the rest positive, O(1) is base point free but not ample on P(E). The image in P(H 0 (P(E), O(1))) is again denoted by S(a 1 , . . . , a d ) . It is known that ∆ (S(a 1 , . . . , a d ) , O(1)) = 0 in this case.
The vector bundles
O(a i ) with fixed d and a i lie in the same component of the moduli stack of bundles on P 1 . Therefore, the polarized varieties (S(a 1 , . . . , a d ) , O(1)) are deformation equivalent for fixed d and a i , and such varieties will have the same rank sequence. 
Rational normal curves
While rational normal curves are often left off of lists classifying projective varieties of minimal degree, we include a short section here with the rank scaling identities and a few examples to show what the divisor identities will look like in case we have geometric interpretations of conformal blocks at boundary points (see Definition 2.11). We also note Example 3.9 for Veronese curves of degree 2, done previously.
One says that V satisfies (P 1 , O(d)) scaling if rk V[m] = dm + 1 for all positive integers m. In this case, at smooth points x ∈ M g,n , one has V| * x H 0 (X x , L x ), where (X x , L x ) (P 1 , O(d)), and L x embeds X x as a rational normal curve in P d in its Veronese embedding.
For such V, if geometric interpretations exist at boundary points, then Corollary 3.6 gives identities which govern first Chern classes of V[m]. We consider a few examples, starting with the twisted cubic. , {6ω 1 , 5ω 1 , 5ω 1 , 6ω 1 }, 9 ), which one can check using Pieri satisfies rk V[m] = 3m + 1, and using [Swi10] has degree sequence starting 8, 28, 60, 104, 160, 228, 308. There are two necessary boundary restrictions, at δ 12 = δ 13 and δ 14 . At the former there are four pieces of restriction data {ω 1 , 3ω 1 , 5ω 1 , 7ω 1 }, and all restricted bundles have rank one. At the latter there are four pieces of restriction data {0, 2ω 1 , 4ω 1 , 6ω 1 }, and all restricted bundles have rank one. In particular, the bundle satisfies quasi rank one factorization, but there are relations between the restriction data in degree two. The first four relations predicted by Corollary 3.6, as given in 
