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Résumé
La dynamique des communautés de savoirs, soit des acteurs produisant, manipulant et dif-
fusant des connaissances, peut être appréhendée à l’aide d’un formalisme fondé sur la donnée
conjointe d’un réseau social et d’un réseau sémantique. À l’aide de l’estimation empirique des
processus à l’œuvre au sein du réseau sous-jacent, en particulier les déterminants de la forma-
tion des collaborations, nous validerons notamment l’hypothèse suivant laquelle la coévolution
entre le réseau social et la distribution des concepts au sein du réseau permet d’expliquer l’appa-
rition de plusieurs faits stylisés pertinents pour ces communautés, en premier lieu l’émergence
et la stabilité dynamique de communautés épistémiques et une certaine hétérogénéité sociale et
socio-sémantique au sein du réseau. Nous nous intéressons à une communauté particulière de
scientifiques travaillant sur un sujet délimité par un objet de recherche précis, le zebrafish, ou
poisson zébré.
Abstract
Individuals manipulating and diffusing knowledge are constituting various knowledge commu-
nities. We show that the dynamics of these communities may be adequately described and ap-
praised through a formal framework based on the joint use of a social and a semantic network.
By empirically assessing network processes and, notably, the underpinnings of collaboration
formation, we substantiate the hypothesis that a coevolution of both the social network and the
distribution of concepts throughout the network makes it possible to explain the occurrence of
several stylized facts relevant for these communities, foremost the emergence and dynamic sta-
bility of epistemic communities and various types of self-reinforcing social and socio-semantic
heterogeneities and homogeneities in the network. We focus on the case study of a well-defined
scientific community working on a precise research topic, the zebrafish.
Introduction
Les chercheurs s’associant pour produire des articles scientifiques (Callon, 2001), les internautes
collaborant sur des sites participatifs — wikis, développement de logiciels “open-source”, blogues,
sites de partage et d’étiquetage de ressources ou “tagging systems”, etc. (Conein, 2004) — ou encore
les membres de conseils d’administration s’échangeant des informations afin de prendre des déci-
sions collectives (Davis & Greve, 1996), entre autres, participent à diverses communautés de savoirs,
en tant qu’individus manipulant, produisant et diffusant des connaissances.
La compréhension de la morphogenèse de ces réseaux d’acteurs, c’est-à-dire de leur forme et de
leur évolution (Cohendet et al., 2003; Degenne, 2004), constitue alors une question préliminaire à
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l’analyse des processus sociaux et cognitifs sous-jacents, tels que l’émergence de stratification so-
ciale (Cole & Cole, 1973; Freeman, 1989), la fabrication de savoirs consensuels (Bourdieu, 1991),
l’élaboration de jugements de pertinence et l’attribution d’autorité (Lazega, 1992), ou bien les phéno-
mènes d’épidémiologie culturelle (Valente, 1995; Sperber, 1996). À cet égard, les interactions ayant
lieu au sein de tels systèmes complexes socio-sémantiques sont, au moins partiellement, déterminées
par la structure des interactions passées et par les affinités conceptuelles entre agents ; les nouvelles
interactions modifiant aussi bien la structure même du réseau social que le réseau sémantique, à
même d’influencer les interactions futures (Emirbayer & Goodwin, 1994).
La prise en compte des aspects sémantiques dans les processus interactionnels devient particu-
lièrement centrale lorsque savoirs et liens sociaux évoluent à des échelles de temps comparables et
qu’il est impossible d’affirmer qu’un des réseaux, social ou sémantique, est fixe par rapport à l’autre
— en d’autres termes, lorsque les caractéristiques sémantiques des agents sont susceptibles de co-
évoluer avec leur environnement social (Leenders, 1997). Nous nous intéresserons ici notamment aux
réseaux de collaboration scientifique où associations entre savoirs et chercheurs ont justement lieu
conjointement, à un rythme similaire. Notre étude s’appuiera empiriquement sur une communauté de
chercheurs collaborant autour d’une thématique bien délimitée — des embryologistes travaillant sur
un animal-modèle, le “zebrafish” — à l’échelle d’une dizaine d’années et d’une dizaine de milliers
d’auteurs. Cet objectif est rendu possible du fait de la disponibilité de bases de données décrivant de
manière précise les collaborations entre auteurs.
En dehors des nombreux travaux consacrés aux processus locaux de collaboration scientifique
(Latour & Woolgar, 1988; Katz & Martin, 1997), les études structurelles à grande échelle sur ce type
de communautés se sont essentiellement penchées sur les liens d’autorité plutôt que d’interaction,
c’est-à-dire sur les réseaux de citations (comme de Solla Price, 1965, 1976) plutôt que de colla-
borations (Newman, 2004), et/ou ont généralement pris en compte la seule structure sociale sans
s’intéresser aux interrelations avec des propriétés sémantiques (Roth, 2006).
Notre but sera ainsi de montrer que la dynamique et la morphogenèse de ces communautés peut
être adéquatement décrite à l’aide d’un formalisme fondé sur la donnée conjointe d’un réseau social
et d’un réseau sémantique ; nous validerons notamment l’hypothèse suivant laquelle la modélisation
du réseau de collaboration des scientifiques co-évoluant avec le réseau des concepts qu’ils manipulent
permet d’expliquer l’apparition de plusieurs faits stylisés pertinents pour ces communautés, en pre-
mier lieu l’émergence de ce que nous allons désigner par le terme de “communautés épistémiques”,
en toute généralité.
Plus précisément, nous introduirons d’abord un cadre théorique co-évolutionnaire fondé sur un
réseau social, un réseau sémantique et un réseau socio-sémantique, soit un réseau épistémique in-
cluant des agents, des concepts, et des liens entre chacun d’entre eux (Sec.1). Nous mettrons en-
suite en évidence certaines caractéristiques structurelles remarquement stables au cours du temps,
malgré une vive dynamique sous-jacente : (i) au niveau global, un nombre anormalement impor-
tant de groupes d’agents manipulant conjointement les mêmes concepts, ici appelés “communautés
épistémiques”, et une forte hétérogénéité de position des individus comme des concepts ; et (ii) au
niveau local, une forte cohésion sociale (transitivité) et socio-sémantique (similarité conceptuelle du
voisinage social) (Sec. 2). Enfin, nous exhiberons et estimerons empiriquement certains processus
d’interaction au sein du réseau pouvant expliquer l’apparition d’une telle structure, processus tels
que l’homophilie (sémantique) et l’attractivité des agents et concepts les plus populaires et montre-
rons que ces mécanismes permettent de reconstruire la structure observée dans le réseau épistémique
(Sec. 3). Il s’agira globalement de décrire en quoi les relations de collaboration co-évoluent avec les
relations entre concepts manipulés et sujets abordés ; et en quoi l’outillage de l’analyse des réseaux
permet de rendre compte de cette co-évolution ; autant de manière descriptive qu’explicative.
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1 Réseaux épistémiques
1.1 Cadre théorique
L’originalité des réseaux épistémiques. Si la théorie des graphes s’applique indistinctement à
n’importe quel type de réseau, social ou non, il semblerait plutôt risqué de considérer que les méca-
nismes propres aux réseaux sociaux peuvent être rapprochés des mécanismes à l’œuvre dans d’autres
types de réseaux, au-delà de phénomènes universels dont la portée reste très limitée.1
Le même argument pourrait être avancé au sujet des réseaux de savoirs : réseaux sociaux et
sémantiques sont fréquemment étudiés séparément — et, en pratique, l’analyse de réseaux sociaux
s’intéresse finalement peu souvent aux relations entre structure sociale et structure sémantique (Emir-
bayer & Goodwin, 1994) tandis que la structure du réseau social constitue, sinon la seule structure,
du moins la structure de référence (Robins et al., 2001b). Or, les réseaux de savoirs sont le théâtre
d’interactions à fort contenu sémantique, soulignant ainsi la pertinence de l’utilisation de motifs
structurels ou de mécanismes d’interaction qui ne soient pas strictement sociaux, c’est-à-dire uni-
quement fondés sur les relations entre agents (Callon, 2001).
Nous visons ainsi à fournir un cadre théorique liant les deux types de réseaux, en suggérant que
l’analyse de la structure des communautés de savoirs et des comportements sous-jacents de leurs
acteurs, notamment leurs comportements d’interaction, requiert de prendre en compte l’influence
réciproque des deux réseaux. La raison de cette attention est double : il ne s’agit pas tant de s’appuyer
sur une description de réseau sémantique pour caractériser précisément les communautés de savoirs
que de comprendre ce qui caractérise et détermine les interactions en fonction du réseau sémantique
— soit de prendre en compte simultanément les phénomènes de sélection et d’influence (Leenders,
1997; Robins et al., 2001a) par le biais de la co-évolution entre structure sociale et sémantique (Roth,
2006). Ceci demandera aussi, nous le verrons, d’introduire des descriptions propres à ce nouvel objet ;
soit, en d’autres termes, proposer une nouvelle classe de caractérisations ou motifs “épistémiques”
plutôt que simplement “sociaux”.
Nous nous appuierons en particulier sur des arguments liés au champ de la psychologie sociale
en supposant que l’homophilie, c’est-à-dire le choix préférentiel des agents envers des individus leur
ressemblant, est cruciale dans la formation des interactions et dans la sélection des collaborateurs
(Wasserman & Faust, 1994; McPherson et al., 2001). On retrouve ce type de préoccupation dans
certains travaux d’économie de la connaissance qui mettent en œuvre des interactions préférentielles
fondées sur l’adéquation entre les caractéristiques des agents décidant de produire du savoir, dans un
cadre dynamique et co-évolutionnaire (par exemple, Cowan et al., 2002). Dans le cas des collabora-
tions scientifiques, il s’agira ainsi d’appréhender les collaborations entre des scientifiques partageant
des problématiques et des cadres de pensées communs.
Objets formels. Nous introduisons d’abord des objets formels permettant d’unifier les deux types
de réseaux, social et sémantique. Nous allons ainsi distinguer le réseau social, constitué d’agents
et dont les liens d’interaction renvoient à une collaboration passée : sont liés deux agents qui ont
collaboré au sein d’un même travail collectif, ici la rédaction d’un article. L’ensemble des agents du
réseau social est dénoté par S et les liens représentent la co-apparition de deux agents au sein d’un
événement. Ainsi, nous notons S = (S,RS) où S est l’ensemble des agents et RS l’ensemble des
liens. Les liens sont par ailleurs symétriques, car la collaboration est symétrique : si s interagit avec
s′ alors s′ interagit avec s, indifféremment.
De manière duale, nous introduisons un réseau sémantique, constitué de concepts pris comme
unités atomiques. Les liens entre concepts renvoient ainsi à l’association de ces concepts au sein
1C’est pourtant ce que semblent suggérer certains ouvrages récents célébrant l’universalité de l’étude des réseaux
empiriques à travers toutes les disciplines (Dorogovtsev & Mendes, 2003, inter alia). On notera que les phénomènes
universels se limitent à la structure de connectivité pour laquelle d’autres auteurs pointent par ailleurs, déjà, des différences
notables entre réseaux, sociaux ou non-sociaux (Amaral et al., 2000).
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FIG. 1 – Illustration d’un réseau épistémique simple formé de trois agents S = {s, s′, s′′}, trois
concepts C = {c, c′, c′′} et des trois types de liens : entre agents RS, entre concepts RC (traits
pleins) et entre agents et conceptsR (trait discontinu).
d’une opération de collaboration passée. Le réseau sémantique C = (C,RC) est le réseau des co-
occurrences des concepts au sein des événements : C dénote l’ensemble des concepts, RC dénote
les liens (symétriques) entre concepts. Ceci permet finalement de définir un troisième réseau, qui
s’appuie partiellement sur les réseaux précédents, et qui lie agents et concepts : le réseau socio-
sémantiqueGSC, qui est constitué des agents de S, des concepts deC et de liens entre ces éléments :
RSC = R dénote ainsi l’usage des concepts par les agents — il s’agit de liens représentant la co-
occurrence d’agents et de concepts.
Un réseau épistémique est ainsi défini par ces trois réseaux — ou plutôt, ces deux types de
noeuds et trois types de liens — et va constituer la clé-de-voûte de notre effort de représentation de
l’influence réciproque et de la co-évolution des auteurs et des concepts (Fig. 1).
1.2 Protocole empirique
1.2.1 Contexte
Revenons au contexte empirique de la production d’articles scientifiques : dans ce cadre, les
articles sont des évènements de collaboration, les agents du réseau social sont leurs auteurs et les
concepts du réseau sémantique renvoient aux thèmes qui sont abordés.
La communauté que nous avons étudiée est celle des embryologistes travaillant sur l’animal-
modèle “zebrafish,” pendant la période 1990–2004 et ayant publié au moins un article dans une des
20 000 revues indexées par la Library of Congress étatsunienne. Le zebrafish, ou “poisson zébré”,
encore appelé “brachydanio rerio”, est connu depuis le début du XVIIIe siècle mais il a soudaine-
ment déclenché l’engouement des embryologistes au milieu des années 1980 lorsqu’est clairement
démontrée la possibilité d’en dériver des connaissances généralisables en biologie (Grunwald & Ei-
sen, 2002). L’essor de la sous-discipline dédiée à cette espèce a ensuite été considérable durant les 15
dernières années : tandis que l’on dénombrait environ 400 auteurs seulement dans la base de données
en 1990, la communauté a crû d’environ 5 000% pour atteindre en 2007 plus de 20 000 auteurs ; de
même, alors que la première conférence internationale dédiée au zebrafish réunissait déjà en 1990
une quarantaine de chercheurs, la 5e édition attirera environ dix ans plus tard près de 800 scienti-
fiques. D’aucuns suggèrent à cet égard que le zebrafish a connu un des succès les plus rapides en
tant qu’animal-modèle (Bradbury, 2004), du fait de ses propriétés exceptionnelles : il s’agit d’une
espèce vertébrée, dont l’embryon est en outre translucide et se développe très rapidement ; mutations
et expériences peuvent ainsi se multiplier à un rythme soutenu. L’analyse mutationnelle, soit l’ana-
lyse du rôle des gènes par l’observation de l’effet des mutations sur le développement, fonde l’attirail
méthodologique employé par la communauté, qui pour le moment n’a pas vu émerger en son sein de
controverse majeure.
Nos données proviennent ainsi de la base bibliographique publique et gratuite MedLine produite
par la National Library of Medicine des Etats-Unis. Sur la période qui nous intéresse, de 1990 à
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2004 inclus, notre base de données comporte 6 056 articles et 12 953 auteurs. Ce type de source
nous permet ainsi de savoir rigoureusement et systématiquement quels agents ont collaboré avec qui,
à quel moment et sur quels sujets ; en outre, les observations couvrent une période de temps et une
population beaucoup plus importante que ce que l’on pourrait espérer obtenir par le biais d’entretiens.
Puisque nous nous intéressons essentiellement à la structure dynamique du réseau épistémique,
nous n’avons par contre aucune précision sur le contenu de la collaboration et les échanges qui ont ef-
fectivement lieu entre auteurs, soit aucune description qualitative des liens. Plutôt que de détailler les
particularités, fortuites ou historiques, des sous-communautés du réseau, nous tenterons d’abstraire
des régularités structurelles et comportementales au niveau du système tout entier. Notre approche
a donc une visée plus naturaliste qu’ethnographique, en vue d’exhiber des phénomènes réguliers et
systématiques à l’œuvre dans ce type de communauté (Callon, 2001).
1.2.2 La notion de concept
Si la définition des nœuds du réseau social ne pose aucun problème — chaque nœud correspond à
un auteur identifié — la définition même des éléments du réseau sémantique demande par contre une
rigueur particulière : que sont, en effet, les concepts et, notamment, quelle définition de “concept”
choisir afin de pouvoir en observer l’apparition au sein des articles ?
Trivialement, on pourrait par exemple prendre en compte les mots-clés que les auteurs attribuent
généralement à leurs articles. En pratique, il est cependant problématique d’adopter cette approche
car, d’une part, ces champs ne sont pas systématiquement renseignés et, en outre, ce serait risquer de
s’appuyer sur l’appréciation subjective des auteurs — des concepts distincts pouvant être étiquetés
par des mots-clés identiques, d’autres concepts, uniques, pouvant être étiquetés par des mots-clés
différents. Il semble à cet égard plus sûr de s’appuyer sur le contenu même des articles, dans la
lignée du programme distributionnel (Jones & Kay, 1973) en traitement automatique du langage
(TAL), et donc de considérer les différents usages de termes techniques précis et atomiques (tels que
“brain”, “spinal cord”) — il s’agit par ailleurs d’une hypothèse classique en scientométrie (Callon
et al., 1986). Cette approche ne nécessite pas non plus de décider a priori si les “concepts” peuvent
renvoyer à des notions larges et abstraites, telles que des champs disciplinaires (par exemple, “bio-
logie moléculaire”) ou bien s’ils doivent absolument correspondre à de simples notions techniques,
puisqu’il est possible par la suite de considérer que certains groupes de termes renvoient à une théo-
rie toute entière (i.e. interpréter par exemple {“cell”, “DNA”, “gene”, “genetics”, “molecular”}
comme “biologie moléculaire”) .
Nous dirons donc que chaque terme renvoie à un concept suffisamment précis et homogène, en
négligeant l’impact de certains phénomènes linguistiques tels que l’homonymie, la polysémie, la
synonymie, et la variabilité des acceptions entre les auteurs (Jackendoff, 2002) — différents auteurs
pouvant employer, à nouveau, le même terme pour différents concepts, et vice-versa. Cette hypothèse
ne semble pas excessive dans un contexte aussi technique que l’embryologie et sur une période de
temps restreinte pendant laquelle il est raisonnable de supposer que le paradigme en vigueur et son
ontologie subissent peu de variations.
1.2.3 Traitement des données
Nous avons ainsi traité la base de données bibliographiques en collectant automatiquement le
titre, le résumé, la date et le nom des auteurs de chaque article publié dans la communauté sur toute
la période considérée. Le contenu complet des articles étant rarement et inégalement disponible,
nous ne considérons que le titre et le résumé des articles, auxquels nous appliquons un traitement
linguistique basique. Celui-ci consiste (i) à exclure les termes “creux”, ce qui comprend les mots
anglais communs et strictement rhétoriques (“often”, “then”, “we”, etc.) et les mots insignifiants
dans le domaine considéré (“demonstrate”, “postulate”, “specimen”, “study”, etc.), en s’appuyant
sur une liste de plus de 2500 mots, auxquels nous ajoutons les nombres, pourcentages, dates, etc. et
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FIG. 2 – Projection du réseau épistémique (en haut) sur chacun des sous-réseaux social, socio-
sémantique et sémantique (relationsRS,R etRC).
(ii) à lemmatiser les termes restants — un terme lemmatisé est un terme dont seule la racine a été
conservée : le lemme de “development” est ainsi “develop”, tout comme le lemme de “developing”
— ce qui permet d’agréger les diverses formes d’un même terme. Nous restreignons finalement notre
ensemble de concepts aux 70 lemmes les plus fréquents et les plus signifiants pour la communauté,
sélectionnés avec l’aide d’un expert du domaine. Ces concepts seront donnés a priori : dans le réseau
sémantique, seuls des liens peuvent être créés au cours du temps ; l’ensemble des nœuds/concepts est
fixé dès le départ.
Enfin, nous identifions les auteurs et les concepts uniques, puis créons les réseaux social, séman-
tique et socio-sémantique correspondants, où un lien traduit l’existence d’au moins une co-apparition
des nœuds considérés : co-apparition de deux auteurs au sein d’un article, mise en commun de deux
concepts, ou bien usage d’un concept par un auteur ; cf. Fig. 2.
1.2.4 Étendue de la communauté
La frontière de notre réseau épistémique, au sens de Laumann et al. (1983), n’est pas définie
de manière structurelle (comme le font Doreian & Woodard, 1994, par exemple), mais de manière
strictement sémantique : les agents du réseau sont ceux qui ont mentionné le terme zebrafish dans au
moins un abstract, les concepts sont ceux utilisés dans ces mêmes articles.
Notre réseau épistémique empirique est par ailleurs un réseau croissant : agents et liens appa-
raissent une fois pour toutes, à partir de la date de début de notre échantillon d’articles, soit 1990.
L’hypothèse de croissance fait sens à plus d’un titre. Il serait d’abord méthodologiquement délicat
de parler de déconnexion car, s’il est possible d’exhiber avec précision le moment où un lien se crée
parce que cela correspond directement à un événement positif (une collaboration), les données ne dé-
crivent pas d’événements négatifs (rupture de lien, départ d’un auteur). Par ailleurs, empiriquement,
du fait de la croissance massive de la communauté, près de 90% des liens et des agents du réseau
final apparaissent entre 1997 et 2004. Il est ainsi difficile, sur une période aussi courte, de qualifier
la “disparition” de liens entre collaborateurs, entre concepts, voire la perte de l’usage de concepts.
Enfin, parce que l’activité du réseau est négligeable, comparativement, pendant les années précédant
1990, il est raisonnable d’affirmer que notre réseau croissant couvre la majeure partie des événements
ayant eu lieu dans la communauté.
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2 Structure du réseau épistémique de la communauté zebrafish
L’analyse relationnelle des réseaux sociaux permet de faire correspondre des structures formelles
avec des descriptions plus qualitatives, pertinentes pour l’observation sociologique, en faisant l’hy-
pothèse que ce type de représentation fournit précisément des observations équivalentes au sujet
du système social en question. Il serait évidemment abusif de considérer cette approche structurelle
comme un paradigme total du social ; simplement, elle prétend apporter un éclairage différent sur
des comportements, des positions, des configurations sociales (Lorrain & White, 1971; White et al.,
1976). Il s’agit notamment de faire le lien avec les analyses de rôles et de positions des agents au sein
d’une communauté (Faust & Wasserman, 1992), mais aussi, dans une optique plus large, d’explici-
ter des correspondances entre agencements individuels et structure globale (Freeman, 1989), entre
descriptions qualitatives traditionnelles et “motifs” (patterns), “propriétés algébriques” ou “faits sty-
lisés” formels observés par le biais de l’ensemble des relations que constitue le réseau (Pattison &
Wasserman, 1995; Anderson et al., 1992).
Nous allons dans un premier temps décrire une série de faits stylisés simples — certains appli-
cables à nos réseaux sociaux en général, d’autres propres aux réseaux épistémiques — et commenter
leur correspondance avec des caractérisations qualitatives. Il s’agira, dans un second temps, d’ex-
hiber des mécanismes d’interaction — à nouveau, génériques pour certains, propres aux réseaux
épistémiques pour d’autres — qui permettent de reconstruire les faits stylisés observés. Nous ver-
rons notamment en quoi l’approche “réseaux” peut nous renseigner sur l’existence de configurations
hiérarchiques et de phénomènes de communautés. En particulier, nous nous intéressons à des faits
concernant l’hétérogénéité ou l’homogénéité dans la communauté, au niveau macro comme au ni-
veau micro, sur des critères sociaux (interactionnels) comme sémantiques, de manière statique puis
dynamique — en choisissant les faits stylisés parmi les plus simples possibles.
2.1 Hiérarchies
2.1.1 Hétérogénéité de la centralité.
La centralité de degré, ou “degré”, est une mesure simple du nombre de liens que possède un
agent (Freeman, 1978) et peut in fine témoigner d’une position plus ou moins dominante au sein du
réseau. Un réseau épistémique fait apparaître divers types de liens et, de fait, la centralité de degré
s’interprète différemment suivant que l’on s’intéresse au réseau social seul, ou non.
Capital social. En particulier, le degré dans le réseau social, qui est ici un réseau croissant, corres-
pond exactement au nombre de co-auteurs avec lesquels un agent donné aura collaboré tout au long
de la période d’observation. En ce sens, le degré peut être appréhendé en tant que capital social, dans
un sens très minimal : il renvoie uniquement à un capital structurel lié à l’existence d’interactions
passées et nous renseigne ainsi, partiellement, sur la stratification sociale existant au sein de la com-
munauté. L’autorité, notion que nous laissons de côté ici, constitue par exemple une autre dimension
de cette stratification et est mesurable notamment au travers du nombre de références reçues dans
un réseau de citations (Cole & Cole, 1973). Plus généralement, nous n’entrerons pas dans une étude
détaillée des divers aspects du capital social ni de sa gestion ou représentation par les acteurs. Nous
interpréterons le terme “capital” de manière sensiblement restreinte, tout en gardant à l’esprit son
caractère éminemment structurel : nous nous attacherons ainsi à mesurer le capital structurel en tant
qu’il “facilite certaines formes de capital social” (Coleman, 1988).
D’un point de vue macroscopique, la distribution des degrés sociaux nous renseigne ainsi sur
la configuration du capital social des acteurs dans le réseau. Cette distribution a été extensivement
étudiée dans la littérature, d’une manière détournée, dans un premier temps, par Lotka (1926), via
la distribution du nombre d’articles écrits, et par de Solla Price (1965), en observant les réseaux de
citation — i.e. par l’étude des liens dirigés vers les auteurs cités (Subramanyam, 1983) — puis, plus
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FIG. 3 – Sur le tracé de gauche est représentée la distribution du “capital social”, soit la centralité
de degré dans le réseau social. Points : N(k), nombre d’agents ayant un degré “k” en 2004. Trait
continu : meilleure approximation de N(k) avec une courbe de la forme kγ — γ est un paramètre-
clé pour décrire la forme de cette distribution. Encadré : évolution de l’exposant γ sur 8 périodes
(1997–2004, moyenne −3, 19±0, 10). Sur le tracé de droite, l’assortativité en fonction du degré est
estimée par le biais de la moyenne du degré moyen des voisins d’un agent de degré k (la courbe
continue représente la meilleure approximation monomiale : k0,34).
récemment, par Barabási et al. (2002) et Newman (2004) dans le cas précis des collaborations scien-
tifiques. Empiriquement, cette distribution est traditionnellement approximée par une loi “puissance”
ou “loi de Zipf” (voire “loi de Pareto”), même si, souvent, seule la partie droite de la distribution se
prête à une telle approximation, cf. Fig. 3 (la loi “log-normale” serait en ce cas plus appropriée).
Indépendamment des débats concernant l’expression mathématique sous-jacente la plus adéquate
pour décrire cette distribution (loi “puissance”, loi “log-normale”, etc.), il est notable de constater
que : (i) cette distribution asymétrique témoigne d’une forte hétérogénéité des caractéristiques des
agents, avec l’existence d’un nombre non négligeable d’agents ayant un très fort degré, puis de plus
en plus d’agents ayant des degrés de plus en plus faibles, ce qui traduit une certaine hiérarchie dans le
réseau ; (ii) ce phénomène ne correspond pas à un réseau où les liens auraient été créés au hasard, de
manière uniforme2, ce qui nous amènera à nous interroger sur la forme des mécanismes d’interaction
(Sec. 3). En outre, on observe aussi un phénomène d’assortativité prononcé : les agents qui ont déjà
eu le plus de collaborations sont davantage connectés à d’autres agents du même type ; les agents qui
ont un faible capital social sont ici en moyenne liés à des agents à faible capital.
Capital sémantique. De manière similaire, l’on peut s’interroger sur l’existence d’une hiérarchie
quant au bagage sémantique des agents, soit l’existence d’une structure quant à leur capital séman-
tique, observable par l’intermédiaire de la distribution de la centralité de degré des agents vers les
concepts (notée kagents→concepts). Empiriquement, on remarque que cette distribution suit une distri-
bution semblable à celle du capital social, au sens où elle exhibe le même type d’hétérogénéité : un
nombre faible mais non-négligeable d’agents ont utilisé de nombreux concepts, de nombreux agents
ont utilisé peu de concepts.
La similarité des hétérogénéités entre les deux types de capital invite à s’interroger sur l’exis-
tence d’une corrélation entre les deux variables. Formellement, le coefficient de corrélation linéaire
est de 0,63, valeur qui traduit traditionnellement une corrélation sensible. Néanmoins, il n’est pas
permis d’affirmer absolument qu’il existe une corrélation systématique ; une représentation “en den-
sité” (Fig. 4) confirme effectivement l’étalement des configurations possibles “capital sémantique
élevé, capital social faible” et inversement. Notamment, les agents qui ont un fort capital sémantique
n’ont pas nécessairement un fort capital social. Inversement cependant, les agents ayant un fort ca-
2Plus précisément, cette distribution s’écarte profondément du modèle “Erdos-Renyi” fréquemment considéré comme
modèle par défaut (ou “null-model”) de morphogenèse de réseaux sociaux (e.g. Barbour & Mollison, 1990).
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FIG. 4 – Sur la courbe de gauche, distribution du “capital sémantique”, soit le degré des agents vers
les concepts. Points :N(kagents→concepts) en 2004. Trait continu : meilleure approximation de la forme
kagents→conceptsγ . Encadré : évolution de γ sur les 8 périodes, moyenne −2, 96± 0, 02.
À droite, agents ayant conjointement un degré social k et un degré socio-sémantique kagents→concepts ;
il s’agit d’une représentation en densité : la noirceur de chaque carré est proportionnelle au nombre
d’agents ayant un couple de degrés (k, kagents→concepts).
pital social semblent ne pas pouvoir avoir un capital sémantique faible. Pour les valeurs faibles du
capital social, toutes les configurations semblent possibles (voir le “carré” sombre plein dans la partie
gauche-basse du diagramme). Outre le constat simple que les deux types de capitaux peuvent ne pas
nécessairement coïncider, ce phénomène suggère que les mécanismes à l’origine de la création de
liens sociaux et ceux à l’origine des liens socio-sémantiques peuvent être de nature différente ; leur
étude séparée pourrait ainsi a priori se révéler intéressante, ce que nous confirmerons effectivement
plus bas (Sec. 3.1.3).
2.1.2 Homogénéité des liens centrés sur les concepts.
Les usages des différents concepts sont relativement homogènes. L’hétérogénéité touchant les
agents ne semble pas avoir de contre-partie pour les concepts, qui sont dans l’ensemble connectés
de manière homogène. Ainsi, la distribution des usages des différents concepts par les agents au
sein du réseau socio-sémantique (degré sémantico-social kconcepts→agents), c’est-à-dire la distribution
du nombre de liens que possède chaque concept (“combien d’agents utilisent un concept donné ?”),
est relativement homogène, avec seulement quelques concepts très populaires (cf. Fig. 5, où nous
considérons la distribution cumulée pour compenser l’influence du faible nombre de concepts sur la
représentativité des données). Avec le temps, de plus en plus de concepts deviennent “populaires”
(soit, sont utilisés par de nombreux agents), mais la répartition conserve la même allure : peu de
concepts sont utilisés par de nombreux agents, beaucoup de concepts utilisés par un nombre moyen
d’agents.
Des liens homogènes entre concepts. Enfin, en ce qui concerne le réseau sémantique, soit les
associations entre concepts, on observe une très forte densité : progressivement, tous les concepts
sont connectés à de nombreux autres concepts ; à la dernière période, presque tous les concepts ont un
degré 69, c’est-à-dire qu’ils sont connectés à tous les autres. La distribution des degrés sémantiques
correspondante est donc relativement triviale, comme l’illustre la Fig. 6.
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FIG. 5 – Distribution cumulée des degrés des concepts vers les agents, sur les huit périodes (1997-
2004, de gris à noir) et distribution brute sur l’année 2004 (concentrée à proximité de la moyenne, à
1 986 agents par concept : si l’on excepte les 3 concepts qui sont utilisés isolément par un seul agent
au plus, cette distribution est en effet fortement modale).
1 2 5 10 20 50
kconcepts
1
2
5
10
20
50
â
k'=1
kconcepts
NHk'L
FIG. 6 – Liens entre concepts, distribution cumulée sur les 8 périodes — de haut (1997, gris) en bas
(2004, noir).
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2.1.3 Stabilité dynamique
Toutes ces distributions conservent la même allure au cours du temps. Lorsqu’elle est présente,
l’hétérogénéité de la centralité est similaire quelle que soit la période considérée, alors même que
la communauté croît d’un facteur dix entre temps ; ce qui n’est pas sans rappeler les modèles de
“spinning top” par exemple (Lazega et al., 2006). Plus généralement, en admettant la correspondance
de ces distributions de centralité avec l’existence d’une hiérarchie et, notamment, d’une répartition
des rôles au sein de ce système, il est surprenant de constater que celle-ci est remarquablement stable
au cours du temps, tandis que les agents qui la constituent sont massivement remplacés et qu’un
grand nombre de nouveaux agents arrivent (Sec. 1.2.4).
2.2 Communautés, voisinages
2.2.1 Groupes à grande échelle : les communautés épistémiques
Nous nous penchons à présent sur la description à grande échelle de communautés propres aux
réseaux de savoirs : en quoi, notamment, notre formalisme peut-il nous renseigner sur l’existence de
communautés épistémiques et sur leur configuration ? Le terme de “communauté épistémique” (CE)
désigne traditionnellement la collaboration d’agents qui ont des objectifs communs de création ou
de validation collective de savoirs, et travaillant au sein d’un même cadre épistémique (Kuhn, 1970;
Ruggie, 1975; Haas, 1992; Cowan et al., 2000). Dans le contexte de la production scientifique, la
CE renvoie à un groupe de chercheurs produisant de la connaissance et reconnaissant un ensemble
d’outils conceptuels et de représentations partagées (Kitcher, 1995) — dans le cas le plus général, on
parlera de “paradigme” (Kuhn, 1970). Une discipline peut être vue comme une gigantesque commu-
nauté épistémique (par exemple, la biologie, la linguistique), les sous-champs étant des communautés
plus petites, plus spécifiques et enchassées dans le champ en question.
Nous visons pour le moment à identifier simplement ces communautés, dans une perspective
descriptive que pourrait adopter un historien des sciences se contentant de répertorier l’ensemble des
thématiques et leurs acteurs, c’est-à-dire sans s’attacher aux relations de références, d’autorité, aux
transferts de savoirs qui peuvent y prendre place (Bourdieu, 1991; Lazega, 1992; Conein, 2004). En
ce sens, nous adoptons à nouveau une notion fondamentalement structurale qui correspond essen-
tiellement à des configurations traduisant l’existence d’un cadre conceptuel commun (Haas, 1992),
ou a minima le partage de certains centres d’intérêts, pouvant “faciliter” des interactions visant à
produire du savoir/échanger des informations.3 De cette manière, notre acception du terme de “com-
munauté épistémique”, certes significativement restreinte, renvoie toutefois déjà à un objet (i) né-
cessaire à la caractérisation de véritables communautés épistémiques organisées au niveau “micro”
et “meso” et au sein desquelles les scientifiques fondent leurs jugements de pertinence et leurs at-
tributions d’autorité (Lazega, 1992) et (ii) préalable à la description au niveau “macro” du système
inter-organisationnel au sein duquel les chercheurs se placent et se déplacent (Lazega et al., 2007;
Roth, 2008). Il deviendra ainsi possible ultérieurement d’articuler plus finement processus et confi-
gurations socio-cognitifs, dans une perspective “multi-niveaux” ; ce travail reste pour le moment hors
de portée du présent article.
Parallèlement, plutôt que de nous appuyer sur le réseau social seul, qui induit une perte d’infor-
mation potentiellement cruciale, nous allons nous attacher à exhiber des structures de communautés
qui fassent usage de la dualité du réseau épistémique, c’est-à-dire des communautés qui soient aussi
fondées sur des caractéristiques sémantiques.4
3À cet égard, notre travail prend comme communauté épistémique de référence la communauté “zebrafish” toute en-
tière.
4Soulignons enfin que l’approche structurale procède parfois d’une démarche inverse : l’on exhibe une méthode permet-
tant de grouper des agents entre eux, groupes que l’on appelle ensuite “communautés” — démarche qui peut sembler peu
naturelle en sociologie. Il s’agit au contraire de définir d’abord la notion de communauté, en s’appuyant sur une description
pertinente qualitativement, puis de montrer en quoi le formalisme de l’analyse des réseaux, et plus particulièrement des
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FIG. 7 – Une communauté épistémique comme “biclique” du réseau socio-sémantique :
{(s1, s2, s3), (c1, c2, c3)}. Sans coïncider parfaitement, cette notion peut être comparée à l’équiva-
lence structurelle introduite par Lorrain & White (1971) pour décrire une communauté comme un
groupe d’agents liés de manière équivalente à un autre ensemble d’agents (ou, par extension, de
concepts).
CEs et bicliques. Nous pouvons ainsi définir succinctement la communauté épistémique comme
un double ensemble d’agents et de concepts tels que tous les agents partagent tous les concepts (ou
bien, dualement, tel que les concepts soient tous partagés par tous les agents), de manière maximale ;
c’est-à-dire qu’il n’est pas possible de trouver davantage d’agents qui partagent ces mêmes concepts,
ou davantage de concepts qui soient partagés par ces mêmes agents. Cette définition correspond
précisément à un type de motif au sein des réseaux épistémiques : une “biclique” dans le réseau
socio-sémantique, comme ensemble maximal d’agents liés à un ensemble maximal de concepts.
Ce motif permet en outre de définir des communautés à différents niveaux de généralité, couvrant
un nombre plus ou moins important d’agents où, similairement, agents comme concepts peuvent
appartenir simultanément à plusieurs communautés (Roth & Bourgine, 2005) — cf. Fig. 7.
L’identification de ce type de structure duale a fait l’objet de divers travaux (White & Duquenne,
1996; Freeman, 1996; Falzon, 2000) au sein des méthodes liées à l’étude des réseaux bipartis (Do-
reian et al., 2005) ; Freeman & White (1993) ont par exemple montré comment grouper conjoin-
tement des agents et les événements auxquels ceux-ci participent. Dans l’ensemble, ces approches
visent essentiellement à l’identification d’aspects strictement sociaux — meneurs, membres péri-
phériques, phénomènes de coopération intra- et inter-groupes — tandis que nous cherchons ici une
description de communautés sans nécessairement nous focaliser sur les individus, mais en introdui-
sant des aspects sémantiques.
Etude démographique. La détection de bicliques n’a par ailleurs jamais subi de traitement quanti-
tatif, à savoir, les bicliques n’ont jamais été utilisées comme motif permettant un recensement et une
comparaison de l’ensemble des sous-communautés co-existant au sein d’une communauté plus large.
Nous nous intéressons ici à la distribution de ce type de motif et donc, in fine, aux populations des
CEs — ceci va constituer un fait stylisé central dans notre étude. En effet, on observe à nouveau une
distribution hétérogène des populations des CEs : la communauté “zebrafish” abrite de nombreuses
CEs peu et très peu peuplées, et beaucoup moins de CEs très peuplées, comme l’illustre la Fig. 8.
Toutefois, nous l’avons vu, certains auteurs et concepts apparaissent plus fréquemment que
d’autres. On pourrait craindre que la distribution des CEs soit ainsi un artefact : des concepts uti-
lisés fréquemment induisent naturellement des communautés de grande taille, tandis que des auteurs
avec un bagage sémantique important se retrouveront dans de nombreuses communautés — on peut
alors se demander si la structure particulière des CEs ne résulte pas simplement des distributions de
degrés observées précédemment.
réseaux épistémiques, nous permet de rendre compte de cette notion — établissant ainsi une correspondance entre l’objet
formel et la définition sociologique.
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FIG. 8 – Courbe supérieure (en bleu) : distribution du nombre de CEs en fonction de leur population
(nombre d’agents). Du fait de la complexité computationnelle de ce calcul, nous avons considéré un
échantillon de départ de seulement 250 agents, choisis aléatoirement. Courbe inférieure (en rouge) :
moyenne sur 40 “cas aléatoires”, i.e. conservant les distributions des degrés des agents vers les
concepts et réciproquement.
Pour nous assurer du contraire, nous comparons la structure que possèderait un réseau épisté-
mique où l’on trouverait la même distribution de degrés dans le réseau socio-sémantique, c’est-à-dire
que l’on retrouve les mêmes proportions de concepts populaires (ou non) ainsi que d’agents avec un
fort bagage sémantique (ou non). Nous appelons ce type de réseau “cas aléatoire” et constatons que
le nombre de CEs peuplées par au moins 10 personnes est systématiquement inférieur d’environ un
ordre de grandeur par rapport au cas réel, ce qui confirme la particularité du réseau épistémique réel
(cf. Fig. 8).
2.2.2 Groupes à petite échelle : cohésion & transitivité
Au-delà de l’observation de communautés à “grande échelle”, on peut s’interroger sur la cohésion
locale entre agents, sociale et sémantique, que l’on peut évaluer au travers de motifs locaux simples
(Holland & Leinhardt, 1976; Snijders & Stokman, 1987). Le coefficient de transitivité exprime par
exemple la façon dont des voisins d’un agent sont aussi voisins entre eux (“les collaborateurs de
mes collaborateurs sont mes collaborateurs”) en évaluant la proportion de “triangles” du voisinage
d’un agent. Plus simplement, il mesure un des phénomènes de densité locale parmi les plus basiques
qui soient. Ce coefficient est traditionnellement très élevé dans les réseaux sociaux empiriques par
rapport à celui que l’on trouve dans un réseau aléatoire équivalent (Watts & Strogatz, 1998). Avec la
centralité de degré, ce fait stylisé a été la cible de nombreux modèles récents (Pattison et al., 2000;
Jin et al., 2001).
Nous utilisons le coefficient de transitivité suivant, c3(i) qui mesure, pour un collaborateur i, la
proportion d’anciens collaborateurs de i qui ont aussi collaboré entre eux :
c3(i) =
[nombre de couples de voisins de i liés entre eux]
[nombre de couples de voisins de i]
(1)
Ce coefficient est proche de 1 ici et décroît lentement en fonction du degré, comme le montre la
Fig. 9. Toutefois, ce phénomène est essentiellement dû au protocole empirique : une collaboration
réunit en effet un certain nombre d’agents dont on considère par la suite qu’ils sont tous liés entre
eux. Le fort coefficient de transitivité découle ainsi pour partie d’un artefact du protocole empirique,
ou bien d’un artefact propre à ce type de communautés si l’on admet que cette propriété du protocole
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empirique rend bien compte d’un phénomène réel (ce qui revient à dire que les anciens collabora-
teurs ont effectivement tous interagi les uns avec les autres), sans trop s’avancer sur cette dernière
interprétation. Quelle que soit l’interprétation retenue, les réseaux construits à base de d’évènements
de collaborations conjointes (cliques) sont voués à posséder une forte transitivité locale (Guillaume
& Latapy, 2004) et, une fois cette remarque faite, le coefficient de transitivité apparaît peu instructif.
Cohésion socio-sémantique De fait et par contre, puisque nous sommes en présence d’un réseau
épistémique, observer la transitivité épistémique peut sembler plus pertinent : deux agents utilisant un
même concept sont-ils susceptibles d’en partager d’autres ? Nous introduisons ainsi un motif propre
au réseau socio-sémantique, la proportion de “losanges” (Robins & Alexander, 2004), car une paire
d’agents liés à un même couple de concepts forme un losange dont les extrémités sont chacune des
paires — en tant que tel, il s’agit grossièrement d’un type très local d’équivalence structurelle. Nous
définissons un coefficient de transitivité biparti dénombrant la proportion de losanges c4(i) dans le
voisinage local d’un agent i :
c4(i) =
[
nombre d’agents utilisant une paire
de concepts utilisés par i
]
[
nombre d’agents utilisant au moins un
concept d’une paire de concepts utilisés par i
] (2)
Ce coefficient est environ quatre fois plus élevé dans le réseau réel par rapport, à nouveau, au cas
aléatoire (Fig. 9), ce qui indique une forte cohésion socio-sémantique.
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FIG. 9 – Trait continu : proportion moyenne de triangles dans le réseau social c3(k) en fonction
du degré social k (à gauche) et proportion moyenne de losanges dans le réseau socio-sémantique
c4(k) en fonction du bagage sémantique kagents→concepts (à droite ; le trait simple situé à ' 0, 0001
représente le cas aléatoire). Points : résultats de la reconstruction, cf. Sec. 3.2.
Ce recouvrement local entre agents et concepts nous amène finalement à vérifier si voisinage
social et sémantique coïncident. En d’autres termes, dans quelle mesure les agents sont-ils proches
sémantiquement les uns des autres à l’échelle du réseau et, plus spécifiquement, au niveau leur voisi-
nage social ? Il nous faut introduire la notion de distance sémantique entre agents, soit une mesure sur
un couple d’agents qui soit décroissante en fonction du nombre de concepts partagés par la dyade, et
qui varie de 0 à 1 selon que les agents sont liés aux mêmes concepts ou bien, au contraire, qu’ils n’ont
aucun concept en commun. Nous utilisons ici concrètement une distance basée sur le coefficient de
Jaccard (Batagelj & Bren, 1995).
La mesure de la distribution des distances sémantiques dans le réseau révèle qu’il existe peu
d’agents sémantiquement semblables en général. En se restreignant aux anciens collaborateurs ce-
pendant, l’on observe que ceux-ci sont à une distance sémantique radicalement plus faible. Ce phé-
nomène en tant que tel ne doit certes pas surprendre a priori, car les collaborations induisent des liens
vers les mêmes concepts, ce qui provoque mécaniquement de la similarité entre bagages sémantiques
d’anciens collaborateurs. Néanmoins, la proximité sémantique du voisinage social est extrêmement
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forte par rapport au reste du réseau : pour les distances sémantiques les plus faibles, on trouve ainsi
environ mille fois plus de couples d’agents ayant une distance sémantique faible parmi les anciens
collaborateurs que parmi des agents qui n’ont jamais collaboré, cf. Fig. 10. De manière plus générale,
ces observations — transitivité sociale élevée, assortativité prononcée, proximité socio-sémantique
forte — accréditent ainsi l’hypothèse d’une cohésion marquée entre anciens colloborateurs.
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FIG. 10 – À gauche : proximité sémantique au sein du voisinage social (trait rouge épais) et au sein
du reste du réseau, i.e. à l’exclusion des anciens collaborateurs (trait sombre fin). À droite : ratio entre
les deux quantités, en fonction de la distance sémantique.
2.2.3 Stabilité dynamique
Nous constatons à nouveau que les distributions observées sont relativement stables au cours du
temps, malgré l’arrivée de nouveaux entrants. Ainsi la distribution des CEs, représentée sur la Fig. 8,
conserve approximativement la même allure entre les différentes périodes, tout comme les différents
paramètres liés à la cohésion locale et présentés ci-dessus.
Cette stabilité dynamique se retrouve jusque dans la distribution même des tâches de production
de savoirs au sein de la communauté. Il est en effet possible de ranger les CEs au sein d’une struc-
ture qui décrive hiérarchiquement la répartition conjointe des agents et des thématiques, c’est-à-dire
qui permette d’obtenir la taxonomie des sous-disciplines au sein de la communauté, avec différents
niveaux de généralité et de spécialisation (Roth & Bourgine, 2005). L’étude historique de cette taxo-
nomie (Roth & Bourgine, 2006; Roth, 2008) démontre que la distribution des thématiques au sein du
système, en terme d’importance relative des différentes CEs, est remarquablement stable au cours du
temps ; même si l’on observe de légères évolutions. En d’autres termes, même si la production des
savoirs s’appuie sur de nouveaux agents, son organisation en tant que telle est peu modifiée, témoi-
gnant d’une stabilité dynamique fonctionnelle de la communauté (Pattison, 1993), alors même que
le paysage social et sémantique subit de profondes évolutions au niveau des individus.
3 Inférence des comportements : une approche systémique
Quels liens richesses relationnelle et culturelle entretiennent-elles ? Pour résumer, nous relevons
principalement deux formes de régularités et de corrélations : les agents “riches” socialement sont
liés à davantage d’anciens collaborateurs possédant un fort degré social (Newman, 2002) et les agents
sont globalement liés à des individus proches sémantiquement (Fig. 10) — de manière sensiblement
mécanique dans ce dernier cas. Il est alors légitime de s’interroger en retour sur les préférences quant
au choix des nouveaux collaborateurs, afin de déterminer si un éventuel renforcement de ces similari-
tés est à l’œuvre : la richesse relationnelle est-elle un prédicteur robuste de l’apparition de nouvelles
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collaborations ? la proximité sémantique prédit-elle fidèlement la propension à la co-rédaction d’ar-
ticles ?
Parallèlement, les paramètres statistiques propres au réseau épistémique empirique suggèrent
que les comportements d’interaction ne sont pas contingents — les motifs observés en Sec. 2.1, 2.2.1
et 2.2.2 divergent en effet de ceux que l’on devrait trouver si les liens apparaissaient de manière
tout à fait aléatoire, uniformément (Erdo˝s & Rényi, 1959). Ceci n’est évidemment pas étonnant :
les agents collaborent aussi en fonction de caractéristiques non-structurelles et préfèrent notamment
interagir avec des agents similaires (Lazarsfeld & Merton, 1954; Touhey, 1974), c’est-à-dire que la
topologie des interactions est potentiellement modifiée par les attributs des agents. Si l’étude des
phénomènes d’homophilie (et, plus généralement, des phénomènes d’interaction préférentielle en
fonction de diverses catégories d’attributs) occupe une place importante dans la littérature — aussi
bien d’un point de vue quantitatif (par exemple, Fienberg & Wasserman, 1981; Lazega & van Duijn,
1997) que qualitatif (pour une vue d’ensemble, voir McPherson et al., 2001), il semble plus rare
cependant de prendre en compte la dynamique propre de ces phénomènes non-structurels, c’est-à-
dire la co-évolution du réseau social et des caractéristiques sémantiques.
C’est en suivant ces intuitions que nous allons tenter de caractériser l’allure des comportements
de collaboration préférentielle dans la communauté zebrafish, en nous intéressant principalement
aux paramètres où l’on observe déjà des corrélations importantes, c’est-à-dire en estimant l’effet du
capital social et des phénomènes d’homophilie sémantique.
3.1 La mesure des comportements d’interaction préférentielle
3.1.1 L’apport du paradigme ‘réseaux’
La notion d’homophilie renvoie à la propension pour un agent d’interagir préférentiellement avec
un autre agent parce qu’il lui ressemble. L’hétérophilie renvoie au phénomène inverse et, de manière
générale, il est possible de décrire formellement ces processus comme l’interaction préférentielle
d’un type d’agents avec un autre type d’agents (Degenne, 2004). Il existe diverses approches per-
mettant d’évaluer quantitativement ces préférences, par le biais de modèles de régression visant à
estimer statistiquement les paramètres structurels ou non décrivant la contribution de divers types de
préférences, notamment :
– soit en supposant que la probabilité qu’une dyade se forme dépend directement de divers para-
mètres propres aux agents ou à la structure du réseau (Holland & Leinhardt, 1981; Wasserman
& Weaver, 1985; Lazega & van Duijn, 1997; Powell et al., 2005)
– soit à l’aide de modèles de type “chaîne de Markov” (Wasserman, 1980), par exemple où les
agents sont supposés maximiser une fonction d’objectif dépendant de ces mêmes paramètres
(Snijders, 2001),
– soit, très simplement, en calculant la proportion de liens créés préférentiellement vers un type
d’agents, relativement à la proportion de ces agents dans le réseau (Barabási et al., 2002) ;
c’est-à-dire, in fine, par rapport à un modèle uniformément aléatoire d’évolution du réseau
(dans l’esprit de Snijders, 1981, par exemple).
Ces modèles ne sont pas sans rappeler la démarche économétrique. Nous adoptons ici le dernier
cadre, soit le plus basique, notre préoccupation principale étant de pouvoir simplement décrire les
différences de comportements en fonction de propriétés particulières, tout en distinguant les varia-
tions de propension en fonction des différentes valeurs de ces propriétés. Dit simplement, il s’agit
ainsi d’obtenir un histogramme des propensions pour chaque valeur de la propriété en question : nous
ne faisons donc aucune hypothèse sur la forme des fonctions de propension attendues (linéaire, qua-
dratique, exponentielle, monotone, etc.). Par contre, ce cadre trop simple ne permet pas de prendre
en compte aisément les corrélations entre variables, que nous estimons séparément mais imparfaite-
ment ; c’est-à-dire que notre approche n’est pas holiste, comme dans le cas de (Snijders, 2001) par
exemple — nous ne considérons pas la contribution des paramètres les uns par rapport aux autres,
16
simultanément.
Pour résumer, nous nous focalisons ainsi sur le rapport entre (i) les collaborations qui ont effec-
tivement eu lieu entre certains types d’acteurs ou de dyades et (ii) celles qui auraient pu avoir lieu
dans un cadre aléatoire uniforme, toutes choses égales par ailleurs. Il s’agit en d’autres termes de dé-
terminer la propension d’interaction en fonction des propriétés des acteurs ou des dyades. Comme le
réseau est croissant, nous ne nous intéressons qu’aux nouvelles interactions, i.e. entre acteurs n’ayant
jamais collaboré.
Nous supposons que la propension d’interaction des acteurs par rapport à une propriété donnée
m peut formellement être décrite par une fonction f de m : f(m) représente la probabilité condi-
tionnelle P (L|m) qu’un acteur de type m reçoive un lien L (resp. qu’une dyade de type m se forme).
Il est ainsi f(m)/f(m′) fois plus probable qu’un acteur de type m participe à une interaction qu’un
acteur de type m′ (resp. qu’une dyade de type m se forme plutôt que de type m′). Il est possible
d’estimer simplement cette propension préférentielle via fˆ telle que fˆ(m) = ν(m)N(m) si N(m) > 0, 0
sinon, où ν(m) dénote le nombre de nouvelles extrémités de liens qui se forment vers des acteurs de
type m (resp. le nombre de dyades de type m qui se forment) au cours d’une période de temps, et
N(m) dénote typiquement le nombre d’acteurs (resp. de dyades) de type m.
3.1.2 Résultats empiriques
Nous estimons à l’aide de cet outil le comportement d’interaction préférentielle :
– en fonction du degré, d’abord social (fonction de comportement notée f , variable k) puis
sémantico-social (notée ϕ, en fonction de kconcepts→agents), en tant que propriétés monadiques,
pour rendre compte des phénomènes de renforcement du capital social et de la préférence pour
les concepts les plus populaires,
– et en fonction de la distance sémantique (fonction de comportement notée g), en tant que
propriété dyadique, pour rendre compte de l’homophilie.
Ainsi, nous examinons d’abord f en calculant empiriquement la fonction fˆ . Nous validons ap-
proximativement la proposition “f(k) proportionnel à k” (Fig. 11), soit une interaction linéairement
préférentielle pour les agents de plus fort degré. Ce résultat corrobore de précédentes études (Jeong
et al., 2003)5. Il peut s’interpréter comme une préférence linéaire en fonction du capital social ou,
aussi bien, comme une activité plus forte des agents qui ont déjà un capital social élevé : ceux-ci par-
ticiperaient ainsi à davantage d’événements et créeraient mécaniquement plus de liens. Cette dernière
interprétation diverge de celle que l’on trouve dans les travaux récents provenant de la physique sta-
tistique ou de l’informatique théorique : par exemple, Barabási & Albert (1999) affirment que “(...) a
new actor is casted most likely in a supporting role, with more established, well-known actors (...)”,
phénomène traditionnellement appelé “attachement préférentiel”. Elle est au contraire plus cohérente
avec les interprétations sociologiques traditionnelles où le nombre d’articles, donc d’événements de
collaboration, est simplement proportionnel à l’activité de recherche (Gordon, 1980).
Concernant l’homophilie sémantique, nous nous appuyons sur la distance sémantique d intro-
duite précédemment pour estimer g en fonction de la propriété dyadique d, c’est-à-dire la propension
qu’une dyade se forme préférentiellement entre agents à une distance d sémantique donnée, suivant le
nombre de concepts qu’ils partagent ou non. L’allure de la courbe gˆ représentée sur la Fig. 11 traduit
un comportement d’interaction favorisant massivement les collaborations entre agents aux bagages
sémantiques proches tout en aménageant une légère préférence pour la dissimilarité.6 En d’autres
termes, dans un paysage fortement homophile, on peut noter une tendance modérée à l’hétérophilie :
5Notons aussi que ce type de phénomène a été mis en évidence dans les réseaux de citations bibliométriques par
de Solla Price (1976) notamment et permet de caractériser quantitativement, de manière générale, la dynamique d’accu-
mulation dans les communautés scientifiques, aussi bien du point de vue de l’interaction que de l’attribution d’autorité.
6Comme nous l’avons souligné précédemment, nous nous assurons en outre que les deux propriétés concernant les
agents (degré social et distance sémantique) ne sont pas corrélées : nous observons ainsi en effet qu’un agent de faible
degré social n’a ni plus ni moins tendance à être à sémantiquement éloigné des autres agents.
17
5 10 15 20 k
0.02
0.04
0.06
0.08
0.1
0.12
f
`
HkL
0.001
0.01
0.1
1
d
g(d)
g(d) 0 0.1612 0.1765 0.3056 0.0914 0.1029 0.0459 0.0292 0.0191 0.0183 0.0134 0.0107 0.0078 0.0089 0.0091
0 0.07 0.14 0.21 0.29 0.36 0.43 0.5 0.57 0.64 0.71 0.79 0.86 0.93 1
FIG. 11 – Propensions d’interaction fˆ(k) en fonction du degré social k (à gauche, courbe tronquée à
k < 25 en raison du faible nombre de données pour les degrés supérieurs à 25) et gˆ(d) en fonction
de la distance sémantique d (à droite) ; moyennées sur les 8 périodes (intervalles de confiance à
p < 5%).
les agents favorisent les collaborations avec des scientifiques s’intéressant aux mêmes sujets, mais
pas trop.7
Nous examinons en outre la manière dont un renforcement pourrait avoir lieu au niveau des
concepts : il s’agit de savoir si les concepts les plus populaires (fort degré sémantico-social des
concepts vers les agents) sont aussi préférentiellement choisis, ce qui les rendrait ainsi encore plus
populaires. Nous observons effectivement ce phénomène via l’estimation de ϕ, de manière similaire
à la préférence constatée précédemment des agents pour leurs collègues les plus connectés.
3.1.3 Renforcement
Nous pouvons ainsi faire deux constats : d’une part, on assiste à une assortativité sociale a priori
dans les réseaux scientifiques (cf. Sec. 2.1.1), assortativité qui se renforce. D’autre part, on observe
une proximité sémantique — largement expliquée par construction, mais qui induit aussi une certaine
configuration du réseau social — proximité sémantique doublée d’une homophilie prononcée c’est-
à-dire, à nouveau, un certain renforcement. Enfin, un phénomène similaire se produit au niveau du
choix des concepts, dans le réseau socio-sémantique. Dans une optique plus large, nous pouvons
donc affirmer que l’outillage de l’analyse des réseaux révèle l’association entre agents à fort capital
social d’une part, à forte similarité sémantique d’autre part, à la fois de manière statique (Sec. 2) et
dynamique (cette section).
3.2 La reconstruction
3.2.1 Vers des éléments explicatifs
Notre objet n’est pas de nous prononcer sur les causes comportementales sous-jacentes (d’ordre
psychologique, anthropologique, cognitif notamment). Nous allons par contre pouvoir montrer que
la dynamique observée, soit les processus exhibés dans cette section, permettent déjà de reconstruire
une structure du réseau épistémique cohérente avec les phénomènes structurels statiques décrits pré-
cédemment dans la Sec. 2. Cette étape peut être dénotée par le terme de “reconstruction” : étant
donnée une structure particulière — décrite empiriquement par un ensemble de faits stylisés — il
7Il est intéressant de pouvoir non seulement exhiber ce phénomène d’homophilie, mais aussi de pouvoir le comparer à
ce qui se produit dans d’autres communautés : par exemple, dans le cas de la blogosphère politique, la même homophilie
est extrêmement moins prononcée, étant linéairement et strictement décroissante mais malgré tout très aplatie (Cointet &
Roth, 2007). Ici, au contraire, la préférence décroit exponentiellement en fonction de la distance sémantique.
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s’agit de suggérer et d’exhiber des processus-clés permettant d’expliquer son apparition, puis de fal-
sifier ces hypothèses de morphogenèse. En d’autres termes, la structure obtenue par l’itération de ces
processus interactionnels ne doit pas contredire la structure empirique, au moins en ce qui concerne
les faits stylisés qui ont été isolés.
L’intérêt est double : premièrement, on peut ainsi disposer d’un réseau social artificiel qui “res-
semble” partiellement à un véritable réseau social (ce qui peut être utile en épidémiologie par exemple
(Lloyd & May, 2001)), mais surtout, cette démarche permet d’infirmer (ou non) la contribution po-
tentielle de certains comportements dans l’émergence de certaines configurations sociales. Cette ap-
proche est relativement classique dans l’analyse des réseaux sociaux, de manière strictement construc-
tiviste afin de fabriquer des réseaux respectant certaines contraintes (Pattison, 1993) voire de manière
“reconstructiviste” afin d’évaluer les structures ainsi obtenues par rapport à la réalité (Snijders &
Stokman, 1987; Lazega & Pattison, 1999; Pattison et al., 2000), parfois au moyen de processus itéra-
tifs discrets (Skyrms & Pemantle, 2000; Barabási & Albert, 1999). Plus récemment, les objectifs de
reconstruction ont porté sur certaines structures nouvellement découvertes dans les réseaux sociaux
réels (Snijders, 2001; Cohendet et al., 2003), observations qui ont contribué à atténuer la pertinence
des réseaux sociaux aléatoires uniformes mentionnés voire utilisés traditionnellement (May, 1972;
Barbour & Mollison, 1990; Wasserman & Faust, 1994).
Mise en cohérence des phénomènes et des hypothèses comportementales. Ici, nous allons véri-
fier si les comportements décrits dans la Sec. 3.1 suffisent à expliquer l’émergence des structures
épistémiques : la discussion qui va suivre sera donc d’ordre essentiellement structurel. Dans un
réseau épistémique artificiel, mû par des comportements essentiellement calqués sur l’interaction
préférentielle mesurée empiriquement, observe-t-on l’apparition d’une configuration particulière des
communautés épistémiques, de la cohésion/transitivité locale et des hiérarchies observées initiale-
ment ?8 Puisque ce type d’exercice requiert à la fois de disposer des comportements des agents et
du réseau dans son ensemble (mode de croissance, composition des événements), afin de compléter
la description des processus d’évolution du réseau épistémique, de manière systémique, nous étu-
dions à présent la composition des collaborations, i.e. des articles, au niveau des auteurs comme des
concepts.
3.2.2 Autres caractéristiques quantitatives
Croissance du réseau. Au niveau global, la communauté produit régulièrement de nouveaux ar-
ticles, qui rassemblent d’une part un certain nombre d’auteurs — qu’ils soient déjà présents dans
la communauté (anciens nœuds) ou nouvellement arrivés (nouveaux nœuds) — et, d’autre part, des
concepts que les auteurs apportent à la collaboration, ainsi que des concepts qu’aucun des auteurs
n’avait manipulés jusque-là.
Pour détailler ces phénomènes quantitativement, la première étape conciste à déterminer la crois-
sance du réseau, soit simplement le nombre de nouveaux agents, puisque le nombre de concepts
est fixé a priori. Cette quantité, notée ∆St = St+1 − St où t est la période et St la taille du ré-
seau, dépend mécaniquement du nombre de nouveaux articles écrits par période de temps nt et à
la proportion de nouveaux auteurs au sein de chaque article. Or, d’une part, on observe que n suit
une croissance arithmétique : ∆nt = nt+1 − nt = n+, où n+ est la constante de croissance (dans
notre cas, n+ ' 96, σ ' 28). D’autre part, la proportion de nouveaux auteurs au sein des articles
est approximativement stable dans le temps (en moyenne, les articles rassemblent ainsi 4, 4 auteurs,
8Du fait de la sous-détermination des théories par les faits, le succès de la reconstruction ne signifiera pas que ce sont
bien ces processus qui seuls sont responsables de la structure observée : il est probable que l’on puisse concevoir d’autres
processus menant aux mêmes configurations sociales. Néanmoins, le verrouillage empirique du modèle à la fois micro-
scopique (par les hypothèses comportementales individuelles) et macroscopique (par les faits stylisés globaux) garantit
qu’a minima, ces processus “micro” peuvent constituer une explication réaliste de l’apparition des phénomènes “macro”
sélectionnés.
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parmi lesquels 55% sont de nouveaux entrants). Finalement, nt constitue donc un bon indicateur de
la croissance du réseau : en effet, 0, 55× 4, 4 = 2, 42 nouveaux auteurs, qui est une valeur proche du
coefficient de la meilleure approximation linéaire de ∆S en fonction de n, ∆S ∼ 2, 25n. Ainsi, ∆S
comme n exhibent une croissance arithmétique.9
Mise en commun d’auteurs, mise en commun de concepts. Combien d’agents, enfin, participent
à chaque collaboration et, surtout, combien d’entre eux sont de nouveaux auteurs ? Comme le montre
la Fig. 12, la distribution du nombre des agents par article semble obéir à une distribution géomé-
trique, la plupart des articles ayant peu d’auteurs. Par ailleurs, le nombre moyen de collaborateurs
par article ne semble pas dépendre du degré (cf. encadré), ce qui est cohérent avec le commentaire
de la Sec. 3.1.2 : le nombre de liens qui se créent vers/depuis des agents de degré social élevé dépend
essentiellement de l’activité de recherche de ces agents (i.e. le nombre d’articles qu’ils publient) da-
vantage que d’une propension particulière à avoir plus de co-auteurs au sein de chaque article. En
outre, on observe que la proportion de nouveaux auteurs parmi ces collaborateurs suit une distribu-
tion à peu près tri-modale, telle que dans la plupart des cas, grossièrement, (i) soit tous les agents
sont de nouveaux entrants, (ii) soit ils faisaient tous déjà partie de la communauté, (iii) ou bien, enfin,
ils sont en égales proportions nouveaux et anciens.
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FIG. 12 – À gauche : Distribution de la taille des événements, ou nombre d’auteurs, moyennée
sur les 8 périodes 97–04, et intervalles de confiance pour p < 0, 05. Le nombre d’auteurs moyen
est 4, 4 (écart-type σ = 3, 1), la distribution géométrique correspondante a pour paramètre µ =
0, 36 ±0, 06 (trait continu). L’encadré montre le rapport entre le nombre de co-auteurs en fonction
du degré social k et le nombre moyen global de co-auteurs : en cas d’indépendance, ce rapport vaut
1. À droite : Proportion des nouveaux auteurs par article, moyennée sur 7 périodes (98–04) — la
proportion moyenne est 0, 55, mais l’écart-type vaut σ = 0, 33 à cause de la distribution tri-modale.
Connaissant la structure des articles en termes d’auteurs, qu’en est-il à présent pour les concepts :
quels sont les concepts apportés par les auteurs et, notamment, quelle est la proportion de concepts
nouvellement utilisés ? La distribution des concepts mobilisés lors d’une collaboration est représentée
sur la Fig. 13 et témoigne d’un usage moyen des concepts (parmi les 70), principalement autour de
6–7, dont la queue obéit à nouveau approximativement à une loi géométrique. En outre, parmi les
collaborations impliquant au moins un “ancien” auteur, les concepts proviennent fréquemment du
bagage sémantique du ou des auteurs mais, fréquemment aussi, une proportion non négligeable des
concepts sont utilisés pour la première fois par ces auteurs : c’est-à-dire qu’ils n’appartenaient a
9Le fait que le nombre d’articles par période croisse arithmétiquement est néanmoins une propriété du cas précis de
la communauté zebrafish — dont l’évolution particulière de n et S n’est qu’une conséquence : si la discipline devait
dépérir (pour des raisons exogènes, due aux propriétés biologiques du zebrafish par exemple), la dynamique observée
serait probablement autre, et les hypothèses devraient suivre. Une étude comparative dans d’autres communautés, ou à
d’autres périodes, serait à cet égard bienvenue, mais dépasse le cadre de cet article.
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priori au bagage sémantique d’aucun collaborateur, comme l’illustre la Fig. 13-droite.
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FIG. 13 – À gauche : distribution des concepts par article — moyenne : 6, 5, écart-type σ = 3, 6
(encadré : meilleure approximation d’une loi géométrique de paramètre µ = 0, 29). À droite : distri-
bution de la proportion de nouveaux concepts, i.e. qui n’étaient utilisés jusque là par aucun co-auteur
(uniquement pour les articles impliquant au moins un ancien agent ; moyenne : 0, 32, σ = 0, 28).
3.2.3 Conception d’un modèle de morphogenèse.
Il est maintenant possible de proposer un modèle de ces mécanismes, modèle fondé sur les para-
mètres mesurés empiriquement et dont l’objectif serait de reconstruire la structure du réseau épisté-
mique. Ce modèle, trivialement, doit rendre compte de la croissance du réseau épistémique à l’aide
d’événements, ce qui consiste à définir une suite temporelle de collaborations. Ces collaborations
induisent des liens entre tous les co-auteurs et tous les co-concepts, dans toutes les directions : agents
vers agents, vers concepts, et entre concepts. Cette approche s’éloigne de la plupart des modèles
classiques à double titre : d’une part, les interactions modélisées sont ainsi n-adiques et non dya-
diques, car l’on ajoute des cliques et des bicliques, comme dans le réseau réel, et non de simples
liens ; d’autre part, la dynamique globale est celle d’une co-évolution entre agents et concepts, entre
réseau social et réseau sémantique. Nous proposons finalement les processus stylisés suivants :
1. Définition des événements :
– nt collaborations ont lieu à chaque période selon une croissance arithmétique (∆nt = n+).
– leurs tailles, aussi bien en termes d’agents que de concepts, suivent des lois géométriques
proches des mesures empiriques, c’est-à-dire conservant le même nombre moyen d’agents
et de concepts.
2. Formation des ensembles d’auteurs :
– chaque collaboration se fait équiprobablement entre auteurs exclusivement “anciens”, ex-
clusivement “nouveaux”, ou à égalité (moitié anciens, moitié nouveaux).
– par ailleurs, si une collaboration contient au moins un “ancien agent”, un “initiateur” est
choisi au hasard proportionnellement à son degré social. Si l’article mobilise d’autres “an-
ciens agents”, ceux-ci sont choisis aléatoirement parmi tous les auteurs, proportionnellement
à leur degré social et en fonction de leur distance sémantique à l’initiateur.
– l’existence de “nouveaux” collaborateurs induit l’apparition de nouveaux nœuds dans le
réseau.
3. Formation des ensembles de concepts :
– une proportion de concepts provenant du bagage sémantique des auteurs est fixée, en utili-
sant la valeur moyenne réellement observée.
Les autres concepts sont choisis parmi les concepts qu’aucun collaborateur n’a utilisés.
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– tous les concepts sont choisis préférentiellement en fonction de leur degré sémantico-social,
i.e. en fonction de leur popularité.
Ce processus reprend et stylise les seuls comportements d’interaction préférentielle présentés
dans les sections précédentes. Il fait l’économie d’hypothèses sur les motivations des agents : il
s’agit fondamentalement de reproduire et d’agréger des comportements.
Résultats. Nous avons effectué la simulation de ce processus de morphogenèse sur huit périodes
de temps (i.e. t ∈ {1, ..., 8}) en initialisant le modèle avec un réseau épistémique vide et en optant
pour un taux de croissance de 100 articles par période par période (n1 = 100, n+ = 100). Le
choix de ces paramètres vise à comparer notre réseau artificiellement reconstruit à ce qui correspond
dans la réalité à la période 1997-2004. Nous observons le réseau épistémique reconstruit à la fin de
la huitième période, sur 15 simulations, et observons que la structure observée en moyenne est en
bonne adéquation avec le monde réel pour chaque fait stylisé :
– Taille du réseau. On vérifie que les réseaux simulés contiennent 10 982 agents en moyenne
(écart type σ = 215), en accord avec les données empiriques.
– Structure hiérarchique. Les résultats pour les quatre distributions de centralité de degré sont
représentées sur la Fig. 14 et font preuve d’une bonne adéquation avec la structure réelle.
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FIG. 14 – Distributions des centralités de degré pour les réseaux social (en haut à gauche), sé-
mantique (en haut à droite) et socio-sémantique (en bas). La reconstruction (points ou trait épais)
s’approche raisonnablement des données empiriques (trait fin).
– Structure communautaire. Au niveau local, les différents indicateurs de cohésion (coefficients
de transitivité) sont reproduits comme l’illustre la Fig. 9. On note toutefois une légère diver-
gence pour la cohésion socio-sémantique (le coefficient biparti c4), qui est sensiblement supé-
rieure (+25%) à la valeur réelle, elle-même toutefois 4 fois plus élevée que celle correspondant
au “cas aléatoire”.
Au niveau global, la distribution des communautés épistémiques est remarquablement proche
de celle du réseau réel, notamment en comparaison, à nouveau, du “cas aléatoire”, cf. Fig. 15.
Ainsi, les faits stylisés structurels du réseau épistémique sont approximativement correctement
reconstruits par ce type de co-évolution entre agents et concepts. En ce sens, les processus que nous
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FIG. 15 – Distribution des tailles de CEs : courbe du réseau reconstruit (trait noir épais) superposée
aux courbes de la Fig. 8.
avons utilisé dans cette reconstruction, en plus d’être empiriquement valides, permettent d’expliquer
l’apparition des structures observées précédemment. Par ailleurs, notre reconstruction est minimale
au sens où relâcher une quelconque hypothèse du modèle fait échouer la reconstruction, qu’il s’agisse
de remplacer la croissance n-adique du réseau (à base d’évenements) par une croissance dyadique
(à base d’interactions simples) ou de ne pas introduire un des types d’interaction ou d’usage préfé-
rentiels (par rapport au capital social ou sémantico-social, ou par rapport à l’homophilie sémantique)
utilisés ici. Par “échouer”, nous voulons dire qu’au moins un fait stylisé n’est pas reconstruit, soit, en
d’autres termes et plus précisément, l’on observe au moins un demi-ordre de grandeur d’écart entre
la réalité et la moyenne des simulations.
Remarques conclusives
Au-delà du cadre théorique des réseaux épistémiques introduit ici, nous avons voulu établir une
correspondance entre certaines configurations structurelles de cette communauté de chercheurs et
plusieurs caractéristiques qualitatives, en termes de capital social, de capital sémantique, de cohésion
locale et de communautés épistémiques, aussi bien au niveau social que socio-sémantique, dans une
optique d’abord statique puis dynamique. Plus globalement, nous avons ainsi introduit des faits sty-
lisés propres aux réseaux de savoirs et mis en évidence des processus de collaboration qui dépendent
des caractéristiques du réseau épistémique dans son ensemble, étant ainsi irréductibles au simple
réseau social. Nous avons enfin montré que ces mécanismes permettaient d’expliquer les structures
mises à jour, soulignant l’apport du point de vue co-évolutionnaire dans la compréhension des confi-
gurations sociales de ces communautés, de leur stabilité et des processus sous-jacents.
Dans une optique plus large, il serait utile de prolonger cet exemple par des études comparatives
afin de vérifier si l’on retrouve dans d’autres milieux le type de structures et de configurations obser-
vées dans la communauté zebrafish : notamment, sont-ils organisés en groupes d’auteurs partageant
les mêmes concepts ? Les comportements de collaboration et d’interaction observés ici sont-ils les
mêmes dans d’autres communautés scientifiques, ou dans d’autres réseaux de savoirs ? Permettent-
ils enfin, à nouveau, de reconstruire le même type de structure, stable dynamiquement, et donc,
fournissent-ils une explication robuste de l’émergence de ces structures et de leur pérennité ? Tou-
jours en réponse aux problématiques sociologiques de l’analyse de positions et de rôles par le biais
des réseaux sociaux, il s’agit aussi, partiellement, d’une démarche naturalisatrice où l’on cherche
dans ce type de systèmes complexes sociaux des régularités qui seraient robustes hors de toute parti-
cularité historique propre à la communauté étudiée.
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