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This paper surveys some of themain convergence properties of theMann-type iteration for
the demicontractive mappings. Some variants of the Mann iteration that ensure the strong
convergence, like the (CQ) algorithm and a variant for the asymptotically demicontractive
mappings are also considered. The usual framework of our study is a (real) Hilbert space
and only to a certain extent some particular Banach spaces. Historical aspects are pointed
out and some applications for the convex feasibility problem are discussed.
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1. Introduction
Let T : C → C be a nonlinear mapping, where C is a closed convex subset of a real Hilbert spaceH and let Fix(T ) denote
the set of fixed points of T in C, set which is supposed throughout this paper to be nonempty.
Definition 1. The mapping T is said to be quasi-nonexpansive if
‖T (x)− x∗‖ ≤ ‖x− x∗‖, ∀x ∈ C, x∗ ∈ Fix(T ).
If this inequality holds with the sign < then T is called strictly quasi-nonexpansive.
Definition 2. The mapping T is said to be demicontractive (or k-demicontractive) if there exists k ∈ R such that
‖T (x)− x∗‖2 ≤ ‖x− x∗‖2 + k‖T (x)− x‖2, ∀x ∈ C, x∗ ∈ Fix(T ). (1.1)
Usually, the constant k is supposed to be in the interval (0, 1). Obviously, the class of demicontractive mappings properly
includes the class of quasi-nonexpansive mappings for k ≥ 0.
Remark 1. For negative values of k the class of demicontractivemappings is diminished to a great extent; in [1] such a class
(with negative value of k) was considered under the name of strongly attracting map. In particular, the mapping T which
satisfies (1.1) with k = −1 is called pseudo-contractive in [2]. Note also that a mapping T satisfying (1.1) with k = 1 is
usually called hemicontractive and it was considered by some authors in connection with the strong convergence of the
implicit Mann-type iteration (see, for example, [3,4]).
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Definition 3. A mapping T with a domain D(T ) and a range R(T ) inH is called strictly pseudocontractive of the Browder–
Petryshyn type [5], if for all x, y ∈ D(T ), there exists k < 1 such that
‖T (x)− T (y)‖2 ≤ ‖x− y‖2 + k‖x− y− (T (x)− T (y))‖2.
If this inequality holds for k = 1 then T is called simply pseudocontractive.
Remark 2. If this inequality holds only for y ∈ Fix(T ), then T is called a quasi-strict pseudo-contraction. Obviously, the
notion of quasi-strict pseudocontractivity coincides with the notion of demicontractivity. Thus, the class of demicontractive
mappings is more general than the class of strict pseudo-contractive mappings.
We give an example of a demicontractive mapping which is not pseudocontractive, hence is not strictly pseudocontrac-
tive.
Example 1 ([6]). LetH be the real line andC = [−1, 1]. Define T onC by T (x) = 23x sin(1/x) if x 6= 0 and T (0) = 0. Clearly, 0
is the only fixed point of T . Also, for x ∈ C, |T (x)−0|2 = |T (x)|2 = | 23x sin(1/x)|2 ≤ |2x/3|2 ≤ |x|2 ≤ |x−0|2+k|T (x)−x|2
for any k < 1. Thus T is demicontractive. We show that T is not pseudocontractive. Let x = 2/pi and y = 2/3pi . Then
|T (x)− T (y)| = 256/81pi2. However,
|x− y|2 + |(I − T )(x)− (I − T )(y)|2 = 160/81pi2.
Example 2 (Example of a Demicontractive Function which is not Quasi-nonexpansive and is not Pseudocontractive). Let f be
a real function defined by f (x) = −x2 − x; it can be seen that f : [−2, 1] → [−2, 1]. This function is demicontractive
on [−2, 1] and continuous. It is not quasi-nonexpansive and is not pseudocontractive on [−2, 1] (check for instance the
condition of pseudocontractivity for x = −1.5 and y = −0.6).
Browder and Petryshyn [5] proved the following theorem in a paper published in 1967, this result being one of the first
in the area.
Theorem 1. Let H be a real Hilbert space and C a bounded closed convex subset of H . Let T : C → C be a strictly pseudocon-
tractive map. Then for any fixed γ ∈ (1− k, 1), the sequence generated from an arbitrary x0 ∈ C by
xk+1 = (1− γ )xk + γ T (xk)
converges weakly to a fixed point of T .
A more general iterative process is the following Mann iteration
xk+1 = (1− tk)xk + tkT (xk), (1.2)
where tk is a sequence of real numbers satisfying some properties, usually called the control sequence.
Remark 3. Note that (1.2) is a particular case of the general Mann iteration xk+1 = T (xk), where xk = ∑kj=0 αkjxj and A ={αkj} is a low triangular averaging matrix. If this matrix satisfies the segmenting condition, that is, αn+1,j = (1−αn+1,n+1)αnj,
then the general Mann iteration becomes just (1.2) with a specific relaxation strategy, tk = αk+1,k+1, ∀k ∈ N. If 0 < tk < 1,
then xk+1 is a convex combination of xk and T (xk). This restriction concerning {tk} is not always satisfied; the typical case
is, for example, the projection algorithm for the convex feasibility problem, an algorithm which has the form (1.2) with
0 < tk < 2. In particular, if tk = 12 , (1.2) becomes xk+1 = (xk+ T (xk))/2, which is the well known Krasnoselski method. The
term Krasnoselski/Mann or the relaxed iteration is sometimes used for (1.2) as well.
In the following we will use the term of the normal Mann iteration for (1.2).
The notion of quasi-nonexpansivity was introduced by Tricomi in 1916 [7] for a real function f defined on a finite or
infinite interval (a, b) with the values in the same interval. He proved that the sequence {xk} generated by the simple
iteration xk+1 = f (xk), x0-given in (a, b), converges to a fixed point of f provided that f is continuous and strictly quasi-
nonexpansive on (a, b). Stepleman in a paper published in 1975 [8] studied the necessary and sufficient conditions for the
convergence of this sequence in real case. His main result states that convergence is assured if and only if the second iterate
of f is strictly quasi-nonexpansive. The importance of the concept of quasi-nonexpansivity for the computation of fixed
points in more general cases had been emphasized by many authors (see, for example, the survey papers of Petryshyn and
Williamson [9] and of Diaz and Metcalf [10]) and this class of mappings is still being studied extensively (see, for instance,
the recent monographs of Chidume [11] and Berinde [12] and the references therein).
The condition of demicontractivity or the more restrictive condition of quasi-nonexpansivity is not sufficient for the
convergence of theMann iteration, even in finite dimensional spaces; someadditional smoothness properties of themapping
T , like the continuity or demiclosedness are required.
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Definition 4. A mapping T is said to be demiclosed at y, if for any sequence {xk} which converges weakly to x, and if the
sequence {T (xk)} converges strongly to y, then T (x) = y.
In the sequel, as often as not, only the demiclosednes at 0 is used, which is a particular case when y = 0.
The class of mappings satisfying the condition (1.1) and the name of demicontractive were introduced by Hicks and
Kubicek in 1977 [6]. They studied the convergence properties of a sequence {xk} generated by the Mann-type iteration
to a fixed point of T in real Hilbert spaces. They proved that if T is demicontractive and if I − T is demiclosed at zero, then
the sequence {xk} generated by the Mann iteration (1.2) converges weakly to a fixed point of T . The control sequence is
assumed to satisfy the condition tk → t, 0 < t < 1− k.
Several other iteration schemes have been introduced and studied for the approximations of fixed points of quasi-
nonexpansive mappings; a part of them we will present below.
The Halpern iteration, introduced and studied by Halpern in 1967 [13] is defined by the following iterative formula
xk+1 = (1− tk)u+ tkT (xk),
where u is some element of C (often u = x0). He shows that the conditions limk→∞ tk = 0 and∑∞k=0 tk = ∞ are necessary
for the strong convergence of this recurrence relation to a fixed point of T .
The implicit Mann iteration (mentioned above), investigated in [4,14] is defined by
xk+1 = (1− tk)xk + tkT (xk+1).
The sequence {xk} given by this iteration converges strongly to a fixed point of T provided thatC is a compact convex subset
ofH , T : C → C is a hemicontractive mapping and the control sequence {tk} satisfies {tk} ⊂ [δ, 1− δ] for some δ ∈ (0, 1).
The Ishikawa iteration introduced in [15], is defined by
x0 ∈ H arbitrary chosen,
yk = (1− βk)xk + βkT (xk),
xk+1 = (1− αk)xk + αkT (yk),
where {αk} and {βk} are sequences in the interval (0, 1). Note that for βk = 0, ∀k, this iteration becomes the normal Mann
iteration (1.2).
The Mann and Ishikawa iteration with errors, introduced in [16] are defined by
x0 ∈ H arbitrary chosen,
yk = (1− βk)xk + βkT (xk)+ vk,
xk+1 = (1− αk)xk + αkT (yk)+ uk,
where vk and uk represent the errors and must satisfy some conditions.
Remark 4. The condition (1.1) of demicontractivity was considered recently in [17] as the main condition for proving the
strong convergence of the (CQ) algorithm. They used the term of quasi-strict pseudocontraction for a map which satisfies the
(1.1); of course, it is a natural term and the analogy with the term of quasi-nonexpansivity is almost obvious (the condition
of quasi-nonexpansivity is derived from the condition of nonexpansivity, ‖T (x) − T (y)‖ ≤ ‖x − y‖, requiring that this be
satisfied only for y ∈ Fix(T )).
In [18] a class of mappings which satisfies the so called condition (A):
〈x− T (x), x− x∗〉 ≥ λ‖x− T (x)‖2, ∀x ∈ C, x∗ ∈ Fix(T ), (1.3)
was considered, where λ is a positive number. It is routine to see that the conditions (1.1) and (1.3) are equivalent with
λ = (1−k)/2 (indeed, it can be simply checked that ‖x− x∗‖2+k‖x− T (x)‖2−‖T (x)− x∗‖2 = 2〈x− x∗, x− T (x)〉− (1−
k)‖x − T (x)‖2). Thus the class of demicontractive mappings coincides with the class of mappings satisfying the condition
(A). In [18], the same result concerning the weak convergence of the normal Mann iteration was obtained, more exactly, if
T satisfies the condition (A) and I − T is demiclosed at zero, then the sequence {xk} converges weakly to a fixed point. The
control sequence satisfies a similar condition (to a certain extent, weaker) 0 < a ≤ tk ≤ b < 2λ (or 0 < a ≤ tk ≤ b < 1−k).
Note that the equivalence between the conditions (1.1) and (1.3) was observed by some authors [19–24]. Earlier, in 1973,
in the paper [25], a similar result in a finite dimensional spaces was presented.
This paper is organized as follows. Section 2 presents some of the first results concerning the quasi-nonexpansive and
demicontractivemappings in finite dimensional spaces. The theorem of Tricomi given in 1916 seems to be the first result on
this area and we will present it from [10]. Section 3 deals with the weak convergence of the Mann iteration in real Hilbert
spaces. Generalizations to some Banach spaces are given in Section 4. Section 5 is devoted to the strong convergence of
the Mann iteration, a convergence which is obtained in two ways: (1) by imposing additional conditions on T and (2) by
considering some modifications of the standard iteration, like the (CQ) algorithm and a modification for the asymptotic
demicontractions. Section 6 briefly presents a cyclic Mann-type algorithm for the common fixed points. Finally, in Section 7,
the convex feasibility problem is presented and the significant role of the regularity property for the strong convergence is
pointed out.
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2. The case of a finite dimensional space
The first result concerning the quasi-nonexpansive mappings in the real case and the convergence of the successive
approximation (Picard iteration) was given in [7]. Let f : (a, b)→ (a, b) be a real function, where (a, b) is a finite or infinite
interval and let x∗ ∈ (a, b) be a fixed point of f .
Theorem 2 ([7]). Suppose f : (a, b)→ (a, b) is continuous on (a, b) and strictly quasi-nonexpansive on (a, b) (with respect to
x∗). Then the sequence {xk} given by the successive approximation, xk+1 = f (xk), x0 ∈ (a, b), converges to x∗.
Proof. We can suppose that xk 6= x∗, ∀k. From the condition of strictly quasi-nonexpansivity it follows that the sequence
{|xk−x∗|} is strictly decreasing. Therefore, |xk−x∗| → L, k→∞. Suppose that L > 0; then there exists a strictly decreasing
subsequence {xki−x∗}which converges to+L, or a strictly increasing subsequence {xkj−x∗}which converges to−L.Without
loss of generality, suppose that the first case holds; then xki − x∗ > L and
a < x∗ < x∗ + L < xki ,
that is x∗ + L ∈ (a, b). On the other hand
lim
ki→∞
xki = x∗ + L,
and we obtain
L = lim
ki→∞
|xki+1 − x∗| = limki→∞ |f (xki)− x
∗|
= |f (x∗ + L)− x∗| < |x∗ + L− x∗| = L,
which is a contradiction. It follows L = 0 and the theorem is proved. 
Remark 5. The condition of quasi-nonexpansivity is not necessary for the convergence of the successive approximations.
For example [8], let f be a real function defined by
f (x) =
{−x− x4, x ≥ 0,
x3 − x, x < 0.
This function is not quasi-nonexpansive on a certain interval (ε,−ε)with respect to the fixed point x∗ = 0; more precisely,
for any x ∈ (ε,−ε)we have |f (x)| > |x|. On the other hand, for x0 sufficiently close to the fixed point x∗ = 0, the sequence
given by the successive approximation converges to x∗.
Stepleman [8] studied the necessary and sufficient conditions for the convergence of the successive approximation in
the real case. His main result is:
Theorem 3 ([8]). Let f be a real function, f ∈ C1(R), and suppose that x∗ is a fixed point of f and that the equation f (x) = x∗
has x∗ as the unique solution in (x∗ − ε0, x∗ + ε0). Then x∗ is attraction point for the iteration xk+1 = f (xk) if and only if f 2 (the
second iterate of f ) is quasi-nonexpansive on some interval (x∗ − ε, x∗ + ε).
The convergence of the successive approximations for quasi-nonexpansive mappings in more general cases has been
studied bymany authors (see, for example, [10,9,26,27]). In the context of some practical problems, for instance, the convex
feasibility problem (see below), the Mann iteration (1.2) was intensively studied as well.
In the finite dimensional case, the two conditions (demicontractivity and demiclosedness at 0) guarantee a conver-
gence [25].
Theorem 4 ([25]). Let T : Rn → Rn be a nonlinear mapping, where Rn is the Euclidean n-dimensional space. Suppose the
following conditions are satisfied:
(i) For any sequence {xk} such that xk → x∗ and ‖xk − T (xk)‖ → 0 as k → ∞, one has x∗ − T (x∗) = 0, that is I − T is
demiclosed at 0;
(ii) 〈x− T (x), x− x∗〉 ≥ λ‖x− T (x)‖2, ∀x ∈ Rn and x∗ ∈ Fix(T ), that is T satisfies the condition (A) or T is demicontractive;
(iii) 0 < a ≤ tk ≤ b < 2λ.
Then the sequence {xk} given by the normal Mann iteration converges to a point of Fix(T ) for any initial iteration x0.
Proof. Using (ii) it follows that ‖xk+1 − x∗‖ < ‖xk − x∗‖, ∀k ∈ N, x∗ ∈ Fix(T ) and the sequence {xk} is bounded. Suppose
that ‖xk− T (xk)‖ → 0; there exists a subsequence {xkj} of {xk}which converges to an point x∗. From condition (i) it follows
that x∗ ∈ Fix(T ) and the theorem is proved. Suppose therefore that ‖xk − T (xk)‖ ≥ a > 0, ∀k. Let ε be a positive number
such that ε ≤ aλ. Consider now the set F ε = {xε | xε = x∗ + ετ , x∗ ∈ Fix(T ), τ ∈ H, ‖τ‖ = 1}. Obviously, F ε has a
dimension n. By a simple computation, we have
〈xk − T (xk), xk − xε〉 ≥
(
λ− ε
a
)
‖xk − T (xk)‖2.
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As above, ‖xk+1 − xε‖ ≤ ‖xk − xε‖. The sequence {xk} being bounded, it has at least one limit point; suppose it has two,
say x∗ and y∗. Then ‖x∗ − xε‖ = ‖y∗ − xε‖ and therefore xε belongs to the mediator hyperplane of x∗ and y∗. So the set F ε
belongs to this hyperplane and therefore the dimension of F ε is n− 1, a contradiction. 
Remark 6. In [25] this theorem has a slightly changed form, namely: T = I − U , the iteration is xk+1 = xk − tU(xk) and the
set of fixed points of T coincides with the solutions S of U(x) = 0. The condition (ii) appears in the following form:
inf
x∈Rn\S
ξ∈S
〈x− ξ,U(x)〉
‖U(x)‖2 = η > 0.
It is easy to see that this condition is equivalent to (ii).
This result is applied in [25] in proving the convergence of the relaxation algorithm given in [28,29] for solving a system
of linear inequalities (more precisely, the algorithm finds a solution of the system). Their algorithm can be formulated as
follows. Consider the following system of the linear inequalities
∆i(x) =
n∑
i=1
aijxj + bi, i = 1, . . . ,m.
Let x be a point in Rn and let ix be the smallest index such that
|∆ix(x)| = max
∆i(x)<0
|∆i(x)|.
Let Pix(x) denote the projection of x onto the hyperplane∆ix(x) = 0. The relaxation algorithm is
xk+1 = (1− t)xk + tPixk (xk).
The conditions of Theorem 4 are satisfied; indeed:
(i) If {xk} is a sequence such that xk → x∗ and ‖xk − Pixk (xk)‖ → 0, then
‖Pixk (xk)− x∗‖ ≤ ‖xk − Pixk (xk)‖ + ‖xk − x∗‖,
and so ‖Pixk (xk)− x∗‖ → 0. Therefore, Pixk (xk)→ x∗ and because S is closed it results that x∗ ∈ S.
(ii) For any x ∈ Rn, by an elementary computation, one has
x− Pix(x) = ∆ix(x)‖Aix‖−2Aix ,
where Aix = (aix1, . . . , aixn). Now, if x 6∈ S and x∗ ∈ S then∆ix(x) < 0 and∆ix(x∗) > 0. So
〈x− Pix(x), x− x∗〉 = ∆ix(x)‖Aix‖−2(∆ix(x)−∆ix(x∗))
≥ ∆ix(x)2‖Aix‖−4‖Aix‖2 = ‖x− Pix(x)‖2,
that is Pix satisfies the condition (ii) with λ = 1. We obtain the following corollary:
Corollary 1. The sequence {xk} given by the relaxation algorithm with 0 < t < 2 converges to a solution of the system.
3. Weak convergence in Hilbert spaces
First we state (without proof) two initial (former) results on the convergence of the normal Mann iteration, one of them
given by Reich [30] in 1979 in uniformly convex Banach spaces with a Fréchet differentiable norm, and another one given
by Dotson [27] in 1970 in the framework of real Hilbert spaces.
Theorem 5 ([30]). Let C be a closed convex subset of a uniformly convex Banach space E with a Fréchet differentiable norm,
T : C → C a nonexpansivemappingwith a fixed point, and {ck} a real sequence such that 0 ≤ ck < 1 and∑∞n−1 ck(1−ck) = ∞.
If x0 ∈ C and xk+1 = (1− ck)xk + ckT (xk) for k ≤ 0, then {xk} converges weakly to a fixed point of T .
Theorem 6 ([27]). SupposeH is a real Hilbert space, C is a closed convex subset of H , T : C → C is quasi-nonexpansive on C
and has at least one fixed point p ∈ C. Suppose also that I − T is demiclosed and that tk is bounded away from 0 and 1. Then the
sequence {xk} given by the Mann iteration (1.2) converges weakly to a fixed point of T .
The following theoremgeneralizes Theorem4 from the finite dimensional spaces to the real Hilbert spaces and Theorem6
from quasi-nonexpansive mappings to demicontractive mappings; it appeared simultaneously in the same year 1977 in the
papers [18,6]
Theorem 7 ([6,18]). Let T : C → C be a nonlinear mapping, where C is a closed convex subset of H . Suppose that T satisfies
the condition (A), I − T is demiclosed at 0 in C and that the sequence {xk} generated by (1.2)with 0 < a ≤ tk ≤ b < 2λ belongs
to C. Then {xk} converges weakly to an element of F .
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We will give two proofs of this theorem presented in [18,6].
The First Proof ([18]). From (1.3) we obtain
‖xk+1 − x∗‖2 = ‖xk − x∗ − tk(xk − T (xk))‖2
= ‖xk − x∗‖2 − 2tk〈xk − T (xk), xk − x∗〉 + t2k ‖xk − T (xk)‖2
< ‖xk − x∗‖2 − tk(2λ− tk)‖xk − T (xk)‖2.
Since 2λ− tk > 0, it follows that ‖xk+1 − x∗‖ < ‖xk − x∗‖ and so ‖xk − x∗‖ → ρx∗ as k→∞ for all x∗ ∈ Fix(T ). From
0 < a ≤ tk ≤ b < 2λ and from the above relation, it follows that
‖xk − T (xk)‖2 ≤ (a(2λ− b))−1(‖xk − x∗‖2 − ‖xk+1 − x∗‖2)→ 0 (k→∞).
Since the sequence {xk} is bounded, there exists a subsequence {xkj} of {xk}which converges weakly to an x∗; since {xkj} ⊂ C
and C is closed and convex (hence weakly closed), it follows that x∗ ∈ C. Moreover, x∗ is a fixed point of T , since xkj −
T (xkj)→ 0 and I − T is demiclosed at 0 (hence x∗ − T (x∗) = 0).
Suppose there are two subsequences of {xk}, say {uk} and {vk}, which converge weakly to u and v, respectively. As above,
we have that u and v are in F and hence
‖xk − u‖ → ρu, ‖xk − v‖ → ρv. (3.1)
Now, consider the sequence
Ek = ‖uk − u‖2 − ‖vk − u‖2 − ‖uk − v‖2 + ‖vk − v‖2.
Since the relation (3.1) holds for any subsequence of {xk} (in particular for {uk} and {vk}), it follows that Ek → 0 as k→∞.
On the other hand, by a simple computation, we have
Ek = −2〈uk − vk, u− v〉.
This and theweak convergence of {uk} and {vk} to u and v, respectively, imply that Ek →−2‖u−v‖2 and hence ‖u−v‖ = 0,
i.e., u = v. Therefore, all weakly convergent subsequences of {xk} have the same weak limit, say x∗. It follows that xk ⇀ x∗
as k→∞ and the theorem is proved. 
Remark 7. In comparison with Dotson’s result [27], the class of maps in our theorem is larger; for λ < 1 (or k > 0) the
class of demicontractive mappings properly includes the class of quasi-nonexpansive mappings; at the same time, the right
bound of tk is lower (tk ≤ b < 1− k = (1+ λ)/2).
The Second Proof ([6]). This proof needs some preliminary lemmas. Also, the condition of the control sequence is tk → t <
1− k.
Lemma 1. For any x, y, z in a real Hilbert space and a real number a, one has
‖ax+ (1− a)y− z‖2 = a‖x− z‖2 + (1− a)‖y− z‖2 − a(1− a)‖x− y‖2.
The proof is by direct computation.
Lemma 2 (Opial [31]). Suppose H is a Hilbert space and the sequence {xk} is weakly convergent to x0. Then for any x 6= x0,
lim inf ‖xk − x0‖ < lim inf ‖xk − x‖.
This is a well known lemma of Opial which characterizes the weak convergence of a sequence; its proof can be found
in [31].
Lemma 3. Let T : C → C be a demicontractive mapping with the coefficient k, where C is a convex subset of H . Suppose that
the control sequence {tk} satisfy∑ tk(1− tk) diverges and tk → t < 1−k. Then lim inf ‖xk− T (xk)‖ = 0, where {xk} is defined
by (1.2).
Proof. Using Lemma 1 and the condition of demicontractivity, for each x∗ ∈ Fix(T ), we get
‖xj+1 − x∗‖2 = ‖(1− tj)xj + tjT (xj)− x∗‖2
≤ (1− tj)‖xj − x∗‖2 + tj(‖xj − x∗‖2 + k‖xj − T (xj)‖2)− tj(1− tj)‖xj − T (xj)‖2
= ‖xj − x∗‖2 − tj(1− tj − k)‖xj − T (xj)‖2.
By summing over all j = 0, . . . , kwe get
0 ≤ ‖x0 − x∗‖2 −
k∑
j=0
tj(1− tj − k)‖xj − T (xj)‖2.
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Thus,
k∑
j=0
tj(1− tj − k)‖xj − T (xj)‖2 ≤ ‖x0 − x∗‖2. (3.2)
Since 0 ≤ tj < 1 it follows that tj(1 − tj) < tj and∑ tj diverges. From tj → t it results that 2tk − t → t and for j ≥ N we
have 2tj − t < 1− t and
1− t − k
2
tj < tj(1− tj − k).
So
∑
tj(1− tj − k) diverges. Thus, from the (3.2), we obtain lim inf ‖xk − T (xk)‖ = 0. 
Remark 8. If t 6= 0, the terms of the series∑ tk(1 − tk − k) are bounded away from zero. Hence we can conclude that
lim ‖xk − T (xk)‖ = 0.
Remark 9. Since 1 − tk − k → 1 − t − k > 0, there exists an integer N0 such that 1 − tk − k > 0 for k ≥ N0. Thus
‖xk+1 − x∗‖ ≤ ‖xk − x∗‖ for k ≥ N0.
The Proof of Theorem. Let N0 be the integer from Remark 9 and let ‖xN0 − x∗‖ = δ > 0. Let Sδ(x∗) = {x : ‖x− x∗‖ ≤ δ},
and let D = C ∩ Sδ(x∗). Then {xk} ⊂ D. Also, D is weakly compact since it is closed, bounded and convex. Thus there exists
a subsequence {xkj} which converges weakly to y ∈ D ⊂ C. By Remark 8, (I − T )(xkj)→ 0; hence, by demiclosedness at 0
of I − T , T (y) = y.
If {xk} does not converge weakly to y then it has at least one other weak cluster point z 6= y. Let xki be a subsequence of{xk} which converges weakly to z. As for y, T (z) = z. From Remark 9, we see that the sequences {‖xk − y‖} and {‖xk − z‖}
are nonincreasing for sufficiently large k. Thus lim ‖xk − y‖ and lim ‖xk − z‖ both exist. Using Opial’s lemma, we obtain the
following contradiction:
lim
k
‖xk − y‖ = lim
j
inf ‖xkj − y‖ < limj inf ‖xkj − z‖
= lim
i
inf ‖xki − z‖ < limi inf ‖xki − y‖
= lim
k
‖xk − y‖.
Therefore, {xk} converge weakly to y ∈ Fix(T ). 
Remark 10. Almost the same result on the weak convergence of a normal Mann iteration with a constant control sequence
is presented in [32]. More precisely, if Uλ = λI + (1 − λ)U , then the iteration process is given by xk = Uλ(xk−1). The
mapping U is assumed to be weakly closed and quasi-strictly-pseudocontractive and the constant λ satisfies the condition
0 < λ < 1. In these conditions the sequence {xk} converges weakly to a fixed point (Thm. 2.12). The notion of the weakly
closedness of a map (as is used in [32]) coincides to the notion of demiclosedness and a quasi-strictly-psedocontractivemap
is a demicontractive one. Thus, Thm. 2.12 is noting else that a particular case of Theorem 7. However, the proof is, to a great
extent, simpler.
The weak convergence of the normal Mann iteration was reconsidered in some recent papers in the framework of a real
Hilbert space. Thus, Marino and Xu [17] proved the following theorem
Theorem 8. Let C be a closed convex subset of a Hilbert space H . Let T : C → C be a k-strict pseudo-contraction for some
0 ≤ k < 1 and assume that T admits a fixed point in C. Let {xk} be the sequence generated by the Mann algorithm which
is written as xk+1 = tkxk + (1 − tk)T (xk). Assume that the control sequence {tk} is chosen so that k < tk < 1 for all k and∑∞
0 (tk − k)(1− tk) = ∞. Then {xk} converges weakly to a fixed point of T .
Zhou [33] simplified (to some extent) the proof of Theorem 8 and extended the results of [17] proving that in the
conditions of Theorem 8 one has limk→∞ ‖xk − T (xk)‖ = d(0, R(A)), where A = I − T and d(0,D) denotes the distance
between the origin and the subset D ofH . From this, Theorem 8 follows as a corollary.
Remark 11. The conditions on the control sequence required in Theorem 8 are similar with the conditions of Theorem 7.
The difference between the borders of tk in the two theorems, (k, 1) and (0, 1 − k), respectively, derives from the way in
which the Mann iteration is written (xk+1 = tkxk + (1 − tk)T (xk) and xk+1 = (1 − tk)xk + tkT (xk) respectively). Note also
that the condition on the control sequence in Theorem 7 (0 < a ≤ tk ≤ b < 1− k) is somewhat stronger than the similar
condition in Theorem 8 (
∑∞
0 (tk − k)(1− tk) = ∞).
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4. Generalizations to Banach spaces
Generalizations of the results of [18] from the real Hilbert spaces to the Banach spaceswith a special structurewere given
in some papers; here is one of the first such generalizations given in [34–36]. Note that startingwith these papers the issue of
a weak convergence of the normal Mann iteration was reconsidered and many other generalizations were given [24,19,37].
Let (E, ‖.‖) be a normed space. Following Schu [38] the space (E, ‖.‖) has the structure (U, δ, α, β) if
‖x+ y‖α + δ‖x− y‖α − 2β(‖x‖α + ‖y‖α) ≥ 0,
where x, y ∈ E and δ, α, β are the real numbers (α ≥ 0). Lp and lp spaces with p ≥ 2 are examples of the Banach spaces
with the structure (U, p− 1, 2, 1).
For a Banach space E we shall denote by J the duality mapping from E to 2E
∗
given by
J(x) = {f ∗ ∈ E∗ : ‖f ∗‖2 = ‖x‖2 − 〈x, f ∗〉},
where E∗ denotes the dual space of E and 〈·, ·〉 denotes the generalized duality pairing.
In the sequel,B will denote a real Banach space with the structure (U, δ,m+ 1,m), where δ > 0 and m ∈ N. We shall
use the following lemma [38].
Lemma 4. For a Banach spaceB with the property (U, δ,m+ 1,m) one has
‖x+ y‖m+1 ≤ ‖x‖m+1 + δ
2m − 1‖y‖
m+1 + (m+ 1)‖x‖m−1u(y), (4.1)
for all x, y ∈ B and u ∈ JB(x) where JB is the duality map fromB to 2B∗ .
Let C be a closed convex subset ofB. A mapping T : C → C will be said to satisfy the condition (A*) if Fix(T ) 6= ∅ and if
there exists a real positive number λ such that
〈x− T (x), j(x− x∗)〉 ≥ λ‖x− T (x)‖2,
for all x ∈ C, x∗ ∈ Fix(T ).
Theorem 9 ([34]). Let C be a closed convex subset of B and let T : C → C be a map satisfying condition (A∗). Suppose I − T
is demiclosed at 0 and that the sequence {xk} generated by the Mann iteration (1.2), where
0 < a ≤ tmk ≤ b <
(
δ
2m − 1
)−1
λm(m+ 1), (4.2)
belongs to C. Then {xk} converges weakly to an element of Fix(T ).
Proof. Using (1.2), (4.1), (4.2) and condition (A*) we estimate ‖xk+1 − x∗‖ as follows: For u ∈ JB(xk − x∗)we get
‖xk+1 − x∗‖m+1 = ‖(xk − x∗)+ tk(T (xk)− xk)‖m+1
≤ ‖xk − x∗‖m+1 + δ2m − 1 t
m+1
k ‖T (xk)− xk‖m+1 + (m+ 1)‖xk − x∗‖m−1u[tk(T (xk)− xk)]
≤ ‖xk − x∗‖m+1 + δ2m − 1 t
m+1
k ‖T (xk)− xk‖m+1 − λ(m+ 1)tk‖xk − x∗‖m−1‖xk − T (xk)‖2. (4.3)
From condition (A*) it follows that ‖xk − x∗‖ ≥ λ‖xk − T (xk)‖ so that using this in (4.3) we obtain
‖xk+1 − x∗‖m+1 ≤ ‖xk − x∗‖m+1 + δ2m − 1 t
m+1
k ‖xk − T (xk)‖m+1 − λm(m+ 1)tk‖xk − T (xk)‖m+1,
which simplifies to
‖xk+1 − x∗‖m+1 ≤ ‖xk − x∗‖m+1 − tk
[
λm(m+ 1)− δ
2m − 1 t
m
k
]
‖xk − T (xk)‖m+1. (4.4)
Since tk > 0 and tmk < (
δ
2m−1 )
−1λm(m + 1) for each k it follows from (4.4) that {‖xk − x∗‖} is nonincreasing and so
‖xk − x∗‖ → q as k→∞ for some q > 0. We obtain
‖T (xk)− xk‖m+1 ≤
(
a
[
λm(m+ 1)− δ
2m − 1b
])−1
(‖xk − x∗‖m+1 − ‖xk+1 − x∗‖m+1)→ 0.
The sequence {xk} being bounded, there exists a subsequence {xkj} of {xk}which convergesweakly to an y∗. Moreover, {xk}
is in C and C is weakly closed (since it is closed and convex), so it follows that y∗ ∈ C. Furthermore, since xkj − T (xkj)→ 0
and I − T is demiclosed at 0, it follows that y∗ = T (y∗), i.e. y∗ is a fixed point of T . Hence, any weak cluster point of {xk} is
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a fixed point of T . We claim {xk} has a unique cluster point. Suppose there exist two distinct weak cluster points, say q1 and
q2 and consider two subsequences {xki}, {xkj} such that {xki} converges weakly to q1 and {xkj} converges weakly to q2. Using
the Opial lemma we have
lim
k→∞ ‖xk − q1‖ = limi→∞ ‖xki − q1‖ < limi→∞ ‖xki − q2‖ = limk→∞ ‖xk − q2‖,
lim
k→∞ ‖xk − q2‖ = limj→∞ ‖xkj − q2‖ < limj→∞ ‖xkj − q1‖ = limk→∞ ‖xk − q1‖,
which is a contradiction. Therefore, there exists exactly one cluster point x∗ of {xk}. So all weakly convergent subsequences
of {xk} have the same weak limit, x∗. This implies that {xk} converges weakly to x∗. 
5. Strong convergence
In infinite dimensional spaces, the conditions of demicontractivity and demiclosedness ensure only the weak
convergence of the sequence given by the normal Mann iteration. Genel and Lindenstraus [39] had given an example of
a contraction defined on a bounded closed convex subset of a Hilbert space for which the Krasnoselsky iteration does not
converge. Thus, additional conditions that ensure the strong convergence are necessary. Some of such conditionswere given
in some papers; we present here two of them, given in [18] and [22].
5.1. Strong convergence of the Mann iteration for demicontractive mappings
Theorem 10 ([18]). Let T be as in Theorem 7. If, in addition, there is h ∈ C, h 6= 0, such that 〈x − T (x), h〉 ≤ 0 for all x ∈ C,
then the sequence {xk} generated by (1.2) with 0 < a ≤ tk ≤ b < 2λ and for suitable x0 in C, converges strongly to an element
of Fix(T ).
Proof. By Theorem 7, it follows that {xk}converges weakly to x∗ ∈ Fix(T ). Suppose x0 is chosen so that 〈x0, h〉 > 〈x∗, h〉;
then there exists ε > 0 such that
〈x0 − x∗, h〉 ≥ ε‖x0 − x∗‖2.
If we suppose that
〈xk − x∗, h〉 ≥ ε‖xk − x∗‖2, (5.1)
then from condition (A) and from the fact that 〈x− T (x), h〉 ≤ 0, it follows that 〈xk+1 − x∗, h〉 ≥ ε‖xk+1 − x∗‖2, that is (5.1)
holds for every k. Since {xk}converges weakly to x∗, it follows that ‖xk − x∗‖ → 0. 
Application to linear equations [18]. Applying Theorem 10 we obtain the convergence of the normal Mann iteration for
the linear equations in the Hilbert spaces, without the assumption of the compactedness of the mapping. We have
Corollary 2. Let B : H → H be a continuous linear mapping and f ∈ B(H). Suppose that zero is an eigenvalue of the mapping
B and the following condition is satisfied
〈B(y), y〉 ≥ λ‖B(y)‖2, ∀y ∈ H, (Al)
where λ > 0. Then the sequence {xk} generated by xk+1 = xk − tk(B(xk)− f ) with 0 < a ≤ tk ≤ b < 2λ and for suitable x0 in
H , converges strongly to a solution of the equation B(x)− f = 0.
Proof. Apply Theorem 10 with C = H and T (x) = x − B(x) + f . Since f ∈ B(H), there exists ξ ∈ H such that B(ξ) −
f = 0 and, hence, x − T (x) = B(x − ξ). It is easy to see that the condition (A) is satisfied (indeed, Fix(T ) 6= ∅ and if
in (Al) we put y = x − ξ we obtain just the condition (A)). Suppose xk ⇀ x∗ and B(xk) − f → 0 as k → ∞; then
‖B(x∗)− f ‖2 = lim〈B(xk)− f , B(x∗)− f 〉 = 0 and hence, B(x∗)− f = 0. Therefore, I − T is demiclosed at 0. Finally, since
zero is an eigenvalue of B (hence also of the adjoint B∗ of B), it follows that there exists h 6= 0 such that B∗(h) = 0. Therefore,
〈B(x− ξ), h〉 = 〈x− ξ, B∗(h)〉 = 0 for all x ∈ H which ends the proof. 
Let Ttk denote the generation function of the normal Mann iterative process and suppose that T is demicontractive with
the constant k. Then
‖Ttk(x)− x∗‖2 ≤ ‖x− x∗‖2 − tk(1− k− tk)‖x− T (x)‖2. (5.2)
Now, if 0 < tk < 1− k, then the sequence {xk} is Fejer monotonewith respect to the set of fixed point of T .
The result below gives a necessary and sufficient condition for the convergence of theMann iteration for demicontractive
mappings. It needs the following lemma concerning the structure of the fixed point set for demicontractive mappings.
Lemma 5 ([17]). Suppose that T : C → C is demicontractive with k < 1. Then the fixed point set Fix(T ) of T is closed and
convex.
870 C.E. Chidume, Ş. Măruşter / Journal of Computational and Applied Mathematics 234 (2010) 861–882
Proof. Fix(T ) is closed. Indeed, let {pk} be a sequence in Fix(T ) such that pk → p. Since T is demicontractive, we have for
each k,
‖T (p)− pk‖2 ≤ ‖pk − p‖2 + k‖p− T (p)‖2.
Taking the limit as k→∞ yields ‖T (p)− p‖2 ≤ k‖p− T (p)‖2, that is T (p) = p and p ∈ Fix(T ).
Fix(T ) is convex. Let p, q ∈ Fix(T ) and let t ∈ (0, 1). Put z = tp + (1 − t)q and taking into account that ‖p − z‖ =
(1− t)‖p− q‖ and ‖q− z‖ = t‖p− q‖ and using Lemma 1, we get
‖z − T (z)‖2 = t‖p− T (z)‖2 + (1− t)‖q− T (z)‖2 − t(1− t)‖p− q‖2
≤ t(‖p− z‖2 + k‖z − T (z)‖2)+ (1− t)(‖q− z‖2 + k‖z − T (z)‖2)− t(1− t)‖p− q‖2
= [t(1− t)2 + (1− t)t2 − t(1− t)]‖p− q‖2 + k‖z − T (z)‖2
= k‖z − T (z)‖2.
Since k < 1, we must have z = T (z) and z ∈ Fix(T ). 
Corollary 3. In particular, Fix(T ) is closed and convex if T is quasi-nonexpansive.
Theorem 11 ([40]). Let T : C ⊂ H → H , whereH is a real Hilbert space. Suppose that T is demicontractive with a constant
k, that 0 < tk < 1 − k and that {xk} given by the Mann iteration for some x0 belongs to C. Then, the sequence {xk} converges
strongly to a fixed point of T if and only if there exists a subsequence {xkj} of {xk} such that
lim
kj→∞
d(xkj , Fix(T )) = 0.
Proof. Obviously the condition limk→∞ d(xkj , Fix(T )) = 0 is necessary. For sufficiency, using (5.2) it follows that ‖xk+1 −
z‖ ≤ ‖xk − z‖ for all z ∈ Fix(T ). Let Pk, Pk+1 be the projections of xk, xk+1 onto Fix(T ), respectively (the set Fix(T ) is closed
and convex from Lemma 5). We have
d(xk+1, Fix(T )) = ‖xk+1 − Pk+1‖ ≤ ‖xk+1 − Pk‖ ≤ ‖xk − Pk‖ = d(xk, Fix(T )).
Using the condition limk→∞ d(xkj , Fix(T )) = 0 it follows that d(xk, Fix(T )) → 0 as k → ∞. We now show that {xk} is a
Cauchy sequence. Let {k} be a sequence of real numbers defined by k = 1/2k. There exist zk ∈ Fix(T ) and Nk ∈ N such that
for n ≥ Nk, ‖xn − zk‖ < k4 . It can be supposed that Nk ≤ Nk+1. For any k,
‖zk+1 − zk‖ ≤ ‖zk+1 − xNk+1‖ + ‖xNk+1 − zk‖ ≤
k+1
4
+ k
4
= 3
4
k+1.
Let i be an arbitrary integer number. It can be seen that
‖zk+i − zk‖ ≤ ‖zk+i − zk+i−1‖ + · · · + ‖zk+1 − zk‖
≤ 3
4
(k+i + k+i−1 + · · · + k+1) = 34k+1
1− 1
2i
1− 12
< k.
It follows that {zk} is a Cauchy sequence and therefore zk → z∗ ∈ Fix(T ) as k→∞, because Fix(T ) is closed. Now, since
‖xk − z∗‖ ≤ ‖xk − zk‖ + ‖zk − z∗‖ → 0,
it follows that xk → z∗. 
Remark 12. The Theorem 11 is similar to a result of Petryshyn and Williamson [9, Theorem 1.1]; the condition of quasi-
nonexpansivity of the iteration function from this theorem, is replaced with the condition of demicontractivity on T . From
this, the relation (5.2) follows which is, to some extent, stronger that the quasi-nonexpansivity of the iteration function. On
the other hand, the continuity of the iteration function required in the mentioned result is dispensed with.
The next theorem also gives a necessary and sufficient condition for the strong convergence of the sequence generated
by the Mann iteration in the Banach spaces; it was given in [22].
Note first that the condition (A*) implies that
‖T (x)− x∗‖ ≤ L‖x− x∗‖,
where L = (1+ λ)/λ.
In the sequel we shall make use of the following lemmas.
Lemma 6 ([41]). Let {ak} and {bk} be sequences of nonnegative real numbers satisfying the inequality
ak+1 ≤ ak + bk.
If
∑∞
k=0 bk <∞ then limk→∞ ak exists.
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Proof. For n,m ≥ 0 we have
an+m+1 ≤ an+m + bn+m ≤ · · · ≤ an +
n+m∑
j=n
bj.
Hence limmam ≤ an +∑∞j=n bj which implies that limmam ≤ limnan. This ends the proof. 
Corollary 4. If {ak} has a subsequence which converges to 0 then ak → 0.
Lemma 7 ([22]). Let E be a real normed linear space. Then for all x, y ∈ E the following inequality holds
‖x+ y‖2 ≤ ‖x‖2 + 2〈y, j(x+ y)〉 (5.3)
for j(x+ y) ∈ J(x+ y).
Lemma 8 ([22]). Let B be a real Banach space and T : B→ B be a demicontractive mapping. Let {tk} ⊂ [0, 1] be a real sequence
such that
∑∞
k=1 t
2
k <∞. Let {xk} be the sequence generated by (1.2). Then, for any x∗ ∈ Fix(T ), we have
(a) There exists M > 0 such that ‖xk − x∗‖ ≤ M; moreover, limk→∞ ‖xk − x∗‖ exists;
(b) ‖xk+1 − x∗‖ ≤ (1+ t2k )‖xk − x∗‖ + δk, where δk = 2t2k (1+ L)(3+ L)M;
(c) ‖xk+m − x∗‖ ≤ eh‖xk − x∗‖ + eh∑k+m−1i=k δi, where h =∑k+m−1j=k t2j .
Proof of (a). From (5.3) and condition (A*) we get the following estimate
‖xk+1 − x∗‖2 ≤ (1− tk)2‖xk − x∗‖2 + 2tk〈T (xk)− x∗, j(xk+1 − x∗)〉
= (1− tk)2‖xk − x∗‖2 + 2tk〈xk+1 − x∗, j(xk+1 − x∗)〉
− 2tk〈xk+1 − T (xk+1), j(xk+1 − x∗)〉 + 2tk〈T (xk)− T (xk+1), j(xk+1 − x∗)〉
≤ (1− tk)2‖xk − x∗‖2 + 2tk‖xk+1 − x∗‖2
− 2tkλ‖xk+1 − T (xk+1)‖2 + 2tk‖T (xk+1)− T (xk)‖‖xk+1 − x∗‖. (5.4)
Moreover,
‖xk+1 − xk‖ = tk‖xk − T (xk)‖ ≤ tk(1+ L)‖xk − x∗‖ (5.5)
and
‖xk+1 − x∗‖ ≤ ‖xk+1 − xk‖ + ‖xk − x∗‖ ≤ [tk(1+ L)+ 1]‖xk − x∗‖. (5.6)
Substituting (5.5) and (5.6) in (5.4) we get
‖xk+1 − x∗‖2 ≤ (1− tk)2‖xk − x∗‖2 + 2tk[tk(1+ L)+ 1]2‖xk − x∗‖2 + 2tkL[tk(1+ L)][tk(1+ L)+ 1]‖xk − x∗‖2
≤ (1+ t2k )‖xk − x∗‖2 + 2t2k (1+ L)(3+ L)‖xk − x∗‖2
≤ (1+ σk)‖xk − x∗‖2, (5.7)
where σk = t2k [1+ 2(1+ L)(3+ L)]. Observe that
∑∞
k=0 σk <∞. From (5.7) we obtain
‖xk+1 − x∗‖2 ≤
k∏
i=0
(1+ σi)‖x0 − x∗‖2 ≤ e
∞∑
i=0
σi‖x0 − x∗‖2.
So that ‖xk − x∗‖ ≤ M for someM > 0. If we set ak = ‖xk − x∗‖ and bk = σkM then, by Lemma 6, limk→∞ ‖xk − x∗‖ exists.
Proof of (b). From (5.7) we get
‖xk+1 − x∗‖2 ≤ (1+ t2k + ρk)‖xk − x∗‖2,
where ρk = 2t2k (1+ L)(3+ L). Moreover
‖xk+1 − x∗‖ ≤ (1+ t2k + ρk)1/2‖xk − x∗‖
≤ (1+ t2k )‖xk − x∗‖ + δk,
where δk = ρkM .
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Proof of (c). From Lemma 8, (b), for all positive integers k,mwe get the following estimates:
‖xk+m − x∗‖ ≤ (1+ t2k+m−1)‖xk+m−1 − x∗‖ + δk+m−1
≤ (1+ t2k+m−1)(1+ t2k+m−2)‖xk+m−2 − x∗‖ + (1+ t2k+m−1)δk+m−2 + δk+m−1
≤ · · · ≤
k+m−1∏
i=k
(1+ t2i )‖xi − x∗‖ +
k+m−1∏
i=k
(1+ t2i )
k+m−1∑
i=k
δi
≤ eh‖xk − x∗‖ + eh
k+m−1∑
i=k
δi,
which ends the proof. 
Theorem 12 ([22]). Let B be a real Banach space and T : B→ B be a demicontractive map with Fix(T ) 6= ∅. Let {tk} ⊂ [0, 1]
be a real sequence such that
∑∞
k=0 t
2
k <∞. Let {xk} be the sequence generated by the Mann iteration (1.2). Then {xk} converges
to a fixed point of T if and only if
lim inf
k→∞ d(xk, Fix(T )) = 0.
Proof. From Lemma 8, (b), we obtain
d(xk+1, Fix(T )) ≤ (1+ t2k )d(xk, Fix(T ))+ δk.
Since lim inf d(xk, Fix(T )) = 0 we have from (a) of Lemma 8 that limk→∞ d(xk, Fix(T )) = 0. It now suffices to show that {xk}
is Cauchy. For this, let ε > 0 be given. Since limk→∞ d(xk, Fix(T )) = 0 and∑∞i=k δi < ∞, there exists a positive integer N1
such that ∀k ≥ N1, we have
d(xk, Fix(T )) ≤ ε3eh and
∞∑
i=k
δi ≤ ε6eh .
In particular there exists x∗ ∈ Fix(T ) such that d(xN1 , x∗) < ε3eh . Now from Lemma 8, (c), we have, ∀k ≥ N1, that
‖xn+m − xn‖ ≤ ‖xn+m − x∗‖ + ‖xn − x∗‖
≤ 2eh
(
‖xN1 − x∗‖ +
N1+m−1∑
i=N1
δi
)
≤ ε.
Hence limk→∞ xk exists (since B is complete). Suppose that limk→∞ xk = x∗. We now show that x∗ ∈ Fix(T ). Given any ε˜ > 0
there exists a positive integer N2 ≥ N1 such that ∀k ≥ N2
‖xk − x∗‖ ≤ ε˜2(1+ L) and d(xk, Fix(T )) ≤
ε˜
2(1+ 3L) .
Thus, there exists y∗ ∈ Fix(T ) such that
‖xN2 − y∗‖ = d(xN2 , y∗) ≤
ε˜
2(1+ 3L) .
We obtain the following estimates
‖T (x∗)− x∗‖ ≤ ‖T (x∗)− y∗‖ + 2‖T (xN2)− y∗‖ + ‖xN2 − y∗‖ + ‖xN2 − x∗‖
≤ (1+ L)‖xN2 − x∗‖ + (1+ 3L)‖xN2 − y∗‖ ≤ ε˜.
Since ε˜ > 0 is arbitrary we have that T (x∗) = x∗. 
A more difficult way (from the computational point of view), for getting strong convergence, is to use an implicit
Mann-type iteration. For example, in [4], are proved the strong convergence theorems for the following implicit iteration
xk = tkxk−1+(1−tk)T (xk), assuming thatC is a compact convex subset of aHilbert space, T is a continuous pseudocontractive
mapping and the control sequence satisfies the condition tk ∈ (0, b] ⊂ (0, 1) for some positive constant b < 1. Strong
convergence results are also presented in [14] for a more general implicit scheme in the real Banach spaces. Note that the
main proceeding of an implicitMann-type iteration consists of the solving a nonlinear equation at every step of the iteration,
which may be a nontrivial task in some particular cases.
A recent result concerning the strong convergence of a general fixed point iteration was given in [20] in the setting of a
realHilbert space. The proposedmethod computes a point in somenonempty closed convex set (the solution set), included in
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the common fixed point set of a sequence of demicontractivemappings. If {Tk} denotes this sequence, the iteration scheme is
xk+1 = (1− w)vk + wTk(vk),
vk = (1− αk)xk + θk(xk − xk−1),
where w ∈ [0, 1) and {αk} and {θk} are sequences in [0, 1) satisfying some conditions. The main conditions on {Tk} are
that every map is demicontractive with the same constant k and satisfies a special condition of demiclosedness (for any
subsequence {Tkj} of {Tk} and for a sequence {ξkj}which converges weakly to ξ , and if the sequence {ξkj−Tkj(ξkj)} converges
strongly to zero, then ξ belongs to solution set). Under these conditions it is shown that the sequence {xk} given by the
considered general algorithm converges strongly to the element of minimal norm in the solution set.
In particular, for θk = 0, ∀k, the iteration scheme becomes
xk+1 = (1− w)(1− αk)xk + wT [(1− αk)xk]. (5.8)
Remark 13. This is almost a normal Mann iteration. As αk → 0, the asymptotic behavior of the sequence generated by
this iteration is like the sequence generated by a normal Mann iteration with a constant control sequence. It is therefore
surprising that this sequence converges strongly to a fixed point in the common conditions (T is demicontractive and I − T
is demiclosed at 0). On the other hand,
∑
αk → ∞, so {αk} is a slow decreasing sequence which can explain the different
behavior.
5.2. The (CQ) algorithm
The (CQ) algorithmwas proposed in the nonlinear operator theory byNakajo and Takahashi [42] in 2003 and it represents
a modification of the Mann algorithm in order to get a strong convergence. The main idea of this algorithm consists of the
projection every of Mann iteration onto the intersection of suitably constructed sets Ck and Qk (for this reason the algorithm
is called the (CQ) algorithm). The sequence {xk} is generated by
x0 = x ∈ C,
yk = (1− tk)xk + tkT (xk),
Ck = {z ∈ C : ‖yk − z‖ ≤ ‖xk − z‖},
Qk = {z ∈ C : 〈xk − z, x0 − xk〉 ≥ 0},
xk+1 = PCk∩Qk(x0)
where {tk} ⊂ (a, 1] for some a ∈ (0, 1). If C is a nonempty closed convex subset of a real Hilbert spaceH , the notation PC (·)
means the metric projection onto C . It is known that z = PC(x) is equivalent to 〈x− z, z− y〉 ≥ 0 for y ∈ C and x ∈ H ; often
this equivalence is called Kolmogorov condition.
Remark 14. If Fix(T ) ⊂ Ck ∩ Qk then, taking into account that the next value in the Mann iteration (in our case yk) is closed
to Fix(T ) and that the inequality in the definition of Qk is Kolmogorov condition (if xk is the projection of x0 onto Fix(T )), the
choice of Ck and Qk in this way appear in a natural way.
In the sequel we show the strong convergence of the (CQ) algorithm following [42]. Throughout this section we consider
that T is a demicontractive mapping from C into itself.
Lemma 9. The sets Ck and Qk are closed and convex.
Proof. The closedness of both sets is obvious. The convexity of Qk follows by a direct verification. For the convexity of Ck,
observe first that for any fixed x, y ∈ C the inequality ‖y−z‖ ≤ ‖x−z‖ is equivalent to the inequality ‖y−x‖2+2〈y−x, x−z〉
≤ 0 (Indeed, use the identity ‖y−z‖2−‖x−z‖2 = ‖y−x‖2+2〈y−x, x−z〉). Now, let z1, z2 ∈ Ck and take z = (1−t)z1+tz2,
0 < t < 1. We have
‖yk − xk‖2 + 2〈yk − xk, xk − z〉 = ‖yk − xk‖2 + 2〈yk − xk, (1− t)xk + txk − (1− t)z1 − tz2〉
= (1− t)‖yk − xk‖2 + t‖yk − xk‖2 + 2(1− t)〈yk − xk, xk − z1〉 + 2t〈yk − xk, xk − z2〉
= (1− t)[‖yk − xk‖2 + 2〈yk − xk, xk − z1〉] + t[‖yk − xk‖2 + 2〈yk − xk, xk − z2〉] ≤ 0,
and z ∈ Ck. 
Lemma 10 ([42]). The sequence {xk} given by the (CQ) algorithm is well defined and Fix(T ) ⊂ Ck ∩ Qk for every k.
Proof. From Lemma 9, Ck∩Qk is closed and convex for every k and so the sequence {xk} is well defined. Let u ∈ Fix(T ). Then
from
‖yk − u‖2 = ‖(1− tk)xk + tkT (xk)− u‖2
≤ (1− tk)‖xk − u‖2 + tk(‖xk − u‖2 + k‖xk − T (xk)‖2)− tk(1− tk)‖xk − T (xk)‖2
= ‖xk − u‖2 − tk(1− tk − k)‖xk − T (xk)‖2 ≤ ‖xk − u‖2,
we have u ∈ Ck for each k. So, we have Fix(T ) ⊂ Ck for all k.
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Next, we show by mathematical induction that Fix(T ) ⊂ Ck ∩ Qk for each k. For k = 0, we have x0 = x ∈ C and Q0 = C,
and hence Fix(T ) ⊂ C0 ∩ Q0. Suppose that xk is given and Fix(T ) ⊂ Ck ∩ Qk for some k. There exists a unique element
xk+1 ∈ Ck ∩Qk such that xk+1 = PCk∩Qk(x0). From xk+1 = PCk∩Qk(x0)we obtain 〈xk+1− z, x0− xk+1〉 ≥ 0 for each z ∈ Ck ∩Qk.
Since Fix(T ) ⊂ Ck ∩ Qk, we get Fix(T ) ⊂ Qk+1. Therefore we have Fix(T ) ⊂ Ck+1 ∩ Qk+1. This completes the proof. 
Lemma 11 ([42]). The sequence {xk} is bounded.
Proof. Let p0 be the projection of x0 on Fix(T ), p0 = PFix(T )(x0). From xk+1 = PCk∩Qk(x0) it results that ‖xk+1−x0‖ ≤ ‖z−x0‖,∀z ∈ Ck ∩ Qk. Now, because p0 ∈ Fix(T ) ⊂ Ck ∩ Qk, we get
‖xk+1 − x0‖ ≤ ‖z0 − x0‖, (5.9)
and {xk} is bounded. 
Lemma 12 ([42]). ‖xk+1 − xk‖ → 0.
Proof. Since xk+1 = PCk∩Qk(x0), it results that xk+1 ∈ Ck∩Qk ⊂ Qk and xk = PQk(x0) (because 〈xk−z, x0−xk〉 ≥ 0). Therefore‖xk+1 − x0‖ ≥ ‖xk − x0‖ for every k. So that, by Lemma 11 the sequence {‖xk − x0‖} is bounded and nondecreasing and the
limit of ‖xk − x0‖ exists. On the other hand, from xk+1 ∈ Qk, we have 〈xk − xk+1, x0 − xk〉 ≥ 0 and hence
‖xk+1 − xk‖2 = ‖(xk − x0)− (xk+1 − x0)‖2
= ‖xk − x0‖2 − 2〈xk − x0, xk+1 − x0〉 + ‖xk+1 − x0‖2
≤ ‖xk+1 − x0‖2 − ‖xk − x0‖2
for every k. This implies that ‖xk+1 − xk‖ → 0. 
Theorem 13 ([42,17]). Let T : C → C be a k-demicontractive mapping for some 0 ≤ k < 1 and let {xk} be the sequence
generated by the (CQ) algorithm. Assume also that I− T is demiclosed at 0 and that the control sequence tk satisfies tk < 1. Then,
xk converge strongly to PFix(T )(x0).
Proof. Since xk+1 ∈ Ck and using the definitions of yk and Ck, it follows
‖T (xk)− xk‖ = (1/tk)‖yk − xk‖ ≤ (1/tk)(‖yk − xk+1‖ + ‖xk+1 − xk‖)
≤ (2/tk)‖xk+1 − xk‖
for every k. By Lemma 12, we get
‖T (xk)− xk‖ → 0.
Now, since {xk} is bounded, there exists a subsequence {xkj} of {xk} which converges weakly to w0 and because I − T is
demiclosed to 0 it follows that
w0 ∈ Fix(T ). (5.10)
If z0 = PFix(T )(x0), it follows from (5.9), (5.10) and the lower semicontinuity of the norm that
‖x0 − z0‖ ≤ ‖x0 − w0‖ ≤ lim inf
j→∞ ‖x0 − xkj‖ ≤ lim supj→∞ ‖x0 − xkj‖ ≤ ‖x0 − z0‖.
Thus, we obtain limj→∞ ‖xkj − x0‖ = ‖x0 − w0‖ = ‖x0 − z0‖. This imply xkj → w0 = z0 and xk → z0. 
Generalizations and variants of the (CQ) algorithm have been given by some authors. For example, Marino and Xu [17]
considered this algorithm for the strict pseudo-contractions of Browder Petryshyn type. Also, the set Ck from the algorithm
definition is in a certain sense widened by defining Ck = {z ∈ C : ‖yk − z‖2 ≤ ‖xk − z‖2 + (1− tk)(k− tk)‖xk − T (xk)‖2}.
Martinez-Yanes and Xu [43] considered the (CQ) method for an Ishikawa iteration process, so that the algorithm is
x0 = x ∈ C,
yk = tkxk + (1− tk)T (xk),
zk = βkxk + (1− βk)T (xk),
Ck = {z ∈ C : ‖yk − z‖2 ≤ ‖xk − z‖2 + (1− tk)(‖zk‖2 − ‖xk‖2 + 2〈xk − zk, z〉)},
Qk = {z ∈ C : 〈xk − z, x0 − xk〉 ≥ 0},
xk+1 = PCk∩Qk(x0).
The sequences {tk} and {βk} are in (0, 1) and tk ≤ 1− δ for some δ ∈ (0, 1) and βk → 1.
In [44] a variant of the (CQ) algorithm was considered for a family of the Lipschitz demicontractive mappings in the
framework of Hilbert spaces. Note that the condition of demiclosedness of I − T from [17] is replaced with the condition of
Lipschitz continuity.
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Recently, Takahashi, Takeuchi and Kubota [45] introduced a new hybrid method for a family of nonexpansive mappings,
analogous to the (CQ) algorithm. For a single nonexpansive mapping, given the initial guess, x0 ∈ C, take C1 = C and
u1 = Pc1x0, and then the sequence {uk} is defined by{yk = tkuk + (1− tk)T (uk),
Ck+1 = {z ∈ Ck : ‖yk − z‖ ≤ ‖uk − z‖},
uk+1 = PCk+1(x0),
where the control sequence tk is supposed to satisfy the condition 0 ≤ tk ≤ t < 1. It is shown (Theorem 4.1 from [45])
that the sequence {uk} converges strongly to an element of Fix(T ). In [46] more general results are presented for two
asymptotically nonexpansive mappings.
Very recently, Lewicki and Marino [47] extended the cited above result of [45] from the nonexpansive mappings to
a class of mappings which generalizes the class of demicontractive mappings. More precisely, they proved the following
result (Thm. 1.5 from [47]):
Theorem 14. Let H be a Hilbert space. Assume C ⊂ H is a nonempty, closed, convex subset. Let T : C → H be a continuous
map such that there exists c0 ∈ C and k ∈ [0, 1) such that
‖T (x)− c0‖2 ≤ ‖x− c0‖2 + k‖x− T (x)‖2,
for any x ∈ C. Let {ak} ⊂ [0, 1). Take x0 ∈ C and define
x0 ∈ C chosen arbitrary, C0 = C,
yk−1 = ak−1xk−1 + (1− ak−1)T (uk−1),
Ck = {z ∈ Ck−1 : ‖yk−1 − z‖2 ≤ ‖xk−1 − z‖2 + k‖xk−1 − T (xk−1)‖2},
xk = Pf ,Ck(x0).
If f satisfies the assumptions of Lemmas 2.1 and 2.2 (from [47]) then there exists d0 ∈ Fix(T ) such that ‖xk − d0‖ → 0.
It is obvious that, if T is demicontractive in the sense of Definition 2, then for any c ∈ Fix(T ) the condition required in
the above theorem is satisfied.
Remark 15. The practical computation of the sets Ck and Qk, and therefore the next value xk+1 = PCk∩Qk(x0), seems to be a
nontrivial task. The implementation of this method, even for the finite dimensional spaces, should be of interest from the
application point of view. Numerous papers have been currently published on this subject, investigating various aspects of
the (CQ) algorithm (often called the hybrid methods). Nevertheless, there are very few papers (to our knowledge) concerning
the implementation of this method or at least making some comments about the implementation.
5.3. The asymptotically demicontractive mappings
LetH be a real Hilbert space, let C be a closed convex subset ofH and T : C → C . As usual, we assume that Fix(T ) 6= ∅.
Definition 5. A mapping T : C → C is called asymptotically nonexpansive if there exists a sequence ak, ak ≥ 1, such that
lim ak = 1 and
‖T k(x)− T k(y)‖ ≤ ak‖x− y‖,
for each x, y ∈ C and for each integer k ≥ 1.
The class of asymptotically nonexpansive mappings was introduced by Goebel and Kirk [48] in 1972 (see also [49]) and
reconsidered nowadays by many authors.
Definition 6. Amapping T : C → C is called asymptotically demicontractivewith the sequence {ak}, ak ≥ 1, lim ak = 1 and
for some constant k, 0 ≤ k < 1, if
‖T k(x)− x∗‖2 ≤ a2k‖x− x∗‖2 + k‖x− T k(x)‖2,
holds for x ∈ C and x∗ ∈ Fix(T ).
Osilike [50] proved that the condition of asymptotically demicontractivity is equivalent to
〈x− T k(x), x− x∗〉 ≥ 1
2
(1− k)‖x− T k(x)‖2 − 1
2
(ak − 1)‖x− x∗‖2.
Note that in particular, if ak = 1,∀k, then this condition is similar to condition (A).
Schu in the paper [51] considered the following modification of the normal Mann iteration
xk+1 = (1− tk)xk + tkT k(xk). (5.11)
He proved that the sequence {xk} generated by this iteration converges strongly to a fixed point of T , provided that T is
asymptotically nonexpansive.
In the sequel we give a result of Liu Qihou on the Schu iteration (5.11) following the papers [51,52].
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Definition 7. T is said to be uniformly L-lipschtzian if ‖T k(x)− T k(y)‖ ≤ L‖x− y‖, for all k ∈ N and x, y ∈ C .
Lemma 13 ([51]). Let C be a convex subset of H ; T : C → C uniformly L-lipschtzian; ck, tk ∈ [0, 1], k = 0, 1, . . .; ∀x0 ∈ C
define yk = (1 − ck)xk + ckT k(xk) and xk+1 = (1 − tk)xk + tkT k(xk) and set rk = ‖T k(xk) − xk‖, k = 0, 1, . . . . Then
‖xk − T (xk)‖ ≤ rk + rk−1L(1+ 3L+ 2L2) for all k.
Proof. The both sequences {yk} and {xk} are well-defined because x0 ∈ C , T (C) ⊂ C and C is convex. For k ∈ N set dk =
‖T k(yk)− xk‖, ek := ‖yk − xk‖, fk := ‖yk−1 − xk‖, gk := ‖xk+1 − xk‖. We have the following estimates:
ek = ckrk ≤ rk;
dk ≤ ‖xk − T k(xk)‖ + ‖T k(xk)− T k(yk)‖ ≤ rk + Lek ≤ rk(1+ L);
gk = tkdk ≤ rk(1+ L);
fk ≤ ‖yk−1 − xk−1‖ + ‖xk−1 − xk‖ = ek−1 + gk−1 ≤ rk−1(2+ L);
‖xk−1 − T k−1(xk)‖ ≤ ‖xk−1 − T k−1(xk−1)‖ + ‖T k−1(xk−1)− T k−1(xk)‖
≤ rk−1 + Lgk−1 ≤ rk−1(1+ L(1+ L));
‖xk − T k−1(xk)‖ ≤ tk−1‖T k−1(yk−1)− T k−1(xk)‖ + (1− tk−1)‖xk−1 − T k−1(xk)‖ ≤ Lfk + ‖xk−1 − T k−1(xk)‖
≤ Lrk−1(2+ L)+ rk−1(1+ L(1+ L)) = rk−1(1+ 3L+ 2L2).
Finally,
‖xk − T (xk)‖ ≤ ‖xk − T k(xk)‖ + ‖T k(xk)− T (xk)‖
≤ rk + L‖T k−1(xk)− xk‖ ≤ rk + rk−1L(1+ 3L+ 2L2). 
Theorem 15 ([52]). Let C be a closed bounded and convex subset of H and let T : C → C be completely continuous, uniformly
L-lipschtzian and asymptotically demicontractive with the sequence {ak}, ak ∈ [1,∞),∑∞k=0(a2k − 1) < ∞, ε ≤ tk ≤ 1 −
k−ε,∀k ∈ N and some ε > 0. Then, for any x0 ∈ C, the sequence {xk} given by (5.11) converges strongly to some fixed point of T .
Proof. Because T is completely continuous in a closed bounded convex set C of a real Hilbert space, it follows from a well
known existence theorem of Schauder that Fix(T ) 6= ∅. Using (5.11) and Lemma 1, in which we take z = 0, we get for any
x∗ ∈ Fix(T )
‖xk+1 − x∗‖2 = ‖(1− tk)xk + tkT k(xk)− x∗‖2
= ‖(1− tk)(xk − x∗)+ tk(T k(xk)− x∗)‖2
= (1− tk)‖xk − x∗‖2 − tk(1− tk)‖xk − T k(xk)‖2 + tk‖T k(xk)− x∗‖2. (5.12)
Since T is asymptotically demicontractive, that is
‖T k(xk)− x∗‖2 ≤ a2k‖xk − x∗‖2 + k‖xk − T k(xk)‖2 (5.13)
substituting (5.13) into (5.12) gives
‖xk+1 − x∗‖2 ≤ tka2k‖xk − x∗‖2 + tkk‖xk − T k(xk)‖2 + (1− tk)‖xk − x∗‖2 − tk(1− tk)‖xk − T k(xk)‖2
= ‖xk − x∗‖2 + tk(a2k − 1)‖xk − x∗‖2 − tk(1− k− tk)‖xk − T k(xk)‖2. (5.14)
From 0 < ε ≤ tk ≤ 1− k− ε results tk(1− k− tk) ≥ ε2 and from (5.14) we have
‖xk+1 − x∗‖2 ≤ ‖xk − x∗‖2 + tk(a2k − 1)‖xk − x∗‖2 − ε2‖xk − T k(xk)‖2.
Because C is bounded and T : C → C , there exists someM > 0 so that ‖xk − x∗‖2 ≤ M, ∀k ∈ N. We obtain
‖xk+1 − x∗‖2 ≤ ‖xk − x∗‖2 +M(a2k − 1)− ε2‖xk − T k(xk)‖2. (5.15)
Therefore,
ε2‖xk − T k(xk)‖2 ≤ ‖xk − x∗‖2 +M(a2k − 1)− ‖xk+1 − x∗‖2.
By summing over k = 0, . . . , n results
m∑
k=0
ε2‖xk − T k(xk)‖2 ≤ ‖x0 − x∗‖2 − ‖xm+1 − x∗‖2 +
m∑
k=0
M(a2k − 1)
≤ 2M +
m∑
k=0
M(a2k − 1),
for all natural numbersm.
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Now, using
∑∞
k=0(a
2
k − 1) <∞ it follows
∞∑
k=0
ε2‖xk − T k(xk)‖2 <∞,
and we get
lim
k→∞ ‖xk − T
k(xk)‖ = 0.
Because T is uniformly L-lipschitzian, it follows from Lemma 13 that
lim
k→∞ ‖xk − T (xk)‖ = 0. (5.16)
The mapping T is completely continuous and {xk} is a bounded sequence, therefore {T (xk)} contains a convergent
subsequence, say {T (xkj)} and T (xkj)→ q; from (5.16), it follows also that xkj → q and T (q) = q, i.e., q is a fixed point of T .
Let x∗ = q in the inequality (5.15). Since∑∞k=0 ε2‖xk − T k(xk)‖2 <∞ and∑∞k=0M(a2k − 1) <∞, from Corollary 4, we
have limk→∞ ‖xk − q‖ = 0, that is limk→∞ xk = q. 
6. Common fixed points
Let {Ti}Ni=1 be a finite family of self-maps on C and suppose that ∩Ni=1 Fix(Ti) 6= ∅. In [53], Xu and Ori introduced the
following implicit iteration process for finding a point in ∩Ni=1 Fix(Ti):
x1 = α1x0 + (1− α1)T1(x1),
x2 = α2x1 + (1− α2)T2(x2),
...
xN = αnxN−1 + (1− αN)TN(xN),
xN+1 = αN+1xN + (1− αN+1)T1(xN+1),
...
This can be written in a compact form as
xk = αkxk−1 + (1− αk)T[k](xk), [k] = k(mod N). (6.1)
They proved the following theorem
Theorem 16. Let C be a closed convex subset of a Hilbert space H and let {Ti}Ni=1 be N nonexpansive self-maps such that
∩Ni=1 Fix(Ti) 6= ∅. Let {αk} be a sequence in (0, 1) such that limk→∞ αk = 0. Then the sequence {xk} defined implicitly by
(6.1) converges weakly to a common fixed point of the mappings {Ti}Ni=1.
Osilike [54] extended this result from the class of nonexpansive maps to the more general class of strictly pseudocon-
tractive maps. The conditions on the control sequence are identical with those of Theorem 16.
Acedo and Xu [55] introduced an explicit iteration process for finding a point in ∩Ni=1 Fix(Ti) given by the formula
xk+1 = tkxk + (1− tk)T[k](xk), T[k] = Ti, i = k(modN), 0 ≤ i ≤ N − 1.
Using Theorem 16 they proved the weak convergence of the sequence {xk} generated by this process to a fixed point of
∩Ni=1 Fix(Ti). The key point of the proof is the Proposition 2.6, (iv) and (v) from [54], which state that if each Ti, i = 1, . . . ,N
is ki-strict pseudo-contractive, then
∑N
i=1 λiTi is k-strict pseudo-contractive, where {λi} are positive numbers such that∑n
i=1 λi = 1 and k = max{ki}, i = 1, . . . ,N; also
Fix
(
n∑
i=1
λiTi
)
=
N⋂
i=1
Fix(Ti).
Then the Theorem 16 is applied to T =∑Ni=1 λiTi.
Remark 16. The attempt of the extension verbatim from the result of Acedo end Xu to quasi-strictly pseudo-contractive
mappings (that is to demicontractive mappings), meets with difficulties because the map T must have some smoothness
properties. For example, for the application of Theorem7,which is similarwith Theorem16, themap T should be demiclosed
to 0. But this is not true in general. Indeed, let f and g be two real functions with the following shapes: f is continuous and
g has a unique discontinuous point a such that limx→a, x<a g(x) = 0, g(a) = g˜ 6= 0. Suppose also that f (a) = 0. Then both
functions are demicontractive at 0, whereas λf + (1− λ)g , λ 6= 1 do not have this property.
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7. Application to the convex feasibility problem
This problem can be formulated as follows: Let Mi ⊂ H, i = 1, . . . ,m, be a family of the closed convex subsets of a
Hilbert spaceH . Supposing that ∩Mi 6= ∅, the convex feasibility problem is
Find a point of ∩Mi.
Note that this problem has some applications in the image reconstruction, including the computerized tomography (see,
for instance, the comments from [1]), applications which motivates the interest to this problem.
7.1. The projection algorithm
Usually, the convex feasibility problems are solved by the projection algorithms. The geometric idea of the projection
method is to project the current iteration onto a certain set from the intersecting family and to take the next iteration on
the straight line connecting the current iteration and this projection. A weight factor gives the exact position of the next
iteration. Different strategies concerning the selection of the set onto which the current iteration will be projected, will give
particular projection-type algorithms.
If PMi(x) denote the projection of x ontoMi, then the classical projection method is
xk+1 = (1− tk)xk + tkPMα(k)(xk),
where tk is the weight factor, 0 < tk < 2, and the function α : N → {1, . . . ,N} defines the strategy. The usual strategy is
the cyclic covering of the sets of the family, that is α(k) = modN(k)+ 1.
The projection algorithm was used in [28,29] for solving a system of linear inequalities (the authors referred to their
method as a relaxation algorithm). Generalizations for the convex sets in the real n-dimensional spaces were given in [56,57].
Bergman [58] considered the classical projectionmethod for the case ofm intersecting closed convex setsMi in a real Hilbert
space. He showed that, given an arbitrary starting point x0, the sequence generated by the projection algorithm converges
weakly to a point inM = ∩mi=1Mi. A complete and exhaustive study on algorithms for solving the convex feasibility problem,
including comments about their applications and an excellent bibliography, was given in [1].
The projection method is a particular case of the Mann iteration process and its convergence properties are obtained
from the general convergence properties of the Mann iteration.
Consider the following strategy in the projection algorithm. For a given x, let ix be the least index such that
‖x− PMix (x)‖ = maxi ‖x− PMi(x)‖.
Thismeans that the current iteration is projected on one of the remote sets of the family. Define themapping T : H → H by
T (x) = PMix (x). It is clear that x ∈
⋂
Mi if and only if T (x) = x, hence if and only if x is a fixed point of T , that is⋂Mi = Fix(T ).
For any x ∈ H and x∗ ∈ Fix(T ), the following Kolmogorov condition 〈x − PMix (x), PMix (x) − x∗〉 ≥ 0 is satisfied and it is
routine to see that T is demicontractive with k = −1. For the particular case tk = t,∀k, that is Tt = (1− t)I + tT , we get
‖Tt(x)− x∗‖2 ≤ ‖x− x∗‖2 − t(2− t)‖x− T (x)‖2. (7.1)
Therefore, Tt is quasi-nonexpansive. According to Theorem 11, the sequence {xk} given by the generation function Tt
converges strongly to an element of Fix(T ) if and only if d(xk, Fix(T ))→ 0 as k→∞.
On the other hand, it is easy to see that d(xk,Mi)→ 0 for each i. Indeed, from the quasi-nonexpansivity of Tt it follows
that the sequence {‖xk − y‖} is monotone decreasing and bounded, therefore ‖xk − y‖ → δy as k→∞, for each y ∈⋂Mi.
From (7.1) we obtain that
‖xk − T (xk)‖2 ≤ 1t(2− t) (‖xk − y‖
2 − ‖xk+1 − y‖2)
and hence ‖xk−T (xk)‖ → 0 as k→∞. But ‖x−PMi(x)‖ ≤ ‖x−T (x)‖ for each i. Therefore d(xk,Mi) = ‖xk−PMi(xk)‖ → 0
as k→ ∞ and the essential point in the convergence of the projection method is the following property of the family Mi:
For any sequence {xk} such that d(xk,Mi)→ 0 for each i, one has d(xk,∩Mi)→ 0. Note that this property does not hold for
any family (see the example below).
The above question was formulated by Gurin, Polyac and Raic [59] in 1967 in connection with strong convergence of the
projection method. They proved that ifMα ∩ (Int ∩α∈AMα) 6= ∅, whereMα is a certain set of the family, then the family has
the above property for any bounded sequence. In the sequel, we say that such a family has the GPR (Gurin, Polyac and Raic)
property.
Bauschke and Borwein [1] introduced the notion of regularity for a finite family (N-tuple) of the closed convex sets
M1, . . . ,MN with a nonempty intersectionM , by the condition
∀ > 0, ∃δ > 0, ∀x ∈ H
max{d(x,Mi), i = 1, . . . ,N} ≤ δ
⇒ d(x,M) ≤ .
This means that if x is a point close to all sets, then it cannot be too far away to their intersection. It is easy to see that the
GPR property is equivalent with the regularity property.
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Fig. 1. Example showing that the GPR property does not hold in the cases 2 and 3.
7.2. The GPR property
For completeness, we reproduce here the analysis of [60].
The GPR property of a family is in connectionwith the following two characteristics: the emptiness and the boundedness
of the intersection of family. Therefore, the following four cases must be considered:
(1) Int ∩Mi 6= ∅ and ∩Mi is bounded;
(2) Int ∩Mi 6= ∅ and ∩Mi is unbounded;
(3) Int ∩Mi = ∅ and ∩Mi is unbounded;
(4) Int ∩Mi = ∅ and ∩Mi is bounded.
Case 1. For the case of a bounded sequence, a similar result was given in [59].
Lemma 14. Let Ai ⊂ H (i = 1, . . . ,m) be a family of convex sets such that Int ∩Ai is nonempty and bounded and let {xk} be a
sequence of H such that d(xk, Ai)→ 0 as k→∞ for each i. Then d(xk,∩Ai)→ 0, as k→∞.
Proof. We assume that o ∈ Int ∩ Ai. Then there exists a closed ball D(o, r) = {x ∈ H : ‖x‖ ≤ r} ⊂ ∩Ai. Let  be a given real
number, 0 <  < 1, and let ρ be a constant such that ‖x‖ ≤ ρ−1 for all x ∈ ∩Ai, which is possible, because∩Ai is bounded.
Since d(xk, Ai) → 0 as k → ∞, for each index i, there exists a sequence {y(i)k }k∈(N) ⊂ Ai such that ‖y(i)k − xk‖ → 0 as
k→∞. Let
zk =
(
1− ρ

)
(y(i)k − xk), k = 0, 1, . . . . (7.2)
There exists a number ki() such that if k ≥ ki() then ‖y(i)k − xk‖ ≤ r|1− ρ | and so ‖zk‖ ≤ r , that is zk ∈ ∩Ai.
On the other hand, from (7.2) we obtain(
1− 
ρ
)
xk = 
ρ
zk +
(
1− 
ρ
)
y(i)k ,
and for k ≥ ki()we have (1− ρ )xk ∈ Ai, because y(i)k , zk ∈ Ai and Ai are convex.
Now, let k0() = maxi ki(). Then, for k ≥ k0() it follows that (1− ρ )xk ∈ ∩Ai and
d(xk,∩Ai) ≤
∥∥∥∥xk − (1− ρ
)
xk
∥∥∥∥ = ρ − 
∥∥∥∥(1− ρ
)
xk
∥∥∥∥ < ,
which ends the proof. 
Cases 2 and 3. Suppose thatH is the real three-dimensional space, that the family consists only of two sets, A1 and A2;
suppose also that A1 is a cone and that A2 is the half space defined by a secant plane parallel with a generatrix AB of the cone.
The situation is depicted in Fig. 1.
Obviously, A1∩A2 6= ∅ and A1∩A2 is unbounded. Now, let us consider a sequence {xk} in the secant plane, with constant
distances to the intersection parabola between the cone and the plane.Wehave d(xk A2) = 0. By an elementary computation,
the distance between the terms of the sequence and A1, is given by the formula
d(xk, A1) =
√
r2k + d2 + 2d
√
2prk − p2 − rk,
where p, d, rk have the meaning from Fig. 1.
Therefore, d(xk, A1)→ 0, whereas d(xk, A1 ∩ A2) = d > 0.
The case 3 is a particular case of the case 2 in which the secant plane is tangent to the cone along the generatrix AB.
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Fig. 2. The particular case of R2 , F = {A1, A2, A3}, F1 = {A1}, F2 = {A2, A3}.
Case 4.
We need some preliminaries concepts and lemmas concerning the convex sets.
If C is a convex set, the cone hull of C with a vertex x, x ∈ H , x 6∈ C , will be denoted by Cone(x, C), i.e., Cone(x, C) =
{x+ tc | t ≥ 0, c ∈ C}. Let xr denote a half line (ray) with an origin x; a ray xr such that xr ∩ C ⊂ Fr(C) is a boundary ray of
the cone hull. Obviously, any boundary ray belongs to a supporting hyperplane passing through x. If C is a closed convex set,
then, given c ∈ C , there exists tc ≥ 0 such that ‖x+ tcc‖ = mint ‖x+ tc‖. The point Tc ∈ Cone(x, C) given by Tc = x+ tcc
is the proximal point on the ray xr , i.e., it is the nearest point on xc ∩ C to the vertex x. The ‘‘superior part’’ of the cone hull
is defined by
Supcone(x, C) = {x+ tc | 0 ≤ t ≤ tc, c ∈ C}.
LetF = {Ai}i=1,...,m be a family of closed convex sets with the nonempty intersection A = ∩Ai 6= ∅. In the sequel we will
suppose that the following four main conditions will be satisfied:
(M0) Int(Ai) 6= ∅, i = 1, . . . ,m.
(M1) A = ∩Ai is bounded and Int(A) = ∅.
(M2) A belongs to a hyperplane h and dim(A) = dim(h); this means that the interior of A, as a set in the subspace h, is
nonempty, InthA 6= ∅; suppose also that Ai ∩ h = A for each i = 1, . . . ,m. The family F is shared in two subfamilies:
F1 = {Aik}, k = 1, . . . ,m1 containing the sets of {Ai} on the one side of h and F2 = {Aij}, j = 1, . . . ,m2 containing
the sets of {Ai} on the opposite side,m1 +m2 = m.
(M3) There exist two points x1 ∈ ∩Aik and x2 ∈ ∩Aij , in the opposite sides of h such that the both projections of these points
onto h, Ph(x1), Ph(x2), belong to Inth(A); suppose also that any boundary ray x1r of the cone hull Cone(x1, A) and any
boundary ray x2r of the cone hull Cone(x2, A), satisfy x1r ∩ Aij ∈ Fr(A) and x2r ∩ Aik ∈ Fr(A).
Remark 17. The conditions (M0)–(M3) define the particular family of sets for which the GPR property will be analyzed. The
condition (M3) has the following significance: for each k the cone hull Cone(x2, Aik), and for each j the cone hull Cone(x1, Aij),
have the set A as base. In the space R2 the situation is depicted in the Fig. 2.
Remark 18. Based on conditions (M0), (M1) and (M2) the both families F1 and F2 are nonempty.
Remark 19. Any points x′1 ∈ (x1, PA(x1)), and x′2 ∈ (x2, PA(x2)) satisfy the requirements of (M3).
Remark 20. Suppose that in every point of Fr(A) there is a supporting hyperplane of any Aik and of any Aij which does not
coincide with h; then, any two points x1 and x2 sufficiently close to A satisfy the conditions of (M3).
The geometric body Supcone(x, A), where A is a closed convex set and x is a point inH , x 6∈ A, has the following two very
simple properties.
Lemma 15. For any y ∈ Fr(Supcone(x, A)), we have
‖y− PA(y)‖ ≤ ‖x− PA(x)‖.
Proof. Let Txy be the proximal point of the boundary ray xy. Let u be a point defined by u = (1− t)PA(x)+ tTxy, t ∈ (0, 1). As
PA(x) and Txy are in A, it follows that u ∈ A and from a well known Kolmogorov’s criterion concerning the characterization
of the projection map, it obtain 〈y− PA(y), PA(y)− u〉 ≥ 0. On the other hand, by a direct computation, it results
‖y− u‖2 − ‖y− PA(y)‖2 = 2〈y− PA(y), PA(y)− u〉 + ‖PA(y)− u‖2,
and ‖y− PA(y)‖ ≤ ‖y− u‖. Therefore
‖y− PA(y)‖ ≤ ‖y− u‖ ≤ (1− t)‖x− PA(x)‖ ≤ ‖x− PA(x)‖. 
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Lemma 16. Let A be a closed convex set contained in a hyperplane h, Inth(A) 6= ∅ and let x be a point such that PA(x) ∈ Inth(A).
Let also z be some point inH , z 6∈ Supcone(x, A) and let y = PSupcone(x,A)(z). Then
d(z, A) ≤ ‖z − y‖ + ‖x− PA(x)‖.
Proof. Let Txy be the proximal point on the ray xy (in this case, Txy is the unique point from xy ∩ Fr(AQ )). Obviously,
PA(y) ∈ (PA(x), Txy) and PA(y) ∈ Inth(A). Therefore, d(z, A) ≤ d(z, PA(y)) ≤ ‖z − y‖ + ‖y − PA(y)‖ and the desired
inequality results from Lemma 15. 
Theorem 17. Let F be a family satisfying the conditions (M0)–(M3). Then F has the GPR property.
Proof. Consider the following enlargement of each set of F :
Aei =
{
Ai ∪ Supcone(x1, A), for Ai ∈ F1,
Ai ∪ Supcone(x2, A), for Ai ∈ F2.
The new family F e has the properties: Int ∩ Aei 6= ∅ and ∩Aei is bounded. The both properties follow from ∩Aei =
Supcone(x1, A) ∪ Supcone(x2, A).
Therefore, from Lemma 14 the family F e has the GPR property.
Let now {xk} be a sequence such that d(xk, Ai) → 0, k → ∞ for each i = 1, . . . ,m. Because Aei ⊃ Ai it follows that
d(xk, Aei )→ 0, k→∞ for each i = 1, . . . ,m, and d(xk,∩Aei )→ 0, k→∞. Let ε be a positive number; using Remark 3 it
can be supposed that ‖x1 − PA(x1)‖ ≤ ε/2 and ‖x2 − PA(x2)‖ ≤ ε/2. Then, because ∩Aei = Supcone(x1A) ∪ Supcone(x2, A),
there exists k0 such that k ≥ k0 implies that d(xk, Supcone(x1, A)) ≤ ε/2 and d(xk, Supcone(x2, A)) ≤ ε/2. From Lemma 16
finally we obtain d(xk, A) ≤ ε. 
Final remarks
The conditions (M0)–(M3) are very strong; they can be weakened to a great extent. However, we choose to consider this
very particular case because: first, our goal was to show that the interior condition is not necessary and second, we have in
view the simplicity of the proof.
For example, the conditions (M0)–(M3) can be replaced with:
(M0) Int(Ai) 6= ∅, i = 1, . . . ,m.
(M1) A = ∩Ai is bounded and Int(A) = ∅.
(M2) A belongs to a hyperplane h and dim(A) = dim(h); letKi denote the intersection between Ai and h and assume that
Ki are bounded.
(M3) For each Ai there exists xi ∈ H , xi 6∈ Ai such that PAi(xi) ∈ Inth(Ki) and any boundary ray xir of cone(xi, Ai) satisfies
xir ∩ Ai ⊂ Fr(Ki).
The enlargement of F is given by
Aei =
{
Ai ∪ Supcone(x1, Ai), for Ai ∈ F1,
Ai ∪ Supcone(x2, Ai), for Ai ∈ F2.
The Theorem 17 remains valid but the proof is, to some extent, more sophisticated. For example, the boundedness of∩Aei
can be proved in the following way. Let Ci = Supcone(x, Ai), where x = x1 if Ai ∈ F1 and x = x2 if Ai ∈ F2. We have
∩Aei =
⋂
i=1,...,m
(Ai ∪ Ci) =
2m⋃
p=1
αp,
where αp = βp1 ∩ · · · ∩ βpm, βpj ∈ {A1, . . . , Am; C1, . . . , Cm}. Every term αp contains C im sets from {A1, . . . , Am} and Cm−im sets
from {C1, . . . , Cm}. There is only one term composed of Ai, namely, A1 ∩ · · · ∩Am which is bounded; any other term contains
at least one term from {C1, . . . , Cm} and so any other term is also bounded. It results in the boundedness of ∩Ai.
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