Abstract. We introduce operators hare and tortoise, which act on words as natural generalizations of West's stack-sorting map. We show that the heuristically slower algorithm tortoise can sort words arbitrarily faster than its counterpart hare. We then generalize the combinatorial objects known as valid hook configurations in order to find a method for computing the number of preimages of any word under these two operators. We relate the question of determining which words are sortable by hare and tortoise to more classical problems in pattern avoidance, and we derive a recurrence for the number of words with a fixed number of copies of each letter (permutations of a multiset) that are sortable by each map. We conclude with several open problems and conjectures. In particular, our investigation of tortoise-sortable words leads us to conjecture that there are 1 n+1 ( +1)n n -uniform (normalized) words of length n that avoid the patterns 231 and 221; we prove this conjecture in the case = 2.
1. Introduction 1.1. Background. Throughout this paper, the term word refers to a finite string of letters taken from the alphabet N of positive integers. Given a word p = p 1 · · · p k , we say a word w = w 1 · · · w n contains the pattern p is there are indices i 1 < · · · < i k such that w i 1 · · · w i k has the same relative order as p. Otherwise, we say w avoids p. For example, 3422155 contains the pattern 211 because the letters 322 have the same relative order in w as 211. On the other hand, 3422155 avoids the pattern 4321.
A permutation is a word in which no letter appears more than once; it is in the context of permutations that pattern avoidance has received the most attention. Let S n denote the set of permutations whose letters are the elements of the set {1, . . . , n}. The study of pattern avoidance in permutations originated in Knuth's monograph The Art of Computer Programming [22] . Knuth defined a sorting algorithm that makes use of a vertical stack, and he showed that this algorithm sorts a permutation into increasing order if and only if it avoids the pattern 231. In his 1990 Ph.D. thesis, West [25] introduced a deterministic variant of Knuth's algorithm, which we call the stack-sorting map and denote by s. This map operates as follows.
Place the input permutation on the right side of a vertical "stack." At each point in time, if the stack is empty or the leftmost entry on the right side of the stack is smaller than the entry at the top of the stack, push that leftmost entry into the stack. If there is no entry on the right of the stack or if the leftmost entry on the right side of the stack is larger than the entry on the top of the stack, pop the top entry out of the stack and add it to the end of the growing output permutation to the left of the stack. Let s(π) denote the output permutation that is obtained by sending π through the stack. If π is a permutation with largest entry n, we can write π = LnR, where L (respectively, R) is the (possibly empty) substring of π to the left (respectively, right) of the entry n. West observed that the stack-sorting map can be defined recursively by s(π) = s(L)s(R)n. It is also possible to define the map s in terms of tree traversals of decreasing binary plane trees; we will revisit this idea in Section 3.
We do not attempt to give a comprehensive treatment of the extensive literature concerning the stack-sorting map s. Instead, we provide the background that is immediately relevant to our investigations and refer the interested reader to [5, 6, 13, 14] (and the references therein) for further information.
A permutation π ∈ S n is called t-stack-sortable if s t (π) = 123 · · · n, where s t denotes the composition of s with itself t times. A 1-stack-sortable permutation is simply called sortable. It follows from Knuth's work that a permutation is sortable if and only if it avoids the pattern 231. According to the well-known enumeration of 231-avoiding permutations, there are C n sortable permutations in S n , where C n = 1 n+1 2n n is the n-th Catalan number. West [25] conjectured that there are exactly 2 (n + 1)(2n + 1) 3n n 2-stack-sortable permutations in S n , and Zeilberger [26] later proved this fact.
Much of the study of the stack-sorting map can be phrased in terms of preimages of permutations under s. In fact, the study of stack-sorting preimages of permutations dates back to West [25] , who called |s −1 (π)| the fertility of the permutation π and computed this fertility for some specific types of permutations. Bousquet-Mélou [7] later studied permutations with positive fertilities, which she called sorted permutations. In doing so, she asked for a method for computing the fertility of any given permutation. The first author achieved this in much greater generality in [12] and [13] by developing a theory of new combinatorial objects called valid hook configurations. The authors of [15] have used valid hook configurations to find connections among permutations with fertility 1, certain weighted set partitions, and cumulants arising in free probability theory. The first author has investigated which numbers arise as the fertilities of permutations [11] . In studying preimages of permutation classes under the stack-sorting map, he has also obtained several enumerative results that link the stack-sorting map with well-studied sequences [14] .
Several authors have extended the well-studied area of pattern avoidance in permutations to pattern avoidance in words [1, 2, 8, 9, 21, 23] . One motivation for this line of inquiry comes from the study of sorting algorithms defined on words [1, 2] . The first order of business in this article is to extend West's stack-sorting map s so that it can operate on words. There is one point of ambiguity in how one defines this extension: should a letter be allowed to sit on top of a copy of itself in the stack? If, for instance, we send the word 221 through the stack, we want to know if the second 2 forces the first 2 to pop out of the stack. Depending on which convention is used, the output permutation could either be 122 or 212; we avoid this potential issue by considering both variations. With this background in mind, we offer the following recursive definitions of the functions hare and tortoise from the set of all words to itself. Definition 1.1. First, let hare(ε) = tortoise(ε) = ε, where ε is the empty word. Now, suppose w is a nonempty word with largest letter n. If the letter n appears k times in w, then we can uniquely write w = A 1 nA 2 n · · · nA k+1 , where the letters in the (possibly empty) words A i are all at most n − 1. We now define
where there are exactly k copies of the letter n at the end of the word hare(w).
The map hare operates by sending a word through the stack with the convention that a letter can sit on top of a copy of itself in the stack. On the other hand, tortoise operates by sending a word through the stack with the convention that a letter cannot sit on top of a copy of itself. The main purposes of this article are to compare the functions hare and tortoise and to show how many of the properties of West's stack-sorting map s extend to this new setting. In particular, we develop a method for computing the number of preimages of a given word under each map.
1.2. Notation. We require the following notation in order to state our main results.
• Let W denote the set of all words of finite length over the alphabet N. This set is a monoid with concatenation as its binary operation. As such, A 1 · · · A k denotes the concatenation of the words A 1 , . . . , A k . We will often speak of a word w = w 1 · · · w m ; unless otherwise stated, w 1 , . . . , w m are assumed to be the letters of the word w (so w has length m).
• Given a tuple c = (c 1 , . . . , c n ) of nonnegative integers, let W c be the set of all words with exactly c i i's for each 1 ≤ i ≤ n. One can think of W c as the set of permutations of the multiset {1 c 1 , 2 c 2 , . . . , m cm }.
• Let Id c be the unique word in W c whose letters are nondecreasing from left to right. By abuse of terminology, we call Id c the identity word in W c . We will omit the subscript when it is obvious from context. • We call a word normalized if it is an element of W c for some vector c = (c 1 , . . . , c n ) in which each c i is strictly positive. For example, 31341 is not normalized because it does not contain the letter 2.
• Let hare k denote the map hare composed with itself k times, and define tortoise k similarly. Given a word w ∈ W c , let w fast be the smallest nonnegative integer k such that fast k (w) = Id c . Similarly, let w slow be the smallest nonnegative integer k such that slow k (w) = Id c . In particular, put ε hare = ε tortoise = 0. These values measure how "far" w is from the identity word under our generalized stack-sorting maps.
• A composition of a positive integer m is a tuple of positive integers that sum to m.
1.3.
Outline of the Paper. The operators hare and tortoise get their names from the heuristic idea that iteratively applying the map hare to a word should produce an identity word at least as fast as iteratively applying tortoise does. More formally, it seems reasonable to expect that w hare ≤ w tortoise for every word w. For example, 2221 hare = 1 < 3 = 2221 tortoise . However, in some special cases, we find the fable had it right: slow and steady wins the race! That is, there exist words w for which w hare > w tortoise . In Section 2, we will construct a word η n of length 2n + 1 such that η n hare = 2n − 2 and η n tortoise = n for each positive integer n. In the same section, we show how to rewrite these maps in terms of West's stack-sorting map s and also analyze the worst-case-scenario sorting for each map.
In Section 3, we describe the aforementioned connection between s and tree traversals of decreasing binary plane trees. We then explain the analogous connection for the maps hare and tortoise. Answering a question raised in [15] , we generalize valid hook configurations to words, and we use these objects to show how to calculate the number of preimages of a word under the maps hare and tortoise. This vastly generalizes the work on computing fertilities of permutations undertaken by West [25] and the first author [12, 13] .
In Section 4, we utilize the ideas developed in Section 3 to study what we call hare-fertility numbers and tortoise-fertility numbers. Specifically, we show that for every nonnegative integer f , there exists a word w such that | hare −1 (w)| = | tortoise −1 (w)| = f . As demonstrated in [11] , this result is false if we require our words to be permutations.
In Section 5, we show that a word w ∈ W c satisfies hare(w) = Id c if and only if it avoids the pattern 231 and satisfies tortoise(w) = Id c if and only if it avoids the patterns 231 and 221. We discuss known results concerning words that avoid the pattern 231 and present new enumerative results concerning words that avoid the patterns 231 and 221. Specifically, we provide a recurrence for N (c 1 , . . . , c n ), the number of words in W (c 1 ,...,cn) that avoid 231 and 221. We also prove that
where the tuples (2, 2, . . . , 2) and (1, 2, 2, . . . , 2) are both of length n.
In Section 6, we list several open problems and conjectures. In particular, we conjecture that
where the tuple ( , , . . . , ) has length n.
The Tortoise and the Hare
We begin this section by recasting hare and tortoise explicitly in terms of the action of West's stack-sorting map s. Given a vector c = (c 1 , . . . , c n ) of nonnegative integers, define the maps φ asc c , φ des c : W c → S c 1 +···+cn (recall that S m is the set of permutations of {1, . . . , m}) as follows. For each 1 ≤ i ≤ n, let p i = c 1 + · · · + c i−1 . To obtain φ asc c (w) from w, we replace the i's by the integers p i + 1, p i + 2, . . . , p i + c i in ascending order for each i. To obtain φ des c (w), we replace the i's by the integers p i + 1, p i + 2, . . . , p i + c i in descending order for each i. Note that even though these maps are not surjective if any c i > 1, they are always injective. We define the map ψ c : S c 1 +···+cn → W c as follows. To obtain ψ c (π) from π, we replace all of the digits p i + 1,
are both the identity map (restricted to the correct subset of S c 1 +···+cn ). Consequently, ψ c is a left inverse for both φ asc c and φ des c .
As an example, φ asc (2,2,3) (3313221) = 5617342 and φ des (2,2,3) (3313221) = 7625431. We emphasize that ψ c depends strongly on c. For example, ψ (2,2,3) (5617342) = 3313221 as expected, whereas ψ (2,3,2) (5617342) = 2313221 and ψ (6,1) (5617342) = 1112111. The following lemma reduces the computation of hare and tortoise to computations involving s. Moreover, for every positive integer k, we have
Proof. Fix a word w ∈ W c . For the first statement, consider the permutation φ des c (w). We may associate each entry of φ des c (w) with the letter that appears in the corresponding position in w. If we keep track of the positions of individual entries and letters when we apply s to φ des c (w) and hare to w, we see that the corresponding entries and letters enter the stack and pop out of the stack identically. Hence, when we apply ψ c to s(φ des c (w)), each entry is taken to the correct letter value in hare(w). This shows that hare(w) = (ψ c • s • φ des c )(w). The same argument shows that
For the second statement, it suffices to note that s maps Im(φ asc c ) into itself. 1 This follows from the simple observation that if a < b and a appears before b in a permutation π, then a appears before b in s(π).
The maps hare and tortoise do in fact "sort" words in the sense that iterative applications of either map to any word will eventually reach an identity word, which is a fixed point. A natural question is how many iterations it takes to reach this fixed point. Recall that · hare and · tortoise measure this "distance" from the identity. In each W c , this metric equals 0 for only the identity word, and it equals 1 for the nonidentity words that are completely sorted in a single go.
Intuitively, hare should be the more efficient sorting algorithm because a later occurrence of a large letter value does not cause the previous occurrences to pop out of the stack prematurely. It is easy to show that worst-case-scenario sorting with hare is much more efficient than worst-casescenario sorting with tortoise. For instance, if w is a word with largest letter n, then all of the n's are at the very end of hare(w), whereas only one n is guaranteed to be at the end of tortoise(w). In fact, this "rate of progress" is the worst-case scenario for each map; this is a natural way in which hare is faster than tortoise. w hare ≤ n − 1 and w tortoise ≤ c 2 + c 3 + · · · + c n . Moreover, equality is achieved in both cases by the word ρ ∈ W c that is obtained from Id c by moving all of the 1's to the end of the word.
Proof. Fix some w ∈ W c . For the sake of clarity, let i c i denote the word formed by concatenating the letter i with itself c i times. It is clear that n cn appears at the very end of hare(w). By induction, we see that for every 1 ≤ k ≤ n − 1, the word hare k (w) ends with the string
In particular, hare n−1 (w) = Id c , which establishes the first inequality. In much the same way, we know that tortoise k (w) ends with the k largest letters in increasing order. This implies that tortoise c 2 +c 3 +···+cn (w) = Id c and establishes the second inequality.
We now prove the second part of the lemma. By definition, ρ = 2 c 2 3 c 3 · · · n cn 1 c 1 . Induction on k shows that hare
Hence, ρ hare = n − 1. Similarly, each iterative application of tortoise to ρ moves the letter directly to the left of the 1's to the position directly to the right of the 1's (which stay together). Hence,
In light of the previous lemma, one would naïvely expect hare to sort all words faster than tortoise, i.e., w hare ≤ w tortoise . However, this turns out not always to happen: even though hare seems to make more progress in the first few iterations, sometimes tortoise catches up and reaches the identity first! For example, we have 
has length 2n + 1 and satisfies η n hare = 2n − 2 and η n tortoise = n.
Proof. The proof of the theorem amounts to observing what happens to η n under repeated applications of hare and tortoise. One could write out these calculations for general n, but we fear that doing so would only obfuscate the computations with a sea of ellipses (· · · ). Instead, we show the calculations for the case n = 5; the general case is completely analogous.
We have η 5 = 3 5 7 10 10 2 4 6 8 9 1. Now, Say a word w is exceptional if w hare > w tortoise . Let E m be the set of exceptional normalized words of length m. It turns out that E m = ∅ when m ≤ 6. We have used a computer to find that
The sets E 8 and E 9 have 172 and 5001 elements, respectively. Furthermore, we have checked that each element of E 8 contains one of the words in E 7 as a pattern. We have also found that there are 72 words w of length 9 (but no shorter words) that satisfy w hare = w tortoise + 2. These observations lead to a host of questions concerning exceptional words, many of which we list in Section 6.
Trees and Valid Hook Configurations
Given a set X of positive integers, a decreasing plane tree on X is a rooted plane tree in which the vertices are labeled with the elements of X (where each label is used exactly once) such that each nonroot vertex has a label that is strictly smaller than the label of its parent. A binary plane tree either is empty or consists of a root vertex along with an ordered pair of subtrees (the left and right subtrees) that are themselves binary plane trees. Note that if a vertex in a binary plane tree has a single child, we make a distinction between whether the child is a left child or a right child. Figure 2 shows two different decreasing binary plane trees on {1, 2, . . . , 7}. We can use a tree traversal to read the labels of a decreasing binary plane tree. One tree traversal, called the in-order reading (sometimes called the symmetric order reading), is obtained by reading the left subtree of the root in in-order, then reading the label of the root, and finally reading the right subtree of the root in in-order. Let S(τ ) denote the in-order reading of a decreasing binary plane tree τ . It turns out that S gives a bijection from the set of decreasing binary plane trees on a set X to the set of permutations of X [24] . Under this bijection, the tree on the left in Figure 2 corresponds to the permutation 4276153, and the tree on the right corresponds to the permutation 2476153.
Another tree traversal, called the postorder reading, is defined for arbitrary decreasing plane trees. We read a decreasing plane tree in postorder by reading the subtrees of the root from left to right (each in postorder) and then reading the label of the root. For example, both trees in Figure  2 have postorder 2413567. Let P (τ ) denote the postorder reading of a decreasing plane tree τ . The fundamental result [5, Corollary 8.22 ] that links West's stack-sorting map to decreasing binary plane trees is the fact that
In other words, if we are given a permutation π, then s(π) is the postorder reading of the unique decreasing binary plane tree whose in-order reading is π.
We can generalize the notion of a decreasing plane tree to that of a weakly decreasing plane tree. If X is a multiset of positive integers, then a weakly decreasing plane tree on X is a rooted plane tree labeled with the elements of X (where each label appears exactly as many times as it appears in X ) such that each nonroot vertex has a label that is at most as large as the label of its parent. The definitions of in-order and postorder readings extend in the obvious ways to weakly decreasing binary plane trees. As before, let S(τ ) and P (τ ) denote the in-order and postorder readings, respectively, of a weakly decreasing (binary) plane tree τ . Let L be the set of weakly decreasing binary plane trees in which a vertex and its right child cannot have the same label (i.e., whenever a vertex has the same label as its parent, it must be a left child). Similarly, let R be the set of weakly decreasing binary plane trees in which a vertex cannot have the same label as its left child.
The bijection between permutations and decreasing binary plane trees extends to the context of words. More precisely, the in-order reading S provides a bijection from L to the set W of all words (that is, the set of finite words over N). Similarly, S provides a bijection from R to W. To be completely formal, we write S L : L → W and S R : R → W for these bijections. The inverse maps S −1 R and S −1 L are defined recursively as follows. Given a word w, we can write w = AnB, where n is the largest letter in w and A does not contain the letter n (so that all copies of the letter n in w appear in the subword nB). We then let S −1 R (w) be the tree in which the root vertex has label n and in which the left and right subtrees of the root are S −1 R (A) and S −1 R (B), respectively. Similarly, we can write w = CnD, where n is the largest letter in w and D does not contain the letter n (so that all copies of the letter n in w appear in the subword Cn). The motivation for defining the sets L and R comes from the following lemma.
Lemma 3.1. The maps hare and tortoise satisfy
Proof. This is immediate from the definitions of S For the purpose of drawing the hooks in the right image clearly, we have allowed one of the hooks to pass above the point (4, 3) . This is simply to avoid confusion.
As mentioned in the introduction, much of the theory of the stack-sorting map s can be phrased in terms of preimages of permutations. Lemma 3.1 provides a link between weakly decreasing binary plane trees and the maps hare and tortoise; it is this link that allows us to study preimages of permutations under hare and tortoise. Because S R : R → W is a bijection, it follows from Lemma 3.1 that | hare −1 (w)| is the number of trees in R with postorder w. Similarly, | tortoise −1 (w)| is the number of trees in L with postorder w.
In [12] , the first author introduced new combinatorial objects called "valid hook configurations." He showed how to use these objects to compute the number of decreasing plane trees of a prescribed type with a given postorder. Applying this concept to the specific case of decreasing binary plane trees, one obtains a method for computing the fertility |s −1 (π)| of a permutation π. In fact, one can even count the elements of s −1 (π) according to their number of descents and number of valleys.
In the rest of this section, we discuss how to define valid hook configurations for words. Following [12] , one could develop a general method for counting weakly decreasing plane trees of a prescribed type with a given postorder. For example, the "decreasing N-trees" discussed in that article generalize naturally to "weakly decreasing N-trees", and the method for counting decreasing N-trees with a given postorder extends to the setting of weakly decreasing N-trees with very little difficulty. Because our interest lies with the stack-sorting maps hare and tortoise, we will not concern ourselves with very general types of trees. Instead, we will focus on counting trees in L and R with a given postorder reading. It turns out that this problem is more difficult (and hence more interesting) than the problem of counting weakly decreasing N-trees. Indeed, we will see that we must place additional conditions on our valid hook configurations in order to ensure that we count trees in either L or R.
The plot of a word w = w 1 · · · w m is the graph depicting the point (i, w i ) for all i ∈ {1, . . . , m}. For example, the left image in Figure 4 shows the plot of the word 21133. A hook of w is drawn by selecting two points (i, w i ) and (j, w j ) with i < j and w i ≤ w j . We draw a vertical line segment from (i, w i ) to (i, w j ) and then connect it to a horizontal line segment from (i, w j ) to (j, w j ). The points (i, w i ) and (j, w j ) are respectively called the southwest endpoint and the northeast endpoint of the hook. The right image in Figure 4 shows two hooks drawn on the plot of 21133. One hook has southwest endpoint (1, 2) and northeast endpoint (5, 3) . The other has southwest endpoint (4, 3) and northeast endpoint (5, 3).
Consider a word w = w 1 · · · w m . For our purposes, it is most convenient to define a descent of w to be an index d ∈ {1, . . . , m − 1} such that w d ≥ w d+1 . If d is a descent of w, we call the point (d, w d ) a descent top of w. Let H be a hook of w with southwest endpoint (i, w i ) and northeast endpoint (j, w j ). We say H is a descent hook if i is a descent of w. We say H is horizontal if w i = w j , and we say H is small if j = i + 1. For example, both of the hooks shown in the right image of Figure 4 are descent hooks. The hook in that figure with southwest endpoint (4, 3) and Let (H 1 , . . . , H k ) be a tuple of hooks of the word w = w 1 · · · w m . Let (i u , w iu ) and (j u , w ju ) denote the southwest and northeast endpoints, respectively, of the hook H u . We say the tuple (H 1 , . . . , H k ) is a valid hook configuration of w if it satisfies the following properties:
1. We have i 1 < · · · < i k . 2. Each descent top of w is the southwest endpoint of a hook. 3. If (j, w j ) is the northeast endpoint of any hook, then (j, w j ) is both the northeast endpoint of a descent hook and the northeast endpoint of a small hook (where these hooks could be the same). 4. For all u, v ∈ {1, . . . , k}, either the intervals (i u , j u ) and (i v , j v ) are disjoint or one is contained in the other.
These four conditions have some immediate consequences for a valid hook configuration (H 1 , . . . , H k ) of a word w; they are worth keeping in mind if one wishes to work with valid hook configurations. The first consequence, which is immediate from condition 1, is that a point in the plot of w can be the southwest endpoint of at most one hook. The second consequence, which follows from conditions 2 and 4, is that a hook cannot pass strictly below a point (a, w a ) in the plot of w. The third consequence, which also follows from condition 4, is that two hooks cannot intersect each other perpendicularly except at a common endpoint. By this, we mean that the vertical part of a hook cannot intersect the horizontal part of a different hook unless the intersection occurs at a point that is a common endpoint of the two hooks. Figure 5 shows three examples of these forbidden situations. Figure 6 depicts a valid hook configuration of the word 211232124567.
A valid hook configuration of a word w induces a coloring of the plot of w. To color the plot, first draw a "sky" over the entire diagram and color the sky blue. Assign arbitrary distinct colors other than blue to the hooks in the valid hook configuration. Roughly speaking, each point should "look up" and receive the color that it sees. If a point does not see any hooks, then it sees the sky and receives the color blue. More formally, suppose we wish to color a point (i, w i ). Consider the set of all hooks that either lie above (i, w i ) or have northeast endpoint (i, w i ). If this set is empty, color the point (i, w i ) blue. Otherwise, choose the hook from this set that has the rightmost southwest endpoint, and give (i, w i ) the color of that hook. Note that we make the convention that the endpoints of a hook do not lie below that hook. Figure 7 shows the coloring of the plot of 211232124567 induced by the valid hook configuration in Figure 6 . Note that the points (1, 2), (5, 3), and (12, 7) are blue because they do not lie below any hooks and are not northeast endpoints of any hooks.
Remark 3.1. It is straightforward to check that a northeast endpoint of a hook cannot receive the same color as any other point.
We have shown that each valid hook configuration H = (H 1 , . . . , H k ) of a word w = w 1 · · · w m induces a coloring of the plot of w. From this coloring, we obtain an integer composition q H = (q 0 , . . . , q k ) of m. For each i > 0, we simply define q i to be the number of points that are given the same color as the hook H i . We also let q 0 be the number of blue points in the induced coloring (i.e., the number of points that see the sky when they look up). We say the valid hook configuration H induces the composition q H . A valid composition of w is a composition that is induced by a valid hook configuration of w.
As mentioned above, we are going to restrict our attention to counting trees in the sets L and R. In order to do so, we must place additional constraints on the valid hook configurations we allow. For example, we will see later that the hooks in a valid hook configuration of a word w become edges in the trees with postorder w. Since the trees in L and R are binary, it is natural to define a binary valid hook configuration of a word w to be a valid hook configuration of w in which each northeast endpoint of a hook is the northeast endpoint of at most two hooks. For example, the valid hook configuration in Figure 6 is binary. Let H R (w) denote the set of binary valid hook configurations of a word w in which every horizontal hook is small. Let H L (w) denote the set of all binary valid hook configurations of w in which no small horizontal hook has the same northeast endpoint as another hook.
We can finally state our main theorem connecting valid hook configurations with the problem of determining | hare −1 (w)| and | tortoise −1 (w)|. Let C n = 1 n+1 2n n denote the n th Catalan number.
Given an integer composition q = (q 0 , . . . , q k ), let
Recall that q H denotes the composition induced by the valid hook configuration H . Theorem 3.2. For every word w, we have
The proof of Theorem 3.2 requires the following simple yet important lemma. Informally, this lemma states that the points in each color class induced by a valid hook configuration are strictly increasing in height from left to right. Lemma 3.3. Let H be a valid hook configuration of a word w = w 1 · · · w m . Suppose the points (i, w i ) and (j, w j ) are given the same color in the coloring of the plot of w induced by H . If i < j, then w i < w j .
Proof. Assume instead that i < j and w i ≥ w j . Let i be the largest integer satisfying i < j and w i ≥ w j . The point (i , w i ) must be a descent top of w, so condition 2 in the definition of a valid hook configuration tells us that there is a hook H in H whose southwest endpoint is (i , w i ). The northeast endpoint of H must either lie to the right of (j, w j ) or be equal to (j, w j ). The point (j, w j ) must be given the same color as either H or a hook whose southwest endpoint is to the right of (i , w i ). The point (i, w i ) cannot be given this color, which contradicts our hypothesis.
Let H = (H 1 , . . . , H k ) be a valid hook configuration of a word w = w 1 · · · w m . Let Q r (H ) denote the set of points that are given the same color as the hook H r in the coloring induced by H . Also, let Q 0 (H ) denote the set of blue points. For each r ∈ {0, . . . , k}, Lemma 3.3 guarantees that the heights of the points in Q r (H ) are distinct (since they are strictly increasing from left to right). Therefore, it is natural to define X r (H ) to be this set of heights. In symbols, we have X r (H ) = {w j : (j, w j ) ∈ Q r (H )}.
For example, suppose H is the valid hook configuration of 21123214567 shown in Figure 6 . Referring to the induced coloring shown in Figure 7 , we find that
The Catalan numbers appear in Theorem 3.2 because C n is the number of (unlabeled) binary plane trees with n nodes. Equivalently, if X is a set of positive integers with |X| = n, then C n is the number of decreasing binary plane trees on X whose postorder readings are in increasing order (since there is a unique way to add labels to each unlabeled binary plane tree so that its postorder is increasing). If H = (H 1 , . . . , H k ) is a valid hook configuration that induces the valid composition q H = (q 0 , . . . , q k ), then q r = |Q r (H )| = |X r (H )|. We say that a tuple T = (T 0 , . . . , T k ) spawns from H if, for each r ∈ {0, . . . , k}, T r is a decreasing binary plane tree on X r (H ) whose postorder reading is in increasing order. There are exactly C q H tuples that spawn from H . 2 We are finally equipped to prove Theorem 3.2.
Proof of Theorem 3.2. Fix a word w. The proof that | hare −1 (w)| = H ∈H R (w) C q H consists of three steps. The first step is the description of an algorithm that produces a tree in R from a pair (H , T ), where H ∈ H R (w) and T is a tuple that spawns from H . The second step is a demonstration that each tree produced from this algorithm in fact has postorder w. The third step is a demonstration that every tree in R with postorder w arises in a unique way from this algorithm. The second and third steps are virtually identical to the proofs of Proposition 3.1 and Theorem 3.1 in [12] , so we will omit them here. To show that | tortoise
we will describe a slightly different algorithm that produces a tree in L from a pair (H , T ), where H ∈ H L (w) and T is a tuple that spawns from H . As before, we will not go through the details of proving that this algorithm produces a tree with postorder w and that every tree in L with postorder w arises uniquely in this fashion.
For the first algorithm, suppose we are given a word w = w 1 · · · w m and a pair (H , T ) such that H = (H 1 , . . . , H k ) ∈ H R (w) and T = (T 0 , . . . , T k ) is a tuple that spawns from H . We will construct a sequence of trees τ m , τ m−1 , . . . , τ 1 (in this order), and the tree τ 1 will be the output of the algorithm. The tree τ m consists of a single root vertex with label w m . At each step, we produce τ by adding a leaf vertex y with label w to the tree τ +1 . There are two cases to consider when describing how to attach y to τ +1 .
Case 1: Suppose ( , w ) is the southwest endpoint of a hook H t . Note that H t is the only hook with southwest endpoint ( , w ). Let (j, w j ) be the northeast endpoint of H t . If y j has no children in τ +1 , make y a right child of y j . If y j already has a right child in τ +1 , make y a left child of y j .
Case 2: Suppose ( , w ) is not the southwest endpoint of any hook in H . Let u be the largest element of {1, . . . , } such that (u, w u ) is given the same color as ( + 1, w +1 ) in the coloring induced by H . In other words, if r is the unique integer such that ( + 1, w +1 ) ∈ Q r (H ), then u is the largest element of {1, . . . , } such that (u, w u ) ∈ Q r (H ). One can show that u exists. 3 Furthermore, Lemma 3.3 tells us that w u < w +1 . This implies that w u is not the largest element of X r (H ), so it has a parent in the tree T r . Let (v, w v ) ∈ Q r (H ) be the point such that w v is the parent of w u in T r . We know that w u < w v because T r is a decreasing binary plane tree on X r (H ). Lemma 3.3 guarantees that u < v, so our choice of u forces v ≥ + 1. This means that y v is a vertex in τ +1 . If y v has no children in τ +1 , make y a right child of y v . If y v already has a right child in τ +1 , make y a left child of y v .
Case 1 is really telling us that, roughly speaking, the hooks in H turn into some (but not all) of the edges in our tree. We now wish to show that the tree τ 1 that we produce at the end of the algorithm is actually a weakly decreasing plane tree. If ( , w ) is the southwest endpoint of a hook, then it is clear from the definition of a hook that y is attached as a child of a vertex whose label is greater than or equal to w . Suppose ( , w ) is not the southwest endpoint of a hook. Let u and v be as in the description of Case 2 above. We need to show that w ≤ w v ; we will actually show the stronger statement that w < w v . Indeed, if w ≥ w v , then we can let be the largest integer such that < v and w ≥ w v . As in the proof of Lemma 3.3, ( , w ) must be a descent top of w, so it is the southwest endpoint of a hook H. The point (v, w v ) must be given the same color as either H or a hook whose southwest endpoint is to the right of ( , w ). The point (u, w u ) cannot be given this same color, which contradicts the fact that (u, w u ) and (v, w v ) have the same color.
Next, we establish that we can actually perform every step of the above algorithm. It suffices to show that we never reach a stage at which we try to attach a leaf as a child of a vertex that already has two children. Choose an arbitrary point (j, w j ), and let t be the unique integer such that (j, w j ) ∈ Q t (H ).
Suppose (j, w j ) is the northeast endpoint of a hook. We have assumed that H ∈ H R (w), so H is a binary valid hook configuration. This means that there are at most two hooks with northeast endpoint (j, w j ), so at most two vertices can be added as children of y j via Case 1. Remark 3.1 tells us that there is no point with the same color as (j, w j ), so the tree T t consists of a single vertex. This implies that no vertex can be added as a child of y j via Case 2.
Next, suppose (j, w j ) is not the northeast endpoint of a hook. Clearly, no vertex can be added as a child of y j via Case 1. Because T t is a binary plane tree, w j has at most two children in T t . Each child of w j in T t can give rise to at most a single child of w j via Case 2, and it follows that at most two vertices can be added as children of y j via Case 2.
Finally, we need to discuss why the tree τ 1 is in R. The above argument shows that τ 1 is a weakly decreasing binary plane tree, so we must explain why no vertex in τ 1 has the same label as its left child. This is where we use the fact that every horizontal hook in H is small (by the definition of H R (w)). Indeed, suppose y a is a vertex in τ 1 with a left child y b . If y b was attached to y a via Case 1, then there must be a hook in H with southwest endpoint (a, w a ) and northeast endpoint (b, w b ). If this hook were small, then y b would have been added as a right child of y a instead of a left child. This means that the hook cannot be small, so it cannot be horizontal. Hence, w a < w b . On the other hand, if y b was added to y a via Case 2, then the paragraph immediately following the description of Case 2 makes it clear that w a < w b .
It now remains to describe the algorithm that produces a tree in L from a pair (H , T ), where H ∈ H L (w) and T is a tuple that spawns from H . The first part of the algorithm runs exactly as the previous algorithm. More precisely, we produce trees τ m , τ m−1 , . . . , τ 1 using the exact same procedure as before. We then modify the tree τ 1 to create a tree τ 1 ∈ L.
The same arguments as above show that τ 1 is a weakly decreasing binary plane tree. Suppose y c is a right child of y d in τ 1 and w c = w d . We claim that y c is the only child of y d in τ 1 . This means that we can simply "swing" y c (along with its subtree) to the left so that it becomes a left child of y d . Once we swing all of the right children that have the same labels as their parents, we will be left with our desired tree τ 1 ∈ L. 
Fertility Numbers
As an immediate application of the theory developed in the previous section, we prove a result concerning what we call hare-fertility numbers and tortoise-fertility numbers. Recall that West defined the fertility of a permutation π to be |s −1 (π)|. In [11] , the first author defined a fertility number to be a nonnegative integer f such that there exists a permutation with fertility f . Among other things, he showed that 3, 7, 11, 15, 19, and 23 are not fertility numbers, and he has conjectured that infinitely many positive integers are not fertility numbers. By analogy, we define a hare-fertility number to be a nonnegative integer f such that there exists a word w with | hare −1 (w)| = f . We define tortoise-fertility numbers similarly. It turns out that hare-fertility and tortoise-fertility numbers are much less mysterious than ordinary fertility numbers. Theorem 4.1. For every nonnegative integer f , there exists a word w such that | hare
Proof. It is clear that the word 21 has fertility 0 under both hare and tortoise and that the word 1 has fertility 1 under each map. In [11] , it is shown that the permutation ξ m = m(m − 1) · · · 321(m + 1)(m + 2) · · · (2m) has fertility 2m for every integer m ≥ 1. Since hare and tortoise both restrict to the map s on the set of permutations, this tells us that this element is chosen, the hooks H 1 , . . . , H m−1 are uniquely determined. For each i ∈ {1, . . . , m − 1}, we must add an additional small hook that has the same northeast endpoint as H i . This produces a binary valid hook configuration H (j) . In the coloring of the plot of ξ m induced by H (j) , all of the points are given distinct colors, with one exception: the points (m + 1 − j, j) and (m + 1 + j, m + j) are both given the same color as H m−j (where H 0 denotes the sky). The valid composition induced from this valid hook configuration is q H (j) = (1, . . . , 1, 2, 1 . . . , 1) , where the 2 is in the (m + 1 − j)-th position. Since C (1,1,...,1,2,1. ..,1) = 2, the valid hook configuration H (j) contributes a 2 to each of the sums in Theorem 3.2.
Second, suppose that we have a binary valid hook configuration of ξ m in which H m does not have northeast endpoint (m + 1, 1). This forces H i to have northeast endpoint (2m + 2 − i, 2m + 1 − i) for every i ∈ {1, . . . , m − 1}. For each i ∈ {1, . . . , m}, we must add an additional small hook that has the same northeast endpoint as H i . This produces a binary valid hook configuration H + . In the coloring of the plot of ξ m induced by H + , all of the points are given distinct colors. Thus, q H = (1, 1, . . . , 1). The valid hook configuration H contributes C (1,1,. ..,1) = 1 to each of the sums in Theorem 3.2. In summary,
Sortable Words
The t-stack-sortable permutations mentioned in the introduction have received a large amount of attention [5, 6, 13, 25, 26] . We define a t-hare-sortable word to be a word w such that hare t (w) is an identity word. In other words, it is a word w such that w hare ≤ t. We define t-tortoise-sortable words similarly. Our goal in this section is to investigate the 1-hare-sortable words and 1-tortoisesortable words. For brevity, we call these words hare-sortable and tortoise-sortable, respectively.
Recall that a permutation is sortable if and only if it avoids the pattern 231. We begin with the corresponding characterization for sortable words. Proof. We prove the contrapositive of each statement. Let w = w 1 w 2 · · · w m . First, suppose w contains the pattern 231, i.e., there exist 1 ≤ a < b < c ≤ m such that w c < w a < w b . Consider the action of hare on w. Because w a < w b , it is clear that w b will force w a to pop out of the stack if it has not already left the stack, and this occurs before w c even enters the stack. Hence, w a precedes w c in hare(w), which implies that hare(w) = Id. Second, suppose hare(w) = w 1 w 2 · · · w m = Id. Then there exist 1 ≤ d < e ≤ m − 1 such that w d > w e . (We have the restriction e ≤ m − 1 because no letter is larger than w m .) The letter w d must have exited the stack before w e could even enter it. Let w f be the letter that forces w d to pop out of the stack. We must have w f > w d > w e .
Furthermore, these letters must appear in the order w d , w f , w e in w, which means that these three letters form a 231 pattern in w. This establishes the first statement.
The proof of the second statement proceeds in a similar manner. The only difference is that we replace the inequalities w a < w b and w = (c 1 , . . . , c n ) ; the result holds particular interest in light of the discussion of Section 2. We remark that an alternative proof of this fact can be obtained by considering the map discussed in Section 3 between R and L that turns right children into left children when these children equal their parents. We devote the remainder of this section to enumerating the hare-sortable and tortoise-sortable words. According to Proposition 5.1, this is equivalent to the more classical problem of enumerating the words that avoid 231 and the words that avoid both 231 and 221.
Let us focus first on hare. In its most general form, our problem is find a formula, depending on c 1 , . . . , c n , for the number of hare-sortable words in W (c 1 ,...,cn) . An explicit formula seems unattainable in this level of generality, but we can at least obtain a recurrence. In fact, this has already been done. Because of Proposition 5.1, the following theorem is equivalent to Lemma 3 in [2] . M(a 1 , . . . , a n )x
A(y 1 , . . . , y i−1 y i+1 . . . , y n ) A(y 1 , . . . , y n )
.
As a corollary of Theorem 5.4, the authors of [2] proved the surprising fact that M(c 1 , . . . , c n ) is a symmetric function of the arguments c 1 , . . . , c n . That is, for any permutation σ 1 · · · σ n ∈ S n , M(c 1 , . . . , c n ) = M(c σ 1 , . . . , c σn ).
We now turn our attention to deriving a recurrence relation for the tortoise-fertility of Id (c 1 ,...,cn) . Let N (c 1 , . . . , c n ) = | tortoise −1 (Id c )| denote the number of tortoise-sortable words in W (c 1 ,...,cn) . Equivalently, N (c 1 , . . . , c n ) is the number of words in W (c 1 ,. ..,cn) that avoid the patterns 231 and 221. The following theorem reveals N (c 1 , . . . , c n ) not to depend on the value of c n . 
Proof. The n = 1 case is easy: W (c 1 ) consists of only the identity word, which is clearly tortoisesortable, so N (c 1 ) = 1. Now, consider n ≥ 2. Consider a tortoise-sortable word w ∈ W (c 1 ,...,cn) . Since w avoids the pattern 221, all but one of the n's must be at the very end of w, i.e., w = AnBnn · · · n (where there are c n − 1 n's appearing at the end) for some (possibly empty) words A and B that do not contain the letter n. We can now compute tortoise(AnBnn · · · n) = tortoise(A) tortoise(B)nnn · · · n, and this sorted word is the identity exactly when both A and B are tortoise-sortable and no letter of A is larger than a letter of B. Note that AB ∈ W (c 1 ,...,c n−1 ) . Table 1 . The formulas for N (c 1 , . . . , c n ) and M(c 1 , . . . , c n ) quickly become complicated as n grows. The second column comes from [2] .
If
We remark that this type of argument yields the similar but more complicated recurrence relation for M(c 1 , . . . , c n ). Here, a sortable word w = A 1 nA 2 n · · · nA k+1 no longer has to avoid the pattern 221, so we lose the requirement that A i be empty for all i ≥ 3. Rather, all we need is that each A i be hare-sortable and that no letter of A i be greater than a letter of A j for i < j. This division of letters among the A i 's corresponds to "dividing" the word Id (c 1 ,...,c n−1 ) into n + 1 (possibly empty) contiguous pieces.
Although the general formula in Theorem 5.5 looks complicated, it simplifies in some special cases. In particular, we investigate the 2-uniform (normalized) words. These are words in which each letter value that appears in the word appears exactly twice, i.e., c = (2, 2, . . . , 2). For each positive integer n, let D n = N (2, 2, . . . , 2, x), where there are n − 1 2's and x is any positive integer. (Recall that N (c 1 , . . . , c n ) is independent of the value of c n .) We also require the auxiliary sequence defined by E 1 = 1 and, for n ≥ 2, E n = N (1, 2, 2, . . . , 2, x), where there are n − 2 2's and x is any positive integer. The following convolution-type formula relates these sequences.
Corollary 5.6. We have D 1 = E 1 = 1. Moreover, for n ≥ 2, we have
Proof. The statement D 1 = E 1 = 1 is trivial. For the n ≥ 2 case, we simply plug the relevant tuples into Theorem 5.5. First, we have
By the same token, we have
where the last sum starts at i = 2 instead of i = 1 because the inner sum on the second line vanishes when c 1 = 1. Corollary 5.6 allows us to find explicit formulas for the numbers D n and E n .
Theorem 5.7. Preserve the notation from above. For all n ≥ 1, we have
Proof. Consider the generating functions
The recurrence relations in Corollary 5.6 immediately translate into the identities
It follows that
Multiplying each side by D(x)E(x) and simplifying yields
Hence,
Substituting (3) into (1) and simplifying gives the identity It is known [19, Equation 7 ] that B(x) = A(x) 2 , so we can combine (3) and (4) to find that E(x) = x(1 + D(x)) 2 = xA(x) 2 = xB(x).
This proves the desired formula for E n .
Concluding Remarks and Further Directions
The introduction of the maps hare and tortoise leads to a variety of interesting problems, which we list in this section. Theorem 2.3 tells us that for each positive integer k, there is a word η k+2 of length 2k + 5 with the property that η k+2 hare − η k+2 tortoise = k. More precisely, η k+2 hare = 2k + 2 and η k+2 tortoise = k + 2. We suspect that η k+2 is minimal among such words in the sense of the following conjectures. After Theorem 2.3, we defined an exceptional word to be a word w such that w hare > w tortoise . We also let E m denote the set of exceptional normalized words of length m. We have calculated that Each element of E 8 contains one of the words in E 7 as a pattern. This suggests that it could be possible to find conditions based on pattern avoidance that are necessary and/or sufficient for a word to be exceptional.
We saw in Section 4 that every nonnegative integer is a hare-fertility number and a tortoise-fertility number. In other words, if we define maps F hare , F tortoise : W → N ∪ {0} by F hare (w) = | hare −1 (w)| and F tortoise (w) = | tortoise −1 (w)|, then F hare (W) = F tortoise (W) = N ∪ {0}.
Let P denote the set of all permutations. The first author has conjectured [11] that there are infinitely many positive integers that are not in the set F hare (P) = F tortoise (P) (where these sets are identical because hare, tortoise, and s all agree on permutations). It would be interesting to see if this phenomenon persists when we restrict attention to certain natural sets of words. For example, we have the following question. Recall that a 2-uniform word is a word in which each letter that appears actually appears exactly twice.
Question 6.4. What can we say about F hare (P 2 ) and F tortoise (P 2 ), where P 2 denotes the set of all 2-uniform words?
Recall from the introduction that the number of sortable permutations in S n is the Catalan number C n = 1 n+1 2n n . Since tortoise acts as the ordinary stack-sorting map s on permutations, we can express this fact as N (1, 1, . . . , 1) = 1 n+1 2n n , where there are n 1's. It is well known that C n also counts the paths from (0, 0) to (n, n) (using steps of (1, 0) and (0, 1)) that do not pass above the line y = x. We showed in Section 5 that N (2, 2, . . . , 2) = D n = 1 2n+1 3n n , and it is known that D n also counts the paths from (0, 0) to (n, 2n) that do not pass above the line y = 2x. We conjecture that this pattern holds for general N ( , , . . . , ). where the quantity on the right-hand side counts the paths from (0, 0) to (n, n) that do not pass above the line y = x.
It is important to note that Conjecture 6.5 can be phrased in more classical language. Namely, it states that there are precisely 1 n+1 ( +1)n n -uniform normalized words of length n that avoid the patterns 231 and 221.
Recall from the beginning of Section 5 that a word w is t-hare-sortable (respectively, t-tortoisesortable) if w hare ≤ t (respectively, w tortoise ≤ t). We have not said anything about these families of words when t ≥ 2. It would be interesting to investigate t-hare-sortable words and t-tortoisesortable words in general. In the past, there has been a huge amount of interest in 2-stack-sortable permutations [4, 5, 6, 10, 17, 18, 20, 25, 26] . It is probably very difficult to obtain an explicit formula for the number of 2-hare-sortable words (or 2-tortoise-sortable words) in W c for arbitrary vectors c, but deriving recurrences might be possible. Also, one might be able to prove more refined statements about specific choices of c, such as (1, 2, . . . , 2 n−1 ), (1, . . . , 1 n−1 , 2), and (2, . . . , 2 n ).
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