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NONCOMMUTATIVE CANTOR-BENDIXSON DERIVATIVES
AND SCATTERED C∗-ALGEBRAS
SAEED GHASEMI AND PIOTR KOSZMIDER
Abstract. We analyze the sequence obtained by consecutive applications of
the Cantor-Bendixson derivative for a noncommutative scattered C∗-algebra
A, using the ideal IAt(A) generated by the minimal projections of A. With its
help, we present some fundamental results concerning scattered C∗-algebras,
in a manner parallel to the commutative case of scattered compact or locally
compact Hausdorff spaces and superatomic Boolean algebras. It also allows
us to formulate problems which have motivated the “cardinal sequences” pro-
gramme in the classical topology, in the noncommutative context. This leads
to some new constructions of noncommutative scattered C∗-algebras and new
open problems. In particular, we construct a type I C∗-algebra which is the
inductive limit of stable ideals Aα, along an uncountable limit ordinal λ, such
that Aα+1/Aα is ∗-isomorphic to the algebra of all compact operators on a
separable Hilbert space and Aα+1 is σ-unital and stable for each α < λ, but
A is not stable and where all ideals of A are of the form Aα. In particu-
lar, A is a nonseparable C∗-algebra with no ideal which is maximal among
the stable ideals. This answers a question of M. Rørdam in the nonseparable
case. All the above C∗-algebras Aαs and A satisfy the following version of
the definition of an AF algebra: any finite subset can be approximated from a
finite-dimensional subalgebra. Two more complex constructions based on the
language developed in this paper are presented in separate papers [25, 26].
1. Introduction
1.1. Background and goals. The first modern paper on superatomic Boolean al-
gebras (the algebras where every subalgebra has an atom) was written by Mostowski
and Tarski in 1939 ([50]) while a serious research on dispersed (or scattered) com-
pact Hausdorff spaces (the spaces where every subspace has a relative isolated point)
can be traced back to Cantor with a substantial abstract result already in 1920 in
the paper of Mazurkiewicz and Sierpin´ski ([49]). Since the papers of Day ([18]),
Rudin ([62]), Pe lczyn´ski and Semadeni ([56]), it was realized that the topics of su-
peratomic Boolean algebras and of scattered compact spaces are the same topics in
two different languages (formally, by the Stone duality, a compact K is scattered if
and only if the Boolean algebra Clop(K), of all clopen subsets ofK forms a basis for
K and is superatomic) and that they produce an interesting class of Banach spaces
of the form C(K) with many peculiar features1. In fact, already in 1930 J. Schreier
This research of the second named author was partially supported by grant PVE Cieˆncia sem
Fronteiras - CNPq (406239/2013-4).
1Most Banach space theory refers to Banach spaces over the reals and in this context C(K)
stands for the Banach space of all real valued functions on a compact Hausdorff space K, most
of the results can be transfered verbatim to the case of complex Banach spaces, for example of
continuous complex valued functions. However when we equip C(K) with the multiplication and
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used the compact scattered space K = [0, ωω] to provide an ingenious negative an-
swer to a problem of Banach, if nonisomorphic Banach spaces may have isomorphic
dual spaces ([64]). Later two important classes of Banach spaces emerged by gener-
alizing these C(K)s, namely, Asplund spaces (those Banach spaces where separable
subspaces have separable duals) and Asplund generated spaces (those which admit
a dense range linear bounded operator from an Asplund space). These classes as-
sumed fundamental roles in the theory of vector valued measures and renorming
theory of Banach spaces ([20, 19]), due to the Radon-Nikodym property in the dual
and the Frechet differentiability properties.
At the same time the research related to the dual pair of superatomic Boolean
algebras and scattered compact spaces underwent dramatic set-theoretic develop-
ments, especially related to the use of additional set-theoretic assumptions. For ex-
ample, Ostaszewski constructed his hereditary separable non hereditarily Lindelo¨f
space assuming Jensen’s ♦ principle ([54]), Tall obtaind a separable nonmetrizable
normal Moore space assuming p > ω1 ([67]). The interaction with Banach space
theory very much included these developments. For example, under the continuum
hypothesis Kunen’s scattered compact space K, in the form of C(K), provided an
example of a nonseparable Banach space with no uncountable biorthogonal system
([53]). Pol used C(K) for K equal to the ladder system space to answer a question
of Corson, whether all weakly Lindelo¨f Banach spaces are weakly compactly gen-
erated ([57]). Many other equally fundamental constructions followed ([65], [28],
[11]).
It was Tomiyama in 1963 who first addressed the question which now would be
expressed as “what are the C∗-algebras which are Asplund Banach spaces?” ([66]).
This was done just in the separable case, and later developed in the general case
by Jensen ([33, 34, 35]) and Huraya ([30]). Further understanding was obtained
by Wojtaszczyk in [70], Chu in [14], where the Radon-Nikodym property of the
duals of scattered C∗-algebras was proved. In [16], where the weak Banach-Saks
property was investigated in the context of scattered C∗-algebras and in [15] where
crossed products of scattered C∗-algebras were investigated. Morover Lin proved
that scattered C∗-algebras are approximately finite in [44]. Recent papers [42], [41]
of Kusuda look at scattered C∗-algebras in the context of AF-algebras and crossed
products.
As often happens, the noncommutative theory was developed based on the non-
commutative analogues of the phenomena taking place in the dual or the bidual
rather than the algebra itself. This is because of the lack of a well-behaved version
of the K for C(K), in the general case. After all, K naturally can be considered as
the subspace of the the dual Banach space of C(K), the space of Radon measures
on K. The purpose of this paper is to present an alternative approach which fo-
cuses on the phenomena taking place in the noncommutative analogues of Boolean
algebra of clopen sets of K, in other words the projections of C(K). Through the
Stone duality, they are quite topological, referring to the level of K. We aim at
three goals: a) to present the usefulness of a natural notion of Cantor-Bendixson de-
rivative of a C∗-algebra by obtaining elementary and parallel (to the commutative
case) new proofs of many results concerning scattered C∗-algebras; b) to motivate
the involution and talk about a it as a C∗-algebra, by C(K) we always mean the C∗-algebra of
complex valued continuous functions.
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a collection of problems and constructions of C∗-algebras parallel to the commu-
tative well established topic of cardinal sequences of superatomic Boolean algebras
or scattered (locally) compact Hausdorff spaces (more constructions can be found
in our two subsequent papers [25] and [26]); c) to illustrate the accessibility of the
noncommutative realm to the reasonings of set-theoretic topological nature.
1.2. Cantor-Bendixson derivatives. In Section 2 we review fundamental facts
and some proofs concerning the commutative case, i.e., the superatomic Boolean
algebras and scattered compact spaces, to which we will be appealing for intuitions
in the following sections.
Section 3 is devoted to developing elementary apparatus allowing us to work with
scattered C∗-algebras in a manner parallel to the commutative case of superatomic
Boolean algebras. The first surprising difference between the literatures concerning
the commutative and the noncommutative case is the way one decomposes the
commutative and noncommutative scattered objects. In the Boolean algebras and
compact spaces the main operations leading to the decomposition is the Cantor-
Bendixson derivative. In general, these kind of decompositions are usually called
the “composition series” for a C∗-algebra (see IV.1.1.10 of [8]). On one hand, since
scattered C∗-algebras are type I (or GCR) (see Proposition 4.5 (3) or [33]), they
are subject to a unique composition series of their ideals such that each consecutive
quotient is the largest type I0 (or CCR) subalgebra (see e.g, IV.1.1.12 of [8] and
Theorem 1.5.5 of [2]). On the other hand, a generally “finer” and non-unique
composition series for scattered C∗-algebras is presented in Theorem 2 of [34],
where each consecutive quotient is elementary (see also Theorem 1.4 (3)). The
Cantor-Bendixson decomposition sequence (Theorem 1.4 (2)) is a third way. It is
unique but may have terms which do not appear in the GCR composition series as
well as there could be terms of the GCR composition series which do not appear
at all in the Cantor-Bendixson sequence (Proposition 4.7). Recall that in the case
of the Banach space theory manifestation of scattered objects, a version of the
Cantor-Bendixson derivative (in the form of the Szlenk index) turned out to be
a fundamental combinatorial tool as well (see e.g. [43]). So, we believe that one
should investigate the C∗-algebra version of the Cantor-Bendixson decomposition.
In our approach the role of Boolean atoms (corresponding to isolated points in
topology) in C∗-algebras is played by the following well-known notion of a minimal
projection:
Definition 1.1. A projection p in a C∗-algebra A is called minimal if pAp = Cp.
The set of minimal projections of A will be denoted by At(A). The ∗-subalgebra of
A generated by the minimal projections of A will be denoted IAt(A).
The origin of the notation IAt(A) is the Boolean algebra notation for the notion
of an atom (Definition 2.1). For example, we have χ{x}C(K)χ{x} = Cχ{x}, for
any isolated point of a compact space K, and in fact these are the only minimal
projections in C(K). The right candidate for the Cantor-Bendixson derivative
turns out to be the mapping from a C∗-algebra A to its quotient A/IAt(A) by
the ideal IAt(A). The main observations from Section 3 concerning IAt(A) can be
summarized as follows:
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Theorem 1.2. Suppose that A is a C∗-algebra.
(1) IAt(A) is an ideal of A,
(2) IAt(A) is isomorphic to a subalgebra of the algebra K(H) of all compact
operators on a Hilbert space H,
(3) IAt(A) contains all ideals of A which are isomorphic to a subalgebra of
K(H) for some Hilbert space H,
(4) if an ideal I ⊆ A is essential and isomorphic to a subalgebra of K(H) for
some Hilbert space H, then I = IAt(A).
Proof. See Propositions 3.15, 3.16, 3.21. 
This corresponds to the commutative case, when A is a Boolean ring, K(H) for
H = ℓ2(κ) for some cardinal κ, is replaced by the Boolean ring Fin(κ) of finite
subsets of κ and essential ideals are replaced by dense Boolean ideals: the Boolean
ring generated by atoms is an ideal, it is isomorphic to the ring Fin(κ) for some κ,
it contains all ideals of A isomorphic to Fin(λ) for any λ, and if an ideal is dense
and isomorphic to Fin(κ), it is the ideal generated by all atoms.
It should be noted that one can consider the usual Cantor-Bendixson derivatives
(i.e., removing all isolated points) in the spectrum space Aˆ of a C∗-algebra A.
Moreover as proved by Jensen [34] and exploited by Lin in [44], this derivative
makes sense for scattered C∗-algebras and, for example, the Cantor-Bendixson
height of the spectrum is the same as the Cantor-Bendixson height of the algebra
in our sense. However, the spectrum of A in nontrivial noncommutative cases is not
a Hausdorff space, e.g., often (quite often in the scattered case) given any two points
one is in the closure of the other (cf. Proposition 6.3). Moreover the spectrum does
not determine the algebra, unlike in the commutative case via the Stone duality, for
example K(ℓ2)⊕K(ℓ2) and C({1, 2}) have the same spectra - two point Hausdorff
space. So in a sense, our approach is to transport these derivatives to the algebra
level, where it corresponds to intuitive Boolean notions and more readily becomes
a tool for investigating the C∗-algebra. The techniques of section 3 are standard
and similar to the development of the basic theory of CCR and GCR (or type I)
algebras (see e.g. [2]).
1.3. Scattered C∗-algebras. We may define scattered C∗-algebras in a manner
parallel to the superatomic Boolean algebras:
Definition 1.3. A C∗-algebra A is called scattered if for every nonzero C∗-subalgebra
B ⊆ A, the ideal IAt(B) is nonzero.
It should be added that already in the paper [66] of Tomiyama the role of minimal
projections in scattered C∗-algebras is exploited. In section 4 we prove the following
six equivalent conditions including (3) and (6) known in the C∗-algebras literature
to be equivalent to the traditional definition.
Theorem 1.4 ([33, 34, 70]). Suppose that A is a C∗-algebra. The following con-
ditions are equivalent:
(1) Every non-zero ∗-homomorphic image of A has a minimal projection.
(2) There is an ordinal ht(A) and a continuous increasing sequence of closed
ideals (Iα)α≤ht(A) such that I0 = {0}, Iht(A) = A and
IAt(A/Iα) = {[a]Iα : a ∈ Iα+1},
for every α < ht(A).
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(3) There is an ordinal m(A) and a continuous increasing sequence of ideals
(Jα)α≤m(A) such that J0 = {0}, Jm(A) = A and Jα+1/Jα is an elementary
C∗-algebra (i.e., ∗-isomorphic to the algebra of all compact operators on a
Hilbert space) for every α < m(A).
(4) Every non-zero subalgebra of A has a minimal projection.
(5) A does not contain a copy of the C∗-algebra C0((0, 1]) = {f ∈ C((0, 1]) :
limx→0 f(x) = 0}.
(6) The spectrum of every self-adjoint element is countable.
The sequence from (2) will be called the Cantor-Bendixson sequence. Note that
unlike the sequence from (3), it is unique. The ordinal ht(A) is called the Cantor
Bendixson height of A.
These conditions have very precise analogs in the commutative setting (Theo-
rem 2.7), which become additionally combinatorial due to the fact that all scat-
tered compact spaces are totally disconnected, i.e., are precisely represented by
the Boolean algebras of their clopen subsets (cf. Theorem 2.2). One can also
note that scattered C∗-algebras possess the noncommutative version of the zero-
dimensionality, i.e., they are of real rank zero (Proposition 4.5).
In section 4, after the proof of Theorem 1.4 we present several proofs of known
properties of scattered C∗-algebras using our equivalences, for example, Kusuda’s
result that being scattered is determined by separable commutative subalgebras or
that a C∗-algebra is scattered if and only if all of its subalgebras are AF ([42])
in the sense that every finite set of elements can be approximated from a finite-
dimensional subalgebra. It should be noted that equivalent definitions of separable
approximately finite C∗-algebras are no longer equivalent in the nonseparable con-
text: Farah and Katsura proved that in general the above version of being AF
does not imply that a C∗-algebra is the direct limit of a directed system of finite
dimensional subalgebras ([23]). We adopt the terminology of [23] that is, the above
notion is called locally finite dimensional (LF). Morover it was recently proved that
the properties LF and AF are not equivalent even for for scattered C∗-algebras
([6]).
In section 5, we calculate the Cantor-Bendixson derivatives of the tensor product
A⊗K(ℓ2) which is used extensively in the last section.
Having developed a language analogous to the Cantor-Bendixson derivatives
for locally compact Hausdorff spaces the next natural step is to ask if analogous
phenomena happen in the noncommutative context. The phenomena we focus on
are related to the interaction between the height and the width of locally compact
spaces:
Definition 1.5. Suppose that A is a scattered C∗-algebra with the Cantor-Bendixson
sequence (Iα)α≤ht(A). The width of A is the supremum of κ, where Iα+1/Iα is iso-
morphic to a nondegenerate subalgebra of K(ℓ2(κ)), and it is denoted by wd(A).
A scattered C∗-algebra A is called κ-thin-tall (κ-thin-very tall) if ht(A) = κ+
(ht(A) = κ++) and wd(A) = κ. An ω-thin-tall (ω-thin-very tall) algebra is called
thin-tall (thin-very tall).
A scattered C∗-algebra A is called κ-short-wide if and only if IAt(A) ∼= K(ℓ2(κ)),
A/IAt(A) ∼= K(ℓ2(κ+)) and ht(A) = 2. An ω-short-wide algebra is called a Ψ-
algebra.
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The investigations of thin-tall, thin-very tall commutative algebras as well as Ψ-
algebras led to many fundamental discoveries in topology and Banach space theory
mentioned in the first part of the introduction (e.g., Ostaszewski’s and Kunen’s
spaces are thin-tall, Tall’s or Simon’s are Ψ-spaces and an example of Lindenstrauss
and Johnson from [45] is of the form C(K) for a Ψ-space K). We focus on the case
of κ = ω because it is the most interesting and also because we would like to avoid
discussing here constructions that require additional set-theoretic assumptions. For
example, the only known constructions of commutative κ-thin-tall algebras for κ >
ω use such assumptions ([38]) and for κ-short-wide algebras, it is known that such
assumptions are necessary (Theorem 3.4 of [3]). Also it is known that already the
existence of a thin-very tall commutative C∗-algebra is independent of the usual
axioms ([37, 4]).
As we investigate the noncommutative constructions, we need to impose strong
noncommutativity conditions. We consider two such conditions, the stability of a
C∗-algebraA, i.e., the condition thatA ∼= A⊗K(ℓ2) (see e.g. [61]) and the condition
that all the quotients Iα+1/Iα for α < ht(A) are isomorphic to K(ℓ2(κα)) for some
cardinal κα, where (Iα)α≤ht(A) is the Cantor-Bendixson sequence of A. The latter
condition we call the “full noncommutativity” (Definition 6.1). Section 6 is devoted
to proving some simple observations about this notion, which is equivalent to the
fact that all ideals of the algebra are among the ideals Iα for α < ht(A) and that
the centers of the multiplier algebras of all quotients of A (in particular of A itself)
are trivial (6.3). Also the Cantor-Bendixson sequence coincides with the GCR-
composition series in fully noncommutative scattered algebras (Proposition 6.4).
Stability does not imply being fully noncommutative (take e.g. c0 ⊗K(ℓ2)) but for
separable C∗-algebras with no unital quotients the converse implication holds (7.3).
In the last section 7 we construct fully noncommutative and stable examples of
thin-tall and Ψ-algebras as well as algebras of width κ and height θ for any ordinal
θ < κ+ and any regular cardinal κ (7.4, 7.6, 7.8), showing that one can obtain in the
noncommutative context all the constructions of scattered C∗-algebras analogous to
the commutative examples that do not require additional set-theoretic assumptions.
The most interesting construction is of the thin-tall scattered C∗-algebra, which
as in the commutative case (cf. [36], [58]) requires some kind of decomposition
which is nontrivial at countable limit stages of the construction. As an interesting
side-product of this technique we obtain a nonstable type I algebra which is an
uncountable inductive limit of stable algebras (Theorem 7.7). Moreover all the
involved C∗-algebras satisfy the following version of the definition of an AF algebra
called after [23] locally finite dimensional : any finite subset can be approximated
from a finite-dimensional subalgebra.
However, a result of Hjelmborg and Rørdam (Corollary 4.1. [29]), shows that
countable inductive limits of stable separable (or σ-unital, more generally) C∗-
algebras, is again stable. This also follows from the model theory fact that being
stable is ∀∃-axiomatizable for separable C*-algebras (Proposition 2.7.7 of [24]), and
that ∀∃-axiomatizability is preserved under taking (countable) inductive limits (see
Proposition 2.4.4 of [24]). Therefore, our example shows that these results can not
be strengthened to the inductive limits along uncountable ordinals. Moreover this
example shows that there may not exist an ideal which is maximal among all stable
ideals of a C∗-algebra. This answers the following question of Rørdam negatively
for (only) nonseparable C∗-algebras.
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Question 1.6. (Question 6.5. [61]) Does every (separable) C*-algebra A have a
greatest stable ideal (i.e., a stable ideal that contains all other stable ideals)?
The argument here is based on the fact that we have the complete list of ideals
in a fully noncommutative scattered C∗-algebra (Lemma 6.2). This construction
has been improved in [26].
Two further natural questions are whether the consistency results concerning su-
peratomic Boolean algebras or locally compact scattered spaces can be obtained in
the fully noncommutative and stable forms and weather the wider context of non-
commutative C∗-algebras provides new possibilities. Perhaps the most interesting
one is if it is consistent that there is a scattered C∗-algebra of countable width and
height ω3. Whether this is possible in the commutative case, is a very well known
and old open problem. This leads to a more general question, whether “behind”
any scattered C∗-algebra there is a commutative scattered C∗-algebra which “car-
ries” similar combinatorics. Here one should mention that there are nonseparable
scattered C∗-algebras with no nonseparable commutative subalgebras (see [5], [1],
however there is a commutative algebra “behind” this example) and a very inter-
esting result of Kusuda in [41], based on Dauns-Hofmann theorem, shows that a
C∗-algebra is scattered if and only if it is GCR and its center is scattered (in most
of our examples the center is null).
One can also wonder how interesting such constructions are from the point of
view of C∗-algebras. We found two more examples, one of a thin-tall algebra and
the other of a Ψ-algebra, which exhibit extraordinary behaviors, however, because
of their complexity they are presented in separate papers [25, 26].
As the paper is intended for readers of diverse backgrounds including set theo-
rists, classical topologists, Banach spaces theorists and C∗-algebraists, many argu-
ments are explained in details not seen in the papers addressed to a monothematic
group.
1.4. Notation and terminology. The notation and the terminology of the pa-
per should be mainly standard. Initial parts of two introductory books [2] and
[51] are completely sufficient as the C∗-algebras background. For topology we use
the terminology of [22] and for Boolean algebras the ones of [40], [27]. In particu-
lar, we assume familiarity with the Stone duality. Usually locally compact spaces
considered in this paper are Hausdorff. The only exception is the spectrum of a
C∗-algebra. C0(X) denotes the C
∗-algebra of complex-valued continuous functions
on a locally compact Hausdorff X vanishing at infinity. If X is compact, we write
C(X) for C0(X). For a Hilbert space H, B(H) and K(H) denote the C∗-algebras
of all bounded operators on it and all compact operators, respectively. All Hilbert
spaces are over the field of complex numbers, in particular the spaces ℓ2(X), where
X is considered just as a set of indices regardless of the structure that can be carried
by X . All ideals in C∗-algebras are meant to be two-sided and closed. When we
talk about a sequence of objects indexed by ordinals, we say that it is continuous,
if the terms of the sequence at limit ordinals are the norm closures of the union
of the previous terms, in the case of C∗-algebras; if they are the unions of the
previous terms, in the case of Boolean algebras; and if they are interesections of
the previous terms, in the case of compact spaces. For a C∗-subalgebra A of B(H)
and a subset D of H, we use the notation [AD] to denote the closed subspace of H
spanned by the vectors Tξ for T ∈ A and ξ ∈ D. A|H denotes the set of restrictions
of all elements of A to an invariant subspace H. The (minimal) unitization of a
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C∗-algebra A will be denoted by A˜. Masa means a maximal self-adjoint abelian
subalgebra and all the ideals considered in this paper are closed two-sided ideals.
Also c denotes the cardinal continuum.
2. Review of the commutative case - scattered compact spaces
We start reviewing the commutative situation by recalling basic facts concerning
Boolean algebras:
Definition 2.1. An atom of a Boolean algebra A is its nonzero element a such
that 0 ≤ b ≤ a implies b = 0 or b = a for b ∈ A. IAt(A) denotes the Boolean ideal
generated by the atoms of A.
Theorem 2.2 ([50], [18]). Suppose that A is a Boolean algebra. Then the following
conditions are equivalent:
(1) Every subalgebra of A has an atom.
(2) A does not contain any free infinite subalgebra.
(3) Every homomorphic image of A is atomic, that is has an atom below every
nonzero element.
(4) Every homomorphic image of A has an atom.
(5) There is an ordinal ht(A) and a continuous increasing sequence of ideals
(Iα)α≤ht(A) whose union is A such that
IAt(A/Iα) = {[a]Iα : a ∈ Iα+1}
holds for each α < ht(A).
(6) There is an ordinal k(A), and a continuous increasing sequence of ideals
(Jα)α<k(A) whose union is A such that for every α < k(A) whenever J ⊆ A
is an ideal of A such that Jα ⊆ J ⊆ Jα+1, then J = Jα or J = Jα+1.
We do not include the proof of the theorem. However, in a sense it is included
below, by the Stone duality, in the equivalences expressed in the topological lan-
guage in Theorem 2.7. One can also find most of it in [58]. Item (6) is a version of
Proposition 3.5 from [39].
Definition 2.3. A Boolean algebra is called superatomic if and only if each of its
homomorphic images is atomic, i.e., it has an atom below any nonzero element.
Definition 2.4. A compact Hausdorff space is called scattered if and only if each
of its nonempty subsets has a relative isolated point.
Lemma 2.5. Suppose that K is a scattered compact Hausdorff space. Then K is
totally disconnected and so 0-dimensional. Hence it is the Stone space of a Boolean
algebra.
Proof. As connected subspaces have no isolated points, the total disconnectedness
is clear. The fact that for compact Hausdorff spaces the total disconnectedness
implies 0-dimensionality follows from 6.1.23 of [22]. 
Proposition 2.6. Suppose that K is a compact Hausdorff and totally disconnected
space and A is a Boolean algebra. The Boolean algebra of clopen subsets of K is
superatomic if and only if K is scattered. A is superatomic if and only if its Stone
space is scattered.
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Proof. By taking closures, it is clear that every subset of K has an isolated point
if and only if every closed subset of K has an isolated point. The rest follows from
the Stone duality which gives the correspondence between the closed subsets of a
compact space and homomorphic images of the dual Boolean algebra. 
If X is a topological space by X ′ we will denote the closed subspace of X consist-
ing of all nonisolated points of X . X ′ is called the Cantor-Bendixson derivative of
X . Considering a compact Hausdorff scattered K, allows us to obtain more equiv-
alent conditions for a compact space to be scattered, compared to the Boolean
algebraic conditions from Theorem 2.2:
Theorem 2.7. Suppose that K is a compact Hausdorff space. Then the following
conditions are equivalent:
(1) Every nonempty (closed) subspace of K has an isolated point.
(2) There is an ordinal ht(A) and a continuous decreasing sequence of closed
subspaces (K(α))α≤ht(K) of K such that K
(0) = K, K(ht(K)) = ∅ and
K(α+1) = (K(α))′
holds for each α < ht(K).
(3) There is an ordinal m(A) and a continuous decreasing sequence of closed
subspaces (L(α))α≤m(K) of K such that L
(0) = K, L(m(K))) = ∅ and L(α) \
L(α+1) is one point for each α < m(K).
(4) Every continuous image of K has an isolated point.
(5) The range (spectrum) of every f ∈ C(K) is countable.
(6) K does not map onto [0, 1].
Proof. (1) ⇒ (2) By (1) the procedure described in (2) results in a strictly smaller
subspace, hence at some point we end up with the empty subspace.
(2) ⇒ (3) The sets K(α) \ K(α+1) are made of isolated points of K(α), so any
subspace of K(α)\K(α+1) is open in K(α). In particular we can obtain K(α+1) from
K(α) by producing a decreasing continuous sequence of closed sets each obtained
from the previous by removing one point. This results in the decomposition from
(3).
(3) ⇒ (4) Let φ : K → M be a surjection, suppose that K satisfies (3) and
that M has no isolated points. As in compact spaces infinite sets have (necessarily
nonisolated) accumulation point, the preimage φ−1({x}) of any point x ∈M must
contain some nonisolated point of K, because otherwise it would be a finite set of
isolated points, which would imply that x is isolated by the fact that φ is a closed
mapping. This means that φ[L(α)] = M for every α ≤ m(K) which contradicts the
emptyness of L(m(L)).
(4)⇒ (5) If the range of some f ∈ C(K) was uncountable, then it would contain
a closed set with no isolated point by Cantor-Bendixson theorem and so it would
contain a copy of a Cantor set since subsets of C are metrizable. This Cantor set
can be mapped onto [0, 1] and by the Tietze theorem this mapping can be extended
to the entire range of f . The composition would give a continuous mapping from
K onto [0, 1], contradicting (4).
(5) ⇒ (6) clear.
(6)⇒ (1) If K had a subset with no isolated points, its closure L would have no
isolated points as well. By the Tietze theorem it is enough to construct a continuous
map from L onto [0, 1]. As every open subset of L is infinite, one can construct a
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Cantor tree of open sets with inclusion of closures, i.e., open Us for s ∈ {0, 1}<N
such that Us⌢1, Us⌢0 ⊆ Us and Us⌢1 ∩ Us⌢0 = ∅ for each s ∈ {0, 1}<N. Then
one can define a continuous function φ from M =
⋂
n∈N
⋃
|s|=n Us onto {0, 1}
N by
puting φ(x) = y whenever x ∈ Us if and only if y|n = s for n = |s|. Then compose
φ with a function from {0, 1}N onto [0, 1]. Finally using the Tietze Theorem one
can extend the composition from M to L and then to K.

For completeness we also add the following theorem (cf. Theorem 4.8) which
shows the equivalent properties for K being compact scattered Hausdorff in terms
of the Banach space of continuous functions, its Banach dual or bidual:
Theorem 2.8 ([56]). Suppose that K is a compact Hausdorff space. All the fol-
lowing conditions are equivalent to K being scattered:
(1) Every Radon measure on K is atomic, i.e., of the form µ = Σn∈Ntnδxn
where xn ∈ K and Σn∈N|tn| <∞.
(2) The dual of C(K), the space of Radon measures on K, is isometric to
ℓ1(K).
(3) The bidual of C(K) is ℓ∞(K) where the inclusion C(K) ⊆ ℓ∞(K) is the
canonical embedding of C(K) into the bidual C(K)∗∗.
(4) The Banach dual of every separable Banach subspace of C(K) is separable.
There are at least two other long list of equivalent conditions forK to be scattered
in terms of the Radon-Nikodym property in the vector valued integration ([20]) or
in terms of strong differentiability in Banach spaces ([19]).
3. Atoms and the ideals they generate in noncommutative topology
3.1. Minimal projections.
Lemma 3.1. Suppose that H is a Hilbert space and K is a compact Hausdorff space.
Minimal projections in B(H) are orthogonal projections onto one-dimensional sub-
spaces. Minimal projections of C(K) are characteristic functions χ{x} of isolated
points x ∈ K.
One easily checks that if p ∈ A is a minimal projection, then there is a linear
functional λp such that pap = λp(a)p for each a ∈ A. For p = χ{x} and A = C(K)
the functional is δx, the evaluation at x. It can be proved that for any C
∗-algebra
λp is a pure state (see Chapter 5 of [51]). Recall that pure states are extreme points
of the set of all positive linear functionals of norm ≤ 1. In the case of C(K) they
are exactly δx for all x ∈ K.
Lemma 3.2 (1.4.1 of [2]). Suppose that A ⊆ B(H) is a C∗-algebra. An element
P ∈ K(H) is a minimal projection in A if and only if P is a projection which is
minimal with respect to the usual ordering of projections, i.e., there is no nonzero
projection Q ∈ A such that Q ≤ P and Q 6= P .
In general the projections which are minimal with respect to the ordering do
not need to be minimal in the sense of Definition 1.1. For example the unit of
C([0, 1]) is minimal with respect to the order but does not satisfy Definition 1.1.
This example also shows that a minimal projection in a subalgebra may not be
minimal in a bigger algebra. However we have the following:
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Lemma 3.3. Suppose that A is a C∗-algebra, I ⊆ A is its ideal and B ⊆ A is its
masa. Then a minimal projection in I or in B is a minimal projection in A.
Proof. Suppose p is a minimal projection in I. We have a functional φ ∈ I∗
such that pcp = φ(c)p for every c ∈ I. Consider any a ∈ A. Then pap ∈ I, so
pap = p(pap)p = φ(pap)p as required for a minimal projection in A.
Let B be a masa ofA. The Gelfand transform a→ aˆ is an ∗-isomorphism between
B and C0(X) for some locally compact Hausdorff space X . Let the characteristic
function χ{x} of {x} be a minimal projection in C0(X) and p be the unique minimal
projection of B such that pˆ = χ{x}. We will show that p is also a minimal projection
in A. Take arbitrary elements a ∈ A and b ∈ B. There is λ ∈ C such that pbp = λp
and
papb = papbp = λpap = pbpap = bpap.
Therefore pap commutes with B. By the maximality of B, pap belongs to B and
hence p2ap2 = pap = γp for some scalar γ, since p is a minimal projection in B. 
Lemma 3.4. For any C∗-algebra A, IAt(A˜) = IAt(A).
Proof. The inclusion IAt(A) ⊆ IAt(A˜) follows from the fact that A is an ideal of
A˜ and Lemma 3.3.
For the proof of the other inclusion we may assume that A is not unital. Suppose
that (a, α) ∈ A˜ is a minimal projection for α 6= 0. From this hypothesis we will
derive a contradiction with A being nonunital. The fact that (a, α) must be an
idempotent implies that α = 1 and a2 = −a, while the fact that (a, 1) must
be self-adjoint implies that a is selfadjoint. The minimality of (a, 1) implies that
(a, 1)(b, 0)(a, 1) = λ(a, 1) for some λ ∈ C which must be 0. So aba+ ba+ ab+ b= 0
for every b ∈ A.
Let a net (eξ)ξ∈Ξ be an approximate unit for A (see Theorem 1.8.2 of [2]), that is
in particular we have ‖xeξ−x‖ → 0 and ‖eξx−x‖ → 0 for every x ∈ A. Considering
b = eξ we get that aeξa + eξa + aeξ = −eξ for all ξ ∈ Ξ but the left hand side
converges to a2 + 2a = a, so the right hand side (−eξ) must converge to a as well.
This shows that −a is the unit for A, a contradiction.

We conclude this section by the next two elementary lemmas, exhibiting how the
existence of certain projections in a C∗-algebra (or its subalgebras) can prevent it
from being scattered, by imposing the existence of a copy of C([0, 1]) in it.
Lemma 3.5. Suppose that A is a C∗-algebra and p ∈ A is a projection which is
not a minimal projection but such that there is no nonzero projection q  p. Then
pAp contains a copy of C([0, 1]).
Proof. Pick q = prp for some r ∈ A which is not of the form λp for some λ ∈ C. We
have that r = r1 + ir2 where r1 = (r + r
∗)/2 and r2 = (r − r∗)/2i are self adjoint,
so we may assume that r is self adjoint. As prp = p2rp = prp2, we have that p and
q commute. Since r is self adjoint, we have q∗ = (prp)∗ = p∗r∗p∗ = q. So p and
q are self adjoint commuting elements of pAp, so the subalgebra B ⊆ pAp which
they generate is abelian and unital and so isomorphic to C(K) for some compact
K. Projection p in such an algebra corresponds to the characteristic function of K.
Note that K has more than one element, since otherwise q would be of the form λp.
As there is no projection smaller than p, it follows that K is connected, so there
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is a continuous surjection φ : K → [0, 1]. Now ι : C([0, 1]) → B ⊆ pAp given by
ι(f) = φ ◦ f is the required ∗-embedding of C([0, 1]) into pAp. 
Lemma 3.6. Suppose that A is a C∗-algebra with a nonzero projection such that
every nonzero projection has a strictly smaller nonzero projection. Then A contains
a copy of C([0, 1]).
Proof. Using the hypothesis we can construct projections (ps : s ∈ {0, 1}
<N) such
that ps⌢0 + ps⌢1 = ps for each s ∈ {0, 1}<N and all the projections are nonzero.
If s ⊆ t then pt ≤ ps and so ptps = ptps = pt, that is all pss commute and so the
algebra generated by them is ∗-isomorphic to a C(K) for some compact Hausdorff
K. The projections ps correspond in C(K) to a tree of nonempty clopen sets
(Us : s ∈ {0, 1}<N) such that Us⌢0 + Us⌢1 = Us for each s ∈ {0, 1}<N. Like in the
proof of 2.7 (5) ⇒ (1) this yields a surjective continuous map φ : K → [0, 1] and so
C([0, 1]) ⊆ C(K) ⊆ A, as required. 
3.2. Irreducible representations and the ideal IAt(A). An irreducible repre-
sentation π of a C∗-algebra A on a Hilbert space H is a ∗-homomorphism from
A into B(H) such that its range π[A] is an irreducible subalgebra of B(H), i.e., it
has no nontrivial π[A]-invariant closed subspace in H. Throughout this section we
use different equivalent conditions for a representation to be irreducible (see e.g.,
[8, II.6.1.8.]). In the commutative case, irreducible representations correspond to
the multiplicative functionals, i.e., functionals of the form πx : C0(X)→ C, where
πx(f) = f(x) for some x ∈ X . Here the Hilbert space H is the one-dimensional
space C.
Lemma 3.7. Suppose that A is a C∗-algebra and π : A → B(H) is a representation
of A. Let p be a minimal projection in A, a unit vector v be in the range of π(p)
and H0 = [π[A]v]. Then π[A]|H0 is an irreducible subalgebra of B(H0).
Proof. Since H0 is π[A]-invariant, the map π0 : A → B(H0) defined by π0(a) =
π(a)|H0 is a subrepresentation of π. Assume that T ∈ B(H0) commutes with π0[A].
We will show that T ∈ CI which is sufficient as the triviality of the commutant is
equivalent to being irreducible ([8, II.6.1.8.]). By replacing T with T − (Tv, v)I, we
may assume (Tv, v) = 0. Under this assumption we will show that T = 0. Now if
a, b ∈ A we have π0(pb∗ap) = λπ0(p) for some λ ∈ C. Therefore
(Tπ0(a)v, π0(b)v) = (Tπ0(a)π0(p)v, π0(b)π0(p)v) = (Tπ0(pb
∗ap)v, v) =
= λ(Tπ0(p)v, v) = λ(Tv, v) = 0.
Since H0 = [π[A]v], arbitrary two vectors of H0 can be approximated by vectors of
the form π0(a)v and π0(b)v for some a, b ∈ A, so it follows that T = 0.

Lemma 3.8. Suppose that A is an irreducible ∗-subalgebra of B(H). If P is a
minimal projection in A, then P is a minimal projection in B(H)
Proof. By Lemma 3.1 it is enough to show that P can not be an orthogonal pro-
jection onto a subspace with dimension more than one. If this was the case, take
a nonzero vector v in the range of P and consider X = [Av] ⊆ H. We claim that
under this hypothesis X would be a proper A-invariant subspace of H contradict-
ing the irreducibility of A. It is clear that it is an A-invariant subspace of H. As
P (v) = v and for some λ ∈ C by the minimality of P we have PTP = λP , we
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obtain PT (v) = (PTP )(v) = λP (v) ∈ Cv for every T ∈ A. But if the range of P
is more than one-dimensional, there is a nonzero vector w in the range of P which
is orthogonal to v. Since P (w) = w, for each T ∈ A we have
(T (v), w) = ((I − P )Tv, w) + (PTv,w) = (Tv, (I − P )w) = (Tv, 0) = 0
which shows that X ⊆ {w}⊥ is a proper A-invariant subspace of H, which contra-
dicts the irreducibility of A.

Lemma 3.9. Suppose that A is a C∗-algebra and p is its minimal projection. Let
πi : A → B(Hi) for i = 1, 2 be irreducible representations of A. If π1(p) 6= 0 6=
π2(p), then π1 and π2 are unitarily equivalent.
Proof. Let φ ∈ A∗ be a functional such that pap = φ(a)p for every a ∈ A. As
π1(p) 6= 0 6= π2(p) we can pick norm one vectors v and w in the ranges of π1(p) and
π2(p), respectively. Then for every a ∈ A we have
‖π1(a)v‖
2 = ‖π1(ap)v‖
2 = (π1(ap)v, π1(ap)v)
= (π1(pa
∗ap)v, v) = φ(a∗a)(v, v)
= φ(a∗a)(w,w) = (π2(pa
∗ap)w,w)
= ‖π2(a)w‖
2.
This implies that that π1(a)v = π1(a
′)v is equivalent to π2(a)w = π2(a
′)w for any
a, a′ ∈ A. Therefore the map U sending π1(a)v to π2(a)w extends to a well-defined
linear isometry from [π1[A]v] onto [π2[A]w].
By the irreducibility of π1 and π2 both v and w are cyclic vectors for H1 and
H2, respectively, i.e., [π1[A]v] = H1 and [π2[A]w] = H2. Therefore U is a unitary
from H1 onto H2. Also if u ∈ H1 is such that there is b ∈ A satisfying π1(b)v = u
for every a ∈ A we have
(U−1π2(a)U)(u) = (U
−1π2(a)U)(π1(b)v) = U
−1π2(a)π2(b)w =
= U−1π2(ab)w = π1(ab)v = π1(a)u.
As the set of us as above is dense in H1 we conclude that π1 and π2 are unitarily
equivalent. 
Definition 3.10. Let A be a C∗-algebra and (πi,Hi)i∈I a maximal collection of
pairwise unitarily inequivalent irreducible representations. Then π : A →
∏
i∈I B(Hi)
given by
π(a)|Hi = πi(a)
is called the reduced atomic representation of A.
Lemma 3.11. The reduced atomic representation of a C∗-algebra is faithful.
Proof. Suppose that (πi,Hi)i∈I a maximal collection of pairwise unitarily inequiv-
alent irreducible representations, but there is a ∈ A such that πi(a) = 0 for all i ∈ I
and a 6= 0. There is an irreducible representation σ such that σ(a) 6= 0 by Theorem
5.1.12. of [51]. Of course such a representation can not be unitarily equivalent to
any πis, which contradicts the maximality of (πi)i∈I . 
Proposition 3.12. Suppose that A is a C∗-algebra, I is its ideal and (π,H) is any
faithful representation of I. Then
π[I] ∩ K(H) ⊆ π[IAt(A)].
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Proof. Let T ∈ π[I] ∩ K(H) be self-adjoint. Then by the spectral theorem T =
Σn∈NλnPn where Pns are finite dimensional projections. Moreover, spectral the-
orem implies that Pn ∈ π[I]. Each finite dimensional C∗-algebra is generated by
its minimal projections (by the representation of finite dimensional C∗-algebras as
finite products of matrix algebras). This implies that T is in IAt(π[I]) = π[IAt(I)],
the last equality follows from the faithfulness of π. However, IAt(I) ⊆ IAt(A), by
Lemma 3.3 and therefore π[I] ∩ K(H) ⊆ π[IAt(A)]. 
Proposition 3.13. Suppose that (π,H) is the reduced atomic representation of a
C∗-algebra A. Then
π[A] ∩ K(H) = π[IAt(A)].
Proof. Let (πi,Hi)i∈I be the maximal pairwise inequivalent irreducible representa-
tions of A which give rise to π. By Lemmas 3.9 for every minimal projection p ∈ A,
π(p) is 0 on all but one Hi. By Lemma 3.8 and Lemma 3.1 π(p) is a one-dimensional
projection on this Hi. It follows that π[IAt(A)] ⊆ K(H).
The other inclusion follows from Proposition 3.12 applied for I = A. 
Recall that CCR(A) is the ideal of all elements of a C∗-algebra A which are sent
onto a compact operator by each irreducible representation of A (see Section 1.5 of
[2]).
Proposition 3.14. Suppose that A is a C∗-algebra. Then IAt(A) ⊆ CCR(A).
Proof. Suppose that π : A → B(H) is an irreducible representation of A on some
Hilbert space H. If p ∈ A is a minimal projection in A, then by Lemma 3.8 and
Lemma 3.1 π(p) is a one-dimensional projection on this H, i.e., π(p) ∈ K(H). As
the minimal projections of A generate IAt(A) we conclude that π[IAt(A)] ⊆ K(H)
as required. 
Proposition 3.15. Suppose A is a C∗-algebra. Then IAt(A) is isomorphic to a
subalgebra of K(H) for some Hilbert space H.
Proof. Apply Proposition 3.13 and Lemma 3.11. 
Proposition 3.16. Suppose A is a C∗-algebra. Then IAt(A) is an ideal of A.
It contains all ideals isomorphic to a subalgebra of compact operators on a Hilbert
space. Therefore there is no bigger ideal which can be faithfully mapped into an
algebra of compact operators on a Hilbert space.
Proof. Let π be the reduced atomic representation of A on H. By Proposition 3.13
we have π[A] ∩ K(H) = π[IAt(A)]. Since K(H) is an ideal of B(H), π[IAt(A)] is
an ideal of π[A]. Therefore IAt(A) is an ideal of A. Any ideal I isomorphic to
a subalgebra of K(H) is generated as an algebra by its minimal projections (by
inspection in subalgebras of K(H)). The minimal projections in I are minimal
projections in A (Lemma 3.3). Thus I ⊆ IAt(A). 
Proposition 3.17. Suppose that A is a C∗-algebra and B is a subalgebra of A.
Then IAt(A) ∩ B ⊆ IAt(B). If J is an ideal of A, then IAt(J ) = IAt(A) ∩ J .
Proof. By Proposition 3.16, IAt(A) ∩ B is an ideal of B. Since IAt(A) can be
mapped faithfully into an algebra of compact operators (Proposition 3.15), so can
IAt(A)∩B. However by Proposition 3.16 any such ideal of B is included in IAt(B).
The second statement immediately follows from the first statement and Lemma
3.3. 
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3.3. Atoms and essential ideals. Recall that an ideal I in a C∗-algebra A is
called essential if and only if I ∩ J 6= {0} for any nonzero ideal of A. Also I is
essential if and only if I⊥ = {a ∈ A : aI = 0} is the zero ideal (see II.5.4.7 of [8]).
Lemma 3.18. Suppose that A is a C∗-algebra, I ⊆ A is its essential ideal and
J ⊆ I is an essential ideal of I. Then J is an essential ideal of A.
Proof. To see that J is an ideal of A, take j ∈ J and a ∈ A. Let (jξ)ξ∈Ξ be an
approximative unit for J , in particular ‖jjξ − j‖ converges to 0. We have aj ∈ I
as I is an ideal of A and since (ajjξ)ξ∈Ξ converges to aj and each ajjξ is in J , it
follows that aj ∈ J as required. The proof for ja is analogous.
For the essentiality of J suppose that there is a ∈ A such that aJ = 0. However,
the essentiality of I in A implies that there is i ∈ I such that ia 6= 0. Now the
essentiality of J in I yields j ∈ J such that iaj 6= 0. It follows that aj 6= 0, which
is a contradiction. 
Proposition 3.19. Suppose that A is a C∗-algebra and I ⊆ A is its essential ideal
such that there is an embedding i : I → K(H) for some Hilbert space H. Then there
is an extension of this embedding to an embedding i˜ : A → B(H).
Proof. Let M(I) be the multiplier algebra of I, that is, a unital C∗-algebra con-
taining I as an essential ideal such that it is universal in the sense that for any C∗-
algebra B containing I as an ideal there is a unique homomorphism h : B →M(I)
extending the identity map on I (see [8, I.7.3.1]). Since i is a faithful representation
of I, we can identify M(I) as the idealizer of the image of I inside B(H) (see [8,
II.7.3.5]). Let i˜ : A → M(I) ⊆ B(H) be the homomorphism obtained from the
universality of the multiplier algebra, which extends i. We have that I⊥ = {0}.
Thus for every nonzero a ∈ A there is b ∈ I such that ab 6= 0. However ab belongs
to I since it is an ideal, so i˜(ab) = i(ab) 6= 0 which means that i˜(a) 6= 0. Therefore
i˜ is an embedding into B(H). 
Proposition 3.20. Suppose that A a C∗-algebra and I ⊆ IAt(A) is its essential
ideal. Then I = IAt(A).
Proof. We know that IAt(A) is isomorphic to a subalgebra of K(H) for some Hilbert
space H (Proposition 3.15). By Proposition 3.19 we may assume that A ⊆ B(H)
and I ⊆ K(H). Therefore IAt(A) is equal to
⊕
i∈I K(Hi) for a family of Hilbert
spaces Hi ⊆ H for i ∈ I ([2, Theorem 1.4.5.]). Hence I is an essential ideal of⊕
i∈I K(Hi), which means that it must contain nonzero elements of each K(Hi).
By the fact that each K(Hi) is simple, i.e., has no nontrivial ideals, it follows that
I is the entire
⊕
i∈I K(Hi). That is I = I
At(A), as required. 
Proposition 3.21. Suppose that I is an essential ideal of a C∗-algebra A which is
isomorphic to a subalgebra of K(H) for some Hilbert space H. Then I = IAt(A).
Proof. Since IAt(A) is the largest ideal of A which is isomorphic to a subalgebra
of K(H) for some Hilbert space H (Proposition 3.16), I is contained in IAt(A).
Therefore Proposition 3.20 implies that I = IAt(A).

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4. The noncommutative case - scattered C∗-algebras
Theorem 1.4. [33, 34, 70] Suppose that A is a C∗-algebra. The following condi-
tions are equivalent:
(1) Every non-zero ∗-homomorphic image of A has a minimal projection.
(2) There is an ordinal ht(A) and a continuous increasing sequence of closed
ideals (Iα)α≤ht(A) such that I0 = {0}, Iht(A) = A and
IAt(A/Iα) = {[a]Iα : a ∈ Iα+1},
for every α < ht(A).
(3) There is an ordinal m(A) and a continuous increasing sequence of ideals
(Jα)α≤m(A) such that J0 = {0}, Jm(A) = A and Jα+1/Jα is an elementary
C∗-algebra (i.e., ∗-isomorphic to the algebra of all compact operators on a
Hilbert space) for every α < m(A).
(4) Every non-zero subalgebra of A has a minimal projection.
(5) A does not contain a copy of the C∗-algebra C0((0, 1]) = {f ∈ C((0, 1]) :
limx→0 f(x) = 0}.
(6) The spectrum of every self-adjoint element is countable.
Proof. (1) ⇒ (2) We define the sequence (Iα)α<ht(A) by induction. Put I0 = {0}.
At each successor stage α+ 1, if A/Iα is non-zero, then IAt(A/Iα) is non-zero by
(1). Let Iα+1 = σ−1α (I
At(A/Iα)), where σα : A → A/Iα is the quotient map. If
γ is a limit ordinal let Iα =
⋃
α<γ Iα. The induction has to terminate at some
ordinal ht(A), whose cardinality does not exceed |A|.
(2) ⇒ (3) For each ordinal α < ht(A) we have Iα+1/Iα = IAt(A/Iα) and
hence by Proposition 3.15 the quotient Iα+1/Iα is isomorphic to a subalgebra of
the algebra of compact operators. Such algebras are isomorphic to algebras of the
form
⊕
i∈Λα
K(Hα,i) for some Hilbert spaces Hα,i and a totally ordered set Λα
(1.4.5. of [2]). Let να : Iα+1/Iα →
⊕
i∈Λα
K(Hα,i) be such an isomorphism and
define Jα,i = σ−1α ◦ ν
−1
α (
⊕
j≤iK(Hα,j)). Order Γ = {(α, i) : i ∈ Λα, α ≤ ht(A)}
lexicographically and let m(A) be the order type of this set. Re-enumerate the set
of {Jα,i : (α, i) ∈ Γ} by the ordinal m(A) as {Jγ : γ ≤ m(A)}. It is easy to check
that (Jγ)γ≤m(A) has the required properties.
(3) ⇒ (4) Let (Jα)α≤m(A) be a composition series as in (3).
First assume that C is a unital subalgebra of A. By passing to a masa of C and
using Lemma 3.3, we may assume that C is commutative and hence isomorphic to
an algebra of the form C(K) for some compact HausdorffK. Consider the sequence
(J ′α)α≤m(A) of ideals of C(K) defined by J
′
α = Jα∩C. Then J
′
α+1/J
′
α is isomorphic
to a subalgebra of Jα+1/Jα, but being a commutative subalgebra of the algebra
of compact operators J ′α+1/J
′
α is isomorphic to c0(Γα) for some discrete space Γα.
As all ideals in C(K) are of the form {f ∈ C(K) : f |F = 0} for some closed
F ⊆ K, we obtain a corresponding decreasing continuous sequence (Fα)α≤m(A).
Since C(K)/{f ∈ C(K) : f |F = 0} is canonically isomorphic to C(F ), we conclude
that {f ∈ C(Fα) : f |Fα+1 = 0} is isomorphic to c0(Γα), and therefore Fα \ Fα+1 is
discrete, i.e. consists only of points isolated in Fα. Therefore, as in the proof of (2)
to (3) of Theorem 2.7, we easily can obtain that K satisfies (3) of this theorem, so
K is scattered and hence by Lemma 3.1, the algebra C(K) and consequently C has
a minimal projection.
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Thus we proved that all unital subalgebras of algebras satisfying (3) have minimal
projections. Now suppose that C is a nonunital subalgebra of A. If A is unital,
extend C to the unital subalgebra of A by adding the unit of A and apply Lemma
3.4. If A is not unital, first consider its minimal unitization A˜ of A and note
that it satisfies (3) with the sequence (Jα)α≤m(A) extended by one biggest term
Jm(A)+1 = A˜ and now follow the previous case.
(4) ⇒ (5) It is clear as C0((0, 1]) has no (minimal) projections.
(5) ⇒ (6) Assume that (6) does not hold and take a self-adjoint element h of A
with uncountable spectrum X ⊆ C. The algebra generated by h is isomorphic to
C0(X ∪ {0}) = {f ∈ C0(X ∪ {0}) : limx→0 f(x) = 0} where X ∪ {0} is compact
(Corollary 1.2.3 of [63]). As X is uncountable, there is r > 0 such that X \ (−r, r)
is uncountable and hence nonscattered and so there is a continuous surjection φ :
(X∪{0})→ [0, 1] such that φ(0) = 0. Therefore C0((0, 1]) embeds into C0(X∪{0})
and consequently into A.
(6) ⇒ (1) Let π : A → B be a surjective ∗-homomorphism. If A is unital, so
is B (and both are equal to their minimal unitizations, respectively). If A is not
unital, then there is a surjective ∗-homomorphism π1 : A˜ → B˜ sending λ1A˜ + a
to λ1B˜ + π(a) for all λ ∈ C and a ∈ A, so in both cases we have a surjective
π1 : A˜ → B˜.
Note also that (λ1A˜+ a)−λ
′1A˜ is invertible if and only if a− (λ
′ − λ)IA˜ is, i.e.,
the spectrum of λ1A˜+a is a translation of the spectrum of a and hence the spectra
of all elements of A˜ are countable.
If a − λ1A˜ is invertible, then π1(a) − λ1B˜ is invertible as well, so the spectrum
of π1(a) in B˜ is not bigger than the spectrum of a in A˜, hence the spectra of all
elements of in B˜ are countable.
Applying Lemmas 3.5 and 3.6 in the unitization of B˜ where there is at least one
projection equal to the unit, we obtain either a minimal projection or a copy of
C([0, 1]). The latter is impossible because many elements of C([0, 1]) have uncount-
able spectra. So B has a minimal projection, a required. 
Before the next lemma recall Theorem 2.7.
Lemma 4.1. Suppose that K is a scattered compact Hausdorff space with Cantor-
Bendixson sequence (K(α))α≤ht(K). Then C(K) is a commutative scattered C
∗-
algebra with the Cantor-Bendixson sequence (Iα)α≤ht(C(K)) satisfying ht(C(K)) =
ht(K) and
Iα = C
(α)(K) = {f ∈ C(K) : f |K(α) = 0},
IAt(C(K)/C(α)(K)) ∼= c0(K
(α) \K(α+1)).
Definition 4.2. We call a C∗-algebra A atomic if and only if IAt(A) is an essential
ideal.
The following corresponds to the commutative fact that atoms are dense in
superatomic Boolean algebras:
Proposition 4.3. Every scattered C∗-algebra is atomic.
Proof. Let A be a scattered C∗-algebra. It is easy to check that I⊥ is a (closed)
ideal of A for any ideal I ⊆ A. Applying Proposition 3.17 for J = IAt(A)⊥
we conclude that IAt(J ) = {0}, which by Theorem 1.4 (4) means that J = 0.
Therefore IAt(A) is essential. 
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Proposition 4.4. Every subalgebra and every ∗-homomorphic image of a scattered
C∗-algebra is a scattered C∗-algebra.
Proof. Condition (1) of Theorem 1.4 is hereditary with respect to ∗-homomorphic
images and condition (4) is hereditary with respect to subalgebras. 
By locally finite dimensional (LF) we will mean a C∗-algebra in which every
finite set of elements can be approximated from a finite dimensional subalgebra, for
separable algebras it is equivalent to be AF which means that there is a directed
family of finite dimensional subalgebras with dense union (see [23] for detailed
discussion of versions of the definition of nonseparable AF algebras). Recall also
that a C∗-algebra A is called GCR (type I) if and only if CCR(A/J ) 6= {0}
whenever J ⊆ A is an ideal of A satisfying J 6= A. The following, among others,
corresponds to the fact (Proposition 2.5) that scattered compact Hausdorff spaces
are zero-dimensional. Of course since all scattered C∗-algebras are LF C∗-algebras
(Lemma 5.1 of [44]) which have real rank zero (V. 7. 2 of [17]), so do scattered
C∗-algebras. However, this can be also observed independently.
Proposition 4.5. [44, 42, 66] Suppose that A is a scattered C∗-algebra. Then
(1) A has real rank zero,
(2) A is LF,
(3) A is a GCR algebra.
Proof. For (1) will use one of the equivalent conditions to being of the real rank
zero, which says that self-adjoint elements of the algebra can be approximated by
self-adjoint elements which have finite spectrum (V. 7. 3 of [17]). Suppose that a is
a self-adjoint element of A. Let K be compact Hausdorff such that the unital C∗-
algebra generated in A by a is isomorphic to C(K). By Theorem 1.4 (4) K must be
scattered and so the element corresponding to a in C(K) must be approximated by
a linear combination of projections which have spectrum {0, 1} and are self adjoint.
To prove (2) we need to use, as in [44], the fact due to Effros, that a separable
C∗-algebraA is approximately finite if for an ideal J ⊆ A, both J and the quotient
A/J are approximately finite (III. 6. 3. [17]) and the fact that a C∗-algebra is LF
if all separable subalgebras are LF, which follows directly from our definition. By
Proposition 4.4 any separable subalgebra of A is scattered, so one can apply the
above fact and the transfinite induction using either (2) or (3) of Theorem 1.4 and
obtain condition (2).
To prove (3) let J ⊆ A be an ideal of A satisfying J 6= A. Then A/J is
scattered by Propositon 4.4 and so IAt(A/J ) 6= {0}. Now apply Proposition 3.14
to conclude that CCR(A/J ) 6= {0}. 
Proposition 4.6 ([42]). The following are equivalent for a C∗-algebra A:
(1) A is scattered,
(2) Every subalgebra of A is LF,
(3) Every commutative (and separable) subalgebra of A is scattered,
Proof. (1)→ (2), (3). This follows from Propositions 4.4 and 4.5 (2). The fact that
(2) or (3) imply (1) follows from Theorem 1.4 (5), as C0((0, 1]) is neither scattered
nor LF . 
Proposition 4.7. There are scattered C∗-algebras A such that the ideal CCR(A)
does not appear in the Cantor-Bendixson sequence (Iα)α≤ht(A).
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Proof. Let A be the algebra C(ω + 1, K˜(ℓ2)) ∼= C(ω + 1)⊗ K˜(ℓ2)) of all continuous
complex-valued functions on the one point compactification of the countable infinite
discrete space into the unitization of the algebra of compact operators on a separable
Hilbert space. Let (Iα)α≤ht(A) be its Cantor-Bendixson sequence of A. Note that
{f ∈ A : f(n) ∈ K(ℓ2)), f(ω) = 0} ∼= c0 ⊗ K(ℓ2) is an essential ideal isomorphic
to the countable direct sum of the algebras of compact operators and so it is I1 =
IAt(A) by Proposition 3.21.
Moreover [pn]IAt(A) for pn = χ{n}⊗IdB(ℓ2) is a minimal projection in A/I
At(A)
for each n ∈ ω, so pn ∈ I2 \ I1. However pn 6∈ CCR(A) as the irreducible represen-
tation πn : A → B(ℓ2) given by π(a) = a(n) sends pn to a noncompact operator.
As for any one-dimensional projection q ∈ K(ℓ2) the element [aq]IAt(A) is a
minimal projection in A/IAt(A) as well, where aq = χω+1⊗ q, it follows that A/I2
is isomorphic to C and so I3 = A and ht(A) = 3.
Now consider any irreducible representation π : A → B(H) for some Hilbert
spaceH aiming at proving that aq is in CCR(A) for each one-dimensional projection
q ∈ K(ℓ2). Consider the canonical copy of C(ω+1) in A which is the center of A so
ends up in the center of π[A]. But the irreducibility of π gives that the commutator
of π[A] is in CIdH (5.1.5 [51]), so C(ω + 1) is sent into CIdH. It follows that
Ker(π)∩C(ω+1) is one of the ideals {f ∈ C(ω+1) : f(ξ) = 0} for some ξ ∈ ω+1,
but it contains an approximate unit of the ideal {f ∈ A : f(ξ) = 0}, and so Ker(π)
is included in {f ∈ A : f(ξ) = 0} for some ξ ∈ ω + 1. It follows that π corresponds
to one of the irreducible representations of A/{f ∈ A : f(ξ) = 0} ≡ K˜(ℓ2), but
all such representations send aq onto a compact operator so aq is in CCR(A) as
required.
It follows that CCR(A) cannot be any of the ideals I1, I2 nor I3.

One should note that being a scattered C∗-algebra is equivalent to many other
conditions which as in the commutative version, that is Theorem 2.8, are concerned
with the dual and the bidual of the algebra:
Theorem 4.8 ([33], [34]). Suppose that A is a C∗-algebra and A′′ is its enveloping
von Neumann algebra. The following conditions are equivalent for A to be scattered:
(1) A′′ =
∏
α<κ B(Hα) for some cardinal κ.
(2) Each non-zero projection in A′′ majorizes a minimal projection in A.
(3) Every non-degenerate representation of A is a sum of irreducible represen-
tations.
(4) Every positive functional µ on A is of the form Σn∈Ntnµn where µns are
pure states and tn ∈ R+ ∪ {0} are such that Σn∈Ntn <∞.
(5) The dual of A is isomorphic to the ℓ1-sum (
⊕
α<β T C(Hα))ℓ1 where TC(H)
denotes the trace class operators on a Hilbert space H.
(6) The dual spaces C∗ of separable subalgebras C ⊆ A are separable.
(7) The spectrum spaces Cˆ of separable subalgebras C ⊆ A are countable.
5. Cantor-Bendixson derivatives of tensor products
Despite the following theorem of C. Chu it is unclear how to calculate the Cantor-
Bendixson sequence of the tensor product of scattered C∗-algebras. Note that even
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in the commutative case (K × L)′ is not K ′ × L′, for K,L compact, however,
K × L \ (K × L)′ = (K \K ′)× (L \ L′).
Theorem 5.1 ([15]). Let A and B be C∗-algebras. The maximal tensor product
A⊗max B is scattered if and only if A and B are scattered.
By Proposition 4.5 (3) every scattered C∗-algebra is GCR (or type I or postlim-
inar; see [2, Theorem 1.5.5] and page 169 of [51]). Therefore every scattered C∗-
algebraA is nuclear (e.g., [8, IV.3.1.3]), i.e., for every C∗-algebra B there is a unique
C∗-tensor product A⊗ B.
Lemma 5.2. Assume A1 and A2 are two scattered C∗-algebras. Then
IAt(A1 ⊗A2) = I
At(A1)⊗ I
At(A2).
Proof. Let pi be a minimal projection in Ai for i = 1, 2. Then
p1 ⊗ p2(A1 ⊗A2)p1 ⊗ p2 = p1A1p1 ⊗ p2A2p2 = C(p1 ⊗ p2).
Therefore p1⊗p2 is a minimal projection in A1⊗A2 and hence IAt(A1)⊗IAt(A2) ⊆
IAt(A1 ⊗A2).
Since every scatteredC∗-algebra is atomic (Proposition 4.3) we know that IAt(A1)
and IAt(A2) are essential ideals of A1 and A2, respectively. If we show that
IAt(A1)⊗ IAt(A2) is an essential ideal of A1 ⊗A2 then by the above and Propo-
sition 3.20 we have IAt(A1) ⊗ IAt(A2) = IAt(A1 ⊗ A2). Assume J is a nonzero
ideal of A1⊗A2. It is known that J contains a nonzero elementary tensor product
x1 ⊗ x2, where x1 ∈ A1 and x2 ∈ A2 (this is true in general for nonzero closed
ideals of the minimal tensor products of C∗-algebras; see for example [9, Lemma
2.12]). For i = 1, 2, since IAt(Ai) is an essential ideal of Ai, there is ai ∈ IAt(Ai)
such that aixi 6= 0. Then
a1x1 ⊗ a2x2 = (a1 ⊗ a2)(x1 ⊗ x2) 6= 0
belongs to J ∩ IAt(A1) ⊗ IAt(A2). Thus IAt(A1) ⊗ IAt(A2) is an essential ideal
of A1 ⊗A2.

Proposition 5.3. Suppose that A is a scattered C∗-algebra with the Cantor-Bendixson
sequence (Iα)α≤ht(A). Then A ⊗ K(ℓ2) is a scattered C
∗-algebra whose Cantor-
Bendixson sequence (Jα)α≤ht(A) satisfies Jα = Iα ⊗ K(ℓ2) for every α ≤ ht(A ⊗
K(ℓ2)) = ht(A). In particular Jα+1/Jα is ∗-isomorphic to (Iα+1/Iα)⊗K(ℓ2).
Proof. We prove Jα = Iα ⊗ K(ℓ2) by induction on α ≤ ht(A). For α = 1 this
follows from Lemma 5.2. At a successor ordinal by Lemma 5.2 and the inductive
assumption we have Jα+1/Jα = IAt
(
(A ⊗ K(ℓ2)
)
/Jα) = IAt(
(
A ⊗ K(ℓ2)
)
/(Iα ⊗
K(ℓ2))) = IAt
(
(A/Iα)⊗K(ℓ2)
)
= IAt(A/Iα)⊗K(ℓ2) = (Iα+1/Iα)⊗K(ℓ2) and so
Jα+1 = Iα+1 ⊗K(ℓ2). The limit ordinal case is immediate. 
6. Fully noncommutative scattered C∗-algebras
Definition 6.1. Let A be a scattered C∗-algebra with the Cantor-Bendixson se-
quence (Iα)α≤ht(A). A is called fully noncommutative if Iα+1/Iα is isomorphic to
the algebra of all compact operators on a Hilbert space, for each α < ht(A).
Lemma 6.2. Suppose that A is a fully noncommutative scattered C∗-algebra with
the Cantor-Bendixson sequence (Iα)α≤ht(A) and J ⊆ A is an ideal of A. Then
J = Iα for some α ≤ ht(A).
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Proof. Let β ≤ ht(A) be the minimal ordinal such that Iβ 6⊆ J . If there is no
such β we have Iht(A) = A = J . It follows that β = α + 1 for some α < ht(A).
So σα[Iα+1 ∩ J ] is a proper ideal of Iα+1/Iα, where σα is the quotient map.
By Definition 6.1 the quotient Iα+1/Iα is isomorphic to the algebra of all compact
operators on a Hilbert space, which has no nonzero proper ideals. So (J ∩Iα+1)/Iα
is the zero ideal. Moreover by Theorem 1.4 (2) IAt(A/Iα) = Iα+1/Iα, which is
an essential ideal by Theorem 1.4 (1) and Proposition 4.3. Therefore J /Iα = {0}
which implies that J = Iα, as required. 
Proposition 6.3. Suppose that A is a scattered C∗-algebra. The following are
equivalent:
(1) A is fully noncommutative,
(2) the ideals of A form a chain,
(3) the centers of the multipler algebras of any quotient of A are all trivial.
Proof. The implication (1) ⇒ (2) is Lemma 6.2.
(2) ⇒ (1) Let (Iα)α≤ht(A) be the Cantor-Bendixson sequence of A. Suppose
that one of the quotients Iα+1/Iα is not isomorphic to the algebra of all compact
operators on a Hilbert space. Since Iα+1/Iα = IAt(A/Iα) and by Proposition 3.15,
Iα+1/Iα it is isomorphic to some subalgebra of all compact operators on a Hilbert
space ([2, Theorem 1.4.5.]). Hence, we may assume that Iα+1/Iα is isomorphic to
a subalgebra of an algebra of the form K(H1)⊕K(H2) for some Hilbert spaces H1
and H2. Now Iα+K(H1)⊕{0} and Iα+ {0}⊕K(H2) are two incomparable (with
respect to inclusion) ideals of A.
(1) ⇒ (3) By Lemma 6.2 a nonzero quotient of A must be of the form A/Iα
for some α < ht(A). By the Dauns-Hofmann theorem (4.4.8 of [55]) the center
of the multiplier algebra of A/Iα is isomorphic to the C∗-algebra of the bounded
continuous functions on the spectrum Aˆ of A. The quotient A/Iα is again scattered
and therefore Iα+1/Iα is an essential ideal of A/Iα (Proposition 4.3). This implies
that A/Iα can be embedded into the multiplier algebra of Iα+1/Iα ∼= K(ℓ2(κ)),
for some cardinal κ so that the embedding is the identity on Iα+1/Iα. It follows
that A/Iα has a faithful representation in B(ℓ2(κ)), where Iα+1/Iα is mapped onto
K(ℓ2(κ)). So this representation is irreducible and its kernel zero is included in the
kernel of any other irreducible representation of A/Iα. Therefore all points of the
spectrum of A/Iα are in the closure (with the Jacobson topology) of this one point.
Hence the only continuous functions on the spectrum of A/Iα are constant maps.
It follows from the Dauns-Hofmann theorem that the center of the multipliers of
A/Iα is trivial.
(3) ⇒ (1) Again let (Iα)α≤ht(A) be the Cantor-Bendixson sequence of A. If
A is not fully commutative, then it has a quotient A/Iα with an essential ideal
Iα+1/Iα which is isomorphic to
⊕
i∈I K(Hi) for some nonzero Hilbert spaces Hi
and some set I with at least two elements. By the essentiality of the ideal Iα+1/Iα
in A/Iα, there is an embedding of A/Iα into
⊕
i∈I B(Hi), which sends Iα+1/Iα
onto
⊕
i∈I K(Hi) and
⊕
i∈I B(Hi) can be identified with the algebra of multipliers
of Iα+1/Iα. However since |I| ≥ 2, the projections on the factors B(Hi) witness
the fact that the center of the algebra of multipliers of A/Iα is nontrivial. 
Given a GCR C∗-algebraA by its GCR composition series we mean a sequence of
ideals (Jα)α≤α0 for some ordinal α0 such that J0 = {0}, Jα0 = A, Jλ =
⋃
α<λ Jα
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for each limit ordinal λ ≤ α0 and
{[a]Jα : a ∈ Jα+1} = CCR(Jα+1/Jα),
for each α < α0 (see Section 1.5 of [2]).
Proposition 6.4. Suppose that A is a fully noncommutative scattered C∗-algebra.
Then its Cantor-Bendixson sequence and its GCR composition series coincide.
Proof. Let (Iα)α≤ht(A) be the Cantor-Bendixson sequence of A. By induction on
α ≤ ht(A) we prove that Iα = Jα. The limit ordinal case is trivial. So let
α < ht(A) and consider A/Iα. Since A is fully noncommutative IAt(A/Iα) is
isomorphic to the algebraK(ℓ2(κ)) for some cardinal κ. Since IAt(A/Iα) is essential
in A/Iα by Proposition 4.3, we conclude by Proposition 3.19 that there is an
embedding i : A/Iα → B(ℓ2(κ)) such that i[I
At(A/Iα)] = K(ℓ2(κ)). Since K(ℓ2(κ))
is irreducible in B(ℓ2(κ)) it follows that i is an irreducible representation of A/Iα.
So CCR(A/Iα) ⊆ IAt(A/Iα). The other inclusion holds in general by Proposition
3.14. 
7. Some constructions of scattered C∗-algebras
In this section we give examples of constructions of scattered C∗-algebras with
some prescribed sequences of Cantor-Bendixson derivatives. All these examples
correspond to classical classes of scattered locally compact spaces. As we want to
produce “genuinely” noncommutative examples, we will focus on two notions of
being fully noncommutative (Definition 6.1) and the stability of C∗-algebras (cf.
[61]):
Definition 7.1. A C∗-algebra A is called stable if and only if A is ∗-isomorphic
to A⊗K(ℓ2).
The first immediate group of constructions is obtained by tensoring the com-
mutative examples by K(ℓ2) and applying Proposition 5.3. They are not fully
noncommutative, but are stable. Before the following theorem recall the definitions
of width and height of a Scattered C∗-algebras (Definition 1.5).
Theorem 7.2. Let κ be a regular cardinal.
• There are stable scattered C∗-algebras of countable width and height α for
any α < ω2.
• It is consistent that there are stable scattered C∗-algebras of countable width
and height α for any α < ω3.
• It is consistent that there are stable scattered C∗-algebras of width κ and
height κ+.
• There are stable scattered C∗-algebras A of height 2 with IAt(A) ∼= c0 ⊗
K(ℓ2) and A/IAt(A) ∼= c0(c)⊗K(ℓ2) where c denotes the cardinality of the
continuum.
Proof. In all these cases we apply Proposition 5.3 for tensor products C(K)⊗K(ℓ2)
for appropriate compact scattered Hausdorff spaces K from [36], [4], [48], [38] and
the Ψ-spaces surveyed e.g. in [32]. See also [58]. 
In the rest of this section we focus on obtaining fully noncommutative exam-
ples which do not require any special set-theoretic assumptions. Before doing so
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let us inquire about the relationship between the stability and being fully non-
commutative. As shown in the above examples the former does not imply the
latter, but being fully noncommutative implies the stability for separable scattered
C∗-algebras which have no unital quotients. The condition of having no unital
quotients is necessary as quotients of stable algebras are stable (2.3 (ii) of [61]) and
no stable algebra can be unital.
Lemma 7.3. Suppose that A is a separable scattered C∗-algebra with the Cantor-
Bendixson sequence (Iα)α<ht(A). Then A is stable if and only if Iα+1/Iα is stable
for each α < ht(A). In particular, if A is fully noncommutative and with no unital
quotient, then A is stable.
Proof. For the forward implication uses the fact that ideals and quotients of stable
C∗-algebras are stable (2.3. (ii) of [61]).
The proof of the backward implication is by induction on the height of the
algebra. Note that this height must be a countable ordinal as the algebra is assumed
to be separable. Suppose that the height is a successor ordinal α + 1. We have
that A = Iα+1 and that Iα is stable by the inductive assumption. The quotient
Iα+1/Iα is stable by the hypothesis.
Consider the short exact sequence,
0→ Iα → A → Iα+1/Iα → 0.
Now we use the fact that scattered C∗-algebras are approximately finite (Lemma
5.1 of [44]) and Blackadar’s characterization of separable stable AF-algebras as AF-
algebras with no nontrivial bounded trace ([7], [61]). A nontrivial bounded trace on
A would need to be zero on Iα, by the inductive assumption. Hence it would define
a nontrival bounded trace on Iα+1/Iα, which is impossible since it is stable (see
also Proposition 6.12 of [61]). If the height of A is a limit ordinal, then the result
follows from the fact that countable inductive limits of separable stable C∗-algebras
are also stable (Corollary 2.3 of [61]).
To conclude the last part of the lemma from the previous, note that the assump-
tion that A is fully noncommutative and that the quotients Iα+1/Iα are nonunital,
implies that they are isomorphic to the algebras of all compact operators on an
infinite dimensional Hilbert spaces, and such algebras are stable. 
Examples from papers [25, 26] show that nonseparable fully noncommutative
scattered C∗-algebras do not have to be stable. However by tensoring a fully-
noncommutative C∗-algebra by K(ℓ2) we obtain a fully noncommutative C
∗-algebra
of the same height and width which is additionally stable.
Recall that for a cardinal κ, κ+ denotes the minimal cardinal which is strictly big-
ger than the κ. The following proposition shows that one can start from K(ℓ2(κ)),
where κ is a regular cardinal and increase the height of the algebra up to any ordinal
θ < κ+. In these constructions the algebras of lower height are not essential ideals
of those previously constructed, and so we can not get to the height κ+ without
increasing the width. These constructions correspond to consecutive application of
one-point compactification and the Cartesian product by κ with the discrete topol-
ogy, that is taking the disjoint union of κ-many copies of one point compactification
of the previous spaces.
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Proposition 7.4. Suppose that κ is a regular cardinal. For any θ < κ+ there
is a scattered C∗-algebra Aθ of height θ such that if (Iθα)α≤ht(Aθ) is the Cantor-
Bendixson sequence of Aθ, the algebra Iθα+1/I
θ
α is isomorphic to K(ℓ2(κ)) for every
α < ht(Aθ). In particular, each Aθ is fully noncommutative, with wd(Aθ) = κ.
There are stable examples with this property.
Proof. Let {1β,α : α, β < κ} be a system of matrix units for K(ℓ2(κ)). Define Aθ
for θ < κ+ by recursion together with embeddings πθ,η : Aη → Aθ for η ≤ θ < κ+.
The embeddings satisfy the condition that πγ,θ ◦ πθ,η = πγ,η for η ≤ θ ≤ γ < κ+.
Let A0 = {0} and A1 = K(ℓ2(κ)). Fix θ < κ+ and suppose we are given Aη and
πγ,η for every η ≤ γ < θ. First consider the case where θ = η + 1 for some η < κ+.
Let Aθ = A˜η ⊗ K(ℓ2(κ)). By the assumption we have ht(Aη) = η (i.e., Iηη = Aη).
Define the embedding πθ,η : Aη → Aθ by mapping a → (a, 0) ⊗ 10,0 (the top left
entry of the κ× κ matrix over A˜η) and let πθ,α = πθ,η ◦ πη,α for α < η.
We claim that Iθβ = I
η
β ⊗ K(ℓ2(κ)) for all β < ht(Aη) = η. We show this by
induction on β. Assume this is true for some β < η. Then
Iθβ+1/I
θ
β = I
At(Aθ/I
θ
β) = I
At
( A˜η ⊗K(ℓ2(κ))
Iηβ ⊗K(ℓ2(κ))
)
∼= IAt
( A˜η
Iηβ
⊗K(ℓ2(κ))
)
= IAt
( A˜η
Iηβ
)
⊗ IAt
(
K(ℓ2(κ))
)
(Lemma 5.2)
=
Iηβ+1
Iηβ
⊗K(ℓ2(κ))(Lemma 3.4)
∼= K(ℓ2(κ)⊗ ℓ2(κ)) ∼= K(ℓ2(κ)).
Let σθ,β (resp. ση,β) denote the canonical quotient maps from Aθ (resp. Aη)
onto Aθ/I
θ
β (resp. Aη/I
η
β). Also let
ψ :
Aθ
Iθβ
=
A˜η ⊗K(ℓ2(κ))
Iηβ ⊗K(ℓ2(κ))
→
A˜η
Iηβ
⊗K(ℓ2(κ))
be the natural isomorphism. Then the composition ψ ◦σθ,β is the map which sends
(a, λ)⊗ T ∈ Aθ to ((a, λ) + I
η
β)⊗ T . Therefore ψ ◦ σθ,β = σ˜η,β ⊗ id (where σ˜η,β is
the natural extension of ση,β to A˜η and id is the identity map on K(ℓ2(κ))). Thus
Iθβ+1 = σ
−1
θ,β(I
At(Aθ/I
θ
β))
= σ−1θ,β ◦ ψ
−1(
Iηβ+1
Iηβ
⊗K(ℓ2(κ))
)
= (σ˜η,β ⊗ id)
−1
(Iηβ+1
Iηβ
⊗K(ℓ2(κ))
)
= Iηβ+1 ⊗K(ℓ2(κ)).
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Assume β ≤ η is a limit ordinal and the claim is true for all the ordinals below
β.
Iθβ =
⋃
α<β
Iθα =
⋃
α<β
Iηα ⊗K(ℓ2(κ))
=
⋃
α<β
Iηα ⊗K(ℓ2(κ)) = I
η
β ⊗K(ℓ2(κ)).
Next step is to show that ht(Aθ) = θ = η + 1. First notice that
Iθθ/I
θ
η = I
At
(
Aθ/I
θ
η )
∼= IAt
( A˜η ⊗K(ℓ2(κ))
Aη ⊗K(ℓ2(κ))
)
∼= IAt
( A˜η
Aη
⊗K(ℓ2(κ))
)
= IAt
( A˜η
Aη
)
⊗ IAt
(
K(ℓ2(κ))
)
(Lemma 5.2)
∼= C⊗K(ℓ2(κ)) ∼= K(ℓ2(κ)).
Similar to the above we have
Iθθ = (σ˜η,η ⊗ id)
−1
( A˜η
Aη
⊗K(ℓ2(κ))
)
= Aθ.
Suppose θ is a limit ordinal. Let Aθ be the inductive limit of the system
{(Aη, πγ,η) : η ≤ γ < θ}. By repeatedly using the above claim we have
Iθβ = I
β
β ⊗
⊗
β<γ<θ
K(ℓ2(κ))
for β < θ. For every η < θ, the map πθ,η : Aη → Aθ defined by
πθ,η(a) = lim−→
γ<θ
πγ,η(a)
is an embedding. Assume a ∈ Aθ and ǫ > 0 are given. Then there are η < θ and
b ∈ Aη such that
‖πθ,η(b)− a‖ < ǫ.
Since Aη = Iηη , we have πθ,η(b) ∈ I
θ
η . Therefore a ∈
⋃
η<θ I
θ
η = I
θ
θ . Thus Aθ = I
θ
θ
and ht(Aθ) = θ. Also
Iθβ+1/I
θ
β
∼=
Iβ+1β+1
Iβ+1β
⊗
⊗
β<η≤θ
K(ℓ2(κ)) ∼= K(ℓ2(κ)),
if β < θ. This completes the proof. 
It is more difficult to increase the height of the algebra further without increasing
its width, i.e., keeping the previous algebra as an essential ideal. In the following
we focus on the case κ = ω, and try to increase the height of the algebra to un-
countable ordinals while preserving the width ω. We will see that the stability
of an algebra can be employed to guarantee that it would be an essential ideal
in the next algebra, helping us to maintain the same width throughout the con-
struction. The successor stage corresponds in the commutative case to dividing a
locally compact scattered Hausdorff space into infinitely many clopen noncompact
26 SAEED GHASEMI AND PIOTR KOSZMIDER
subspaces of the same height and one-point compactifying each part. This tech-
nique is behind the standard example of a thin-tall locally compact space due to
Juhasz and Weiss ([36]). For a scattered C∗-algebra A, let (Iβ(A))β≤ht(A) denote
its Cantor-Bendixson sequence,
Lemma 7.5. Suppose that A a scattered stable C∗-algebra of height β. Then there
is a stable scattered C∗-algebra B of height β + 1 containing A as essential ideal
such that Iβ(B) = A and B/A ∼= K(ℓ2).
Proof. Since A is stable, we can identify A with A⊗K(ℓ2). Let
B = A˜ ⊗ K(ℓ2).
As A is an essential ideal of A˜, we have that A⊗K(ℓ2) is an essential ideal of B
(see the proof of Proposition 5.2). It is also clear that B/A ∼= C⊗K(ℓ2) ∼= K(ℓ2). To
calculate the Cantor-Bendixson derivatives of B we use Proposition 5.3 and conclude
that Iα(B) = Iα(A˜)⊗ K(ℓ2) for α ≤ β. Morover the isomorphism between A and
A ⊗ K(ℓ2) sends Iα(A) onto Iα(A˜) ⊗ K(ℓ2), by Proposition 5.3 and the fact that
an isomorphism must preserve the Cantor-Bendixson ideals. 
Theorem 7.6. There is a thin-tall fully noncommutative C∗-algebra (which is a
subalgebra of B(ℓ2)).
Proof. We construct an inductive limit A of stable scattered separable fully non-
commutative algebras (Aα)α<ω1 such that
• A0 = K(ℓ2),
• Aα is an essential ideal of Aα+1 for every α < ω1,
• Aα+1/Aα is ∗-isomorphic to K(ℓ2) for every α < ω1,
• Aλ is an inductive limit of Aαs for α < λ if λ is a countable limit ordinal.
This is enough, since then by Lemma 3.18 we have that Aα+1/Aα is an essen-
tial ideal in A/Aα, and so by Proposition 3.21 we conclude that IAt(A/Aα) =
Aα+1/Aα.
Given Aα apply Lemma 7.5 to get Aα+1. The resulting algebra satisfies the
induction requirements, it is stable, fully noncommutative, separable and scattered
of height α+ 1.
At countable limit ordinals take the inductive limit of the previously constructed
chain of ideals. It is clear that we obtain a fully noncommutative scattered algebra
of appropriate height. To prove that it is stable we use Corollary 2.3. (i) of [61]
implying that the countable inductive limit of separable stable algebras is stable.
The final algebra A is the inductive limit of the entire uncountable sequence.
Note that it can be embedded into B(ℓ2) applying Proposition 3.19 as K(ℓ2) =
IAt1 (A) is an essential ideal of A by Proposition 4.3 
Whether the algebra constructed in the theorem above is stable depends on the
additional features of the construction. Clearly A ⊗ K(ℓ2) is stable, for A from
the above theorem, so the construction can be carried out in such a way that
this isomorphism is respected. However one can construct a fully noncommutative
thin-tall scattered C∗-algebra which is not stable (see [26]). Note that the Cantor-
Bendixson ideals of such C∗-algebras are always stable by Lemma 7.3. This provides
examples of C∗-algebras which are nonstable and with no maximal stable ideal.
This follows from the fact that in fully commutative scattered C∗-algebras all ideals
are among the Cantor-Bendixson ideals by Lemma 6.2.
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Theorem 7.7. There is a fully noncommutative scattered algebra A ⊆ B(ℓ2) which
is an inductive limit of a sequence (Iα)α<λ of its essential ideals for a limit ordinal
λ ≤ c+ of uncountable cofinality such that Iα+1/Iα is isomorphic to K(ℓ2) for each
α < λ, with each Iα stable but A nonstable. In particular stability of C∗-algebras is
not preserved by uncountable inductive limits and there are nonstable C∗-algebras
without a stable ideal which is maximal among stable ideals.
Proof. Perform the recursive construction as in the proof of Theorem 7.6 obtaining
Aαs which are fully noncommutative, scattered of height α and form an increasing
continuous chain of essential ideals. The recursive construction has length λ where
λ be the first ordinal at which Aλ is not stable. Note that for all α < λ we can
continue the construction from the proof of Theorem 7.6 beyond α as the algebras
Aα are stable by the minimality of λ and so the following successor step is possible
and at limit ordinals (possibly uncountable) we take the inductive limits.
First we prove that there is such λ < c+. Suppose not, and let us derive a contra-
diction. Then we can produce A
c
+ and consider IAt(A
c
+), which is ∗-isomorphic
to K(ℓ2) and it is an essential ideal of Ac+ . It follows from Proposition 3.19 that
A
c
+ embeds into the multiplier algebra of K(ℓ2), which is B(ℓ2). It follows that
the density of A
c
+ is at most continuum, and so the height ht(A
c
+) < (2ω)+ as
successor cardinals are regular, a contradiction.
Now let us see that λ is a limit ordinal of uncountable cofinality. If λ is a
successor, then the resulting algebra is stable by Lemma 7.5. At limit ordinals of
countable cofinality we can use Corollary 4.1 of from [29], which states that an
inductive limit of a sequence of σ-unital stable C∗-algebras is stable. Note that
algebras of the form B = A˜ ⊗ K(ℓ2) are σ-unital, because (1⊗ p) form a countable
approximate unit of them, where p runs through finite dimensional projections onto
spaces spanned by first n ∈ N vectors of some fixed orthonormal basis of ℓ2. The
countable cofinality of λ ensures that our inductive limit Aλ is also an inductive
limit of a sequence of algebras (Aλn)n∈N, where (λn)n∈N is cofinal in λ. This implies
that Aλ is stable, which is a contradiction. Therefore λ is as required.
The absence of a maximal stable ideal in Aλ follows from the minimality of λ
and the fact that all ideals in a fully noncommutative scattered C∗-algebras are
among Aαs for α < λ (Lemma 6.2). 
Our final example is a noncommutative version of the Ψ-space (cf. [32]):
Theorem 7.8. There is a stable and fully noncommutative scattered C∗-algebra A
of height 2 with IAt(A) ∼= K(ℓ2) and A/IAt(A) ∼= K(ℓ2(c)).
Proof. Let (Aξ : ξ < c) be an almost disjoint family of subsets of N, that is such a
family of infinite subsets of N that Aξ ∩ Aη is finite for any two distinct ξ, η < c.
Define in B(ℓ2) orthogonal projections Pξ onto the spaces span({en : n ∈ Aξ})
where (en)n∈N is a fixed orthogonal basis of ℓ2. Let σξ : A0 → Aξ be bijections and
Tξ,0 ∈ B(ℓ2) be corresponding partial isometries i.e., Tξ,0(en) = eσξ(n) if n ∈ A0 and
Tξ,0(en) = 0 otherwise. Note that T
∗
ξ,0(en) = eσ−1
ξ
(n) if n ∈ Aξ and Tξ,0(en) = 0
otherwise. For all ξ, η < κ define
Tη,ξ = Tη,0T
∗
ξ,0.
That is Tη,ξ(en) = eση◦σ−1ξ (n)
if n ∈ Aξ and Tη,ξ(en) = 0 otherwise. Note that
Tη,ξ = PηTη,ξ = Tη,ξPξ = PηTη,ξPξ.
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Let A be a C∗-algebra generated in B(ℓ2) by {Tη,ξ : ξ, η < c} and the compact
operators. As K(ℓ2) is an essential ideal in B(ℓ2), it is essential in A and so by
Proposition 3.21 we have IAt(A) = K(ℓ2). Now consider the quotient A/K(ℓ2).
We have
(1) [Tη,ξ]
∗
K(ℓ2)
= [Tξ,η]K(ℓ2)
as T ∗η,ξ = Tξ,η. Moreover
(2) [Tβ,α]K(ℓ2)[Tξ,η]K(ℓ2) = δα,ξ[Tβ,η]K(ℓ2)
where δα,ξ = 1 if ξ = α and δα,ξ = 0 otherwise. This is checked directly if α = ξ
and for α 6= ξ we use Tβ,αTξ,η = Tβ,αPαPξTξ,η and the fact that PαPξ is the
projection on a finite dimensional space span({en : n ∈ Aα ∩ Aξ}), since Aξs are
almost disjoint. It follows that Tβ,αTξ,η is compact if α 6= ξ. It is well-known
that C∗ algebras having nonzero generators satisfying (1) and (2) are isomorphic
to the algebra of compact operators on the Hilbert space ℓ2(c). This is for example
checked in Section 2.3. of [25] and this completes the proof.

As in the case of a thin-tall C∗-algebra the above Ψ-algebra may or may not
be stable. An example exhibiting very strong nonstability (its multiplier algebra is
isomorphic to the minimal unitization) is constructed in [25].
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