Financial distress prediction (FDP) 
Introduction
Facing a far more complex internal and external economic environment than before, many economic entities with management deficiency and lack of innovation suffer great damages or even become insolvent. Financial distress prediction (FDP) has a key influence on healthy development of enterprises, the interests of credit institutions and securities investors, even the economic security of a country [1] . For banks, FDP has profound impact on the credit ranking because they should pay close attention to the current and future financial status of their enterprise customers. Additionally, FDP helps shareholders to detect the financially distressed condition of a company in advance such that they will withdraw capital before suffering financial damage [2] . Therefore, the current economic background has lifted the importance of FDP to an unprecedented position.
Statistical techniques were firstly employed in FDP, such as single ratio analysis [3] , multivariate discriminate analysis (MDA) [4] and logistic regression (Logit) [5] . After that, FDP entered a booming stage because of the rapid progress of artificial intelligent techniques [6] . Neural network (NN) has become one of the most widely used machine learning techniques in FDP because it outperforms traditional statistic techniques [7] . In addition, other artificial intelligent techniques were also used in FDP, such as decision tree [8] , genetic algorithm [9] , rough sets and etc. [10] . Developed on the basis of statistical learning theory, support vector machine (SVM) is a relatively new machine learning technique, which has been widely applied in many fields, such as classification, data mining and time series forecasting [11] [12] [13] . SVM is superior to other algorithms for FDP due to risk minimization, avoidance of local optimization and good generalization ability and classification performance for relatively small sample [14] [15] .
The research above in FDP mainly employs single classifiers, whose performance depends too much on the characteristics of samples, and thus neglects the advantages of classifier ensemble approach. Recently, more research on classifier ensemble arose, due to their lower variance of estimated error and higher recognition performance [16] [17] [18] .
However, most of the studies in FDP do not incorporate the misclassification costs of the two errors, namely type Ⅰ error and type Ⅱ. The former stands for classifying a financially distressed company as a healthy one, which results in the cost of losing principal and profit. While the latter stands for classifying a healthy company as a financially distressed one, which results in the cost of losing profit. Therefore， the asymmetric cost information should be taken into consideration in FDP so that different stakeholders, such as stockholders, creditors, auditors, clients, employees, and etc., could select their favorable models based on their cost preference. Chen, Ribeiro, Vieira, Duarte and Neves [19] proposed cost-sensitive learning vector quantization approach in FDP. To our knowledge, few FDP models based on classifier ensemble have taken misclassification costs into consideration.
As a result, the main motivation of this paper is to employ cost-sensitive AdaBoost selective ensemble to construct FDP models in order to minimize misclassification costs. The main objectives of this paper are to (1) incorporate cost information into AdaBoost selective ensemble in FDP, (2) exclude the missing and outlier data in the initial data preprocessing stage and use statistical methods to screen financial ratios in order to improve the prediction accuracy of FDP model, (3) compare cost-sensitive AdaBoost selective ensemble approach with cost-sensitive C4.5 decision tree approach and C4.5 decision tree approach in the aspect of cost of misclassification and prediction performance, and (4) expand cost-sensitive ensemble approach so that it will provide stakeholders with evidence in model selection.
Methodology

Framework of Cost-sensitive AdaBoost Selective Ensemble Method for FDP
This paper improves the traditional AdaBoost ensemble, which incorporates costs in the two stages of FDP: construction of single classifiers and integration of ensemble's results. It proposes a business FDP model based on cost-sensitive AdaBoost selective ensemble, whose modeling process is shown in Figure 1 . In the stage of construction of single classifier, the method of cost-sensitive weight adjustment is adopted to adjust the weights of each training data in order to make single classifier cost-sensitive. In the stage of integration of ensemble's results, genetic algorithm is adopted to screen the collection of single classifiers and then integrate the results. The two stages make misclassification costs minimum. 
Cost-sensitive AdaBoost Ensemble
AdaBoost is an adaptive boosting algorithm and most widely employed boosting algorithm [20] . AdaBoost sequentially trains single classifiers in order to construct a composite classifier. The core of AdaBoost algorithm is weight adjustment. In the each training round, the weights of the correctly classified data are decreased while the weights of the misclassified data are increased. After the rounds of training, the composite classifier is constructed by combining the single classifiers by weighted or simple voting schemes.
In order to make construction of single classifier cost-sensitive, the paper proposes a new weight adjustment method in the construction of single classifiers, which takes misclassification costs into consideration. The algorithm is shown as follows:
Algorithm name: Cost-sensitive AdaBoost ensemble Input: ( ) :
The error rate of () t hx is calculated as:
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Weights are adjusted as: c is misclassification cost. The function of () Bi is used to make weight adjustment of data cost-sensitive. Therefore, when data with larger misclassification costs are misclassified, their weights are increased in magnitude. When data is correctly classified, their weights are decreased in magnitude.
Cost-sensitive AdaBoost Selective Ensemble
Classification efficiency of ensemble is determined by classification accuracy of single classifiers and discrepancy among single classifiers. Classification performance of ensemble becomes better when classification accuracy of single classifiers is higher. Classification efficiency of ensemble is higher when discrepancy among single classifiers is larger. Therefore, in the stage of integration of ensemble's results, the classification performance is better when single classifiers with higher classification accuracy and larger discrepancy participate in the stage rather than all the single classifiers.
The rationale for cost-sensitive AdaBoost selective ensemble is the same, which is shown as follows:
Suppose training dataset is 
AdaBoost ensemble adopts weighted voting to integrate results, the average misclassification cost of () Exon training dataset D is: 
, the deduction of the single classifier t leads to the fact that the average misclassification cost of the cost-sensitive ensemble on dataset D is effectively reduced.
Cost-sensitive Selective Ensemble based on Genetic Algorithm
Section 2.3 provides a selection method of single classifier subset in ensemble. However, the efficiency of the method is rather low. Especially when cost-sensitive ensemble contains many single classifiers, it is quite impossible to find an optimal single classifier subset. Therefore, genetic algorithm is adopted to effectively select single classifier subset.
Genetic algorithm has been an effective way to solve optimization problems. Chromosome coding, fitness function and genetic operator are conducted in a specific way in the optimization problem. Cost-sensitive selective ensemble based on genetic algorithm is shown as follows: 
Fitness Function:
Fitness function is to measure excellence degree of each individual in a group. Analogous to the rule of survival of the fittest, the individual in higher excellence degree is highly possible to be transmitted to future generation, and vice versa. Suppose the average misclassification cost of single classifiers is e in this paper, Fitness=1-e.
Genetic Operators:
In genetic algorithm, a new population is generated from current population by genetic operators, which is composed of reproduction, crossover and mutation. This paper adopts roulette wheel to select individuals. The two matching individuals are exchanged for their corresponding binary-encoding strings in order of certain probability. And they become two new individuals. In individual mutation, binary bit selects 1 bit or several bits. The value becomes 1 if the value of home position is 0. And the value becomes 0 if the value of home position is 1. Then a new individual is generated.
In order to keep excellent chromosomes, the individual ranked as the first one in fitness function is prohibited to participate in the crossover and mutation, which effectively avoids degeneration in the genetic algorithm. 
Empirical Experiment
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Copyright ⓒ 2015 SERSC adoption of financial data one year before ST leads to overestimation of the prediction performance of the model. In this paper, the financial data from two years to three years before ST is selected, namely ( 2) t U  and ( 3) t U  . The experimental data are collected from RESSET Financial Database. The initial samples consist of totally 180 companies listed in Shenzhen Stock Exchange and Shanghai Stock Exchange. 30 financial ratios are selected as initial features, covering debt ability, growth ability, capital structure, activity ability, profitability and indicators per share. In order to eliminate outlier data and missing data, companies with financial ratios deviating from the mean value as much as four times of standard deviation are discarded and companies missing at least one financial ratio are also discarded. The final number of sample data is 170.
Experimental Data Sets:
The empirical experiment aims to validate whether FDP model based on cost-sensitive AdaBoost selective ensemble can minimize the cost of prediction error. 60 pairs of financially distressed companies and healthy companies are selected to form training data set and the rest 25 pairs are used to form testing data set.
Feature Selection:
In FDP, many financial indicators are collected in order to describe an accurate financial condition of companies. However, some financial indicators cannot precisely distinguish financially distressed companies from healthy ones. Therefore, feature selection aims to address the problem by removing irrelevant and redundant features, improving the accuracy of the model, decreasing the computational effort and facilitating the use of the model.
Statistical Analysis:
In this paper, statistical techniques are employed to screen financial ratios. Firstly, Kolmogrov-Simironov test is used to examine whether each financial ratio meets normal distribution. Then, if financial ratios meet normal distribution, T test is used to validate whether the financial ratios are significant. If financial ratios do not meet normal distribution, Mann-Whitney test is used to validate whether the financial ratios are significant, as indicated in Table 1 . 1814.000 **0.000 **0.000 **0.000 **0.000 *0.023 **0.001 **0.000 Note：*Significant at 5%; **Significant at 1%.
Analysis on Significance Test of Financial Ratios:
As shown in Table 1 , only two variables pass Kolmogrov-Simironov test, which is consistent with the previous research conclusion that most financial ratios do not meet normal distribution. Additionally, debt to tangible asset ratio, operating cash flow/total liability, net profit growth rate, total asset growth rate, turnover rate of accounts receivable, turnover rate of current assets, turnover rate of equity, operating revenue per share, gross profit margin, net return on assets, fixed assets ratio, equity ratio, operating profit growth, earning per share growth and every dividend profit before tax do not pass the significance test in year t-3. Therefore, these 15 ratios are excluded, by which healthy companies cannot be identified from distressed companies.
Experimental Design and Parameter Setting
Setting of Cost of Misclassification:
In the empirical research, we suppose that the user of FDP model is banks, which can use the prediction result of FDP model to determine whether to make loans to enterprises in order to prevent bad debts. Therefore, when the model has type II error, the cost of error of banks is the loss of loan interest. When the model has type I error, the cost of error of banks is the loss of a complete loan. Since the loan interests of commercial banks to a company in China range from 5% to 30% above personal loan interest rate, 30% above personal loan interest rate is taken into calculation for the sake of unified computing. The cost matrix is shown in the Table 2 . However, most of them can only be employed in continuous data, not discrete data. Therefore, the paper sets up C4.5 decision tree as single classifiers, which can be employed in both continuous data and discrete data. In order to determine the training rounds of cost-sensitive C4.5 decision tree and quantity of single classifiers of cost-sensitive ensemble, dataset ( 2) 
Setting of Genetic Algorithm Parameters:
According to the experience of genetic algorithm, operation parameters are set up as follows: population size is 100, length of chromosome is 100, probabilities of crossover and mutation are 0.3 and 0.1, and termination algebra is 200.
Experiment Results and Analysis
To evaluate the prediction performance of FDP model based on cost-sensitive AdaBoost selective ensemble, the empirical research makes a comparison with the one based on cost-sensitive C 4.5 decision tree and the one based on C4.5 decision tree. Dataset ( 2) t U  and ( 3) t U  are formed by repetitively and randomly classifying training sample and testing sample in order to get multiple performance statistics. By 8 times of random sampling without replacement, 60 pairs of financial distressed companies and healthy ones are selected as training data set and the rest 25 pairs are selected as testing data set each time, as shown in Table 3 . As shown in Table 3 , the average cost of prediction error of FDP model based on cost-sensitive AdaBoost selective ensemble is 3.63, which is markedly lower than that of FDP model based on single classifier, 8.54. It is also lower than that of FDP model based on cost-sensitive C4.5 decision tree, 4.17. It is mainly because FDP model based on cost-sensitive AdaBoost selective ensemble and the one based on cost-sensitive C4.5 decision tree have less type Ⅰerrors than the one based on C4.5 decision tree. Even though FDP model based on cost-sensitive AdaBoost selective ensemble has the same type Ⅰ errors with the one based on cost-sensitive C4.5 decision tree, the former has less typeⅡ errors than the latter. In Table 4 , the empirical results suggest that the misclassification cost rate of all the three models become larger with the selection of earlier testing datasets. It also demonstrates that the prediction performance of FDP models become weaker with the selection of earlier testing datasets.
The experimental results and analysis suggest that FDP models based on cost-sensitive AdaBoost selective ensemble achieves the least misclassification cost rate than that based on cost-sensitive C4.5 decision tree and that based on C4.5 decision tree. With the selection of earlier training data sets, all three models become larger in the misclassification cost, but they do not perform the same way in the prediction performance.
Conclusion
Financial distress prediction is extensively studied in the corporate governance field. Few studies incorporate unequal misclassification costs into FDP models based on classifier ensembles. Cost-sensitive classification models, coping with asymmetric costs of typeⅠerror and typeⅡerror, are of crucial interest to stakeholders' decisions. This paper verifies how the asymmetric costs of two kinds of errors are integrated into FDP models based on cost-sensitive AdaBoost selective ensemble, those based on cost-sensitive single classifier and those based on single classifier. This research takes 85 financial healthy companies and matches them with 85 financially distressed companies. 120 companies are selected as training datasets and the rest 50 are selected as testing datasets. Experimental tests demonstrate that cost-sensitive AdaBoost selective ensemble approach leads to a lower total misclassification cost when compared with cost-sensitive C4.5 decision tree and C4.5 decision tree one.
