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integration formula with an error estimator as the 
fundamental tool. In such a quadrature method, the integral interval is halved after integration by the formula when 
the estimated error is too large. Then the same formula is applied to both two halved intervals. This halving process is 
continued until the calculated value attains enough accuracy. Usually relatively low order formulae have been used for 
such a quadrature method. One of the reasons is their “reusability” of function values after halving the interval. We 
point out that the property of reusability in the adaptive method can be interpreted into the notion in semi-dynamical 
systems. With this interpretation, we propose the method for listing up all the symmetric interpolatory integration 
formulae having above reusability, and give several high-order integration formulae. All formulae have positive 
weights and thus are stable. 
Keywords: Numerical quadrature, adaptive quadrature method, discrete semi-dynamical system. 
0. Introduction 
Automatic quadrature is an algorithm which computes an approximation S, satisfying the 
condition 
for a given integrand f, an interval [a, b] and an error tolerance e. 
There are two types of algorithms. The first type, often called the global method, is designed 
to get S satisfying (0.1) by making a series of approximations S,, S,, . . , , Sk,. . . converging to S 
and their error estimations e,, e2,. . . , ek,. . . sequentially, until some ek is smaller than the 
tolerance 6. 
The second type is called adaptive. In the adaptive rule, the interval [a, b] is automatically 
subdivided in several subintervals and f is approximately integrated on each subinterval by some 
fixed integration formula. 
In the present paper we will focus on this adaptive method. The most simple adaptive strategy 
is the following. 
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(1) Let I(f, a, b) and e(f, a, b) be a fixed integration formula and its error estimator 
respectively. We expect them to satisfy 
(I(f, a, b) - [‘f(x) dxl <e(f, a, b). 
I Ja I 
(2) Then, we can define the adaptive quadrature method S by the recursive expression 
S(f, a, b, 4 = 
I(f, a, b) if e(f, a, b) <c, 
S(f, a, c, &)+S(f, c, b,&) if e(f, a, b)>c, 
(0.3) 
where c = i( a + b). This is the algorithm of O’Hara and Smith with k,,, = f (see [4]). We call I 
the basic formula of S. In this algorithm, an interval is halved and halved, until the formula gives 
enough accuracy. 
Usually low-order Newton-Cotes formulae or modifications have been used as the basic 
formula [l--4]. The reasons why low-order Newton-Cotes formulae are used for basic formulae 
of adaptive methods are, 
(4 
(b) 
(4 
Simplicity. 
Newton-Cotes formulae are symmetric interpolatory formulae and can be evaluated with 
a small cost of computations. 
Positivity (Stability). 
Low (l- to 9- except 8-) order closed type Newton-Cotes formulae have positive weights 
and are stable to compute. 
Reusability. 
If a Newton-Cotes formula is used as a basic formula I in (0.3) all evaluated function 
values for integration on an interval can be used again on the halved intervals (Fig. 1). It 
saves function evaluations. 
However, low-order formulae are not efficient if high accuracy is required. 
In this paper, we interpret the property of reusability in the adaptive method into the notion 
in semi-dynamical systems, and propose the graph-theoretical method for listing up all the 
symmetric interpolatory formulae having reusability. In the lists of reusable formulae with odd 
number (3-19) of sample points, we search the optimal formula having positive weights and the 
minimal truncation error. 
Furthermore we will mention error estimators for these formulae. 
Original interval 7-y 
Half intervals 
a C b 
Fig. 1. Reuse of function values. (An arrow ( J ) means 
reusing.) 
Fig. 2. Function F. 
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1. Interpolatory integration formulae 
Let Y be a fixed set of points on [ - 1, 11 of size #Y = n. The interpolatory integration formula 
with sample points Y is a functional 
Q[ Y] f- c wyf(Y) = Jlil(v) dy, 
YEY 
(l-1) 
satisfying the interpolatory condition 
Q[Y]yk= c W,yk=/:tykdy, O<k<n--1. (1.2) 
YEY 
Here { wy }y E y are the weights and are fully determined by the linear equation (1.2). 
If Q[Y] satisfies the condition 
(1.3) 
we call Q[ Y] an n-point formula of order m. 
If wyI y E Y, are all nonnegative (resp. positive), we call Q[Y] nonnegative (resp. positiue). 
If Y is symmetric with respect to the origin, we call Q[Y] symmetric. Obviously, a symmetric 
interpolatory formula is determined by the half sample points X= Y f’ [0, 11. So we define the 
notation for symmetric formulae 
Q,[X] = Q[xu (-X)1, Xc [O, 11. (14 
The formula Q[Y] or Q,[X] is written for the interval [ - 1, 11 but we use this formula for the 
arbitrary interval [a, b] with the change of variables as follows. 
I(f, a, b) = %,[,I f(9y.q) 
b-a 
TY+ q) dy = J’f(x) dx. 
0 
0.5) 
In this case we need values of f on (:( b - a)Y + $( a + b)) for I(f, a, b). Here (aY + /3) = 
{“Y+PIYEY). 
2. Reusability 
In some stage of the adaptive algorithm (0.3), if I(f, a, b) is judged not having enough 
accuracy, we have to evaluate 1( f, a, $( a + b)) and I( f, $( a + b), b). If we use formula (1.5) 
for I(f, a, b), we need values of f on (i(b - a)Y + i(3a + b)) and (i(b - a)Y + $(a + 3b)) for 
I(fY a, i( a + b)) and I( f, :( a + b), b), respectively. 
But we have already evaluated values of f on (i( b - a) Y + i( a + b)). Therefore, 
Y E K 
(i(b-a)y+i(a+b))E(:(b-a)Y+$(3a+b))U($(b_a)Y+i(a+ 
or equivalently 
yE(:Y++)U(:Y-i), 
we can reuse the value f( :( b - a)y + +( a + b)) for integration on halved intervals. 
if for some 
3b)) 
(2.1) 
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On this point of view, we say y E Y is reusable iff y satisfies (2.1). And in the same manner, Y 
or Q[Y] is reusable iff all y E Y are reusable, i.e., 
Yc (+Y+ S) u (iY- $). (2.2) 
Example 2.1. The n-point closed Newton-Cotes formula Q[Y], Y = {2k/(n - 1) - 110 4 k < n 
- 1) is reusable, because 
Yc 
2k 
--lO<k<2n-2 
2n - 2 
-lO<k<n-1 
= (+Y+ :> u ($Y- $). 
If Y is symmetric and X= Y n [0, 11, the reusability condition (2.2) can be easily rewritten for 
X as 
xc (-ix+ 4) u (ix+ $). (2.3) 
Hereafter, we restrict our argument on reusability of symmetric formulae. 
Theorem 2.2. Let 
F(x)= 12x-11, XE[O,l], (Fig. 2) (24 
and X be a finite set on [0, 11. Then x E X is reusable iff F( x) E X. Thus X or Q,[ X] is reusable iff 
F(X) cx. 
Proof. It is trivial that (- :X+ i) C [0, $1 and (ix+ 4) c [i, 11. Therefore, if x E [0, +), then 
XE(-_:x++)u(+x+$) * x+-x+*) = P(x)=l-2xEX. 
And in the case of x E (i, 11, 
xE(-_:X+:)u(+X+;) @ x+X++) 0 F(x)=2x-1EX. 
Finally if x = i, 
+E(-_:X+:)U(+X+;) * 0 E x = 0 = F(i) E x. 
Then the former statement of the theorem is proved. And the latter is obvious from the former. 
0 
We can find all symmetric reusable formulae by listing up all finite sets X in [0, l] satisfying 
F(X) c x. 
This problem can be described by the terminology of discrete dynamical systems. Let 
R r = [0, l] and Z + = {nonnegative integer}. 
If lF:R1xz+-+lF!l is defined as F(x, k) = Fk( x), F represents a discrete semi-dynamical 
system on R,. For x E R,, we call the sequence { F’( x)}~=*=, or the set O(x) = { F’(x) 10 < i} the 
orbit from x. And we define O,,,(x) = { F’(x) 1 k f i < 1) (Fig. 3). 
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c 
Fig. 3. An orbit from x E Iw 1. An arrow x. + .y means 
y = F(x). 
Fig. 4. An orbit in a finite invariant set X. 
For XC R 1, if the orbit from x is in X for all x E X, we say X is invariant. 
In this terminology, Theorem 2.2 can be rewritten as follows. 
Theorem 2.3. Q,[ X] is reusable iff X is invariant. 
In the next two sections, we concentrate on listing up all finite invariant sets with some 
graph-theoretical techniques. 
3. Loops and trees 
Now we define some concepts and introduce some propositions on them. 
The point x E R’ 1 is periodic iff there exists some positive integer k such that Fk( x) = x. And 
we call min{ k ) k > 0, Fk(x)} period of the periodic element x. We define P to be the set of all 
periodic elements in IF4 r. The next proposition is trivial. 
Proposition 3.1. Let x be periodic with period k. Then F’(x) = Fj( x) iff i = j mod 
A loop Lclw, is the orbit from a periodic element. The next proposition 
Proposition 3.1. 
Proposition 3.2. Let x E P; then #O(x) is the period of x. And if y E O(x), then y 
O(Y) = O(x). 
From this, the following proposition is easy to verify. 
Proposition 3.3. Let L, and L, be loops. Then L, # L, iff L, fl L, = ,&?I. 
For orbits in an invariant finite set, a loop is a fundamental structure. 
k. 
is clear from 
is periodic and 
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Proposition 3.4. Let X be a finite invariant set and x E X. Then the orbit from x contains the unique 
loop (Fig. 4). 
Proof. Let x E X. Then from the definition of an invariant set, the orbit O(x) c X and is a finite 
set. Then there exist integers k < 1 E E, such that Pk(x) = P’(x). Therefore Fk(x) is periodic 
and the loop 0( Pk( x)) = Ok_,(x) c O(x). Uniqueness is trivial. 0 
Now we count all the periodic elements and loops in R,. 
Theorem 3.5. Let P, = { x E P 1 the period of x is n } ; then 
where k ) n means k is a -factor of n. 
Further, put II, = #in; then 
CIIk=2”. 
Proof. From the definition of F, 
F-‘({x})= {:(1+x), :(1-x)}, 
F-y { x}) = { i(l + x), $(l - x), i(3 + x), a(3 - x)}. 
By induction, we can easily verify that 
F-“({x})= 2’+2t+xi O&z”‘}. 
1 
(3.2) 
(3.3) 
Now, let U, = U,,,P,. If x E U,, then F”(x) =x and hence x E F-“({x}). From (3.3), x 
satisfies one of the equations 
21+1*x 
x= 
2” 
) 0<1<2”-‘. 
Let M,, be the set of solutions of these equations, we have 
Clearly, M,, c Iw 1. Therefore, converse containment M, c U, is trivial by tracing the above 
process. 
Size counting for both sides in (3.1) implies (3.2). 0 
From Theorem 3.5, we easily have the following corollaries. 
Corollary 3.6. The inclusion P c Q holds. 
Let Zn = {loop of size n }. We can construct Z’,, as the class of orbits in P,,. 
Corollary 3.7. Let h, = #Zn, then nk,,kXk = 2”. Therefore A,, d 2”/n. 
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Fig. 5. Loops of size < 3. 
r 
Fig. 6. A tree with root r. 
Proof. From Proposition 3.3, loops are disjoint. So the corollary can 
Proposition 3.2 and Theorem 3.5. 0 
Figure 5 and Table 1 show loops and numbers of loops of small 
Corollary 3.8. If X is a finite invariant set, then X c Q. 
be proved immediately from 
size n , respectively. 
Proof. Let x E X, then from the proof of Proposition 3.4, there exist k such that F”(x) E P. 
Clearly, Fk(x) can be written as nx + m, n, m E H, for particular x E Iw 1 from the definition of 
F. Therefore, from Corolary 3.6, nx + m E Q and then x E Q. q 
From Corollary 3.8, we only need to search a finite invariant set in (be 1 = Q n [0, 11. 
Proposition 3.9. Let x E Q,; then the orbit from x contains the unique loop. 
Proof. Let x = I/k, 0 G I< k E Z; then from the proof of Corollary 3.8, 
{F’(x) li>O} C {~~t~~)~[o,l]=jtlO~t~k). 
Therefore the orbit from x is finite and we get the result in the same way as the proof of 
Proposition 3.4. 0 
Table 1 
X,: number of loops of size n 
Y” 2 1 2 1 2 3 4 3 6 5 6 9 18 7 30 8 56 9 99 10
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From this proposition, O(x) n P # fl for x E Q, and we can define the level of x; 
l(x)=min{i(F’(x)EP}. 
Obviously, P = { x E Q1 11(x) = 0} . 
We say A c Q, is a tree with root r iff for all x E A, there exist unique k > 0 such that 
E”‘(x) = r and O,,k(x) c A (Fig. 6). 
We define the children of r as 
C(r) = {x E Q1 (3k 2 0 such that Fk(x) = r}. 
Proposition 3.10. If r is not periodic, C(r) is a tree with root r. 
Proof. Let x E C(r) and Fk(x) = r. Since r is not periodic, k is a unique integer such that 
Fk( x) = r. For any y = F’(x), 0 G i < k, Fkei( y) = Fk( x) = r. Hence Oa.,( y) E c(r). El 
The next proposition is easy to prove. 
Proposition 3.11. Let T, be a tree with root r and U, = F-‘({ r}). Then for all x E U,, C(x) n T, is 
a tree with root x and 
XE u, 
where + and C mean disjoint union of sets. 
Conversely, if r P P and TX is a tree with root x E U,, then 
is a tree with root r. 
Now, we define for r 6G P 
z(r) = {tree with root r of size n}. 
By virtue of Proposition 3.11, q(r) can be constructed by the next recursion formula. 
{fl>, n = 0, 
Z(r) = 
({r} + c T,I~EA,-~(U,), T,E~&)}, n+O, 
(34 
XE u, 
where U, = F-l( { r }) and A,( A) means the class of distributions of m on A C Q,; 
A,(A) = (8: A + B+I c 6(x) = m). 
XGA 
Because #F-‘({ r}) = # { :(l - r), i(l + r)} = 1 or 2, the next proposition holds. 
Proposition 3.12. q(r) is finite for r G P and n >, 0. 
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4. Listing-up of finite invariant sets 
We define the set of elements of level 1: 
R= {r~QJl(r)=l}. 
Then we have the following proposition. 
Proposition 4.1. Every nonperiodic element in Q, is a child of some r E R and 
Q,=P+ C C(r). 
?-GR 
Proof. If x is not periodic, then /( I;‘(x)-l( x)) = 1 and x E C( F’(x)-l( x)). Disjointness is trivial. 
0 
Proposition 4.2. 
1-P 21+1 
r(p)= 2 
i 
, ifp= - 2” + 1 
for even I or p = $$ for odd 1, 
l+P 
2 ’ 
otherwise. 
(4-l) 
is the bijection from P onto R such that F( r( p)) = p. 
Proof. Let U, = U, ,,, Pk. We can easily verify that 
Let 
R, = F-‘(U,) - U, = 
Clearly #R, = #U, = 2”, R, c R and F(R,) c U,. 
Let r, # r, E R,, F(r,) = F(rz) =p. Then for y = F”-‘(p) E U,, y # r,, r2 and F(y) =p. 
Therefore #F-‘({ p}) 2 3. It contradicts F-‘({ p}) = {$(l -p), i(l +p)}. Hence F is a bijec- 
tion from R, to U, and there exists an inverse map r : U, + R,. We can easily verify that r is 
defined by (4.1). q 
Proposition 4.3. Let L?(X) = { loops contained in X}. If X is finite and invariant, then 
X= C 
LEZ(X) 
(L+ C (Xn C(r),), 
r=?.(L) 
and X n C(r) is a tree with the root r E C, E 9(xj r( L) (Fig. 7). 
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Fig. 7. Structure of a finite invariant set X. 
n 
2 
3 
4 
5 
6 
7 
8 
9 
10 
-1 0 1 
Fig. 8. Distribution of sample points of a (2n - 1)-point 
optimal formula. 
Proof. From Corollary 3.8 and Proposition 4.1, 
x= (xn P) + c (xn C(Y)). 
rGR 
IfxEXnP,thentheloopO(x)cXandxELforsomeLE9(X). 
On the other hand, let x E Xn C(r) for some Y E R. Since F(r) E Xn P from the invariant- 
ness of X, r E r(L) for some L E 9( X). 
Furthermore, it is trivial that the intersection of a tree and an invariant set is a tree with the 
same root. El 
Conversely, we have the following proposition. 
Proposition 4.4. Let 2 be a finite family of loops. If T, is a finite tree with root r E R(L) for 
L E 9, then 
is an invariant set. 
Proof. If x E L, then O(x) = L c X. 
On the other hand, let x E T, for some r E r(L) and L E 2. For T, is a tree with root r, there 
exist k > 0 such that Fk( x) = r and O,,,(x) c T,. Since F(r) E L for some L E 3, O,, I_( x) = 
O(F(r)) = L. Therefore O(x) = O,,,(x) U Ok+l,oo(~) C X. 0 
By virtue of Propositions 4.3 and 4.4, we have an explicit expression for the family 
Yn = {invariant set of size n } . 
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For n 2 0, let 
377 
L+ u Zm={l oop of size less than or equal to n } ,
l<i?Zgn 
n-,3 
i 
.Pcq c #L<n ) 
LEdP 1 
R(9) = U r(L), for a family L? of loops, 
LEZ 
l+?)=n- c #L, for a family 9 of loops. 
LE22 
Theorem 4.5. 
If XC Q, has n elements and 0 E X, then Q,[ X] is a (2n - l)-point formula. Conversely if 
0 4 X, Q,[ X] is a 2n-point formula. 
If X is invariant, 0 E X implies P(0) = 1 E X. Therefore X contains 0 = r(l) and the loop { 1) 
of size 1. Now we define 
YnO= {XEYti 1 0 E x}, 
J$;= {xq 1 O~X}, 
Lo,= {%YcL,_,]{1} ES}, 
A”,(A) = (8: A -+ H, 1 C 6(x)=1?,8(O)>OiflEA forAcQ,, 
XEA I 
A”,(A) = (8: A + Z, 1 C S(X)=YI, 6(0)=OifOEA forAc&P,. 
XGA 
Then, from above consideration, the next theorem follows. 
Theorem 4.6. 9: and 9: are the families of sample points for symmetric reusable (2n - l)-point 
formulae and 2n-point formulae, respectively. And, 
From Corollary 3.7 and Proposition 3.12, Zj, and Ym( r) are finite for n, m E h +. Therefore 
‘L,, R(z), A .~~~(RW>>~ %(,,( > d r an consequently 9n in (4.2) are finite. 
Hence we can list up all the elements of ,a;l = { X,} r ~ k ~ #9n, as follows. 
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Algorithm 4.7. 
Construct S?n and IL, 
k := 0 
for 5% IL,, construct AVc9)( R( 9)) 
for 6 E A 
_I 
.(,,(N=J?) 
[for Y E R( 9) construct .9&,,(r) 
Construct direct product T( 9, S) := rIrE R(9fLp)9&rj( ) 
VA.,.,,, E VK 8) 
k:=k+l and Xk:=CLEPLPL+CyER(9jq 
-a;P and Yz can be constructed by similar algorithms. 
5. Optimal formulae 
We only consider -a;P and odd-point formulae, because a (2n - l)-point symmetric formula 
has order 2n - 1 and it is higher than the order in the general case. 
We list the members of 9: for 2 G n G 10, and pick up the positive formulae Q,[ X], X E Yz 
(Table 2). 
In these formulae, the formula which has minimal truncation error is said to be optimal. The 
truncation error for a formula of order m is given by 
T,= Q,[X]x"+'- 
J 
1 xm+’ dx . 
-1 
We show the half sample points X, EY,O, 2 G n < 10, of the optimal formulae in Table 3. 
Figure 8 shows their distributions on [ - 1, 11. 
6. Error estimator 
Let Q,[ X] be a fixed formula. Let Q,[ X’] have minimal truncation error within formulae such 
that X’ c X and #X’ = #X- 1. Q,[ X’] is positive if Q,[ X] is positive [5]. The element of 
X, - Xi is displayed with an asterisk in Table 3. 
With this subformula, we define, 
&LX] = Q,[Xl - Q&f], 
e(f, a, b)=+(b-a)E,[X] f(+(b-a)y++(a+b)). 
Table 2 
Number of reusable formulae and positive reusable formulae with 2n - 1 sample points 
n 2 3 4 5 6 7 8 9 10 
Reusable 1 2 5 16 54 190 685 2512 9326 
Positive reusable 1 1 2 2 3 7 10 22 39 
Table 3 
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Half sample points X, of optimal formulae 
n X, 
2 {O,l* } 
3 (0 > *, 4>1 
4 {O, +* > 471) 
5 P , :> $*> ii, 1) 
6 {0,4, :, s*, G, I> 
7 {0,-t, :* > f>2, +k, 1) 
8 (0, f, :, s* ,49 ii, M, 1) 
9 (0 ,f?5,5,T ?3>TiT>?z? 
z 2 7 * 4 9 19 1) 
10 (0, a, 4, :, 5, G, ;, M*> !z, 1) 
The functional e(f, a, b) can be used as an error estimator of 
I(f, a, b)=:(b-a)Q,[X] f(i(b-a)y+:(a+b)). 
Favorably, e can be calculated without additional function evaluations. 
Of course, e can not always satisfy (0.2). But we may expect that Q,[X]g is much more 
accurate than Q,[X’]g for g(v) =f(i(b - a)~ + +(a + b)), if b - a is small enough and g is 
sufficient1 Y smooth in [ - 1, 11. Say, if 
I’ 
then 
where I= Q,[X]g, I’= Q,[X’]g and i= j’,g(y) dy. 
7. Efficiency 
Now we investigate the efficiency of Q[Y] in algorithm (0.3) as (1.5). Let Q[Y] be an n-point 
formula of order m. We assume S(f, 0, 1, E) makes a subdivision 0 = t, < t, < - . . t, = 1 with 
successful error estimations. In algorithm (0.3), we assign error tolerance (tj+l - t,)e for the 
subinterval [ti, ti+J. Thus, 
lI(f, ti, ti+l> - /I”‘fW dj = (ti+l - tik 
f, 
Let fE C m+l[O, 13. It is well known that 
I(f, ti, t;+l) - /““f(x) dx = ‘;;;i$L;: ( f’“+“(~) 1, 
f, 
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Table 4 
Load factors of our formulae and Clenshaw-Curtis formulae of 2n - 1 points 
n Our formulae Clenshaw - Curtis 
V 7, f V rl?l 
2 2 2.7.10-’ 1.3 2 2.7.10-l 
f 
1.3 
3 4 4.8.10-2 2.2 6 
4 6 8.1.10F3 3.0 10 
5 8 1.3.10-3 3.8 14 
6 10 1.9.10-4 4.6 18 
7 12 1.1.10-5 5.0 22 
8 14 1.1.10-6 5.6 26 
9 16 3.2.10-’ 6.6 30 
10 18 8.1.10-9 6.8 34 
1.9.10-2 2.7 
7.9.10-4 3.6 
7.2.10-* 4.9 
8.7.10-6 6.2 
1.2.10-6 7.7 
1.9.10-’ 9.3 
3.1.10P8 11.0 
5.4.10-9 12.0 
for some S E [ti, ti+l]. Therefore 
rm(ti+l - tiy+l 
(m + 1)!2”+’ 
If (m+ly,) 1 = E. 
And for [ti, ti+l] of average size l/M, 
7 
(m + ~)!;““M” If 
‘““‘(~) 1 = c. 
Hence 
M = 
i 
I fcm+‘w) I 
(WI + 1)!2”+‘6 1 
ly;y = &/??_ 
Let 
Y= #{(+Y+ :> u (ir- :) - Y}. 
S needs v new function evaluations per one halving. And in our case 
n+(M-l)v=Mv=Cv~~~m, (7.1) 
is the number of total function evaluations when M is sufficiently large. We define the loud 
fuctorf of Q[Y] as f= vr:“” which is the factor of the right-hand side of (7.1) and depends only 
on the formula. 
In Table 4, we compare f of our formulae with those of closed Clenshaw-Curtis formulae of 
2n - 1 points. 
Clenshaw-Curtis formulae are good formulae with positivity and small truncation error. But 
they do not have reusability and have less efficiency than our formulae. 
8. Conclusion 
We construct the method for listing all reusable formulae. Among them, we propose the 
optimal formulae and their error estimators for high-order adaptive quadrature methods. 
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Our optimal formulae are better than the Newton-Cotes formulae, because the class of 
reusable formulae contains Newton-Cotes formulae. Furthermore they are superior to 
Clenshaw-Curtis formulae in the sense of less load factor which is introduced in the paper. 
Numerical experiments will be carried out in a following paper. 
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