Abstract. Theory of differential subordination provides techniques to reduce differential subordination problems into verifying some simple algebraic condition called admissibility condition. We exploit the first order differential subordination theory to get several sufficient conditions for function satisfying several differential subordinations to be a Janowski function with positive real part. As applications, we obtain sufficient conditions for normalized analytic functions to be Janowski starlike functions.
Motivation
The class of all analytic functions defined on the unit disk D := {z ∈ C : |z| < 1} that fixes the origin and has derivative 1 at the origin is denoted by A. An analytic function p is subordinate to the analytic function q, written p ≺ q, if p = q • ω for some analytic function [11] . In particular, S * [1 − 2α, −1] = S * (α) is the class of starlike functions of order α, see [10, 23] .
Nunokawa [20] proved that if 1 + zp ′ (z) ∈ P [1, 0] , then p ∈ P [1, 0] . In 2007, Ali et al. [3] determined the conditions on β and numbers A, B, D, E ∈ [−1, 1] so that p ∈ P[A, B] whenever 1+βzp ′ (z) or 1+βzp ′ (z)/p(z) or 1+βzp ′ (z)/p 2 (z) is in the class P[D, E]. In 2018, authors [16] obtained the sharp lower bound on β so that the function p(z) is subordinate to the functions e z and (1+Az)/(1+Bz) whenever 1+βzp ′ (z)/p j (z), (j = 0, 1, 2) is subordinate to the functions with positive real part like √ 1 + z, (1 + Az)/(1 + Bz). Recently, Ahuja et al. [1] computed sharp estimates for β so that a Carathéodory function is subordinate to a starlike function with positive real part whenever 1 + βzp ′ (z)/p j (z), (j = 0, 1, 2) is subordinate to lemniscate starlike function. For more details, see [5, 7, 20, 21, 25] . Motivated by work done in [1, 3, 4, 6, 8, 9, 16] , by using admissibility condition technique, a condition on β is established so that p ∈ P[A, B] when 1 + βp
We compute a conditions on α and β for p ∈ P[A, B] whenever
condition on β and γ is determined in a Briot-Bouquet differential type subordination relation:
. As an application, we obtained some sufficient conditions for a normalized analytic function f in S * [A, B]. Kanas [13] described the admissibility condition for the function to map D on to region bounded by parabola and hyperbola. We prove our result by using the corresponding admissibility conditions for the Janowski functions with positive real part.
Janowski Functions
Let ψ(r, s, t; z) : C 3 × D → C be a function and let h be univalent in D. An analytic function p satisfying the second-order differential subordination
is known as its solution. The univalent function q is a dominant of the solutions of the differential subordination (2.1) if p ≺ q for all p satisfying (2.1). A dominantq which satisfiesq ≺ q for all dominant q of (2.1) is known as best dominant of (2.1) and it is unique upto a rotation. Let Q be the class consisting of all analytic and injective functions q on
Let Ω be a set in C, q ∈ Q and n be a positive integer. The class Ψ n [Ω, q] of admissible functions ψ : C 3 × D → C that satisfy the admissibility condition:
For more details, see [12, 14, 15, 18, 24] . For this class Ψ n [Ω, q], the following result is well-known. 
We begin by describing the class of admissible function Ψ n [Ω, q] when q : D → C is the function given by q(z) = (1 + Az)/(1 + Bz) where −1 ≤ B < A ≤ 1. Note that q(0) = 1 and E(q) ⊂ {−1}. Clearly, the function q is univalent in D \ E(q). Therefore q ∈ Q and the domain q(D) is
For ς = e iθ and 0 ≤ θ ≤ 2π, we have
. and a simple calculation yields
Thus we get the following condition of admissibility: ψ(r, s, t; z) / ∈ Ω whenever (r, s, t; z) ∈ dom ψ and
(1 + Be iθ ) 2 and Re
where 0 < θ < 2π and m ≥ n ≥ 1 and the class of all such functions ψ satisfying the admissibility condition is denoted by Ψ(Ω; A, B). When q(z) = (1 + Az)/(1 + Bz), Theorem 2.1 specializes to the following first order differential subordination result:
∈ Ω for all z ∈ D, where r and s are given by (2.4) .
We investigate functions that naturally arise in the investigation of univalent functions to be admissible. In the first result, we show that ψ(r, s; z) = 1 + βs/r k is an admissible function.
If p is analytic in D and
Proof. Let Ω = {w ∈ C : |(w − 1)/(D − Ew)| < 1}. The function ψ : (C\{0})×C×D → C is defined as ψ(r, s; z) = 1 + β s r k where k is a non-negative integer. Using the values of r, s from (2.4), we have
By making use of Theorem 2.2, the desired subordination is showed if we prove ψ ∈ Ψ[Ω; A, B]. For this purpose, set
Observe that the function φ(m) is an increasing function for m ≥ 1 by first derivative test. Hence the minimum value of φ(m) occurs at m = 1. Thus, the last inequality becomes
∈ Ω which implies ψ ∈ Ψ(Ω; A, B) and we get the desired p ≺ q. (ii) When k > 2, we note that
As previous case, note that φ(m) ≥ φ(1). Hence the last inequality is written as
. Therefore, we get p ≺ q. For a positive integer k, next theorem gives a conditions on β so that the differential subordination 1 + β(zp
Theorem 2.5. Suppose k a non-negative integer, β = 0, −1 ≤ B < A ≤ 1 and −1 ≤ E < 0 < D ≤ 1 satisfy either
Proof. By considering the domain Ω as in Theorem 2.3 and the analytic function ψ(r, s; z) = 1 + βs 2 /r k where k is non-negative integer, we need to show ψ ∈ Ψ[Ω, A, B]. (i) Let 0 ≤ k < 4. In view of (2.4), we note that
A calculation shows that φ ′ (m) > 0 for m ≥ 1. Therefore φ(m) ≥ φ(1). The last inequality simplifies to |χ(ψ(r, s; z), D, E)| ≥ 1 whenever the inequality (2.5) holds. As a conclusion it is noted that ψ(r, s; z) / ∈ Ω. Thus we get the required subordination.
A calculation shows that φ(m) is an increasing function for m ≥ 1 and thus has minimum value at m = 1. As similar analysis of previous case, we get p ∈ P[A, B].
In [17] , a lower bound on β is determined such that p(z) + βzp
Recently, Sharma and Ravichandran [22] established similar type subordination for analytic functions associated to Cardioid. Motivated by this work, the condition on β is computed so that p(z) + βzp
Theorem 2.6. Suppose −1 ≤ B < A ≤ 1 and −1 ≤ E < D ≤ 1 satisfy
Proof. Consider the domain Ω as in Theorem 2.3. The analytic function ψ : C \ {0} × C × D → D is defined as ψ(r, s; z) = r + βs/r 2 . For required subordination, we need to show ψ(r, s, t, z) / ∈ Ω. For the values of r, s in (2.4), we have
The function φ(m) is an increasing for m ≥ 1. So the function φ(m) attains its minimum value at m = 1. Then |χ(ψ(r, s; z), D, E)| ≥ φ(1) ≥ 1 provided the inequality (2.7) holds. By Theorem 2.2, we have ψ ∈ Ψ(Ω; A, B) and this proves the result.
In [21] , authors derived condition on α and β so that subordination (1−α)p(z)+αp
In view of this work, next two theorems give a relation between α and β so that ( 
Proof. Consider the domian Ω as in Theorem 2.3. The analytic function ψ :
, it is suffices to prove |χ(ψ(r, s; z), D, E)| ≥ 1. It is easy to deduce that ψ(r, s; z)
Note that φ(m) ≥ φ(1) for m ≥ 1 and therefore |χ(ψ(r, s; z), D, E)| ≥ 1 whenever the inequality (2.8) holds. Thus ψ(r, s; z) / ∈ Ω and Theorem 2.2 yields the desired subordination.
As an implication of Theorems 2.5-2.7, each of following is sufficient condition for function f ∈ S * [A, B]:
where −1 ≤ B < A ≤ 1, −1 ≤ E < 0 < D ≤ 1 and β satisfies following inequality
where −1 ≤ B < A ≤ 1, −1 ≤ E < D ≤ 1 and β satisfies an inequality (2.7). (c)
whenever β = 0, −1 ≤ B < A ≤ 1, −1 ≤ E < 0 < D ≤ 1 and the inequality (2.8) holds.
Corollary 2.9. Let p ∈ P, β = 0, −1 ≤ B < A ≤ 1 and −1 ≤ E < 0 < D ≤ 1. We assume the following inequality
Proof. By considering Ω be as in Theorem 2.3 and the analytic function ψ(r, s, t; z) = (1 − α)r + αr 2 + βs/r, it is enough to prove |χ(ψ(r, s; z)| ≥ 1. Using (2.4), we have
A simple computation yields
It is observed that φ ′ (m) > 0 for all m ≥ 1. As computation done in the previous theorem, we get the required subordination result. 
For a positive integer k, the condition on β is determined so that (1/p(z))−βzp
Theorem 2.12. Let p ∈ P, −1 ≤ B < A ≤ 1 and
for each of the following subordination conditions:
Proof. For k = 0, 1, 2, 3, . . ., let Ω as in Theorem 2.3 and the function ψ be defined as ψ(r, s; z) = 1 r − β s r k .
In view of (2.4), the function ψ takes the following shape: A computation shows that φ ′ (m) > 0. Thus for m ≥ 1, φ(m) ≥ φ(1) and therefore |χ(ψ(r, s; z), D, E)| ≥ 1 whenever the inequality (2.16) holds. This implies that ψ(r, s; z) / ∈ Ω. Hence the desired subordination is obtained.
