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INTRODUCTION 
The problem cited in the title above is an old problem, and there are 
results by many authors (see, for example, Lefschetz [9], Sansone and 
Conti [13], Yoshizawa [17], Burton and Townsend [4], Graef [7], 
Reissig [ll], Burton [3], Sato [14], Villari [lS], Hara, Yoneyama, and 
Sugie [8], Yamamoto and Sakata [16] and their references). 
Many of them center on the case of non-negative damping or the case 
where F(x) = jif(s) ds has a (finite or infinite) limit as x -+ cc and as 
x -+ -cc for the equation 
x”+f(x)x’+g(x)=p(t). 
However, the case of negative damping is also discussed by Burton and 
Townsend [4], Graef [7], Burton [3], Villari [lS], Zhou [18], etc. In 
this case, the central roles are played by the condition 
s +m {f(x) + g(x) sgn x} dx = fm (1) 
and a sign-condition on F(x) and g(x) in the complement of a bounded set. 
Especially, Graef [7] has given results concerning the uniform ultimate 
boundedness under the conditions (1 ), 
xg(x) > 0, xF(x) > 1x1 sup Ip( for 1x1 >a; (2) 
f>O 
and 
xF(x) 2 {SUPI P(t) I + c)lxl for xka or xd --a, (3) 
f20 
together with the boundedness of P(t) := fb p(s) ds, where c > 0 and a 3 0 
are constants. 
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In control theory, we encounter such an equation, 
x” + a&(x) x’ + bqqx) = p(t), 
with positive constants a, b and P(t) = j;, p(s) ds bounded, and it is known 
that the following condition comprises a part of a necessary and sufficient 
condition: At least one of the functions 4(x) and j;, 4(s) ds becomes 
unbounded either as x -+ a3 or as x -+ -co (see [ 1, p. 118]), which is 
observed to correspond to the condition (1). Vectorial Litnard equations 
are other interesting topics and considered by de Figueiredo and Chang 
[S], Mawhin [lo] (also refer to Rouche and Mawhin [12]), Benson [Z], 
Ding [6], Reissig [ 111, etc. For the equation 
x” + (grad H(x))’ + g(x) = p(t) 
Mawhin [lo], Reissig [ 1 l] and Ding [6], who assumes g(x) = grad G(x), 
are interested in the existence of periodic solutions though they gave no 
results on the boundedness of solutions. On the other hand, de Figueiredo 
and Chang [S] considered a boundedness condition but their proof was 
incomplete. 
In this note, we shall give a result similar to the one in [7]: Here the 
condition (3) is replaced by a weaker one while an additional condition, 
(c5) below, is posed, and a generalization to a vector case is also proposed. 
1. MAIN THEOREMS 
Throughout this paper we shall consider the system 
x’ = y - F(x) + P(t), y’= -g(x), 
which is equivalent to 
x”+f(x)x’+g(x)=p(t) 
(El 
under a smooth condition by putting f(x) = grad P’(x) and p(t) = P’(t), 
where x and y are n-vectors and 11.11 denotes the Euclidean norm, and we 
shall make the following assumptions: 
(cl) F(x) and g(x) are locally Lipschitz continuous on R” with 
g(x) = grad G(x) for a real Cl-continuous function G(x); 
(cZ) P(t) is bounded and piecewise absolutely continuous on [0, co) 
(so that P’(t) is summable); 
AGENERALIZED LIkNARDEQUATION 271 
(c~) for some non-negative constants a, A, p and y we have 
IIP(t)ll dy if taA and 
‘xg(x) 200, Tg(x) F(x) 2 YllgbN =xm B -PllXll (4) 
if I(xlJ >a; and 
(c,) fi,+, inf,,,,, = 1 {G(rx) + ‘xF(rx)} = 00. 
Remark. Clearly the third inequality in (4) immediately follows from 
the other two inequalities if n = 1 and if there exists no interval where 
g(x) = 0 entirely, but this is not always true if II 2 2 even though ‘xg(x) > 0 
for all x # 0. 
Remark. For the scalar case the intinimum in (cd) suffices to run over 
each component of (IxJI = 1, and hence from the condition (cd) it can be 
understood that 
lim (G(x) + F(x) sgn x} = co, (5) X’ +a0 
which is contrary to the fact that both G(x) and F(x) are bounded. The 
condition (5) has appeared in [IS]. Note that the condition (5), instead of 
(l), is a necessary condition for the boundedness, which will be shown in 
the following: 
THEOREM 1. Let n = 1. Under the conditions (cl) through (q) if 
i& {G(rx) + ‘xF(rx)} < co (6) 
r-m 
for an x # 0, then there exists an unbounded solution of (E). 
The proofs of Theorem 1 and the theorems below will be given later. Our 
main results are the following, the first three of which are concerned with 
the case of n = 1. 
THEOREM 2. Let n = 1. In addition to the conditions (cl) through (c,), 
assume that 
(c.5) joOo0 {J’(x) g(x) - rIg( } dx > 0 
ifa>0 in (c3) ((c5) can be omitted when a=O). Then, the solutions of(E) 
are untformly bounded. 
THEOREM 3. Let n= 1. Under the conditions (cl) through (q) the 
solutions of(E) are untformly ultimately bounded tf 
(c6) Z := (x; g(x) = 0} is bounded. 
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The condition (c6) is a necessary condition for the ultimate boundedness 
in the sense that if P(r) = P is constant, then the set {(x, F(x) - P); x E r} 
consists of the critical points of the autonomous system (E). On the other 
hand, the next theorem shows that the condition (c5) is necessary in some 
sense. 
THEOREM 4. Let n = 1. Assume the conditions (c, ) through (q) and (c,), 
and suppose that P(t) = 0 and F(x) = 0 for 1x1 > a. If 
I Oc F(x)g(x)dx<O, -m (7) 
then there exists an unbounded solution of (E). 
Remark. Clearly our condition (cg) is weaker than the condition (3) 
given by Graef [7], and it is quite easy to give an example to distinguish 
the difference. On the other hand, the condition (c5) is not necessarily 
required in [7]. For example, if P(t) = 0, F(x) =x and 
g(x) = 
1 
1/x3, 1x1 3 1 
x(11x2- lo), 1x1 ,< 1, 
then the conditions in [7, Theorem 3.11 are satisfied and the solutions of 
the corresponding system (E) are uniformly ultimately bounded though the 
condition (c5) is not satisfied. However, if G(x) + co as 1.x -+ co in 
addition to the condition (3) for x 3 a, then we have 
s O” VW g(x) - ?I &)I > dx -cc 
aj” 
-0 
{F(x) g(x)-ylg(x)l} dx+c jm g(x)dx= ~0, 
u 
that is, the condition (c5) is always satisfied. 
The final theorem is a modification of Theorem 2 to the vectorial 
equation. 
THEOREM 5. In addition to the conditions (cl) through (cq) assume that 
(cc) lt h(r) dr>(((& 1) b+2a)/2) L(a) for some b>a, where 
h(r) := ,,yif (‘g(x) f’(x) - ~ll&)ll)~ x r 
L(a) := ,yya (Yll&)ll -‘g(x) F(x)). 
Then, the solutions of (E) are uniformly bounded. 
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Remark. Since L(a)> -h(r) for any r <a, (cc) implies that 
j$ h(r) dr > 0, that is, (CT) is stronger than (c5). 
2. LEMMAS 
In this section, we shall prepare a series of lemmas to prove the main 
theorems, where x and y are n-vectors. 
LEMMA 1. From the condition (I+) it follows that 
Proof. For a fixed x, l/xl] >b, we have (d/dt)G(tx)=T(tx)g(tx)(l/t)>O 
if t 2 b/lM, and hence G(x) > G((b/(lxll) x) 2 minllu,, =h G(u). 
LEMMA 2. Under the conditions (cl) through (c~) the soZutions of (E) 
uniquely exist for the initial value problem and they are continuable in the 
.future. 
Proof: The unique existence is obvious by the conditions (ci) and (cz). 
To see the existence in the future, first of all we shall note that G(x) and 
‘g(x)F(x) are bounded below. In fact, G(x) 2 minliullGa G(U) =: G* by 
Lemma 1, and ‘g(x)F(x) 3 min(0, min,,,,,..Tg(x)~(x)} =: F* for all 
XE R”. On the other hand, by the condition (c,) P’(t) is summable and 
16 IIP’(s)ll ds is absolutely continuous. 
Put 
u(t, x, Y) := (411 y+ P(t)ll’+ G(x) + i} exp -6 lIP’(s)ll ds], 
which is piecewise absolutely continuous in t and tends to infinity as 
II y(I + co uniformly for (t, x) E J x R” if J is a compact interval. Differen- 
tiating U( t, x, y) along a solution of (E) we have 
at, 4 Y) = (=(Y + P(t))( -g(x) + P’(t)) 
+=g(x)(y--F(x)+P(t))-tIIP’(t)lI IIy+P(t)ll* 
- IIP’(t)ll G(x)-~IlP’(t)ll} exp -ji IIP’b)ll ds], (8) 
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and hence 
at, 4 Y)< ( -Tg(X)~(x)-tIIP’(t)lI (llJ’+~(f)ll - 1)” 
- Ilp’(t)ll G(x)) exp 1 , 
that is, 
Ott, x, Y)< -F + G*IIP’(t)Il) exp -[i IIf”b)ll ds], 
which implies that 
u(f, x(t), y(t)) G u(z, X(T), y(r)) - F*(t - T) - G*, t 3 T. 
Therefore, if x(t) is defined on an interval I= [r, t*), then y(t) is also 
defined on I and bounded by P(t), where /I depends on U(r, x(r), y(r)) and 
t alone. On the other hand, 
and hence we have 
llx(t)ll 6 Ilx(z)ll + s’ (B(s) + P* + IIJ’(s)ll) 4 T 
where ,u* 2 p is a number satisfying ‘xF(x) 2 -~*llxll for all x. Thus, we 
can see that the solution of (E) is bounded on any bounded interval in 
[r, co) as long as it exists and, hence, that every solution is continuable in 
the future. This completes the proof. 
Throughout the rest of this paper, we shall consider the Liapunov 
function 
f’(x> Y) := f II ~11 2 + G(x), (9) 
whose derivative along a solution of (E) is given by 
that is, 
ex, Y) = ‘Y( -g(x)) + Tg(x)(Y - F(x) +P(t)), 
li(X? Y) G -‘g(x) F(x) + YII dx)ll (10) 
for t3A. 
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The following notations are used henceforth: Put R, := {(x, y); 
II4 2 b}, D, := {(x, y); llxl12 + II yll* -c r’} and 
Q, := {(x, Y) E R,; W, Y) < fa’ + G*, llxll < c(a)>, 
where G* :=min{G(x); 1(x1/ =a} and c(a) is a number r >a for which 
inf T~F( TX) > a + y 
IIXII = 1 
if any, otherwise we set c(a) = co. 
LEMMA 3. Under the conditions (c,) through (c3) we have: 
(i) U. Q,=L or for any r > 0 there is an a = a(r) > 0 such that 
D,n R,cQ,; 
(ii) 52, is invariant with respect to R, for t 2 A, namely, if (x(t), y(t)) 
is a solution of(E) satisfying (X(T), y(z)) E Q, for a z > A, then it remains in 
Q, for all t > z unless it goes away from R,; and 
(iii) zf the condition (c,) holds additionally, then Sz, is bounded, or for 
any a > 0 there exists a p = p(a) > 0 for which Q, c D,. 
Proof. (i) Clearly it is desirable to choose a(r) so that 
r* - llxlj* + 2[G(x)- G*] , 
and there is no problem for the existence of such an a(r). 
(ii) By (10) we have p(x, y) <O on R, under the condition (q) if 
t 2 A, and hence the set 
V, := {(x, y); V(x, y) < +a’+ G*} 
is an invariant set with respect to R,. Since G(x) 2 G* if llxll 2 a as was 
shown in Lemma 1, (x, y) E V, n R, deduces II yll < a. Hence we have 
;g llx(~)ll* =‘x(t)(Jdt) -F(x(t)) + P(t)) 
d allx(t)ll - ‘x(t) fix(t)) + Alx(t)ll <O 
if /x(t)11 =~(a), which shows that x(t) cannot cross (Ix(I =~(a) from the 
inside. 
(iii) As was stated in the above, (I yll <a if (x, ~)EQ,. If c(a) < co, 
then p(a) :=,/m is the desirable one. Let there be no such a c(a), 
which means that infilx,, =, TxF(rx) is bounded for all r > a. Then, the con- 
276 JUNJI KATO 
dition (cd) requires that hm,,, inf,,,,,=, G(rx)= co, and hence there is a 
C*(M) such that inf,,,,, =<*(%) G(x) > fc? + G*, which implies that (x, y) $ V, 
if llxll 2 c*(a) by Lemma 1. Thus, again we have Q, c DP(orj by setting 
p(a) := Jam. 
LEMMA 4. Suppose that the conditions (c,) and (cz) hold. Then, for any 
b > a and any A E (0, 1) there exists a /?(b, IL) > 0 such that if I/ y(z)11 > B(b, A) 
and a 6 Ilx(z)ll <b, then there is an interval (t,, t2} 3 z, t,, t, 30, such 
that Ilx(tl)ll =a or 6 llx(tz)ll = a or b, a< ljx(t)ll db on {t,, t2} and 
II y(t) - y(z)11 d 1 there, and we have 
(1-I)~-b4it:-t~,<(l+i.)(~+1)b 
II Y(~)ll 
\ 
IIY(~)ll ’ 
if Ilx(tl)ll = a and Ilx(tJll = 6, w ere h {t,, t2} denotes the interval [t,, t,] 
when t, < t2 and [t2, tI] otherwise, 
Proof: Choose {tl, t2} and {s,, s2) so that ZE {sI, s2> c {t,, t2} and 
that a6 Ilx(t)ll <b on {t,, t2} and II y(t)- y(r)11 d 1 on {s,, sz}. 
Since 
we can find a /I,(b, 8) > 0 for a given E E (0, 1) so that 
over {s,, s2} if /I= II y(z)11 3fil(b, E). Hence we have 
(1 +&)B2(t-s)+b(P+ l)>‘x(t) y(t) 
a(1 -E)S’(t-s)-b(jI+ l), t2.9 
and 
(l-&)B2(t-s)+b(B+l)>=x(t) y(t) 
~(1+E)B2(t-s)-b(D+1), t < s. 
Therefore, noting 
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we have 
(1 +E)~2(t-S)2+2(bp+M)lt-sl 2 llx(t)l12- IlX(~)ll’ 
~(l-&)~Z(t-S)2-2(b~+M)~t-sl 
(11) 
for any t, SE (sr, sz), where 
M= M(b) := ,z:~ ITxF(x)l +b sup IIP(t)ll -I- b. 
f>O 
From this relation, it follows that 
If - s( d ~(a, b, /.?, E) := 
b/?+M+,/(b~+M)‘+ (1 -#?*(b2-a*) 
U-EM2 
for all I, SE (sr, s2} c {t,, t2). However, since 
lim a(a, b,p,E)p=,/n+b, 
P-a E’O 
we can choose /? = #?(b, A) and E > 0 so that 
a(u b p C)<(1+4(+,h+W 
31,. 
P 
together with ~(a, b, p, E) maxllxllSb ]]g(x)l) < 1 for given ;1~(0, 1). 
Thus, {sr, s2) can be identical with {t,, t2} because 1) r(t) - Y(T)// ,< 
maxllrllcb Ilg(x)Il~It--tJ on {tl, f2}, and at the same time each of jx(tr)J) 
and Ilx(l,)(( can be a or 6. 
By the same arguments as above, from the left-hand side inequality in 
(11) it follows that 
if Ilx(t,)lj =a and lix(t,?)ll = b and if p(b, A) and E>O are suitably chosen. 
This completes the proof. 
LEMMA 5. Under the conditions (c,), (c2) and (CT) there is a ,8*(b) > 0 
such that if II ~b)ll > P*(b), Ib(~~Il = lb(~dll = b and Ib(t)ll d b 011 CtI, f21 
for A<t,<z<t,, then 
Jwt,h Y(f2)) 6 Ux(t,), .Y(tl)), (12) 
505 65.2-10 
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Wf*), Y(b)) G Jwt1), y(t1)) - ,, y;T)ll (13) 
for an E > 0 independently of each solution, where V(x, y) is the function 
given by (9) and a, b are numbers appeared in (CT). 
Proof: Take a decomposition of the interval [a, b]: 
a = b, < 6, < . . . < 6, = 6, (14) 
and set Zj:= {tE [tl, t,]; b,-, < Ilx(t)ll <b,}, Z, := [t,, t2]\U,FC1 Z,. By the 
assumption, Lemma 4 concludes that if )I y(z)]/ > P(b, A), then 
and 
where IZI denotes the measure of the set I. From (10) we have 
Wb), Y(h)) - Wt,). v(t,)) 
G - s :’ {=sW)) W(t)) - Aldx(t))ll> dt 
G ~(a)l44 - f J=l b,-,$:,4b, ~T~~x~F~x~~YllS~x~ll~Izjl~ (15) 
If Z, = 4, the conclusion (12) follows immediately. Now assume that I, # 4, 
that is, //x(t)// <a for a TV [It,, t, J. To prove the relation (13), choose an E 
such that 
2Jbh(r)dr-((,,k-l)b+Za)L(a)>E>O 
a 
under the condition (CT), and let 1~ 0 be so small that 
2(1-41){bh(r)dr-{(&-l+(@+5)E.)b+2(l-2j.)a}L(a)>c, 
a 
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Finally, make the decomposition (14) be so refined that 
bj+bj-1 
r 
,l-21 
2bj -bj_l+bi ‘1-1’ 
and 
Then, the relation (13) is immediately implied from the relation (15) by 
setting p*(b) = fl(b, 2) for I chosen in the above. 
For the case of n = 1 we can obtain the same conclusion as in Lemma 5 
under the condition (q) instead of (c:): 
LEMMA 6. Let n = 1, and assume that the conditions (cl) and (cz) hold 
and that 
Ix(t,)l = Ix(tdl = b, Ix(tN <b on (tlT b) 
for a b>O andA<t,<t,. 
(i) Suppose that 
s b -b (g(x)~(x)-yylg(x)l}dx>2E (16) 
for an E >O. Then, there is a P*(b) >O such that if I y(z)1 >/3*(b) for a 
z E (tl, tz) then we haoe (13) for the V(x, y) given by (9). 
(ii) Suppose that 
f 
b 
M4~(-4+M~)I~ dx<2& -b 
for an E < 0. Then, we can obtain the same conclusion as above except that 
the inequality in (13) is reversed. 
Proof: (i) Put J, := {XE C-b, b]; h(x)>O), h(x) :=g(x)F(x)- 
rIg(x J, := C-b, bl\J,, and let B(b) := P(b, 2) be the one given in 
Lemma 4 for a fixed il E (0, 1). 
Let (x(t), y(t)) be a solution of (E) satisfying Ix(z)1 c b and y(t) = 
/I > b(b) (the case where y(z) < --b(b) can be considered in the same way). 
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By Lemma 4 we can see that there are t, and t, as mentioned in the lemma 
and that Iy(t)- y(r)1 < 1 on [tl, t2], which implies that 
p+ 1 +M(b)>x’(t)aB-1 -M(b)>0 
for almost every TV [t,, t2], where M(b) :=max,,,G,jF(x)j +y. Set 1, := 
{tg [tl, t,];x(t)~J~}, i= 1, 2. Then, we have 
VX(f*h Y(f2)) - V-x(t,), .Y(t,)) 
= - 
f 
‘2g(x(s)){F(x(s)) - P(s)} ds < -s” h(x(s)) ds 
0 11 
< - j- h(x(s)) ds - j. h(x(s)) ds 
II 12 
1 
I 
1 
G -jY?+l+M(b) J,h(x)dx-p-l-M(b) I J2h(X)dx 
Since fJ, h(x) dx3 -[Yb IA( dx 2 - 2M(b) N(b) b, N(b) := max,,, Gb 
Ig(x)l, we have the relation (13) by choosing p*(b)>fl(b) so that 
j? > p*(b) implies 
1 
p+l+M(b) 
2e_4(1+M(b))M(b)N(b)b >E. 
j3- 1 -M(b) I a 
This is possible, and the proof is completed. 
(ii) Set J := (x~ C-6, b]; k(x)>O} for k(x) :=g(x) F(x)+ylg(x)l. 
Then, by the same arguments as for (i) we have 
fw~*)~ Ah)) - W(t,), AtI)) 
1 
’ -p+l+M(b) 
b k(x)dx+ 
-b 
and the assertion (ii) follows similarly. 
Remark. Suppose that we happen to know that I, in the proof of 
Lemma 5 is an interval for any solution (x(t), y(t)) of (E) satisfying the 
conditions in Lemma 5. Clearly, this is always the case if n = 1 as was seen 
in the proof of Lemma 6. By Lemma 4, II,,/ d (1 +A)(&+ 1) a/lly(r)ll, 
and hence the inequality in (cr ) can be replaced by 
I 
cc d- 2+1 h(r)dr> 2 ~ aL(a). 
(I 
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However, in general we can not specialize the behavior of a solution in the 
region: {(x, y), llxll Gb}. 
3. PROOF OF TIIEOREMS 
First of all we shall give a proof of Theorems 2 and 5. 
Proof of Theorems 2 and 5. Let (x(t), v(t)) be a solution of (E) satisfy- 
ing (x(r), y(z)) E D, for given r > 0 and T > 0. By Lemma 2 it is sufficient o 
consider the case where r 3 A. Here and henceforth, a and A are the num- 
bers in (c,), while a and b have the property given in (CT) (or in (16)). 
Put Th := (t > z; V(x(t), y(t)) 3 B,, ~~x(t)~~ = b), where B, := 
+tmax(4r), P*(b)) + lj2 +maxllxllsb G(x) for tl(r) in Lemma 3(i) and P*(b) 
in Lemma 5 (or 6(i)). 
Suppose that Tb # 4, and set t, = min Tb. Clearly tr > t, and there are 
three possible cases: (i) Ilx(t)ll > b for an E>O and all t E [tl -E, t,); (ii) 
Ilx(t)ll <b for an E>O and all tc [t,-cE, t,); or (iii) Ilx(t)ll =b for all E>O 
and a te [t,-e, t,). For the case (i), by Lemma3(ii) we have 
V(x(t), y(t))>B, for t d t, as long as (x(t), y(t)) remains in R,, which 
shows that t2 E Tb for a t, E (7, t,) since V(x(z), y(z)) < B,. We can see that 
(x(t), y(t))ER, on [t,-&, t,) for a small E>O, and hence there exists a 
t,< t, which belongs to Tb if the case (iii) holds. Since I\y(t,)ll a/?*(b)+ 1, 
II y(t*)ll > B*(b) and Ilx(t*)ll <b for a t* E [tl -E, t,) under the case (ii). 
Then, Lemma 4 (or 5(i)) insists that there is a t2 < t, for which Ilx(tJl = b 
and V(x(tl), y(tl)) < V(x(t,), y(t2)), that is, t, E T,. Thus, under every case 
the minimality of t, is violated and we must have Tb = qi 
Now, suppose that T,,=QI. Clearly, t E T, if Ilx(t)jl = b and 11 y(t)11 k 
B, := 2B, -2 min,,,,, =bG(~) > b*(b). Therefore, under the case of 
T,=q5, we must have IIy(t)lj <B, + 1 whenever Ilx(t)ll <b for a t br by 
Lemma 4, and hence 
W4tL y(t)) < it& + 1)’ + ,ri6 G(x) 
x . 
whenever 11x( t)ll < b, which also implies that (x(t), y(t)) E sZB, c DpcBjj for a 
B, > B, + 1 and all t > 7, since V(x(t), y(t)) is non-increasing on R, by 
Lemma 3(ii) and V(x(r), J(Z)) d B2 < B,. 
Thus, the solutions of (E) are uniformly bounded. 
Proof of Theorem 3. Since a in (c,) can be replaced by any b > a, we 
may assume that the relation (16) holds with b = a and E > 0 and also that 
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under the condition (cc) g(x) # 0 for 1x1 2 a, or more precisely, there exists 
an q(r) > 0 such that 
g(x) w x 3 ~(4 if a<lxl<r 
for any r > a. And we may discuss for t > A only by Lemma 2. 
In order to see the ultimate boundedness it turns out to be sufficient for 
every solution to enter eventually into a set D,* with a fixed r,,. For after 
then the solution remains in the bounded set related to r0 by Theorem 2. 
Take a solution (x(t), y(t)) of (E) starting from D, at t = t for a given 
r > 0, and set u(t) = V(x( t), y(t)). Applying Theorem 2 again, we can see 
that Iv(t)/ d B and Ix(t)1 d B for some B= B(r) and all t >z. Since 
Iv’(t)1 aq(B) if (x(t), y(t))E R,, (x(t), y(t)) cannot stay in R, over an 
entire interval of length greater than 2B/q(B) and u(t) is non-increasing as 
long as (x(t), y(t)) remains in R,. On the other hand, Lemmas 4 and 6(i) 
guarantee that if Ix(t)1 <a, Iy(t)l >B*(a), then /x(t,)l = Ix(tJ =a and 
u(t,)<u(t,)--s/Bfor some t,<t<t,, t2 - t, d o(a) := 2($ + 1) u/a(a). 
Thus, we can see that 
T:= {t>z; lx(t)1 =a, Iv(t)1 >/3*(a)} (17) 
forms an increasing sequence { tk}r=-, such that x(t,+ 4) = x(tk), 
fk+4-tk~4B/rl(B)+2a(a),u(t,+,)-u(t,)< -i, 
which requires that m, the number of t,‘s, must be less than 4Bo(r)/~, 
namely, (x(t), y(t)) cannot keep out of D,,, over [z, T + 2Bcr,(r)(2B/q(B) + 
a(a))/&] entirely, where r,, = ,,/m and a,(r) = $(r)’ + G*. 
Therefore, we can conclude that the solutions of (E) are uniformly 
ultimately bounded. 
Now we shall show the existence of an unbounded solution under the 
assumption of each of Theorems 1 and 4. 
Proof of Theorem 1. Under the conditions (c,), (c,), and (6) with x > 0 
put M := supxpo F(x)+sup,.,lP(t)l, and consider a solution (x(t), y(t)) 
of (E) satisfying x(r) = a and y(r) = c1 for an c1> M + 1. Then, we have 
x’(t) > 1 (a.e.) as long as y(t) 2 M+ 1. Hence, 
y(t) - y(z) = - j-‘&c(s)) ds 2 - j-’ g(x(s)) x’(s) ds 7 T 
s X(I) 3- g(x) dx = G(a) - G(x(t)) a 
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as long as y(s) > M+ 1 over [r, t]. Assume that y(t,) = M + 1 and 
y(t) > M + 1 on [r, t,) for some t, > r. Then, G(x(t,)) - G(a) B LX - y(tJ 
= c1- M- 1, which is impossible for a large a by (6). 
Thus, choosing y(r) large we have x’(t) 2 1 for almost all t > z, and 
hence (x(t), y(t)) must be unbounded. 
Proof of Theorem 4. As in the proof of Theorem 3, assume that g(x) # 0 
for 1x1 aa, and choose a solution (x(t), y(t)) of (E) satisfying x(z) = a, 
y(z) 2 b*(a) + 2, where /?*(a) is the one given in Lemma 6(ii) associated 
with 2&=pp’, F(x)g(x) dx <O. Then, (x(t), y(t)) cannot remain in R, 
forever, and the set T given by (17) consists of an increasing sequence 
{fk}2=0 with t,= z (m may be infinite). It is also possible to show that 
(x(f), y(t)) below to R, on CfZk, t2k+11 and to ((x, y): 1.x <a} on 
[f 2k+l, l2k+21. Put Pk= ivttkh and set u(t) = V(x(t), y(t)). 
If t,k is in T, then there always exists a t2k+ I > t,, for which x(t,,+ i) = 
X(t2k) and 
Otz2k+ 1) = u(t2k), (18) 
since u’(t) =0 when (x(t), v(t)) E R, under the assumption, and, hence, 
t2k+ 1 E T and &+ 1 =/&k. On the other hand, Lemma 4 asserts that if 
; 
2k+ i > P*(a) + 1, then there is a t2k+Z in T and we have bZkf2 3 
2k + 1 - 1. Combining these facts we can see that if t2k belongs to T and if 
P2k 2 B*(a) + 2, then t2k+ 1 through t,,+, exist in T. On the other hand, 
Lemma 6(ii) requires that a( fZk + 2) > u( t2k + 1 ) - &/82k + , , which together 
with (18) implies that a( t2k + 2) 2 u( t2k) - &/fiZk + 1. Thus, we have 
that is, Sk +4 > fl:k - 2E/b2k + 1 - 2&/fl2k + 3 2 fi:k because x(z2k + 4) = X(f2k). 
From this, it follows that m = cc, namely, { tk} is an infinite sequence and 
that the sequence (fik}p=O is unbounded, and so is the solution (x(t), y(t)). 
Remark. In the above, it is quite obvious that the condition (cJ is 
required only to see that 
(cg*) For any B > 0 there is an s(B) > 0 such that any solution of (E) 
cannot stay in R, n D, on any entire interval of the length greater than 
s(B). 
There will be no obstacle to generalize Theorem 3 for a general vector 
case if the condition (cg) is replaced by (I$). Similarly it will be also 
possible to pick up a sufficient condition corresponding to (7) for the 
unboundedness in a vector case if (cg) is replaced by (cz) in Theorem 4. 
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However, we cannot say when (c,*) holds for an n > 1. Also, note the 
following remark. 
Remark. Consider the equation 
x’ = Y -&IlxII) x, y’ = -x, XER~, (19) 
where 4(r) is a scalar function 
Clearly, all the conditions (cr) through (c6) are satisfied, but the solutions 
of (19) are not ultimately bounded since 
x(t) = 
( 
cos t sin t 
-sint cost > 
sin t 
a, Y(t)= - cos t -Co’ t 
( 
a 
sin t > 
is a solution of (19) for arbitrary a E R2 satisfying [Iall > 1. This shows that 
Theorem 3 cannot be generalized for the case n L 2. The same situation can 
be observed for Theorem 4 by considering -4 instead of d. 
However, for a linear system 
x’=y-Bx+P(t), y’= -Ax (20) 
the conditions (cr) through (c6) require that A is symmetric and A and 
C := AB + ‘BA are positive definite, and hence the solutions of (20) are 
ultimately bounded under the conditions (c,) through (c6). In fact, the 
corresponding Liapunov function V( x, y ) becomes 
V(x, y)=+l(yl/2+fT~A~, 
and hence 
f’(x, y) = -=xABx + =xAP( t) = -4 =xCx + TxAP( t), 
along a solution of (20). Therefore, if A and C are positive definite, we can 
see that all the solutions of (20) are bounded and that they approach the 
set { (x, y) E R” x R”; llxll d 01) by generalized LaSalle’s invariant principle, 
where a = 2J(AIJy/(the minimal eigenvalue of C). Especially, if y = 0, then it 
can be concluded that any limiting function of a solution should be a 
solution of 
x’ = y - Bx, y’= -Ax (21) 
staying in the region (0) x R”. Since such a solution of (21) is only the 
zero solution, the zero solution of (21) is uniformly asymptotically stable. 
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Thus, the solutions of (20) are uniformly ultimately bounded as (20) is a 
perturbed system of (21) with a bounded second term. 
Remark. Set A = ( T4 :) and B = ( J’z i) in the Eq. (21). Then, there is a 
set of unbounded solutions of forms 
x(t) = e’ 
cos 3t -sin 3t 
sin 3t cos 3t a, 
y(t) = e’ 
( 
cos 3t - sin 3t --OS 3t - sin 3t 
cos 3t + sin 3t cos 3t - sin 3t 
a 
for any a E R*. On the other hand, we can verify the conditions (cr) 
through (c6) (if G(x) in (c4) is replaced by iTxAx) except that 
g(x) = grad G(x), (22) 
which means A is symmetric in the Eq. (21). Thus, (22) is also an essential 
condition in Theorem 5. 
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