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1. INTRODUCTION
During the midcourse stage of a ballistic missile, many 
decoys are released to form closely spaced target group. For 
the awareness of threat situation, the early warning satellite 
continually stares this group by infrared sensor to acquire 
trajectories on infrared focal plane1-3. However, the target 
number is time-varying and a lot of clutter appears in the 
images due to resident space objects (RSO), stars and cosmic 
rays. These factors present a challenge for tracking of target 
group on infrared focal plane.
Tracking of target group on infrared focal plane is a 
multitarget tracking (MTT) problem which involves the 
joint estimation of an unknown and time-varying number of 
targets as well as their individual states with uncertain data 
association. The joint probabilistic data association (JPDA)4 
considers associations that survive gating and combines these 
associations in proportion to their likelihoods. But it can not 
cope with time-varying number of targets. Multiple hypothesis 
tracking (MHT)5 forms multiple data association hypotheses 
(new target, surviving target, false alarm). However, due to the 
number of hypotheses growing exponentially with the number 
of targets and clutter, MHT is very time consuming. Mahler 
has proposed probability hypothesis density (PHD) filter6 
for MTT based on random finite set (RFS) theory. This filter 
models multitarget states and measurements using RFS, and 
recursively propagates the intensity function (Its integral in 
any region on state space is the expected number of targets in 
that region) of RFS of target states. The PHD filter operates on 
the single-target state space and avoids the sophisticated data 
association. The sequential Monte Carlo PHD (SMC-PHD) 
filter7-10 and the Gaussian-mixture PHD (GM-PHD) filter11-14 
are two implementations of PHD filter. Mahler further proposes 
CPHD filter15 which jointly propagates the intensity function 
and the probability distribution of target number (called the 
cardinality distribution). Then, the accuracy of the estimation of 
target number can be improved using the maximum a posteriori 
(MAP) estimator. Vo16, et al. has proposed implementations of 
CPHD filter called Gaussian-mixture CPHD (GM-CPHD). 
Lin3, et al. has proposed SMC-PHD filter for tracking of 
target group on space-based infrared focal plane, but the track 
continuity is not achieved.
This paper proposes GM-CPHD filter for tracking of 
midcourse ballistic target group on space-based infrared focal 
plane. The multitarget states and measurements on infrared 
focal plane are modelled by RFS. The intensity function and 
the cardinality distribution are jointly propagated by CPHD 
recursion. Under the assumptions of linear Gaussian multitarget 
models, the Gaussian-mixture implementations of CPHD are 
presented. We propose 0-1 integer programming to associate 
the estimated states between frames for track continuity.
2. THE RANDOM FINITE SET
The single-target state at time k is a vector of position and 
velocity ( , , , )Tk k k k kx y x y=  x  on two-dimensional infrared 
focal plane1-3, and follows a linear Gaussian motion model:
1k k k−= + δx Fx G                                   (1)
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noise. ,x kδ  and ,y kδ  are independent zero-mean Gaussian 
noise. The covariance of kδG is denoted by kQ .
The single-target measurement , ,( , )
T
k x k y kz z=z  are the 
coordinates of two-dimensional focal plane at time k , and the 
measurement model is linear Gaussian:
k k k= + εz Hx                          (2)
where 
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0 1 0 0
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 
H  and , ,( , )
T
k x k y kε = ε ε is the 
measurement noise. ,x kε  and ,y kε  are independent zero-mean 
Gaussian noise. The covariance of kε is denoted by Rk.
The sets of target states and measurements at time k are 
denoted by
,1 ,| |{ , , }kk k k XX = x x
,1 ,| |{ , , }kk k k ZZ = z z
where | |kX  and | |kZ  are the cardinality of Xk and Zk 
respectively.
Let | 1( )k kS − ς be the surviving RFS at time k that evolved 
from a target with state ς  at time 1k − , and kΓ  the RFS of 
spontaneous births at time k. The set of multitarget states can 
be written as (we do not consider target spawning)
1
| 1( )
k
k k k kX
X S
−
−ς∈
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Also, the set of multitarget measurements can be written 
as
( )
k
k k kX
Z K
∈
 = ∪ Θ ∪  x
x
where ( )kΘ x  denotes the RFS of measurements generated by 
single-target with the state x at time k, and Kk denotes the RFS 
of clutter measurements at time k.
3. THE CARDINALIZED PHD
The PHD (also called intensity function) of RFS X is a 
nonnegative function v with the property that for any closed 
subset S
[ ]| | ( )
S
E X S v d∩ = ∫ x x
where | |X S∩  denotes the cardinality of X on the space S.
To improve the accuracy of the estimation of target 
number, the CPHD filter jointly propagates the PHD of target 
states and the cardinality distribution. The CPHD recursion 
consists of the following prediction and update steps.
Prediction Step: Given the posterior PHD vk-1 and 
posterior cardinality distribution 1kp −  at time k-1, the predicted 
cardinality distribution | 1k kp −  and predicted PHD | 1k kv −  can 
be calculated as
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where , ( )kpΓ   is the cardinality distribution of births at time 
k, ljC  is the binomial coefficient ( !/ !( )!l j l j− ), , ( )S kp ζ
is the probability of target existence at time k given state ζ
at time 1k − , ,   is the inner product defined between two 
real-valued functions α  and β  by , ( ) ( )dα β = α β∫ x x x  
(or 
0
, ( ) ( )
l
l l
∞
=
α β = α β∑  when α  and β  are real sequences),
| 1( | )k kf − ζ  is the single-target transition density at time k given 
state ζ at time 1k − , and ( )kr   is the PHD of spontaneous 
births at time k.
Update Step: Given the predicted PHD | 1k kv −  and predicted 
cardinality distribution | 1k kp −  at time k, the updated cardinality 
distribution kp  and updated PHD kv  can be calculated as
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Zk is the measurement set at time k, , ( )K kp   is the 
cardinality distribution of clutter at time k, njP  is the permutation 
coefficient ( !/ ( )!n n j− ), , ( )D kp x  is the probability of target 
detection at time k given the state x, ( )je   is the elementary 
symmetric function of order j defined for a finite set Z of real 
numbers by 
,| |
( )j
S Z S j S
e Z
⊆ = ς∈
 
 = ς  
∑ ∏  with 0 ( ) 1e Z = , ( )kk   is 
the PHD of clutter measurements at time k, and ( | )kg  x  is the 
single-target measurement likelihood at time k given the state x.
4. THE GAUSSIAN-MIXTURE CARDINALIZED 
PHD
The GM-CPHD recursion is possible under the following 
assumptions:
(1)  Single-target state and measurement follow linear 
Gaussian models:
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| 1 1( | ) ( ; , )k k kf N− −ζ = ζF Qx x
( | ) ( ; , )k kg N=z z H Rx x
where ( ; , )N m P  denotes a Gaussian density with mean m and 
covariance P. According to (1) and (2), these assumptions are 
satisfied.
(2) The detection probability and the survival probability are 
constant over the entire observed area:
, ,( )D k D kP P=x
, ,( )S k S kP P=x
(3) The birth intensity can be considered as Gaussian 
mixture:
,
( ) ( ) ( )
, , ,
1
( ) ( ; , )
r kJ
i i i
k r k r k r k
i
r w N
=
= ∑ m Px x
where ( ),
i
r kw , 
( )
,
i
r km , and 
( )
,
i
r kP  are the weight, mean, and 
covariance of the birth Gaussians, and Jr,k is their number.
The GM-CPHD recursion consists of the following 
prediction and update steps.
Prediction Step: At time k–1, the posterior PHD vk–1 and 
posterior cardinality distribution pk–1 are given, and vk–1 is a 
Gaussian mixture of the form
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The predicted cardinality distribution | 1k kp −  and predicted 
PHD | 1k kv −  can be calculated as
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Update Step: At time k, the predicted PHD | 1k kv −  and 
predicted cardinality distribution | 1k kp −  are given, and | 1k kv −  
is a Gaussian mixture of the form
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The updated cardinality distribution pk and updated PHD 
vk can be calculated as
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According to GM-CPHD recursion, the number of 
Gaussian components increases dramatically with time. To 
reduce the computation time, the ‘pruning’ and ‘merging’ 
procedure11-13 can be used for GM-CPHD. The components 
with negligible weights can be discarded and the closed spaced 
components are merged into one as they are more efficiently 
approximated by a single Gaussian term.
The number of targets can be estimated using MAP 
estimator
ˆ arg max ( )k kN p= 
and the state estimates can be extracted by picking the means 
of ˆ kN  Gaussian terms (from posterior PHD vk) with the largest 
weights.
5. TRACK CONTINUITY
Although the GM-CPHD filter can estimate the multitarget 
states at each time step, the track of individual targets is 
not produced. Here, we construct 0-1 integer programming 
to associate the estimated states between frames for track 
continuity.
Let ˆ1,1 1, ( 1)ˆ ˆ{ , , }k k N k− − −x x  be the estimated states at 
time k–1, and ˆ(1) ( ( 1))1 1{ , , }
N k
k k
−
− −P P  the covariance matrixes 
of corresponding Gaussian terms of posterior PHD vk–1. In 
the same way, ˆ,1 , ( )ˆ ˆ{ , , }k k N kx x  and 
ˆ(1) ( ( )){ , , }N kk kP P  are 
defined for time k. For ˆ 1, , ( )i N k=   and ˆ 1, , ( -1)j N k=  , 
we define scalar quantity ijd  as follows
( ) ( ) ( )1( ) ( ), 1, , 1,1ˆ ˆ ˆ ˆT i j Tij k i k j k i k jk kd −− −−= − + −F P FP F Fx x x x
If ˆ ˆ( 1) ( )N k N k− ≤ , new targets may appear at time k. We 
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construct the following 0-1 integer programming
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where yij is a binary variable. If yij = 1, ,ˆk ix  and 1,ˆk j−x  are 
associated. If yij=0, ,ˆk ix  and 1,ˆk j−x  belong to different 
targets.
We solve this 0-1 integer programming using the 
branch-and-bound algorithm17. If the solutions { }ijy  satisfy
ˆ ( 1)
1
0
N k
ij
j
y
−
=
=∑ , we set ,ˆk ix  as the initial state of a spontaneous 
new target at time k.
If ˆ ˆ( 1) ( )N k N k− > , some targets disappear at time k. We 
construct the following 0-1 integer programming
ˆ ˆ( ) ( 1)
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If the solutions { }ijy  satisfy 
ˆ ( )
1
0
N k
ij
i
y
=
=∑ , the target with 
the state 1,ˆk j−x  disappears at time k. We end the track of this 
target.
6. SIMULATION AND ANALYSIS
In this section, we demonstrate the performance of 
tracking ballistic target group on space-based infrared focal 
plane using GM-CPHD filter. The ballistic target group 
consists of one warhead and eight decoys. An early warning 
satellite continually tracks this group for duration of 800s. Due 
to the finite resolution of infrared sensor, four decoys appear on 
infrared focal plane at 87s, 146s, 194s and 665s respectively, 
two decoys synchronously appear at 278s and other two decoys 
synchronously appear at 547s. All the targets do not disappear. 
The infrared focal plane is the square [ 64,64] [ 64,64]c= - ´ -  
(in pixel). The sampling period  T=1s. The standard deviation 
of the measurement noise is 1pixel. The detection probability 
PD,k means that each target is either detected with probabilityPD,k 
or missed with probability 1–PD,k at time k . We set PD,k = 0.99 
for this simulation experiment. The survival probability PS,k 
means that each target at time 1k −  either continues to exist 
at time k with probability PS,k or dies with the probability 1– 
PS,k. Since there are no target deaths, the survival probability is 
PS,k=1. The clutter is modeled as a Poisson RFS with intensity 
function ( ) ( )c ck f= λz z , where ( )cf z  represents the uniform 
probability density over χ , and 3cλ =  is the average number 
of clutter per frame.
We used Wasserstein distance (WD)18 to evaluate the 
accuracy of multitarget state estimates. Let 1 | |{ , , }XX = x x  
and ˆ1 | |
ˆ ˆ ˆ{ , , }XX = x x  be the true and estimated multitarget 
states. The WD between X  and Xˆ  is defined by
1/2ˆ| | | |
2
1 1
ˆ ˆ( , ) min | |
X X
ij i j
i j
d X X C
= =
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 = −
  
∑∑
C
x x
where the minimum is taken over the set of all transportation 
matrices { }ijC=C , and each entry of the matrix C satisfies 
0ijC ³
, 
ˆ| |
1
1/ | |
X
ij
i
C X
=
=∑
, and 
| |
1
ˆ1/ | |
X
ij
j
C X
=
=∑ .
Figure 1 shows true tracks together with measurements 
for the duration of 800s on the focal plane. The warhead stays 
at the origin, and the decoys appear around the origin and move 
radially outwards. Figure 2 shows that the estimated tracks for 
individual targets on focal plane. We can see that the GM-
CPHD filter can efficiently eliminates the clutter, and that the 
estimates of states approximate to the real states. Further more, 
the track continuity for each target is successfully achieved.
Figure 1.  Measurements and true tracks on focal plane.
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Figure 2. Estimated tracks for individual targets on focal 
plane.
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1000 Monte Carlo runs are implemented on the 
same target trajectories but with independently generated 
measurements for each trial. Figures 3 and 4 shows that the 
mean of estimated target number versus time for GM-PHD and 
GM-CPHD filters respectively. We can see that both filters are 
unbiased estimation for target number. The standard deviation 
of estimated target number versus time for GM-PHD and 
GM-CPHD filters is shown in Fig. 5. The average variance of 
estimated target number of GM-CPHD filter is reduced by 75 
per cent, compared with the GM-PHD filter. It can be seen that 
the GM-CPHD filter is much more reliable and accurate for 
the estimation of target number than GM-PHD filter. The plots 
also show that the accuracy of estimation of target number 
dramatically drops (exhibit high peaks in Fig. 5) for both filters 
when the target number changes.
smaller than GM-PHD filter). The average WD of GM-CPHD 
filters is reduced by 43.39 per cent, compared with GM-PHD 
filter. It can be seen that the GM-CPHD filter acquires much 
more accurate estimation of multitarget states than GM-
PHD filter. From Fig. 6, we can see that GM-PHD filter has 
an increasing trend of WD. This phenomenon is due to the 
dramatic increase of cardinality error as time progressing (see 
Fig. 5).
Figure 6 shows that the WD versus time for GM-PHD and 
GM-CPHD filters. When the target number changes, the WD 
exhibits high peaks for both filters. The WD penalizes errors 
in both the target localization and the target number estimates. 
The GM-CPHD and GM-PHD filters have the similar error of 
target number estimates when the target number changes (see 
Fig. 5). The WD peaks of GM-CPHD filter are higher than 
GM-PHD filter since the GM-CPHD filter has more error of 
target localization at these time steps. When the target number 
is steady, the WD of GM-CPHD filter is about 0.5pixel (much 
7. CONCLUSION
This paper proposes GM-CPHD filter for tracking of 
midcourse ballistic target group on space-based infrared focal 
plane. In order to improve the accuracy of the estimation of target 
number, the GM-CPHD filter jointly propagates the intensity 
function of target states and the cardinality distribution. 0-1 
integer programming is constructed to associate the estimated 
states between frames for track continuity. The simulation 
results show that the target number estimation in GM-CPHD 
filter is unbiased, and that the variance of estimated target 
number and the errors of estimated states in GM-CPHD filter 
are reduced by 75 per cent and 43.39 per cent, respectively, 
compared with the GM-PHD filter. Moreover, the simulation 
suggests that the track continuity for each target is successfully 
achieved.
Figure 3. Mean of estimated target number versus time for 
GM-PHD filter.
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Figure 4. Mean of estimated target number versus time for 
GM-CPHD filter.
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Figure 6. Comparison of WD versus time between GM-PHD 
and GM-CPHD.
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Figure 5. Comparison of standard deviation of estimated 
target number versus time between GM-PHD and 
GM-CPHD.
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