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a b s t r a c t 
Like the ordinary power spectrum, higher-order spectra (HOS) describe signal properties that are invari- 
ant under translations in time. Unlike the power spectrum, HOS retain phase information from which 
details of the signal waveform can be recovered. Here we consider the problem of identifying multiple 
unknown transient waveforms which recur within an ensemble of records at mutually random delays. 
We develop a new technique for recovering filters from HOS whose performance in waveform detection 
approaches that of an optimal matched filter, requiring no prior information about the waveforms. Unlike 
previous techniques of signal identification through HOS, the method applies equally well to signals with 
deterministic and non-deterministic HOS. In the non-deterministic case, it yields an additive decomposi- 
tion, introducing a new approach to the separation of component processes within non-Gaussian signals 
having non-deterministic higher moments. We show a close relationship to minimum-entropy blind de- 
convolution (MED), which the present technique improves upon by avoiding the need for numerical op- 
timization, while requiring only numerically stable operations of time shift, element-wise multiplication 
and averaging, making it particularly suited for real-time applications. The application of HOS decompo- 
sition to real-world signals is demonstrated with blind denoising, detection and classification of normal 
and abnormal heartbeats in electrocardiograms. 
© 2019 The Authors. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license. 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
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0. Introduction 
Deconvolution arises, implicitly or explicitly, in many signal-
rocessing problems, ranging from compression and denoising to
ystem identification. It has particular relevance to broadly appli-
able detection problems, as in finding the time at which some
xed recurring, known or unknown, signal of interest appears in
 background of stationary noise. In the case of both known and
nknown (or imperfectly known) signals, the solution is typically
 matter of designing a filter that yields an impulsive output from
hich the timing of the target signal may be inferred [66] , essen-
ially a problem of deconvolution. In the case of an unknown sig-
al, the problem is that of blind deconvolution. Methods of blind
econvolution commonly identify filters that optimize some mea-
ure of sparseness, such as kurtosis, producing an output whose
nergy is focused at a small number of impulse-like peaks. For this
eason, problems of signal detection and delay estimation provide∗ Corresponding author. 
E-mail address: christopher-kovach@uiowa.edu (C.K. Kovach). 
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165-1684/© 2019 The Authors. Published by Elsevier B.V. This is an open access article u useful and easily grasped point of entry for thinking more gen-
rally about blind deconvolution. 
When an unknown signal is present with additive noise and
inimal phase distortion in multiple sensors or records, one might
ry to identify the signal by first working out the delays between
he respective input records, after which the form of the sig-
al might be recovered through simple averaging. One could try
o estimate delays using second order techniques, which essen-
ially take the available noise-corrupted instances of the signal as
tand-ins for optimally matched filters [12,68] . But to work, such
echniques require consistent estimators of the relevant second-
rder statistics, which are often lacking due to second-order non-
tationarity. Examples to which this applies include the identifica-
ion of a transient signal at a low signal-to-noise ratio within an
rray of sensors for which the variability of arrival times is large
elative to the signal duration. Similar scenarios arise in the iden-
ification of recurring patterns through the comparison of sequen-
ially recorded epochs from a longer record, making the problem
elevant for pattern identification. 
A chief aim of the present work is to show how information
n higher-order spectra (HOS), which are Fourier domain represen-nder the CC BY-NC-ND license. ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
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p  
t  tations of signal higher-order moments [8,20,47,49] , apply to the
problem of detecting an unknown signal as well as towards an
understanding of what moment-based techniques of deconvolu-
tion accomplish. In pursuing this goal, we identify a method for
separating additive independent signals through a decomposition
of HOS (HOSD). Promising aspects of this approach include the
fact that all of the steps in the proposed algorithm involve com-
putationally simple and numerically stable operations, time shift-
ing, averaging and element-wise multiplication, which are readily
adapted to real-time applications. 
1.1. Organization 
Higher-order spectra have a longstanding reputation for re-
sisting simple and intuitive interpretation [8] . We have tried to
counter this tendency by emphasizing an intuition-friendly frame-
work of ideas over rigor and detail, leaving much fleshing-out
for the future. Accordingly, we focus the development on uni-
variate real-valued signals, treating the generalization to complex
and multivariate signals as supplemental to the main development,
within Sections 2.1.5, 2.1.6 , and Appendix A . We have also favored
the continuous Fourier transform over the Z-transform, moving
somewhat cavalierly from the continuous case to examples using
finitely sampled time series. The main ideas are built up from eas-
ily grasped applications to detection and delay estimation, which
serve as platforms for a more generally applicable exploration of
the topic. 
In keeping with the tutorial aim, Section 2.1 provides a de-
scriptive review of the main relevant properties of HOS, followed
in Section 2.1.4 by a novel and, it is hoped, simpler treatment of
the relationship between cumulant and moment HOS in terms of
filter-like window functions applied to HOS. Several preliminary
results used later to show the relationship between the present
technique and deconvolution through moment maximization are
given in Section 2.2 . Section 3 develops the general strategy for
obtaining filters optimized for detection using arguments similar to
those of matched filter theory [66] , with little mention of HOS at
first. From there we progress to the development of detection fil-
ters from HOS in Section 4 ; their application to non-deterministic
signals in Section 5 ; and to signal estimation and recovery in
Section 6 . The many points of contact between the present tech-
nique and classical techniques of blind deconvolution through
moment-maximization are reviewed in Section 7 . Section 8.1 de-
scribes some implementations of the technique, with software for
Matlab available for download [35] . Finally, Section 10 demon-
strates the performance of the algorithm with artificial test signals
and real ECG data, alongside comparisons to alternative blind and
non-blind techniques. 
1.2. Signal model 
We will be concerned with arrays of real-valued signal, { x i ( t )},
which contain one or more randomly recurring features, f j ( t ), sub-
ject to a random non-negative scaling, a ij , and random delay, τ ij ,
in a background of independent additive colored Gaussian noise,
without phase distortion: 
x i (t) = 
P ∑ 
j=1 
a i j f j (t − τi j ) + n i (t) (1)
It will be assumed that the feature occurrence times, τ ij ’s, are
mutually independent across records and feature-generating pro-
cesses, and that all relevant moments of the signal are finite and
identifiable. The separate x i ’s need not be concurrent records; in
example applications to ECG later, they will correspond to sequen-
tially recorded epochs from a single long-duration record. We sup-
pose only that the records contain some common set of features, j ’s, whose identification and recovery is our goal. Unless otherwise
oted, it will be further assumed that noise processes are wide-
ense stationary, that the relevant signal moments are bounded
nd observable, and that the signal is continuous, such that its au-
ocorrelation is twice differentiable at zero lag. 
. Background 
.1. Review of higher-order spectra 
The most important property of HOS, for our purposes, is that
hey describe forms of statistical dependence within a signal that
re invariant under translation in time [8,47,49] . For a real-valued
ignal, x ( t ), with Fourier transform, X(ω) = F { x (t) } , given a time
hift, τ , we have 
 { x (t − τ ) } = X (ω) e −iωτ (2)
here F denotes the continuous Fourier transform. HOS relate to
roducts in the signal spectrum: 
 
K [ X ] = E [ X (ω 1 ) X (ω 2 ) . . . X (ω K ) ] (3)
aken at combinations of frequencies which sum to zero:
 K 
k =1 ω k = 0 . Such products are time-shift invariant because the
xponential terms from (2) mutually cancel. Time-shift invariant
roducts of K frequencies constitute the K th order spectrum. Re-
alling that for a real-valued signal X(−ω) = X ∗(ω) , the second-
rder spectrum is E[ X (ω) X (−ω)] = E[ | X(ω) | 2 ] , which is clearly the
ame as the power spectrum. The third-order spectrum is also
nown as the bispectrum: 
 
3 (ω 1 , ω 2 ) = E [ X (ω 1 ) X (ω 2 ) X ∗(ω 1 + ω 2 ) ] (4)
nd the fourth-order as the trispectrum: 
 
4 (ω 1 , ω 2 ) = E [ X (ω 1 ) X (ω 2 ) X (ω 3 ) X ∗(ω 1 + ω 2 + ω 3 ) ] (5)
nlike the power spectrum, HOS do not discard all phase infor-
ation, but are selective in discarding linear phase arising from
ime shifts. In fact, it may be shown that for transient signals, the
ignal phase spectrum is fully recoverable from its deterministic
OS [3,40,42,53,64] . For this reason, a signal waveform may be re-
overed from deterministic HOS without having to know where
he signal appears in the observed time series. The possibility of
ecovering a signal in this way has attracted sporadic attention
ver multiple decades [1,3,6,32,40,42,48,53–55,64] ; yet the range
f practical applications arising from it has remained relatively cir-
umscribed. We will briefly consider the reasons for the limited
uccess of previous techniques later. 
Finally, HOS may be used to cleanly separate non-Gaussian sig-
al from Gaussian noise because any linear-time invariant Gaussian
rocess is fully characterized by second-order statistics, precluding
ny form of cross-frequency dependence. It is therefore possible
o recover HOS from randomly shifted signals in a background of
aussian noise without noise-related bias. Moreover, if the signal is
ransient, meaning of finite duration, its energy must be infinitely
xtended over frequency and thus have non-vanishing HOS at all
rders . This holds in principle—in practice, one cares only about
he portion of the spectrum whose energy is sufficient to stand a
hance of being recovered from noise, which might be narrow or,
n some cases, non-existent if the transient has a highly oscillatory
haracter, as explained next. 
.1.1. Bandwidth selectivity 
In contrast to second-order techniques, HOS-related techniques,
articularly those of low odd orders, apply most naturally to spec-
rally broad signal components. The signal spectrum is certain to
C.K. Kovach and M.A. Howard III / Signal Processing 165 (2019) 357–379 359 
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s  e fully recoverable only for transient signals and partially recover-
ble for band-limited signals that meet certain bandwidth require-
ents. Specifically, for a band-limited signal with a high-pass fre-
uency of W 0 to have a non-vanishing K th-order moment, it must
lso have a low-pass frequency, W 1 ≥W 0 such that 
 1 ≥ p 
K − p W 0 (6) 
or some integer p , otherwise all moment products must include at
east one term that lies outside the bandwidth of the signal, caus-
ng them to vanish. We see from this that HOS of even order have
o minimum bandwidth (given that we may set K = 2 p); but to
ave non-vanishing odd-order HOS, a signal must have a minimum
ow-pass frequency (setting K = 2 p − 1 ): 
 1 ≥ K + 1 
K − 1 W 0 (7) 
orresponding to a fractional bandwidth of 
 
W 1 −W 0 
W 1 + W 0 
≥ 2 
K 
(8) 
he bispectrum, for which K = 3 , is thus uniquely selective for
pectrally broad components with fractional bandwidth greater
han 2/3. Odd-order HOS of higher orders may accommodate sig-
als with successively narrower bandwidths. In general, however,
he narrower the bandwidth, the greater the ambiguity in the sig-
al spectrum recovered from HOS. 
.1.2. Symmetry 
The product in (3) clearly does not change under the K ! pos-
ible permutations of the frequency arguments, implying that the
ull spectrum can be recovered from any of multiple redundant
ymmetry regions. In addition to permutation, HOS of real-valued
ignals are conjugate symmetric under a reversal in the sign of all
requency arguments, doubling the symmetry; thus there are 2 K !
edundant regions (except when K = 2 , for which permutation co-
ncides with sign-reversal) [21] . This point is important in develop-
ng efficient estimators of HOS, as only one symmetry region needs
o be considered for the purpose of estimation. 
.1.3. Deterministic vs. non-deterministic HOS 
A signal with a fixed waveform, possibly subject to a random
ime shift and random non-negative scaling, will be referred to as
eterministic . For deterministic HOS, the expectation (3) may be
ritten as a product of K terms within the spectrum of the sig-
al. On the other hand, non-deterministic HOS cannot, in general,
e written as such a product [41] but might be expanded as a
um of products, in analogy to the singular value decomposition
f a covariance matrix. In particular, non-deterministic cumulant
OS resulting from multiple independent additive processes, each
f which is separately deterministic, can be written as a sum over
eterministic HOS in the same way that a covariance matrix can be
ritten as a sum over outer products. As described shortly, the dis-
inction between deterministic and non-deterministic HOS is crit-
cal for waveform recovery. We note that a few authors have re-
erved the term “bispectrum” for what is here referred to as the
deterministic bispectrum” [6,41] . 
.1.4. Moment, cumulant and quasi-cumulant spectra 
Cumulants differ from moments in being additive for indepen-
ent additive processes and vanishing at higher orders for Gaussian
rocesses. The additive property of cumulants makes them rele-
ant for blind separation of independent processes [11] ; but be-
ause they do not typically have the simple monomial form of mo-
ents, cumulants tend to be mathematically more cumbersome to
andle than moments. In the spectral domain, the divergence be-
ween moment and cumulant is confined to subdomains in which deterministic moment spectrum may be expressed as the prod-
ct of lower-order moment spectra; for example, in the trispec-
rum, along ω 1 + ω 2 = 0 and ω 3 + ω 4 = 0 , where the deterministic
th-order moment spectrum reduces to the product of the power
pectrum at different frequencies. For signals with deterministic
OS, the conversion from moment to cumulant amounts to win-
owing out corresponding regions of the spectrum, which can be
one explicitly when working with HOS [9] . Such explicit window-
ng leads to families of measures that behave like cumulants. We
ill refer to these as quasi-cumulants . 
efinition 1 (Quasi-cumulant) . Quasi-cumulants result from ap-
lying a window, Q to moment HOS, M K , such that 
Q(ω 1 , . . . , ω K−1 ) M K (ω 1 , . . . , ω K−1 ) 
= 0 for any 
{ 
ω k 
∣∣ J ∑ 
j=1 
ω k j = 0 , J ≤ K − 2 
} 
(9) 
nd Q(ω 1 , . . . , ω K−1 ) ≥ 0 otherwise. Cumulant spectra belong to
he family of quasi-cumulants only if the cumulant spectrum van-
shes within the suppressed region, which happens under two con-
itions: (1) if the signal is deterministic up to a time shift and scal-
ng, and (2) if a non-deterministic signal exhibits no dependence
ithin the corresponding HOS domain. 
In practice, one often obtains estimators by averaging over short
ntervals within longer records, which amounts to smoothing the
eterministic HOS of the full record [9,37,61] . For the purpose of
stimation, one might begin by applying quasi-cumulant window-
ng to the deterministic spectrum of the full record before com-
uting the smoothed estimate [9] , but it will often prove compu-
ationally expedient to compute the moment HOS before window-
ng, discarding information within a larger bandwidth in the mo-
ent HOS. Because HOS estimators are subject to broadband bias,
his approach entails the suppression of intervals in the HOS do-
ain: 
Q(ω 1 , . . . , ω K−1 ) M K (ω 1 , . . . , ω K−1 ) 
= 0 for any 
{ 
ω k 
∣∣ J ∑ 
j=1 
ω k j ≤ W, J ≤ K − 2 
} 
(10) 
here W is the characteristic frequency resolution of the estima-
or. In developing optimal delay estimators, we will already con-
ider weighting functions in the higher-order spectral domain, thus
t will not add much complication to restrict attention to estima-
ors that apply such quasi-cumulant weighting. 
.1.5. Higher-order cross-spectra and extensions to multivariate 
ignals 
Higher-order cross-spectra are obtained by drawing terms in
he HOS moment product (3) from two or more elements of a
ultivariate signal. They generalize the ordinary cross-spectrum
n the same way that higher-order auto-spectra generalize the
ower spectrum, yielding measures of multi-way spectral depen-
ence. The complete set of K th-order HOS within a multivari-
te signal with m components contains all m K spectra arising in
he expansion of (X 1 + X 2 + · · · + X m ) K , of which 
(
K+ m −1 
m −1 
)
are non-
edundant: 
M K [ X 1 + X 2 + · · · + X m ] 
= 
∑ 
{ j 1 , ... , j K } 
E 
[
X j 1 (ω 1 ) X j 2 (ω 2 ) . . . X j K (ω K ) 
]
δ
(∑ K 
k =1 ω k 
)
= 
∑ 
{ j 1 , ... , j K } 
M { j 1 , ... , j K } [ X ] (11) 
here δ notation is used to indicate the restriction to 
∑ K 
k =1 ω k = 0
nd j k ∈ { 1 , 2 , . . . , m } . Each non-redundant spectrum in this expan-
ion is symmetric under permutation of the arguments across the
360 C.K. Kovach and M.A. Howard III / Signal Processing 165 (2019) 357–379 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Y
 
 
 
 
 
Y  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
r  
t  
w  
t  
c  
t  
c  
w  
m  
d  
o
 
t  
s  
a  
i  
v  
fi  
c  
w  
t  
w  
r  
l  
m  
p  
z  
t  
n  
fi  
a
2
 
q  
a  
r  
f  
l  
r  
b  
s  
p  
c
2
 
a  
f  
f  
s
L  
r  
t  
o
h  
m  
e  
d
P  
K  p j terms drawn from the j th signal component, giving altogether
2 
∏ m 
j=1 p j ! symmetry regions, where 
∑ m 
j=1 p j = K. Thus, there are
2 K! 
2 
∏ m 
j=1 p j ! 
= 
(
K 
p 1 , ... ,p m 
)
non-redundant regions in the spectrum sep-
arately and m K , in total across spectra, needed to describe the
complete set of K th-order auto- and cross-interactions of an m -
component signal. 
2.1.6. Extension to complex-valued signals 
In considering how to interpret the HOS of a univariate
complex-valued signal, y (t) ∈ C 1 , it will be useful to note an iso-
morphism with the HOS of a bivariate real signal, x (t) ∈ R 2 . But
first, the definition given in (3) must be amended, as taking the
complex conjugate of the signal spectrum is no longer interchange-
able with reversing the sign of the frequency argument, rather the
two operations yield distinct sets of time-shift invariant statistics
[2] . The complete set of K th-order statistics involve multiple dis-
tinct spectra, which arise from the following more general defini-
tion: 
M { i 1 , ... ,i K } [ Y ] = E 
[
Y { i 1 } (ω 1 ) Y { i 2 } (ω 2 ) . . . Y { i K } (ω K ) 
]
δ
(∑ K 
k =1 i k ω k 
)
(12)
where i k ∈ { −1 , 1 } and a { −1 } = a ∗ here denotes the complex conju-
gate and a { 1 } = a denotes identity. Because one can contrast any
HOS product involving Y ( ω k ) with a distinct product involving
 
∗(−ω k ) , there are 2 K additional products to consider. 
The isomorphism between the HOS of univariate complex and
bivariate real signals can be observed by decomposing y into the
analytic transforms of two real signals, x + (t) ∈ R 1 and x −(t) ∈ R 1 ,
unique up to a constant offset, with support over negative and pos-
itive frequencies, respectively: 
y = 1 
2 
( x + + x −) + i 1 
2 
H { x + − x −} (13)
for which 
 (ω) = X −(ω ) I (−∞ , 0] (ω ) + X + (ω ) I [0 , ∞ ) (ω ) (14)
Using the equivalence of complex conjugation and sign reversal in
the frequency argument for the real signals, we have 
M { i 1 , ... ,i K } [ Y ] ( ω 1 , . . . , ω K ) 
= E[ X j 1 (i 1 ω 1 ) X j 2 (i 2 ω 2 ) . . . X j K (i K ω K )] δ
(∑ K 
k =1 i k ω k 
)
with j k = sgn [ ω k ] (15)
The isomorphism can be made explicit with a change of variables
and rearrangement of indexed values, such that ω ′ 
k 
= i k ω k and j ′ k =
i k , using the fact that { i k } ∼= { j k }. The mapping that results from this
is illustrated for M { 1 , 1 , −1 } in Fig. A.1 . 
It is evident from this that fully characterizing the HOS of an
arbitrary complex signal requires information in 2 K symmetry re-
gions across all component HOS, in contrast to the single region
required for real-valued signals. However, in the special case when
y is analytic, such that x − = 0 , the HOS of y is clearly isomorphic
to that of x + = Re { y } , and only one symmetry region needs to be
considered, as in the real-valued case. 
For the same reason that cross-spectra appear within the multi-
nomial expansion of the sum of components in a multivariate sig-
nal, the moment of the real part of y contains a summation over
the component spectra of a complex signal; that is to say 
M K [ Re { y } ] = M K [ Y + Y ∗] = ∑ 
{ i 1 , ... ,i K } 
M { i 1 , ... ,i K } [ Y ] 
= M K [ X + + X −] = 
∑ 
{ j 1 , ... , j K } 
M { j 1 , ... , j K } [ { X + , X −} ] (16)
This point is highly relevant for adapting moment-maximizing de-
convolution techniques to complex signals, as discussed shortly. In the interest of simplicity, the emphasis here will remain on
eal-valued univariate signals, but the preceding discussion shows
hat extensions to multivariate and complex signals are straightfor-
ard, with a few important subtleties. These are considered fur-
her in Appendix A . The main practical differences between appli-
ations to univariate and multivariate signals arise from the need
o account for additional symmetry regions within higher-order
ross-spectra. The extension to multivariate complex signals is like-
ise straightforward: the HOS of a complex m -variate signal is iso-
orphic to that of a 2 m -variate real signal whose components are
erived from the separate positive and negative frequency domains
f respective components, as in the univariate case. 
As a final note, it is quite common to find higher-order spec-
ra or their time-domain equivalents and related zero-lag mea-
ures applied to complex signals in ways that do not encompass
 complete set of non-redundant symmetry regions, thus neglect-
ng some aspects of the K th-order statistics of a general complex-
alued process [3,6,15,18,19,26,29,63–65] . This is sometimes justi-
ed by the nature of the signal (e.g. y is analytic) or the appli-
ation, but because the scope of a given application is not al-
ays made explicit, the literature should be read with caution on
his point. In the context of HOS inversion [3,6] , any spectrum for
hich 
∣∣∑ K 
k =1 i k 
∣∣ ∈ { 1 , 2 } contains enough information to uniquely
ecover a complex deterministic signal (see Corollary 1.5 in the fol-
owing). In practice, however, differences in the sampling of sym-
etry regions imply that the component spectra do not all give
recisely the same information about the signal. In the context of
ero-lag moment maximization [15,19,63,65] , Eq. (16) shows that
he most general objective function, which sums over all compo-
ent spectra, is simply the zero-lag moment of the real part of the
ltered signal, Re{ h ∗y }, a point that appears to have received little
ttention in the literature. 
.1.7. Complex modulation and HOS 
Many applications involve signals that are shifted in the fre-
uency domain such that signal statistics must be computed
gainst a reference frequency, other than ω = 0 , or some other car-
ier waveform. While second-order spectra are unaltered, beyond
requency translation [36] , narrowband carrier signals do not simi-
arly preserve HOS, and recovery of the original statistical structure
equires explicit demodulated first. While modulation by a narrow-
and carrier signal does not generalize to HOS, other modulation
chemes may. In particular, a carrier whose HOS contains an im-
ulse effects a translation in the HOS domain; such a carrier is
omposed of K complex sinusoids whose frequencies sum to zero. 
.2. HOS and moment-maximizing filters 
In establishing the relationship between HOS decomposition
nd moment maximization, we will frame the latter as the search
or a projection in the space of HOS. The following lemma is use-
ul for understanding the link between moment maximization and
ignal recovery. 
emma 1 (Matched filters maximize all zero-lag moments) . For a
eal-valued signal, x (t) ∈ R 1 , deterministic up to an arbitrarily large
ime shift and non-negative scaling and having a finite non-zero Kth-
rder moment, the matched filter, 
 (t) = x (−t) [∫ 
( x  x ) 
K ( t) dt 
] 1 
2 K 
(17)
aximizes the zero-lag Kth-order moment among filters of unit en-
rgy in the Kth-order HOS; that is, with 
∫ 
( h  h ) 
K (t) dt = 1 , where 
enotes cross-correlation. 
roof. Because the K th-order HOS is the Fourier transform of the
 th-order autocorrelation, the zero-lag K th-order moment of the
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a  ltered signal is given by the integral over the corresponding
OS: ∫ 
(h ∗ x ) K (t) dt = 
∫ 
. . . 
∫ 
H(ω 1 ) X (ω 1 ) 
. . . H(ω K ) X (ω K ) δ(ω 1 + · · · + ω K ) dω 1 . . . ω K (18) 
e may regard (18) as an inner product between the deterministic
OS of X and that of the complex conjugate of H within an inner
roduct space that is a superset of all K th-order HOS [46] . By a
irect application of the Cauchy–Shwartz inequality, we have 
 
(h ∗ x ) K (t) dt ≤
√ ∫ 
(x  x ) K (t) dt (19) 
ith equality for h in Eq. (17) . 
orollary 1.1 (Lemma 1 applies to cumulants and quasi-
umulants) . The matched filter maximizes all zero-lag (quasi-
cumulants of x among filters with unit energy in the corresponding
quasi-)cumulant HOS. 
roof. Under quasi-cumulant windowing of HOS as in (9) , a zero-
ag quasi-cumulant of h ∗x yields a semi-inner-product within the
pace of moment spectra, which weights each term in the inte-
rand with a non-negative value. The Cauchy–Schwartz inequality
herefore applies in the same way as before. The argument ex-
ends to zero-lag cumulants of signals with deterministic HOS be-
ause their cumulant HOS may be obtained with quasi-cumulant
indowing. 
orollary 1.2 (Lemma 1 applies to the phase response separately
rom amplitude response) . For a filter, h , of a given amplitude re-
ponse, zero-lag quasi-cumulants and moments are maximized when
he phase response of h is matched to the phase spectrum of x . 
roof. When the phase response of h is matched to x , all terms
n the integrand of (18) have a common phase of zero, being real,
on-negative and equal to magnitude. By the triangle inequality
pplied to the summation of phasors, the integral must therefore
ttain a maximum. 
orollary 1.3 (Uniqueness of the maximizing filter for a transient
ignal) . The filter with phase response matched to the phase spectrum
f a transient and deterministic x (up to time shift and scaling) is a
nique maximizer of the Kth-order moment and cumulant if K > 2,
mong filters with fixed amplitude response. 
roof. We have established that the Kth-order HOS of the maxi-
izing filter function must be matched to that of x, so that the
OS of the filtered signal is uniformly real and non-negative: 
K 
 
k =1 
[ φx (ω k ) + φh (ω k ) ] = 2 πν(ω 1 , . . . ω k −1 ) (20) 
here ν(ω 1 , . . . ω k −1 ) assumes only integer values and ω K =∑ K−1 
k =1 ω k . Now we show that this requires the phase response
f the filter, itself, to be matched to the phase spectrum of x , up to
 time shift. Because x has finite duration, its spectrum must have
nfinite support and its phase spectrum must be continuously dif-
erentiable modulo 2 π (for the same reason that a band-limited
ignal has infinite duration and is continuously differentiable in
ime), and we may therefore ignore the possibility of solutions
ith non-trivial discontinuities. Taking the derivative of (20) and
sing 
dω K 
dω j 
= −1 
∂ 
∂ω j 
[
φx (ω j ) + φh (ω j ) 
]
− ∂ 
∂ω K 
[ φx ( ω K ) + φh ( ω K ) ] = 0 (21) 
he phase derivative (group delay) may therefore, at most, differ
etween x and h by some constant, so that 
h (ω) = −φx (ω) + bω + c (22) hus, by (20) 
K mod 2 π = 0 
nd φh and φx can differ at most by a constant group delay for
eal-valued x , corresponding to a time shift, and by sign, for even
rders. That this argument must apply as well to cumulant spectra,
verywhere but φ(0), follows from the fact that cumulant HOS dif-
er from moment HOS only in subdomains of infinitesimal support,
hich exclude only X(0) entirely from the cumulant HOS. 
orollary 1.4 (The output of a maximizing filter is impulsive) . The
oment- and cumulant-maximizing filter, h, for a deterministic tran-
ient signal, x, with non-vanishing HOS produces an impulsive out-
ut, meaning here an output characterized by a symmetric zero-phase
unction centered at a lag time. 
roof. This follows from the fact that the unique maximizing filter
s matched to the phase spectrum of x . 
orollary 1.5 (Extension to complex signals) . Lemma 1 applies to a
omplex univariate deterministic signal, y (t) ∈ C 1 . 
roof. To extend the preceding argument to complex-valued sig-
als, recall that multiple component spectra must be considered,
ccording to (12) . The zero-lag moment obtained by substituting
e{ h ∗y } for h ∗x in (18) is a natural choice for an objective function,
ecause it sums over all component spectra as well as frequency
imensions. 
 
( Re { h ∗ y } ) K (t) dt = ∑ 
{ i 1 , ... ,i k } 
∫ 
. . . 
∫ 
M { i 1 , ... ,i k } [ HY ] dω 1 . . . ω K 
(23) 
q. (23) is maximized when the HOS of the filtered signal is uni-
ormly non-negative across frequencies as well as spectra, imply-
ng 
K 
 
k =1 
i k [ φy (ω k ) + φh (ω k ) ] = 2 πν(ω 1 , . . . ω k −1 ) (24) 
or all combinations of { i k }, where i k ∈ {−1 , 1 } . For each spectrum,
dω K 
dω j 
= −i j i K , and it can be verified that Eq. (22) still follows in each
ase. In addition, c 
∑ K 
k =1 i k = (0 mod 2 π) , leading to the following
 + 1 (redundant) constraints arising from the respective compo-
ent HOS: 
(2 n − K) c = ( 0 mod 2 π) for n = { 0 , 1 , . . . , K} (25) 
or even K, the constraints arising from n = 1 ± K/ 2 require c = 0
od π , while for odd K, n = (1 ± K) / 2 require c = 0 mod 2 π .
hese results show that h is ambiguous only with respect to sign
nd only for even K, as we observed for x (t) ∈ R 1 . They imply,
urther, that the spectrum of a deterministic transient signal can
e recovered from any M { i 1 ,i 2 ,i 3 } [ y ] in isolation, provided ∑ K k =1 i k =
2 , for even K, or 
∑ K 
k =1 i k = ±1 for odd K. 
.3. Relationship to previous work 
Multiple authors have considered the explicit application of
OS to signal identification, detection and delay estimation. Pre-
ious techniques have, however, dealt almost exclusively with de-
erministic HOS, [1,3,6,32,40,42,48,53–55,60,64] , as has previous
ork applying HOS [30,50] and higher-order cross-correlations
56–58] to delay estimation. The deterministic assumption simpli- 
es signal identification with HOS; for example, it allows the wave-
orm to be recovered by log transforming the estimate and apply-
ng cepstral and related techniques towards the recovery of phase
nd magnitude spectra. Such techniques are not appropriate as a
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ttreatment of non-deterministic HOS, and the present approach dis-
penses with this assumption, seeking instead to decompose non-
deterministic HOS into an additive series. 
A decomposition of HOS according to distinct deterministic fea-
tures may be regarded as implicit in convolutional independent
component analysis (ICA), particularly in popular variants of ICA
that rely on moment maximization [5,14,31] , related applications
of minimum entropy deconvolution (MED) to MIMO source re-
covery [15,19,63,65] , and in the application of tensor decomposi-
tion techniques to higher moments [7,23,62] . Of the most direct
relevance to the present development are applications of blind
cumulant-based deconvolution to the recovery of MIMO sources
[15,65] which estimate component signals by treating the result of
deconvolution as a proxy for a known input. Similarities and dif-
ferences between the present approach and these techniques will
be considered. 
Finally, some precedent for the linear decomposition of HOS ex-
ists in the literature on pattern classification, where higher-order
correlations are occasionally used as inputs to classifiers [38,46,59] .
In this setting, higher-order correlations are usually treated as
generic feature vectors. Any resulting basis set therefore has no
particular relationship to the distinction between deterministic and
non-deterministic HOS. The present work may therefore be re-
garded as following on several bodies of precedent: the use of HOS
in delay estimation, waveform recovery, pattern classification, de-
compositions of HOS implicit in techniques of ICA and blind de-
convolution. 
3. Scheme for filter estimation 
The following section introduces a simple framework that will
be used to find optimal filters for detection and delay estimation,
applicable to HOS of any order. It will be developed first for tra-
ditional second-order delay estimators in order to establish that
it yields the expected optimal estimators in the familiar setting.
In the case of a known signal, it will recover the matched filter
[66] , while in estimating the delay between two noisy signals, it
yields the coherence-derived maximum-likelihood delay estimator
[12] . The development for HOS follows in the subsequent section. 
3.1. Optimal detection filters 
To begin, we seek a linear FIR filter that, given the observed
signal, x , containing some feature, f , embedded at delay, τ , yields
an expected output containing a peak at τ . As a criterion of opti-
mization, one might use the ratio of expected squared peak mag-
nitude to noise variance [66] . Here, instead, we use the minimiza-
tion of the expected variance of the peak location under perturba-
tion by wide-sense stationary noise (WSS), for reasons explained
below. It will be shown that solving this problem is a matter of
finding the filter that maximizes the ratio of second derivatives at
zero lag in the respective autocorrelations of the filtered signal and
noise. The main restriction is therefore that the signal autocorrela-
tion, f (2) = f  f, is twice differentiable at zero lag, which means
that f , itself, must be continuous. 1 
Suppose that f is embedded in a background of indepen-
dent stationary Gaussian colored noise with spectrum E[ | N(ω) | 2 ] =
σ (ω) : 
x (t) = f (t − τ ) + n (t) (26)
We wish to identify the lag at which f appears in x using a filter,
h , whose output should contain a peak as close to τ as possible.1 Technically speaking, “almost everywhere:” any discontinuity must contribute 
no measurable energy to the signal. 
  
f  
sonsider the output, 
(t) = (h ∗ x )(t) = (h ∗ f )(t − τ ) + (h ∗ n )(t) (27)
e require that the expectation of r contains an extremum at τ ,
eaning that 
 
[
r ′ (τ ) 
]
= E 
[ 
d 
d t 
∣∣∣
t= τ
r(t) 
] 
= 0 (28)
e also wish to minimize any perturbation of the extremum from
by noise. A figure of merit for this purpose is the ratio be-
ween the expected squared first derivative, E[( r ′ ( τ )) 2 ], and the ex-
ectation of the second derivative, E[ r ′′ ( τ )], both evaluated at τ .
his choice is justified with a second-order Taylor series expansion
bout τ : the effect of any additive noise will be to shift the peak
t τ by , to a point at which the slope of the noiseless peak, in
he second-order approximation, E[ r ′′ ( τ )] , cancels with the slope
f the observed signal (signal plus noise realization); that is 
 
[
r ′′ (τ ) 
]
 ≈ −r ′ (τ ) (29)
e may therefore design h to minimize the squared magnitude of
he expected perturbation, E[ 2 ]: 
= E[ 2 ] = E[(r 
′ (τ )) 2 ] 
E[ r ′′ (τ )] 2 (30)
he value of ρ describes the variance of the peak location under
he second-order approximation. It can therefore be taken as the
ariance of the delay estimator in the limit of high signal-to-noise
atio. 
The Fourier transform of the expected second derivative of the
ltered signal is 
 
{
E 
[
r ′′ (t) 
]}
= E 
[
F 
{
r ′′ (t) 
}]
= −ω 2 E [ X (ω) ] H(ω) 
= −ω 2 F (ω) H(ω) e −iωτ (31)
ence, evaluated at τ : 
 
[
r ′′ (τ ) 
]
= 
∫ 
−ω 2 F (ω) H(ω) dω (32)
imilarly, expanding the square of the first derivative in the Fourier
omain, 
E 
[ (
r ′ (τ ) 
)2 ] 
= E 
[ ∫ ∫ 
−ω ξ
(
F (ω ) + N(ω) e iωτ
)(
F (ξ ) + N(ξ ) e iξτ
)] 
×H (ω) H (ξ ) dω dξ (33)
ue to the fact that the noiseless term in the expansion of the
ntegrand is the squared expected derivative at τ , which van-
shes, and the noise is assumed stationary and zero-mean, so that
 [ N(ω) ] = 0 and E [ N (ω) N (ξ ) ] = σ (ω) δ(ω + ξ ) , this reduces to 
 
[ (
r ′ (τ ) 
)2 ] = ∫ ω 2 σ (ω) | H(ω) | 2 dω (34)
n other words, the expected squared slope of r at τ is the nega-
ive of the second derivative of the autocorrelation of the filtered
oise at 0 lag. Now we are prepared to find the filter, h , that opti-
izes the figure of merit from Eq. (30) , ρ . This might be done by
dentifying where the derivative of Eq. (30) with respect to | H ( ω)|
anishes, but the problem may be further simplified into an easily
olved quadratic form by way of an equivalent Lagrangian func-
ion: 
= E 
[ (
r ′ (τ ) 
)2 ] + ρ(1 + E [r ′′ (τ ) ]) (35)
or which the extremum is found directly by completing the
quare: 
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∫ 
ω 2 σ (ω) 
∣∣∣∣H(ω) − ρ F ∗(ω) σ (ω) 
∣∣∣∣
2 
dω − ρ2 
∫ 
ω 2 
| F (ω) | 2 
σ (ω) 
dω + ρ
(36) 
inimized at 
(ω) = ρ F 
∗(ω) 
σ (ω) 
for ω 
 = 0 (37)
ecause arbitrary rescaling of H does not affect the result, the con-
tant ρ will be dropped henceforth. 
This result is the same as the well-known matched filter [66] .
t the frequency origin, H is unconstrained, for which reason we
ay allow H (0) to vanish: 
(ω) = ρ F 
∗(ω) 
σ (ω) 
I ω 
 =0 (ω) (38) 
hich corresponds to the intuitive fact that any DC offset can-
ot affect the peak location and is therefore irrelevant. By setting
(0) = 0 , we obtain a weighted spectrum that meets the defini-
ion of a quasi-cumulant, as given in Eq. (9) . It will be left implicit
hat H(0) = 0 henceforth. 
A slightly different signal model, which applies to the Wiener
lter [39] , leads to a form that combines signal and noise power
n the denominator. The discrepancy arises because the model as-
umes both the noise and signal generating process to be station-
ry, whereas the matched filter assumes only a single instance
f the signal within a given observation window. The stationary
ssumption is more appropriate if, for example, the occurrence
f f is driven by a stationary Poisson process; in such cases, the
ackground of “noise” which perturbs the peak at τ includes any
earby f ’s overlapping with the instance at τ . Put differently, we
ant the estimator to optimally separate neighboring peaks from
ach other, as well as from the noise. These random instances of
 at delays other than τ contribute to background spectrum ac-
ording to the power spectrum of the rate function of the emitting
oint process, λ( ω), combined with that of the feature, giving: 
(ω) = F 
∗(ω) 
λ(ω) | F (ω) | 2 + σ (ω) (39) 
f the point process is homogenous, λ is equal to constant squared
ntensity [4] . The same argument applies for any WSS noise,
hether Gaussian or not; the denominator always contains the
ombined total power of the signal and all other additive processes
ontributing to the error in the peak location. 
A compelling practical reason to favor (39) even when the sta-
ionary model is not appropriate is that the denominator may be
stimated directly from the total power of the observed signal,
ithout having to disentangle the contributions of noise and sig-
al. The two models also converge as signal-to-noise ratio dimin-
shes, which tends to limit the practical importance of the dis-
inction. Formally, the use of (39) as a general-purpose estimator
ay be justified by noting that it places an upper bound on (33) .
he integrand in Eq. (33) clearly attains a non-negative maximum
here ξ = −ω, implying that 
 
[ (
r ′ (τ ) 
)2 ] ≤ E [ A ∫ ω 2 ∣∣F (ω) + N(ω) e iωτ ∣∣2 | H(ω) | 2 dω ] 
= A 
∫ 
ω 2 
[| F (ω) | 2 + σ (ω) ]| H(ω) | 2 dω (40) 
or some constant, A . We are merely using total power as an upper
ound on noise-only power. 
The value of r ( τ ) relates to the signal-to-noise ratio. The ex-
ected squared value of r ( τ ) is: 
 
[
r 2 (τ ) 
]
= E [ r(τ ) ] 2 + 
∫ | F (ω) | 2 
σ
dω = E [ r(τ ) ] 2 + E [ r(τ ) ] (41) 
this result implies that the variance of r ( τ ) is equal to its
alue: Var [ r(τ ) ] = E 
[
r 2 (τ ) 
]
− E [ r(τ ) ] 2 = E [ r(τ ) ] .The expected value
f r ( τ ) therefore comes normalized, such that, 
E [ r(τ ) ] 
2 
Var [ r(τ ) ] 
= E 
[
r 2 (τ ) 
]
− E [ r(τ ) ] 2 = E [ r(τ ) ] (42) 
ut the conditions under which the value of r ( τ ) can be taken as
 literal measure of signal-to-noise ratio are limited to the case
hen the feature, f , exhibits no variability of amplitude. It remains
ossible to recover f even when it is subject to some variability of
caling, but in such cases E[ r ( τ )] shrinks in relation to the ampli-
ude variance, causing r( ˆ  τ ) to give an overly conservative signal-
o-noise ratio estimate. 
The expected squared deviation of the peak from τ (i.e. ρ), can
lso be determined by substituting H back into the definition of ρ ,
iving 
= 
[∫ 
ω 2 
| F (ω) | 2 
σ (ω) 
dω 
]−1 
(43) 
n other words, the second derivative at peak times within the fil-
ered signal gives an estimate of the local uncertainty in the true
eak location. This result will be used later to motivate thresh-
lding for signal reconstruction, for which the thresholded output
rovides a reasonable approximation of the peak distribution. 
.1.1. Delay between two noisy signals 
The foregoing analysis extends to the case when the goal is to
dentify the relative delays between two noisy channels, both of
hich contain the signal. Now we have 
 1 (t) = f (t − τ1 ) + n 1 (t) 
 2 (t) = f (t − τ2 ) + n 2 (t) (44) 
here n 1 and n 2 are generated by zero-mean noise processes with
ndependent phase, so that E [ N 1 (ω) N 2 (ω) ] = 0 , but possibly corre-
ated power. We wish to optimize h to provide a peak near τ1 − τ2 
n 
 12 (t) = 
∫ 
X 1 (ω ) X 
∗
2 (ω ) H(ω ) e 
iωt dω (45)
he same line of argumentation as in the previous case may be
pplied here, and it will not be repeated in detail, to obtain 
(ω) = | F (ω) | 
2 
| F (ω) | 2 ( σ1 (ω) + σ2 (ω) ) + E 
[| N 1 ( ω) | 2 | N 2 ( ω) | 2 ] (46) 
If the noise in either channel vanishes, we find that the noise-
ree channel equates to F , and the integrand of Eq. (45) then con-
ains Eq. (37) , as expected. If the noise processes are identical and
aussian, (46) simplifies to 
(ω) = | F (ω) | 
2 /σ 2 (ω) 
2 | F (ω) | 2 /σ (ω) + 1 (47) 
hich is the same as the well-known maximum-likelihood delay
stimator for Gaussian signals [12] . 
We have obtained these estimators with comparatively few
tarting assumptions about the signal distribution, which simpli-
es the extension to non-Gaussian signals. We may, for example,
pply Eq. (46) to a non-Gaussian noise process for which power is
orrelated across channels within frequency bands, with indepen-
ent phase. In this example, the estimator in (46) adds an addi-
ional penalty to the weighting of spectral regions where the cor-
elation of power is high, while rewarding regions where power is
nti-correlated across channels. For example, if the signal always
ppears randomly without noise in one channel and with noise in
he other, so that E[ | N 1 (ω) | 2 | N 2 (ω) | 2 ] = 0 
 = σ1 (ω) σ2 (ω) , the in-
egrand of Eq. (45) still reduces to Eq. (37) . 
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 So far we have considered the delay between isolated signals. If
the underlying detection problem involves the possibility of multi-
ple overlapping occurrences of the signal, we are, again, better off
with the upper bound that includes both signal and noise power
in the denominator, as in (40) . In this case we have 
H(ω) = | F (ω) | 
2 
E 
[| F (ω) + N 1 (ω) | 2 | F ( ω) + N 2 (ω) | 2 ] (48)
which, for Gaussian noise, becomes 
H(ω) = | F (ω) | 
2 (| F (ω) | 2 + σ1 (ω) )(| F (ω) | 2 + σ2 (ω) ) (49)
3.1.2. Delays between multiple noisy records 
We are most interested in the problem of finding mutual delays
between multiple channels or records. In this setting, the denomi-
nator in (48) may be estimated by averaging observed power over
records. The trouble with second-order estimators arises from the
numerator. The conventional solution takes the magnitude of the
pairwise cross-spectra as the relevant delay estimator for a given
pair, in which case the outcome is equivalent to obtaining a de-
lay estimator from coherency between x i and x j , weighted by co-
herence ; that is, the estimator will have the magnitude of squared
coherence while preserving the phase of coherency [12] . But in
the present setting, no consistent estimator of the pairwise cross-
spectra between records is available. Simply averaging the pairwise
magnitude cross-spectra across all channels does nothing to sup-
press noise. We need the delays to estimate the signal, but the
signal to estimate the delays, and both may be too corrupted to
be recovered separately. We next describe how to overcome this
impasse with higher-order spectra. 
4. Delay estimators from HOS 
Because HOS are time-shift invariant and also vanish for Gaus-
sian noise, it will be possible to develop statistically consistent es-
timators of both the numerator and the denominator of the opti-
mized filter, and therefore to recover an asymptotically optimal or
near-optimal detection filter when doing so is not possible with
second-order statistics. We assume initially that the background
noise is independent and Gaussian. Stationary non-Gaussian noise
with non-vanishing HOS will be considered later as well; while
it is not directly possible to distinguish signal from noise HOS in
such applications, the prospect of decomposing HOS into a series
of spectra promises some additional tools for coping with non-
Gaussian noise. The following development will focus on the third-
order (bispectral) variant of the algorithm (HOSD3), although ex-
tensions to HOS of arbitrary order will be noted along the way. 
The cross-bispectrum takes the product as in (4) over two or
more channels. We will start by considering its application to the
two-channel problem from Eq. (44) . Note that the expected phase
of the cross-bispectrum, like that of the ordinary cross-spectrum,
encodes the lag between channels, τ jk = τ j − τk : 
M 122 = E [ X 1 (ω 1 ) X 2 (ω 2 ) X ∗2 (ω 1 + ω 2 ) ] 
= F (ω 1 ) F (ω 2 ) F ∗(ω 1 + ω 2 ) e −iω 1 τ12 (50)
Denote the output of the K th-order HOS filter of the j th channel as
r j 1 ... j K with r j (t) = h ∗ x j (t) . Pursuing the same strategy as before,
define a filter, H , now in the two-dimensional bispectral domain,
such that 
r 122 (t) = 
∫ 
X 1 (ω 1 ) e 
iω 1 t 
∫ 
X 2 (ω 2 ) X 
∗
2 (ω 1 + ω 2 ) H(ω 1 , ω 2 ) dω 2 dω 1 
(51)he expectation of the second derivative reduces to 
E 
[
r ′′ 122 (τ12 ) 
]
= −
∫ 
ω 2 1 e 
iω 1 τ12 
∫ 
E [ X (ω 1 ) X (ω 2 ) X 
∗(ω 1 + ω 2 ) ] 
×H(ω 1 , ω 2 ) dω 2 dω 1 
= −
∫ 
ω 2 1 F (ω 1 ) 
∫ 
F (ω 2 ) F 
∗(ω 1 + ω 2 ) H(ω 1 , ω 2 ) dω 2 dω 1 
(52)
nd the expectation of the square of the first derivative is: 
E 
[ (
r ′ 122 (τ12 ) 
)2 ] = −E [ ∫ ω 1 e iω 1 τ12 X 1 (ω 1 ) X 2 (ω 2 ) 
×X ∗2 (ω 1 + ω 2 ) H(ω 1 , ω 2 ) dω 2 dω 1 
×
∫ 
ξ1 e 
iξ1 τ12 X 1 (ξ1 ) X 2 (ξ2 ) X 
∗
2 (ξ1 + ξ2 ) H(ξ1 , ξ2 ) dξ2 dξ1 
] 
(53)
To avoid a proliferation of minor terms, we will consider the
ound on the estimator in Eq. (53) , following the example in (40) 
E 
[ (
r ′ 122 (τ12 ) 
)2 ] ≤A 2 ∫ ω 2 1 E [| X 1 (ω 1 ) | 2 | X 2 (ω 2 ) | 2 | X 2 (ω 1 + ω 2 ) | 2 ]
×| H(ω 1 , ω 2 ) | 2 dω 2 dω 1 (54)
n this case, substituting (52) and (54) into the Lagrangian (35) ,
nd completing the square gives 
(ω 1 , ω 2 ) = F 
∗(ω 1 ) F ∗(ω 2 ) F (ω 1 + ω 2 ) 
E 
[| X 1 (ω 1 ) | 2 | X 2 (ω 2 ) | 2 | X 2 (ω 1 + ω 2 ) | 2 ] for ω 1 
 = 0
(55)
he development for HOS more generally proceeds in the same
ay with cross-polyspectra of the form 
 
K 
122 ... 2 = E 
[ 
X 1 (ω 1 ) X 2 (ω 2 ) . . . X 2 (ω K−1 ) X ∗2 
( 
K ∑ 
k =1 
ω k 
) ] 
= F (ω 1 ) F (ω 2 ) . . . F (ω k −1 ) F ∗
( 
K ∑ 
k =1 
ω k 
) 
e −iω 1 τ12 (56)
ielding solutions with the same form as (55) . 
.1. Polycoherence weighting 
We may now proceed to the multi-channel case with L records
t our disposal. Contrary to the situation in the second-order case,
 suitably consistent estimator of the numerator in (55) is found in
he auto-bispectrum (or auto-polyspectrum, generally) computed
cross records. Various options for how we might estimate the de-
ominator in (55) relate to different definitions of what is com-
only called bicoherence (in the case of the bispectrum, polyco-
erence generally). Regardless of which definition is used, H can
e understood as bicoherence with squared denominator; that is,
ˆ 
 = ˆ M 3 /D where bicoherence is β = ˆ M 3 / 
√ 
D . In general, both the
umerator of H and terms within the denominator will be esti-
ated across records with the assumption that the noise processes
re identically distributed. 
.1.1. Stationary Gaussian noise 
If the noise process is stationary, Gaussian and identically dis-
ributed across records, then by the independence over frequencies
f stationary Gaussian processes, the terms within the expectation
f the denominator in (55) separate into the product of signal-
lus-noise power spectra. 
D → 
(| F (ω 1 ) | 2 + σ (ω 1 ) )(| F (ω 2 ) | 2 + σ (ω 2 ) )
×
(| F (ω 1 + ω 2 ) | 2 + σ (ω 1 + ω 2 ) ) (57)
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t  n this case we find that H itself separates into the product of three
erms (or K terms in general), meaning that weighting will produce
n outcome equivalent to computing cross-bispectra after filtering
ach signal with 
(ω) = F 
∗(ω) 
| F (ω) | 2 + σ (ω) 
his is the very same matched filter we obtained in the second-
rder case, but here we will often have access to consistent esti-
ators of the numerator in Eq. (55) when none are available for
econd-order estimators. It is also the case that the final outcome
f the bispectral filter, r ijj in Eq. (51) , is not linear, which will pro-
ide some important advantages later in developing an efficient
rocedure for bringing multiple records into alignment. 
.1.2. Wide sense stationary noise 
We may relax the Gaussian assumption by estimating the prod-
cts in the denominator of (55) directly. A form closely related to
he most common definition of bicoherence [33] is obtained here
nder the assumption that power in the noise process is inde-
endent across records, but not across frequency bands, in which
ase the denominator of (55) separates into the product of the
ower spectrum at ω 1 and the expected product of signal-plus-
oise power at ω 1 and ω 1 + ω 2 , that is 
 = 
〈| X (ω 1 ) | 2 〉〈| X (ω 2 ) | 2 | X (ω 1 + ω 2 ) | 2 〉 (58) 
icoherence is commonly defined with the numerator D = <
 X(ω 1 ) | 2 | X(ω 2 ) | 2 >< | X(ω 1 + ω 2 ) | 2 >, which amounts to a trans-
ormation of the axes in (58) . The magnitude of this form
s constrained to fall between 0 and 1, as expected for
 (ω 1 ) F (ω 2 ) F 
∗(ω 1 + ω 2 ) H(ω 1 , ω 2 ) ; for this reason, it is often fa-
ored as a normalized measure of cross-frequency dependence. A
imilar argument applies at higher orders as well. 
.1.3. Magnitude-weighted bicoherence 
A variation less easy to justify from first principles, but having
ome practical advantages, normalizes by the square of the average
agnitude: 
 = 〈 | X (ω 1 ) X (ω 2 ) X (ω 1 + ω 2 ) | 〉 2 (59) 
ecause the related definition of bicoherence in this case can
e regarded as a simple weighted average over bispectral phase
28,37] , it allows for a particularly simple correction for small-
ample and amplitude-related biases, which may otherwise de-
rade the filter by exaggerating the contribution of frequencies
n which power is excessively skewed [34] . Specifically, bias in
agnitude-weighted bicoherence, , can be related to the inverse
oot of the “effective degrees of freedom” within the average, as 
= 
√ ∑ 
w 2 
i 
( 
∑ 
i w i ) 
2 
(60) 
here the “weights,” are given by w i = | X i (ω 1 ) X i (ω 2 ) X i (ω 1 + ω 2 ) | .
n general, we have observed that the proposed algorithm is not
verly sensitive to the choice of normalization, but the amplitude-
eighted average with bias correction seems to perform well un-
er a range of conditions. We have therefore defaulted to this form,
n spite of the fact that it is perhaps the least principled of the
hree. The same arguments apply in the obvious way to polycoher-
nce weighting with HOS of order K. 
.2. Partial delay filters 
Consider the following filter obtained with record j : 
 0 j ... j (t) = F −1 
{ ∫ 
. . . 
∫ 
ˆ H (ω 1 , . . . , ω K−1 ) X j (ω 2 ) . . . X ∗j ×
( 
K−1 ∑ 
k 
ω k 
) 
d ω 2 . . . d ω K−1 
} 
∼ ˆ h ∗ ( ˆ h ∗ x j ) K−1 (t) (61) 
he output of h ∗x j will be a symmetric linear-phase (i.e. zero-phase
xcept for a time shift) function whose maximum is centered at
he delay of f in the j th record along with the noise that survives
ltering. To this term, Eq. (61) applies an exponent, causing the
lter output to take on a spectrally broader and more impulse-
ike character, dominated, as K increases, by a sharp peak at the
ime of the maximum value within the record. Such a function is
ell approximated by an impulse shifted by ˆ τ j and weighted by
 
K−1 
j 
( ˆ  τ j ) : 
(h ∗ x j ) K−1 (t) ∼ δ(t − ˆ τ j ) r K−1 j ( ˆ  τ j ) (62) 
hich becomes equality, almost surely, in the limit as K increases.
e may therefore treat the filter as closely approximate to a
eighted and shifted copy of the matched filter: 
 0 j ... j (t) ∼ ˆ h (t − ˆ τ j ) r K−1 j ( ˆ  τ j ) (63)
his filter can be used directly to estimate the delay between
ecord j and another record, i : 
 i j ... j = r 0 j ... j ∗ x i (t) (64)
e will call it the partial delay filter for j . 
An interesting alternative to delay estimation from (64) takes
he estimate from the cross-correlation of partial filters: 
 0 j j ... j  r 0 i ... i ∼ ( ˆ h  ˆ  h )(t −  ˆ τi j ) 
[
r i ( ˆ  τi ) r j ( ˆ  τ j ) 
]K−1 
(65)
his possibility is attractive because the result appears to contain
ess noise: the influence of noise in perturbing the peak location is
ffectively already “baked into the cake” within the respective par-
ial filters, and the cross-correlation will at least give the impres-
ion of being relatively noise-free in comparison to (64) . However,
n considering HOS decompositions later we will find reasons why
t makes sense to prefer (64) . 
.3. Generalizations for complex and multivariate signals 
The preceding arguments generalize to complex and multi-
ariate signals with little difficulty, using properties described in
ections 2.1.5 and 2.1.6 . The models underlying these extensions
ssume that m component signals each contain a distinct feature
ith relative timing fixed across components in a background of
orrelated stationary noise. As described in Section 2.1.6 , the appli-
ation to a univariate complex signal, y (t) ∈ C 1 , is isomorphic to
he bivariate case, x (t) ∈ R 2 , with implicit cross-spectra between
egative and positive frequencies. In both cases the extension en-
ails a summation over separate auto- and cross-spectra, which
ptimally accounts for the correlation structure of the noise both
ithin and across the component signals. A more detailed devel-
pment of these ideas is provided in Appendix A . 
. Application to non-deterministic HOS 
So far we have mostly limited our attention to deterministic
OS. Applications to non-deterministic HOS are of interest for a
ide range of problems, yet few, if any, prior treatments of sig-
al recovery with HOS venture beyond the deterministic case, to
ur knowledge. For non-deterministic signals that result from the
dditive output of independent deterministic processes, cumulant
OS are likewise additive. Ignoring those slices in HOS space at
hich cumulant and moment HOS may diverge, we note that all of
he crucial equations in the previous sections take on an additive
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r  form. Polycoherence weighting, under the Gaussian noise assump-
tion, becomes: 
H(ω 1 , . . . , ω K−1 ) = 
P ∑ 
p=1 
H p (ω 1 ) . . . H p (ω K−1 ) H ∗p 
( ∑ 
k 
ω k 
) 
(66)
With quasi-cumulant windowing, the partial delay estimator in
(61) decomposes accordingly 
r 0 j ... j (t) = 
P ∑ 
p=1 
ˆ h p ∗
[ (
ˆ h p ∗ x j 
)
(t) K−1 −C 
[ 
ˆ h p ∗ x j 
] 
(t) 
] 
∼
P ∑ 
p=1 
ˆ h p (t − ˆ τpj ) αK−1 pj (67)
where αpj is the peak value for process p in record j . The term C
is introduced by the exclusion of regions where moment and cu-
mulant HOS diverge and corresponds to the lower-order terms in
the cumulant polynomial. It therefore involves a summation over
terms of order less than K − 1 . For the sake of economy, we will
disregard these lower-order terms in the following discussion, leav-
ing their effect implicit. Pairwise delay estimators thus become: 
r i j ... j (t) = r 0 j ... j ∗ x i (t) ∼
P ∑ 
p=1 
( ˆ h p ∗ x i )(t) αK−1 pj (68)
or the alternative form: (
r 0 i ... i  r 0 j ... j 
)
(t) ∼
P ∑ 
p=1 
Q ∑ 
q =1 
( ˆ h p  ˆ  h q )(t −  ˆ τ pq i j ) 
[
αpj αqi 
]K−1 
(69)
Both clearly give a mixture of peaks related to the different gener-
ating processes, but as yet we have no way to sift peaks according
to processes. In the spectral domain, Eq. (69) assumes the form
of a tensor product, and so one might attempt to separate com-
ponents through a variety of tensorial decompositions [62] . We
will develop an alternative, computationally less expensive and, for
most real-world settings, more practical approach, which we have
found to work well with the bispectrum. This approach is particu-
larly advantageous when handling large numbers of records and in
real-time applications. 
5.1. Iterated realignment 
In this approach we start with the average partial delay filter: 
g (0) (t) = 1 
L 
L ∑ 
j=1 
r 0 j ... j (t) = 
1 
L 
L ∑ 
j=1 
P ∑ 
p=1 
ˆ h p ∗ ( ˆ h p ∗ x j ) K−1 (t) 
∼ 1 
L 
L ∑ 
j=1 
P ∑ 
p=1 
ˆ h p (t − ˆ τpj ) αK−1 pj 
→ 1 
L 
P ∑ 
p=1 
ψ (0) p ∗ ˆ h p (t)E 
[
αK−1 p 
]
(70)
where ψ (0) p is the probability distribution of delays for process p,
τ p , over records. In general, ψ acts as a low-pass filter, attenuat-
ing energy as 1 / 
√ 
L above some frequency threshold reflecting the
scale of variability in τ . However, the sample distribution will not
be smooth, but contain variations in the density of τ ’s, either ran-
dom or related to modes in the underlying probability distribution,
which will prove important later. 
We will next obtain a provisional delay estimate from the time
of the maximum value (for odd K , and maximum absolute value
for even K ) from each record: 
ˆ τ (1) 
j 
(t) = arg max 
t 
g (0) ∗ x j (t) (71)nd repeat the procedure after shifting records according to ˆ τ (1) : 
 
(1) (t) = 1 
L 
L ∑ 
j=1 
r 0 j ... j (t + ˆ  τ (1) j ) (72)
he maximum in a given record will come from one of three
ources: (1) a peak related to a feature emitted by process p , (2)
 peak related to a process other than p , and (3) noise unre-
ated to any feature-emitting process. Peaks arising from process
 will tend to occur at delays aligning to random or distribution-
elated clusters within the sample distribution of τ p , whereas
oise-related peaks and peaks unrelated to process p will be as
andomly distributed as before, relative to the sample distribu-
ion for τ p . To the extent that the shifted records align on modes
n the sample distribution of τ p , the distribution of delays after
ealignment, ψ (1) p , will be sharpened, and its spectral threshold
orrespondingly extended. Because of this, the re-estimated filter
 
(1) becomes more closely matched to processes that capture the
ost maxima (assumed for argument to include p ), and peak se-
ection more strongly favors the feature associated with process p
t the next iteration, leading to an accelerating convergence to-
ards h p : 
ˆ (m +1) 
j 
(t) = ˆ  τ (m ) 
j 
+ arg max 
t 
[
g (m ) ∗ x j (t + ˆ  τ (m ) j ) 
]
(73)
 
(m +1) (t) = 1 
L 
L ∑ 
j=1 
r 0 j ... j (t + ˆ  τ (m +1) j ) (74)
he likelihood of being among the favored processes at iteration m ,
epends on four factors: (1) the relative maximum signal-to-noise
atio, αp , (2) the variability of τ
(m −1) 
p , (3) the similarity of h p to
 
( m ) , and (4) the amount of energy in h p falling below the charac-
eristic scale of ψ (m ) p . If the timing distribution in all processes is
niform, then signal-to-noise ratio will tend to be the main initial
eterminant. 
It is also evident that g might converge on a filter that com-
ines h from different processes, which certainly must be the case
n the limit of identical waveforms. More generally, waveforms will
end to be lumped together into common averages to the extent
hat the matched filter for a given process, h p produces a peak in
he output, h p 
∗f q , which stands out from noise reliably enough to
roduce the maximum value in a subset of records. The ability to
istinguish among features therefore depends on the similarity be-
ween the respective waveforms, their common resemblance to g ,
nd the presence, magnitude and spectral properties of noise. This
act is the main reason to favor (64) as a delay estimator over (65) :
he noise within individual records aids in discriminating among
eatures. Stochastic resonance therefore plays a role in feature sep-
ration. 
An example of filter estimation and its convergence is shown in
ig. 1 . 
. Signal reconstruction 
Once the foregoing algorithm has converged on a suitable fil-
er, a component signal may be reconstructed by (1) recovering
he waveform using estimated occurrence times (2) applying the
lter to any relevant records, (3) thresholding the resulting out-
ut, (4) convolving the recovered waveform with the thresholded
ignal, and (5) scaling the resulting component signal to minimize
quared error, as explained next. 
.1. Waveform recovery 
The underlying waveform may be recovered by averaging over
ecords aligned to peaks in the detection filter. One strategy is to
C.K. Kovach and M.A. Howard III / Signal Processing 165 (2019) 357–379 367 
Fig. 1. Recovery of test signals with bispectral delay estimation. Test records were arrays of randomly delayed instances of the same test signal, exemplified in panel A 
( magenta ), embedded in independent spectrally colored noise ( A , black : test signal with 9.5 dB noise). B : example array with 64 records. The test signal was designed with a 
flat power spectrum within a specified frequency range (example case, C magenta ), while noise amplitude was varied separately within the signal bandwidth (in-band noise, 
C , blue ) and outside (out-band noise, C , black ). The delay filter was obtained from cross-bicoherence averaged over all pairs of records, weighted by the complex-conjugate 
of (auto-)bicoherence averaged over records ( D ). The procedure was repeated 15 times; at each iteration, average cross-bicoherence was re-estimated after aligning records 
according to the delay estimated from the previous iteration, and the filter updated. Convergence is rapid, typically requiring fewer than 10 iterations, as reflected in the 
amplitude response of the filter ( E ), the filter function ( F ) and the efficacy of the filter in detecting the signal ( G ; filter applied to the first record shown in A ). I : Aligned 
records. The signal was recovered from the average over aligned records ( H ). (For interpretation of the references to color in this figure legend, the reader is referred to the 
web version of this article.) 
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t  btain a waveform as a simple average over all records aligned to
he maximum value in the output of the filter: 
ˆ f j (t) = 
1 
L 
L ∑ 
i =1 
x i (t + ˆ τi j ) (75) 
his approach weights all records uniformly in the average, and is
uitable if one assumes the feature to be generally prevalent across
ecords. We have already obtained the detection filter through a
eighted averaging over records in (70) ; therefore an unequally
eighted average might be recovered from the delay filter itself by
pplying the inverse of the estimated noise amplitude spectrum to
he complex conjugate of the filter spectrum. Finally, a waveform
ight be recovered by deconvolving the filtered signal from the
bserved signal, treating the former as a proxy for a known input
65] . .2. Signal estimation 
We have in hand, so far, a waveform estimate and the output
f the detection filter, and we wish to reconstruct the signal ac-
ording to our model in (1) . This might be done by directly con-
olving the output of the detection filter with the estimated wave-
orm [15,65] , which effectively returns the original signal filtered
ccording to the signal to noise ratio over frequency. But because
e have information that localizes the signal in time as well as
requency, we may do better by windowing in both domains. We
herefore propose to convolve the estimated waveform with a win-
owed copy of the signal. 
ˆ i j (t) = 
∫ 
ˆ f j (t − s ) w 
[
g j ∗ x i 
]
(s ) ds (76) 
o obtain the proper expectation according to the signal model
n (1) , we must, ideally, convolve f with the expected distribu-
ion of occurrence times, multiplied by the expected scaling. We
368 C.K. Kovach and M.A. Howard III / Signal Processing 165 (2019) 357–379 
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ctherefore seek a windowing that approximates this distribution:
w [ g j 
∗x i ]( t ) ≈αij ψ ij ( t ). 
Properties of this distribution may be inferred directly from the
output of the detection filter. The peak magnitude clearly provides
information on the likelihood that the signal is present. The proba-
bility of a feature at t is given by a prior probability and the likeli-
hood of the filter output, tending naturally to be a sigmoidal func-
tion of output, or absolute value in the case of even orders. The
sigmoid is governed by a threshold parameter, which adjusts to
the prior probability of an emission, and a slope parameter. We
may also infer something about the local ambiguity in the timing
of the feature on the basis of the second derivative at the peak; in
fact, Eq. (43) implies that the shape of the peak already approxi-
mates that of the local distribution of peak times, thus the filter
output itself may serve the desired purpose without further modi-
fication. A sensible form for w therefore applies the first term as a
sigmoidal nonlinearity, s θ , to the second term, which is the output
itself: 
w 
[
g j ∗ x i 
]
(t) = s θ
(
g j ∗ x i (t) 
)
(g j ∗ x i )(t) (77)
By this argument, we may justify windowing the output accord-
ing to magnitude. As the slope parameter of the sigmoid is of sec-
ondary importance, it will be ignored for the present, and we will
take s θ to be a hard threshold function. How to set the threshold
is considered next. 
6.3. Threshold determination 
Several different methods might be applied towards selecting
a threshold, including an explicit modeling of the likelihood con-
sidered earlier. But in the context of HOS decomposition, the fol-
lowing simple criterion has a clear motivation: choose a threshold
such that the K th-order scalar cumulant computed over all sub-
threshold samples vanishes, or otherwise attains some statistically-
motivated value. Such a threshold addresses the null-hypothesis
that the data contain only Gaussian noise, and can be understood
roughly as orthogonalizing the residual signal in the HOS space,
producing an outcome analogous to the mean-square error crite-
rion in standard regression. 
Applying the idea to the bispectral case, denote 〈 . . . 〉  θ as an
average excluding values above a threshold value, θ , and compute
skewness as 
γ θ = 
〈
r 3 (t) 
〉
 θ − 3 
〈
r 2 (t) 
〉
 θ 〈 r(t) 〉  θ + 2 〈 r(t) 〉 3  θ (〈 r 2 (t) 〉  θ − 〈 r(t) 〉 2  θ )3 / 2 (78)
Making use of the large-sample standard deviation of skewness,
we may attempt to limit the false positive rate to some predeter-
mined value, FP, by setting θ > 0 such that 
γ θ < −1 ( 1 − FP ) 
√ 
6 /T (79)
where T is the record duration in samples and −1 is the inverse
standard normal cumulative distribution function. For example, to
limit the probability of a false detection in the absence of a signal
to approximately 5%, set 
γ θ < 1 . 64 
√ 
6 /T (80)
6.4. Decomposition 
Decomposition proceeds by way of the “deflation” technique
[15,22] : a component signal is estimated and subtracted from the
original signal, and the entire procedure repeated with the resid-
ual. The number of components may be determined in a data-
driven manner by continuing the decomposition until the zero-lag
moment of the estimate on the residual signal falls below some
statistically motivated threshold. . Relationship to MED 
It was claimed earlier that the HOS delay estimators relate
o moment-maximizing filters of the type often applied to the
roblem of blind deconvolution [10,11,24,51,52,67] . Minimum en-
ropy deconvolution (MED) seeks a filter which maximizes a mo-
ent normalized for scale invariance; most commonly kurtosis
10,24] : 
K = 
1 
L 
∫ ∑ L 
j=1 (h ∗ x j ) K (t) dt [
1 
L 
∫ ∑ L 
j=1 (h ∗ x j ) 2 (t) dt 
]K/ 2 (81)
he samples indexed by j might be shorter possibly overlapping
indowed intervals of fixed duration from some longer record,
ith a duration that will determine the filter order of h . For the
resent purpose, we will formulate an equivalent Lagrangian objec-
ive function, leaving the normalization implicit within an energy
onstraint. 
= 
∫ 
1 
L 
L ∑ 
j=1 
(h ∗ x j ) K (t) dt + λ
( 
1 −
∫ 
1 
L 
L ∑ 
j=1 
(h ∗ x j ) 2 (t) dt 
) 
(82)
here λ is here a Lagrange multiplier. 
Expanding (82) in the frequency domain: 
= 
∫ 
. . . 
∫ 
ˆ M K (ω 1 , . . . , ω K−1 ) H (ω 1 ) . . . H (ω K−1 ) 
×H ∗
( 
K−1 ∑ 
k =1 
ω k 
) 
dω 1 . . . dω K−1 + λ
(
1 −
∫ 
| H(ω) | 2 ˆ M 2 (ω) dω 
)
(83)
here ˆ M K is the K th-order spectral estimate 
ˆ 
 
K = 1 
L 
L ∑ 
j=1 
X j (ω 1 ) . . . X j (ω K−1 ) X ∗j 
( 
K−1 ∑ 
k =1 
ω k 
) 
(84)
t extrema in , the derivatives vanish, ∂
∂ | H(η) | 
∣∣∣
H= ˆ H 
= 0 giving 
ˆ H ∗(η) ∝ 1 
ˆ M 2 (η) 
∫ 
. . . 
∫ 
ˆ M K ( η, ω 2 , . . . ) ˆ  H (ω 2 ) . . . 
× ˆ H ∗
( 
η + 
K−1 ∑ 
k =1 
ω k 
) 
dω 2 . . . dω K−1 (85)
r in its more economical time-domain expression: 
ˆ 
 (t) ∝ u (−1) ∗ 1 
L 
L ∑ 
j=1 
x j ∗ ( ˆ h ∗ x j ) K−1 (−t) (86)
here u (−1) is meant to indicate the whitening filter that results
rom 1 / ˆ M 2 in (85) . 
There are a few things to unpack from Eq. (86) . We have already
bserved that if x contains some deterministic feature, f , in station-
ry Gaussian noise, the phase response of any moment-maximizing
 should be matched to the phase spectrum of f ( Lemma 1 ). We
ave also seen in Eq. (62) that the exponent in (86) results in an
mpulse-like function at the delay of f within the record. We may
herefore treat the net effect of Eq. (86) as closely approximate to
 weighted summation over records aligned to peaks in the filter
utput. If multiple peaks of sufficiently similar amplitude appear in
 given record, then the summation includes multiple correspond-
ngly shifted copies of the record, although the tendency as K in-
reases will always be for a single peak to dominate. 
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F.1. Advantages of HOSD over MED 
Comparing HOSD and MED, some advantages of HOS-based
echniques over direct maximization of (82) become apparent. The
ain ones are: 
.1.1. No need for numerical optimization 
Gradient ascent of (82) typically begins with some arbitrary
nitial value of h , which in most cases is likely to be far from
ny optimum. But we have already found enough information in
OS to recover h from a deterministic spectrum, at least implicitly
ithin the bicoherence-weighted partial delay estimator of (61) .
nce the relative delays are in hand, explicit recovery of both the
lter and the underlying waveform becomes a matter of averaging
ver aligned records. All of this we have gained without recourse
o any kind of gradient-based numerical optimization over h . 
.1.2. Improved outlier sensitivity 
Because the sum over shifted records in Eq. (86) weights ac-
ording to r K−1 
j 
( ˆ  τ j ) , the record with the greatest maximum comes
o dominate in the summation as K increases. More generally, the
lter estimate will be heavily weighted towards any outliers, often
mpractically so. One consequence of this is a tendency for MED to
onverge on degenerate solutions: it is always possible to design a
lter matched to a particular segment of the input, which produces
ne large impulse with high kurtosis. The approach developed here
dds more options for mitigating this problem. 
.1.3. Greater flexibility 
With MED, weighting of HOS is limited to the magnitude of the
eterministic HOS of h . We have just obtained delay estimators by
esigning windows directly within the higher-spectral domain. For
xample, bicoherence weighting described in Section 4.1 , does not
ecessarily correspond to any deterministic spectrum. This allows
or considerably greater flexibility in filter design, which, in the
ase of bicoherence weighting, improves optimization under forms
f non-Gaussian WSS noise. 
.1.4. Separation of additive processes 
Strategies for separating additive processes become more obvi-
us when approaching the problem through HOS. 
. Methods: Algorithms 
.1. Implementation of HOSD 
The following section implements this framework in an algo-
ithm which recovers the delays between L discretely sampled
ecords, which contain f at mutually independent lags in a back-
round of independent Gaussian noise with identical power spec-
ra. 
.1.1. Windowing 
The first step is to form the array of records. If these are ob-
ained as shorter intervals of a longer record, then a record dura-
ion must be chosen based on the time scale of the signal of in-
erest and computational considerations. It will also make sense to
pply a window to the record to suppress spectral leakage in the
stimators and related artifacts. In the following it is assumed that
 suitable window has already been applied to each record, x j . 
.1.2. Bispectral weighting 
In this setting, a consistent estimator of the auto-bispectrum
s obtained by averaging over channels, which will be done under
he assumption that noise is identically distributed across records.
ikewise, an estimate of the denominator is obtained by averaginghe respective terms, which may be plugged in to Eq (55) , giving
he bicoherence filter: 
ˆ 
 [ ω 1 , ω 2 ] = 
ˆ B ∗[ ω 1 , ω 2 ] 
D [ ω 1 , ω 2 ] 
(87) 
here B is a direct bispectral estimate: 
ˆ 
 [ ω 1 , ω 2 ] = 1 
L 
L ∑ 
j=1 
X j [ ω 1 ] X j [ ω 2 ] X 
∗
j [ ω 1 + ω 2 ] (88) 
ith X k [ ω] the fast Fourier transform (FFT) of x [ t ] and D normaliz-
ng either in accordance with the variant of the common definition
f bicoherence in Eq. (58) : 
 BC [ ω 1 , ω 2 ] = 1 
L 2 
L ∑ 
i =1 
| X i [ ω 1 ] | 2 
L ∑ 
j=1 
∣∣X j [ ω 2 ] X ∗j [ ω 1 + ω 2 ] ∣∣2 (89) 
r with the magnitude-weighted definition: 
 MW [ ω 1 , ω 2 ] = 
[ 
1 
L 
L ∑ 
j=1 
∣∣X j [ ω 1 ] X j [ ω 2 ] X ∗j [ ω 1 + ω 2 ] ∣∣
] 2 
(90) 
n the case of magnitude weighting, we may correct for bias as
escribed in (60) [34,37] 
ˆ 
 [ ω 1 , ω 2 ] = 
ˆ B ∗√ 
D MW 
[ 
1 √ 
D MW 
− | B | 
] 
(91) 
he window, H , may be modified in other ways according to
ny relevant considerations. For example, computational efficiency
ight be served by limiting the estimator to specific signal-
elevant bandwidths within the HOS domain, or properties of the
stimator improved by accounting for prior information through
he weighting. 
.1.3. Delay estimation with averaged cross-bispectra 
Eq. (87) gives us a suitably consistent estimate of the bispectral
lter needed for partial delay filter estimation. Following Eq. (74) ,
he average partial delay filter, g , is found by iterating 
 
(m +1) = 1 
L 
L ∑ 
j=1 
e iω 1 ˆ τ
(m ) 
j 
W ∑ 
ω 2 = −W 
X j [ ω 2 ] X 
∗
j [ ω 1 + ω 2 ] ˆ  H [ ω 1 , ω 2 ] (92) 
here ˆ τ (m ) 
j 
is the estimated lag of the delay in the j th record after
he m th iteration, obtained as in (73) . Even when the distribution
f τ ’s is initially uniform, we have found in practice that the ten-
ency to cluster around random modes early in the iteration leads
o rapid convergence, as exemplified in Fig. 1 . When the algorithm
uccessfully converges, noise is suppressed as 
 [ ω 1 ] → 
W ∑ 
ω 2 = −W 
F [ ω 2 ] F 
∗[ ω 1 + ω 2 ] H[ ω 1 , ω 2 ] + O 
(
1 √ 
L 
)
(93)
hich converges to a filter that is approximately the optimal linear
lter. For the Gaussian case, we have: 
(t) → h ∗ (h  h ) 2 (t) (94) 
gain, because ( h  h ) 2 is an impulse-like function, performance of g
ypically approaches that of h , and we may regard g and h as func-
ionally equivalent in settings that involve spectrally broad features
f the type represented in the bispectrum. 
.1.4. Feature recovery 
Following iterated delay estimation, the feature, F , is recovered
rom the delay-compensated average: 
ˆ 
 (ω) = 1 
L 
L ∑ 
e iω ˆ τ
(m ) 
j X j (ω) (95) j=1 
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Fig. 2. Comparison of bispectral and 2nd-order delay estimators and their dependence on noise and signal bandwidth. Performance was evaluated over 400 randomly 
generated signal arrays at multiple combination of in- and out-band noise level, as described in Fig. 1 . The test metric for the comparison was the correlation between 
true and estimated delays. A : Performance of the bispectral algorithm diminished only with increasing in-band noise, but was not affected by out-band noise ( A , first row). 
In contrast, the effectiveness of the cross-spectral algorithm diminished both with increasing in-band and out-band noise ( A , second row). The relative advantage of the 
bispectral method grew with increasing bandwidth of the test-signal ( A , third row). B : Robustness to in-band noise also improved with increasing array size (shown for 
bandwidth ratio 9). 
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s  8.1.5. Real-time and running-average estimation 
Because we have derived the filter as a simple average over
records, the general scheme adapts easily to real-time applications.
In the simplest form, real-time applications may apply a contin-
uously updated estimate of the filter towards detecting the sig-
nal within a buffer containing an incoming data stream. Specifi-
cally, data written to a buffer at some interval, T m +1 , are filtered
with g ( m ) and shifted according to the delay estimate, ˆ τm , obtained
as before. The convergence to a matched filter here arises from
the serial application to incoming records rather than by iterating
through all records. With each record H may be updated as a run-
ning averages according to 
H (m +1) = B 
(m +1) 
D (m +1) 
(96)
where 
B (m +1) = (1 − λ[ δm ]) B (m ) + λ[ δm ] ( X m [ ω 1 ] X m [ ω 2 ] X ∗m [ ω 1 + ω 2 ] ) 
(97)
and, using magnitude-weighted normalization √ 
D (m +1) = (1 − λ[ δm ]) 
√ 
D (m ) + λ[ δm ] | X m [ ω 1 ] X m [ ω 2 ] X ∗m [ ω 1 + ω 2 ]
(98)
The delay-estimating filter, g , is similarly updated as 
G (m +1) = (1 − α[ δm ]) G (m ) + α[ δm ] P m (99)
with 
P m [ ω 1 ] = e iω 1 ˆ τm 
W ∑ 
ω 2 = −W 
X m [ ω 2 ] X 
∗
m [ ω 1 + ω 2 ] H (m +1) [ ω 1 , ω 2 ] (100)
where λ[ δm ] and α[ δm ] are learning rates within [0,1], which may
be fixed or set to depend on the detection parameter δm . For ex-
ample, a hard threshold might be set on the maximum in r m : 
δm = 
{
1 , if max r m > θm 
0 , otherwise 
(101)
with λ[0] = α[0] = 0 . .1.6. Decomposing multi-component signals and signals in 
on-Gaussian noise 
Real-world applications must often confront noise that is not
aussian, whose non-vanishing HOS may mask that of the signal.
o address non-Gaussian noise as well as interference from com-
eting signals, a decomposition may be implemented by repeat-
dly applying filter estimation, thresholding and signal reconstruc-
ion, as described in Section 6 . The scheme might be implemented
hrough a cascade of adaptive filters, each receiving the residual of
he output from the preceding filter. 
.1.7. Computational efficiency 
For 3 rd -order HOS, the summation over ω 2 in (92) is quadratic
n W , but in the case of an ensemble of records it needs to be car-
ied out only once at the outset and might be done intermittently
n the case of real-time applications. Each subsequent step of the
lgorithm is linear in W . The efficiency of the algorithm therefore
ompares favorably with cross-spectral methods of delay estima-
ion, which scale quadratically in the number of records at each
teration. Efficiency of the bispectral algorithm should surpass that
f pairwise cross-spectral delay estimation whenever W 2 < L 2 , as
s common in applications to pattern recovery from long-duration
ecords. More generally, computational complexity grows as W K−1 ,
eflecting the number of frequency dimensions, so that complexity
ncreases at a super-quadratic rate for orders greater than 3. 
.2. ECG wavelet filter 
Blind bispectral feature recovery was benchmarked against a
epresentative wavelet filter of the type commonly used in heart-
eat detection and denoising [16] in ECG. This was carried out by
ecomposing the noise-corrupted test signal with the “Sym4” dis-
rete wavelet transform, then applying a hard universal threshold
25] to coefficients in scales 3–5 and discarding all other coeffi-
ients. QRS times were obtained from peaks in the denoised signal.
.3. Alternative MED algorithms 
Heartbeat detection was used also in comparing two imple-
entations of kurtosis-maximizing MED to the filter estimation
tep of the HOS decomposition (HOSD) algorithm. The first is de-
cribed in [45] , and implemented in a Matlab program (Med2d.m)
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Fig. 3. Blind recovery of electrocardiogram (ECG) under large-amplitude noise. Eighteen one-minute samples of normal ECG, obtained from the MIT-BIH Normal Sinus 
Rhythm Database (nsrdb), served as test signals to which varying levels of in- and out-band noise were added (example in A with 7 dB out-band and 4 dB in-band noise 
added to record nsrdb/16483; spectral distributions of signal and noise components shown in B ). The continuous ECG was divided into overlapping windows spanning 
approximately 3 R-R intervals and weighted by a Hann window, after which bispectral delay estimation was applied as described previously. Auto-bicoherence ( C ) recovers 
spectral characteristics of the signal used by the delay filter. Following realignment of all intervals, the ECG waveform was recovered from the delay-compensated average 
( D ). The delay filter was then applied to the continuous signal and a peak threshold ( E , dashed line) applied to identify occurrence times of the waveform ( E , green circles 
indicate correct detections; red circles, false positives; and red x, missed detections). A reconstructed ECG ( F ) was obtained by convolving the recovered waveform with the 
peak-thresholded signal. 
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43] . The second, described in [15] , was likewise implemented in
atlab (Deflation.m) [13] . The Deflation algorithm also executes
 decomposition of the higher-order moment through deflation;
ut it requires at least as many sensors as sources, hence was
n this case only applied on a single channel assuming a sin-
le source. Because both algorithms maximize kurtosis, they were
ompared to the 4th-order variant of HOS decomposition, using
he trispectrum (HOSD4), in addition to the bispectral version
HOSD3). .4. Second-order delay estimation 
To compare the performance of second-order estimators to the
ispectral method, pairwise delays were estimated for all records
rom the maximum value in respective cross-correlations. An array
as then constructed encoding lags for each pair of records as a
hase value: 
= 
[
exp 
(
2 π i 
τ jk 
N 
)]
K×K 
(102) 
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Fig. 4. Performance of the 3rd order (bispectral) decomposition (HOSD3) ( A,B,C , top row) in heart beat detection, compared to a representative, non-blind (i.e. ECG-tailored) 
wavelet filter ( A,B,C , bottom row), with additive Gaussian noise ( A ) and additive non-Gaussian noise ( B ). Note that the bispectral decomposition has not been expressly 
optimized for QRS detection, in contrast to the wavelet filter. Performance was measured at varying levels of spectrally matched (“in-band”) and spectrally complementary 
(“out-band”) noise using area-under-the-curve (AUC) computed over 5 peak-detection threshold levels. 20 noise realizations were added to each of 16 2-minute data samples 
obtained from the MIT-BIH normal sinus rhythm database; the average performance over all data sets and realizations is displayed in A and B . Non-Gaussian noise was 
generated by filtering squared Gaussian white noise with a non-minimum-phase filter whose amplitude response matched in- and out-band spectra and whose randomized 
phase response was smoothed to preserve the approximate time envelope of the respective zero-phase filters. Example cases are shown for Gaussian ( C , left) and non- 
Gaussian ( C , right) noise. For the non-Gaussian example, the ECG signal was recovered in the 2nd bispectral component ( C , top right; red), while the first converged on 
features in the noise ( C , top right; blue). Performance of both algorithms degrades beyond about −7 dB in-band SNR; the bispectral method exhibits a sharper transition, 
leading it to outperform wavelet QRS detection above the in-band threshold and underperform beyond the threshold ( D ). With non-Gaussian noise, the wavelet algorithm 
outperforms the first component ( E , left); however, the best component of the first 4 performs comparably to the wavelet algorithm ( E , right). Randomization of the filter 
phase introduces variability in the SNR performance threshold for both wavelet and bispectral methods, depending on the similarity between the filter waveform and the 
QRS complex, which leads to greater similarity in the average performance of the two methods under non-Gaussian noise. Difference between the first and best component 
performance under Gaussian noise ( F, left ) is negligible, in contrast to the difference for non-Gaussian noise ( F, right ), demonstrating that the improvement is not merely a 
result of bias from the selection of the best component. 
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5  where N is the record length. Given that 
E [ ] = 
[ 
exp 
(
2 π i 
τ j 
N 
)] 
K×1 
[ 
exp 
(
−2 π i τk 
N 
)] T 
K×1 
(103)
the delays within individual records may be estimated from  ac-
cording to the phases of the respective loadings onto the first com-
ponent returned by a singular-value decomposition (SVD). Delays
recovered in this way are unique up to an arbitrary constant time
shift in all records, which does not affect the circular correlations
used in comparing the algorithms. 
8.4.1. Woody’s algorithm 
A variation of the cross-correlation technique, described by
Woody [68] , also served as a comparison. In general we observed
that the aforementioned SVD technique gave qualitatively simi-
lar results to Woody’s algorithm, with Woody’s algorithm slightly
more robust to in-band noise. 
9. Methods: test signals 
The test signals used in Fig. 1 were generated by applying a
square FIR bandpass filter with a passband of 0.01 to 0.1, in units
of normalized to sampling frequency, to windowed Gaussian whiteoise, where a Gaussian window with a standard width of 20 sam-
les was applied in the time domain. The test signal was then nor-
alized to have zero mean and unit variance. The result of this
rocedure is a nearly transient waveform with the desired proper-
ies, as illustrated in Fig. 1 A. 64 records were created by embed-
ing the test signal at mutually random and independent delays
ithin Gaussian noise composed of two parts: “in-band” noise was
onstructed with a power spectrum matching that of the test sig-
al by filtering white noise with unit variance, while “out-band”
oise was obtained by subtracting the in-band noise from the same
hite noise used to generate the former, then low-pass filtering
elow 0.1 normalized units. Delays were implemented by circu-
arly shifting each record by an amount drawn from a uniform dis-
ribution over the duration of the record. The demonstration was
arried out in the circular domain for illustrative purposes, as this
llows the respective finitely sampled bands to have ideal charac-
eristics and simplifies the comparison of algorithms across condi-
ions, which may be done with circular statistics. 
Test signals used in Fig. 2 were generated in the same way
t different combinations of the target signal bandwidth, in-band
oise and out-band noise. The transient target signals were gener-
ted with bandwidths of 1.5, 4, 9, 19 and 39, as a ratio of the high-
ass frequency of 0.01. Out-band signal-to-noise ratio varied from
 dB to −15 dB, while in-band noise varied from 5 dB to −20 dB,
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Fig. 5. Blind separation of normal from abnormal heart beats through the bispectral decomposition. The bispectral decomposition was applied to a 10 minute sample of ECG 
from the MIT-BIH Arrhythmia Database [27] ( A ; 0 0:15:0 0 to 0 0:25:0 0 of record #201 in ‘mitdb’). Clinical annotation is indicated with colored squares: green, normal sinus 
beats (NSB); blue, premature ventricular contractions (PVC); magenta, atrial premature beats (APB); and yellow, aberrant atrial premature beats (aAPB). B : Filtered ECG for 
the first 4 components of the bispectral decomposition. Peaks in the filter output were classified with K-means clustering on component rms values within 70 ms. Circles 
indicate classifier output for each peak with colors matching the most closely associated clinical annotation for both the classifier output and the component activation. 
Energy in the first component is associated mainly with NSB’s; the 2nd with PVC’s; and the 3rd with APB’s. C : Confusion matrix comparing the result of blind classification 
to clinical annotation, showing a close association between the classifier performance and clinical annotation for all beat types except aberrant premature atrial beats (aAPB), 
which did not cluster separately from NSB. Classifier performance did not improve with more than 3 clusters or the inclusion of more than 4 bispectral components. D : 
Recovered waveforms for the first three components. E : Reconstruction of component signals and side-by-side comparison of the clinical annotation (squares) and classifier 
output (circles). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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s  here decibel values refer to the ratio between total signal energy
nd total noise within each band, separately. For each combination
f bandwidth, in- and out-band noise levels, 400 such test-signal
rrays were generated, and the results summarizing the average
erformance of bispectral delay estimator are shown in Fig. 2 . Test
ignal generation and all analyses were programmed in Matlab us-
ng scripts and algorithms developed by the first author. 
.0.2. ECG test signal 
The performance of the algorithm in recovering a physiologi-
al signal from varying levels of noise was tested by adding ran-
om noise to 2 minute segments ECG obtained from the MIT-
IH normal sinus rhythm database [27] . Data were retrieved for
6 subjects, starting at sample number 10,0 0 0 (0 0:01:18.125 to
0:03:18.125), normalized to unit variance and divided into records
f approximately 3-beat duration. Gaussian and Non-Gaussian
oise were generated at multiple in- and out-band levels. The in-
and noise spectrum was defined as 
in = | Y (ω) | 
2 
| Y (ω) | 2 + 1 
here Y is the spectrum of the input signal before adding noise,
nd 
out = 1 | Y (ω) | 2 + 1 
o each array of records and at each combination of in- and
ut-band noise, 20 random noise realizations were added. Non-
aussian noise was generated by applying a filter with amplitudeesponse given as above to squared Gaussian white noise, whose
istribution, χ2 (1), is highly skewed. To make the phase of result-
ng noise HOS independent of the signal HOS, the phase response
f the filter was randomized, after which the filter function was
indowed in the time domain so that the dispersion of energy in
ime resembled that of the zero-phase filter. Example data are dis-
layed in Fig. 3 , while performance averaged across subjects and
ealizations, in comparison to a representative wavelet filter, is dis-
layed in Fig. 4 . 
0. Experimental results 
The method is first demonstrated with arrays of randomly
elayed test-signals embedded in Gaussian noise ( Fig. 1 ), in com-
arison to alternative cross-spectral techniques ( Fig. 2 ). As summa-
ized in Fig. 2 , the bispectral algorithm dramatically outperforms
elay estimation based on pairwise cross-spectra when the signal
ower-spectrum cannot be recovered from noise. To illustrate this
oint, noise was varied separately in two bands: the first, “in-band
oise,” was designed to have a power spectrum which matched
hat of the signal and the second, “out-band noise,” had the com-
lementary spectrum. Because the total signal-plus-noise power
appens to match the signal-only power for in-band noise, the bis-
ectral algorithm should not greatly outperform the cross-spectral
pproach for a signal corrupted by in-band noise alone. A different
utcome is expected for out-band noise because the cross-spectral
pproach fails to correctly reconstruct the signal spectrum. Fig. 2 A
hows the performance of the respective algorithms using the
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Fig. 6. Comparison of filter estimation techniques in heartbeat detection. The performance of detection filters obtained with 3rd-order (HOSD3) and 4th-order HOS (HOSD4) 
higher-order spectral decompositions, using the iterative method of Section 5.1 compared with two implementations of kurtosis-maximizing blind deconvolution, Deflation 
[13] and Med2d [43] , with additive Gaussian noise, following the procedure in Fig. 4 . A : Area under the curve at multiple in- and out-band SNRs for each method ( rows 
1–4 ) and the difference of HOSD3 and Deflation ( row 4 ) at different orders in the deconvolving filter ( columns ). Both HOSD methods failed at the lowest order (16 taps); 
this we attribute to the use of tapered windows in spectral and filter estimation, which restricted the observable timescale beyond the limit imposed by filter order. Relative 
performance of both HOSD methods increased with increasing filter order, with pronounced superiority at low out-band SNRs ( < −15 dB). The performance of Deflation and 
Med2d diminished at orders greater than 64 and at low SNRs, in part due to a tendency to converge on degenerate solutions, with the filter reproducing segments of the 
data. B : Average processing time required by each algorithm across filter orders. HOSD3 and Med2d performed comparably, with HOSD3 slightly faster at orders less than 
128 and Med2d slightly faster at 128 and 256. Deflation lagged behind the first two, while HOSD4 was slowest, overall, reflecting a cubic increase in the number of values 
in the 4th-order HOS estimate with filter order. 
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As expected, the cross-spectral delay estimator failed at high
out-band noise, with performance diminishing between −5 and
−10 dB. In contrast, the bispectral algorithm shows virtually no
decrement with increasing out-band noise, implying that the
algorithm has no trouble distinguishing the signal-containing band
even when total noise energy in the out-band exceeds that of
the signal by a hundred fold. In this example, the separation of
noise energy into in-band and out-band illustrates the how the
algorithm identifies regions of the spectrum where signal-to-noise
ratio is greatest. 
10.1. ECG recovery from Gaussian and non-Gaussian noise 
To show that these properties translate to settings more rele-
vant to the real world, a similar analysis was conducted on two-
minute segments of ECG recording obtained from the MIT-BIH
database [27] . Results summarized in Fig. 3 demonstrate the abil-
ity of the algorithm to recover an averaged ECG waveform from
extremely noisy data, according with what was observed for the
artificial test case. 
To demonstrate the application to signals corrupted by non-
Gaussian noise, a similar test was repeated with the same ECG set
using additive non-Gaussian noise. Noise in this case was gener-
ated by applying FIR filters with the same in- and out-band ampli-ude responses as in the Gaussian test to squared Gaussian white
oise, whose distribution is χ2 (1). Because HOS preserve informa-
ion about the phase response of the filter, it is also necessary to
andomize the filter phase to avoid making the test overly specific
o some particular (e.g. zero-phase) filter. The phase response was
herefore randomized, but also smoothed to preserve the approx-
mate time window of the zero-phase filter, so that deterministic
lter HOS remained smooth at a similar scale as that of the signal.
Results for both Gaussian and non-Gaussian noise are shown in
ig. 4 and compared to the performance of a representative non-
lind wavelet filter tailored to ECG detection. Comparison between
ignal recovery in the first recovered component vs the first four
n Fig. 4 shows that the signal was often recovered among com-
onents 2–4 when the noise spectrum was dominant in the first
omponent. As expected, the performance of the algorithm is de-
raded compared to the case of Gaussian noise, but it continues to
are well next to the wavelet filter, performing comparably at most
ignal-to-noise levels. 
0.2. Decomposition of multi-component signals 
The same approach applied in the previous section to signal re-
overy from non-Gaussian noise allows for the mutual separation
f transient components within multi-component signals. Its ap-
lication is demonstrated here through the blind classification of
C.K. Kovach and M.A. Howard III / Signal Processing 165 (2019) 357–379 375 
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Algorithm 1 HOS Decomposition. 
1. Filter estimation 
(a) From a collection of L records, 
{
x 0 j 
}
, obtain an estimate of 
the Kth-order HOS, M K 0 , and normalization, D 0 , and compute 
the HOS weighting filter as H 0 = M K∗0 /D 0 . 
(b) Obtain the average partial delay estimation filter, G (0) 
0 
= 
1 
L 
∑ L 
j=1 G 0 j where 
G 0 j (ω 1 ) = 
∫ 
X 0 j (ω 2 ) . . . X 
∗
0 j (ω K ) H 0 (ω 1 , . . . , ω 2 ) δ( ω 1 + · · · + ω K ) 
dω 2 . . . dω K 
(c) Apply the average delay filter to each record and take the 
maximum as the delay estimate: 
ˆ τ (0) 
0 j 
= argmax 
t 
g (0) 
0 
∗ x j (t) 
(d) Reestimate the filter after delay compensation, and repeat 
through M steps until stopping criteria are met. 
G (m +1) 
0 
= 1 
L 
L ∑ 
j=1 
e iω ˆ τ
(m ) 
j G 0 j 
2. Feature estimation. 
(a) Following filter estimation, the feature waveform may be es- 
timated as 
ˆ F 0 (ω) = 1 
L 
L ∑ 
j=1 
sgn 
[
g 0 ∗ x 0 j ( ˆ  τ0 j ) 
]
e iω ˆ τ
(M) 
0 j X j (ω) 
3. Component signal estimation 
(a) Threshold selection: choose a threshold, θ , such that the 
Kth-order zero-lag cumulant of the subthreshold filtered 
signal vanishes (or else attains some other statistically mo- 
tivated value): 
θ : 
1 
L 
∑ 
j 
cum 
{
(g 0 ∗ x 0 j ) − w θ [ g 0 ∗ x ] 
}
= 0 
where w applies the thresholding, w θ [ z] = s (z − θ ) z, for 
hard or soft threshold function, s . 
(b) Recover the component signal by convolving the waveform 
with the thresholded filter output, 
ˆ y0 j = a f ∗ w θ [ g 0 ∗ x ] 
where the scaling, a , is chosen to minimize mean squared 
error over records, 
ˆ a = arg min 
a 
∑ ‖ x 0 j − ˆ y0 j ‖ 2 
4. Deflation 
(a) Subtract component estimates 
{
x (p+1) j 
}
= 
{
x pj − ˆ ypj 
}
(b) Repeat from the beginning on the residual: 
{
x (p+1) j 
}
→ {
x 0 j 
}
, go to step 1a to obtain G (p+1) , ˆ F (p+1) , and 
{
ˆ y(p+1) j 
}
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r  ormal and abnormal heartbeats in a 10 minute sample of ECG
rom the MIT-BIH Arrhythmia Database [27] ( Fig. 5 ). Reflecting the
imilarities of the respective waveforms, bispectral components do
ot map exactly onto heartbeat types. However, a projection into
 low-dimensional feature space is obtained through loadings onto
omponents at peak times. Waveforms may be blindly separated
ithin this space using standard clustering techniques, such as k-
eans clustering. Using this approach, blind heartbeat detection
nd classification closely matched clinical annotation by a human
bserver ( Fig. 5 C), provided with the example data, set for the
hree most prevalent beat types. 
0.2.1. Comparison with MED filter estimation 
As reviewed in Section 7 , the filter estimation step in (92) is
ualitatively similar to moment-based techniques of blind decon-
olution. We therefore compared two publicly available imple-
entations of kurtosis maximizing blind deconvolution, Med2d
45] and Deflation [15] with HOS decomposition using the bispec-
rum (HOSD3) and trispectrum (HOSD4), in heartbeat detection.
he results are summarized in Fig. 6 . The four algorithms pro-
uced similar results at intermediate filter orders and noise lev-
ls, with some noteworthy differences elsewhere. First, both HOSD
lgorithms failed at the lowest filter order, 16 taps, which we at-
ribute to the restriction of the time scale of the filter window,
eyond that imposed by filter order alone, from the use of tapered
indows in the averaged HOS and partial delay estimators. Sec-
nd, HOSD outperformed the other methods in heartbeat detection
ith increasing filter order and decreasing out-band SNRs: while
erformance of MED estimation degrading rapidly between −10 dB
nd −15 dB out-band SNR, both HOSD algorithms performed above
hance beyond SNRs of −20 dB at filter orders greater than 64. This
ffect is attributed in part to a tendency for the MED algorithms
o converge on degenerate solutions at high filter orders and low
NRs when the filter order approached the square root of the to-
al signal duration. Such solutions reproduce segments of the input
ata in the filter, which results in a single large impulse (and thus
igh kurtosis) [44] . Because the HOSD algorithm operates on aver-
ged HOS estimators rather than the entire signal at once, it is less
usceptible to this form of degeneracy, while robustness to out-
and noise is aided by the noise optimization within HOS window
esign. 
Finally, processing time and its dependence on filter order dif-
ered across the four algorithms ( Fig. 6 B): HOSD3 outperformed
he other algorithms at filter orders less than 128, while Med2d
erformed with comparable speed at 128 and 256 taps. Deflation
agged behind the first two algorithms, while HOSD4 was slowest
verall, with a more pronounced dependence on filter order. While
omputational complexity in both MED algorithms and HOSD3 de-
ended quadratically on the filter order, the dependence is cubic
or HOSD4, due to the addition of a frequency dimension in the
rispectrum. This fact is reflected in the more rapid growth in pro-
essing time for HOSD4. 
1. Discussion and conclusion 
We have described a new method for obtaining noise-optimized
lters from both deterministic and non-deterministic higher-orders
pectra with no foreknowledge of underlying signal waveforms, as-
uming only their stable recurrence across records. In the non-
eterministic case, the method yields a decomposition of HOS into
pproximately deterministic spectra. Algorithm 1 summarizes the
rototypical form for the algorithm, as described in Section 8.1 . We
ave reviewed the similarities between the HOSD algorithm and
rior techniques of blind deconvolution based on moment max-
mization. The two procedures are related by way of Lemma 1 ,
hich shows that moment maximization produces essentially aatched filter, when applied to transient deterministic signals.
hough we have motivated and developed the algorithm by way of
he detection problem, Lemma 1 establishes its relevance to blind
econvolution more broadly. 
In comparing it to MED, we identified some advantages of the
OSD algorithm: (1) the steps in the algorithm of Section 8.1 in-
olve element-wise addition, multiplication and averaging, requir-
ng no matrix inversions, which makes the algorithm numerically
table and easy to adapt to real-time settings. (2) The algorithm
ecovers optimal filters directly from HOS estimates rather than
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D  through a gradient ascent, making it less prone to converge on lo-
cal optima and less sensitive to initialization. (3) Because the algo-
rithm operates on smoothed HOS estimators, rather than the en-
tire signal at once, it is less prone than MED to converge on filters
which generate a single large impulse by reproducing a segment
of the input. (4) By windowing in the HOS domain, the technique
introduces additional tools to improve the robustness of the algo-
rithm, as well as new ways to obtain cumulant-like measures from
moment spectra. These qualities are reflected especially in its su-
perior performance at low out-band SNR and high filter orders in
the ECG test data ( Fig. 6 ). 
Conventional MED, by itself, also does not provide any basis for
separating component signals. As described in Section 6 , the ap-
plication of a signal-dependent time window to the output is an
important step in obtaining such a decomposition. To justify the
use of a simple threshold window, reminiscent of windowing com-
monly found in wavelet filters [25] , we considered how the thresh-
olded output approximates the distribution of feature occurrence
times (in Section 6.2 ), and how the residual roughly orthogonal-
izes HOS (in Section 6.3 ). 
Some possible drawbacks of the present technique should be
noted as well. First, the FIR filter estimation step underperformed
standard MED at low filter orders; we attribute this effect to added
restrictions of time scale imposed by tapered windows used in
HOS estimation. Second, while computational demands of HOSD3
are comparable to MED, the HOSD3 algorithm implicitly maximizes
skewness, thus it is not sensitive to features that are symmetri-
cally distributed with respect to sign and is otherwise insensitive
to narrowband signal features [20] . For these reasons, HOSD4 may
be more suited to some contexts, but it is evident in Fig. 6 B, that
its cubic dependence on filter order puts HOSD4 at a computa-
tional disadvantage relative to conventional MED. Windowing in
the HOS domain allows for some flexibility in the design of es-
timators, and it may be possible to address these shortcomings
by restricting the underlying estimators to subdomains relevant
for some particular signal of interest, thereby reducing computa-
tional overhead. Because one can relate such windowed estimators
to semi-inner products in HOS space, as described in Section 2.2 ,
matched filters are generally still contained in the space of filters
which maximize the related zero-lag measure. Windowed estima-
tors thus retain their essential relationship to the underlying op-
timization problem. A more detailed consideration of such exten-
sions we leave for the future. 
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Appendix A. Development for multivariate and complex signals 
With the aid of the background given in Sections 2.1.5 and
2.1.6 and Corollary 1.5 , development of the algorithm for the uni-
variate real case may be directly generalized to both multivariate
and complex signals, as explained next. 
A1. Multivariate signals 
For a multivariate signal, x (t) ∈ R m , our model supposes that
distinct transient features appear within the component signalsith fixed relative timing in a background of correlated Gaussian
oise: 
 (t) = [ x 1 (t) , . . . , x m (t) ] = f (t − τ ) + n (t − τ ) 
= [ f 1 (t − τ ) , . . . , f m (t − τ ) ] + [ n 1 (t) , . . . , n m (t) ] (A.1)
here f (t) ∈ R m is the set of features appearing in the respective
omponents and n (t) ∈ R m is Gaussian noise with cross-spectral
ensity E 
[
N ∗(ω) N T (ω) 
]
= n (ω) = 
[
σi j (ω) 
]
m ×m . We wish to find
 set of filters h = [ h 1 , . . . , h m ] , whose combined output, 
(t) = 
m ∑ 
j=1 
h j ∗ x j (t) (A.2)
ields a minimally perturbed peak at τ . 
The argument is developed in the same way as in Section 3.1 .
n place of Eq. (31) we have 
 
[
r ′′ (τ ) 
]
= 
∫ 
ω 2 
m ∑ 
i =1 
F i (ω) H i (ω) dω = 
∫ 
ω 2 F T H(ω) dω (A.3)
hile the presence of correlated noise implies that (34) becomes 
 
[ (
r ′ (τ ) 
)2 ] = ∫ ω 2 m ∑ 
i =1 , j=1 
σi j (ω) H i (ω) H 
∗
j (ω) dω 
= 
∫ 
ω 2 H T H ∗(ω) dω (A.4)
he multivariate matched filter is found by completing the square
ithin the Lagrangian function (35) , as was done in (36) : 
(ω) = −1 F ∗(ω) (A.5)
or ω 
 = 0. 
In applying the argument to the bispectral delay estimator,
51) generalizes as 
 122 (t) = 
∑ 
{ j 1 , j 2 , j 3 } 
∫ 
X 1 j 1 (ω 1 ) e 
iω 1 t 
∫ 
X 2 j 2 (ω 2 ) X 
∗
2 j 3 
(ω 1 + ω 2 ) 
×H j 1 j 2 j 3 (ω 1 , ω 2 ) dω 2 dω 1 (A.6)
hose expected squared derivative, following (54) , becomes 
E 
[ (
r ′ 122 (τ12 ) 
)2 ] ≤ A 2 ∫ ω 2 1 ∑ 
{ i 1 ,i 2 ,i 3 } , 
∑ 
{ j 1 , j 2 , j 3 } 
×E 
[
X X ∗1 i 1 j 1 (ω 1 ) X X 
∗
2 i 2 j 2 
(ω 2 ) X X 
∗
2 i 3 j 3 
(ω 1 + ω 2 ) 
]
×H ∗i 1 i 2 i 3 H j 1 j 2 j 3 (ω 1 , ω 2 ) dω 2 dω 1 (A.7)
here X X ∗
abc 
(ω) is shorthand for X ab (ω) X 
∗
ac (ω) . 
Eq. (52) generalizes as 
E 
[
r ′′ 122 (τ12 ) 
]
= −
∫ 
ω 2 1 
∑ 
{ j 1 , j 2 , j 3 } 
F j 1 (ω 1 ) 
∫ 
F j 2 (ω 2 ) F 
∗
j 3 
(ω 1 + ω 2 ) 
×H j 1 j 2 j 3 (ω 1 , ω 2 ) dω 2 dω 1 (A.8)
he Lagrangian (35) reduces, as before, to an easily solved
uadratic form, which is minimized at 
 (ω 1 , ω 2 ) = D −1 (ω 1 , ω 2 ) [ F (ω 1 )  F (ω 2 )  F ∗(ω 1 + ω 2 ) ] (A.9)
here  is the Kronecker tensor product, H = 
[
H { j 1 , j 2 , j 3 } 
]
m 3 ×1 ,
nd 
 = E 
[ [
X X ∗1 i 1 j 1 (ω 1 ) X X 
∗
2 i 2 j 2 
(ω 2 ) X X 
∗
2 i 3 j 3 
(ω 1 + ω 2 ) 
]
m 3 ×m 3 
] 
(A.10)
r in the case when n is strictly Gaussian noise, with cross-spectral
ensity matrix ( ω): 
 (ω 1 , ω 2 ) = (ω 1 ) (ω 2 ) (ω 1 + ω 2 ) (A.11)
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there (ω) = n (ω) + F ∗F T (ω) . These results generalize directly
o HOS of arbitrary order, K , with 
H m K ×1 (ω 1 , . . . , ω K−1 ) = D −1 m K ×m K (ω 1 . . . , ω K−1 ) 
×
[ 
F (ω 1 )  · · · F (ω K−1 )  F ∗
( 
K−1 ∑ 
k =1 
ω k 
) ] 
(A.12) 
nd D (ω 1 , . . . , ω K−1 ) = (ω 1 )  · · ·(ω K−1 ) ( 
K−1 ∑ 
k =1 
ω k ) for
aussian noise. 
2. Multivariate filter estimation 
Filter estimation follows from a similar generalization of the
nivariate algorithm. The complete set of 
(
K+ m −1 
m −1 
)
higher or-
er auto- and cross-spectral estimators, ˆ M , provide an estimate
f [ F (ω 1 )  F (ω 2 ) . . . F 
∗(ω 1 + · · · + ω K−1 ) ] , and D may be esti-
ated from multivariate generalizations of polycoherence: 
ˆ 
 
{ i 1 , ... ,i K } 
{ j 1 , ... , j K } = σi 1 j 1 (ω 1 ) 
〈
X X ∗i 2 j 2 (ω 2 ) . . . X X 
∗
i K j K 
(ω 1 + · · · + ω K−1 ) 
〉
(A.13) 
r under the assumption of Gaussian noise as 
ˆ 
 
{ i 1 , ... ,i K } 
{ j 1 , ... , j K } = σi 1 j 1 (ω 1 ) σi 2 j 2 (ω 2 ) . . . σi K j K (ω 1 + · · · + ω K−1 ) (A.14) 
n the case of the bispectrum ( K = 3 ), the following 1 6 (m + 2)(m +
) m spectra describe the complete set of 3 rd -order interactions: 
ˆ 
 { j 1 , j 2 , j 3 } (ω 1 , ω 2 ) → F j 1 (ω 1 ) F j 2 (ω 2 ) F ∗j 3 (ω 1 + ω 2 ) (A.15) 
nd with multivariate bicoherence normalization 
ˆ 
 
{ i 1 ,i 2 ,i 3 } 
{ j 1 , j 2 , j 3 } = σi 1 j 1 (ω 1 ) 
〈
X X ∗.i 2 j 2 (ω 2 ) X X 
∗
.i 3 j 3 
(ω 1 + ω 2 ) 
〉
(A.16) 
ˆ 
 is obtained by substituting ˆ D and ˆ M into Eq. (A.12) . 
Next, a detection filter is obtained for the i th component
hrough a summation of Eq. (92) over all spectra in which i is the
rst component: 
 
(ν+1) 
i 
= 1 
L 
L ∑ 
l=1 
e iω 1 ˆ τ
(ν) 
l 
m ∑ 
j=1 ,k =1 
W ∑ 
ω 2 = −W 
X l j [ ω 2 ] X 
∗
lk [ ω 1 + ω 2 ] ig. A.1. Symmetry regions within M { 1 , 1 , −1 } [ y ] and their mapping to M { j 1 , j 2 , j 3 } [ x + , x −] . Line
he { 1 , 1 , −1 } spectrum is symmetric under permutation of the first and second terms, h
he frequency arguments ordered by frequency magnitude. × ˆ H i jk [ ω 1 , ω 2 ] 
(A.17) 
inally, the delay is estimated for the l th record by summing the
espective filter outputs over all components, and the algorithm
roceeds to the next iteration: 
ˆ (ν+1) 
l 
(t) = ˆ  τ (ν) 
l 
+ arg max 
t 
[ 
m ∑ 
j=1 
g (ν) 
j 
∗ x j (t + ˆ  τ (ν) l ) 
] 
(A.18) 
ote that the delay, τ l , is necessarily assumed to be the same
cross all component signals in the l th record, but any fixed rel-
tive offset of delays between components, which does not change
cross records, will be reflected in the linear phase of the respec-
ive filters, thus posing no limitation. 
The computational complexity of estimating all non-redundant
pectra grows as m 3 with the number of variates ( m K generally).
his cubic growth of complexity may be addressed by including
nly a subset of spectra. For example, if noise is uncorrelated
cross components, then D −1 is asymptotically diagonal with de-
reasing signal to noise ratio (exactly so for the noise-only form of
 ), thus it is appropriate to include only the m auto-spectra in fil-
er estimation. Otherwise one might restrict estimation to the m 2 
uto- and pairwise cross-spectral interactions, which is adequate
o account for the correlation structure of Gaussian noise. 
3. Complex signals 
Using the isomorphism described in Section 2.1.6 between the
OS of M { i 1 ,i 2 ,i 3 } [ y ] , for y (t) ∈ C 1 , and the bivariate spectrum of
 { j 1 , j 2 , j 3 } [ x + , x −] , for [ x + , x −] ∈ R 2 , the extension to a complex
nivariate signal, y , may be developed from the bivariate case fol-
owing from A.1 , where the respective component signals are ob-
ained from the real and imaginary parts of y given in Eq. (13) 
 + (t) = 1 
2 
( Re { y } −H { Im { y } } ) 
 −(t) = 1 
2 
( Re { y } + H { Im { y } } ) (A.19) 
y way of Eq. (15) , non-redundant symmetry regions may be dis-
inguished by the signs of the three frequency arguments, ordereds indicate planes of reflection about w a = 0 ( solid lines ) and w a = w b ( dashed lines ). 
ence about the line ω 2 = ω 1 . Symmetry regions are distinguished by the signs of 
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 by frequency magnitude [17] . The resultant mapping is illustrated
for the M { 1 , 1 , −1 } spectrum in Fig. A.1 . 
In practice, it may be advantageous to compute the spectrum
directly from y , rather than through an explicit transformation to
the bivariate form. Spectra for which i 1 + i 2 + i 3 = ±1 include 6
of the 8 non-redundant symmetry regions, and are sufficient to
uniquely recover a deterministic transient signal (see Corollary 1.5 ).
However, differences in how the symmetry regions are sampled, in
practice, imply that they do not give precisely equivalent informa-
tion on the signal. while the two neglected regions, C + 
3 
and C −
3 
, in
Fig. A.1 , are contained only in the {1, 1, 1} and {−1 , −1 , −1 } spec-
tra. 
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