Because most existing multi-resolution methods are slow, a common approach is to pre-generate a few key models of the object at diflerent resolutions. During run-time, the object's distance from the viewer determines which model to use for rendering.
Introduction
Although the performance of graphics accelerators has improved tremendously, the demand for even higher performance to handle complex environments is increasing too. To overcome this demand for rendering performance, multi-resolution methods are usually used to reduce the rendering time by reducing the number of triangles (or polygons) needed to be processed. This is by considering the fact that distant objects occupy smaller screen areas than nearby objects, and hence, most of the details in these objects are not visible to the viewer. Multi-resolution methods optimize the rendering performance by representing a nearby object with a more detailed model, but a distant object with a simpler one.
Before we continue, let us introduce two terms here:
the static visual importance' (SVI) and the dynamic visual importance (DVI). 'SVI refers to the visual importance of a point on the object calculated according to its geometric importance. For example, a point at a corner of an object may have a higher SVI value than a point on a flat surface. The DVI is the visual importance of a point on the object calculated according to some dynamic viewing and animation parameters. For example, a region of an object will have a higher DVI value if it intersects with the viewer's line of sight. A multi-resolution method that takes DVI into consideration is referred to as adaptive multi-resolution method.
Although there are many methods developed for generating multi-resolution models [l, 7, 16, 171 , most of them focus on the accuracy of the simplification, and hence, are slow. Rossignac et al. in [15] proposes a very efficient multi-resolution method. However, this method does not preserve the topology of the object model. To generate accurate models without sacrificing the performance, the discrete multi-resolution method may be used. This method pm-generates a few key models of the object at different resolutions. During run-time, the object's distance from the viewer determines which model to use for rendering. Although this method is fast and simple, it has two major limitations. Firstly, when the object crosses the threshold distance, there is a sudden change in model resolution and an objectionable visual discontinuity effect can be observed.
In [17] , Turk proposes to have a transition period during which a smooth interpolation between the two successive models is performed to produce models of in-sidered. The result of this is a uniform increase or decrease in model resolution, and hence the generated models are not optimized for the given viewing and animation parameters of individual frames. Such optimization is important when an object covers a large depth range, for example, a piece of landscape or a large building. Even though there may only be a small region of the object lying close to the viewer or inside the viewer's line of sight, we still need to use the high resolution model for rendering so that the details in the closest part of the object will not be lost. Sometimes, a small object may also have similar problem if, for example, it is close to the viewer. To overcome the second limitation, related methods developed for managing large terrain models can be used [2, 5, 121. These methods basically divide a large terrain surface into square blocks. All the polygons inside a block are arranged in a quadtree structure with the root node representing the whole block and the leaf nodes representing individual polygons. Each successive lower level of the tree represents a four-time increase in resolution. With such data structure, it is possible to calculate the DVI values of individual high level nodes during run-time. A node with high DVI value can be rendered using its lower level subnodes, i.e., with more details, while a node with low DVI value can be rendered using its higher level nodes. However, the major limitation of these methods is that the object has to be divided into regular square tiles, While this may be fine for representing smooth landscape, it may not be the best way to represent objects of arbitrary shapes because those objects may contain many sharp edges, thus, causing a lot of nodes to be generated around them.
In [6], Hoppe proposes an idea called progressive meshes. A progressive mesh stores a pre-computed list of edge collapses (or edge splits). By following the list in the forward or backward direction, the resolution of the model can be modified in an efficient way. In addition, if some ancestor information of each edge collapse is stored, limited selective refinement is possible to increase the resolution of certain region of the model.
In this paper, we describe an adaptive multiresolution method, which calculates the DVI values of different regions of an object based on some runtime viewing and animation parameters. Hence, the resolution of the output model may be non-uniform; regions of the object with lower DVI values contain less triangles and those with higher DVI values contain more triangles. The new method is based on the real-time multi-resolution method that we have developed [8, 111 . Th e rest of this paper is organized as follows. Section 2 briefly describe our real-time multiresolution method. Section 3 presents the adaptive multi-resolution method in detail. Section 4 discusses the management of the adaptive models. Section 5 shows some example outputs of the new method and compares the new method with other similar methods. Finally, section 6 presents conclusions of the paper and discusses some possible future work.
Real-Time Multi-Resolution Method
In our earlier paper [8] , we presented a real-time multi-resolution method which simplifies a given triangle model with two efficient operators called edge collapse and triangle collapse. The edge collapse operator collapses a triangle edge into a point each time and removes two triangles. The triangle collapse operator collapses a triangle into a point and removes four triangles. The whole simplification process is divided into two stages: the pre-processing stage and the run-time stage. In the pre-processing stage, we calculate the visual importance of each triangle and sort the triangles according to their importance values. During the runtime stage, we simplify the model by removing triangles from it according to the sorted triangle list.
In our recent paper [ll] , we presented a refined realtime multi-resolution method. The new method improves significantly on the performance of the simplification process. The major changes are that we only provide the edge collapse operator to further simplify the algorithm, and instead of sorting all the triangles according to their importance values, we group the triangle edges into a table according to the edge importance values. During the pre-processing stage, triangle edges are assigned importance values as follows:
where VI ,imp and Vz,imp are the importance values of the two vertices VI and Vz respectively of an edge E. IEl is the length of E and L,.,j is a reference length. Hence, a short edge will have a lower edge importance, i.e., higher priority for deletion. To calculate the vertex importance, we first, determine the minimum and maximum values (Xmin, Xmar 7 Ymin , Yman, Gnin > Zrnax ) of all triangle normal vectors around the vertex. The vertex importance can be approximated as follows:
If hap is smaller than a given threshold, the vertex is considered as a jlat vertex. Otherwise, if the normal vectors of the triangles connected to the vertex can be classified into exactly two groups with respect to their orientations, the vertex is assumed to be on a feature edge and is called an edge vertez. Any other vertices are considered as important in defining the model topology and referred to as corner vertices.
We divide the maximum range of edge importance values into a fixed number of groups. Each group is a linked list of triangle edges whose importance values fall inside the range covered by the group. Each list is not sorted and is maintained in a first in first out manner as in Figure 1 . During run-time, we simplify the model by collapsing triangle edges one at a time taken from the list of the lowest visual importance group. We implemented and tested this method on an SGI workstation with a 195MHz RlOOOO CPU. The method can delete 8,700 triangles per second. At first glance, this number may appear to be small. However, it represents an incremental change in the number of triangles per second. The method also represents a three-time performance improvement over the original method when tested under the same machine. Although this method is fast, it suffers from one major limitation. As an object moves away from the viewer, we may incrementally remove triangles from the model by collapsing edges. However, if the object moves toward the viewer, we need to insert edges (or triangles) into the model. Unfortunately, there is no information available as to where the triangles should be best inserted. Hence, although the difference between two consecutive frames may be only afew triangles, we need to simplify from the high resolution model until the intended resolution in every frame. If a lot of objects are moving toward the viewer simultaneously, the cost of simplification will become too high to be practical. Hence, in the paper, we also suggested to keep a data structure called the simplification list. The simplification list basically caches the most recent edge collapse sequence. We may perform uncollapses simply by following the reverse order of the sequence. To take this idea to the extreme, we may pre-generate a complete simplification list of the model. This idea of pre-computing the sequence of edge collapses is similar to the progressive meshes proposed by Hoppe [6] , though we developed our ideas independently [8] . There are also differences in our ideas, but they are not the main concerns here. We implemented and tested the real-time multi-resolution method with the simplification list on the same workstation.
The system can collapse 133,333 triangles and uncollapse 160,000 triangles per second.
Adaptive Multi-Resolution Method
The new method is based on our real-time multiresolution method discussed in section 2.
Whenever the viewing and animation parameters change, the DVI of each region of the model changes too. In the extreme situation, we may re-calculate the visual importance of each triangle according to both the SVI value and the run-time DVI value of the triangle. The visual importance table is then updated to represent the current importance priorities of the edges. These operations, however, are too expensive to perform in real-time. Instead, we group triangles into patches. The SVI values of the triangles within a patch are calculated as in the original method and a simplification list is created for each patch. However, a DVI value is calculated for each patch during run-time according to the viewing and animation parameters. Given a number representing the maximum number of triangles that we want the model to have in a particular frame, this number is distributed among all the patches according to their DVI values. The number of triangles to be removed from or inserted to a patch is then determined. Starting from the patch with the largest number of triangles to be removed, the simplification list is traversed to update the resolution of the patch. If a boundary edge is to be collapsed and the same edge in the adjacent patch is not collapsed, we switch to simplify the adjacent patch until it is also collapsed.
To group the triangles in a model into patches, we have developed a simple method similar to the superface method [lo] . We randomly pick a triangle that has all three vertices being flat. From there, we group neighboring triangles of similar orientations to it to form a patch. The grouping process stops in a particular direction when it reaches a feature edge. This is to maximize the flatness, and hence, the degree of simplification, of each patch. In order to limit the size of a patch, we also bound a patch with a bounding sphere. We insert the triangle into the current patch only if the distances of all three vertices of the triangle from the center of the patch are smaller than the radius of the sphere. To maintain the size of a patch to roughly the same throughout the simplification, all patch boundaries are considered as feature edges. Hence, a boundary vertex never collapses to a non-boundary vertex, although a non-boundary vertex may be collapsed to a boundary vertex. When a patch is formed, a patch normal vector is calculated by averaging the normal vectors of all triangles within it. After dividing the model into patches, we merge those having too few triangles to nearby patches with similar patch normal vectors.
During run-time, an importance value, Pd,amP, and an importance ratio, Pa,irat, are calculated for each patch i in the model according to the number of triangles, Ti, and the DVI value, P~,DvI, of the patch at a particular frame:
where Pi,svI represents the roughness of the patch and is calculated only once in the pre-processing stage by averaging all the vertex importance values within the patch. This value is not changed even though the resolution of a patch may change during run-time.
In the second equation, if the number of triangles in the patch is high, more triangles may be deleted from it and hence, a lower importance ratio is assigned to it. P~,DVI may be calculated as follows:
= Idist * Isight * &awe * Iobliq * Idof where I&t, I.&&t, I,,,,, , Iobriq and Idof are all between zero and one, and described in the next section.
There are two situations that we want to update the resolution of the model. In a time critical rendering environment [3, 41, the rendering manager may specify the maximum number of triangles, Tmar, that the model may have in a particular frame in order that the rendering hardware may render the object within the allowable time. If the model has N patches, the number of triangles, 5, that patch i will have can be calculated using linear distribution:
In the second situation, we may just want to generate a model of optimized resolution given a set of viewing and animation parameters. Let Tmin and T,,, be the numbers of triangles of patch i when Pa,amp is equal to zero and one respectively. We may simply use the patch importance value to determine the number of triangles that patch i should have: z = Pi,imp * (Tmz -Tmin) + Kin Once we have determined the number of triangles patch i should have in the next frame, the incremental difference in the number of triangles of patch i is then:
Ti,de, = Ti -E A positive Ti,der indicates the number of triangles to be removed from the model and a negative Ti,der indicates the number of triangles to be inserted into the model.
Management of Models
The new adaptive multi-resolution method modifies the resolution of a model according to some viewing and animation parameters. These parameters can . be considered as independent of each other and which one(s) to use depends on the application. In this section, we look at some of these parameters and discuss how they can be integrated into our method.
Distance from the View Point
In our original method [8, 111 , the whole object is considered to have a single depth value when calculating the multi-resolution model. With the new method, the distance of each patch from the viewer can be measured individually. Hence, even though an object may cover a large depth range such as a terrain model, our method can adaptively reduce the model resolution according to the individual patch distances.
In 2D, the projected length of a line varies in proportion to the distance of the line from the viewer. In 3D, the projected area of an object varies in quadratic to the distance of the object from the viewer. To apply this in our method, the DVI of a patch due to its distance from the viewer is: 
Line of Sight
Studies have shown that when an object is located outside the line of sight, the viewer is unable to perceive much detail from the object [13, 181. Degradation of peripheral visual detail can improve rendering performance and reduce perceptual impact.
Many eye tracking systems are already available for detecting line of sight [9] . They include using skin electrodes for detecting the potential difference generated from eye movement, illuminating the eye with infrared light and then detecting the eye position with an infrared camera, and wearing a magnetic coil in the form of a contact lens. Because most of these systems are still too expensive for the general public, some applications simply assume that the viewer's line of sight is always at the center of the screen.
As the angle between the line of sight and the line joining an object to the viewer increases, the DVI of the object decreases exponentially. To apply this in our method, the DVI of a patch due to the angle, OS, measured between the line of sight and the line joining the viewer and the patch is:
where K, is a constant for adjusting the decrement rate. Figure 2 
Object Movement
Another issue is the moving speed of an object. We can easily see the details on a static object, but not a moving object. The faster the object moves, the less detail we can observe from it. Hence, we may use a simpler model for rendering if an object moves.
When an object is close to the viewer, a small movement can seriously reduce the viewer's visual perception. However, as the object gets further away from the viewer, the same movement will gradually have less effect on the viewer's visual perception. To apply this in our method, the DVI of a patch due to its movement is related to its angular velocity, 60, [13] as follows:
where ICm is a constant for adjusting the decrement. 
Obliquity to the View Point
When a surface is oblique to the line of projection, the details are less visible to the viewer. This is due to the reduction in screen area covered by the surface.
To apply this in our method, the obliquity of a patch can be used to determine its visual importance. If the normal vector of a patch is parallel to the line of projection, it has the maximum projected area. However, if it is perpendicular to the line of projection, it has the minimum projected area and most of the details on the patch will not be seen by the viewer. Thus, the DVI of a patch due to its obliquity is:
where B0 is the angle between the line of projection and the normal vector of the patch. PSVI represents the roughness of the patch described in Section 3. It determines the minimum value of I&,@. This term is needed because the silhouette of an object is important to human visual system and hence, if a patch is rough, we should not reduce the resolution of the patch too much even if B0 is close to 90'. II, is a scaling factor of Psvr usually between zero and one; a small K, gives PSVI a larger influence on the minimum Iob{iq value. 
Depth of Field
The human eye has a limited depth of field [14] and the absence of the depth of field effect causes the surreal appearance of the generated images. If the depth of field effect is to be simulated in the output image, an object which is outside the depth of field region can be rendered with a lower resolution model. However, it is common to have objects that lie both inside and outside the depth of field region. With our method, the depth of field effect can be taken into consideration when calculating the DVI of a patch. A patch inside the depth of field region should have a higher visual importance value than those outside.
The diameter of the circle of confusion, C&am, provides an indication of the amount of blurring of a patch at distance D, from the viewer: where F is the focal length of the lens and n is the aperture number. Df is the distance of an object point at which the eye focuses. To apply this in our method, the DVI of a patch due to the depth of field effect is:
where I<d is added to bound the output value when D, approaches to zero. In our experiments, we set it to 2F2/n so that the output value will be 0.5 instead of zero when D, approaches to zero. This is because when a patch is near to the viewer, some of the details although may be blurred can still be visible in the final image and hence, we do not want to use the minimum resolution of the patch for rendering. Figure 4 shows some output models of the original real-time multi-resolution method and the adaptive multi-resolution method. Figure 4 The new method has many advantages over other similar methods. When compared to the discrete multiresolution method, our method optimizes the performance of the graphics hardware by adaptively changing the resolution of different region of the model. In addition, our method gradually removes triangles from (or inserts triangles to) the model allowing a graceful degradation (or refinement) of the model resolution. In the discrete multi-resolution method, the model selected for rendering at a particular frame must be high enough so that the details in the high DVI patches will not be lost. Even though most part of the object is visually less important, it is rendered with the same high resolution model. In addition, this method also suffers from the sudden change in resolution as the object moves across the threshold distance. When compared to the quadtree type of methods, our method works on models of arbitrary topology. The quadtree type of methods divides a surface into square regions and hence, they do not adapt to the surface topology as well without creating excessive nodes. Some of these methods even create cracks between adjacent patches. Hoppe's method [6] , developed in concurrent with our work, allows models of arbitrary topology to be refined adaptively. However, we believe that his method for selective refinement does not preserve the topology of the model. This is because when refining the resolution of the model not according to the sequence specified in the progressive mesh, the triangular structure will be changed. This problem is accumulative; as we continue refining and simplifying the resolution of the model, the model will eventually become unrecognizable. In addi-tion, the program must be able to handle the change in triangular structure of the model properly; otherwise, holes may appear in the models. To overcome these two problems, we need to refine (or to simplify) the model from the lowest (or highest) resolution every time there is a change in the model resolution. This reduces the overall performance of the method. The method that we propose here solves the problems and allows the resolution of the model to be increased and decreased continuously.
Results and Discussions
Although, our method has a number of advantages, it is not as fast as those methods using the quadtree structure. In those methods, the multi-resolution models are created in advance in the form of a quadtree. The operation involved during run-time is only to determine what nodes to use for rendering.
In our method, triangles are removed on the fly. Even though the operation involved is reduced to minimal, it is still more expensive than those methods.
Conclusions
In this paper, we have presented an adaptive multiresolution method, which generates multi-resolution models according to the run-time viewing and animation parameters. We have also discussed some issues in managing the adaptive multi-resolution models generated with the new method. Finally, we show some results from the new method and compare the new method with other similar methods.
When compared to our original real-time multiresolution method, the new method is much slower, We have found that most of the computation time is spent on switching between patches when refining or simplifying the resolution of the model. We are currently looking at this to increase the overall performance of the new method. 
