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1The originally planned title of this deliverable as from the project proposal was “Benchmarking
methodology for answer quality”. However, this new title better reflects current contents of the deliver-
able and needs of the project, and therefore, is used here.
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Abstract
This document discusses (i) a methodology for benchmarking good enough
answers as well as (ii) the state of the art in the related areas that address the
issues of evaluating quality of query answering in peer-to-peer systems.
1 Introduction
The OpenKnowledge (OK) system is a peer-to-peer (P2P) network of knowledge or
service providers. Each computer in the network is a peer which can offer services
to other peers. OK is viewed as an infrastructure, where we only provide some core
services which are shared by all the peers, while all kinds of application services are
to be plugged on top of it. These plug-in applications are called the OK Compo-
nents (OKCs) [4]. Notice that the OKCs link services to the OK infrastructure and
may not actually contain the services themselves.
Interaction between OKCs is a very important part of the OK architecture. By using
the Lightweight Coordination Calculus (LCC) [14], developers are able to define the
Interaction Models (IMs) that specify the protocol that must be followed in order to
offer or use a service. OKCs are the ones in charge of playing the IM roles. Different
peers select to play different roles in an IM, which is then run to achieve the goals of
these peers.
The combination of an IM and the peers assigned to each of its roles is called a
configuration. The purpose of the good enough answer (GEA) mechanism [10] is to
find good enough configurations, i.e., configurations that achieve the purposes of the
peers with a reasonable investment of resources in their construction. It does this with
the aid of two heuristic measures, namely: (i) of the matching measure between the
IM roles and the peers’ capabilities [8] and (ii) of some measure of trust in the peers,
based on their historical achievements [10]. The goal of this deliverable is to review
state of the art in the related areas and provide a benchmarking methodology for good
enough answers.
The rest of the deliverable is structured as follows. Section 2 discusses the related
work. Section 3 proposes a methodology for benchmarking good enough answers.
Finally, Section 4 summarizes the findings of the deliverable and outlines future work.
2 State of the art
A large body of literature has already been devoted to the benchmarking topic, see, for
example, [23, 22, 24, 2, 7], as well as the Text REtrieval Conferences (TREC)2 [28]
and Ontology Alignment Evaluation Initiative3 [5] being notable examples of the on-




results of a system or subsystem can be measured [2]. It should enable the measure
of the degree of achievement of proposed tasks on a well-defined scale. It should be
reproducible and stable, so that it can be used repeatedly for (i) testing the improve-
ment or degradation of a system with certainty and (ii) situating a system among other
systems. Building benchmark suites is highly valuable not just for groups of people
that participate in planned evaluations but for all the research community, since system
designers can make use of these at any time [6].
In the rest of this section we first discuss the related work concerned with query
answering in P2P settings (§2.1), which we believe is the most relevant topic with
respect to our investigations here [35]. Then, we overview the lessons learned out of
§2.1 with respect to good enough answers (§2.2).
2.1 Query answering in P2P
Preliminaries. An important aspect of query answering is the quality of answers to
user queries in a P2P system, which is fundamental to the quality of service provided
by the system.
The notion of data quality is well understood in the context of centralized informa-
tion systems (ISs) [20, 32, 29, 30]. Quality assessment in these approaches relies on
the assumptions that data can be accessed and evaluated centrally, and that any piece of
data in the system can be retrieved upon a user request. Therefore, the quality of query
answers in these systems can be directly evaluated by assessing the quality of the data.
Moreover, these assumptions give rise to some standard data quality dimensions, such
as correctness and completeness, which can be objectively evaluated given the global
view of the data in the system.
In a P2P IS, the quality of query answers depends not only on data quality of
particular local information source, but also on the quality of the correspondences [34,
6] relating the local information sources. In fact, the semantics of a query can be
distorted and/or data loss and misinterpretation can take place if some correspondences
are imperfect. Thus, for instance, the quality of query results may degrade due to their
incorrect and/or incomplete translation when propagating from one peer to another.
Standard data quality metrics cannot be directly applied in the P2P settings due to
its decentralized, dynamic and subjective nature. In fact, in a P2P IS query results are
often incomplete (under the classical interpretation of the notion of completeness [29])
due to the fact that not all the data in the P2P IS are accessible to the peer where a user
query is submitted. Furthermore, it is hard to evaluate the correctness of a query result
due to the fact that each peer maintains its subjective view on the data. In fact, the
correctness of data4 is referred to the extent in which the representation of some part
of the real world, as it is inferred from the data stored in the IS, coincides with the
user’s view of this part of the world [29]. Thus, the same data can be considered as
correct by one peer and as incorrect by another.
4In the data quality literature correctness is often called accuracy [29].
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Another data quality metric, consistency, is defined in [21] as the degree to which
the values of the attributes of an instance of a schema element satisfy the specific set
of semantic rules defined on the schema element. The problem with this metric in the
P2P settings is that different peers may define semantic rules on data differently, and,
therefore, the same data can be considered as consistent by one peer and as inconsistent
by another.
Similar arguments can be made about other data quality metrics, such as reliability,
timeliness, relevance, currency, availability, and others [31]. Thus, the standard data
quality metrics have to be reconsidered in order to reflect the distinct characteristics of
P2P ISs. Particularly, there are (at least) three kinds of unpredictable runtime factors,
peculiar to P2P ISs, which influence the answer to a given user query, and, therefore,
which also influence the quality of query answers [11]:
• Network (dependent) variance: the P2P IS changes over time. Peers may change
the data of their information sources, change their ontologies, redefine corre-
spondences, finally, new peers may join the P2P IS and existing ones may leave
it. Therefore, the same query submitted to the same peer but at different times
may yield different answers and of different quality.
• Peer (dependent) variance: peers define correspondences differently from other
peers. Therefore, the same query submitted at the same time but by different
peers will result in different query propagation graphs. Consequently, the query
results may be different and of different quality.
• Query (dependent) variance: different queries submitted to the same peer and at
the same time may result in different query propagation graphs, and, therefore,
may produce different results and of different quality.
Network dependent variance forces us to assume that data quality metrics must be
evaluated in the context of the current state of the P2P IS. Peer dependent variance
forces us to assume that they must be evaluated in the context of a particular peer. Fi-
nally, query dependent variance implies that data quality is also sensitive to the context
of each particular query. As it can be seen, the three variances make it very challenging
to develop a unified evaluation methodology for measuring the quality of query results
returned in a P2P IS.
Related works. The problem that standard metrics for measuring quality of answers,
such as correctness and completeness, cannot be directly applied in the P2P settings
has been recognized by the research community [11, 17, 13, 19, 15, 33, 25]. However,
very little has been done so far for the development of methodologies to assess the
quality of query answers in heterogeneous schema-based P2P systems [35].
As a step from centralized to distributed but still integrated systems, the works
in [18, 21, 17] discuss data quality issues related to query answering against a global
schema. Particularly, [18] discusses how to answer a user query using only a subset of
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relevant relational sources based on predefined data quality criteria. The work reported
in [21] discusses data quality issues in the context of cooperative information systems,
and it improves on the work in [18] by allowing the association of meta-data to the
quality values, which allows it to improve the quality of query answers. Finally, [17]
discusses how the data quality criteria shift, when going from database integration
solutions to the integration of autonomous information sources. Apart from this, the
work presented in [17] shows that in a large scale and autonomous environment, such
as the web, users cannot expect correct and complete query answers, but they accept
incomplete and partially incorrect answers.
According to [18, 21], they are the first of a few works which shift the focus of
the data quality problem from single centralized systems to distributed integrated sys-
tems5. To the best of our knowledge, none of the existing works addresses the problem
of the quality of query answers in P2P ISs in enough detail. However, some first pre-
liminary works have been reported. For instance, [33] proposes to measure the quality
of query results by introducing the measure of (user) satisfaction, as some minimal
number of query results (e.g., 10, 50), and time to satisfaction (e.g., 2 sec.), namely
time that elapsed from the moment of query submission to the moment when the pre-
defined number of query results is computed. The work in [15] proposes a list of
quality dimensions for semantic overlay P2P networks. The list of dimensions include
completeness, accuracy, response time, and amount of data. While giving intuitive
definitions of the dimensions, due to their application in the P2P settings, the authors
do not discuss how these dimensions are different from those defined in the standard
data quality literature.
The problem of the quality of correspondences among peer schemas has been ad-
dressed in [1, 12, 13]. Specifically, in [1] the authors discuss how the quality of corre-
spondences in a schema-based P2P system can be assessed when some query arrives
in a loop to the same peer. The intuition is that the query in the loop should refer to
the same attributes in the schema of the peer, as the original query, which initiated the
loop. If this is not the case, then some of the correspondences in the loop are incorrect.
However, in their analysis, the authors rely on the assumption that each peer’s schema
is represented with a single relational table. Such an assumption cannot be made in the
autonomous P2P environment. In [12], it is introduced the idea that correspondences
can be differentiated on the base of how well they serve their primary purpose. For
instance, among the various possible correspondences from the schema of a product
retailer to the schema of a product merchant, those correspondences are better which
ultimately “sell” more products. The authors of [13] introduce some basic quality
metrics, such as completeness and relevance, in the context of a relational P2P IS, and
show how certain properties of correspondences (mappings), such as the presence or
absence of projections and selections, may affect the completeness dimension of the
quality.
5See [31] for a survey of data quality evaluation approaches for centralized ISs.
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2.2 Good enough answers
A good-enough answer is an answer to a user query which serves its purpose given the
amount of effort made in computing it [11]. There are two key points in this definition:
(i) that a query answer should serve its purpose, and (ii) that a query answer should
be parametric on the initial effort. Let us discuss them in more detail [35]:
Purpose-driven: users submit queries in a specific context, giving the queries a spe-
cific purpose. Since information sources are developed locally taking into ac-
count their intended use, the ontologies, w.r.t. which a user query is submitted,
usually correspond to the query context and serve the query purpose. However,
as discussed earlier, different information sources are developed independently
and, in most cases, they represent related concepts differently and assume a dif-
ferent context of their use. The latter particularly means that the different infor-
mation sources can be heterogeneous at the application level. Therefore, when
a query is propagated from one peer to another, it is likely to be evaluated in
a different context, and to yield query results, which do not necessarily match
the original query purpose. Given this, the user may receive an answer from
another peer, which only to a certain extent serves the purpose of the query and
corresponds to the initial context. Nevertheless, this result may still be useful for
the user, and, when combined with results coming from other peers, it can better
meet the user’s needs.
Effort-driven: the main motivation for peers to join a P2P system consists in their
immediate access to a large pool of data sources in return for a relatively little
effort of setting up a small set of acquaintances, namely, the peers that a given
peer knows about. The same holds for query answering, where the basic criterion
becomes whether a query result justifies the effort, which the user made for its
computation. The intuition is that users are likely to be willing to invest more in
setting up acquaintances with the purpose of getting higher quality answers, and
they will be happy with some answer if they set up acquaintances with much less
care. In this respect, in P2P settings it is enough that every peer establishes and
maintains a small set of acquaintances for all the peers to benefit from collective
query answering. Also, users express their queries w.r.t. the ontologies they
own, and which they know well, and, therefore, in order to send a global query
to the P2P system, only knowledge of the local ontology is required. Finally, the
fact that setting up acquaintances is still a cost6 suggests that peers should set up
and change acquaintances gradually, reusing the same acquaintances for many
user queries, thus “amortizing” their setup costs.
Requirements for being good enough depend on the application domain. For in-
stance, a partially incorrect result in the medical care domain may potentially lead to
6Note that the cost of participation in a heterogeneous schema-based P2P system is considered to be
higher than the cost of participation in schema-less or homogeneous schema-based P2P systems.
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serious consequences, such as improper patient treatment. A partially incorrect and
incomplete result may be good enough in the tourism domain as long as it serves the
user needs, e.g., it correctly provides important data such as hotel stay costs.
There is no such notion as response time for good enough answers. Unlike the
traditional centralized information systems, where a single (and probably) correct and
complete answer is provided to a user query, in P2P systems users receive a continuous
sequence of query answers until the query answering is complete. In such settings,
the first few results may be already good enough for the user, or a thorough query
answering has to be performed before the overall answer becomes good enough.
For an answer to be good enough, it is not absolutely necessary that it satisfies all
the constraints specified in the query. In fact, results which are not an exact match,
but which are an approximate match to the requirements specified in the query, can
still serve the purpose of the user, see, e.g., [3, 26]. For instance, when looking for a
flat with a certain number of rooms and of a certain cost, the user may also want to
consider flats, whose cost is slightly higher, but which have one more room.
The subjectivity dimension discussed above can be partly modelled with the com-
putational notion of trust [16]. In fact, users tend to consider data and information
from trustworthy sources more important than those coming from unknown or untrust-
worthy ones.
These general ideas discussed above have been further elaborated in the context
of the OK system and concrete algorithms for computing good enough answers have
been proposed in [9, 10]. In particular, the purpose of the good enough answer mech-
anism [10] is to find good enough configurations (see §1) that achieve the purposes
of the peers with a reasonable investment of resources in their construction. In OK it
is done with the aid of two heuristic measures, namely: (i) of the matching measure
between the interaction model roles and the peers’ capabilities [8] and (ii) of some
measure of trust in the peers, based on their historical achievements [10].
3 A benchmarking methodology for GEA
In designing a benchmarking methodology for GEA we have to address the following
questions:
What claims or hypotheses are being evaluated? We want to be able to say that the
configurations found by the GEA are in some sense good ones. However, since
they are not intended to be perfect, but only good enough, there is no absolute
measure we can impose.
What is the reference against which the performance of GEA is being compared?
As from the previous discussions, we must appeal to human judgement about
how good GEAs are. An option would be to run the GEA configurations to
completion and then use some automated measure of the results. It would be
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good if that were possible, but there is the possibility of bias if the success mea-
sures were unconsciously influenced by the heuristic measures used to construct
the configuration, i.e., circularity may creep into the assessment. This suggests
a human double blind comparison. Note that GEA is unlikely to come up with
identical configurations to the human produced ones, so we must usually com-
pare different configurations.
Is there a control situation to help determine what would constitute an acceptable
performance against this reference? Similar to the previous item, we may also
have to appeal to human ability, i.e., to provide manually produced good enough
configurations.
How can the evaluation be assured to be objective? For example, not unintention-
ally biased in favor of the GEA. To achieve objectivity we must either automate
the comparison of the automatically and manually produced configurations or
use a double blind assessment. We will also want to use a statistical test to
ensure that any observed differences are significant and not due to noise.
Bearing the pervious analysis in mind, the following benchmarking methodology
is proposed:
Step 1. For each task in a set of N , a GEA automatic and a human manual configu-
ration will be produced and compared. N is to be determined in a pilot exper-
iment to be a compromise between statistical accuracy and achievable human
resources. In both the control and the experimental situation a time limit should
be imposed to ensure that the configurations constructed are good enough rather
than perfect. The time limits should be estimated in a pilot experiment.
Step 2. Several human experts, who were not involved in configuration construction,
should then compare each pair of automatically and manually produced config-
urations in a double blind set-up. A 5-point ordinal scale should be sufficient for
the comparison. 5 points is generally regarded as providing sufficient variability
without introducing spurious accuracy. The comparisons may be based on the
configurations themselves, the results of their runs or both. Pilot experiments
should be run to determine which is most effective, i.e., which the evaluators
report as being most feasible and comfortable for them.
Step 3. The hypothesis to be tested could be one of the following:
(a) GEA produces statistically significantly better results than human experts.
(b) GEA produces results that are statistically indistinguishable from those of
human experts.
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To determine which of these hypotheses is to be evaluated some preliminary ex-
ploratory analysis is required. For example, by plotting the paired rankings on
a scatter-plot, i.e., if, for some task, x is the ranking of the automatic configura-
tion and y is the ranking of the manually produced one then 〈x, y〉 is a point on
a graph, where the axes run from 1 (poor) to 5 (excellent). If (b) were true then
we would expect these points to cluster around the 45◦ line. If (a) were true then
most of the points would lie below this diagonal line. If most of the points lie
above the diagonal then we would evaluate (b).
Step 4. Conduct a statistical test of significance for ordinals, see, for instance, [27].
4 Conclusions and future work
In this deliverable we have discussed the state of the art from the related areas that
address the issues of quality assessment for query answering in peer-to-peer systems.
We proposed a methodology for benchmarking good enough answers. Specifically, it
uses humans to produce the control examples and a different set of humans to assess
the results. To avoid bias, a double blind comparison of the control and experimental
situation is proposed. Either the configurations or their results or both could be com-
pared. A 5-point ordinal scale should provide appropriate discrimination. The size of
the test group needs to be a compromise between providing sufficient statistical accu-
racy and the investment of human resources in producing the control groups. Various
pilot experiments are proposed to set the parameters of the evaluation.
Future work includes building the actual benchmarks within the OK project testbeds,
such as emergency response and bioinformatics, and conducting the corresponding
case studies in order to evaluate the GEA mechanism on those benchmarks. Finally,
we acknowledge the fact that the benchmarking methodology proposed in §3 do not
address all the issues of quality evaluation for query answering in P2P raised in §2.
However, as we already noted it turns out to be very challenging to develop a unified
benchmarking methodology for good enough answers, though since GEAs are config-
urations the situation may not be so bleak as the general situation discussed in §2. In
particular, we can evaluate configurations as to whether the LCC code can be success-
fully run. A bad enough configuration may just be ill-formed and unrunnable. Also,
we may have some criteria to evaluate the result of running such a configuration, e.g.,
we may end up buying a car which meets our specification. In contrast, in P2P query
answering, we may have no objective criteria for assessing how good enough it is.
Therefore, we follow an incremental approach here by first implementing the method-
ology proposed in order to obtain “experimental hooks” that should allow us to further
detail it. We plan to report the updates on the benchmarking methodology for GEA
together with the forthcoming OK case studies.
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