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ABSTRACT
Infinitely many solutions to asymmetric, polyharmonic Dirichlet problems
by
Edger Sterjo
Adviser: Professor Marcello Lucia
This dissertation consists of four chapters. In Chapter 1 we introduce the problem of proving
the existence of infinitely many solutions to nonlinear Partial Differential Equations that are
perturbed from symmetry. We also introduce the methods that have been developed to attack
this problem, and give a more detailed outline of the dissertation. In Chapter 2 we prove the
variational principle of Bolle [15] on the behavior of critical values under perturbation, and
the variational principle of Tanaka [51] on the existence of critical points of large augmented
Morse index. In Chapter 3 we use the framework originating in Birman and Solomyak [11] for
deriving eigenvalue estimates to find alternatives of the CLR inequality specifically designed
for our nonlinear PDE applications. Chapters 2 and 3 comprise the tools of the perturbation
argument. In Chapter 4 we bring everything together and prove our main new results. Our
primary concern is three new theorems on equations with exponential nonlinearities. These
are theorems 12, 13, and 14. They are now published in Sterjo [46]. Theorems 15, 16, and 17
attack cases such as non-homogenous boundary values, and unbounded domains. Theorems
12, 15, 16, and 17 are generalizations of known results to higher order equations. The other
two theorems seem to be new.
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Many papers have been written on the existence and multiplicity of solutions for second order,
nonlinear, elliptic problems, primarily by means of variational methods. The archetype has
been the Dirichlet problem

−∆u = u|u|p−2 + ϕ(x) in Ω
u|∂Ω = 0.
In its simplest form Ω ⊂ Rd is an open, bounded domain with a smooth boundary, and
the perturbation ϕ(x) ∈ L2(Ω). In the simplest case, the exponent of the nonlinearity is
such that if d ≥ 3, then 2 < p < 2d
d−2 , while if d = 2, then 2 < p < ∞. These restrictions
on p come when one makes use of the Sobolev embeddings W 1,20 (Ω) ↪→ Lp(Ω) and their
compactness. If, in addition, ϕ ≡ 0 then the above problem possesses a Z2-symmetry with
respect to the group of reflections in Sobolev space. That is, u is a (weak) solution if and
only if −u is a (weak) solution. In this case the Symmetric Mountain Pass theorem of
Ambrosetti and Rabinowitz guarantees the existence of an unbounded sequence of critical
values for the functional associated with the variational formulation of the problem. In other
1
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words, infinitely many solutions exist. Such equivariant variational methods can be applied
to a great variety of nonlinear problems invariant under compact groups of symmetries (see
[3], [39], [49] and references therein). However, this brings up the question of what exactly
happens to this multitude of critical values when the symmetry of the problem is broken by
some non-equivariant perturbation. Although an great deal of effort has gone into answering
this question, there are no satisfactory general answers as of yet. Methods to deal with
this problem in certain cases appeared first in the papers [4], [5], and [48]. The general
variational principle employed in these works was later formulated by Rabinowitz in [38]
(see also [39] or section 2.7 of [49]). Roughly speaking, the idea is to estimate the spacing
between consecutive symmetric mountain pass levels of the unperturbed functional, and then
compare this spacing to the effect of the perturbation. Whenever the perturbation is not
sufficient to eliminate this spacing, then the variational principle formulated by Rabinowitz
guarantees the existence of a critical value to the perturbed functional. The first methods
for estimating the spacing (or more practically the growth rate) of the symmetric mountain
pass levels was based on the Weyl asymptotics for the Dirichlet eigenvalues of the Laplacian.
A more refined approach, that could be more tailored for a specific problem, came in the
papers of Bahri-Lions [6], and Tanaka [51]. Based on Morse theory, these works make use
of an estimate for the number of non-positive eigenvalues of Schrödinger operators further
described below. However, even for linear perturbations of the functional, (like the one
coming from ϕ), the value of p needs to be further restricted to 2 < p < 2d−2
d−2 . To improve
the range of p with these methods one must weaken the perturbation. It is still a central
open question of exactly how necessary is this trade-off.
Many sorts of perturbations other than a non-homogenous term ϕ are of interest. A
natural one to consider is the problem of an unperturbed equation, itself formally equivariant,
but with a non-homogenous boundary condition u|∂Ω = u0 6= 0, which destroys the Z2-
symmetry of the problem. This time however, the perturbation is of much higher order.
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When one uses a change of variable to reduce the problem to one with homogenous boundary
conditions, the perturbation directly enters into the nonlinearity. So if the nonlinearity is
large, the perturbation will be as well. For example, in the problem

−∆u = u|u|p−2 in Ω
u|∂Ω = u0
one would use the change of variable u(x) = v(x) + ξ(x), where ξ is a harmonic function
equalt to u0 on ∂Ω, so that the new unknown v may be taken to be an element of the Hilbert
Space H10 (Ω). The function ξ is to be thought of as the perturbation (if ξ ≡ 0 then the
problem would be symmetric). But now the problem becomes

−∆v = (v + ξ)|v + ξ|p−2 in Ω
v|∂Ω = 0,
with ξ entering directly into the nonlinearity.
To deal with such complications Bolle in his paper [15] developed a new approach to
the perturbation theory of minimax levels. Similar in spirit to the earlier approach, but
considerably more streamlined, the new approach considers the perturbed functional I as the
endpoint I1 of a continuous path of functionals Iθ, θ ∈ [0, 1] which starts at the unperturbed
functional, denoted I0. Bolle’s general theorem explains quantitatively how far apart two
consecutive mountain pass levels of the unperturbed functional need to be for a critical level
to persist to θ = 1. Roughly speaking, it’s not the size of the perturbation at general points
that determines this, but the size of ∂
∂θ
Iθ(u) at the critical points u of Iθ. This can certainly
be helpful because these u satisfy the corresponding Euler-Lagrange equation. Furthermore,
it becomes clearer how the size of the perturbation, as a functional in u, enters into the
problem. This makes it easier to consider perturbations other than simple non-homogenous
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terms like ϕ(x). This approach is further developed and applied to a number of problems in
[16].
Other very important open questions concern the type of nonlinearities considered, in
particular ones of exponential growth as opposed to power-type growth. In the two dimen-
sional case the proper Sobolev embedding is into an Orlicz space given by an exponential
N -function, see [2]. The maximal growth rate of the nonlinearity for which a variational
treatment of the problem is possible is like eKu
2
. This is related to the optimality of the
Moser-Trudinger inequality [37], [53], [33]. A typical problem now is

−∆u = g(x, u) + ϕ(x) in Ω
u|∂Ω = 0
where g(x,−t) = −g(x, t) is of exponential growth in t. To guarantee the convergence of
general Palais-Smale sequences in H10 (Ω), g is taken subcritical, which in this case means







= 0 for all β > 0 and a.e x ∈ Ω.
In [50] Sugimura proved that the perturbed symmetric problem above has an infinite number
of solutions if the nonlinear term g(x, t) has growth like e|t|
α
, where 0 < α < 1/2. One of
the key points in this paper comes when applying the Morse index approach of [6] and [51].
At that stage one typically applies estimates for the number of non-positive eigenvalues of
Schrödinger operators. Previous results for the problem involving the power-type nonlin-
earity u|u|p−2 had made use of a famous such estimate from mathematical physics known
as the CLR inequality, discovered independently by Rozenblum, Lieb, and Cwikel [41],[42],
[29], [19]. To get his result Sugimura proved a 2-dimensional version of this estimate. (Later,
CHAPTER 1. INTRODUCTION 5
using the foundation laid by Sugimura, Tarsi [52] streamlined these results by using Bolle’s
approach.)
One advantage of Rozenblum’s proof of the CLR estimate is that it automatically applies
to higher order Schrödinger operators (which is the original form in which Rozenblum stated
his result), where the Laplacian is replaced by the poly-Laplacian. Using this fact, it was
proved in [26] that the problem









= φj, j = 0, . . . , l − 1
where Ω ⊂⊂ Rd, d > 2l has infinitely many solutions for p suitably restricted.
This thesis is concerned with applying the perturbative approach described above to new
semi-linear, poly-harmonic Dirichlet problems. We do this by systematizing the derivation of
appropriate eigenvalue estimates for the necessary Schrödinger operators. These are purpose-
built alternatives of the CLR inequality. The method behind Rozenblum’s proof of the CLR
inequality seems to have been originally developed in the paper [11] by Birman and Solomyak.
This method, originally created for problems of mathematical quantum mechanics and far
removed from nonlinear PDEs, provides a general framework with which to design alternative
versions of the CLR inequality. A brief outline of the thesis is as follows:
(i) In chapter 2 we present the variational principle of Bolle on the behavior of critical
values under perturbation, and the variational principle of Tanaka on the existence of
critical points of large augmented Morse index. These are the most basic tools of the
method.
(ii) In chapter 3 we use the framework created by Birman and Solomyak for deriving
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eigenvalue estimates to find alternatives of the CLR inequality specifically designed
for our nonlinear PDE applications. This is the tool needed to allow a comparison
between the augmented Morse index and the symmetric mountain pass values.
(iii) Chapters 2 and 3 comprise the tools of the perturbation argument. In chapter 4 we
bring everything together and prove our main new results. Our primary concern is
three new theorems on equations with exponential nonlinearities. These are theorems
12, 13, and 14. They are now published in Sterjo [46]. Theorems 15, 16, and 17 attack
cases such as non-homogenous boundary values, and unbounded domains. Theorems
12, 15, 16, and 17 are generalizations of known results to higher order equations. The
other two theorems seem to be new.
Each of these steps requires a great deal of machinery, and so we will not describe them
further in this introduction, leaving the details for the corresponding chapters. An effort
has been made to include at least as much detail as is present in the existing literature, and
almost always more detail. The thesis has been written in the order in which one would
carry out the whole perturbation argument. What is new here is not just theorems 12-17.
It is also the paradigm of chapter 3 in which eigenvalue estimates can be cooked up for any
problem to which one might like to apply the perturbation argument.
Chapter 2
The Variational Principles of Bolle
and Tanaka
2.1 Bolle’s theorem on the preservation of minimax
critical levels along a path of functionals
In this section we will prove Bolle’s main variational principle. The reference is [15], Theorem
3.
Let E be a Hilbert space, and consider a C2 family of functionals I : [0, 1]×E → R. For
simplicity, as in [15], we will prove the theorem in the C2 case. However the theorem holds
as stated for the more general case of a C1 functional on a Banach Space. As is common, the
only difference in the proof is that instead of using the gradient of I(θ, ·) to create the desired
flow, one uses a locally-Lipschitz pseudo-gradient in the sense of Palais. The construction of
such a vector field is classical, see [36] Theorem 4.4, or [49] Lemma 3.2. See also [18] Lemma
7
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2.4.
We denote by 〈·, ·〉 the inner product on E and || · || the associated norm. Depending on
how much emphasis we want to put on the dependence on θ, we will use the symbols Iθ(u)
and I(θ, u) interchangeably. The symbol I ′θ(u) denotes the gradient of I with respect to u,
with the parameter θ held constant. We also need the following definition. Let A and B be
two closed subsets of E with A ⊂ B. Then for, some R > 0 fixed,









The functional will satisfy the following hypotheses:
(H1) The family I satisfies an analogue of the Palais-Smale Condition: For a sequence
{(θn, un)}n∈N in [0, 1] × E for which ||I ′θn(un)||E∗ → 0 and |Iθn(un)| ≤ C there is a
subsequence of it converging strongly in [0, 1]× E.
(H2) For all b > 0 there exists a constant C(b) such that
|Iθ(u)| ≤ b implies
∣∣∣∣ ∂∂θIθ(u)
∣∣∣∣ ≤ C(b)(||I ′θ(u)||+ 1)(||u||+ 1).
(H3) There exist two continuous functions f1, f2 : [0, 1] × R → R, with f1 ≤ f2, which are





Iθ(u) ≤ f2(θ, Iθ(u)).
These are referred to as estimator functions.
CHAPTER 2. THE VARIATIONAL PRINCIPLES OF BOLLE AND TANAKA 9
(H4) There are two closed subsets of E, B and A ⊂ B, such that:







(ii) cB,A > cA.
Consider two continuous functions f1, f2 : [0, 1]×R→ R which are Lipschitz continuous
relative to the second variable, and f1 ≤ f2, as in (H3). Define the associated flows
ψi(0, s) = s
∂
∂θ
ψi(θ, s) = fi(θ, ψi(θ, s))
i = 1, 2.
The flows ψ1 and ψ2 are continuous in both variables. Moreover, by the comparison theorem
for ODEs, since f1 ≤ f2, we have ψ1 ≤ ψ2. See [10]. Lastly, each of the ψi(θ, ·) is non-
decreasing in s, for θ fixed. (To see this fix an i = 1, 2 and let s1 ≤ s2 be two real numbers.
Let h1(θ) = ψi(θ, s1) and h2(θ) = ψi(θ, s2). Clearly h1(0) ≤ h2(0) and they each satisfy the
same ODE. Assume there is a θ0 ∈ [0, 1] at which h1(θ0) > h2(θ0). Then because each of
the h’s is continuous there is a τ ∈ [0, θ0) at which h1(τ) = h2(τ) and h1(θ) > h2(θ) for
θ ∈ (τ, θ0]. Therefore, for θ ∈ [τ, θ0],
(h1(θ)− h2(θ))′ = fi(θ, h1(θ))− fi(θ, h2(θ)) ≤ Li|h1(θ)− h2(θ)|
= Li(h1(θ)− h2(θ))
where Li is the Lipschitz constant of fi. Hence upon integrating this differential inequality,
we get that h1(θ0) − h2(θ0) ≤ (h1(τ) − h2(τ))eLi(θ0−τ) = 0. This is a contradiction to
CHAPTER 2. THE VARIATIONAL PRINCIPLES OF BOLLE AND TANAKA 10
h1(θ0) > h2(θ0).) We can now state the main variational principle.
Theorem 1 (Bolle). Assume that I : [0, 1] × E → R is C2 and satisfies (H1)-(H4). Then
if ψ1(1, cB,A) > ψ2(1, cA), I1 has a critical point of critical value greater than or equal to
ψ1(1, cB,A).
Before we proceed with the proof we note the general idea of the theorem. It starts with
a separation between the minimax values cB,A and cA. We also have flows ψ1, ψ2 defined
using the estimator functions f1, f2. Briefly, the theorem says that if the initial separation
between cB,A and cA is sufficient to survive the flow by ψ1 and ψ2, then a critical level will
persist for the family Iθ, as θ goes from 0 to 1. We see that it is the spacing between cB,A and
cA, and the estimator functions {f1, f2} that determine the “stability” of the critical points
at the level cB,A. From now on we will assume the hypotheses of the theorem, i.e. conditions
(H1)-(H4) and that ψ1(1, cB,A) > ψ2(1, cA). We will need a few lemmas. First fix η > 0
small enough so that ψ2(1, cA) < ψ1(1, cB,A − η). Also, let D := {x ∈ E : I0(x) ≥ cB,A − η}.
Lemma 1. Let H ∈ C([0, 1]× E,E) satisfy
(i) H(0, ·) = Id
(ii) There is an R > 0 such that ∀θ ∈ [0, 1] (x ∈ B and ||x|| > R) =⇒ H(θ, x) = x.
(iii) ∀θ ∈ [0, 1] H(θ, A) ∩D = ∅. Note this requires cA < cB,A − η.
Then H(1, B) ∩D 6= ∅.
Proof: Note that A and D are closed subsets of E, and H is continuous. So since
H([0, 1], A) ∩D = ∅ there is an open neighborhood U of A such that H([0, 1], U) ∩D = ∅1.
Let V ⊂ E be open such that A ⊂ V̄ ⊂ U . Let l ∈ C(E, [0, 1]) be such that l|V = 0 and
1To see why note that for every t ∈ [0, 1] and x ∈ A we have H(t, x) /∈ D. So since D is closed there
exists an interval It centered at t and a neighborhood Ux of x such that H(It, Ux) ∩D = ∅. Since such sets
cover [0, 1]×A we get H([0, 1], U) ∩D = ∅, where U = ∪xUx.
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l|E\U = 1. Let g(x) = H(l(x), x). We have g ∈ SB,A. By definition of cB,A there is an x ∈ B
with g(x) ∈ D. This x cannot be an element of U because g(U) ⊂ H([0, 1], U) does not
intersect D. Thus l(x) = 1 and H(1, x) ∈ D. Since x ∈ B, this proves that H(1, B)∩D 6= ∅.

Corollary 1. Let H ∈ C([0, 1] × E,E) and G ∈ C([0, 1] × E,E) satisfy (i) and (ii) of
Lemma 1. Moreover we assume that
(iv) for all θ ∈ [0, 1] G(θ, ·) is a homeomorphism and G−1 : [0, 1] × E → E defined by
G−1(θ, x) := (G(θ, ·))−1(x) is continuous on [0, 1]× E.
(v) for all θ ∈ [0, 1] H(θ, A) ∩G(θ,D) = ∅.
Then H(1, B) ∩G(1, D) 6= ∅.
Proof: Setting H̄(θ, x) = G−1(θ,H(θ, x)) = (G(θ, ·))−1(H(θ, x)), we see that H̄(θ, x)
satisfies the hypotheses of Lemma 1. 
Remark 1: Let H and G be as in Corollary 1. Denote by A′ := H(1, A), B′ := H(1, B),
and D′ := G(1, D), and consider g ∈ SB′,A′ . Then g(B′) ∩ D′ 6= ∅. To see this let
H̃(θ, x) = H(2θ, x) for 0 ≤ θ ≤ 1/2; H̃(θ, x) = (2 − 2θ)H(1, x) + (2θ − 1)g(H(1, x)) for
1/2 ≤ θ ≤ 1. Let G̃(θ, x) = G(2θ, x) for 0 ≤ θ ≤ 1/2; G̃(θ, x) = G(1, x) for 1/2 ≤ θ ≤ 1.
For 0 ≤ θ ≤ 1/2 H̃(θ, A) ∩ G̃(θ,D) = H(2θ, A) ∩ G(2θ,D) = ∅. Now if x ∈ A then
H(1, x) ∈ A′ and so since g ∈ SB′,A′ , g(H(1, x)) = H(1, x). Thus H̃(θ, x) = H(1, x) for
x ∈ A and 1/2 ≤ θ ≤ 1. Hence for 1/2 ≤ θ ≤ 1, H̃(θ, A)∩ G̃(θ,D) = H(1, A)∩G(1, D) = ∅.
So corollary 1 applies and we have H̃(1, B) ∩ G̃(1, D) 6= ∅. That is, g(B′) ∩D′ 6= ∅.
Lemma 2. For any δ > 0 and b > 0 there exists ζ > 0 such that, ∀θ ∈ [0, 1], ∀x ∈ E,
(|Iθ(x)| ≤ b and ||I ′θ(x)|| < ζ)
=⇒ f1(θ, Iθ(x))− δ <
∂
∂θ
I(θ, x) < f2(θ, Iθ(x)) + δ (2.3)
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Proof: This is a direct consequence of conditions (H3) and (H1). 
We will abbreviate (∂/∂θ)I(θ, x) as Jθ(x). We proceed with the proof of Theorem 1:
For δ > 0 fixed, let ψ̄1 and ψ̄2 : [0, 1]× R→ R be flows defined by
ψ̄1(0, s) = s
∂
∂θ
ψ̄1(θ, s) = f1(θ, ψ̄1(θ, s))− δ
and 
ψ̄2(0, s) = s
∂
∂θ
ψ̄2(θ, s) = f2(θ, ψ̄2(θ, s)) + δ.
ψ̄i is continuous with respect to δ. Thus since ψ2(1, cA) < ψ1(1, cB,A− η) we can assume, by
choosing δ sufficiently small, that
ψ̄2(1, cA) < ψ̄1(1, cB,A − η). (2.4)
Define ϕ1(θ) := ψ̄1(θ, cB,A − η) and ϕ2(θ) := ψ̄2(θ, cA).
Since −f1 + δ > −f2− δ, then by the comparison theorem for ODEs and inequality (2.4)
we have1
ϕ2(θ) < ϕ1(θ). (2.5)
Let α := inf{ϕ2(θ) : θ ∈ [0, 1]} and β := sup{ϕ1(θ) : θ ∈ [0, 1]}. Let u ∈ C∞(R, [0, 1]) be
1To be more explicit let τ = 1 − θ. Then ∂τϕ1 = −∂θϕ1 = −f1(1 − τ, ϕ1) + δ. Similarly ∂τϕ2 =
−f2(1− τ, ϕ2)− δ. Since ϕ1|τ=0 > ϕ2|τ=0 the comparison theorem implies that ϕ1 > ϕ2 for all τ ∈ [0, 1].
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such that u(t) = 0 if t ∈ (−∞, α− 2] ∪ [β + 2,∞) and u(t) = 1 if t ∈ [α− 1, β + 1].
By applying Lemma 2, there is a ζ ∈ (0, δ) such that
(α− 2 < Iθ(x) < β + 2 and ||I ′θ(x)|| < ζ)
=⇒ f1(θ, Iθ(x))− δ <
∂
∂θ
I(θ, x) < f2(θ, Iθ(x)) + δ.
Let v ∈ C∞(R, [0, 1]) be such that v(t) = 0 if |t| ≤ ζ/2 and v(t) = 1 if |t| ≥ ζ. We define the
following vector fields
X1(θ, x) := (J
−
θ (x) + 1 + f
+




X2(θ, x) := (−J+θ (x)− 1− f
−
2 (θ, ϕ2(θ))u(Iθ(x))v(||I ′θ(x)||E∗)
I ′θ(x)
||I ′θ(x)||2
where a+ denotes sup{a, 0} and a− denotes sup{−a, 0}. The only difference in a more
general Banach space setting is that instead of using I ′θ above one would use a locally
Lipschitz continuous pseudo-gradient vector field. See Lemma 2.2 of [56] or the references
given earlier. Next we define the flows associated to these fields: For x ∈ E let

φi(0, x) = x
∂
∂θ
φi(θ, x) = Xi(θ, φi(θ, x))
i = 1, 2
Since Xi(θ, x) = 0 if Iθ(x) /∈ [α− 2, β + 2] or ||I ′θ(x)|| ≤ ζ/2 we get by condition (H2) that
||Xi(θ, x)||E ≤ C̄(||x||E + 1) ∀x ∈ E (2.6)
where C̄ depends on ζ (but not on θ since [0, 1] is compact so f±i (θ, ϕi(θ)), being continuous,
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is bounded). Inequality 2.6 and the fact that Xi is continuous in θ and locally Lipschitz
continuous in x imply that φi is well-defined and continuous on [0, 1] × E. Flows of time
dependent vector fields are homeomorphisms. More precisely, for θ fixed, φ(θ, ·) is a homeo-
morphism and that the map (θ, x) 7→ φi(θ, ·)−1(x) is continuous on [0, 1]×E. Using condition
(H4) and the definition of the function u(t) there exists an R > 0 such that
x ∈ B and ||x|| > R =⇒ ∀θ ∈ [0, 1] we have Xi(θ, x) = 0.
Thus for all θ ∈ [0, 1] and all x ∈ B for which ||x|| > R, we have φi(θ, x) = x. We wish to
apply corollary 1 with H = φ2 and G = φ1. In order to do so we must show that
φ2(θ, A) ∩ φ1(θ,D) = ∅ ∀θ ∈ [0, 1]. (2.7)
To prove (2.7) we proceed as follows. First we show that
if I0(x) ≤ cA then ∀θ ∈ [0, 1], Iθ(φ2(θ, x)) ≤ ϕ2(θ). (2.8)
Let x ∈ E be such that I0(x) ≤ cA. Holding x fixed denote by Q(θ) := Iθ(φ2(θ, x)). Since
Q(0) ≤ cA = ϕ2(0), it suffices to show that
if Q(θ) = ϕ2(θ) then Q
′(θ) < ϕ′2(θ). (2.9)
So assuming Q(θ) = ϕ2(θ), we compute Q
′ by using the definition of φ2:
Q′(θ) = Jθ(φ2(θ, x)) + 〈I ′θ(φ2(θ, x)), X2(θ, φ2(θ, x))〉
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So
Q′(θ) = Jθ(φ2(θ, x))− (J+θ (φ2(θ, x)) + 1 + f
−
2 (θ, ϕ2(θ)))
×u(Iθ(φ2(θ, x)))v(||I ′θ(φ2(θ, x))||).
Since α = inft∈[0,1] ϕ2(t) ≤ ϕ2(θ) ≤ ϕ1(θ) ≤ supt∈[0,1] ϕ1(t) = β we have that u(Q(θ)) =
u(ϕ2(θ)) = 1.
We consider two cases. First when ||I ′θ(φ2(θ, x))|| < ζ. In this case we recall that since
Iθ(φ2(θ, x)) = Q(θ) = ϕ2(θ) ∈ [α, β] we can apply Lemma 2. By Lemma 2, Jθ(φ2(θ, x)) <
f2(θ,Q(θ))+δ. Thus Q
′(θ) = Jθ(φ2(θ, x))−(positive terms) < f2(θ,Q(θ))+δ = f2(θ, ϕ2(θ))+
δ = ϕ′2(θ). So (2.9) holds in this case.
In the case that ||I ′θ(φ2(θ, x))|| ≥ ζ we have v(||I ′θ(φ2(θ, x))||) = 1. Thus, keeping in mind
that Q(θ) = ϕ2(θ), we compute





So (2.9) holds in all cases. Hence (2.8) holds. In a completely analogous way we can show
that
if I0(x) ≥ cB,A − η then ∀θ ∈ [0, 1], Iθ(φ1(θ, x)) ≥ ϕ1(θ) (2.10)
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We now recall (2.5). Assume x ∈ A and y ∈ D. Then from the definitions
I0(x) ≤ cA and I0(y) ≥ cB,A − η
So by (2.8) and (2.10) for all θ ∈ [0, 1]
Iθ(φ2(θ, x)) ≤ ϕ2(θ) < ϕ1(θ) ≤ Iθ(φ1(θ, y)).
Therefore (2.7) is proven. We can apply corollary (1) to get
φ2(1, B) ∩ φ1(1, D) 6= ∅.
We define the sets A′ := φ2(1, A), B
′ := φ2(1, B), and D
′ := φ1(1, D). That is, we have
used φ2 to flow the initial geometric data B and A to B
′ and A′. By the remark following
corollary (1) we have that









But by (2.10), (2.5), and (2.8)
inf
D′
I1 ≥ ϕ1(1) > ϕ2(1) ≥ sup
A′
I1.
Hence infg∈SB′,A′ supg(B′) I1 > supA′ I1. Since I1 satisfies the (PS) condition the classical
deformation lemma applies at the level infg∈SB′,A′ supg(B′) I1 showing that it is a critical
value of I1. Also, infg∈SB′,A′ supg(B′) I1 ≥ ϕ1(1) = ψ̄1(1, cB,A − η). If we let δ and η tend to
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zero, ψ̄1(1, cB,A−η) tends to ψ1(1, cB,A). Hence given ε > 0 we can choose δ and η sufficiently
small so that infg∈SB′,A′ supg(B′) I1 ≥ ψ1(1, cB,A)− ε. If in fact for some δ and η we have that
infg∈SB′,A′ supg(B′) I1 ≥ ψ1(1, cB,A) we are done, and the theorem is proven.
Otherwise all these critical levels would lie between ψ1(1, cB,A) − ε and ψ1(1, cB,A), for
differing δ and η. So we can apply the (PS) condition to their corresponding critical points,
showing they converge up to a subsequence as δ, η, and ε tend to zero. The limiting critical
point would have a critical value of exactly ψ1(1, cB,A). Thus in either case I1 has at least one
critical point with a critical value≥ ψ1(1, cB,A), which is the statement of the Theorem (1). 
Remark 2: It can also be shown that the critical level obtained above actually belongs
to the interval [ψ1(1, cB,A), ψ2(1, cB,A)]. However we will not need this.
The problem we are interested in here is the effect of the perturbation on the symmet-
ric mountain pass levels. Specifically, when the perturbation destroys the evenness of a
functional. To address this case, we specialize Theorem 1 as was done in [16]. Let E be a
separable Hilbert Space and let ek be a basis for E. Decompose E as
E = ∪∞k=0Ek, where Ek = Ek−1 ⊕ Rek, (2.11)
where E0 = {0}. For a given increasing sequence of real numbers Rk > 0 set
Γk := {g ∈ C(E,E) : g is odd and g(u) = u for ||u|| ≥ Rk}
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Under typical assumptions on I0(u), the Symmetric Mountain Pass Theorem of Ambrosetti
and Rabinowitz shows that (for appropriate values of Rk) the minimax values ck form an
unbounded sequence of critical values of I0(u).





Theorem 2 (Bolle-Ghoussoub-Tehrani). Let E be a Hilbert space and I : [0, 1]×E → R be
a C2 functional satisfying (H1), (H2), and (H3) from the above. Also, assume I satisfies
(H4’) I0 is even and for any finite dimensional subspace W ⊆ E we have
sup
θ∈[0,1]
Iθ(y)→ −∞ as ||y|| → ∞ for y ∈ W
Then there is a K > 0 such that for every k ∈ N only one of the two possibilities below holds:
(1) Either I1 has a critical level c̄k with
ψ2(1, ck) < ψ1(1, ck+1) ≤ c̄k
(2) Or ck+1 − ck ≤ K(f̄1(ck+1) + f̄2(ck) + 1)
Proof: Case 1) ψ2(1, ck) < ψ1(1, ck+1).
The idea is of course to see that Theorem 1 can be applied. To see this, let ε > 0 be
chosen such that ψ2(1, ck + ε) < ψ1(1, ck+1). Fix g ∈ Γk such that supg(Ek) I0 < ck + ε.
Denote by E+k+1 := Ek ⊕ R+ek+1, and set Ak := g(Ek) and Bk := g(E
+
k+1). These Ak ⊆ Bk
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will play the role of the A ⊆ B in Theorem 1. To apply that theorem we need to show that
ψ1(1, cBk,Ak) > ψ2(1, sup
Ak
I0)
where cBk,Ak := infh∈SBk,Ak suph(Bk) I0 and SBk,Ak is given by equation (2.1) with R = Rk+1.
Let h ∈ SBk,Ak . The map m = h ◦ g|E+k+1 is odd on Ek since h is the identity on Ak = g(Ek)
and g is odd. Therefore m naturally extends to an odd map m̄ on Ek+1. Hence to an odd
map on the whole space satisfying m̄(x) = x for ||x|| > Rk+1, by first extending using the
Tietze Extension theorem, and then taking the odd part of the resulting extension. So we









I0 ≥ ck+1. (2.12)
Taking the infimum over all h we have cBk,Ak ≥ ck+1. By the monotonicity of ψi(1, ·) we
obtain
ψ1(1, cBk,Ak) ≥ ψ1(1, ck+1) > ψ2(1, ck + ε) ≥ ψ2(1, sup
Ak
I0) (2.13)
where the last inequality comes from Ak = g(Ek) and supg(Ek) I0 < ck + ε. Therefore Theo-
rem 1 applies. So I1 has a critical level c̄k with ψ2(1, ck) < ψ1(1, ck+1) ≤ c̄k. This proves the
theorem in the first case.
Case 2) ψ2(1, ck) ≥ ψ1(1, ck+1)
We will show that |ψi(1, s) − s| ≤ Kif̄i(s) + Mi for s ≥ 0 and i = 1, 2 where Ki and
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Mi are positive constants. If this is true then we would have
ck+1 − ck ≤ ψ1(1, ck+1) +K1f̄1(ck+1) +M1 − ψ2(1, ck) +K2f̄2(ck) +M2
≤ K1f̄1(ck+1) +K2f̄2(ck) +M1 +M2
which proves the theorem in the second case. In order to prove the stated inequality fix
s and let σ(θ) := |ψi(θ, s) − s|2 which is in C1([0, 1],R). Let θ0 ∈ [0, 1] be such that
σ(θ0) = sup[0,1] σ(θ). If σ(θ0) = 0 then the inequality is trivially satisfied. So we may assume
that σ(θ0) > 0. Then choose 0 < ε < 1 so that σ(θ0) > ε. Since σ(θ) is continuous, the set
where σ(θ) > ε is open. Let U be the interval in this set that contains θ0 and let a be the











· fi(θ, ψi(θ, s))
≤ 2f̄i(s)|ψi(θ, s)− s|+ 2Li|ψi(θ, s)− s|2
where Li is the Lipschitz constant of fi. For brevity let u = |ψi(θ, s) − s|, so that u2 = σ,
2uu′ = σ′, and by the above
2uu′ ≤ 2f̄i(s)u+ 2Liu2.
For θ ∈ U , u >
√
ε is positive. Hence dividing the above inequality by 2u gives
u′ ≤ f̄i(s) + Liu
Therefore u′e−Liθ − Lie−Liθu ≤ f̄i(s)e−Liθ, i.e.
(
ue−Liθ
)′ ≤ f̄i(s)e−Liθ. Integrating this from
a to θ0 gives
u(θ0)e
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|ψi(1, s)− s| ≤ Kif̄i(s) +Mi.

2.2 Tanaka’s theorem on critical points with large aug-
mented Morse Index
Before presenting the precise framework, we begin with some general remarks. For an even
functional J satisfying the Palais-Smale condition, the typical theorem used to show the
existence of infinitely many critical values is the Symmetric Mountain Pass Theorem. There
are many versions of this theorem, with one of the simplest being Theorem 6.5 in [49]. Here






whose precise definition is given below (we’ve already seen them in Section 2.1 following
equation (2.11)). An essential hypothesis in the original formulation of the theorem is that
the functional J satisfies the property that there exist α > 0 and β > 0 for which
||u|| = β =⇒ J(u) ≥ α. (2.14)
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This property forces the values bk to be unbounded. Therefore infinitely many of them have
to be distinct. In one respect, Tanaka’s result is yet another version of the Symmetric Moun-
tain Pass Theorem. It can be seen as seeking to distinguish between critical points (related
to the minimax levels bk) by their Morse indices, instead of their levels. It does not assume
property (2.14). Particularly important for our purposes however, it also makes it possible
to estimate the bk. This of course makes it possible to estimate the spacing between the bk’s,
which is what we need in order to apply Theorem 2.
Let E be a separable Hilbert Space with inner product and norm denoted by 〈·, ·〉 and
|| · ||, respectively. Let ek be a basis for E. Decompose E as
E = ∪∞k=1Ek, where Ek = Ek−1 ⊕ Rek (2.15)
and E0 = {0}. Let J ∈ C2(E) be a functional satisfying the following
(J1) J(0) = 0
(J2) J(−u) = J(u) for all u ∈ E
(J3) For each finite dimensional subspace W ⊆ E, there is an R = R(W ) such that
J(u) < 0 for all u ∈ W with ||u|| ≥ R(W ).
(J4) J ′ is a compact perturbation of the Riesz representation map. That is for u ∈ E
J ′(u)(·) = 〈u, ·〉+K(u)(·)
where K : E → E∗ is compact.
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(PS) If for some M > 0, a sequence {uk} satisfies
uk ∈ E, J(uk) ≤M for all k, ||J ′(uk)||E∗ → 0 as k →∞
then {uk} is precompact.
(PS)m If for some M > 0, a sequence {uk} satisfies
uk ∈ Em, J(uk) ≤M for all k, ||(J |Em)′(uk)||E∗m → 0 as k →∞
then {uk} is precompact.
(PS)∗ If for some M > 0, {uk} satisfies
uk ∈ Ek, J(uk) ≤M for all k, ||(J |Ek)′(uk)||E∗k → 0 as k →∞
then {uk} is precompact.
For Rk = R(Ek) set







Tanaka [51] proves two theorems on the Morse indices of critical points associated to the
bk’s. One is an estimate from above on the Morse index. The other one, which we are
more interested in, is an estimate from below. More precisely, using an idea of Ambrosetti-
Rabinowitz [3], Tanaka proves
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Theorem 3. Assume that J satisfies (J1)-(J4), (PS), (PS)m, and (PS)∗. Then for each
k ∈ N+ there exists a uk ∈ E such that
J(uk) ≤ bk (2.17)
J ′(uk) = 0 (2.18)
index0J
′′(uk) ≥ k (2.19)
where the augmented Morse index, index0J
′′(u), is defined as the Morse index + nullity of
J ′′(u). That is,
index0J
′′(u) := sup{dim(W )}
where the supremum is taken over all W ⊆ E for which J ′′(u)(w,w) ≤ 0 for all w ∈ W .
Remark 3: Note that the theorem gives an estimate for the augmented Morse index of
a critical point at a level ≤ bk. This is good enough for our purposes. Tanaka’s theorem will
be used only to obtain a bound from below on the bk’s.
2.3 Proof of Tanaka’s theorem in the finite dimensional
case
We will first prove Theorem 3 in the finite dimensional case. The infinite dimensional case
will be treated as a limit of the finite dimensional one. Here we will let dimE = m < ∞.
Since later we will be making m → ∞, we will emphasize the dependence on m by writing
E as Em. To this end we introduce a new family of mappings, and their associated maximin
values as follows:
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For k ≤ m let Sm−k denote the unit sphere in Rm−k+1. Set







Before we proceed to relate βk to bk we need a lemma.
Lemma 3. Let g ∈ Γk and σ ∈ Σk be arbitrary. Then
g(Ek) ∩ σ(Sm−k) 6= ∅.
Proof: Choose a number R > 0 such that R > max{Rk, supv∈Sm−k ||σ(v)||Em}. We write
Bm−k+1 = {tv ∈ Rm−k+1; t ∈ [0, 1], v ∈ Sm−k}
and
Bk = Bk(R) := {u ∈ Ek; ||u||Em ≤ R}.
Now define a map Φ ∈ C(∂(Bm−k+1 × Bk), Em) by Φ(tv, u) := tσ(v)− g(u). This is a well-
defined and odd map. Also note that ∂(Bm−k+1 × Bk) is homeomorphic to Sm by an odd
homeomorphism.
Therefore, by the Borsuk-Ulam theorem, there is a (t0v0, u0) ∈ ∂(Bm−k+1×Bk) at which
Φ(t0v0, u0) = 0. That is, t0σ(v0) = g(u0). We claim that t0 = 1. Otherwise t0 < 1.
In this case then, since (t0v0, u0) ∈ ∂(Bm−k+1 × Bk), we must have that u0 ∈ ∂Bk. So
||u0|| = R, and thus g(u0) = u0 by the choice of R. But again by the choice of R,
||u0|| = ||g(u0)|| = ||t0σ(v0)|| < tR < R, which is a contradiction to assuming t0 < 1.
Hence t0 = 1 and σ(v0) = g(u0). That is, (v0, u0) ∈ Sm−k ×Bk verifies σ(v0) = g(u0), which
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proves the lemma. 
The following proposition allows us to compare βk with bk.
Proposition 1. The values βk satisfy
i) βk is a critical value of J(u).
ii) 0 ≤ βk ≤ bk.
Proof: Property i) is well known and follows from the usual proof of the criticality of a
maximin value by the classical deformation lemma. See, for example, the classic text [39].







Therefore, taking the infemum over g ∈ Γk and the supremum over σ ∈ Σk gives βk ≤ bk. 
We first approximate our functional J ∈ C2(Em) by a Morse function. By lemma 4.9 of
Wasserman [54] we have
Proposition 2. Assume J satisfies (J1)-(J3) and (PS)m. For any ε > 0 and M > 0, there
exists a Fε ∈ C2(Em) such that
(ε1) Fε(0) = J(0) = 0.
(ε2) Fε(−u) = Fε(u) for all u ∈ Em.
(ε3) Fε is C
2 within ε of J . That is, |Fε(u)−J(u)|, ||F ′ε(u)−J ′(u)||E∗m , ||F ′′ε (u)−J ′′(u)||B(Em) ≤
ε for all u ∈ Em. Here B(Em) is the space of bounded bilinear forms on Em with its
usual norm.
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(ε4) The critical points of Fε in {u ∈ Em; |Fε(u)| ≤M} are finite in number and nondegen-
erate.
(ε5) Fε satisfies (PS)m.
We fix k ≤ m and choose M > βk + 1. Then by (ε3) above there is an ε0 ∈ (0, 1) such
that
Fε(u) < 0 for all u ∈ Ek with ||u|| ≥ Rk (2.22)






By (ε1), (ε2), (ε5) and (2.22) βk(ε) is a critical value of Fε(u). By (ε3) |βk(ε)− βk| ≤ ε. We
proceed with the following proposition concerning the βk(ε)’s:
Proposition 3. Suppose βk > 0. Let ε1 ∈ (0, ε0] be small enough so that βk(ε) > 0 for
ε ∈ (0, ε1]. Then for ε ∈ (0, ε1] there is a uk(ε) ∈ Em such that
Fε(uk(ε)) = βk(ε) (2.24)
F ′ε(uk(ε)) = 0 (2.25)
indexF ′′ε (uk(ε)) ≥ k (2.26)
where indexF ′′ε (u) is the Morse index of Fε at a critical point u.
Proof: We first denote
[Fε ≥ a] := {u ∈ Em;Fε(u) ≥ a}
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and
Bd = {x ∈ Rd; |x| ≤ 1} for d ∈ N
Sd = {x ∈ Rd+1; |x| = 1} for d ∈ N
By (ε4) and the hypothesis we can choose δ ∈ (0, βk(ε)) such that βk(ε) is the only critical
value of Fε(u) in (βk(ε) − δ, βk(ε) + δ). We denote by {±vj}lj=1 the critical points on the
level βk(ε) and Ij = indexF
′′
ε (±vj) their respective Morse indices.
We apply the Critical Neck Theorem (See [35], or Theorem 4.87 of [43]). We have that
[Fε ≥ βk(ε) − δ] is diffeomorphic to [Fε ≥ βk(ε) + δ] ∪ H+1 ∪ H−1 ∪ ... ∪ H−l by an odd
diffeomorphism Φ, and where H±j denotes an (m−Ij)-handle corresponding to ±vj. That is,
{H±j }lj=1 are disjoint subsets of Em such that H±j ⊆ [βk(ε)−δ ≤ Fε ≤ βk(ε)+δ], H−j = −H+j ,
and there are mappings h±j : B
m−Ij ×BIj → H±j such that for 1 ≤ j ≤ l
1. h−j = −h+j .
2. h±j is a homeomorphism.
3. The restriction h±j |int(Bm−Ij )×BIj is a diffeomorphism of int(B
m−Ij)×BIj onto H±j \[Fε ≥
βk(ε) + δ].
4. The restriction h±j |(∂Bm−Ij )×BIj is an embedding of (∂B
m−Ij)×BIj into [Fε = βk(ε)+δ].
Here Φ satisfies Φ(u) = u if u ∈ [Fε ≤ 0] or u ∈ [Fε ≥ βk(ε) + 2δ] (using the fact that
βk(ε)− δ > 0). The oddness of Φ, which is not usually part of the statement of the Critical
Neck Theorem, comes from the fact that Φ is constructed from the gradient flow of Fε. Since
Fε is even, its gradient is odd, and hence so is Φ.
The argument for the proof is by contradiction. Suppose that Ij < k for all j. So that
m − Ij > m − k for all j. By definition of the maximin values βk(ε) there is a smooth
σ ∈ Σk such that σ(Sm−k) ⊆ [Fε ≥ βk(ε) − δ]. Set V ±j = (Φ ◦ σ)−1(H±j ). Note that
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V ±j ⊆ Sm−k. Since Φ and σ are odd, V −j = −V +j . Also {V ±j }lj=1 are pairwise disjoint, for if
u ∈ V ±j = (Φ ◦ σ)−1(H±j ) then (Φ ◦ σ)(u) ∈ H±j , and the H±j are all pairwise disjoint.
Consider the projection P : Bm−Ij × BIj → Bm−Ij , which is a smooth, odd map. Since
Sm−k is (m− k)-dimensional and m− Ij > m− k by assumption, we claim that there must
exist a ±yj ∈ int(Bm−Ij) such that
±yj /∈ P ◦ (h±j )−1 ◦ Φ ◦ σ(Sm−k).
Indeed, (h±j )
−1 is smooth near any point in H±j that is mapped into int(B
m−Ij)×BIj by h±j ,
by property 3 above. The maps P , Φ, and σ are smooth everywhere they are defined. Hence
in the open set of points of Sm−k that are mapped into int(Bm−Ij) by Π := P ◦(h±j )−1◦Φ◦σ,
the map Π is smooth. Since dimSm−k = m − k < m − Ij = dimBm−Ij every point in
Π−1(int(Bm−Ij)) is a critical point of Π. Therefore by Sard’s Theorem, Π◦(Π−1(int(Bm−Ij)))
has Lebesgue measure 0, hence is not all of int(Bm−Ij). This proves the claim.
Hence





















× BIj → ∂Bm−Ij × BIj be a continuous mapping such that ρj is




h±j ◦ ρj ◦ (h±j )−1 ◦ Φ ◦ σ
)
(v) if v ∈ V ±j
(Φ ◦ σ)(v) if v ∈ Sm−k \ ∪lj=1(V +j ∪ V −j ).
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Then σ̃ ∈ Σk and σ̃(Sm−k) ⊆ [Fε ≥ βk(ε)+δ]. Indeed, the image of h±j ◦ρj is in [Fε = βk(ε)+δ],
and Sm−k \∪lj=1(V +j ∪V −j ) is the part of Sm−k which is mapped to [Fε > βk(ε) + δ] by Φ ◦σ.
The existence of such a σ̃ ∈ Σk contradicts the definition of βk(ε). 
Proposition 4. There is a uk ∈ Em such that
1. J(uk) = βk
2. J ′(uk) = 0
3. index0J
′′(uk) ≥ k.
Proof: We first consider the case where βk > 0. Let ε ∈ (0, ε1] be as in proposition 3 and
Fε be the associated approximating Morse function satisfying (ε1)− (ε5). By proposition 3
there exists a uk(ε) ∈ Em such that
Fε(uk(ε)) = βk(ε) > 0
F ′ε(uk(ε)) = 0
indexF ′′ε (uk(ε)) ≥ k
By proposition 2
βk(ε) = Fε(uk(ε))→ βk as ε→ 0
J ′(uk(ε))→ 0 as ε→ 0
||F ′′ε (uk(ε))− J ′′(uk(ε))|| → 0 as ε→ 0
By (PS)m we take a convergent subsequence uk(εi)→ uk as εi → 0. We have that J(uk) = βk
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and J ′(uk) = 0. Let Sym(m) be the space of m × m symmetric matrices. Clearly the
function Sym(m) → N : M 7→ #{non-positive eigenvalues of M} is upper semicontinuous.
Since F ′′εi(uk(εi))→ J
′′(uk) strongly in Sym(m) we deduce
index0J






We now treat the case where βk = 0. By evenness 0 ∈ Em is a critical point with critical
value 0 ∈ R. Therefore it suffices to prove that
index0J
′′(0) ≥ k
For the sake of contradiction suppose that index0J
′′(0) < k. Then in this case J ′′(0) possesses














where e1, ..., em−k+1 are eigenvectors of J
′′(0) with positive eigenvalues. Clearly σε is odd.
Also, for ε > 0 taken sufficiently small, we have that infu∈σε(Sm−k) J(u) > 0, using J(0) = 0
and J ′(0) = 0. But this shows βk > 0, a contradiction. Therefore the proposition is proved
in this case as well. 
Proof of Tanaka’s theorem in finite dimensions: Clearly since βk ≤ bk the above
proposition proves Tanaka’s theorem in the finite dimensional case. 
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2.4 Proof of Tanaka’s theorem in the infinite dimen-
sional case
As was mentioned earlier, the infinite dimensional case of Tanaka’s theorem is proved using
the finite dimensional case by way of a limit argument. Fix k ∈ N and for m > k denote







These values satisfy the properties
(i) bmk is a critical value of J |Em ∈ C2(Em),
(ii) For k fixed, bmk ↘ bk as m→∞.
The first assertion is clear and comes from the fact that bmk is one of the usual symmetric
mountain pass levels of J |Em . To prove the second property note that if n ≤ m then En ⊆ Em
and so Γnk ⊆ Γmk . Thus bmk ≤ bnk . Let Pm : E → Em denote the orthogonal projection onto
Em. Given a g ∈ Γk, Pm ◦ g ∈ Γmk with k < m. Then Pmg(u)→ g(u) uniformly for u ∈ Ek.
Indeed if ||u|| ≥ Rk then Pmg(u) = Pm(u) = u. Next, g({u ∈ Ek; ||u|| ≤ Rk}) is compact
and so we can take a finite ε-net around this set. Then we can choose m0 large enough so
that Pm is the identity on the elements of the net itself, and within ε of the identity on
g({u ∈ Ek; ||u|| ≤ Rk}), for m ≥ m0. So Pmg(u)→ g(u) uniformly. This proves (ii). Now a
lemma:
Lemma 4. Let m ∈ N and u ∈ E be a critical point of J . Then
(i) index0
Em
J ′′(u) ≤ index0J ′′(u)




J ′′(u) := sup{dimW ;W ⊆ Em, J ′′(u)(w,w) ≤ 0 for w ∈ W}




Proof: The first assertion follows immediately from the definitions of index0 and index0
Em
.
To prove the second part we use property (J4) and Proposition 8.2 from [20]. That is, by (J4)
K is a compact map. Hence it’s Frechet derivative at any given point u ∈ E is a compact
linear operator. Therefore there is a compact, self-adjoint operator κu : E → E such that
J ′′(u)(w,w) = 〈w,w〉E + 〈κuw,w〉E
where 〈·, ·〉E denotes the inner product on E. Hence index0J ′′(u) is equal to the number of
non-positive eigenvalues of id + κu. Since κu is a compact, self-adjoint linear operator, any
eigenvalue of id+κu not equal to 1 is of finite multiplicity with the only accumulation point
being 1. This also shows that index0J
′′(u) <∞. Now choose ε ∈ (0,min{λ+1 , 1}) where λ+1
is the first positive eigenvalue of id+ κu. Then index0J
′′(u) = index0(J
′′(u)− ε〈·, ·〉E). 
Proof of Tanaka’s theorem in the infinite dimensional case: By Tanaka’s theorem
in the finite dimensional, there exist umk ∈ Em such that
(i) J(umk ) ∈ [0, bmk ],
(ii) (J |Em)′(umk ) = 0,
(iii) index0
Em
J ′′(umk ) ≥ k.
By (i), (ii) above, and assumption (PS)∗, there is a subsequence u
mi
k → uk strongly in E.
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′′(uk)− ε〈·, ·〉E) (2.27)
Since J ∈ C2 and umik → uk, there is a i0 such that
||J ′′(umik )− J
′′(uk)||B(E) < ε for all i ≥ i0. (2.28)
This implies that
index0(J




′′(uk)− ε〈·, ·, 〉E)
≥ index0J ′′(umik )
≥ index0
Em
J ′′(umik ) using Lemma 4 (i)
≥ k. (2.30)

2To be more explicit for (2.18) we would have
||J ′(uk)|| = sup
v∈E,||v||≤1
|J ′(uk)(v)| ≤ sup
v∈E,||v||≤1
|J ′(uk)(Pmv)|+ |(I − Pm) ◦ J ′(uk)(v)|
= sup
v∈E,||v||≤1
|(I − Pm) ◦ J ′(uk)(v)| ≤ ||(I − Pm) ◦ J ′(uk)|| → 0 as m→∞
Chapter 3
Spectral estimates for Schrödinger
operators
Our main application of Tanaka’s theorem will be to give a lower bound for the minimax
values ck defined in Section 2.1. The precise details will be given in the next chapter. In order
to apply Tanaka’s result in such a way we will find a mechanism by which we can compare the
augmented Morse index of J to the value of J . More precisely, in the notation of Theorem
3 of section 2.2, we need a way to compare index0J
′′(uk) to J(uk). Since k ≤ index0J ′′(uk)
and J(uk) ≤ bk this will give us a comparison between k and bk. In other words, a growth
rate for bk. So what is needed is an upper bound of index0J
′′(uk) by some monotone function
of J(uk).
To motivate the results of this chapter, let us first consider a typical application of the
calculus of variations to PDEs. For boundary value problems of elliptic partial differential
equations, the space we are concerned with is usually a Sobolev space, for example H10 (Ω).
From here on Ω will denote a smooth, bounded region of Rd and d will denote the dimension
35
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of the domain. The functional associated with the variational formulation of the problem is










for u ∈ H10 (Ω). Assuming proper growth restrictions on H, critical points of such a functional
are generalized solutions of the boundary value problem
−∆u = h(u) for x ∈ Ω




h(s)ds. For this example we see that J ′′(u) has the form
J ′′(u)(v, w) =
∫
Ω





′′(u) represents the number of non-positive eigenvalues of the Schrödinger
operator
A := −∆− h′(u).
on L2(Ω). The operator A is defined as the Friedichs operator of the quadratic form J ′′(u).
We will be more precise later. For now, we see from the above example that an upper
bound to index0J
′′(u) is really an upper bound on the number of non-positive eigenvalues of
Schrödinger operators. These are sometimes referred to as the “bound states” in quantum
mechanics. As a more general example consider the unbounded linear operator on L2(Ω)
given by
AV,l,b := (−∆)l + b|x|−2l − V (x), l ∈ N, b ∈ R (3.1)
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where V ≥ 0 is a locally integrable potential function on Ω. For λ ≤ 0 let us denote by
N(λ,AV,l,b) the number of eigenvalues of AV,l,b that are less than or equal to λ, counted
according to multiplicity. If l = 1, b = 0, and d > 2 the CLR inequality, (discovered
independently by Rozenblum, Lieb, and Cwikel [41],[42], [29], [19]) states that if V ∈ Ld/2(Ω)
then
N(0, AV,1,0) ≤ Cd
∫
Ω
V d/2 dx. (3.2)
Actually Rozenblum’s result in [42] is that if d > 2l and V ∈ Ld/2l(Ω) then
N(0, AV,l,0) ≤ Cd,l
∫
Ω
V d/2l dx. (3.3)
The proof is based on an idea of Birman and Solomyak [11], that we elaborate later. By
taking into account Hardy type inequalities, essentially the same proof shows that if d > 2l,
V ∈ Ld/2l(Ω), and b > −((d− 2)...(d− 2l))2/22l then
N(0, AV,l,b) ≤ Cd,l,b
∫
Ω
V d/2l dx, (3.4)
see [12] and [14]. In the above estimates Ω may also be taken to be unbounded. For the
case d < 2l the corresponding spectral inequality is substantially different, but the same
general machinery applies to prove it. See [12] and [14], also. Inequalities (3.2) and (3.3)
were used in [6], [51], [26], [16], and many other papers to prove multiplicity of solutions
to non-symmetric boundary value problems with power type nonlinearities. The inequality
(3.4) can also be used in such a way, to prove infinitely many solutions to a non-symmetric
problem involving a subcritical Hardy potential.
However, the first case that interests us is the borderline case d = 2l. This case was
first attacked using the machinery alluded to above by Solomyak in [45]. The proofs of the
previous inequalities are derived from the Sobolev Embedding inequalities. The case d = 2l
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requires an analogous embedding inequality, but one involving exponential Orlicz norms,
which are more subtle than the Lp norms. Adapting the method to this case was one of the
achievements of [45].
Finally in this introduction, let us summarize the idea of Birman and Solomyak that we’ve
been alluding to. A general outline is as follows. The first step is to begin with a group
of related embedding inequalities. These are then used to prove a theorem on piecewise-
polynomial approximation. This approximation theorem then leads to an eigenvalue estimate
for a compact operator on an appropriate Hilbert space. Finally one relates the eigenvalues
of this operator to non-positive eigenvalues of the Schrödinger operator of interest using the
Birman-Schwinger principle. For the reader who might want to refresh the basic concepts
of operators and quadratic forms on Hilbert spaces, it might be helpful to read Appendix B
on the Birman-Schwinger principle first.
3.1 Solomyak’s theorem on piecewise-polynomial ap-
proximation
We will first consider the operator (3.1), with b = 0 and where Ω ⊂⊂ Rd, is an arbitrary
smooth domain, with d = 2l. We essentially follow the same argument as [45]. First let us
set some notation. In the Hilbert space H l(Ω) = W l,2(Ω) we consider the subspace
H l0(Ω) := the completion of C
∞




||∇(∆ku)||L2(Ω) if l = 2k + 1
(3.5)
and where d = 2l.
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Typically on the space H l0(Ω) one might use the norm ||Dlu||L2(Ω), after taking into
account Poincare’s Inequality for the lower order terms. However, this norm is equivalent
to ||u||Hl0(Ω) on C
∞
0 (Ω) by integration by parts. When convenient, we shall denote the norm
||u||Hl0(Ω) by ||u||. As shorthand on H
l
0(Ω) we also define the lth power of the gradient as
∇lu =

∆ku if l = 2k
∇(∆ku) if l = 2k + 1.
(3.6)
As in [45], the approximation theorem will be proven in a cube. Let Q = (0, 1)d be the
unit cube in Rd and let u ∈ H l(Q) = W l,2(Q). Let ∆ ⊂ Rd be a parallelepiped with edges
parallel to those of Q, and denote
P(l, d) = vector space of all polynomials of degree < l in ∆,
m(l, d) := dimRP(l, d).
That is, we regard P(l, d) as that subspace of of L2(Rd) consisting of functions supported in
∆, and which in ∆ are polynomials of degree less than l. We let Pl,∆ be the corresponding
orthonormal projection onto P(l, d). That is, Pl,∆ is the L2-orthogonal projection of L2(Rd)
onto P(l, d).
Furthermore, let Ξ be a finite covering of Q by parallelepipeds ∆. To any such covering
and any l > 0 we associate an operator of piecewise-polynomial approximation in L2(Rd): For






Note that rank(KΞ,l) ≤ m(l, d) · card(Ξ).
In this section we will need to recall the theory of Orlicz spaces (see [2],[25], [40]). Let B,A
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be a pair of mutually complementary N -functions, and LB(ω), LA(ω) be the corresponding
Orlicz spaces on a set ω ⊂ Rd of finite Lebesgue measure. We are primarily interested in the
pair
A(t) = e|t| − 1− |t|, and B(t) = (|t|+ 1) ln(|t|+ 1)− |t|
Then Solomyak’s main theorem is
Theorem 4 (Solomyak [45]). Let Q = (0, 1)d, V ∈ LB(Q), V ≥ 0. Then for any n ∈ N
there exists a covering Ξ = Ξ(V, n) of Q by parallelepipeds ∆ ⊂ Q such that
card(Ξ) ≤ C1n (3.8)
and for any u ∈ H l(Q), 2l = d we have
∫
Q




where C1, C2 depend only on d.
The proof will use a few lemmas. Let Ω be a set of finite Lebesgue measure. Let A, B
be mutually complementary N -functions, and let LA(Ω), LB(Ω) denote the corresponding





∣∣∣∣; over all v such that ∫
Ω
A(v(x)) dx ≤ 1
}
(3.10)
Unfortunately this norm doesn’t necessarily possess a (super)additivity property common
to the Lp norms, which is crucial to the proof of Theorem 4. Following Solomyak[45], we





∣∣∣∣; over all v such that ∫
Ω
A(v(x)) dx ≤ |Ω|
}
(3.11)
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where |Ω| denotes the Lebesgue measure of Ω. These norms are in fact equivalent (see [25]).























A(g(y)) dy ≤ |ξ(Ω)|
}
= |Dξ|−1|||v|||B,ξ(Ω)
So since |Dξ| = |ξ(Ω)||Ω| we have
Lemma 5. Let ξ be an affine transformation of Rd, v ∈ LB(ξ(Ω)), and u(x) = v(ξ(x)) ∈
LB(Ω). Then
|Ω|−1 |||v ◦ ξ|||B,Ω = |ξ(Ω)|−1 |||v|||B,ξ(Ω). (3.12)
Therefore the norm behaves nicely with respect to affine rescaling. As we mentioned
earlier in this chapter, a proper embedding inequality is needed. Theorem 8.25 of [2] gives
the Sobolev embedding for the critical exponent
Proposition 5. There exists a constant C such that for every u ∈ H l(Ω), 2l = d
||u2||A,Ω ≤ C||u||2Hl(Ω) (3.13)
where A(t) = e|t| − 1− |t|.
Here || · ||Hl(Ω) is the usual norm in W l,2(Ω). Consider the subspace kerPΩ,l ⊂ H l(Ω). On
this subspace the norms ||u||Hl and ||u||Hl0 are equivalent. The proof of this fact is exactly
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for u ∈ kerPΩ,l. To prove Theorem 4 we first need a few lemmas.
Lemma 6. Let ∆ ⊂ Rd be a parallelepiped with edges of lengths l1, ..., ld parallel to the














Proof: First take ∆ = Q. By the Hölder inequality for Orlicz spaces we have
∫
Q








For the general case, let ∆ ⊂ Rd be an arbitrary parallelepiped as in the hypothesis. Let ξ
be an affine transformation of Rd with ξ(Q) = ∆, and let u ∈ H l(∆). Then u ◦ ξ ∈ H l(Q).
By a simple change of variable we have
∫
Q








where one uses the hypothesis that 2l = d. Before we proceed, notice also that P∆,lu = 0
implies that PQ,l(u ◦ ξ) = 0. This is easy to see from the usual integral expressions for the
coefficients of these polynomials (for example, the constant term of P∆,lu would just be the
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average value of u in ∆). Therefore we compute
∫
∆
V (x)|u|2 dx = |∆|
∫
Q





















where we made use of (3.12) in the last line. 
A key step in the proof is a super-additivity property of the Orlicz norm involved. More
precisely, for u ∈ LB(Ω) we consider the set-function
J (ω) = JB,u(ω) := |||u|||B,ω (3.17)
defined for ω ⊆ Ω. Then
Lemma 7. For any ω ⊆ Ω and any finite collection of pairwise disjoint subsets ωj ⊆ ω
∑
j
J (ωj) ≤ J (ω).
Proof: Let fj be a function on ωj such that
∫
ωj
A(fj(x)) dx ≤ |ωj|.
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Notice that ∫
ω






































Which is the required statement. 
We take Ω = Q, and for a fixed u ∈ LB(Q) we consider J = JB,u. For a given x ∈ Q̄
and t > 0 we denote by ∆x(t) the cube in Rd centered at x, with edges of length t. Let
∆̃x(t) := ∆x(t) ∩ Q, and consider the function j(t) := JB,u(∆̃x(t)), t > 0. It is clear from
the definition (or even more so from lemma 7) that for every x ∈ Q̄, j(t) is a non-decreasing
function and j(t) = JB,u(Q) for t ≥ 2.
Lemma 8. j(t) satisfies the following
i) j(0+) = 0
ii) j(t) is continuous for t > 0.
Remark: As will be clear from the proof these properties hold for any N -function B
satisfying the ∆2-condition (see [25], section 4).
Proof: i) This follows from the fact that since B satisfies the ∆2-condition, any element
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u ∈ LB(Q) has an absolutely continuous norm (see [25] Theorem 10.3).
ii) Notice that for given t0, t > 0 the sets ∆̃x(t0) and ∆̃x(t) are both parallelepipeds.





· |||u ◦ ξt0,t|||B,∆̃x(t0). (3.20)
We first assume that u ∈ C(Q̄). In this case u ◦ ξt0,t → u uniformly on ∆̃x(t0) as t → t0.
Therefore we have “convergence in the mean”:
∫
∆̃x(t0)
B(u(ξt0,t(z))− u(z)) dz → 0.
Since B satisfies the ∆2-condition, mean convergence implies convergence in norm:
|||u ◦ ξt0,t − u|||B,∆̃x(t0) → 0 (3.21)
(see [25], Theorem 9.4). However, again since B satisfies the ∆2-condition, C(Q̄) is dense in
LB(Q) (see [2], Theorem 8.20). Therefore by an approximation argument (3.21) remains valid
for all u ∈ LB(Q). It follows by the triangle inequality that |||u◦ξt0,t|||B,∆̃x(t0) → |||u|||B,∆̃x(t0)
as t→ t0. This together with (3.20) show that j(t)→ j(t0) as t→ t0. 
In order to apply these lemmas in the proof of Theorem 4 we will use the Besicovitch
covering lemma. We first define the notion of the “linkage” of a cover Ξ of Q̄ by cubes
∆ ⊆ Rd. Suppose that Ξ can be partitioned into τ subsets Ξ1, . . . ,Ξτ such that for each
k = 1, . . . , τ the set Ξk consists of pairwise-disjoint cubes. The linkage of Ξ is the smallest
τ for which such a partition of Ξ is possible. It is denoted as link(Ξ).
Proposition 6 (Besicovitch Covering Lemma). Assume that for each x ∈ Q̄ = [0, 1]d we
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are given a (nontrivial) closed cube ∆x ⊆ Rd centered at x. Then a finite subset Ξ = {∆xj}
can be chosen in such a way that
i) Q̄ ⊆ ∪j∆xj ,
ii) link(Ξ) ≤ τd, where τd is a constant depending only on the dimension d.
For the proof see [23], Theorem 1.1 or [21], Theorem 18.1c.
Proof of Theorem 4: The proof makes use of the set function JB,V (ω) = |||V |||B,ω.
After normalizing V we can assume that J (Q) = |||V |||B,Q = ||V ||B,Q = 1. We may also
suppose that V (x) ≥ δ > 0 a.e. on Q instead of simply V (x) ≥ 0 by replacing V (x) by
Ṽ (x) = V (x) + δ, proving the theorem first for Ṽ and then letting δ → 0. Then Ṽ → V in
“mean convergence” on Q, and so by the ∆2-condition of B, Ṽ → V in LB(Q).
Therefore, by the previous lemma, we may fix an n ∈ N and for each x ∈ Q̄ we may find
a cube ∆x centered around x such that |||V |||B,∆x∩Q = n−1. By the Besicovitch covering
lemma we may select a covering Ξ of Q̄ consisting of some of these cubes where Ξ = ∪kΞk,




J (∆ ∩Q) ≤ J (Q) = 1.
So
card(Ξ) ≤ link(Ξ) max
k
{card(Ξk)}
≤ link(Ξ) · n
≤ τd · n. (3.22)
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For each cube ∆ ∈ Ξ, let ∆̃ = ∆∩Q. The parallelepipeds ∆̃ are elements of a covering Ξ̃ of






We will show that Ξ̃ is the required covering. Notice first that card(Ξ̃) ≤ τdn, which proves
the first part of the theorem. Let KΞ̃,l be the operator of piecewise-polynomial approximation
given in (3.7). Then
rank(KΞ̃,l) ≤ n ·m(l, d) · τd. (3.23)
















V |u− P∆̃j ,lu|
2 dx (3.24)






























This proves the second part of the theorem and Ξ̃ is the promised covering. 
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3.2 An eigenvalue estimate in the Orlicz setting










As an unbounded quadratic form on L2(Ω), a(u) is symmetric and positive. It is also closed
in L2(Ω). To see this note that if un → u in L2(Ω) and a(um − un) → 0 then {un} is
Cauchy in H l0(Ω), and hence converges to some ū in that space. By the generalized Poincaré
Inequality un → ū in L2(Ω). Thus u = ū a.e. and so u is (representable by) an element of
H l0(Ω) and limn→∞ a(un − u) = 0. On the space L2(Ω) the unbounded operator (−∆)l is
defined as the self-adjoint Friedrichs operator associated to the form a(u). That is,
D((−∆)l) := {u ∈ H l0(Ω) : the linear functional
v 7→
∫
∇lu · ∇lvdx is L2-continuous,
where v ∈ H l0(Ω)}
and
〈(−∆)lf, g〉L2 = a(f, g)
for f ∈ D((−∆)l) and g ∈ H l0(Ω). We can do this since a is closed. See for example section
5.5 in [55].
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Suppose A is a self-adjoint operator on a Hilbert space and that the spectrum of A less
than or equal to λ ∈ R is discrete. Then define N(λ,A) to be the number of eigenvalues of
A less than or equal to λ, counted according to multiplicity. For a compact, non-negative,
symmetric operator T denote by
n(λ, T ) = N(−λ,−T )






where V ∈ LB. If bV is bounded on (H l0(Ω), || · ||Hl0(Ω)), then it generates a bounded, self-
adjoint, non-negative operator on H l0(Ω) - say TV . By definition
u = TV f ⇐⇒ u ∈ H l0(Ω);∫
Ω
∇lu · ∇lwdx =
∫
Ω
V fwdx, ∀w ∈ H l0(Ω)
Theorem 5. Let Ω ⊂ R2l be a bounded region with smooth boundary, and V ∈ LB(Ω).
Then the operator TV is well-defined and compact on H
l
0(Ω), and there exists a constant
C3 = C3(Ω) such that for any λ > 0
n(λ;TV ) ≤ C3||V ||B,Ωλ−1 (3.25)
Proof: Let Q ⊆ R2l be a cube such that Ω̄ ⊆ Q. We can regard Q as a unit cube, after
rescaling. Let W be the function on Q equal to V on Ω and W = 0 on Q \Ω. Note that by
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the Hölder inequality for Orlicz spaces we write
∫
Ω
V · |u|2dx ≤ ||V ||B,Ω · ||u2||A,Ω (3.26)
where the N -function A(t) := e|t| − 1 − |t| is the Young function conjugate to B(t). Now
apply Proposition 5. Since u ∈ H l0(Ω) we can use the norm of H l0(Ω) instead of H l(Ω). We
get ∫
Ω
V · |u|2dx ≤ Cd||V ||B,Ω · ||∇lu||2L2 (3.27)
Thus bV is bounded as a quadratic form on H
l
0(Ω) (as well as on Π ◦H l0(Ω) ⊆ H l0(Q), where
Π is the natural “extension by 0” operator). So TV is bounded on H
l
0(Ω) and
n(λ;TV ) = 0 for λ > Cd||V ||B,Ω (3.28)
Now fix λ ∈ (0, λ0], where λ0 = C2Cl||V ||B,Ω, with C2 coming from Theorem 4, and Cl
coming from
||u||2W l,2 ≤ Cl||u||
2
Hl0
for u ∈ H l0(Ω). Let n be the minimal integer such that nλ > λ0. We apply Theorem 4 for
this particular n and the weight function W . Let Ξ be the covering of Q constructed in
Theorem 4 and K := KΞ,l the corresponding operator (3.7).
For the subspace F := ker(K ◦ Π) of H l0(Ω)
codim F ≤ rank K ≤ m(l, d)C1 · n
For u ∈ H l0(Ω) denote by U := Π(u). Let u ∈ F . Then by Theorem 4 the following inequality














by the choice of n. This is enough to show that TV is compact. For, TV = TV |F +TV |F⊥ and
F⊥ is finite dimensional. The above shows that ||TV |F || ≤ λ. So taking λ→ 0, we see that
TV is the norm limit of TV |F⊥ (defined as TV on F⊥ and 0 on F). So TV is compact and its
spectrum consists of eigenvalues. If {uj} is an eigenvector with eigenvalue λj ≥ λ then










So uj /∈ F by (3.29). Since eigenvectors are orthogonal










, λ ≤ λ0 (3.31)
The required estimate (3.25), with C3 = 2m(l, d)C1 max{ClC2, Cd}, where Cd is given in
(3.28) and Cl is given in the inequality after (3.29), is a consequence of (3.29) and (3.31):
i) If ClC2 ≥ Cd then (3.31) gives the result, since by (3.28) we do not need to look for
eigenvalues λ greater than Cd||V ||B,Ω ≤ ClC2||V ||B,Ω = λ0.
ii) If λ ≤ λ0 = ClC2||V ||B,Ω, again (3.31) gives the result.
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iii) If ClC2||V ||B,Ω < λ ≤ Cd||V ||B,Ω then (3.31) is applied to λ̃ = λClC2Cd and that gives the
result.

Remark: Let us examine the result above a little more thoroughly using the language
of quadratic forms on Hilbert spaces. On the Hilbert space (L2(Ω), 〈·, ·〉L2(Ω)) we consider
the quadratic form a(u) =
∫
Ω
|∇lu|2dx, with the form domain defined as H l0(Ω). Since Ω is
bounded, a(u) is a positive definite form on L2(Ω) by the Poincaré inequality (i.e. ∃γ > 0
such that a(u) ≥ γ||u||L2(Ω)2 for all u ∈ H l0(Ω)). Also, a(u) is a closed quadratic form. There-
fore (H l0(Ω), a(·, ·)) is a Hilbert space, and continuously embeds into (L2(Ω), 〈·, ·〉L2(Ω)). Now
let us consider the operator TV defined above. As an operator on L
2(Ω) it is typically un-
bounded. However as an operator on (H l0(Ω), a(·, ·)) it is compact according to the above
theorem. This implies that the form bV (u) =
∫
Ω
V |u|2dx has a zero-bound relative to a(u)
in L2(Ω). That is, for every ε > 0 there exists a C(ε) such that
bV (u) ≤ εa(u) + C(ε)||u||2L2(Ω).
We will prove this fact in Appendix B.
Also, on L2(Ω) we consider the form




where V ∈ LB, V ≥ 0. Here the form domain is H l0(Ω)∩L2(Ω, V dx). As we saw in the proof
of Theorem 5
||u||2L2(Ω,V dx) ≤ CΩ · a(u)
for u ∈ H l0(Ω). So the domain of aV is really just D(aV ) = H l0(Ω) and H l0(Ω) embeds into
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L2(Ω, V dx). As a matter of fact by the remark following theorem 5, for any ε > 0 there
exists a constant C(ε) such that
||u||2L2(Ω,V dx) ≤ εa(u) + C(ε)||u||2L2(Ω). (3.33)
That is, the quadratic form ∫
Ω
V (x)|u|2dx (3.34)
has “zero bound” relative to the form a(u) in L2(Ω). This implies that aV (u) is semi-bounded
in L2(Ω), i.e. there is a constant C > 0 such that aV (u) ≥ −C||u||2L2(Ω). This is easy to see,
but the details are also given in Appendix B. It also implies that aV (u) is closed in L
2(Ω).
To see this let {un} ⊂ H l0(Ω) be such that un → u in L2(Ω) and aV (un − um) → 0. Then
a(un − um) → 0. So {un} is Cauchy in H l0(Ω), and hence in L2(Ω). Therefore u ∈ H l0(Ω).
So as before we can define the associated self-adjoint Friedrichs operator on L2(Ω):
AV (u) := (−∆)lu− V (x)u.
whose domain is a subset of D((−∆)l).
The Briman-Schwinger Principle
The reference here is section 1 in [14], and the details are found in Appendix B. Let a(u) be a
positive, symmetric, and closed quadratic form in a Hilbert space H with domain D(a) ⊆ H.
Let b(u) be another non-negative, symmetric quadratic form such that
b(u) ≤ C · a(u), u ∈ D(a) (3.35)
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Consider the space D̃(a) - the completion of D(a) in the inner product given by a(·, ·). By
(3.35) b can be extended to all of D̃(a). The extended form defines on D̃(a) a bounded,
self-adjoint, non-negative operator, which we denote by B : (D̃(a), a(·, ·))→ (D̃(a), a(·, ·)).
Proposition 7 (Birman-Schwinger Principle). Suppose (3.35) is satisfied and the operator
B is compact as an operator from (D̃(a), a(·, ·)) to itself. Then for any α > 0 the quadratic
form
aα(u) := a(u)− αb(u), u ∈ D(a)
is semi-bounded from below and closed in H. As usual, this implies that there is a correspond-
ing self-adjoint Friedrichs operator Aαb associated with this form. For Aαb the non-positive
spectrum is finite and satisfies
N(0;Aαb) = n(α
−1;B). (3.36)






V |u|2dx, α = 1,
and B = TV . From the proof of Theorem 5, (3.35) is satisfied. The form a(u) is closed in
L2(Ω) as was noted at the beginning of the section. The precise definition of the operator
(−∆)l − V (x) is that it is the operator Aαb with the above data. We thus obtain
N(0, (−∆)l − V (x)) = n(1, TV ).
So by Theorem 5
N(0, (−∆)l − V (x)) ≤ C3||V ||B,Ω.
That is, we obtain the main result of this section:
Theorem 6. Let B(t) := (|t| + 1) ln(|t| + 1) − |t| be an N-function, and LB(Ω) be the
corresponding Orlicz space. Let V (x) ∈ LB(Ω), and on L2(Ω) consider the unbounded lin-
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ear operator (−∆)l − V (x). Denote by N(0; (−∆)l − V (x)) the number of its non-positive
eigenvalues. Then there exists a constant C = C(l,Ω) such that
N(0; (−∆)l − V (x)) ≤ C||V ||B,Ω
We will not use Theorem 6 but rather a corollary of it. As is well-known in the theory
of Orlicz spaces ||V ||B,Ω ≤
∫
Ω
B(V (x))dx+ 1. See (9.12) in [25].




This generalizes the eigenvalue estimate originally obtained by Sugimura [50].
3.3 An estimate in the radially symmetric case on an
annulus
Here Ω = ARR0 := {x ∈ R
2l : R0 < |x| < R} will denote an annulus, with R0 > 0 and
R < +∞. Sometimes we will denote ARR0 as simply A. We prove the following:
Proposition 8. Let Ω be an annulus of outer radius R < +∞ and inner radius R0 > 0.
Let V (x) = V (|x|). On the space L2r(Ω), of radially symmetric, square integrable functions,
consider the unbounded linear operator (−∆)l − V (x). Denote by N(0; (−∆)l − V (x)) the
number of its non-positive eigenvalues. There exists a constant C = C(l, R0, R) such that
[
N(0; (−∆)l − V (x))










where i = 1/2 when l = 1, and i = 1 when l > 2.
As mentioned earlier, we first need some appropriate inequalities in the radial case to
take the place of the Orlicz-Sobolev inequality of Proposition 3. An important space for this
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section is
Hr := {u ∈ H l0(Ω) : u(x) = u(|x|) a.e. in Ω}.
Lemma 9 below is a generalization of an inequality by Ni, see [34].
Lemma 9. Let u ∈ Hr.
a) If d = 2l = 2 then







for x ∈ Ω = ARR0.
b) If d = 2l > 2 then





for x ∈ Ω = ARR0.
Proof:
a) For simplicity we write u = u(r) as a function of the radial variable. By a density
argument we may assume that u ∈ C∞0 (Ω). For r ∈ [R0, R]
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which is the required result.
b) Again we take u ∈ C∞0 .




















































































which is the required estimate. 
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When proving a radial version of Theorem 4 it is necessary to have at one’s disposal
inequalities of the above type, but without the zero boundary conditions. The key is to find
the appropriate (l−1)th-degree polynomial to subtract from u, so that the remainder can be
controlled by the lth-order derivative of u. It is no surprise that this is the same polynomial
approximation which appears in the radial version of Theorem 4.
Lemma 10. Let u ∈ H l(A), where A = ARR0 is an annulus centered at the origin in R
2l, and
u(x) = u(|x|) a.e in A.
a) If d = 2l = 2 then









for x ∈ A, where ūA is the average value of u in A.














which is a polynomial in r of degree ≤ l − 1 and linear in u. Then
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for x ∈ A = ARR0.
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e−tdt = C0r(r −R0)
≤ C0R(R−R0).



























which is the required result.
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|u(r)− τl(u)(r, |x|)|dx (3.38)
Set v(r) := u(r)− τl(u)(r, |x|). Note that, when keeping |x| fixed, we have
v(n)(r)|r=|x| = 0 for 0 ≤ n ≤ l − 1
where the differentiation is partial differentiation w.r.t. r. We seek to estimate v(r) by
repeatedly applying this property.






































|v(l)(ρl)|dρl · · · dρ1
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2−d|1/2dρl−1 · · · dρ1
after using v(l)(ρl) = ∂
l














2−d|1/2 dρl−1 · · · dρ1dx (3.39)
We seek to estimate the above integral. First, by converting to polar coordinates the integral












0 |1/2dρl−1 · · · dρ1ρd−10 dρ0
We divide the integration by dρ0 into two pieces. One where R0 ≤ ρ0 ≤ r and one where







































0 (ρl−2 − ρ0)dρl−2 · · · dρ1ρd−10 dρ0










































≤ CRd/2+l−1(R−R0) = CRd−1(R−R0) (3.40)
where we have used d = 2l in the final equality.
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Combining 3.39, 3.40, and 3.41 gives











Since A is an annulus, R
d−1(R−R0)
|A| ≤ Cd. So








Which is the required estimate. 
We will apply Lemma 10 to our main region Ω = ARR0 , where R < ∞ and R0 > 0 are
the fixed outer and inner radii of Ω, respectively. Let ũ(x), x ∈ Ω, be as in that lemma. We
have that for r̃ ∈ [R0, R]






















Now consider a change of variable, replacing the domain Ω = ARR0 with a smaller annulus
contained in it, A. It is centered at the origin, with inner radius RA, and outer radius R
A,
R0 ≤ RA < RA ≤ R:
Let r = µr̃+β, where µ := R
A−RA
R−R0 and β :=
R0RA−RRA
RA−RA
. For a radially symmetric ũ ∈ H l(Ω),
let u(r) := ũ(r̃). Define
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Pl,Au(r) := Pl,Ωũ(r̃) (3.45)
Inequality (3.44) becomes











This and inequality (3.46) give
|u(r)− Pl,Au(r)|2 ≤ κ′µ2l−1
∫
A












So finally, inequality (3.47) gives
|u(r)− Pl,Au(r)|2 ≤ κ′′|A|2l−1
∫
A






for all radially symmetric u ∈ H l(A). We will use this result as the basis for establishing a
radial analogue of Theorem (4). Before we proceed with that, we need a lemma on functions
of sets.
Let J be a nonnegative function of half-open annuli A ⊆ Ω (always taken to be centered
at the origin), which is super-additive. That is, if an annulus A is partitioned into finitely
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many annuli {Aj}, then
∑












For a partition Ξ = {Aj} of Ω into (half-open) annuli define
G(J ,Ξ) := max
A∈Ξ
|A|2l−1J (A)
Then by Theorem 1.5 in [12] we have
Lemma 11. For any natural number n there exists a partition Ξ of Ω into (half-open) annuli
such that
card(Ξ) ≤ n and
G(J ,Ξ) ≤ C(l, d)n−2lJ (Ω).
The proof of this lemma is given in Appendix A. Let Ξ be the partition guaranteed by





the operator of of piecewise-polynomial approximation, where Pl,A is given in equation (3.45).
Note that rank(KΞ,l) ≤ l · card(Ξ) ≤ ln.
Theorem 7. With the above notation we have
∫
Ω




where κ = κ(d, l, R0, R)





























|u(x)− Pl,Au(|x|)|2 · J (A)
where we have used
[
1 + log(R/|x|)
]2i ≥ 1 in the last inequality. So by (3.48)
∫
Ω





|∂lru|2dx · |A|2l−1 · J (A)










where we used lemma (11) in the last line. 
On the space Hr = Hr(Ω) endowed with the norm (
∫
Ω






where V (x) is radial and integrable when weighted with the weight [1 + log(R/|x|)]2i. If bV
is bounded on Hr, then it generates a bounded, self-adjoint, non-negative operator on Hr,
which we will denote by TV . By definition, for f ∈ Hr
u = TV f ⇐⇒ u ∈ Hr;∫
Ω
∇lu · ∇lwdx =
∫
Ω
V fwdx, ∀w ∈ Hr
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As before we let
n(λ;TV ) = N(−λ;−TV ) = #{eigenvalues of TV that are ≥ λ}
Theorem 8. Let V (x) and Ω be as above. Then the operator TV is well-defined and compact












Proof: First note that bV is bounded by Lemma 9. We will actually prove an upper
bound for the eigenvalues of TV and use this to derive the estimate for n(λ;TV ). Lemma 9
shows that bV is bounded on Hr, and hence TV is bounded as well. Fix a natural number n.
By Theorem (7) there exists a partition Ξ of Ω into smaller annuli such that card(Ξ) ≤ n
and for any radially symmetric u ∈ H l(Ω) the estimate (3.49) holds. Let F := ker(KΞ,l).
We have
codim(F) = rank(KΞ,l) ≤ ln
For u ∈ F we compute












Where Theorem (7) was applied in the last line. This gives a bound of bV on F , which gives
a bound for TV on F . Thus by taking n→∞ we see that TV is the norm-limit of finite rank
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≤ κn−2l · J (Ω) (3.50)
So by Courant’s Minimax Theorem for general symmetric compact operators we have
λnl+1 ≤ κn−2l · J (Ω)
where λj denotes the j-th eigenvalue of the positive operator TV in Hr. Hence there is a
constant C = C(Ω, l) such that
λn ≤ C(Ω)n−2l · J (Ω), n = 1, 2, . . . (3.51)
To prove the required estimate we proceed as follows
n(λ;TV ) = #{n : λn ≥ λ}
≤ #{n : C(Ω)J (Ω)n−2l ≥ λ}
= #{n : n ≤ C(Ω)1/2lJ (Ω)1/2l · λ−1/2l}
≤ C(Ω)1/2lJ (Ω)1/2l · λ−1/2l
raising both sides to the power 2l gives the result. 
Proof of Proposition 8: To finish the proof of Proposition 8 we again use the Birman-





V |u|2dx, and B = TV to obtain
N(0; (−∆)l − V )2l = n(1;TV )2l ≤ C4J (Ω).
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
3.4 An estimate in the radially symmetric case when
d > 2l
In this section we generalize a result in [9] by using the methods of this chapter. Namely, for
d > 2l, let Ω = BR(0) be the ball in Rd of radius R. With essentially no modification to the
argument, we may consider an annulus with nonzero inner radius centered at the origin, as
well. Denote by L2r(Ω) the set of radially symmetric, square integrable functions on Ω. Let
Hr = Hr(Ω) := {u ∈ H l0(Ω) : u(x) = u(|x|) a.e. in Ω} (3.52)
As usual, this space will be normed by








On the space L2r(Ω) we consider the unbounded linear operator (−∆)l − V (x). The precise
definition is that, as before, it is the Friedrichs operator associated to the quadratic form










just as in (3.32), but acting on L2r(Ω) instead of L
2(Ω). Indeed, assuming appropriate con-
ditions on the potential V (x), we will see below that for any ε > 0 inequality (3.33) holds.
Therefore, as in section (3.2), this shows that aV is semi-bounded and closed on L
2
r. Then
(−∆)l − V (x) is defined as the associated self-adjoint Friedrichs operator on L2r(Ω). The
semi-boundedness and closedness of aV is also needed when we apply the Birman-Schwinger
principle later on.
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Finally let us denote by N(0; (−∆)l−V (x)) the number of non-positive eigenvalues, counted
according to multiplicity, of (−∆)l − V (x) in the space of radial functions Hr(Ω). Then the
main result of this section is
Theorem 9. Let d > 2l, and let V (x) ≥ 0 be a potential such that V (x) = V (|x|) a.e., and
V (x)|x|2l−d ∈ L1(BR(0)). Then there exists a constant Cl,d such that




In order to prove this theorem we need a number of lemmas.
Lemma 12. Let A ⊆ Rd be an annulus or a ball centered at the origin. Let u ∈ Hr(A). If
d > 2l ≥ 2 then
|u(x)| ≤ Cl,d||∂lru||L2(A) · |x|l−d/2
for x ∈ A.
Proof: Let R0 denote the inner radius of A and R denote the outer radius of A. First,
let’s consider the case d > 2l = 2. For simplicity we write u = u(r) as a function of the
radial variable. By a density argument we may assume u ∈ C∞0 (A). For r ∈ [R0, R]































≤ Cd||∂ru||L2(A) · r1−d/2
which proves the lemma in the case l = 1. Now assume d > 2l > 2 and again take u ∈ C∞0 .
Then














































































dρl−1 . . . dρ1


















≤ Cl,d||∂lru||L2(A) · rl−d/2
which is the required result. 
Lemma 13. Let u ∈ H l(A), where A is an annulus or a ball centered at the origin in Rd,
and u(x) = u(|x|) a.e in A.
a) If d > 2l = 2 then
|u(x)− ūA| ≤ Cd||∂ru||L2(A) · |x|1−d/2
for x ∈ A, where ūA is the average value of u in A.














which is a polynomial in r of degree ≤ l − 1 and linear in u. Then
|u(x)− Pl,A(u)(|x|)| ≤ Cd||∂lru||L2(A) · |x|l−d/2
for x ∈ A.
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denotes the positively oriented integration over the interval with
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≤ rd/2(r −R0) + C ′dr1−d/2|A|
≤ Cdr1−d/2|A|
So
|u(r)− ūA| ≤ Cd||∂ru||L2(A)r1−d/2
which is the required result.







Set v(r) := u(r)− τl(u)(r, |x|). Note that for x fixed we have
v(n)(r)|r=|x| = 0 for 0 ≤ n ≤ l − 1
where the differentiation is partial differentiation w.r.t. r. We seek to estimate v(r) by
CHAPTER 3. SPECTRAL ESTIMATES FOR SCHRÖDINGER OPERATORS 76
repeatedly applying this property.






































|v(l)(ρl)|dρl · · · dρ1



























2−d|1/2dρl−1 · · · dρ1
after using v(l)(ρl) = ∂
l














2−d|1/2 dρl−1 · · · dρ1dx (3.54)
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As before the integral on the right hand side is bounded from above by Cl,dr
l−d/2|A|. Hence
|u(r)− Pl,A(u)(r)| ≤ Cl,d||∂lru||L2(A)rl−d/2,
which is the required result. 
Let A be an annulus centered at the origin (or a ball in the case that the inner radius
















a notation we will keep for the rest of this section.
Let Ω̄ = {R0 ≤ |x| ≤ R} be the closure of an annulus (or of a ball if R0 = 0). We
will apply the Besicovitch Covering lemma to coverings of Ω̄ by concentric annuli (or balls)
centered at the origin. We note that such coverings are equivalent to coverings of the interval
[R0, R] by subintervals of R. We proceed as follows:
Given a finite interval [R0, R], let Ξ be a covering of it by finite nontrivial (i.e. non-empty
interior) intervals I ⊆ R. Suppose that Ξ can be split into τ subsets Ξ1, . . . ,Ξτ in such a way
that for each k = 1, . . . , τ the set Ξk contains only pairwise disjoint intervals. The smallest
number τ for which such a partition of Ξ is possible is called the linkage of Ξ, and is denoted
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by link(Ξ).
Proposition 9 (One-Dimensional Besicovitch Covering Lemma). Suppose that for any r ∈
[R0, R] we are given a nontrivial closed interval Ir ⊆ R centered at r. Then a finite subset
Ξ = {Irj} can be chosen so that [R0, R] ⊆ ∪jIrj and link(Ξ) ≤ τ1, where τ1 is an absolute
constant.
As before, we also need to define an operator of piecewise-polynomial approximation. Let
Ξ = {Ij} be a finite covering of the interval [R0, R] by nontrivial intervals. Let Aj = {x ∈
Rd : |x| ∈ Ij}. Let χj denote the characteristic function of Aj \ ∪i<jAi. Let Pl,Aj(u)(|x|) be





Note that rank(KΞ,l) ≤ l · card(Ξ). Then the following theorem on piecewise-polynomial
approximation holds:
Theorem 10. Let d > 2l, and let Ω = {x ∈ Rd : R0 < |x| < R} (or in case R0 = 0,
Ω = BR(0)). Let V ≥ 0 be a potential such that V (x) = V (|x|) a.e. and V (x)|x|2l−d ∈ L1(Ω).
Let u ∈ H l(Ω) with u(x) = u(|x|) a.e. Then for any n ∈ N+ there exists a covering
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By replacing V by V + ε, and letting ε→ 0 later in the proof, we may suppose for now that
V (x) ≥ ε instead of simply V (x) ≥ 0 on Ω̄. Fix an n ∈ N+. For each r ∈ [R0, R] we can find
an interval Ir ⊆ R centered at r such that
J (Ar ∩ Ω) =
J (Ω)
n
where Ar = {x ∈ Rd : |x| ∈ Ir}. This possible is since V (x)|x|2l−d ∈ L1(Ω). Let Ξ be
the covering of [R0, R] by such intervals as selected according to Besicovitch’s lemma. Let











card(Ξ) ≤ n · link(Ξ) ≤ τ1n. (3.57)
The set Ξ̃ := {I ∩ [R0, R] : I ∈ Ξ} constitutes a covering of [R0, R]. The corresponding set
of annuli or balls {Ã = {x ∈ Rd : |x| ∈ Ĩ} : Ĩ ∈ Ξ̃}, constitute a covering of Ω̄.
Let KΞ̃,l be the operator of piecewise-polynomial approximation, described earlier, corre-
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sponding to Ξ̃. Note that with this particular Ξ̃
rank(KΞ̃,l) ≤ τ1l · n.


















































This calculation and (3.57) prove the theorem. 
In order to prove the theorem we return to the case Ω = BR(0). On the space Hr(BR(0))





By Lemma 12 bV is bounded on Hr. Thus it generates a bounded, self-adjoint, non-negative
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operator on Hr, which we will denote by TV . By definition, for f ∈ Hr,
u = TV f ⇐⇒ u ∈ Hr;∫
Ω
∇lu · ∇lwdx =
∫
Ω
V fwdx, ∀w ∈ Hr
As before we let
n(λ;TV ) = N(−λ;−TV ) = #{eigenvalues of TV that are ≥ λ}
Theorem 11. Let V be as above. Then the operator TV is compact on Hr, and there exists
a constant Cl,d such that for any λ > 0




Proof: We will prove an upper bound on the eigenvalues of TV and use this to derive
the required estimate for n(λ;TV ). Fix a natural number n. By theorem 10 there exists a
partition Ξ of [0, R] into subintervals such that card(Ξ) ≤ τ1n, and for radially symmetric
u ∈ H l(BR(0)) the estimate (3.56) holds. Let F := ker(KΞ,l). We have
codim(F) = rank(KΞ,l) ≤ τ1ln.
For u ∈ F we compute











Note that by taking n→∞ we see that TV is the norm limit of finite rank operators, hence













≤ Cl,d · n−1J (BR(0)) (3.58)
We apply Courant’s Minimax Principle, for general positive, symmetric, compact operators.
Since codim(F) ≤ τ1ln and since the eigenvalues of TV are decreasing we have
λτ1ln+1 ≤ Cl,d · n−1J (BR(0)) ∀n ∈ N+,
where λj denotes the j − th eigenvalue of the positive operator TV in Hr. Again since the
eigenvalues of TV are decreasing there is another constant Cl,d such that
λn ≤ Cl,d · n−1J (BR(0)) n ∈ N+. (3.59)
To prove the required estimate we proceed as follows
n(λ;TV ) = #{n : λn ≥ λ}
≤ #{n : Cl,dJ (BR(0))n−1 ≥ λ}








Proof of Theorem 9: To finish the proof we again use the Birman-Swchinger Principle
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B = TV , and α = 1 to obtain
N(0; (−∆)l − V ) = n(1;TV ) ≤ Cl,dJ (BR(0)).

A final, extended remark: As we remarked at the beginning of this section, theorem
9 holds for any finite ball BR(0) ⊂ Rd or any finite annulus A ⊂ Rd centered at the origin.
In particular, the constant Cl,d in Theorem 9 is independent of the inner and outer radii of
the annulus or ball. In this remark we show that, with a modification, the result of Theorem
9 holds if the domain is taken to be all of Rd. The setup is as follows:
Let L2r(Rd) denote the Hilbert space of radially symmetric, square integrable functions on
Rd and
Hr = Hr(Rd) := {u ∈ H l(Rd) : u(x) = u(|x|) a.e. in Rd}. (3.60)
Note that since H l(Rd) = H l0(Rd) this notation is consistent with that of (3.52). Let m > 0








This quadratic form gives a typical inner product and norm on Hr, making it a Hilbert space.






is well-defined and bounded on (Hr, a(·, ·)). This follows from lemma 12, keeping in mind that
the set of smooth, compactly supported, radially symmetric functions is dense in Hr(Rd).
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Thus b(u) defines a bounded, non-negative, symmetric operator on (Hr, a(·, ·)) which we
denote by TV . Let us also define the quadratic form
aV (u) := a(u)− b(u). (3.63)
In order to prove that aV is lower semibounded on L
2
r(Rd) it suffices to show that b(u) has
a zero-bound relative to a(u). That is,
b(u) ≤ εa(u) + C(ε)||u||2L2(Rd), u ∈ Hr
for each ε > 0. To prove this it suffices to prove that TV is a compact operator on (Hr, a(·, ·)),
analogously to what was done in theorem 11. The only special ingredient in the proof of
theorem 11 was the use of theorem 10. Therefore we simply need to extend theorem 10 to
the case where Ω = Rd, which we proceed to do now.





Since V (x)|x|2l−d ∈ L1(Rd) then for a given n ∈ N+ there exists an R = R(V, n) > 0 such





As before, we need to define an operator of piecewise-polynomial approximation. The
idea is that on A0 the approximation is going to be identically 0, and inside the ball of radius
R it will be the same as it was in theorem 10. Let Ξ = {Ij}card(Ξ)j=1 be a finite covering of the
interval [0, R] by nontrivial intervals. Let Aj = {x ∈ Rd : |x| ∈ Ij}, for j ≥ 1. Let χj denote
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j χjPl,Aju(x) if x ∈ Rd \ A0,
0 if x ∈ A0.
Note that rank(KΞ,l) ≤ l · card(Ξ).
Theorem 10′. Let V (x) ≥ 0 be a potential such that V (x) = V (|x|) a.e. and V (x)|x|2l−d ∈
L1(Rd). Let R, and A0 be as above. Let u ∈ Hr(Rd). Then for any n ∈ N+ there exists a























For the integral over the finite ball Rd \A0 we choose the covering Ξ̃ = Ξ̃(V, n) exactly as we
did in theorem 10. Hence the estimate is given by (3.56) with Ω = Rd \ A0. For the other
integral we simply apply lemma 12 and the definition of A0. Notice that in the proof of
lemma 12 we only needed that u and its radial derivatives be 0 on the outer boundary of the
annulus (which in the case of A0 is at infinity), and not necessarily on the inner boundary.















This then allows us to carry out the same exact proof of theorem 11 when the domain
is all of Rd instead of a finite ball. Therefore TV is a compact operator on (Hr, a(·, ·)) and




To reiterate, TV being compact implies that b(u) has a zero-bound relative to a(u), which im-
plies that aV is closed and lower semibounded on L
2
r(Rd). Therefore aV defines an associated
self-adjoint operator:
(−∆)l +m− V.
To finish we apply the Birman-Schinger Principle to the following data: H = L2r(Rd), D(a) =
Hr, a(u) is as in (3.61), b(u) is as in (3.62), B = TV , and α = 1. We get
N(0; (−∆)l +m− V ) = n(1;TV ).
So




which is the analogue to theorem 9 that we were after. With a little more work we can
actually prove the above for m = 0, but this will not be needed.
Appendices to Chapter 3
Appendix A: Proof of Lemma 11
We will follow the argument and notation of [12]. We will prove a result that has lemma 11 as
a special case. To see why this is the case, we note that a partition of an annulus into smaller
concentric annuli equates to a partition of an interval into subintervals. Instead of merely
proving a theorem on the partitions of intervals into subintervals, we will be concerned with
the higher dimensional analogue of partitions of cubes into subcubes with faces parallel to
those of the original cube.
Let Q := [0, 1]N denote the unit cube in RN . Let J be a nonnegative function of half-
open cubes ∆ ⊆ Q which satisfies the following super additivity property: if a cube ∆ is
partitioned into finitely many disjoint cubes ∆j, then
∑
j
J (∆j) ≤ J (∆).
We will denote the set of such functions J as J+. For a given a > 0, a given J ∈ J+, and a
partition Ξ of Q into cubes we define the expression
Ga(J ,Ξ) := max
∆∈Ξ
|∆|aJ (∆).
Theorem A 1. Suppose that J ∈ J+ and a natural number n are given. Then there exists
87
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a partition Ξ of Q into cubes such that card(Ξ) ≤ n and
Ga(J,Ξ) ≤ C0n−(a+1)J (Q) (a > 0)
where the constant C0 = C0(N, a) does not depend on J .
The proof will require a preliminary lemma. First we may normalize so that J (Q) = 1.
Suppose Ξ is a partition of Q into cubes with faces parallel to those of Q. We define a new
partition as follows. Each ∆ ∈ Ξ such that
|∆|aJ (∆) > 2−NaGa(J ,Ξ) (3.65)
is divided into 2N equal cubes. This new partition is called an elementary refinement of Ξ.
Fix an initial partition Ξ0 of Q. We shall construct a sequence of partitions {Ξi} by
induction, choosing each Ξi+1 to be an elementary refinement of Ξi. We denote by ni =
card(Ξi) and δi = Ga(J ,Ξi), i = 0, 1, . . . . The number of cubes ∆ ∈ Ξi which are divided
when constructing Ξi+1 will be denoted by σi. This implies the following identity about the
number of new cubes produced after a refinement:
ni+1 − ni = (2N − 1)σi (3.66)
for i = 0, 1, . . . .
Lemma A 1. For any J ∈ J+ and any initial partition Ξ0 the quantities ni and δi satisfy
the inequality
δi ≤ κ(ni − n0)−(a+1), i = 1, 2, . . . , (3.67)
where
κ = (2N − 1)a+1(1− 2−Na(a+1)−1)−(a+1).
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For the proof of this lemma we need the following two results:





|∆j|aJ (∆j) ≤ 2−Na|∆|aJ (∆).
To see this simply note that
|∆j|aJ (∆j) = 2−Na|∆|aJ (∆j) ≤ 2−Na|∆|aJ (∆).
Lemma A 3. Let σ be a positive natural number. Suppose that the numbers xj, yj > 0,











for some a > 0. Then η ≤ σ−(a+1).
This is not proven in [12], so we give an independent proof. In order to see how this
lemma is true, let us note that it suffices to prove that
min
j
{log(xj) + a log(yj)} ≤ −(a+ 1) log(σ).




































log(xj) + a log(yj) ≤ −(a+ 1) log(σ).
Since the minimum is smaller than the average this implies
min
j
{log(xj) + a log(yj)} ≤ −(a+ 1) log(σ),
and hence the proof of the lemma.
Proof of Lemma A 1: From (3.65) and lemma A 2 it follows that
δi ≤ 2−Naδi−1, i = 1, 2, . . . . (3.68)
Referring to lemma A 3, we set σ = σi, xj = J (∆j) and yj = |∆j|. Using |Q| = 1, J (Q) = 1,
and (3.65) we see that the conditions in Lemma A 3 are satisfied for η = 2−Naδi. Hence
δi ≤ 2Naσ−(a+1)i . (3.69)
Let 0 ≤ p < i. From (3.68) and (3.69) it follows that
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If we sum with respect to p and use 3.66 we find that







< (2N − 1)
(
1− 2−Na(a+1)−1
)−1 · δ−(a+1)−1i .
This inequality is equivalent to (3.67). 
Proof of Theorem A 1: Let Ξ0 be the trivial partition which contains just the cube
∆ = Q. Then n0 = 1 and δ0 = J (Q) = 1. Hence inequality 3.67 takes the form
δi ≤ κ(ni − 1)−(a+1)J (Q)
Then, it follows,
δi ≤ 2a+1κn−(a+1)i J (Q), i = 0, 1, . . . . (3.70)
Now let n be an arbitrary natural number. Choose the integer i for which ni ≤ n < ni+1.
For the partition Ξ corresponding to n choose Ξi. Then card(Ξ) ≤ n. From (3.70) and the
inequality n ≤ 2Nni we obtain
Ga(J ,Ξ) = δi ≤ 2(N+1)(a+1)κn−(a+1)J (Q).
Thus the theorem holds for C0 = 2
(N+1)(a+1)κ. 
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Appendix B: The Birman-Schwinger Principle and its
proof
Let H be a Hilbert space. Let (·, ·) and || · || be the inner product and norm on H. Sometimes
we add a subscript H to these two expressions to emphasize that they are the inner product
or norm on H. For us typically H is L2(Ω) with its usual inner product.
Let a(u, v) be a symmetric sesquilinear form on H, and a(u) := a(u, u) be the associated
quadratic form. We denote by D(a) the form domain of a, that is the set of u ∈ H for which
a(u) is finite. We will always assume that a(u) is lower semibounded on H. That is,
a(u) ≥ ma||u||2, ∀u ∈ D(a), (3.71)
for some ma ∈ R. We will also always assume that a(u) is closed. That is, if {un} ⊆
D(a) is such that un → u in H and a(un − um) → 0 as n,m → ∞ then u ∈ D(a) and
limn→∞ a(un − u) = 0.
In this case it is well-known that a has an associated self-adjoint Friedrichs operator A
which is defined as follows
D(A) = {u ∈ D(a) : the linear functional v 7→ a(u, v) is H-continuous}
and
(Af, g)H = a(f, g) (3.72)
for all f ∈ D(A) and g ∈ D(a). For the details see, for example, section 5.5 of [55].
Since a(u) is closed and lower semibounded, the space D(a) along with the inner product
a(·, ·) + (ma + 1)(·, ·)H, form a Hilbert Space. Also, D(A) is dense in (D(a), a(·, ·) + (ma +
1)(·, ·)H). Later, when we take a(·, ·) to be positive definite in H we will not need the extra
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term (ma + 1)(·, ·)H, which was only included to make the inner product positive definite.




td(EA(t)u, v)H ∀u, v ∈ D(a). (3.73)





, λ ∈ R. (3.74)
Then we have the following result known as Glazman’s lemma
Lemma B 1 (Glazman’s Lemma). Suppose a is a symmetric, lower semibounded, closed
quadratic form onH, with lower semibound ma. Let A be the associated self-adjoint Friedrichs
operator. Then
N(λ;A) = sup{dimF : F ⊆ D(a), and a(u) ≤ λ||u||2H, ∀u ∈ F}.
Proof: Let Hλ := EA[ma, λ]H. Since ma and λ are finite
Hλ ⊆ D(a).




td(EA(t)u, u) ≤ λ(u, u)H.
Thus Hλ is one of the admissible linear subspaces F . Consequently
N(λ;A) = dimHλ ≤ sup{dimF : F ⊆ D(a), and a(u) ≤ λ||u||2H, ∀u ∈ F}.
This proves the proposition in the case dimHλ =∞. Assume dimHλ <∞ and let F ⊆ D(a)
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be a linear subset on which a(u) ≤ λ||u||2, for all u ∈ F .





td(EA(t)u0, u0) > λ(u0, u0)
which is a contradiction. Therefore dimF ≤ dimHλ. 
Suppose that a(u) > 0 for u 6= 0 ∈ D(a). So that in particular ma ≥ 0. Let b(u) be a
non-negative symmetric quadratic form defined on D(a) such that
b(u) ≤ Ca(u), u ∈ D(a). (3.75)
Consider the Hilbert space D̃(a) which is defined as the completion of D(a) in the metric
a(u).
If the form a(u) is positive definite (i.e. ma > 0) then since it is also closed we would have
D(a) = D̃(a). In this case (D(a), a(·, ·)) is a Hilbert space which embeds continuously intoH.
Examples: In the following examples we always assume that Ω is sufficiently smooth.





and we may chose, for example, D(a) = H l0(Ω). If Ω is bounded then the Poincaré inequality
implies that a(u) is positive definite on H = L2(Ω).
2) In the above example take l = 1 and assume Ω is bounded. Instead of H10 (Ω) we can take
D(a) = Ĥ1(Ω) := {u ∈ H1(Ω) :
∫
Ω
udx = 0}. Then by the Poincaré-Wirtinger inequality
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a(u) is positive definite on L2(Ω). The higher order version of this statement is analogous.








with D(a) = H l0(Ω) = H
l(Ω). This form is clearly positive definite in L2(Ω).
4) Let Ω = Rd and a(u) =
∫
Ω
|∇lu|2dx with D(a) = H l0(Ω) = H l(Ω). In this case a(u) is
not positive definite in L2(Ω). Here D̃(a) = Ḣ l(Rd), the homogeneous Sobolev space. This
is not a space of functions, and does not embed into L2(Ω).
For simplicity we will stick to the case where a(u) is positive definite in H. So that
D(a) = D̃(a) is a Hilbert space with the inner product a(·.·), and embeds continuously into
H. By (3.75) the form b(u) is bounded on (D(a), a(·, ·)), and hence defines a bounded, self-
adjoint Friedrichs operator B : (D(a), a(·, ·))→ (D(a), a(·, ·)). To be precise B is defined as
follows: for a fixed u ∈ D(a) let
fu(v) := b(u, v).













where we used (3.75). So fu is bounded in (D(a), a(·, ·)) and hence by the Riesz representation
theorem there is an element βu ∈ D(a) such that
fu(·) = a(βu, ·)
satisfying a(βu) ≤ C2a(u). Thus we defined B : u 7→ βu, which is evidently bounded.
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Lemma B 2. If the operator B defined above is a compact operator from (D(a), a(·, ·)) into
itself, then the form b has a zero bound with respect to a in H. That is, for all ε > 0 there
is a C(ε) > 0 such that
b(u) ≤ εa(u) + C(ε)||u||2H, u ∈ D(a). (3.76)
Proof: Let us denote by || · ||a :=
√
a(·) the norm in (D(a), a(·, ·)). Assume that B is
compact. Let B := {u ∈ D(a) : a(u) ≤ 1} be the unit ball in D(a). Also, let K := B(B),
where the closure is in the topology of D(a). Since B is a compact operator, K is a compact
subset of D(a).




{u ∈ D(a) : ||fi − u||a ≤ ε/2}. (3.77)
Let A denote the Friedrichs operator of a in H. Since D(A) is dense in (D(a), a(·, ·)) we can
assume that fi ∈ D(A) for each i. Let V := 〈{fj}Nj=1〉 and PV be the orthogonal projection
(in a(·, ·)) onto V .
Now let u ∈ B be given. Since I − PV is also a projection we have
||u||a ≤ 1 =⇒ ||(I − PV )u||a ≤ 1,
so that (I − PV )u ∈ B. By (3.77) there exists an fj(u) such that
||B(I − PV )u− fj(u)||a ≤ ε/2.
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So
b(u) = a(Bu, u) = a(BPV u, u) + a(fj(u), u) + a(B(I − PV )u− fj(u), u).
Hence
b(u) ≤ |a(BPV u, u)|+ |a(fj(u), u)|+ ||B(I − PV )u− fj(u)||a · ||u||a
≤ |a(BPV u, u)|+ |a(fj(u), u)|+ ε/2
≤ ||BPV u||a · ||u||a + |(Afj(u), u)H|+ ε/2
≤ ||BPV u||a + sup
j












||BPV u||a ≤ N sup
j
|a(fj, u)| · ||Bfj||a
= N sup
j








Combining this with (3.78) gives
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s2, to the second term on
the RHS above. We get














From now on we will assume that the form b(u) is such that the inequality (3.75) is satisfied
and that the operator B is compact. Let us define on D(a) the form
aα(u) := a(u)− αb(u), u ∈ D(a), α > 0. (3.79)
Crucially this form is lower semibounded on H. To see this we apply Lemma 2. Given ε > 0
that lemma gives
aα(u) = a(u)− αb(u) ≥ (1− εα)a(u)− C(ε)||u||2H.
Choosing ε > 0 sufficiently small gives the required bound
aα(u) ≥ −Cα||u||2H.
This form is also closed in H. Indeed suppose {un}∞n=1 is a sequence in D(a) such that
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un → ū in H, and aα(un − um)→ 0. Then
a(un − um) = aα(un − um) + αb(un − um)
≤ aα(un − um) + εa(un − um) + C(ε)||un − um||2H
Choosing ε = 1/2 gives
1
2
a(un − um) ≤ aα(un − um) + C||un − um||2H.
Therefore a(un − um) → 0. Since we always assume that a is a closed form we have that
ū ∈ D(a) and limn→∞ a(un − ū) = 0. Therefore, limn→∞ aα(un − ū) = 0, showing that aα is
closed in H. Given these two facts we can define the Friedrichs operator Aαb associated to
the form aα. We will apply Glazman’s Lemma to Aαb. First, we can define the number
n(λ;B) := #{eigenvalues of B which are ≥ λ}. (3.80)
This number is finite since B is compact. It corresponds to the dimension of the subspace
of (D(a), a(·, ·)) spanned by those eigenvectors of B whose eigenvalues are ≥ λ. Hence
n(λ;B) = sup{dimF : F ⊆ D(a), b(u) ≥ λa(u), ∀u ∈ F}. (3.81)
In particular, for α > 0
n(α−1;B) = sup{dimF : F ⊆ D(a), b(u) ≥ α−1a(u), ∀u ∈ F}. (3.82)
However, by applying Glazman’s Lemma to the operator Aαb, this number is also equal to
N(0;Aαb) = sup{dimF : F ⊆ D(a), a(u)− αb(u) ≤ 0, ∀u ∈ F}. (3.83)
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Therefore we arrive at
Theorem B 1 (Birman-Schwinger Principle). Suppose the form a(u) is a symmetric,
positive definite, closed quadratic form on the Hilbert space H. Suppose the form b(u) is a
non-negative symmetric quadratic form satisfying (3.75), and is such that the corresponding
operator B : (D(a), a(·, ·))→ (D(a), a(·, ·)) is compact. Then the quadratic form
aα(u) := a(u)− αb(u), u ∈ D(a), α > 0






In this chapter we will apply the machinery of previous chapters to the problem of finding
infinitely many solutions to polyharmonic, semilinear Dirichlet problems. We will consider
six such problems.
Common to the first three is that the order the equations also equals the dimension of
the domain. In the notation below, d = 2l where d is the dimension, and l is the power of the
Laplacian. Related to this fact, they all concern odd nonlinearities of exponential growth.
Like all our applications, they also include perturbations which aren’t odd. First we seek
weak solutions to 








= 0, j = 0, . . . , l − 1
(P)
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where the domain Ω ⊂⊂ R2l has a smooth boundary. Here ϕ ∈ L2(Ω), and g(x, u) is an
odd-in-u, exponential nonlinearity satisfying conditions (g1)-(g5) given below. A typical
example to keep in mind would be g(x, u) = ue|u|
α
, with 0 < α < 1. So if ϕ = 0 the problem
would possess odd symmetry (i.e. u is a solution if and only if −u is a solution). Next in the
case that Ω = ARR0 := {x ∈ R
2l : R0 < |x| < R} is an annulus, with R0 > 0 and R < +∞ we
seek weak, radial solutions to









= 0, j = 0, . . . , l − 1
(R)
where ϕ(x, u) = ϕ(|x|, u) is not odd in u. For the third problem we seek weak, radial
solutions to 








= 0, j = 0, . . . , l − 1
(H)
where BR(0) ⊂ R2l denotes the ball of radius R centered at the origin, and b̄ > 0 is a
constant. Here ϕ(x) = ϕ(|x|), g(x, u) = g(|x|, u), and g satisfies conditions (g1)-(g5) given
below.
(g1) g ∈ C(Ω̄× R,R)
(g2) Given any constant σ > 0, ∃ constant Aσ > 0, such that
|g(x, t)| ≤ Aσeσt
2 ∀(x, t) ∈ Ω̄× R
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(g3) Let G(x, t) :=
∫ t
0
g(x, s)ds. There are constants µ > 0 and r0 ≥ 0 such that
0 < G(x, t) lnG(x, t) ≤ µtg(x, t)
for x ∈ Ω̄, |t| ≥ r0.
(g4) g(x,−t) = −g(x, t) for (x, t) ∈ Ω̄× R
(g5) There exists 0 < α1 ≤ α2 < 1, and A1, A2, B1 such that
A1e
|t|α1 −B1 ≤ G(x, t) ≤ A2e|t|
α2
for (x, t) ∈ Ω̄× R.
Our first result is
Theorem 12. Suppose that g satisfies conditions (g1)-(g5). Then if 2/α2 − 2 > 1/α1,
problem (P) has an unbounded sequence of solutions.
As a prototypical example we may take g(x, u) := ue|u|
α
. Then the above theorem
asserts that for 0 < α < 1/2 problem (P) has an unbounded sequence of solutions. If we





Theorem 13. Suppose that there exists a β ∈ (0, 1) and a C > 0 such that |Φ(x, t)| +
|ϕ(x, t)t| ≤ C(t2et2)β for sufficiently large values of |t|. If 2l > 1
1−β then problem (R) has an
unbounded sequence of radial solutions.
Theorem 14. Let Ω = BR(0), be the open ball centered at the origin with a finite radius
R. Suppose that, in addition to conditions (g1)-(g5), we have g(x, u) = g(|x|, u) and ϕ(x) =
ϕ(|x|). Then if 2/α2−1 > 1/α1, problem (H) has an unbounded sequence of radial solutions.
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In the above problems the perturbation which destroys the symmetry of the problem takes
the form of a function ϕ entering into the equation. This function prevents the equation
from being invariant under the transformation u 7→ −u. However, there are many other
perturbations breaking the symmetry, this being one of the simplest and most natural.
Another very natural perturbation would be to perturb the boundary values, leaving open







, j = 0, . . . , l − 1
be non-zero. To approach this problem one makes the change of variable u = v+ξ. Here ξ is
a specially chosen function, and v is the new unknown, which now has zero boundary values
and hence is a member of the usual Sobolev space. One thinks of ξ as the perturbation from
zero boundary values. This is a much higher level perturbation than the one considered in
the previous problems. It takes place everywhere v is perturbed to v+ ξ, particularily in the
nonlinearity of the equation. The limits of the overall method described in this dissertation
become even more apparent, and one must restrict the growth behavior of the nonlinearity
in the equation even further. In section 4.4, we consider this problem with a power-type
nonlinearity. Finally, in section 4.5, we consider a problem on Rd, instead of on a bounded
region Ω.
4.1 Problem (P), the case of a general, bounded do-
main
4.1.1 The variational setup
Let Ω ⊂⊂ Rd be a smooth domain, where d = 2l. In the Hilbert space L2(Ω) we consider
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the dense subspace
H l0(Ω) := the completion of C
∞




||∇(∆ku)||L2(Ω) if l = 2k + 1.
(4.1)
Typically on the space H l0(Ω) one might use the norm ||Dlu||L2(Ω), after taking into
account Poincare’s Inequality for the lower order terms. However, this norm is equivalent
to ||u||Hl0(Ω) on C
∞
0 (Ω) by integration by parts. When convenient, we shall denote the norm
||u||Hl0(Ω) by ||u||. As a shorthand for members of H
l




∆ku if l = 2k
∇(∆ku) if l = 2k + 1.
(4.2)














This is the functional whose critical points correspond to generalized solutions of the bound-
ary value problem 








= 0, j = 0, . . . , l − 1
(P)
where G(x, u) =
∫ u
0
g(x, s)ds, in the space H l0(Ω). See [22].
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For I1(u) to be well-defined on all of H
l
0(Ω), and for such a variational treatment to be
viable, we must restrict the growth rate with respect to u of the nonlinearity G(x, u). The
maximal growth rate for which such a variational treatment is viable is related to Adam’s
generalization of the Moser-Trudinger inequality. Namely, on the space W
l, d
l

















≤ C|Ω|, if β ≤ β(d, l)
= +∞, if β > β(d, l)
(4.4)
where β(d, l) is given explicitly. For this classic result see [1]. In our case d = 2l, so the
exponent d
d−l equals 2. In this case, β(2l, l) = l!(4π)
l. It follows from the proof of (4.4) that





exists, and is a C1 functional of u. This is not true if eKu
2
is replaced by a function of u
which grows substantially faster (more precisely, by one whose logarithm is super-quadratic).




Conditions (g1)-(g5) imply that I1(u) is a C
1 functional on H l0(Ω). As for the corre-













where θ ∈ [0, 1], and for which I0 is even.
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4.1.2 Bolle’s Requirements
(H1) I satisfies the following analogue of the Palais-Smale Condition: For a sequence
{(θn, un)}n∈N in [0, 1] × E such that ||I ′θn(un)||E∗ → 0 and |Iθn(un)| ≤ C there is a sub-
sequence converging strongly in [0, 1]× E.














where θn → θ0, and
∣∣∣∣ ∫ ∇lun · ∇lv − g(x, un)v − θnϕ(x)v∣∣∣∣ ≤ εn||v||Hl0(Ω) (4.7)
for all v ∈ H l0(Ω), where εn → 0 as n→∞. Choosing v = un in (4.7) and rewriting (4.6) we



















ϕ(x)undx ≤ εn||un||Hl0(Ω) (4.8)









g(x, un)un− µ̄G(x, un)dx+ (1− µ̄)θn
∫
Ω
ϕ(x)undx ≤ C ′+ εn||un|| (4.9)
By assumption (g3)
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∫
Ω







||un||2 ≤ C ′ + εn||un||+ C
∫
|ϕ(x)un|dx
≤ C ′ + εn||un||+ C||un||L2(Ω).
By the generalized Poincaré Inequality, if u ∈ H l0(Ω) then there exists a constant C0 > 0
such that
||u||L2(Ω) ≤ C0||u||Hl0(Ω).





||un||2 ≤ C ′ + C||un||.
Thus
||un|| ≤ K. (4.10)
Having proven the boundedness of Palais-Smale sequences, we will show that they are pre-
compact by proving that I ′θ(u)(·) has the form L(u)(·) +K(u)(·) where L : H l0(Ω)→ H−l(Ω)
is an isomorphism, and K : H l0(Ω) → H−l(Ω) is compact. Although this isn’t entirely
necessary, and a shorter proof which doesn’t rely explicitly on this fact is possible. However,
the fact that I ′θ(u) has this form will be needed later to apply Tanaka’s Theorem, hence we
prove it now. Now
I ′θ0(u)(·) = 〈u, ·〉Hl0(Ω) − 〈g(x, u), ·〉L2(Ω) − θ0〈ϕ(x), ·〉L2(Ω) (4.11)
Clearly L : H l0(Ω) → H−l(Ω) : u 7→ 〈u, ·〉Hl0(Ω) is the Riesz map, hence a Hilbert space iso-
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morphism. Clearly the map K1 : H
l
0(Ω) → H−l(Ω) : u 7→ 〈ϕ(x), ·〉L2(Ω) is compact because
it’s a constant map. To show that K2 : H
l
0(Ω) → H−l(Ω) : u 7→ 〈g(x, u), ·〉L2(Ω) is compact
it suffices to show that if {un} ⊂ H l0(Ω) is bounded then, up to a subsequence, g(x, un)
converges in L2(Ω). Without loss of generality we may assume, after taking a subsequence,
that
||un|| ≤ K
un ⇀ u weakly in H
l
0(Ω)
un → u strongly in Lp(Ω), p ≥ 1
un(x)→ u(x) a.e in Ω
Now since g has subcritical growth in u by (g2), we can find CK > 0 such that







where β(2l, l) = l!(4π)l is the optimal constant in Adam’s inequality. We apply Adam’s
inequality:
























|g(x, un)|2|un|dx ≤ C ′′K
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To obtain the required result we use the following lemma
Lemma 14. Let {un} be a convergent sequence of functions in L2(Ω), with un(x) → u(x)
a.e. Assume that g(x, un) and g(x, u) are also in L
2(Ω) with g(x, t) continuous in t uniformly
in x. If ∫
Ω
|g(x, un)|2|un|dx ≤ C1
then g(x, un) converges in L
2(Ω) to g(x, u).
Proof: Note that since g(x, t) is continuous in t and un(x)→ u(x) a.e. then g(x, un(x))→
g(x, u(x)) a.e. We have that
|g(x, un(x))− g(x, u(x))|2 ≤
[
|g(x, un(x))|+ |g(x, u(x))|
]2
≤ 2|g(x, un(x))|2 + 2|g(x, u(x))|2
If we assume ||g(x, un)||L2 → ||g(x, u)||L2 then
∫
Ω




Also |g(x, un(x))−g(x, u(x))| → 0 a.e. So we can apply the Generalized Lebesgue Dominated
Convergence Theorem and get that
∫
|g(x, un(x))−g(x, u(x))|2dx→ 0, which is the required




|g(x, u)|2dx. Let f(x, t) := g(x, t)2
Since f(x, u(x)) ∈ L1(Ω) it follows that for a given ε > 0 there is a δ > 0 such that
∫
A
f(x, u(x))dx ≤ ε if |A| ≤ δ (4.13)
for all measurable subsets A ⊆ Ω. Next using the fact that u ∈ L1(Ω) we find M1 > 0 such
that
|{x ∈ Ω : |u(x)| ≥M1}| ≤ δ (4.14)
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Let M := max{M1, C1/ε}. We write
∣∣∣∣ ∫ f(x, un(x))dx− ∫ f(x, u(x))dx∣∣∣∣ ≤ I1 + I2 + I3 (4.15)

















f(x, u(x))dx ≤ ε









as n → ∞. Indeed, hn(x) := f(x, un(x))χ|un|<M − f(x, u(x))χ|u|<M tends to 0 a.e. in Ω.
Moreover |hn(x)| ≤ |f(x, u(x))| if |un(x)| ≥M and |hn(x)| ≤ C + f(x, u(x)) if |un(x)| < M .
So I2 → 0 as n→∞ by the Lebesgue Dominated Convergence Theorem. 
Thus I ′ has the stated form and (H1) is satisfied. Indeed





θn(un) + (θn − θ0)〈ϕ(x), ·〉L2
So
L(un) = −K(un) +O(1),










ϕ(x)u(x)dx is bounded in absolute value by ||ϕ||L2(Ω)||u||L2(Ω).
By the Generalized Poincaré inequality this is bounded by Cϕ||u||.
(H3) Determining f1, f2
Lemma 15. There exists a constant C > 0 such that if u ∈ H l0(Ω) is a critical point of Iθ
then ∣∣∣∣ ∂∂θIθ(u)
∣∣∣∣ ≤ C[ ln(|Iθ(u)|+ 1)]1/α1 + C (4.16)
Proof: From (H2) above we have that
∣∣∣∣ ∂∂θIθ(u)
∣∣∣∣ ≤ C||u||L2(Ω).
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We now apply condition (g3). When |u(x)| > r0 we bound
1
2
g(x, u)u−G(x, u) ≥ 1
2µ







G(x, u) ln[G(x, u)]− C
When |u(x)| ≤ r0 the expression 12g(x, u)u − G(x, u) is bounded by a constant since g and








G(x, u) ln[G(x, u)]dx− C||u||L2(Ω) − C




|u|α1e|u|α1dx− C||u||L2(Ω) − C (4.18)
Observe that for α, β > 0 there exists a constant t0 = t0(α, β) such that the function t
βet
α
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Also note that
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So by (4.21) and (4.23)














which proves the lemma. 
Thus we may take
fi(θ, t) = fi(t) = (−1)iC
{[
ln(|t|+ 1)
]1/α1 + 1} (4.25)
(H4) This condition is easily satisfied by assumption (g5), which shows that G(x, u) is
super-quadratic (uniformly in x) and tends to +∞ as |u| → ∞.
4.1.3 The Alleged Upper Bound
As noted earlier, we will operate under the assumption that alternative 2) of Theorem 2
holds for sufficiently large n. That is, for n > n0, it will be assumed that







We will show this implies that cn ≤ An[ln(n)]1/α1 for sufficiently large n, and for some con-
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stant A to be chosen appropriately. Later, we shall derive a contradiction to this estimate,
proving that alternative 1) of Theorem 2 must in fact hold for infinitely many n.
Let γ := 1/α1 and let bn := An[ln(n)]
γ. First we can choose A > 0 so large that cn0 < bn0
where n0 is large and fixed. For n > n0
bn+1 − bn = A(n+ 1)[ln(n+ 1)]γ − An[ln(n)]γ
= A
[
ln(n+ θ)γ + γ ln(n+ θ)γ−1
]
for some θ ∈ [0, 1] by the Mean Value Theorem. Hence














≤ CγK ln(n)γ + CγK ln(A) (4.28)
for n > n0 sufficiently large. So we take A >> 2CγK. Then (4.27) and (4.28) combine to
give







This is the reverse of the inequality satisfied by cn. We already have bn0 ≥ cn0 . Assume that
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bi > ci for i = n0, . . . , n. We will show that bn+1 ≥ cn+1:
bn+1 − cn+1 = bn+1 − bn − (cn+1 − cn) + (bn − cn)



















≥ K ln(bn+1)γ −K ln(cn+1)γ. (4.29)
Assume that bn+1 < cn+1. Then
K ln(bn+1)






> bn+1 − cn+1, (4.30)
where we have used the fact that −Kγ ln(t)
γ−1
t
> −1 for t > bn+1 ≥ bn0 , when n0 is taken to
be sufficiently large. This contradicts (4.29), and so cn+1 ≤ bn+1. Thus by induction cn ≤ bn




]1/α1 for n > n0, (4.31)
when assuming alternative 2) of Theorem 2.
4.1.4 The requirements for applying Tanaka’s theorem
We need to show that we can apply Tanaka’s theorem to our problem. For the moment,
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We already know from the proof of the Palais-Smale condition that I ′0 has the form of
a compact perturbation of a Hilbert Space isomorphism. Actually we will apply Tanaka’s











H(t) = a exp[(t2 + 1)b],
b = α2/2, and where CH := H(0)|Ω| is a constant chosen so that J(0) = 0. By assumption
(g5) we can choose a > 0 so that
G(x, t) ≤ H(t) for (x, t) ∈ Ω̄× R
Thus I0(u) ≥ J(u)− CH .
J(u) has a nonlinearity of subcritical and super-quadratic growth, and so all compact-
ness properties of I0(u) also hold for J(u). In particular J
′ has the form L + K where
L : H l0(Ω)→ H−l(Ω) is an isomorphism, and K : H l0(Ω)→ H−l(Ω) is compact. In addition
we have the following compactness conditions needed in the application of Tanaka’s theorem:
Let {Ej} be the decomposition in equation (2.15).
(PS)m If for some M > 0, {uj} satisfies
uj ∈ Em, J(uj) ≤M ∀j, ||(J |Em)′(uj)||E′m → 0 as j →∞
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then {uj} is precompact.
(PS)∗ If for some M > 0, {uj} satisfies
uj ∈ Ej, J(uj) ≤M ∀j, ||(J |Ej)′(uj)||E′j → 0 as j →∞
then {uj} is precompact.
We will verify (PS)∗. The condition (PS)m follows from the boundedness of such a sequence,
and the Heine-Borel Theorem. (Recall that in the proof of the Palais-Smale condition we
did not need |I0(un)| ≤ C, but only the weaker statement that I0(un) ≤ C to prove that
the sequence was bounded. See equation (4.6’). This proves (PS) and (PS)m.). Let {uj}
be a sequence such that uj ∈ Ej, J(uj) ≤ M , and ||(J |Ej)′(uj)||E′j → 0. Now with u and v
restricted to Ej
(J |Ej)′(u)v = J ′(u)v. (4.33)
As in the verification of (H1) earlier, by taking u = v = uj we see that {uj} is bounded in
E = H l0(Ω). Now
(J |Ej)′(u)v = J ′(u)v = L(u)v +K(u)v, u, v ∈ Ej. (4.34)
Let Lj : Ej → E ′j : Lj(u)v := L(u)v for u, v ∈ Ej. Similarly let
Kj : Ej → E ′j : Kj(u)v := K(u)v for u, v ∈ Ej.
Now
ξj := (J |Ej)′(uj)→ 0,
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and we have
Lj(uj) = ξj −Kj(uj). (4.35)
Extend Kj(uj) and ξj from elements of E
′
j to elements of H




Kj(uj)v if v ∈ Ej




ξjv if v ∈ Ej
0 if v ∈ E⊥j
We claim
L(uj)v = ξ̄jv − K̄j(uj)v, ∀v ∈ E (4.36)
If v ∈ Ej then equation (4.36) is just equation (4.35). If v ∈ E⊥j both sides are 0 since, using
the fact that uj ∈ Ej, we have
L(uj)v = 〈uj, v〉Hl0(Ω) = 0
So we get
L(uj) = ξ̄j − K̄j(uj) (4.37)
as an equation in H−l. So
uj = L
−1[ξ̄j − K̄j(uj)] (4.38)
Clearly ||ξ̄j|| → 0. Let Pj : H l0(Ω)→ H l0(Ω) be the orthogonal projection onto Ej (which is
finite dimensional). Then
K̄j(uj) = K(uj) ◦ Pj
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Since {uj} is bounded and K is a compact operator, we can assume that K(uj)→ η ∈ H−l.
So
||K(uj)Pj − ηPj|| → 0
Hence to show that K̄j(uj) = K(uj)Pj converges it’s sufficient to show that ηPj converges.
By the Riesz representation theorem we can find an e ∈ H l0(Ω) such that η(v) = 〈e, v〉Hl0 for
all v ∈ H l0(Ω). Then











∣∣〈(I − Pj)e, v〉Hl0∣∣
≤ ||(I − Pj)e||Hl0(Ω) → 0 (4.39)
as j →∞. Hence K̄j(uj)→ η as j →∞. Thus we have that uj = L−1[ξ̄j− K̄j(uj)] converge
up to a subsequence. and so (PS)∗ is satisfied.
4.1.5 Applying Tanaka’s Theorem: The lower bound
The goal is to obtain a lower bound for cn that will contradict (4.31). For J(u) define






Since J(u)−CH ≤ I0(u) by construction, we have bn−CH ≤ cn. (Recall that CH = H(0)|Ω|).
So it will suffice to obtain a good lower bound on bn. By Tanaka’s theorem, there exists a
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sequence un such that
i) J(un) ≤ bn
ii) J ′(un) = 0
iii) n ≤ index0J ′′(un)
Where the extended Morse index index0J
′′(u) is the dimension of the maximal, negative
semidefinite subspace corresponding to the form J ′′(u). For simplicity we simply denote un
as u, holding n fixed for the time being. Now




One basis for the maximal negative semidefinite subspace of this bilinear form is the set of
eigenfunctions of (−∆)l −H ′′(u) with non-positive eigenvalues. So
index0J
′′(u) = number of non-positive eigenvalues of (−∆)l −H ′′(u) on L2(Ω),
where eigenvalues are counted according to multiplicity. By applying the corollary to Theo-





B(H ′′(u(x)))dx+ C (4.41)





where we take n sufficiently large. Since Ω is of finite measure, the exact form of H ′′(u)
isn’t important, only that it behaves like (|u|+ 1)2α2−2e(u2+1)b for |u| large. So that for some
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C > 0




















(|u|+ 1)α2e(u2+1)bdx− C (4.42)








We let α2−α2γ = 3α2− 2, so γ = 2/α2− 2. Note that γ > 0 since α2 < 1. From (4.43) and
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Now apply inequality (4.42) by using the sublinearity of κ, inequality (4.45) gives





where we have included the subscript on u. Using the fact that J(un) ≤ bn, and that κ is
eventually increasing we have
n ≤ C · κ[bn] + C (4.46)
Let θ(τ) := τ [ln(τ)]γ, which is increasing and subexponential. Apply θ(·) to both sides of
(4.46)





Now for large τ
θ(κ(τ)) = τ
[




So that for large n
Cθ(n) ≤ bn
i.e.
Cn[ln(n)]γ −H(0)|Ω| ≤ bn −H(0)|Ω| ≤ cn, γ = 2/α2 − 2
If 2/α2 − 2 > 1/α1, as in the hypothesis of Theorem 12, this contradicts (4.31) and proves
that theorem. 
4.2 Problem (R), the radial problem on an annulus
4.2.1 The problem and its variational setup
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Here Ω = ARR0 := {x ∈ R
2l : R0 < |x| < R} will denote an annulus, with R0 > 0 and
R < +∞. We seek multiple radial solutions to the problem









= 0, j = 0, . . . , l − 1
(R)
where ϕ(x, u) = ϕ(|x|, u). The proper space for this problem is
Hr := {u ∈ H l0(Ω) : u(x) = u(|x|) a.e. in Ω}














where Φ(x, u) =
∫ u
0
ϕ(x, t)dt is not even in u. Since ϕ(x, u) is radial in its explicit dependence
on x, critical points of I1, even when restricted to Hr, still correspond to generalized solu-
tions of (R). This can be seen from a simple direct calculation using spherical coordinates1.
Concerning the size of the perturbation, we assume there exists β < 1 and C > 0 such that
|Φ(x, t)|+ |ϕ(x, t)t| ≤ Ct2eβt2 (4.48)
for all x ∈ Ω, and t ∈ R with |t| large. As before, the path of functionals to which we will














1The general principle behind this is called the principle of symmetric criticality, but we do not need this.
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where θ ∈ [0, 1]. More complex paths (dependence on θ) can be considered but they don’t
seem necessary here.
4.2.2 Bolle’s and Tanaka’s requirements
The compactness of Palais-Smale sequences in the space Hr as required by Bolle’s con-
dition (H1) follows as it did for the general case in section 4.1. The proof is exactly the
same with the exception that instead of Adam’s inequality we use Lemma 9. Thus the radial
setting allows us to consider a nonlinearity which was of critical growth in the unrestricted
setting earlier. For the condition (H2) assume |Iθ(u)| ≤ b. In fact, we only need to assume
that Iθ(u) ≤ b:


















dx− C − b
≥ c
∣∣∣∣ ∫ Φ(x, u)dx∣∣∣∣− C = c∣∣∣∣ ∂∂θIθ(u)
∣∣∣∣− C
where c is a small positive constant. We used (4.48) for the second to last inequality. This







(u2 − 1)eu2 + θ
2







where we used (4.48) for the last inequality.Continuing, we next apply Jensen’s inequality
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dx+ C0 by Jensen
≥
∫
|Φ(x, u)|dx by (4.48)
≥




So condition (H3) holds, and the estimator functions are fi(θ, t) =
(−1)iC[|t| + 1]β. So f̄i(t) = C[|t| + 1]β. The condition (H4) follows as before. If we assume
that only the second possibility of Theorem 2 holds for sufficiently large n ∈ N then there is
a K > 0 such that
cn+1 − cn ≤ K(f̄1(cn+1) + f̄2(cn) + 1)
for sufficiently large n. More consicely, by enlarging K if necessary, this means
cn+1 − cn ≤ K((cn+1)β + (cn)β + 1)
for sufficiently large n. Finally, using the fact that β < 1, this implies that for some A > 0
cn ≤ An
1
1−β for n > n0
with n0 sufficiently large. The argument is the same as that used for (4.31).
4.2.3 The lower bound
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As before, the goal is to obtain a lower bound for cn that will contradict the alleged up-
per bound. The requirements in Tanaka’s Theorem are all verified as before, with no new
phenomena appearing. By Tanaka’s theorem there exists a sequence un in the Hilbert space
Hr such that
i) I0(un) ≤ cn
ii) I ′0(un) = 0
iii) n ≤ index0I ′′0 (un)
For simplicity we denote un as u, holding n fixed for the moment. As before,
index0I
′′
0 (u) = number of non-positive eigenvalues of (−∆)l − 2(u2 + 2)eu
2
By applying Proposition 8 we get

























dx− C. Combining this with the previous inequality we obtain
cn ≥ C0n2l
for sufficiently large n. Therefore if 2l > 1
1−β this contradicts the alleged upper bound
cn ≤ An
1
1−β for n > n0
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and proves Theorem 13.
4.3 Problem (H), the radial problem with Hardy po-
tential
Here we consider problem (H). That is we seek weak radial solutions to









= 0, j = 0, . . . , l − 1
(H)
where b̄ > 0, and g and ϕ are radially symmetric in their explicit dependence on x. Notice
that the Hardy exponent is the critical one. That is, the corresponding Hardy inequality in
H l0(BR) doesn’t hold in general. Define the space Cr as the set of u ∈ C∞0 (BR \ {0}) with
u(x) = u(|x|) a.e. Let










Note that Hr ↪→ H l0(BR) continuously, an important fact to keep in mind. We will prove
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on Hr, where G(x, u) =
∫ u
0
g(x, t)dt. Because g and ϕ are radially symmetric in their
explicit dependence on x, the critical points of this functional on Hr are also critical points
on H l0(Br). Hence they are generalized solutions for (H). Since G(x, u) has the same growth
restrictions in this problem as it did in (P) all conditions in Theorem 2 and in Tanaka’s
theorem follow exactly the same reasoning as they did earlier in section 4.1. Since b̄ > 0
Palais-Smale sequences are bounded in the norm of Hr, instead of merely in the norm of
H l0. In any case the argument proceeds as it did in section 4.1 and we need to contradict





]1/α1 for n > n0
with n0 large. In section 4.1 we defined the smoother functional J(u) by equation (4.32),




































|x|2ldx. Since J(u)−CH ≤ I0(u)
by construction, we have bn − CH ≤ cn. So it will suffice to obtain a good lower bound on
bn. By Tanaka’s theorem, there exists a sequence un such that
i) J(un) ≤ bn
ii) J ′(un) = 0
iii) n ≤ index0J ′′(un)
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Therefore
n ≤ index0J ′′(u) = N(0; (−∆)l + b|x|−2l −H ′′(un(x)))
The eigenvalue estimate we apply is the following result from [27]
Lemma 16 (Laptev-Netrusov). Consider the unbounded linear operator H := (−∆)l +
b|x|−2l−V (x) acting on L2(BR), BR the ball of radius R in R2l. Suppose V (x) = V (|x|) ≥ 0
and V (x) ∈ L1(BR). Then
















Since un is a critical point of J the last term in the line above can be controlled by J(un).
Like in the end of section 4.1, this gives
Cn[log(n)]γ ≤ J(un) ≤ bn ≤ cn + CH
for sufficiently large n, where this time γ = 2/α2− 1. Note that CH = H(0)|BR(0)| does not
depend on n. Thus if 1/α1 < 2/α2 − 1 this contradicts the alleged upper bound, and proves
that I1 an unbounded sequence of radial critical points which are generalized solutions of
problem (H).
Remarks: 1) As a side, we note that Hr embeds continuously into C0(BR), and so is a
Hilbert space of continuous functions. Indeed let u ∈ C∞0 (BR(0) \ {0}) be radially symmet-
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When d = 2 we are done after applying the AM-GM inequality. When d > 2 we apply the






























4.4 A radial problem with a power-type nonlinearity
in the case d > 2l
In this section we generalize some of the results of [17] to higher order equations. We use the
same argument as that paper, except we make use of the eigenvalue estimates we developed
in section 3.4. Namely we consider the following problem with non-homogeneous boundary
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data 








= ξj, j = 0, . . . , l − 1.
(Pξ)
Here BR := BR(0) = {x ∈ Rd : |x| < R}, where d > 2l. The boundary values {ξj}l−1j=0 are
constants. The term ϕ(x) = ϕ(|x|) is a member of
L2r(BR) = {g ∈ L2(BR) : g(x) = g(|x|) a.e.},
the space of radially symmetric, square integrable functions. The precise conditions on the
nonlinearity g(x, u) are given below, but briefly it will be odd in u and of power type growth,
such as for example |u|p−2u. And so if ϕ ≡ 0 and ξj = 0 for j = 0, . . . , l − 1 the problem
would possess odd symmetry (i.e. u is a solution iff −u is a solution). The function g is
required to satisfy
(g0) g : B̄R × R→ R is continuous;
(g1) There exist constants A > 0 and 2 < p <
2d
d−2l such that




∀ (x, t) ∈ BR × R;
(g2) There exist constants µ > 2 and t0 ≥ 0 such that if (x, t) ∈ B̄R × R and |t| ≥ t0 then
0 < µG(x, t) ≤ tg(x, t),




(g3) g(x,−t) = −g(x, t) for all (x, t) ∈ BR × R;
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(g4) g(x, t) = g(|x|, t) for all (x, t) ∈ BR × R.
The main results of this section are
Theorem 15 (Non-homogeneous boundary conditions). Let g : B̄R × R→ R satisfy condi-
tions (g0)-(g4). In addition, suppose that for some positive constants Ci it satisfies
C1|t|p−1 − C2 ≤ |g(x, t)| ≤ C3|t|p−1 + C4,
for all (x, t) ∈ BR × R. Then for any radially symmetric ϕ ∈ L2(BR) and ξi ∈ R, i =
0, . . . , l − 1, the problem (Pξ) possesses an unbounded sequence of radial solutions provided
that







In particular, if d ≥ 6l there are infinitely many radial solutions for all exponents in the
subcritical range p ∈ (2, 2d
d−2l).
Theorem 16 (Homogeneous boundary conditions). Let g : B̄R × R→ R satisfy conditions
(g0)-(g4). If ξi = 0 for i = 0, . . . , l − 1 then for any radially symmetric ϕ ∈ L2(BR) the
problem (Pξ) possesses an unbounded sequence of radial solutions provided that










there are infinitely many radial solutions for all exponents in the subcritical range p ∈
(2, 2d
d−2l).
Several steps are required for the proofs. Conditions (g1) and (g2) imply that there exist
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constants Ci such that
C5|t|µ ≤ G(x, t) + C6 ≤
1
µ
tg(x, t) + C7 ≤ C8(|t|p + 1) (4.51)
for all (x, t) ∈ B̄R×R. In order to set up the variational structure we make some reductions.
First we reduce the problem to one with homogeneous boundary conditions as follows: Let
Pl(t) = a0 + a1t+ a2t
2 + · · ·+ al−1tl−1




2 + · · ·+ x2d be the radial
variable in Rd. Consider the function
ξ(x) := Pl(r
2) = a0 + a1r
2 + a2r
4 + · · ·+ al−1r2l−2,
on BR, which satisfies (−∆)lξ = 0. By choosing the coefficients ai appropriately, we may








= ξj j = 0, . . . , l − 1.
Then letting u = v + ξ, we transform the problem Pξ into









= 0, j = 0, . . . , l − 1.
We will find radial solutions of the above problem by looking for critical points of the














defined on the space






At first sight it may seem that for such critical points to correspond to weak solutions of our
PDE problem the function space ought to be H l0(BR). However, because g and ϕ are radially
symmetric in their dependence on x, critical points of I1 on Hr are also critical points of the
same functional on H l0(BR). So we only need to work on Hr, a closed subspace of H
l
0(BR).
By the usual theorems I1 is a C
1-functional on the Hilbert space Hr. To carry out the Bolle









G(x, u+ θξ)dx− θ
∫
BR
ϕudx, θ ∈ [0, 1]. (4.54)
Note that I0 is even and I1 is the functional corresponding to our variational problem. As
before, standard theorems imply that I is C1 on [0, 1]×Hr. In order to verify the conditions
in theorem 2 we first need a technical lemma:
Lemma 17. For all δ ∈ (1/µ, 1/2) there exist constants γ1(δ), γ2(δ) > 0 such that for all
























where Bu := {x ∈ BR : |u(x) + θξ(x)| ≥ t0}, with t0 as in (g2).
Proof: Fix (θ, u) ∈ [0, 1]×Hr and δ ∈ (1/µ, 1/2). Then














Hoping to apply estimates (4.51), we proceed as follows: Fix an s ∈ (1/µ, δ), then
∫
BR
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Therefore by the second inequality in (4.51)
∫
BR


































we consider the set
B̃u :=
{


















∣∣∣∣ ≤ C6. (4.58)














g(x, u+ θξ)(u+ θξ)
[
1− 2θδξ







g(x, u+ θξ)(u+ θξ) + C3
][
1− 2θδξ












where in the last inequality we used the fact that for x ∈ B̃u
g(x, u + θξ)(u + θξ) + C3 ≥ 0, as well as 1 − 2θδξ(δ−s)(u+θξ) ≥ 0. Therefore (4.57), (4.58), and



















∣∣∣∣ ≤ 1− 2δ4 ||u||2Hl0 + C9.










































= Iθ(u)− δI ′θ(u)(u) + C9. (4.61)
This inequality yields (4.55) when taking into account (4.51). It also proves (4.56) after








g(x, u+ θξ)(u+ θξ)dx
∣∣∣∣ ≤ C10.

We can now begin to verify the requirements of Theorem 2.
Lemma 18. If {(θn, un)}∞n=1 ⊂ [0, 1]×Hr is a sequence such that Iθn(un) ≤ C and ||I ′θn(un)||H−l →
0 then {(θn, un)}∞n=1 is precompact.
Proof: By the Heine-Borel theorem we may assume that θn → θ0 after taking a sub-
sequence. Since Hr is a closed subspace of H
l
0(BR), we need only show that the sequence
{un} is precompact in H l0(BR). Inequality (4.55) implies that {un} is bounded in H l0(BR).
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Consider the sequence of maps
[0, 1]×H l0(BR)
i






where Γ(θ, u)(x) = g(x, u(x) + θξ(x)). Since p ≤ 2d
d−2l , the injection
i : [0, 1]×H l0(BR) ↪→ [0, 1]× Lp(BR)
is compact by the Rellich-Kondrachov theorem (and Heine-Borel). In particular, since {un}
is bounded in H l0(BR), we may assume that it converges to some u in L




p−1 (BR) ↪→ H−l(BR) : v 7→ 〈v, ·〉H−l×Hl0
is continuous by the Sobolev inequality. The proof that Γ is continuous follows very similar
lines to the proof of Lemma 14, and is a classical result. See [24]. It is a consequence
of the fact that g(·, ·) is continuous and of sub-critical growth. Therefore the map u 7→
〈g(x, u+ θξ), ·〉H−l×Hl0 is compact and continuous. So
I ′θ(u)(·) = 〈u, ·〉Hl0 − 〈g(x, u+ θξ), ·〉H−l×Hl0 − θ〈ϕ, ·〉L2
is a compact perturbation of the Riez representation map on Hr. For the Palais-Smale
sequence un we write this as
〈un, ·〉Hl0 = I
′
θn(un) + 〈g(x, un + θnξ), ·〉H−l×Hl0 + θn〈ϕ, ·〉L2
= I ′θn(un) + 〈g(x, un + θ0ξ), ·〉H−l×Hl0 + θ0〈ϕ, ·〉L2 + o(1)
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Everything on the right hand side converges strongly in H−l as n → ∞. So 〈un, ·〉Hl0 con-
verves in H−l, and thus un converges strongly in H
l
0(BR). 
Lemma 19. For any b > 0 there exists a constant Cb > 0 such that
|Iθ(u) ≤ b| =⇒
∣∣∣∣ ∂∂θI(θ, u)
∣∣∣∣ ≤ Cb(||I ′θ(u)||H−l + 1)(||u||Hl0 + 1).
Proof: We have∣∣∣∣ ∂∂θI(θ, u)










|g(x, u+ θξ)|dx+ C1||u||Hl0 .
We may assume, without loss of generality, that t0 > 1. Then, with Bu as in Lemma 17∫
BR
|g(x, u+ θξ)|dx ≤
∫
Bu
















g(x, u+ θξ)(u+ θξ)dx+ C5
where the last equality is by (4.51) if C3 is chosen large enough. The proof now follows by
(4.56). 
The next two lemmas are to determine the control functions fi in Bolle’s theorem.
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Lemma 20. Suppose there exist constants Ci such that
C1|t|p−1 − C2 ≤ |g(x, t)| ≤ C3|t|p−1 + C4,
for all (x, t) ∈ BR × R. Then if (θ, u) ∈ [0, 1] × Hr is such that I ′θ(u) = 0, then there is a
constant C > 0 such that ∣∣∣∣ ∂∂θI(θ, u)
∣∣∣∣ ≤ C(Iθ(u)2 + 1) p−12p (4.63)




2p for i = 1, 2 as











Hence ∣∣∣∣ ∂∂θI(θ, u)













Therefore by the Hölder and Young inequalities we have
∣∣∣∣ ∂∂θI(θ, u)
∣∣∣∣ ≤ C4||u+ θξ||p−1Lp + C5.
However, in the present case µ = p in estimate (4.51) and hence also in estimate (4.55).
Therefore, by (4.55)
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since I ′θ(u)(u) = 0. So ∣∣∣∣ ∂∂θI(θ, u)
∣∣∣∣ ≤ C6(Iθ(u)2 + 1) p−12p .

Lemma 21. Suppose ξi = 0 for i = 0, . . . , l− 1, i.e. the problem has homogeneous boundary
conditions. Then if (θ, u) ∈ [0, 1]×Hr is such that I ′θ(u) = 0, then there is a constant C > 0
such that ∣∣∣∣ ∂∂θI(θ, u)
∣∣∣∣ ≤ C(Iθ(u)2 + 1) 12µ . (4.64)




2µ for i = 1, 2 as
the control functions appearing in condition (H3) of theorem 2.
Proof: This time we may take ξ ≡ 0, and so
∂
∂θ







Therefore by Hölder’s inequality
∣∣∣∣ ∂∂θI(θ, u)
∣∣∣∣ ≤ C1||u+ θξ||µ + C2.
This along with estimate (4.55) give
∣∣∣∣ ∂∂θI(θ, u)
∣∣∣∣ ≤ C(Iθ(u)2 + 1) 12µ ,
since I ′θ(u)(u) = 0. 
The last requirement of Bolle’s theorem comes from the super-linear nature of the non-
linearity g. More precisely
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Proof: This follows because by (4.51) there exist positive constants Ci for which
Iθ(u) ≤ C1||u||2Hl0 − C2||u||
µ
µ + C3.
Since µ > 2, and on the finite dimensional subspace W all norms are equivalent, the above
inequality implies the result. 
Proof of Theorem 15: We have shown that the conditions required to apply theorem
2 hold for Iθ(u). In particular, by lemma 20, we have determined the control functions

















Assume that I1(u) does not have a sequence of critical values tending to +∞. By theorem
2 this implies a bound on the symmetric mountain pass levels {ck} of the unperturbed
functional I0(u). More precisely, for k sufficiently large we have
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This implies that ∃C4, k0 > 0 such that for all k ≥ k0
ck ≤ C4kp. (4.66)


























be the symmetric mountain pass levels of J(u). Then
ck ≥ bk − C6.
So it suffices to get a good lower bound on the bk’s in hopes of contradicting (4.66). In
order to apply Tanaka’s theorem (theorem 3) we note that conditions (J1), (J2), and (J3)
of that theorem are clearly satisfied by the functional J(u). Condition (J4), that J ′(u) is
a compact perturbation of the Riesz representation map, follows exactly as it did for Iθ(u).
The fact that J satisfies the compactness condition (PS) follows exactly as in did for Iθ(u)
in lemma 18. For similar reasons J satisfies conditions (PS)m and (PS)∗. Therefore we can
apply theorem 3 to find, for each k ∈ N, a uk ∈ Hr such that
i) J(uk) ≤ bk,
ii) J ′(uk) = 0,




k ≤ N0((−∆)l − C5p(p− 1)|uk|p−2).







































p(2l − 1− α)
2
= d− 1− p(d− 2l)
2
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i.e. if 2 < p < 3. This proves the theorem. 
Proof of Theorem 16: In this case we apply lemma 21 instead of lemma 20. Inequal-
ity (4.65) is replaced by





















i.e. if 2 < p < 2µ. 
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4.5 A problem on Rd, in the case d > 2l
So far we have dealt only with problems on bounded domains. In this section we will use
our eigenvalue estimates to generalize the result of [7] to higher order equations. We are
concerned with finding radial solutions to the problem






u→ 0, as |x| → ∞ j = 0, . . . , l − 1.
(Pun)
where d > 2l, m > 0, 2 < p < 2d
d−2l , and ϕ is radially symmetric. Here we need to take
ϕ ∈ Lp′(Rd) where p′ is the Young’s conjugate of p.
Theorem 17. Let d > 2l, m > 0. Let ϕ be radially symmetric with ϕ ∈ Lp′(Rd), where p′ =
p








In particular, if d ≥ 4l then (Pun) has infinitely many weak, radially symmetric solutions for
all 2 < p < 2d
d−2l in the subcritical range.














defined on the space
Hr := {u ∈ H l(Rd) : u(x) = u(|x|) a.e. in Rd}, (4.72)







Here all integrals will be over Rd unless otherwise indicated. By the well-known theorems
I1 is a C
1 functional on Hr. The fact that ϕ is radially symmetric with respect to x means
that critical points of I1 in Hr are also critical points of the same functional defined on all
of H l(Rd), and so they still correspond to generalized solutions of the PDE. One problem
with working on unbounded domains is that the Rellich-Kondrachov compactness theorem
does not hold. However, as the following lemma shows, the restriction of radial symmetry
corrects this.
Lemma 23. The injection
Hr ↪→ Lp(Rd),
for 2 < p < 2d
d−2l , is compact.
This lemma is classical. It is essentially due to Strauss [47], and P. L. Lions [8].













We first verify the requirements of Theorem 2.
Lemma 24. If {(θn, un)}∞n=1 ⊂ [0, 1]×Hr is a sequence such that Iθn(un) ≤ C and ||I ′θn(un)||H−l →
0 then {(θn, un)}∞n=1 is precompact.
Proof: Let {(θn, un)}∞n=1 be such a sequence. Take C such that Iθn(un) ≤ C and εn → 0
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and so {un} is bounded in Hr. By lemma 23, after taking a subsequence, it converges in
Lp(Rd). So the sequence |un|p−2un converges in L
p
p−1 (Rd). In particular, by considering the
injection of L
p
p−1 (Rd) into H−l(Rd), the sequence |un|p−2un converges in H−l(Rd). Finally,
we may also take {θn} to be converging. Now
I ′θn(un) = 〈un, ·〉Hl − 〈|un|
p−2un, ·〉H−l×Hl − θn〈ϕ, ·〉Lp′×Lp ,
which we may write as
〈un, ·〉Hl = I ′θn(un) + 〈|un|
p−2un, ·〉H−l×Hl + θn〈ϕ, ·〉L2 .
The right hand side converges strongly in H−l(Rd). Therefore un converges strongly in
H l(Rd). This proof also shows that for each θ, I ′θ is a compact perturbation of the Riesz
representation map. 
Lemma 25. For any b > 0 there exists a constant Cb > 0 such that
|Iθ(u) ≤ b| =⇒
∣∣∣∣ ∂∂θI(θ, u)
∣∣∣∣ ≤ Cb(||I ′θ(u)||H−l + 1)(||u||Hl + 1).
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Proof: We have
∣∣∣∣ ∂∂θI(θ, u)
∣∣∣∣ = ∣∣∣∣ ∫ ϕudx∣∣∣∣ ≤ ||ϕ||Lp′ ||u||Lp ≤ c1||u||Hl .

Lemma 26. If (θ, u) ∈ [0, 1] × Hr is such that I ′θ(u) = 0, then there is a constant C > 0
such that ∣∣∣∣ ∂∂θI(θ, u)
∣∣∣∣ ≤ C(Iθ(u)2 + 1) 12p . (4.74)
Proof: We have that
∣∣∣∣ ∂∂θI(θ, u)
∣∣∣∣ = ∣∣∣∣ ∫ ϕudx∣∣∣∣ ≤ ||ϕ||Lp′ ||u||Lp




















≥ c1||u||pLp − C1
Therefore ∣∣∣∣ ∂∂θI(θ, u)
∣∣∣∣ ≤ C(Iθ(u)2 + 1) 12p .

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Proof: By Young’s inequality
Iθ(u) ≤ C1||u||2Hl − C2||u||
p
Lp + C3
and so the result follows since all the norms are equivalent on W , and 2 < p. 
We have shown that the conditions required to apply theorem 2 hold for Iθ(u). In
particular, we have determined the control functions

















Assume that I1(u) does not have a sequence of critical values tending to +∞. By theorem
2 this implies a bound on the symmetric mountain pass levels {ck} of the unperturbed
functional I0(u). More precisely, for k sufficiently large we have
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As before, we will contradict this upper bound by using Tanaka’s theorem (theorem 3) to
derive an adequate lower bound on the ck’s. As before I0 satisfies all of the requirements of
theorem 3. Therefore we can apply theorem 3 to find, for each k ∈ N, a uk ∈ Hr such that
i) I0(uk) ≤ ck,
ii) I ′0(uk) = 0,
iii) index0I
′′
0 (uk) ≥ k.
Therefore
k ≤ N0((−∆)l +mI − C5p(p− 1)|uk|p−2)









So we need to bound ∫ ∞
0
|uk|p−2r2l−1dr
by ck. Using the fact that uk is a critical point, we first note that
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= 2l − 1.
So that
α = d− 1 + (2l − d)p
2
.
Now since p < 2d
d−2l

















For the second part of the integral we proceed as follows. First take β > 0 and q > 2, which
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We need to have −β q
2
< −1 and
(2l − 1 + β) q
q − 2
≤ d− 1.
Before we proceed let us note that these conditions require that q > 2d










< (2l − 1 + β) q
q − 2
≤ d− 1
=⇒ (2l − 1)q + 2 < (d− 1)(q − 2)
=⇒ (2l − 1)q < (d− 1)q − 2d
=⇒ (2l − d)q < −2d
=⇒ q > 2d
d− 2l
.
By the reverse manipulations for any q > 2d




(2l − 1 + β) q
q − 2
≤ d− 1
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from above by ck, or rather by ||uk||Lp(Rd). To do this we will require that
2 ≤ (p− 2)q
q − 2
< p. (4.80)
Since q > 2d








For any such p we may choose q > 2d
d−2l but sufficiently close to
2d
d−2l so that (4.80) is satisfied.











































using q > p, in the special case 2 + 4l
d
< p < 2d




for k sufficiently large, in the case that 2 + 4l
d
< p < 2d
d−2l .
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for k sufficiently large, so long as 2 + 4l
d
< p < 2d
d−2l . However, the estimate (4.83) holds for
any 2 < p < 2d
d−2l . To prove this we need a lemma.
Lemma 28. Let 2 < p ≤ 2 + 4l
d














for all u ∈ Hr.













where s′ = s
s−1 is the Young’s conjugate of s. The result would follow if we can show that
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α > 0 and s > 1 can be chosen so that










To simplify the manipulations let M := d
l
and denote by 2M :=
2d









< (p− α) s
s− 1
























⇐⇒ 2 + 4
M
− p < p− 2
s− 1
< 2M − p.

















remembering to take +∞ instead of 1
2+ 4
M
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and 2p > 4. Therefore α > 0 and s > 1 can be found for which (4.84) and (4.85) hold. Thus
we may take













2 < p ≤ 2 + 4l
d
.
By the previous lemma there is a p̄ ∈ (2 + 4l
d
, 2d












for some positive constants Aε, and Bε. So if we denote by c̄k the symmetric mountain-pass
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levels of J then
ck ≥ c̄k.
By applying the earlier proof to J instead of I0 we have that




for all δ > 0. So (4.83) holds for all 2 < p < 2d












which proves the theorem. 
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