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A B S T R A C T
Over the last decades, several billion Web pages have been made available on the
Web. The growing amount of Web data provides the world’s largest collection of
knowledge.1 Most of this full-text data like blogs, news or encyclopaedic informa-
tion is textual in nature. However, the increasing amount of structured respectively
semantic data2 available on the Web fosters new search paradigms. These novel
paradigms ease the development of natural language interfaces which enable end-
users to easily access and benefit from large amounts of data without the need to
understand the underlying structures or algorithms.
Building a natural language Question Answering (QA) system over heteroge-
neous, Web-based knowledge sources requires various building blocks. These build-
ing components include (a) knowledge extraction approaches over textual data
such as blogs, news, templated websites or product descriptions to capture the
semantics of the content of a document, (b) linguistic parsing modules for natural
language and (c) efficient query execution and ranking functions. However, ex-
isting knowledge extraction building blocks lack comparable evaluation settings,
performance or quality. In this thesis, three main research challenges are identified
and addressed:
1. The ongoing transition from the current Document Web of textual data to the
Web of Data requires scalable and accurate approaches for the extraction of
structured data in Resource Description Framework (RDF) from Web-based
documents. We address this key step for bridging the Semantic Gap, i.e., ex-
tracting RDF from text, with three approaches. First, this thesis presents CE-
TUS, an approach for recognizing entity types in textual documents to popu-
late RDF knowledge bases. Second, we describe the knowledge base-agnostic,
multi-lingual, high-quality and efficient named entity disambiguation frame-
work AGDISTIS. Third, we tackle the scalable extraction of consistent RDF
data from highly templated websites via our framework REX.
2. The need to bridge between the textual Document Web and the structured
data on the Web of Data has led to the development of a considerable number
of annotation tools and frameworks. However, these approaches are currently
hard to compare since the published evaluation results are calculated on
diverse datasets and evaluated based on different measures The resulting
Evaluation Gap is tackled by a novel set of benchmarking corpora as well
as with GERBIL, our evaluation framework for semantic entity annotation.
The rationale behind our framework is to provide developers, end users and
researchers with easy-to-use interfaces that allow for the agile, fine-grained
and uniform evaluation of annotation approaches on multiple datasets.
3. The decentral architecture behind both Webs generated a distributed infor-
mation landscape across data sources with varying structure. Furthermore,
current keyword-based search paradigms contradict the human demand for
expressing information needs in natural language. Especially, complex infor-
mation relationships are often expressed as complex questions by humans.
1 http://www.worldwidewebsize.com/
2 http://stats.lod2.eu/
The author will make use of the we-form as narrative.
v
These observations describe an Information Gap, i.e., the user generated de-
mand for natural language interfaces based on the structured Web of Data
and the Document Web. Thus, we introduce HAWK, a novel natural language
search framework for hybrid QA. Our framework is able to combine struc-
tured and textual data sources to answer complex natural language ques-
tions.
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Part I
I N T R O D U C T I O N
In the first part, we introduce the core topic of this thesis and motivate
its relevance to the research community. That is, we want to tackle three
research challenges to overcome the separation of the Document Web
and the Web of Data to allow users to search both knowledge sources
via asking natural language questions. Furthermore, we introduce the
required preliminaries to comprehend the underlying technologies. At
the end, this part examines the state of the art related to this thesis’
topic. This part covers a wide range of research topics from information
extraction and retrieval, to open-science benchmarking and question
answering.

1I N T R O D U C T I O N
This chapter is partially
based on the author’s
PhD symposium
paper [166] and presents
the overall motivation,
structure and scientific
contribution of this
thesis.
motivation
Since the proposal of hypertext by Tim-Berners Lee to his employer CERN on
March 12, 19891 the World Wide Web has grown to more than one billion Web
pages and still grows.2 With the later proposed Semantic Web vision [13], Lee et
al. suggested an extension of the existing (Document) Web to allow better reuse,
sharing and understanding of data.
Both the Document Web and the Web of Data (which is the current implemen-
tation of the Semantic Web) grow continuously. This is a mixed blessing, as the
two forms of the Web grow concurrently and most commonly contain different
pieces of information. Modern information systems must thus bridge a Semantic
Gap to allow a holistic and unified access to information about a particular infor-
mation independent of the representation of the data. One way to bridge the gap
between the two forms of the Web is the extraction of structured data, i.e., RDF,
from the growing amount of unstructured3 and semi-structured information (e.g.,
tables and XML) on the Document Web.
The dire need for such approaches has led to the development of a multitude of
annotation frameworks and tools. However, most of these approaches are not eval-
uated on the same datasets or using the same measures. The resulting Evaluation
Gap needs to be tackled by a concise evaluation framework to foster fine-grained
and uniform evaluations of annotation tools and frameworks over any Knowledge
Base (KB).
Moreover, with the constant growth of data and the ongoing decentralization
of knowledge, intuitive ways for non-experts to access the generated data are
required. Humans adapted their search behavior to current Web data by access
paradigms such as keyword search so as to retrieve high-quality results. Hence,
most Web users only expect Web documents in return [25]. However, humans think
and most commonly express their information needs in their natural language
rather than using keyword phrases [175]. Answering complex information needs
often requires the combination of knowledge from various, differently structured
data sources. Thus, we observe an Information Gap, i.e., a user-generated demand
for natural language interfaces based on the structured Web of Data and the Docu-
ment Web, between natural-language questions and current keyword-based search
paradigms, which do not make use of the available structured and unstructured
data sources. Question Answering (QA) systems provide an easy and efficient way
to bridge this gap by allowing to query data via natural language, thus reducing
(1) a possible loss of precision and (2) potential loss of time while reformulating
the search intention to transform it into a machine-readable way. Furthermore, QA
systems enable answering natural language queries with concise results instead of
links to verbose Web documents. Additionally, they allow as well as encourage the
1 http://www.w3.org/People/Berners-Lee/Longer.html
2 http://www.internetlivestats.com/total-number-of-websites/
3 Note, that unstructured data stands for any type of textual information like news, blogs or tweets.
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access to and the combination of knowledge from heterogeneous KBs within one
answer.
Consequently, three main research gaps will be considered and addressed in this
work:
1. First, addressing the Semantic Gap between the unstructured Document Web
and the Semantic Gap requires the development of scalable and accurate ap-
proaches for the extraction of structured data in Resource Description Frame-
work (RDF) [107]. This research challenge is addressed by several approaches
within this thesis. This thesis presents CETUS [141], an approach for recog-
nizing entity types to populate RDF KBs. Furthermore, our knowledge base-
agnostic disambiguation framework AGDISTIS [168] can efficiently detect,
i.e., in polynomial run-time, the correct URIs for a given set of named en-
tities. Additionally, we introduce REX [29], a Web-scale framework for RDF
extraction from semi-structured (i.e., templated) websites which makes use
of the semantics of the reference knowledge based to check the extracted
data.
2. The ongoing research on closing the Semantic Gap has already yielded a
large number of annotation tools and frameworks. However, these approaches
are currently still hard to compare since the published evaluation results are
calculated on diverse datasets and evaluated based on different measures.
On the other hand, the issue of comparability of results is not to be regarded
as being intrinsic to the annotation task. Indeed, it is now well established
that scientists spend between 60% and 80% of their time preparing data
for experiments [69; 89; 130]. Data preparation being such a tedious prob-
lem in the annotation domain is mostly due to the different formats of the
gold standards as well as the different data representations across reference
datasets. We tackle the resulting Evaluation Gap—large number of systems,
unavailable datasets and incomparable experiments as well as metrics—in
two ways: First, we introduce a collection of three novel datasets, dubbed
N3, to leverage the possibility of optimizing NER and NED algorithms via
Linked Data (LD) and to ensure a maximal interoperability to overcome the
need for corpus-specific parsers. Second, we present GERBIL [174], an eval-
uation framework for semantic entity annotation. The rationale behind our
framework is to provide developers, end users and researchers with easy-to-
use interfaces that allow for the agile, fine-grained and uniform evaluation
of annotation tools and frameworks on multiple datasets.
3. The decentral architecture behind the Web has led to pieces of information be-
ing distributed across data sources with varying structure. Moreover, the in-
creasing the demand for natural-language interfaces4 as depicted by current
mobile applications requires systems to deeply understand the underlying
user information need. In conclusion, the natural language interface for ask-
ing questions requires a hybrid approach to data usage, i.e., simultaneously
performing a search on full-texts and semantic KBs. To close the Information
Gap, this thesis presents HAWK [172], a novel entity search approach devel-
oped for hybrid QA based on combining structured RDF and unstructured
full-text data sources.
4 http://www.forbes.com/sites/jaysondemers/2015/11/10/the-fundamental-guide-to-seo-in-2016
introduction 5
thesis structure
This thesis is divided into three main parts, i.e., parts two to five. Every part of
the thesis is based on at least one peer-reviewed publication which was mainly
authored by the author of this thesis. The author marked all content which stems
from other works as clearly and thoroughly as possible. However, the author will
swiftly publish an online erratum addressing any mistake or missing references if
any were to be discovered in the work after publication. Each chapter contains a
graffito as well as list with the author’s research contributions with respect to each
presented approach. In the following, we will explain the thesis structure in more
detail.
The aim of the first part is to introduce the problems and the research challenges
of this thesis to the reader. First, we discuss drawbacks and research directions to-
wards a novel hybrid QA system as well as frameworks for extracting semantic
knowledge from non-structured data and benchmarking existing semantic annota-
tion approaches. Second, we introduce the basic standards, technologies and sym-
bols necessary to understand the research problems and solutions as well as the
formal framework used throughout this work. At the end, related publications are
analyzed.
We introduce the solutions we developed to tackle the Semantic, Evaluation
and Information Gaps in parts two, three and four. We present our approaches to
extract RDF data form unstructured and semi-structured sources, as well as datasets
and a benchmark framework to achieve comparable evaluations. Afterwards, we
detail our hybrid QA framework and evaluate it on state-of-the-art benchmarks. In
each chapter, we highlight the scientific contributions of this thesis.
We summarize the presented approaches and contributions to science conclude
in part five. Additionally, we present resulting future research directions. Finally,
part six presents an appendix consisting of a curriculum vitae as well as different
supplementary material to the presented research content of AGDISTIS (Chapter 5)
as well as HAWK (Chapter 9).

2P R E L I M I N A R I E S - A N I N T R O D U C T I O N T O L I N K E D D ATA
This chapter introduces
the basic Linked Data
principles and points
towards advanced
literature. The
foundation for this
chapter is a part [88]
from the book
’Perspectives on
Ontology
Learning’ [101]. The
thesis author co-wrote
(2nd author) and edited
large parts of the
original chapter, aligned
technologies and
examples for a smooth
reading experience,
pointed carefully
towards further
literature and finalized
the overall chapter. The
initial outline was
written by Anja Jentzsch
and Denny Vrandecˇic.
Linked Data is becoming an increasingly popular method to publish data. It is
based on a simple set of rules and a number of widely adopted standards. This
introductory chapter aims at capturing the simplicity of Linked Data, and the con-
cepts behind the related standards. It will help the reader to get familiar with the
basic elements of Linked Data and its related technologies required to understand
this thesis.
Linked Data is a method to publish data on the Web, so that it can be connected
to other datasets and create a Web of Data. Four rules need to be followed in order
to publish data as Linked Data [11]:
1. Use URIs to name things
2. Use HTTP URIs so that they can be looked up
3. On lookup, provide useful information in standard formats
4. Provide links to other things
This preliminary chapter will refer to more comprehensive primers and the tech-
nical specifications in each section, so that the reader interested in more details can
further deepen their knowledge.
Prerequisites for this chapter are merely a basic understanding of how the Web
works. It would be helpful if the reader was exposed to some basic ideas from data
management, data structures, and knowledge representation.
Throughout the chapter we will use the example of writing a calendar applica-
tion. Our app will be able to deal with different time zones: if the user enters a
meeting like "Meeting at 9am in Atlanta" the calendar tool should be able to trans-
late the time to the local time zone, even if the meeting is being entered in Istanbul
and shared with participants in Athens.
The chapter is structured as follows: Section 2.1 explains the connection between
Linked Data and the Semantic Web Vision. Section 2.2 introduces the basic notions
of Resource Description Framework (RDF), especially the idea of an RDF graph and
RDF triples. Section 2.3 describes URIs, the basic building blocks for such triples,
and how they refer to the Web. Section 2.4 then discusses how the Web is used
for the distributed publishing of knowledge using the HTTP standard. Secton 2.5
extends the very simple expressivity of RDF, and discusses how languages like
RDFS, OWL, and RIF are layered on top of it. Section 2.6 introduces SPARQL, a
query language for RDF graphs. In Section 2.7 we then go into more detail about the
question how RDF is and can be serialized. We close in Section 2.8 with a resumé
on the state of Linked Data and an outlook on current developments.
2.1 vision of the semantic web
Linked Data and Semantic Web are sometimes used synonymously, although these
two are rather different concepts.
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The Semantic Web [13] is a movement from the Web of Documents to the Web of
Data. The intention is to develop a Web that enables humans as well as machines
to interact and work on existing data in way that creates an additional value. To
achieve this the data needs to be machine understandable, human manageable,
linkable and storable in a standardized way. It is foreseen that this technology
will foster richer information access methods like Semantic Search or Question
Answering [166]. Linked Data is the materialized implementation of the Seman-
tic Web vision, executed by technologies like RDF, SPARQL, ontologies and many
more described below.
Further readings: To get to know more about the Semantic Web vision we re-
fer to the book [3] or the W3C Semantic Web website at http://www.w3.org/
standards/semanticweb/.
2.2 rdf : the basics
RDF is a standardized model used for representing knowledge on the Web. Know-
ledge representation separates what a system does from what it knows [23], i.e.,
divides the knowledge of a system from its utilization. Decoupling knowledge,
e.g., from a program, has several advantages. For instance, it allows the Know-
ledge Base (KB) to be maintained externally, so that changes in the world may not
even affect the code.
Using the example of a calendar app, we will highlight the practical advantages
of using Linked Data and RDF for writing apps and publishing data in a completely
decoupled manner. In the calendar app, one way to deal with the different time
zones would be to code the information into the program itself. We could simply
have a function that, given a country or city name, returns the offset, implemented
with a lot of switch or if then else statements. Additionally, a change in the
timezone of a country would require rewriting the function and recompiling the
whole application. Instead, we could externalize the knowledge about countries
and cites and their time zones. The application would then load the KB whenever
it is needed, and behave accordingly.
There are many different forms of representing the knowledge . For example, we
could have a database with tables of cities and countries and associated time zones.
We could have comma separated lists of cities for each time zone. Or we could
gather a consortium and define a standard for expressing time zone information,
so that different developers can independently access this knowledge in their apps.
RDF provides a generic, standardized model for representing knowledge. That is,
it can be used in any domain, such as time zones, geographic data, genes, books,
or anything else. Standardized means that RDF has been specified in an explicit,
re-implementable way, so that everyone can create software that can correctly read
and write RDF documents.
The basic components of RDF are triples and graphs. Triples are used to express
the given knowledge. Each triple has three elements: a subject, a predicate, and an
object. In our example, a piece of knowledge could be expressed with the following
triple:
Turkey timezone EET .
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Figure 1: Example of Linked Data used for the calender application.
The subject in this triple is Turkey, the predicate is timezone, and the object EET.
The triple can intuitively be understood as having the same meaning as the English
sentence "Turkey is in the timezone EET.".
A graph consists of a set of triples. The nodes consists of the set of subjects
and objects which are connected with directed edges labeled by the corresponding
property. Subject nodes are also known as entities. The following example graph
is visualized in Figure 1.
Turkey timezone EET .
Greece timezone EET .
Georgia timezone GET .
EET borders GET .
EET offset "2"^^int .
GET offset "4"^^int .
The last two triples in the example graph demonstrate the use of literal values
in the object position: instead of a named node, that refers to an entity, we have
a typed literal value. In this case, the type is int and thus values should be inter-
preted as integers. The types available in RDF include numbers, strings, booleans,
dates, time durations, URIs, XML, and others.
Further readings: To deepen your knowledge w.r.t. the formalisms of RDF you
may read the RDF specification [98], the RDF primer [107] or the specification for
XSD datatype [131]. Relevant concepts we did not introduce are blank nodes, reifi-
cation, named graphs and extensible datatypes cf. [36; 107].
2.3 uris : the words of the language
The major advantage of a graph-based model is its ability to be merged by simply
regarding a merger as a union of the triples in both graphs. Many other models for
knowledge representations, like tables or XML files, do not allow such a generic
merging. But in order to provide a knowledge representation language that allows
these kind of mergers, naming conflicts must be avoided. In contrast to our exam-
10 preliminaries - an introduction to linked data
ple above where Georgia refers to a caucasian country, consider a second KB about
U.S. states:
Georgia timezone EST .
SouthCarolina timezone EST .
EST offset "-5"^^int .
Since both Georgias – the caucasian country and the U.S. state – have the same
name, we are not able to differentiate between them. Georgia now seems to be both
in the timezone GET and EST!
To avoid this situation, all entities in Linked Data have to be referred to by
unique names. To achieve this, the names are given as URIs, most often HTTP
URIs (just like websites). The main advantage of URIs is that anyone can register a
prefix, and then create a set of new names with this prefix. The owner of the prefix
is responsible for the interpretation of the given name. Thus, the country Georgia
could be named http://example.org/countries#Georgia and the U.S. state could
be http://example.org/usstates#Georgia. The basic intuition behind the idea is
that everyone can define their own namespace so that naming conflicts can be
avoided without constant coordination between different parties.
As URIs can be lengthy, often qualified names (or QNames) are used. They have
the form prefix:localName. Prefixes are defined locally to expand to a certain
namespace, e.g., in our example we could define that the prefix us refers to the
namespace http://example.org/usstates#, and thus we could use the qualified
name us:Georgia to refer to the complete URI http://example.org/usstates#
Georgia.
Further readings: For deeper insights, please refer to the specification of URIs [10]
and the URI registration scheme [73]. We did not cover IRIs [54] and other proto-
cols besides HTTP, like FTP [133] or URN [152].
2.4 http : distributed knowledge
The second rule for publishing Linked Data is to use HTTP URIs. HTTP is a widely
implemented protocol, that can be used over Internet for accessing resources with a
given HTTP URI. For example, the above KB could have the name http://example.
org/countries. Now a simple HTTP command like
GET http://example.org/countries
will return the KB (it can be tried by entering the URI in a browser, but it is sug-
gested for later as the result might be confusing at this point).
All RDF entities are identified by URIs, and the third rule of Linked Data de-
mands to return information about the entity identified with a given URI when
the URI is being dereferenced via HTTP. This way, the Web can be used as vast
knowledge space, where everyone can publish their knowledge about a given en-
tity.
Since entities are uniquely identified, we can avoid to publish our own URIs for
existing entities. For example, DBpedia is a widely used resource that publishes
Linked Data based on Wikipedia’s infoboxes [102]. DBpedia offers URIs for all
entities that have a Wikipedia page. For example, Greece’s Wikipedia page is http:
//en.wikipedia.org/wiki/Greece and, based on that, DBpedia defines the URI for
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Greece to be http://dbpedia.org/resource/Greece. When entering the URI into
a browser, the browser redirects the user to a Web page about Greece in DBpedia.
If a Semantic Web application would have asked, DBpedia (prefix dbpedia) would
have returned the RDF data instead.
So we could replace
countries:Greece tz:timezone tz:EET .
with using the DBpedia URI for Greece and get
dbpedia:Greece tz:timezone tz:EET .
Following the second Linked Data rule, we can enhance our knowledge about
Greece: the name of the country in different languages and alphabets, its popula-
tion, the name of the head of state, etc. Thus, our application can use knowledge
from all over the Web.
Instead of simply replacing the URI, in our case we actually state that the URIs
refer to the same entity:
countries:Greece owl:sameAs dbpedia:Greece .
Note, properties can be reused from all over the Web. In this case, we use the
term sameAs from the OWL vocabulary [8] which we will look at in the next section.
One advantage of using the Web as a KB is that much knowledge is already pub-
lished, whereas our knowledge bases had information on some countries. Websites
like LinkedGeoData [155] or DBpedia offer lists of cities, and information about
the countries or states they are located. Regarding cities, the Web already offers
the following pieces of knowledge:
dbpedia:Istanbul dbo:country dbpedia:Turkey .
dbpedia:Athens dbo:country dbpedia:Greece .
dbpedia:Atlanta dbo:isPartOf dbpedia:Georgia_(U.S._state) .
This allows to reuse the knowledge about cities from the Web of Data in a non-
costly manner.
Further readings: For a deeper introduction of the HTTP protocol have a look at
the HTTP specification [60].
2.5 rdfs , owl and others : adding expressivity
So far we have seen that RDF allows us to express semantic knowledge via triples.
A very powerful method is the use of implicit triples by using more expressive
semantics. We have introduced one example already: owl:sameAs states that two
URIs refer to the same entity. That is, anything we say about dbpedia:Greece is also
true about countries:Greece. We learnt that dbpedia:Athens is in dbpedia:Greece,
thus we know that it is also in countries:Greece.
A number of languages are built on top of RDF and extend it with more expres-
sive semantics. We will look at two of them, that are standardized by the W3C:
RDFS and OWL.
RDFS allows us to describe class and property hierarchies. For example, we have
found on the Web cities connected to countries, resp. U.S. states. The connection
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to a country was done by using the property dbo:country and to the state by
dbo:isPartOf. Now, we can also define that everything that is connected via the
former should also be connected through the latter. With RDFS, it is expressed by:
dbo:country rdfs:subPropertyOf dbo:isPartOf .
Now a reasoner that follows the RDFS semantics can infer that
dbpedia:Istanbul dbo:isPartOf dbpedia:Turkey .
is true, even though it had never been stated explicitly.
OWL is much more expressive regarding the description of classes and proper-
ties. For example, we can state that every city has to be in exactly one time zone or
that no entity can be both a U.S. state and a country, which could have helped to
discover the error with the two Georgias automatically.
Since RDF allows only triples, more complex statements need to be dissolved
into triples. The statement "Every city is in exactly one time zone." translates in RDF
to the following four triples:
x:statement1 rdf:type owl:Restriction .
x:statement1 owl:onProperty tz:timezone .
x:statement1 owl:qualifiedCardinality "1"^^xsd:nonNegativeInteger .
x:statement1 owl:onClass dbo:City .
Although this might seem a bit daunting, in reality these kind of triples are
hidden either by more high-level syntaxes (see Section 2.7) or query tools (see
Section 2.6).
RDFS and OWL can be used together theoretically. However, it depends on the
used tools if a given semantics is understood: some reasoners support parts of
OWL (so called fragments), some support only RDFS and a very few claim to
support interesting combinations of all three languages (including the RIF Rule
language), and sometimes beyond.
Further readings: Full formalism can be found in the specifications for RDFS [24],
OWL [8], and RIF [20]. We point to the DL Handbook as an entry point into this
topic [7]. We also did not mention the different fragments of OWL, RIF, and the
differences between OWL and OWL2, which can all be found in detail in the re-
spective standards. Besides the languages presented here, other languages like
SKOS [115] or WSML [99] exist, that can define other semantics.
2.6 sparql : querying rdf
So far, we have described how to express knowledge: simple facts (with RDF) and
more expressive statements that enrich the KB (in the previous section). SPARQL
provides a structured query language for RDF knowledge bases.
For example, assume that all the triples mentioned so far are in one graph that
can be queried via SPARQL. Assume also that the system providing the SPARQL
endpoint interprets the semantics of RDFS, OWL, and RIF. Now we can retrieve
the time offset for Athens as follows:
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SELECT ?offset WHERE {
dbpedia:Athens tz:timezone ?tz .
?tz tz:offset ?offset .
}
The system will return as a result the integer 2. The web provides us with the
data that Athens is a city located in the country Greece. Due to the OWL sub-
property triple, we also know that to be in a country means to be part of it. Because
of the RIF rule, we can infer that if something is part of something else, it also has
the same timezone. Based on this, the following two triples, the first one implicitly,
the second given explicitly, are in our KB:
dbpedia:Athens tz:timezone tz:EET .
tz:EET tz:offset "2"^^xsd:int .
A SPARQL query describes a triple pattern (similar to the one in the if -part
of RIF), where symbols with a leading question mark are variables. A SPARQL
processor now tries to find values for the variables, so that the whole SPARQL
pattern can be fulfilled by the KB. The SPARQL processors then returns a list of
all possible answers for the selected variables, i.e., in this case for all values that
?offset can have so that the SPARQL query pattern matches in the KB. That is, all
variables following the introductory SELECT keyword, in this case ?offset.
Given our query pattern, the two triples above are the only match in our KB,
and thus the result, "2"^^xsd:int will be returned as the only possible value for
?offset.
SPARQL can be regarded as the main interface for machines to access knowledge
on the Web of Data. The usual workflow to query Linked Data is to find and
gather trustworthy data from the Web, include some knowledge created for the
task or tying together the data from the Web, put it all in one KB, and then use
SPARQL to get answers to the queries of interest to the given task. Currently, we
observe an upcoming trend of natural language interfaces to provide also laymen
the possibility to access the Web of Data without knowing any of the underlying
systems, see https://www.w3.org/community/nli/.
Further readings: To find out more about SPARQL look at the specification for
SPARQL [75]. We did not discuss that SPARQL is not only a query language but
also a protocol of how to acccess SPARQL endpoints. We also did not discuss
other types of queries: DESCRIBE, ASK, and CONSTRUCT, nor the powerful features of
SPARQL to count, do math, regular expressions, named graphs, etc.
2.7 serializations of rdf
What is a serialization? In order to provide RDF graphs through the Web, we need
to serialize them in a sequence of tokens. Throughout this chapter, we have used
a slightly simplified, triple-based serialization, N3 [12]. N3 has the advantage, that
the triple structure of the graph can be easily inferred. Although, it is widely used,
it has the disadvantage of not being standard.
There are a number of serializations of RDF around, mostly due to the fact
that the originally standardized serialization in RDF/XML is considered to be
not very convenient. Soon, further syntaxes were created, some of them also in
XML (like TriX [35]) or in even novel formats like N3 and its constrained version
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N-Triples [71]. Expressions in other languages like OWL and RIF are often hard
to translate to RDF (as shown in Section 2.5), and thus introduced serializations
of their own, like the OWL Functional Syntax [120], the OWL XML presentation
syntax (a serialization of OWL directly in XML, instead of going through RDF [87]),
the RIF syntaxes [20], etc. Lately, JSON-LD became a more prominent serialization
format on the Web, and standards to represent the RDF data model in JSON are
being worked on [154].
Further readings: If you want to find more serializations have a look at the
specifications of RDFa [1], RDF in JSON [154], and RDF/XML [9]. Also relevant is
the ongoing conversation between the communities supporting Microformats [14],
Microdata [142], and RDFa.
2.8 conclusions and outlook
RDF is increasingly becoming the standard way to share data on the Web, espe-
cially in embedded-HTML formats1. Using and publishing RDF is not an academic
privilege anymore. The flexibility and extensibility of RDF, along with the possibil-
ity to merge arbitrary RDF graphs, gives it a unique advantage compared to other
wide spread data models. The plurality of serializations, especially the ill-received
standard RDF/XML-serialization, a over-emphasized focus on OWL, and the de-
layed availability of SPARQL hindered the early growth of RDF. Meanwhile, simple
standards, like Microformats and JSON-LD, have received considerable uptake.
The advantages and the availability of Linked Data standards are being in-
creasingly recognized. Instead of introducing hundreds of APIs and heteroge-
neous formats, one common data model and query language can substantially
decrease costs of data integration and data reuse. Thus, recent approaches such
as Triplify [6], D2R [16] and SPARQLMap [159] try to built a RDF layer on top of
heterogeneous data sources.
End user interfaces to the Web of Data are still limited. However, the uptake
of Linked Data and its combination with novel, powerful natural language tech-
nologies – like hybrid question answering, c.f. Part iv – allows the implementa-
tion of end user interfaces without the need to know the underlying standards or
mechanisms. Thus, laymen and professional users can benefit from the wealth of
knowledge rising from the Semantic Web implementation.
Still several practical issues remain unresolved:
• The multitude of serialization formats in practical use combined with the lack
of standard formats besides RDF/XML hampers teaching about RDF and its
uptake.
• For a number of wide-spread use cases, no standards or widely accepted
practices exists: how to express numbers with units, especially imperial units?
How to express data that was valid at a given point in time?
• The semantics can break down under inconsistencies. There is currently no
accepted way to deal with diversity in knowledge bases, even though this
will play a crucial role on the Web. This ties in with questions of trust that
have not yet been sufficiently tackled: given diverse data about an entity,
maybe even contradictions, how to choose which sources to trust?
1 https://www.similartech.com/categories/schema
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The Web of Data, as part of the Web, is getting increasingly tangled with all
aspects of our lives. The growing number of intelligent apps and devices in our en-
vironment will have an ever-growing need to communicate with each other. Imag-
ining a future where our calendar app can support the flight finder app by restrict-
ing the departure and arrival times based on our agenda and the locations of our
meetings and the airport, has become much easier today than it used to be only a
few years ago. Such a future is much easier to achieve when the applications and
devices can all communicate in the same common and standard data model, and
using the same interfaces.

3R E L AT E D W O R K
This chapter introduces
the state of the art in the
research areas related to
this thesis. This overview
is based on the thesis
author’s publications
[29; 85; 88; 139; 140;
141; 166; 167; 170; 168;
169; 171; 172; 173; 174].
Especially, the QA
survey [85] was
co-authored by the
author of this thesis.
In this chapter, we give an overview of related research required to bridge the
Semantic Gap, i.e., the areas of Resource Description Framework (RDF) type anno-
tation, Named Entity Disambiguation (NED) and extraction of semantic data from
templated websites, as well as the Evaluation Gap and the Information Gap.
3.1 semantic gap - rdf extraction
3.1.1 RDF Type Annotation
In 2015, the Open Knowledge Extraction Challenge had its first installation at the
Extended Semantic Web Conference [127]. As part of this challenge, the goal of
the second task was to identify entity types (rdf:type information) given an entity
included in a given text and to link this type to a Knowledge Base (KB), i.e., to the
subset of the DOLCE+DnS Ultra Lite ontology classes1.
The winner of the challenge was CETUS [141], a pattern-based approach in-
spired by Hearst Patterns [76], presented in Chapter 4. The foretold Hearst Patterns
match text parts describing hyponym relations between two nouns. In contrast to
CETUS’ patterns, the Hearst Patterns have been extracted from a large corpus us-
ing a bootstrapping approach. As described in Section 4.1, our patterns are defined
for matching text parts describing the type relation of a given entity and have been
created manually during an iterative, incremental process.
Another approach is FRED [44], which is a machine reader, i.e., a holistic ap-
proach towards representing the text as RDF. FRED reuses various frameworks like
Boxer [21] and TagMe2 [58] to spot not only the common types like person, orga-
nizations and places but also events.
The third challenge participant was implemented by Gao et al. [64]. Their un-
supervised system for entity typing is based on a rich feature set, e.g., words,
named entities, gazetteer tokens and semantic distance, to identify the type evi-
dence string. They match and align the string to DBpedia before transferring this
information to the DOLCE+DnS Ultra Lite ontology. For non-matchable entities,
the authors compute a semantic distance and match the closest possible type class.
3.1.2 Named Entity Disambiguation
The research area of Information Extraction [121] in general and to NED in particu-
lar. We will briefly present several approaches towards NED and highly their novel
contributions to the field.
Wikipedia Miner [117] is the oldest approach in the field of wikification. Based
on different machine learning algorithms, the systems disambiguates w.r.t. prior
probabilities, relatedness of concepts in a certain window and context quality. The
authors evaluated their approach based on a Wikipedia as well as an AQUAINT
1 http://www.ontologydesignpatterns.org/ont/dul/DUL.owl
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subset. Unfortunately, the authors do not use the opportunities provided by Linked
Data (LD) like DBpedia.
Cucerzan presents an approach based on extracted Wikipedia data towards dis-
ambiguation of named entities [48]. The author aims to maximize the agreement
between contextual information of Wikipedia pages and the input text. This ap-
proach uses only a local algorithm, i.e., is based only document features but not
on features present in the document collection.
Ratinov et al. [136] describe an approach for disambiguating entities from Wiki-
pedia. They introduce the notion of global approaches, i.e., using information from
corpus data such as document context or interlinks. The authors argue that using
global approaches improves performance significantly. They discuss that local algo-
rithms, which disambiguate each mention separately, e.g., using string similarity,
miss important information and thus loose quality.
Kleb et al. [93; 92] develop and improve an approach using ontologies to mainly
identify geographical entities but also people and organizations in an extended
version. Their approaches are based Wikipedia and other LD KBs.
LINDEN [147] is an Entity Linking (EL) framework that aims at linking identi-
fied named entities to a KB. To achieve this goal, LINDEN collects a dictionary of
the surface forms of entities from different Wikipedia sources, storing their count
information. Using this data the approach constructs candidate lists and assigns
link probabilities and global coherence for each resource candidate.
One of the most The AIDA approach [81] for NED tasks is based on the YAGO2
KB and relies on sophisticated graph algorithms. More precisely, this approach
uses dense sub-graphs to identify coherent mentions using a greedy algorithm en-
abling Web scalability. Additionally, AIDA disambiguates w.r.t. similarity of con-
texts, prominence of entities and context windows.
Another approach is DBpedia Spotlight [112], a framework for annotating and
disambiguating LD resources in arbitrary texts. In contrast to other approaches,
Spotlight is able to disambiguate against all classes of the DBpedia ontology. Fur-
thermore, it is well-known in the LD community and used in various projects show-
ing its wide-spread adoption.2 Based on a vector-space model and cosine similarity
DBpedia Spotlight is publicly available via a Web service3.
Ferragina et al. described a revised version of their disambiguation system called
TagMe 2 in 2012. The authors claim that it is tuned towards smaller texts, i.e.,
comprising around 30 terms. TagMe 2 is based on an anchor catolog (<a> tags
on Wikipedia pages with a certain frequency), a page catalogue (comprising all
original Wikipedia pages, i.e., no disambiguations, lists or redirects) and an in-
link graph (all links to a certain page within Wikipedia). First, TagMe 2 identi-
fies named entities by matching terms with the anchor catalog and second disam-
biguates the match using the in-link graph and the page catalog via a collective
agreement of identified anchors. Last, the approach discards identified named en-
tities considered as non-coherent to the rest of the named entities in the input
text.
The approach of Babelfy [119] is multilingual. Based on random walks and dens-
est subgraph algorithms Babelfy tackles NED and is evaluated with six datasets, one
of them the later here used AIDA dataset. Babelfy clearly differentiates between
2 https://github.com/dbpedia-spotlight/dbpedia-spotlight/wiki/Known-uses
3 https://github.com/dbpedia-spotlight/dbpedia-spotlight/wiki/Web-service
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word sense disambiguation, i.e., resolution of polysemous lexicographic entities
like play, and EL, i.e., matching strings or substrings to KB resources.
Unfortunately, the approaches are hard to compare and lack repeatability w.r.t.
experiments. For a deeper analysis, please refer to Usbeck et al. [174] where we
try to improve the comparability of approaches. Furthermore, we present our ap-
proach, dubbed AGDISTIS [168], in Chapter 5.
3.1.3 RDF Extraction from Semi-Structured Websites and Wrapper Induction
In Chapter 6, we present our approach, dubbed REX, towards RDF extraction from
templated websites which relies on NED, see above, and data validation based on
automatically extracted axioms [27] and wrapper induction.
First, the extraction of axioms from KBs using statistical information [27; 28] has
also flourished over the last years. The main idea underlying these approaches is
to use instance knowledge from KBs, without expressive schemas to compute the
axioms which underlie the said KBs. For further reading, the reader should take
a look at the publications mentioned above for an overview of these two research
areas.
Second, we have a look at the main research area of REX which is wrapper induc-
tion. Early approaches to learning Web wrappers were mostly supervised [62; 86].
These systems were provided with annotated pages out of which they infer extrac-
tion rules that allow extracting data from other unlabeled pages with the same
structure as the annotated pages). For example, Hogue et al. [86] presents Tresher,
a supervised system that allows non-technical end-users to teach their browser
how to extract data from the Web. Supervised approaches were yet deemed costly
due to the human effort needed to annotate the input websites. Thus, unsupervised
wrapper induction methods have been explored [4; 46] to reduce the annotation
costs. However, the absence of a supervision often lead these systems to produce
wrappers of accuracy not suitable for production level usage. Therefore, novel ap-
proaches aim to minimize the annotation costs while keeping a high precision. For
example, the approach presented by Davi et al. [50] relies on the availability of
a KB in the form of dictionaries and regular expressions to automatically obtain
training data.
Recently, Crescenzi et al. [47] describes a supervised framework that is able to
profit from crowd-provided training data. The learning algorithm controls the cost
of the crowd sourcing campaign w.r.t. quality of the output wrapper. However,
these novel approaches do not target the generated of RDF data.
LD has been used to learn wrappers to extract RDF from the Web in recent years.
For example, Gentile et al. [65] exploits LD as a training data to find instances
of given classes such as universities and extract the attributes of these instances
while relying on the supervised wrapper induction approach presented by Hao et
al. [74]. However, they require a manual exploration of the LD sources to generate
their training data, which leads to a considerable amount of manual effort.
The Deimos project [128] is similar to REX, as it aims at bringing to the Semantic
Web the data that are published through the rest of the Web. However, it focuses
on the pages behind Web forms.
OntoSyphon [109] operates in an ontology-driven manner: taking any ontology
as input, OntoSyphon uses the ontology to specify Web searches that identify pos-
sible semantic instances, relations, and taxonomic information, in an unsupervised
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manner. However, the approach makes use of extraction patterns that work for tex-
tual documents rather than structured websites.
To the best of our knowledge, none of the existing approaches covers all steps
that are required to extract consistent RDF from the Web. Especially, only Parun-
dekar et al.’s work [128] is able to generate RDF but does not check it for consistency.
In contrast, REX [29] is the first approach that is scalable, low-cost, accurate and
can generate consistent RDF.
3.2 evaluation gap - benchmarking semantic annotation systems
Named Entity Recognition (NER) and EL respectively NED gained significant mo-
mentum with the growth of LD and structured KBs. Over the last few years, the
problem of result comparability has thus led to the development of more than a
dozen datasets and a hand full of frameworks. However, most of the datasets are
not freely available, e.g., the full CoNLL 2003 shared task [158] used in [81]. Others
are not yet annotated with LD from DBpedia like the WePS (Web people search)
evaluation dataset [5].
Steinmetz et al. [156] describe a statistical benchmark evaluation already in 2013.
Three datasets are described of which two are freely available4. The authors ana-
lyze the aim of each dataset according to four baseline algorithms and respective
underlying dictionaries for NED. Furthermore, the two available datasets, KORE50
and DBpedia Spotlight, are published using NLP interchange format (NIF) [77]
and have been part of the original benchmarks of [81; 112]. Both datasets do not
inherit a clear license or contain a large number of documents typically needed for
optimization problems. KORE50 comprises 50 sentences overall whereas DBpedia
Spotlight consists of 58 sentences only.
In contrast, N3 provides larger and more insightful datasets, published5 in NIF,
to leverage the possibility of optimizing NER and NED algorithms via LD and
to ensure a maximal interoperability to overcome the need for corpus-specific
parsers. All three datasets contain high-quality, manual annotations of named en-
tities which are linked to the DBpedia [102] KB. These datasets have already been
used to evaluate [81; 112] as well as [67; 168; 174]. We present N3 in more detail
in Chapter 7.
Over the course of the last 25 years, several challenges, workshops and confer-
ences focused on the comparable evaluation of information extraction (IE) systems.
Starting in 1993, the Message Understanding Conference (MUC) introduced a first
systematic comparison of information extraction approaches [157]. Ten years later,
the Conference on Computational Natural Language Learning (CoNLL) started to
offer a shared task on NER and published the CoNLL corpus [158]. In addition, the
Automatic Content Extraction (ACE) challenge [52], organized by NIST, evaluated
several approaches but was discontinued in 2008. Since 2009, the text analytics
conference hosts the workshop on KB population (TAC-KBP) [110] where mainly
linguistic-based approaches are published. The Senseval challenge, originally con-
cerned with classical NLP disciplines, has wided it focus in 2007 and changed
its name to SemEval to account for the recently recognized impact of semantic
4 http://www.yovisto.com/labs/ner-benchmarks/
5 http://aksw.org/Projects/N3nernednif
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technologies [91]. The Making Sense of Microposts workshop series (MSM) estab-
lished in 2013 an entity recognition and in 2014 an EL challenge thereby focusing
on tweets and microposts [143]. However, nearly each event chose a different set
of benchmark datasets and settings. Lately, several benchmark frameworks were
introduced.
Carmel et al. [34] introduce one of the first Web-based evaluation systems for
NER and NED and the centerpiece of the entity recognition and disambigua-
tion (ERD) challenge. Here, all frameworks are evaluated against the same unseen
dataset and provided with corresponding results.
The BAT-framework [45] is designed to facilitate the benchmarking of NER, NED –
also known as EL – and concept tagging approaches. BAT compares seven existing
entity annotation approaches using Wikipedia as reference. Moreover, it defines
six different task types, five different matchings and six evaluation measures pro-
viding five datasets.
Rizzo et al. [137] present a state-of-the-art study of NER and NEL systems
for annotating newswire and micropost documents using well-known benchmark
datasets, namely CoNLL2003 and Microposts 2013 for NER as well as AIDA/-
CoNLL and Microposts2014 [32] for NED. The authors propose a common schema,
named the NERD ontology6, to align the different taxonomies used by various
extractors. They propose a method to identify the closest DBpedia resource by
(exact-)matching the entity mention.
GERBIL [174] goes beyond the state of the art by extending the BAT-framework
as well as [137] in several dimensions to enhance reproducibility, diagnostics and
publishability of entity annotation systems. In particular, GERBIL provides 6 ad-
ditional datasets and 6 additional annotators compared to the BAT-Framework.
Moreover, the framework addresses the lack of treatment of NIL values within
the BAT-framework and provides more wrapping approaches for annotators and
datasets. Additionally, GERBIL provides persistent URLs for experiment results,
unique URIs for frameworks and datasets, a machine-readable output and auto-
matic dataset updates from data portals. Thus, it allows for a holistic compari-
son of existing annotators while simplifying the archiving of experimental results.
GERBIL offers opportunities for the fast and simple evaluation of entity annota-
tion system prototypes via novel NIF-based [78] interfaces, which are designed to
simplify the exchange of data and binding of services. In Chapter 8, this thesis
presents GERBIL in more detail.
3.3 information gap - hybrid question answering
Hybrid QA is related to the fields of hybrid search and QA over structured data. In
the following, we give a brief overview of the state of the art in these two areas of
research. First, we present hybrid search approaches which use a combination of
structured as well as unstructured data to satisfy an user’s information need.
Semplore [178] is the first known hybrid search engine by IBM. It combines
existing information retrieval index structures and functions to index RDF data
as well as textual data. Semplore focuses on scalable algorithms and is evaluated
on an early Question Answering over Linked Data (QALD) dataset. However, its
development was discontinued.
6 http://nerd.eurecom.fr/ontology
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Bhagdev et al. [15] describe an approach to hybrid search combining keyword
searches, Semantic Web inferencing and querying. The proposed K-Search outper-
forms both keyword search and pure semantic search strategies. Additionally, an
user study reveals the acceptance of the Hybrid Search paradigm by end users.
K-Search retrieves only documents where a full-text match and an ontology match
via SPARQL is available, loosing possible matching documents.
A personalized hybrid search implementing a hotel search service as use case
is presented in [177]. By combining rule-based personal knowledge inference over
subjective data, such as expensive locations, and reasoning, the personalized hy-
brid search has been proven to return a smaller amount of data thus resulting
in more precise answers. Additionally, Yoo presents an architectures for hybrid
search and a novel hotel ontology derived from crowd data. Unfortunately, the pa-
per does not present any qualitative evaluation and it lacks source code and test
data for reproducibility.
All presented approaches fail to answer natural-language questions. Besides
keyword-based search queries, some search engines already understand natural
language questions. QA is more difficult than keyword-based searches since re-
trieval algorithms need to understand complex grammatical constructs. Second,
we explain several QA approaches in the following.
Already in 1961, the Baseball system [72] by Green et al. identified natural lan-
guage as the most effective and convenient way for people to communicate with
the growing amount of computer-centered systems.
More recently, Schlaefer et al. [145] describe Ephyra, an open-source QA system
and its extension with factoid and list questions via semantic technologies. The
2007 approach uses Wordnet [116] as well as an answer type classifier to combine
statistical, fuzzy models and previously developed, manually refined rules. The
disadvantage of this system lies in the hand-coded answer type hierarchy.
Cimiano et al. [42] present ORAKEL to work on structured KBs. The system is
capable of adjusting its natural language interface using a refinement process on
unanswered questions. Using F-logic and SPARQL as transformation objects for
natural language user queries it fails to make use of Semantic Web technologies
such entity disambiguation.
Lopez et al. [103] introduce PowerAqua, another open source system, which is
agnostic of the underlying yet heterogeneous sets of KBs. It detects on-the-fly the
needed ontologies to answer a certain question, maps the users query to Semantic
Web vocabulary and composes the retrieved (fragment-)information to an answer.
Damljanovic et al. [51] present FREyA to tackle the disambiguation problem
when using natural language interfaces. That is, many ontologies in the Semantic
Web contain hard to map relations, e.g., questions starting with ”How long. . .”
can be disambiguated to a time or a distance. By incorporating user feedback and
syntactic analysis FREyA is able to learn the users query formulation preferences
increasing the systems QA precision.
Cabrio et al. [31] present a demo of QAKiS, an agnostic QA system grounded
in ontology-relation matches. The relation matches are based on surface forms
extracted from Wikipedia to enforce a wide variety of context matches, e.g., a
relation birthplace(person, place) can be explicated by X was born in Y or Y is the
birthplace of X. Unfortunately, QAKiS matches only one relation per query and
moreover relies on basic heuristics which do not account for the variety of natural
language in general.
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Unger et al. [160] describe Pythia, a QA system that consists of a two step
pipeline. First, it uses a domain-independent representation of a query such as
verbs, determiners and wh-words. Second, Pythia is based on a domain-dependent,
ontology-based interface to transform queries into F-logic.
Moreover, Unger et al. [161] present a manually curated, template-based ap-
proach, dubbed TBSL, to match a question against a specific SPARQL query. Com-
bining Natural Language Processing (NLP) capabilities with LD leads to good bench-
mark results on the QALD-3 benchmark. This approach cannot be used to a wider
variety of natural language questions due to its limited repertoire of 22 templates.
Shekarpour et al. [146] develop SINA a keyword and natural language query
search engine which is aware of the underlying semantics of a keyword query.
The system is based on Hidden Markov Models for choosing the correct dataset
to query. Underlying is a SPARQL generation process which means SINA is only
capable of dealing with LD and cannot benefit from the wealth of unstructured
information in the current Web.
Treo [63] emphasis the connection between the semantic matching of input
queries and the semantic distributions underlying KBs. Treo provides an entity
search, a semantic relatedness measure, and a search based on spreading activa-
tion.
Recently, Peng et al. [129] describe an approach for hybrid QA mapping key-
words as well as resource candidates to modified SPARQL queries.
The winner of the recent QALD-5 challenge is Xser [176]. First, this approach
assigns semantic labels, i.e., variables, entities, relations and categories, to phrases
by casting them to a sequence labeling pattern recognition problem which is then
solved by a structured perceptron. Second, it uses the target knowledge base to
instantiate the generated template. For instance, moving to another domain based
on a different knowledge base thus only affects parts of the approach so that the
conversion effort is lessened.
Several industry-driven QA-related projects have emerged over the last years.
For example, DeepQA of IBM Watson [59], which was able to win the Jeopardy!
challenge against human experts. Further, KAIST’s Exobrain7 project aims to learn
from large amounts of data while ensuring a natural interaction with end users.
For further insights, please refer to surveys on existing QA approaches [85; 95; 104].
In Chapter 9, we present HAWK, our approach towards hybrid QA.
7 http://exobrain.kr/

Part II
S E M A N T I C G A P
In the following part, we introduce three novel approaches tackling
the Semantic Gap. First, we present a pattern-based algorithm for the
annotation of type information from unstructured text. Second, we de-
scribe AGDISTIS – a knowledge base-agnostic, state-of-the-art system
for Named Entity Disambiguation (NED). Finally, we explain our ap-
proach towards Web-scale extraction of Resource Description Frame-
work (RDF) knowledge from templated websites. Those approaches to
extract semantic data are designed to form building blocks of even
larger information systems. For example, AGDISTIS is a part of the
process pipeline of our hybrid QA system HAWK, introduced in Chap-
ter 9.
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This chapter presents
CETUS, a pattern-based
approach for annotating
RDF type information to
entities. CETUS has
won the OKE challenge
2015 [127], task 2, and
is published in the
corresponding
article [141]. Here, the
thesis author
co-developed the
corresponding idea,
source code and co-wrote
the publication [141]
together with the main
author Michael Röder. t
Standard document processing pipelines miss the opportunity to gain insights
from semantic entities novel to the underlying Knowledge Base (KB). That is, most
known tool chains recognize entities based on linguistic models and link them to
a KB or null if they are emerging entities. So far, linking novel entities has only
been the concern of a few approaches [81; 168]. Consequently, extracting type in-
formation for emerging and existing entities is a novel research avenue so far only
tackled by the TAC KBP Entity Linking (EL) challenge 20141, the Micropost work-
shop series2 and the OKE challenge 2015 [127].
We present CETUS, a novel pattern based entity type extraction framework for
identifying the type of a given entity inside a given text and linking this type to
a KB, i.e., to the subset of the DOLCE+DnS Ultra Lite ontology classes3. Here the
subset refers to dul:Person, dul:Place, dul:Organization and dul:Role. CETUS’
pipeline is divided into three subsequent parts: i) an a-priori pattern extraction, ii)
a grammar-based analysis of the input document and iii) a mapping of the type
evidence to the DOLCE+DnS Ultra Lite classes. Our contributions are as follows:
• CETUS is a fast and easy to implement baseline approach to path a way to
novel research insights.
• Our approach implements two approaches for the third step using the YAGO
ontology as well as the FOX [153] Named Entity Recognition (NER) frame-
work.
• CETUS outperforms other approaches [127] w.r.t. the OKE challenge 2015
task 2 and thus is able to generate novel RDF data from unstructured text.
In the following, we will explain these parts in detail. The open source code of
CETUS can be found at https://github.com/AKSW/Cetus.
4.1 pattern extraction
The patterns used for identifying the type of an entity inside a document, are gen-
erated semi-automatically in an iterative manner. First, CETUS identifies phrases
containing entities and their types in a given document corpus (here we use the
DBpedia 2014 abstracts) and extracts them. After sorting these phrases according
to the string in between the entity and its type, we analyze them and create the
patterns in an incremental process. The progress of our pattern extraction is mea-
sured by the amount of phrases that are covered by our patterns. In the following,
these steps are described in more detail.
1 http://nlp.cs.rpi.edu/kbp/2014/
2 http://www.scc.lancs.ac.uk/microposts2015/
3 http://www.ontologydesignpatterns.org/ont/dul/DUL.owl
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4.1.1 Sentence Part Extraction
For extracting the phrases containing entities and their types, we used the abstracts
of the English DBpedia 2014 abstracts dump file. Every abstract describes the entity
it belongs to and, thus, contains the label of the entity and its type. We assume,
abstracts are written properly and thus contain both information.
First, CETUS preprocesses each abstract individually. Our approach removes
the text written in brackets, e.g., pronunciations. Next step of the preprocessing
is the splitting of the abstracts into single sentences. Second, sentences containing
the entity label and at least one label of one of its types (rdf:type) are processed
further. CETUS extracts the part of the sentence between the entity label and the
type label and stores additionally the words, their lemmas and part-of-speech tags
of the extracted phrase.
After analysing all abstracts, CETUS counts the different phrases. The words
inside these parts are encoded as <word>_<lemma>_<pos-tag>. Table 1 shows exam-
ples of extracted phrases and their counts how often they have been found inside
the English DBpedia.
Delving into the extracted phrases reveals insights into the structure of entity
type descriptions in DBpedia abstracts. That is, the formulation "<entity> is a
<type>" occurs most often. The second most common formulation uses a type
preceding the entity and is listed as the second example in Table 1. The third
example is a variant of the first one containing the determine "an" instead of "a".
The fourth example shows that some abstracts contain more complex formulations
like "<entity> is a <type> of <type>" while the last example contains an additional
adjective that was not a part of the types label, i.e., "flowering".
Extracted phrase Count
<entity> is_be_vbz a_a_dt <type> 242 806
<type> <entity> 107 082
<entity> is_be_vbz an_an_dt <type> 12 981
<entity> is_be_vbz a_a_dt species_species_n1 of_of_pp-f <type> 12 554
<entity> is_be_vbz a_a_dt species_species_n1
4 069
of_of_pp-f flowering_flower_j-vvg <type>
Table 1: Examples of sentence parts found between an entity and its type.
4.1.2 Grammar Construction
The aim of creating a grammar is to generate a parser that is able to identify the
part of a sentence describing the type of an entity, The parser is based on the given
position of the entity inside the sentence. For generating a parser based on our
grammar, we are using the ANTLR4 library4.
Our grammar is based on the following assumptions:
1. A sentence contains an entity and a type. Otherwise the sentence is not part
of our grammar language.
4 http://www.antlr.org/
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2. A type must contain a noun, but can contain additional words that are spec-
ifying the meaning of the noun, e.g., adjectives.
The first assumption simplifies the task of defining a grammar since we can
focus on the sentences that are important for our task and ignore all others. The
second assumption contains the definition of a type surface form. It might seem
to be contradictory w.r.t. the last example of Table 1 but for the extraction it is
important that we extract all words that could be part of the types surface form.
Following this assumptions, we can define a type inside the grammar with the
rule in Listing 1.
type : (ADJECTIVE|VERB|ADVERB)* FOREIGN? NOUN+;
Listing 1: The grammar rule defining a type surface form.
A surface form of a type can contain a number of adjectives, verbs or adverbs as
well as a foreign word, e.g., the latin word "sub". Additionally, a type has one or
more nouns.
As mentioned above, the construction of the grammar is designed to be an itera-
tive, incremental, self-improving process. We start with the simple is-a pattern that
matches the most common phrase "<entity> is a <type>". The definition of this
pattern is shown in Listing 2.
is_a_pattern : ENTITY is_is_vbz a_a_dt type;
Listing 2: First simple version of the is-a pattern. ENTITY marks the position of an entity.
With this simple grammar, we try to match all phrases extracted beforehand
and create a list containing all those phrases that have not been matched so far.
Using this list, we extend our grammar to match other phrases. In our example,
we extend the simple is-a pattern towards matching different temporal forms of
the verb "be" and different determiners, e.g., "a" and "an", see Listing 3.
is_a_pattern : ENTITY FORM_OF_BE DETERMINER <type>
FORM_OF_BE : ~[ \t\r\n]+ '_be_v' ~[ \t\r\n]*;
DETERMINER : ~[ \t\r\n]+ '_' ~[ \t\r\n]+ '_d' ~[ \t\r\n]*;
Listing 3: Extended version of the is-a pattern.
With this iterative, incremental process, we further extended the grammar until
we covered more than 90% of the extracted phrases. The complete grammar can
be found in the projects source code repository.
4.2 type extraction
The pattern-based type extraction can be separated into two steps. The first step
extracts type evidence strings from the text, while the second step creates a local
type hierarchy based on the extracted string. Following, we describe both steps in
more detail.
30 extraction of semantic type annotations from unstructured texts
4.2.1 Type String Extraction
To identify the type evidence string for a certain entity, CETUS extracts the string
containing the type of a given entity from a given text using the grammar from
above. Let us assume the following running example:
Albert Einstein was a German-born theoretical physicist. In 1921, he got the Nobel Prize
in Physics.
CETUS processes the document as input with "Albert Einstein" marked as entity.
The text is split into sentences and the surface form of the entity is replaced by a
placeholder.
ENTITY was a German-born theoretical physicist.
In 1921, he got the Nobel Prize in Physics.
A parser based on the grammar from Section 4.1.2 is applied to every sentence.
While the second sentence is identified as not contained in the language of the
grammar, the first sentence is identified to be in the language. Here, we discard the
second sentence from further processing, although a co-reference resolution [126]
approach could increase the performance in other cases. Moreover, the parser iden-
tifies "German-born theoretical physicist" as evidence type string.
4.2.2 Local Type Hierarchy
Based on the extracted evidence type string, CETUS creates a type hierarchy and
links the given entity to the hierarchy. The type hierarchy comprises classes that are
generated automatically from the extracted string based on the second assumption
of Section 4.1.2. Each class is generated by concatenating the words found in the
extracted string using camel case. After a class has been created, the first word is
removed and the next class is created. Every following class is a super class of the
classes generated before. Finally, the entity is connected to all generated classes.
For our example, three classes would be generated and linked to the entity as
shown in Listing 4 respectivly Figure 2.
ex:AlbertEinstein
ex:Physicist
ex:TheoreticalPhysicist
ex:German-bornTheoreticalPhysicist
rdf:type
rdfs:subClassOf
Figure 2: Schema of the generated local hierarchy of the example.
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ex:AlbertEinstein
a ex:German-bornTheoreticalPhysicist,
ex:TheoreticalPhysicist, ex:Physicist .
ex:German-bornTheoreticalPhysicist
a rdfs:Class ;
rdfs:subClassOf ex:TheoreticalPhysicist ;
rdfs:label "German-born theoretical physicist" .
ex:German-TheoreticalPhysicist
a rdfs:Class ;
rdfs:subClassOf ex:Physicist ;
rdfs:label "theoretical physicist" .
ex:German-Physicist
a rdfs:Class ;
rdfs:label "physicist" .
Listing 4: The local hierarchy is generated from the extracted string expressed using Turtle
as RDF serialization.
4.3 entity type linking using yago
The linking of the generated classes to a KB can be done in two different ways.
Our first approach, CETUSYAGO, uses the labels of the automatically generated
classes to find a matching class inside another, well-known KB. CETUS uses the
YAGO ontology [106] which comprises a large class hierarchy and, thus, increases
the chance to match one of these classes. YAGO itself contains more than 10 mio.
entities and exceeds 350.000 classes. Our second approach serves as a baseline to
our own approach and uses the FOX [153] framework.
First, we created an index containing the surface forms of the YAGO classes with
a mapping to the class URIs. Second, CETUS needs to match every generated class
using the approach from Section 4.2 to one of the labels of the YAGO classes.
Currently, our approach uses 3-gram string similarity to match labels in the
index with those of the generated classes as it has been proven to be efficient and
effective for such a task [168]. This process retrieves most similar YAGO class for
every generated class and a similarity score. From these YAGO classes, CETUS
chooses the class with the highest similarity score. If two classes have the same
score, CETUS chooses the class which is lower inside the local generated type
hierarchy. The chosen YAGO class is linked to its local class.
After that, we iterate through the YAGO class hierarchy from the linked class to
its root, searching for one of the classes listed in Table 2. If such a class is found,
we link it with the corresponding DOLCE+DnS Ultra Lite class. Otherwise, we
repeat the search using the YAGO class with the second highest similarity score.
The result for our running example can be seen in Figure 3
YAGO class DOLCE+DnS Ultra Lite class
yago:wordnet_person_100007846 dul:Person
yago:wordnet_location_100027167 dul:Place
yago:wordnet_organization_108008335 dul:Organization
yago:wordnet_role_100722061 dul:Role
Table 2: Mapping from YAGO to DOLCE+DnS Ultra Lite classes.
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ex:AlbertEinstein
ex:Physicist
ex:German-bornTheoreticalPhysicist
rdf:type
rdfs:subClassOf
owl:equivalentClass
ex:TheoreticalPhysicist
dul:Personyago:wordnet_person_100007846
yago:wordnet_physicist_110428004
yago:wordnet_scientist_110560637
Figure 3: Resulting type hierarchy that is created based on the YAGO ontology.
ex:AlbertEinstein
ex:Physicist
ex:German-bornTheoreticalPhysicist
rdf:type
rdfs:subClassOf
dul:Person
ex:TheoreticalPhysicist
Figure 4: Resulting type hierarchy that is created based on the results of FOX.
4.4 entity type linking using fox
A second approach for a type extraction baseline is the usage of one of the various,
existing entity typing frameworks. For our second version CETUSFOX, we are us-
ing FOX, a NER and typing framewrok based on ensemble learning over 8 different
tools.
CETUSFOX sends the given document to the FOX Web service for retrieving an-
notations. If the entity inside the document is found and typed by FOX, the type is
used to choose one of the four DOLCE+DnS Ultra Lite classes, see Table 3. The cho-
sen class is used as super class for the automatically created classes. Unfortunately,
FOX does not identify roles in its current version.
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FOX class DOLCE+DnS Ultra Lite class
scmsann:PERSON dul:Person
scmsann:LOCATION dul:Place
scmsann:ORGANIZATION dul:Organization
Table 3: Mapping from FOX classes to DOLCE+DnS Ultra Lite classes.
With respect to our running example, FOX marks "Albert Einstein" as a person.
Thus, the created classes would be defined as subclasses of dul:Person as shown
in Figure 4.
4.5 evaluation
We participated with CETUS as well as FOX—as an off-the-shelf system—in both
OKE tasks. FOX and two other tools—Adel [90] and FRED [44]—participated
in the first task while CETUS and two other tools—FRED [44] and OAK [64]—
participated in the second task of the OKE Challenge 2015. The dataset of the first
task used for the evaluation contains 101 documents and 99 documents for the
evaluation of the second task. For evaluating the different systems, a local modi-
fied version of GERBIL [174] has been used.
4.5.1 OKE Challenge 2015 Task 1
First, we employed the off-the-shelf framework FOX to show that FOX is able
to identify the relevant DOLCE types. The evaluation results of the first task are
shown in Table 4 and the sub tasks for FOX are depicted in Table 5.
In the entity recognition sub task, FOX performs well (with a micro precision of
∼ 0.96 and a macro precision of ∼ 0.92) and reaches nearly the recall of the best
system Adel. Unfortunately, FOX supports only three of the four entity types in the
OKE challenge in its current version. Thus, the recall and consequently the F1 score
for entity linking and typing are low. We assume that the lack of supported entity
types leads to FOX’ inability to reach the best performance in the OKE Challenge
2015 task 1.
4.5.2 OKE Challenge 2015 Task 2
The official results contained only the results of CETUSYAGO5. Thus, we set up
an instance of GERBIL and repeated the evaluation for both versions of CETUS.
The results can be seen in Table 6. The tables show that both versions of CETUS
outperform the other participants regarding the F1 score.
Table 7 shows the detailed results of the two steps of CETUS. It can be seen,
that the pattern based recognition of the string containing the type of an entity
performs well with a micro F1 measure of ∼ 0.7. However, there is still space
for improvement. A large problem for this approach are formulations that have a
different grammatical structure than those inside the DBpedia abstracts. Thus, a
5 The results of the challenge can be found at https://github.com/anuzzolese/oke-challenge#
results.
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System
Micro Macro
F1 Prec. Recall F1 Prec. Recall
Adel 0.61 0.69 0.54 0.60 0.69 0.54
FOX 0.50 0.66 0.41 0.48 0.63 0.41
FRED 0.35 0.47 0.28 0.23 0.31 0.18
Table 4: Results of the OKE Challenge 2015 task 1
System
Micro Macro
F1 Prec. Recall F1 Prec. Recall
FOX (Entity Recognition) 0.68 0.96 0.52 0.65 0.92 0.53
FOX (Entity Linking) 0.50 0.70 0.38 0.46 0.65 0.38
FOX (Entity Typing) 0.35 0.35 0.35 0.37 0.37 0.37
Table 5: Results for the different sub tasks of task 1
System
Micro Macro
F1 Prec. Recall F1 Prec. Recall
CETUSYAGO 0.47 0.45 0.52 0.45 0.42 0.53
CETUSFOX 0.46 0.45 0.46 0.44 0.42 0.47
OAK@Sheffield 0.44 0.52 0.39 0.39 0.40 0.40
FRED 0.30 0.29 0.32 0.27 0.26 0.32
Table 6: Results of the OKE Challenge 2015 task 2
System
Micro Macro
F1 Prec. Recall F1 Prec. Recall
CETUS (Type Recognition) 0.70 0.69 0.70 0.66 0.64 0.72
CETUSYAGO (Type Linking) 0.25 0.20 0.34 0.23 0.20 0.34
CETUSFOX (Type Linking) 0.22 0.21 0.22 0.22 0.21 0.22
Table 7: Results for the different sub tasks of task 2
system with a better understanding of the internal structure of the sentence, e.g.,
by using parse trees, could avoid these problems.
Comparing both type linking approaches, it can be seen that both have a similar
precision (see Table 7). But the YAGO-based approach has a higher recall leading
to a slightly higher F1 score. The FOX-based type linking lacks the identification
of types different to persons, organizations and locations. The YAGO-based type
linking suffers from two main problems. First, some of the extracted local types
cannot be matched to YAGO types. This might be solved by using a better search
strategy for finding YAGO types with a similar label, e.g., trigram similarity. The
second point of failure is the mapping from YAGO to DOLCE types. For some
YAGO types there are no linked DOLCE types while for others the linked DOLCE
types are very high inside the hierarchy leading to a coarse typing result and, thus,
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to a lower precision. A further improvement of the mapping between YAGO and
DOLCE types could reduce these problems.
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The Web in its current form is made up of at least 4,73 billion indexed Web pages.1
Thus, realizing the vision of a usable and up-to-date Web of Data requires scalable
and accurate Natural Language Processing (NLP) approaches that allow extract-
ing Resource Description Framework (RDF) from unstructured data. In the last
chapter, we presented CETUS, a high-quality framework for RDF type extraction.
However, there are three other tasks which play a central role when extracting
RDF from unstructured data next to RDF type extraction, namely Named Entity
Recognition (NER), Named Entity Disambiguation (NED), also known as Entity
Linking (EL) [114], and Relation Extraction (RE).
For the first sentence of the Example 1, a high-quality NER approach would re-
turn the strings Barack Obama and Washington, D.C.. An accurate NED approach
would use these already recognized named entities and map the strings Barack
Obama resp. Washington, D.C. to dbr:Barack_Obama and dbr:Washington,_D.C.
which are DBpedia [102] resources. Furthermore, any RE approach will extract
the relation wife and output dbr:Barack_Obama dbo:spouse dbr:Michelle_Obama
as RDF triple. An effective type extraction approach should retrieve President and
thus finally infer that Obama is a dbo:Person.
Example 1 Barack Obama arrived this afternoon in Washington, D.C.. President
Obama’s wife Michelle accompanied him.
While NER has been explored extensively over the last decades [61], the disam-
biguation of named entities, i.e., the assignment of a resource’s URI from an exist-
ing Knowledge Base (KB) to a string that was detected to label an entity, remains a
difficult task.
Current NED approaches suffer from three major drawbacks: First, they poorly
perform on Web documents [135]. This is due to Web documents containing re-
sources from different domains within a narrow context. An accurate processing
of Web data has yet been shown to be paramount for the implementation of the
Web of Data [67].
Second, well-know approaches such as Spotlight [112] and TagMe 2 [58] have
been designed to work on a particular KB. However, Web data contains resources
from many different domains. Hence, we argue that NED approaches have to be
designed in such a way that they are agnostic of the underlying KB.
Third, most state-of-the-art approaches rely on exhaustive data mining meth-
ods [48; 136] or algorithms with non-polynomial time complexity [93]. However,
given the large number of entities that must be disambiguated when processing
Web documents, scalable NED approaches are of central importance to realize the
Semantic Web vision.
We address this drawback by presenting AGDISTIS, a novel NED approach. Our
contributions are as follows:
1 Data gathered from http://www.worldwidewebsize.com/ on October 25th, 2015.
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• We present AGDISTIS, a knowledge-base-agnostic approach for named en-
tity disambiguation.
• Our approach combines the Hypertext-Induced Topic Search (HITS) algo-
rithm with label expansion strategies and string similarity measures. Based
on this combination, AGDISTIS can efficiently detect the correct URIs for a
given set of named entities within an input text.
• We show that our approach has a quadratic time complexity. Thus, it scales
well enough to be used even on large knowledge bases (English, German and
Chinese DBpedia, YAGO2 KB [83]).
• We evaluate our approach on nine well-known and diverse open-source datasets
and four different knowledge bases as well as against four state-of-the-art
named entity disambiguation frameworks. Our results indicate that we out-
perform the state-of-the-art approach by up to 29% F-measure2.
• AGDISTIS’ demo is presented and deployed on three different languages
(English, German and Chinese) and three different knowledge bases (DBpe-
dia, the German DBpedia and the Chinese DBpedia) as well as tested against
the YAGO2 KB. To the best of our knowledge, we therewith provide the first
Chinese instantiation of entity linking to DBpedia.
• We will also demonstrate the AGDISTIS Web service endpoints for German,
English and Chinese disambiguation and show how data can be sent to the
endpoints.
The rest of this chapter is organized as follows: We introduce the AGDISTIS
approach in Section 5.1 and evaluate it in Section 5.2 against state-of-the-art ap-
proaches, nine diverse datasets, four knowledge bases and three languages. Fur-
ther data, detailed experimental results and source code for this paper is publicly
available on our project homepage http://aksw.org/Projects/AGDISTIS.
5.1 the agdistis approach
In this section, we formalize the task of NED, present the architecture of AGDISTIS
and highlight the candidate detection and their optimal assignment.
5.1.1 Named Entity Disambiguation
The goal of AGDISTIS is to detect correct resources from a KB K for a vector N of n
a-priori determined named entities N1, . . . ,Nn extracted from a certain input text
T . In general, several resources from a given knowledge base K can be considered
as candidate resources for a given entity Ni. For the sake of simplicity and without
loss of generality, we will assume that each of the entities can be mapped to m dis-
tinct candidate resources. Let C be the matrix which contains all candidate-entity
mappings for a given set of entities. The entry Cij stands for the jth candidate
resource for the ith named entity. Let µ be a family of functions which maps each
entity Ni to exactly one candidate Cij. We call such functions assignments. The out-
put of an assignment is a vector of resources of length |N| that is such that the ith
entry of the vector maps with Ni.
2 See Chapter 8 for a definition of the measures used throughout this thesis
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Let ψ be a function that computes the similarity between an assignment µ(C,N)
and the vector of named entities N. The coherence function φ calculates the sim-
ilarity of the knowledge base K and an assignment µ, cf. Ratinov et al. [136], to
ensure the topical consistency of µ. The coherence function φ is implemented by
the HITS algorithm, which calculates the most pertinent entities while the similarity
function ψ is, e.g., string similarity. Given this formal model, the goal is to find the
assignment µ? with
µ? = arg max
µ
(ψ(µ(C,N),N) +φ(µ(C,N),K)) .
The formulation of the problem given above has been proven to be NP-hard,
cf. Cucerzan et al. [48]. Thus, for the sake of scalability, AGDISTIS computes an
approximation µ+ by using HITS, a fast graph algorithm which runs with an upper
bound of Θ(k · |V |2) with k the number of iterations and |V | the number of nodes
in the graph. Furthermore, using HITS leverages 1) scalability, 2) well-researched
behaviour and 3) the ability to explicate semantic authority [94].
5.1.2 Architecture
Figure 5: Architecture of AGDISTIS.
Our approach to NED thus consists of three main phases as depicted in Figure 5.
Given an input text T and a named entity recognition function, e.g., FOX [153], we
begin by retrieving all named entities from the input text. Thereafter, we aim to
detect candidates for each of the detected named entities. To this end, we apply
several heuristics and make use of known surface forms [112] for resources from
the underlying KB. The set of candidates generated by the first step is used to
generate a disambiguation graph. Here, we rely on a graph search algorithm which
retrieves context information from the underlying KB. Finally, we employ the HITS
algorithm to the context graph to find authoritative candidates for the discovered
named entities. We assume that the resources with the highest authority values
represent the correct candidates. All algorithms in AGDISTIS have a polynomial
time complexity, leading to AGDISTIS also being polynomial in time complexity.
Choosing candidates relates to the notion of φ while calculating the authority
values confers to ψ. In the following, we present each of the steps of AGDISTIS in
more detail.
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5.1.3 Candidate Detection
In order to find the correct disambiguation for a certain set of named entities,
we first need to detect candidate resources in the KB. We begin by creating an
index comprising all labels of each resource. Our approach can be configured to
use any set of properties as labeling properties, e.g., those in Ell et al. [55]. For
our experiments, we only considered rdfs:label as labeling property. In addition,
our approach can make use of known surface forms for each of the resources in
case such knowledge is available [112]. These are simply strings that are used on
the Web to refer to given resources. Surface forms are simply added to the set of
available labels for each resource, cf. Section 5.2.1. In this paper, we do not consider
abbreviations although these could be easily regarded by adding further labels into
the KB, e.g., via WordNet [116].
Next to searching the index, we apply a string normalization approach and an
expansion policy to the input text:
The string normalization is based on eliminating plural and genitive forms, re-
moving common affixes such as postfixes for enterprise labels and ignoring candi-
dates with time information (years, dates, etc.) within their label. For example, the
genitive New York’s is transformed into New York, the postfix of Microsoft Ltd.
is reduced to Microsoft and the time information of London 2013 is ignored.
Our expansion policy is a time-efficient approach to coreference resolution, which
plays a central role when dealing with text from the Web, cf. Singh et al. [150].
In Web and news documents, named entities are commonly mentioned in their
full length the first time they appear, while the subsequent mentions only con-
sist of a substring of the original mention due to the brevity of most news data.
For example, a text mentioning Barack Obama’s arrival in Washington D.C. will
commonly contain Barack Obama in the first mention of the entity and use strings
such as Obama or Barack later in the same text, see Example 1. We implement this
insight by mapping each named entity label, e.g., Obama, which is a substring of
another named entity label that was recognized previously, e.g., Barack Obama, to
the same resource, i.e., dbr:Barack_Obama. If there are several possible expansions,
we choose the shortest as a fast coreference resolution heuristic for Web documents.
Without the expansion policy AGDISTIS suffers from a loss of accuracy of ≈ 4%.
Class rdf:type
DBpedia Person dbo:Person, foaf:Person
DBpedia Organization dbo:Organization, dbo:WrittenWork (e.g., Journals)
DBpedia Place dbo:Place, yago:YagoGeoEntity
YAGO2 Person yago:yagoLegalActor
YAGO2 Organization yago:yagoLegalActor,
yago:wordnet_exchange_111409538 (e.g., NASDAQ)
YAGO2 Place yago:YagoGeoEntity
Table 8: DBpedia and YAGO2 classes used for disambiguation classes.
Additionally, AGDISTIS can be configured to fit named entities to certain do-
mains to narrow the search space. Since our goal is to disambiguate persons, orga-
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nizations and places, AGDISTIS only allows candidates of the types mentioned in
Table 8 when run on DBpedia and YAGO2. Adding general types will increase the
number of candidates and thus decrease the performance. Obviously, these classes
can be altered by the user as required to fit his purposes.
Algorithm 1: Searching candidates for a label.
Data: label of a certain named entity Ni, σ trigram similarity threshold
Result: C candidates found
C←− ∅;
label ←− normalize(label);
label ←− expand(label);
C¯←− searchIndex(label);
for c ∈ C¯ do
if ¬c .matches([0-9]+) then
if trigramSimilarity(c, label)> σ then
if fitDomain(c) then
C←− C∪ c;
The resulting candidate detection approach is explicated in Algorithm 1. In its
final step, our system compares the heuristically obtained label with the label ex-
tracted from the KB by using trigram similarity which is an n-gram similarity with
n = 3.
5.1.4 Computation of Optimal Assignment
Given a set of candidate nodes, we begin the computation of the optimal assign-
ment by constructing a disambiguation graph Gd with search depth d. To this end,
we regard the input KB as a directed graph GK = (V ,E) where the vertices V are
resources of K, the edges E are properties of K and x,y ∈ V , (x,y) ∈ E ⇔ ∃p :
(x,p,y) is an RDF triple in K. Given the set of candidates C, we begin by building
an initial graph G0 = (V0,E0) where V0 is the set of all resources in C and E0 = ∅.
Starting with G0 we extend the graph in a breadth-first search manner. Therefore,
we define the extension of a graph Gi = (Vi,Ei) to a graph as follows:
ρ(Gi) = Gi+1 = (Vi+1,Ei+1) with i = 0, . . . ,d (1)
Vi+1 = Vi ∪ {y : ∃x ∈ Vi ∧ (x,y) ∈ E} (2)
Ei+1 = {(x,y) ∈ E : x,y ∈ Vi+1} (3)
We iterate the ρ operator d times on the input graph G0 to compute the initial
disambiguation graph Gd.
After constructing the disambiguation graph Gd, we need to identify the correct
candidate node for a given named entity. Using the graph-based HITS algorithm,
we calculate authoritative values xa,ya and hub values xh,yh for all x,y ∈ Vd. We
initialize the authoritative and hub values xa respectively xh:
∀x ∈ Vd, xa = xh = 1
|Vd|
. (4)
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Afterwards, we iterate the equations k times as follows:
xa =
∑
(y,x)∈Ed
yh (5)
yh =
∑
(y,x)∈Ed
xa (6)
We choose k according to Kleinberg [94], i.e., 20 iterations, which suffice to achieve
convergence in general. Afterwards, we identify the most authoritative candidate
Cij among the set of candidates Ci as correct disambiguation for a given named
entity Ni. When using DBpedia as KB and Cij is a redirect AGDISTIS uses the
target resource. AGDISTIS’ whole procedure is presented in Algorithm 2. As can
be seen, we calculate µ+ solely by using polynomial time complex algorithms.
Algorithm 2: Disambiguation Algorithm based on HITS and Linked Data.
Data: N = {N1,N2 . . . Nn} named entities, σ trigram similarity threshold, d
depth, k number of iterations
Result: C = {C1,C2 . . . Cn} identified candidates for named entities
E←− ∅;
V ←−insertCandidates(N,σ);
G←− (V ,E);
G←−breadthFirstSearch(G,d);
HITS(G(V ,E),k);
sortAccordingToAuthorityValue(V);
for Ni ∈ N do
for v ∈ V do
if v is a candidate for Ni then
store(Ni,v);
break;
For our example, the graph depicted in Figure 6 shows an excerpt of the input
graph for the HITS disambiguation algorithm when relying on DBpedia as KB. The
results can be seen in Table 9.
5.2 evaluation
This section is divided into four parts. First, we explain the experimental setup,
i.e., which measures we chose for evaluation. Then, we describe the datasets un-
derlying the experiments. Afterwards, the evaluation results are analyzed and con-
clusion are drawn. We devote a single subsection to the generation and evaluation
of the Chinese benchmark since it is the first benchmark w.r.t. Chinese NED.
5.2.1 Experimental Setup
The aim of our evaluation is two-fold. First, we want to determine the F-measure
achieved by our approach on different datasets. Several definitions of F-measure
have been used in previous work on NED. Cornolti et al. [45] define the micro
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Figure 6: One possible graph for the example sen-
tence, with candidate nodes in grey.
Node xa
dbr:Barack_Obama 0.273
dbr:Barack_Obama,_Sr. 0.089
dbr:Washington,_D.C. 0.093
dbr:Washington,_D.C._(novel) 0.000
Table 9: Nodes and their according
authority weights for the ex-
ample graph.
F-measure (F1) w.r.t. a strong annotation match, i.e., a binary relation, and the
possibility of assigning null to an entity. This micro F-measure, which we use
throughout our evaluation, aggregates all true/false positives/negatives over all
documents. Thus, it accounts for larger contexts in documents with more anno-
tations, cf. Cornolti et al. [45; 174]. For a more detailed explanation of evaluation
measures please cf. Chapter 8.
Second, we want to know how AGDISTIS performs in comparison to other state-
of-the-art NED approaches. Thus, we compare AGDISTIS with TagMe 2 [58], the
best approach according to Cornolti et al. [45] as well as with AIDA [81] and DB-
pedia Spotlight [112] because they are well-known in the Linked Data community.
AGDISTIS is designed to be agnostic of the underlying KB. Thus, we use the Ger-
man and English DBpedia KB as well as the English YAGO 2 KB.
Within our experiments, we ran AGDISTIS with the following parameter set-
tings: the threshold σ for the trigram similarity was varied between 0 and 1 in
steps of 0.01. Additionally, we evaluated our approach with d = 1, 2, 3 to measure
the influence of the size of the disambiguation graph on AGDISTIS’ F-measure.
For our experiments, we fitted AGDISTIS to the domain of named entity recogni-
tion and only allow candidates of the types mentioned in Table 8. We report more
details on the evaluation setup as well as complete results at the project homepage.
5.2.2 Datasets
Noisy and incorrect datasets can affect the performance of NED approaches which
can be prevented by using well-known datasets. We carried out our evaluation on
the following nine different, publicly available datasets, which consists of the three
corpora from the benchmark dataset N3 [139] (see chapter 7), the original AIDA
evaluation corpus3 and four of the five datasets from the Cornolti et al. [45] bench-
mark. Furthermore, we used the multilingual QALD 4 dataset for the evaluation
of the Chinese version of AGDISTIS.
3 https://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/
yago-naga/aida/downloads/
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1. Reuters-21578 Dataset. The first of the N3 datasets comprises 145 news arti-
cles randomly sampled from the Reuters-21578 news articles dataset. Two do-
main experts determined the correct URI for each named entity using an on-
line annotation tool reaching a initial voter agreement of 74%. In cases where
the judges did not agree initially, they concerted each other and reached an
agreement. This initial agreement rate hints towards the difficulty of the dis-
ambiguation task. The corpus does not annotate ticker symbols of companies,
e.g., GOOG for Google Inc., abbreviations and job descriptions because those
are always preceded by the full company name respectively a person’s name.
2. news.de Dataset. This real-world dataset is the second of the N3 datasets and
was collected from 2009 to 2011 from the German Web news portal news.de
ensuring that each message contains the German word Golf. This word is
a homonym that can semantically mean a geographical gulf, a car model
or the sport discipline. This dataset contains 53 texts comprising over 600
named entities that were annotated manually by a domain expert. Although
some meanings of Golf are not within the class range of our evaluation, they
are kept for evaluation purposes.
3. RSS-500 Dataset. This corpus has been published in Gerber et al. [67] and is
the third of the of the N3 datasets. It consists of data scrapped from 1,457 RSS
feeds. The list includes all major worldwide newspapers and a wide range
of topics, e.g., World, U.S., Business, Science etc. This list was crawled for 76
hours, which resulted in a corpus of about 11.7 million sentences. A subset
of this corpus has been created by randomly selecting 1% of the contained
sentences. Finally, domain experts annotated 500 sentences manually. Further
information about the corpora and the datasets themselves can be found on
the project homepage.4
4. AIDA-YAGO2 Dataset. This is the original dataset that was used while eval-
uating AIDA [81], stemming from the CoNLL 2003 shared task [158] and
comprising 1,393 news articles which were annotated manually. Two students
annotated each entity resolving conflicts by the authors of AIDA.
5. AIDA/CoNLL-TestB This dataset originates from the Cornolti et al. bench-
marks [45] and originates from the evaluation of AIDA [81]. As mentioned
above, this dataset was derived from the CoNLL 2003 shared task. Cornolti
et al.’s benchmark consists only of the second test part comprising 231 docu-
ments with 19.4 entities per document on average.
6. AQUAINT In this dataset, only the first mention of an entity is annotated.
The corpus consists of 50 documents which are on average longer than the
AIDA/CO-NLL-TestB documents. Each document contains 14.5 annotated
elements on average The documents originate from different news services,
e.g. Associated Press and have been annotated using voter agreement. The
dataset was created by Milne et al. [117].
7. IITB The IITB corpus comprises 103 manually annotated documents. Each
document contains 109.1 entities on average. This dataset displays the highest
entity/document-density of all corpora. This corpus has been presented by
Kulkarni et al. [96] in 2009.
4 http://aksw.org/Projects/N3NERNEDNIF.html
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8. MSNBC This corpus contains 20 news documents with 32.9 entities per doc-
ument. This corpus was presented in 2007 by Cucerzan et al. [48].
9. QALD 4 This dataset is a first try to adopt the multilingual benchmark pro-
vided in Question Answering over Linked Data (Question Answering over
Linked Data (QALD)) 4 [163] for NED. Unfortunately, the Chinese language is
not supported. Therefore, we extended the QALD 4 benchmark by translat-
ing the English questions to Chinese and annotated the named entity links
manually. The links in the given SPARQL queries for the questions are as-
sumed to be the correct links for the English entities, which are adapted to
the Chinese links by hand. It results in 200 Chinese questions in the training
data and 50 ones in the test data, with an average of 0.9 named entities links
per question. 5
We did not use the Meij dataset from Cornolti et al. since it comprises only
tweets from twitter with 1.6 entities per document. The number of entities avail-
able in the datasets is shown in Table 10. All experiments were carried out on a
MacBook Pro with a 2.7 GHz Intel Core i7 processor and 4 GB 1333 MHz DDR3
RAM using Mac OS 10.7.
Corpus Language #Doc. #Ent. Ent./Doc. Annotation
AIDA/CoNLL-TestB English 231 4458 19.40 voter agreement
AQUAINT English 50 727 14.50 voter agreement
IITB English 103 11,245 109.01 domain expert
MSNBC English 20 658 31.90 domain expert
Reuters-21578 English 145 769 5.30 voter agreement
RSS 500 English 500 1,000 2.00 domain expert
news.de German 53 627 11.83 domain expert
AIDA-YAGO2 English 1,393 34,956 25.07 voter agreement
QALD 4 Chinese 250 196 0.78 domain expert
Table 10: Test corpora specification including the number of documents (#Doc.) and the
number of named entities (#Ent.) per dataset
5.2.3 Evaluation
First, we evaluate AGDISTIS against AIDA and DBpedia Spotlight on three differ-
ent knowledge bases using N3 corpora and the AIDA-YAGO2 corpus.
AGDISTIS performs best on the news.de corpus, achieving a maximal 0.87 F-
measure for σ = 0.71 and d = 2 (see Table 11). Our approach also outperforms
the state of the art on Reuters-21578 corpus, see Figure 7, where it reaches 0.78
F-measure for σ = 0.87 and d = 2. Considering the AIDA-YAGO2 dataset AGDIS-
TIS achieves an F-measure of 0.73 for σ = 0.89 and d = 2. Our results suggest
that d = 2,σ = 0.82 and using DBpedia as KB are a good setting for AGDISTIS
and suffice to perform well. In the only case where σ = 0.29 leads to better results
5 The Chinese benchmark is available at https://github.com/wencanluo/DBpediaQA/tree/master/
benchmark/qald4.
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(Reuters-21578 corpus), the setting 0.7 < σ < 0.9 is only outperformed by 0.03
F-measure using YAGO as KB for AGDISTIS.
Corpus AGDISTIS AIDA Spotlight
K DBpedia YAGO2 YAGO2 DBpedia
F-measure σ d F-measure σ d F-measure F-measure
Reuters-21578 0.78 0.87 2 0.60 0.29 3 0.62 0.56
RSS-500 0.75 0.76 2 0.53 0.82 2 0.60 0.56
news.de 0.87 0.71 2 — — —- —- 0.84
AIDA-YAGO2 0.73 0.89 2 0.58 0.76 2 0.83 0.57
Table 11: Evaluation of AGDISTIS against AIDA and DBpedia Spotlight. Bold indicates
best F-measure.
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Figure 7: F-measure on the Reuters-21578 corpus using DBpedia as KB.
Second, we compared our approach with TagMe 2 and DBpedia using datasets
already implemented in the framework of Cornolti et al. AGDISTIS has been setup
to use a breadth-first search depth d = 2 and a trigram similarity of σ = 0.82. All
approaches used disambiguate w.r.t. the English DBpedia. AIDA was ommitted
from this evaluation because it has been shown to be outperformed by TagMe 2
in [45] on the datasets we consider.
AGDISTIS achieves F-measures between 0.31 (IITB) and 0.76 (MSNBC), see Ta-
ble 12. We outperform the currently best disambiguation framework, TagMe 2, on
three out of four datasets by up to 29.5% F-measure. Our poor performance on
IITB is due to AGDISTIS not yet implementing a paragraph-wise disambiguation
policy. By now, AGDISTIS performs disambiguation on full documents. The large
number of resources in the IITB documents thus lead to our approach generating
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very large disambiguation graphs. The explosion of errors within these graphs re-
sults in an overall poor disambiguation. We will address this drawback in future
work by fitting AGDISTIS with a preprocessor able to extract paragraphs from
input texts. The local vector-space model used by Spotlight performs best in this
setting.
Dataset Approach F-measure Precision Recall
AIDA/CO-
NLL-TestB
TagMe 2 0.565 0.58 0.551
DBpedia Spotlight 0.341 0.308 0.384
AGDISTIS 0.596 0.642 0.556
AQUAINT
TagMe 2 0.457 0.412 0.514
DBpedia Spotlight 0.26 0.178 0.48
AGDISTIS 0.547 0.777 0.422
IITB
TagMe 2 0.408 0.416 0.4
DBpedia Spotlight 0.46 0.434 0.489
AGDISTIS 0.31 0.646 0.204
MSNBC
TagMe 2 0.466 0.431 0.508
DBpedia Spotlight 0.331 0.317 0.347
AGDISTIS 0.761 0.796 0.729
Table 12: Performance of AGDISTIS, DBpedia Spotlight and TagMe 2 on four different
datasets using micro F-measure (F1).
Delving deeper into AGDISTIS’ results lead to the following insights:
• Varying the search depth d does not significantly improve F-measure be-
cause within the underlying documents there are many similar named en-
tities forming a shallow semantic background. However, using only string
similarity measures (d = 0) results in lower F-measure, see Figure 7.
• The expansion policy can have considerable knock-on effects: Either the first
entity and its expansions are disambiguated correctly or the wrong disam-
biguation of the first entity leads to an avalanche of false results in a loss of
≈ 4% accuracy.
• We observed a significant enhancement of AGDISTIS when adding surface
forms to the labels of resources as explained in Section 5.1.3. Employing
additional labels (such as surface forms gathered from Wikipedia) increased
the F-measure of AGDISTIS by up to 4%.
• Using n = 1, 2, 4 as n-gram similarity has been proven to perform worse than
using trigram similarity, i.e., n = 3. Our results suggest that d = 2 while
using DBpedia as KB is a good setting for AGDISTIS and suffice to perform
well. The iteration of σ between 0.7 and 0.9 can lead to an improvement of
up to 6% F-measure while σ < 0.7 and σ > 0.9 leads to a loss of F-measure.
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Overall, our results suggest that σ = 0.82 and d = 2 is generally usable across
datasets and knowledge bases leading to high-quality results. Further results, can
be found in the Chapter B in the appendix.
5.2.4 Chinese Benchmark
The key to extend AGDISTIS to support a new language, in this case Chinese, is
to provide the needed RDF data for this particular language, especially rdf:type
information. To evaluate the Chinese version of AGDISTIS, a Chinese benchmark
has been created in the context of Question Answering (QA). The disambiguation
of named entities is a key step to answer natural language questions based on
Linked Data.
To this end, we used the multilingual benchmark provided in QALD 4 [163].
Since the Chinese language is not supported, we extended the QALD 4 benchmark
by translating the English questions to Chinese and inserted the named entity links
manually.
We first report the disambiguation accuracies by assuming the named entities
are given. It allows a fair comparison to other disambiguation algorithms because
named entity disambiguation performance is highly depended on named-entity
recognition results. The accuracy is measured at a sentence level by assuming a
correct disambiguation should recognize and link all the entities in a sentence,
which is essential for further steps in question answering. The accuracies for the
training and testing are 65% and 70% respectively.
5.3 demonstration
Within our demonstration, we aim to show how AGDISTIS can be used by non-
expert as well as expert users. 6 Another aim of this demo is to present the English,
German and Chinese version of our framework based on DBpedia. For non-experts,
we provide a graphical user interface (GUI). Experts can choose to use the REST
interfaces provided by our system. The whole of this functionality, which will be
described in more details in the following.
agdistis for non-expert users A screenshot of the AGDISTIS GUI is shown
in Figure 8. This GUI supports the following workflow.
Entity Recognition After typing or pasting text into the input field, users can
choose between either annotating the entities manually or having the entities de-
tected automatically. In the first case, the labels of the entities are to be marked by
using square brackets, see central panel of Figure 8. In the case of an automatic
annotation, we send the text to the FOX framework, which has been shown to
outperform the state of the art in [153].
Automatic Language Detection Once the user has set which entities are to be
disambiguated, the marked-up text is sent to the language detection module based
on [149]. We chose this library because it is both precise (> 99% precision) and time-
efficient. If the input is detected to belong to one of the languages we support (i.e.,
German, Chinese, English), then we forward the input to a dedicated AGDISTIS
instance for this given language. In all other cases, an error message is shown to
the user, pointing towards the language at hand not being supported. The main
6 An online version of the demo is available at http://agdistis.aksw.org/demo.
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Figure 8: Screenshot of the demo with an English example which is already annotated.
advantage of this approach is that the user does not need to select the language in
which the text is explicated manually, thus leading to an improved user experience.
Entity Linking This is the most important step of the whole workflow. The an-
notated text is forwarded to the corresponding language-specific deployment of
AGDISTIS, of which each relies currently on a language-specific version of DBpe-
dia 2014.
Output Within the demo the annotated text is shown below the input field where
disambiguated entities are colored to highlight them. While hovering a highlighted
entity the disambiguated URI is shown. We will demonstrate the output of the
entity linking by using the examples shown in the upper part of Figure 8. The
output of the system will be shown both in a HTML version and made available
as a download in JSON.
agdistis for expert users Each of these endpoints understands two manda-
tory parameters: (1) text which is an UTF-8 and URL encoded string with entities
annotated with XML-tag <entity> and (2) type=’agdistis’ to disambiguate with
the AGDISTIS algorithm. In the future, several wrappers will be implemented to
use different entity linking algorithms for comparison. Following, a CURL7 snippet
shows how to address the Web service, see also http://agdistis.aksw.org:
curl --data-urlencode "text='<entity>Barack Obama</entity> arrives
in <entity>Washington, D.C.</entity>.'" -d type='agdistis'
{AGDISTIS URL}/AGDISTIS
7 http://curl.haxx.se/

6R E X : W E B - S C A L E E X T E N S I O N O F R D F K N O W L E D G E B A S E S
F R O M T E M P L AT E D W E B S I T E S
This chapter introduces
REX, a Web-scale
extraction framework for
semantic data from
templated websites
which was presented
in [29]. The author of
this thesis was one of the
two main authors of the
corresponding
publication [29] together
with Lorenz Bühmann.
He co-designed the
approach and
implemented the storage,
crawling and entity
linking parts of the
pipeline as well a
evaluated this approach
programmatically and
manually.
The Linked Open Data (LOD) Cloud has grown from 12 datasets to over 2000 know-
ledge bases in less than 10 years.1 This steady growth of the LOD Cloud promises
to continue as very large datasets such as Linked TCGA [144] with 20.4 billion
triples are added to it. However, the LOD Cloud still contains only a fraction of the
knowledge available on the Web [67]. This lack of coverage is mainly due to the
way the data available on the LOD Cloud is extracted.
Most commonly, the data in the LOD Cloud originates from one of two types
of sources: structured data (especially databases such as Drugbank,2 Diseasome,3
etc.) and semi-structured data sources, e.g., data extracted from the Wikipedia4
infoboxes. Furthermore, approaches like CETUS (Chapter 4 and AGDISTIS (Chap-
ter 5 provide further means to extract high-quality Resource Description Frame-
work (RDF) data from unstructured text but are not yet widely to construct Know-
ledge Base (KB)s.
While generating RDF triples from structured data (especially databases) is well
supported by systems such as Triplify [6], D2R [16] and SPARQLMap [159] , de-
vising automatic means to generate RDF from semi-structured data is a more chal-
lenging problem. Currently, this challenge is addressed by ad-hoc or manual (e.g.,
community-driven) solutions. For example, the well-known DBpedia [102] pro-
vides a mapping wiki5 where users can explicate how the content of infoboxes is
to be transformed into RDF. On the one hand, manual approaches offer the advan-
tage of leading to high-precision data; on the other hand, they suffer of a limited
recall because of the small number of Web sources from which the data is extracted.
For example, DBpedia only contains a fraction of the movies that were published
over the last years because it was extracted exclusively from Wikipedia. Moreover,
the same KB only contains a fraction of the cast of some of the movies it describes.
The main aim of this paper is to address the challenge of extracting RDF from
semi-structured data. We introduce REX, an open-source framework for the extrac-
tion of RDF from highly templated websites (e.g., Wikipedia, IMDB, ESPN, etc.).
Thus, REX is a complementary approach to CETUS and AGDISTIS to handle the
extraction of semantic, structured data from highly-structured websites without a
lot of unstructured text elements. REX addresses the extraction of RDF from tem-
plated websites by providing a modular and extensible architecture for learning
XPath6 wrappers and extracting consistent RDF data from these Web pages. Our
framework is thus complementary to RDF extraction frameworks for structured
and unstructured data. While REX targets the extraction of RDF from templated
websites in its current version, the architecture of the framework is generic and
allows for creating versions of the system that can extract RDF from other sources
1 http://stats.lod2.eu/
2 http://www.drugbank.ca
3 http://diseasome.eu
4 http://wikipedia.org
5 http://mappings.dbpedia.org
6 https://www.w3.org/TR/xpath-31/
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on websites, for example from unstructured data or from the billions of tables
available on the Web. Our framework has the following features:
1. Extensibility: Our framework is open-source, available under the MIT license
and can thus be extended and used by any third party;
2. Use of standards: REX relies internally on widely used libraries and on W3C
Standards such as RDF, SPARQL and OWL;
3. Modularity: Each of the modules can be replaced by another implementa-
tion;
4. Scalability: The current algorithms can be used on large amounts of data;
5. Low costs: REX requires no human supervision;
6. Accuracy: The current implementation achieves satisfactory F-measures and
7. Consistency: REX implements means to generate triples which abide by the
ontology of the source KB providing the training data.
In addition to being novel in itself, REX introduces a novel wrapper induction
technique for extracting structured data from templated Web sites. This induction
approach makes use of the large amount of data available in the LOD Cloud as
training data. By these means, REX circumvents the problem of high annotation
costs faced by several of the previous wrapper induction approaches [62; 86] while
keeping the high accuracy of supervised wrapper induction methods. By post-
processing the output of website wrappers, our system can generate novel triples.
To ensure that these novel triples are consistent, REX provides a consistency check
module which computes and uses the axioms which underlie the input KB K. Only
those triples which do not break the consistency rules are returned by REX. The
contributions of this paper are consequently as follows:
• We introduce a novel framework for the extraction of RDF from templated
websites.
• We present a novel wrapper induction approach for the extraction of subject-
object pairs from the Web.
• Our approach integrates state-of-the-art disambiguation and schema induc-
tion techniques to retrieve high-quality RDF.
• We evaluate the first version of REX on three datasets and present both the
strengths and weaknesses of our approach.
• Overall, we present the (to the best of our knowledge) first Web-scale, low-
cost, accurate and consistent framework that allows extracting RDF from
structured websites.
The rest of this chapter is organized as follows. In Section 6.1, we introduce the
notation that underlies this paper and the problems that we tackle. Section 6.2
presents the architecture of REX in more detail as well as the current implemen-
tation of each of its components. In particular, we illustrate our approach to gen-
erate examples from a KB K and we show our algorithm to learn Web wrappers
from such examples. Subsequently, we give an overview of AGDISTIS [168], see
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Chapter 5, which we use to address the problem of URI disambiguation. Finally,
we describe our current solution to ensuring the validity of the data generated
by REX. In Section 6.3 we present the results of REX on 3 datasets, each con-
taining at least 10,000 pages. More information on REX can be found at http:
//aksw.org/Projects/REX including inks to the source code repository (incl. ex-
amples), to the documentation and to a tutorial of the framework.
6.1 notation and problem statement
In this section, we present the concepts and notation to understand the concept
behind REX. We denote RDF triples as < s,p,o > where (s,p,o) ∈ R× P× (R ∪ L).
We call R the set of resources, P the set of properties and L the set of literals. We
call A = R∪P∪ L the set of all atoms. We regard KBs K as sets of triples. We denote
the set of all pairs (s,o) such that < s,p,o >∈ K with pairs(p,K). We define the
in-degree in(a) of an atom a in K as the number of distinct x such that there is a
predicate q with < x,q,a >∈ K. Conversely, the out-degree out(a) of a is defined
as the number of distinct atoms y that are such that there exists a predicate q ′
with < a,q ′,y >∈ K. We assume the existence of a labeling function label, which
maps each element of A to a sequence of words from a dictionary D. Formally,
label : A → 2D. For example, the value of label(r) can be defined as the set of x
with <r, rdfs:label, x>∈ K if r is a resource and as the lexical form of r if r is
a literal.
Based on this formalisation, we can define the problem that REX addresses as
follows: Given (1) a predicate p that is contained in a KB K and (2) a set of unlabeled
Web pages W = {w1,w2, . . . ,w|W|}, extract a set of triples < si,p,oi > from the
websites of W. Several tasks have to be addressed and solved to achieve this goal
within the paradigm that we adopt:
problem 1 : We first require an approach for extracting pairs of resource la-
bels out of unlabelled pages wi. We tackle this problem by means of a wrapper
induction algorithm (see Section 6.2.4.2). We assume that we are given (1) a set
E ⊆ {(s,o) : < s,p,o >∈ K} of positive examples for a predicate p from Linked
Data and (2) a set of Web pages W without any labeling. Our aim is to generate
high-quality wrappers, expressed as pairs of XPath expressions over these unla-
beled Web pages W, that extract a pair of values from each page.
problem 2 : Once the pairs of values have been extracted from Web pages, we
need to ground them in the KB K. In this context, grounding means that for each
value extracted by our solution to Problem 1 we have to either (1) find a matching
resource or (2) generate a novel resource or literal for this particular value. We
address this challenge by using a URI disambiguation approach that combines
breadth-first search and graph algorithms to determine a resource that matches
a given string. If no URI is found, our approach generates a new resource URI
(see Section 6.2.5.1).
problem 3 : Once new knowledge has been generated, it is central to ensure
that the KB K to which it is added remains consistent. To this end, we need to
ensure that we do not add any statements to K that go against its underlying
axioms. The problem here is that these axioms are not always explicated in KBs in
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the LOD Cloud. We thus devise an approach to generate such axioms from instance
data (see Section 6.2.5.2). To achieve this goal, we use a statistical analysis of the use
of predicates across the KB K. Moreover, we provide means to use RDFS inference
to ensure that new knowledge from new resources can be consistently generated
by our solution to Problem 2.
6.2 the rex framework
In the following, we present REX, an integrated solution to the three problems
presented above. We begin by giving an overview of its architecture. Then, we
present each of its components. As running example, we use the extraction of
movie directors from Web pages.
6.2.1 Overview
Figure 9 gives an overview of REX. All modules are interfaces, for which we pro-
vide at least one implementation. Hence, REX can be ran out of the box. Given a
predicate p and a KB K, REX provides a domain identification interface, which al-
lows for detecting Web domains which pertain to this predicate. For example, the
predicate dbo:actor leads to the domain http://imdb.com being retrieved. From
this domain, a set W of Web pages can be retrieved by using a crawler. The results
of the crawling are stored in a solution for unstructured data, for example an index.
REX then generates a set of examples using an instantiation of the example generator
interface. The goal here is to generate a sample E of all elements of pairs(p,K) that
allows learning high-quality pairs of XPath expressions. The examples are given to
a wrapper inducer, which learns pairs of XPath expressions for extracting the pairs
of values in E from the elements of W. These pairs are then applied to all pages
of W. The extraction results, i.e., pairs of strings, are passed on to a URI generator,
which implements a graph-based disambiguation approach for finding or generat-
ing URIs for the strings contained in the extraction results. The resulting set C of
candidate triples are finally forwarded to an validation engine, which learns axioms
from K and applies these to C to derive a set of triples that are consistent with K. In
the following, we detail our current implementation of each of these components.
Figure 9: Architecture of REX.
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6.2.2 Extraction Layer
REX’s data extraction layer consists of two main components: The domain identifi-
cation module is the first component of the layer and takes a set of triples (s,p,o) as
examples and returns a ranked list of Web domains. Our current implementation
simply uses the Google interface to search for websites that contain the label of all s,
p and o. The top-10 domains for each triple are selected and their rank is averaged
over all triples. The resulting ranking is returned. Moreover, we provide a manual
domain identification module for expert users. For our example dbo:actor, we
get http://imdb.com as top-ranked domain. The second component consists of a
crawler interface which allows to gather the Web pages that are part of the detected
domain and collect them in a storage solution for unstructured data. Currently, we
rely on crawler4j7 for crawling and Apache Lucene8 for storing the results of the
crawling.
6.2.3 Storage Layer
The storage layer encapsulates the storage solutions for structured data (i.e., the KB
K) and the unstructured data (i.e., the output of the extraction layer). We assume
that the structured data can be access via SPARQL. The unstructured data storage
is expected to return data when presented with a pair (s,o) of resources, which is
commonly a positive or negative example for the pairs that abide by p. As stated
above, we rely on a Lucene index that can access the labels of resources and simply
search through its index for pages that contain both a label for s and a label for o.
6.2.4 Induction Layer
The induction layer uses the data in the storage layer to compute wrappers for
the website crawled in the first step. To this end, it contains two types of modules:
The example generation module implements sampling algorithms that are used to
retrieve examples of relevant pairs (s,o) such that (s,p,o) ∈ K. These examples
are used to feed the wrapper induction module, which learns the wrappers that are
finally used to extract data from Web pages. Hereafter, we present the implemen-
tations of these modules.
6.2.4.1 Generation of Examples
Given a KB K, the generation of all examples E for a predicate p can be retrieved
by computing all triples < s,p,o > from K. However, using all triples might lead
to poor scalability, especially if K is very large. To ensure the scalability of our
approach, we thus aimed to ensure that we can provide REX with only a sample
of E and thus reduce its learning runtime without diminishing its accuracy. Our
first intuition was that it is more likely to find resources that stand for well-known
real-world entities on the Web. Thus, by selecting the most prominent examples
from the knowledge K, we should be able to improve the probability of finding
Web pages that contain both the subject and the object of our examples. This intu-
ition can be regarded as prominence-driven, as it tries to maximize the number of
7 https://code.google.com/p/crawler4j/
8 http://lucene.apache.org/
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annotated pages used for learning. We implemented this intuition to generating a
sample of E by implementing a first version of the example generator that ranks
the examples (s,o) in E in descending order by how prominent they are in the KB.
The score scr for ranking the examples was computed by summing up the in- and
out-degree of s and o:
scr(s,o) = in(s) + in(o) + out(s) + out(o). (7)
We call this example selection prominence-based.
The main drawback of this first intuition is that it introduces a skew in the sam-
pling as we only consider a subset of entities with a particular distribution across
the pages in W. For example, actors in IMDB have different templates depending
on how popular they are. Learning only from popular actors would then lead to
learning how to extract values only from Web pages obeying to particular type
of HTML template. While this problem can be by choosing a large number of ex-
amples, we revised our sampling approach to still use the ranking but to sample
evenly across the whole list of ranked resources. To this end, given a number n
of required pairs, we return the first n pairs (s,o) from the ranked list computed
above whose index idx abides by:
idx(s,o) ≡ 0
(
mod
⌊
|E|
n
⌋)
. (8)
We call this second implementation of the example generator interface the uniform
approach .
6.2.4.2 Wrapper Generation
Detecting rules to extract the subject-object pairs related to a property p is the
most difficult step when aiming to extract RDF from templated website. Here, we
present our current implementation of the wrapper induction module interface of
REX, which aims to extract subject-object pairs for p from a set of pages W that
belong to the same website and share a common template. We assume that an
example generator provides the input set E containing a subset of the pairs that can
be extracted from the pages in W. Formally, let Q denote the set of pages that
contain a pair in E:
Q = {w : w ∈W, (s,o) ∈ E∧ (label(s), label(o)) ∈ w}, (9)
where (label(s), label(o)) ∈ w denotes that at least one of the labels of s and at
least one of the labels of o occur in the page w. We use the pairs in E to gain the
positive annotations for the pages in Q. These annotations are needed to automati-
cally infer a set of wrappers, i.e., a set of extraction rule pairs that extract the target
subject-object pairs.
To avoid the extraction of incorrect values, our approach includes a technique to
evaluate the output wrapper coverage, i.e., the number of pages in W for which
the wrappers inferred from Q correctly extract the target subject-object pairs.
Listing 3 reports the pseudo-code of our algorithm to generate the wrappers
that extract subject-object pairs related to a property p from a set of pages: it takes
as input the set of pages W and the set of examples E. To abstract the extraction
rules generative process in our implementation, we assume that there exists, as
a parameter of the algorithm, a class of all the creatable extraction rules R. It
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Algorithm 3: AlfREX: Extract subject-object pairs from a website.
Input: KB K, a predicate p, a set of examples E = {(s,o)|(s,p,o) ∈ K}
Input: a set of pages W = {w1, . . . ,w|W|} containing data w.r.t. predicate p
Parameter: a class of extraction rules R over W
Parameter: k, the number of sample pages for generating the rules
Output: set T of pairs of strings extracted from pages W
1: T := ∅; // output pairs of strings
2: Q := {w ∈W: (label(s), label(o)) ∈ w, (s,o) ∈ E};
3: I := a set of k random pages from Q;
4: Rs := {r, r ∈ R, w ∈ I, (label(s), label(o)) ∈ w, r(w) = label(s)};
5: Ro := {r, r ∈ R, w ∈ I, (label(s), label(o)) ∈ w, r(w) = label(o)};
6: (rs, ro) := argmaxrs∈Rs,ro∈Ro |{w, w ∈ Q, (label(s), label(o)) ∈ w,
rs(q) = label(s) and ro(q) = label(o)}|;
7: {r1s , r2s , . . . , rns }← {r, r ∈ Rs, r(Q) = rs(Q)};
8: {r1o, r2o, . . . , rmo }← {r, r ∈ Ro, r(Q) = ro(Q)};
9: for q ∈W do
10: if (r1s(q) = . . . = rns (q) and r1o(q) = . . . = rmo (q)) then
11: T ← T ∪ {(r1s(q), r1o(q))};
12: end if
13: end for
14: return T ;
corresponds to the set of XPath expressions that we can generate over the pages in
W.
As a first step (line 2), the algorithm computes the set of pages Q (we assume
Q 6= ∅). Then, it picks up a small set of sample pages I from Q.In our implementa-
tion, we set k = |I| = 10. From the pages in I two initial sets of extraction rules, Rs
and Ro, are generated (lines 4-5), as follows. First, we analyze the DOM tree of the
pages to locate nodes that are part of the template. We use these nodes as roots of
XPath expressions that match with the input pair. To discover the template nodes,
we compute the occurrences of the textual leaf nodes in the pages. Following the
intuition developed in [4], we consider template nodes the document root, the
nodes with an id attribute, and the text leaves that occur exactly once with same
value and same root-to-leaf sequence of tags in a significant percentage (80%) of
pages. The rationale is that it is very unlikely that a node occurs exactly once in
several pages with the same root-to-leaf path by chance; rather, it is likely repeated
in every page since it comes from a piece of the underlying HTML template.
Template nodes are then used as pivot nodes to generate XPath expressions that
match with nodes containing a textual leaf that equals the subject (object) of the
input pair. Given a pivot node l, an XPath expression for the textual node t is
computed by appending three expressions: (i) an expression that matches with
the pivot node t, (ii) the path from t to the first ancestor node, nlt, shared by t
and l, (iii) the path from nlt to l (which descends from the shared ancestor node
to the target textual node). To avoid an excessive proliferation of rules, we bound
the length of the XPath expressions, i.e., the number of XPath steps. We observed
that producing rules longer than 8 steps do not produce any benefit.
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(a)
Extraction rules
r1: //*[contains(.,"Ratings:")]/../p-s::tr[2]/td/text()
r2: //*[contains(.,"Director:")]/../p-s::tr[1]/td/text()
r3: /html/table/tr[1]/td/text()
ps = preceding-siblings
(b) (c) (d)
Figure 10: (a) DOM trees of three pages (in a fictional set I), (b) a page in Q (with a
template that differs from those of the pages in I), (c) some rules to extract the
movie title, and (d) a page in W (with a template that differs from those of the
pages in Q).
The above step produces several extraction rules that correctly work on the pages
in I. However some of these rules could not work on a larger set of pages. For
example, consider a set of pages such as those shown in Figure 10 (a). Assuming
that the leaf nodes ‘Director:’ and ‘Ratings:’ appear once with the same root-to-
leaf path in most of the pages in I, they would be considered as template nodes.
Figure 10 (c) reports an example of the XPath expressions pivoted in these nodes,
and generated to extract the movie title. Notice, however, that rule r1 does not
extract the movie title on pages like that depicted in Figure 10 (b), i.e., pages
without user ratings. To improve the accuracy of the rules generated from pages in
I, we evaluate the generated rules over Q, and select those that extract the largest
number of annotations (line 6). In our example, the extraction rules r2 and r3
would be selected, while r1 would be discarded, as the former rules work also on
the page of Figure 10 (b), while the latter does not.
The selected rules are those better working for the pages in Q, that are the pages
containing pairs of K. Although it is likely that these rules also work for the whole
collection of input pages, it might also be the case thatW contains pages obeying to
a slightly different template not observed withinQ. For example, consider the page
in Figure 10 (d): since the movie has been awarded 3 Oscars, the corresponding
page has small structural differences, and neither r1 nor r3 correctly extract the
title.
To overcome this issue, we leverage the redundancy of equivalent rules gener-
ated in the above steps. Targeting only resources from pages for which the extrac-
tion is likely to work correctly, we return the pairs (lines 7-8) on which all the dis-
tinct yet equivalent rules return the same value. Again from our example, observe
that rules r2 and r3 extract different values from the page in Figure 10 (d) (Argo
and Oscar 2013, respectively), therefore, none of the values extracted from that
page would be added in the final output. All these rules are used later (lines 9-13)
to check that they extract the same value (line 10) from a Web page.
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6.2.5 Generation Layer
Now that data has been extracted from the websites, REX is ready to generate
RDF out of them. To achieve this goal, two steps needs to be carried out. First, the
strings retrieved have to be mapped to RDF resources or literals. This is carried out
by the URI disambiguation modules. The resulting triples then need to be checked
for whether they go against the ontology of the KB or other consistency rules. This
functionality is implemented in the data validation modules.
6.2.5.1 URI Disambiguation
URI disambiguation is not a trivial task, as several resources can share the same
label in a KB. For example, “Brad Pitt” can be mapped to the resource :Brad_Pitt
(the movie star) or :Brad_Pitt_(boxer), an Australian boxer. We address this prob-
lem by using AGDISTIS, a framework for URI disambiguation [168]. In our current
implementation, we chose to simply integrate the AGDISTIS framework using DB-
pedia 3.8. We chose this framework because it outperforms the state-of-the-art
frameworks AIDA [81] and DBpedia Spotlight [112] by 20% w.r.t. its accuracy.
Especially on short RSS feeds containing only two resource labels, the approach
achieves 3% to 11% higher accuracy. More details on AGDISTIS as well as a thor-
ough evaluation against popular frameworks such as DBpedia Spotlight and AIDA
can be found in [168]. Note that if no resources in K has a URI which matches s or
o, we generate a new cool URI9 for this string.
6.2.5.2 Data Validation
Sequentially applying the steps before results in a set of triples < s,p,o > that
might not be contained in K. As we assume that we start from a consistent KB K
and the whole triple generation process until here is carried out automatically, we
need to ensure that K remains consistent after adding < s,p,o > to K. To this end,
REX provides a data validation interface whose first implementation was based on
the DL-Learner.10 Depending on the size of K, using a standard OWL reasoner for
consistency checks can be intractable. Thus, our current implementation applies
the following set of rules based on the schema of K and add a triple < s1,p,o1 >
only if it holds that:
1. If a class C is the domain of p, there exists no type D of s1 such that C and
D are disjoint.
2. If a class C is the range of p, there exists no type D of o1 such that C and D
are disjoint.
3. If p is declared to be functional, there exists no triple < s1,p,o2 > in K such
that o1 6= o2.
4. If p is declared to be inverse functional, there exists no triple < s2,p,o1 > in
K such that s1 6= s2.
5. If p is declared to be asymmetric, there exists no triple < o1,p, s1 > in K.
9 http://www.w3.org/TR/cooluris
10 http://dl-learner.org
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6. If p is declared to be irreflexive, it holds that s1 6= o1.
Note that this approach is sound but of course incomplete. Although an increasing
number of RDF KBs are published, many of those consist primarily of instance data
and lack sophisticated schemata. To support the application of the above defined
rules, we follow the work in [27; 28], which provides a lightweight and efficient
schema creation approach that scales to large KBs.
6.3 evaluation
The goal of the evaluation was to provide a detailed study of the behavior of the
current REX modules with the aim of (1) ensuring that our framework can be used
even in its current version and (2) detecting current weaknesses of our framework
to trigger future developments. In the following, we begin by presenting the data
and hardware we used for our experiments. Thereafter, we present and discuss the
results of our experiments. Detailed results can be found at the project website.
6.3.1 Experimental Setup
We generated our experimental data by crawling three websites, i.e.,
1. imdb.com where we extracted dbo:starring, dbo:starring−1 as well as dbo:
director;
2. goodreads.com, from which we extracted dbo:author and dbo:author−1;
3. espnfc.com with the target relations dbo:team and dbo:team−1.
We chose these websites because they represent three different categories of tem-
plated websites. imdb.com widely follows a uniform template for all pages in the
same subdomain. Thus, we expected the wrapper learning to work well here.
goodreads.com represents an average case of templated websites. While template
are most widely used and followed, missing values and misused fields are more
common here than in our first dataset. The third dataset, espnfc.com, was chosen
as worst-case scenario. The dataset contains several blank pages, a large variety
of templates used in manifold different fashions. Consequently, defining a set of
golden XPaths is a tedious task, even for trained experts. Thus, we expected the re-
sults on this dataset to be typical for the worst-case behavior of our approach. We
randomly sampled 10,000 HTML pages per subdomain for our experiments and
manually built reference XPath expressions to evaluate the precision and recall of
the generated extraction rules. The precision, recall and F-measure reported below
were computed by comparing the output of REX with the output of the reference
XPath expressions. All extraction runtime experiments were carried out on single
nodes of an Amazon EC2.small instance.
6.3.2 Results
effect of number of examples and sampling strategy on f-measure
The results of our experiments on altering the number of examples used for learn-
ing are shown in Figures 11a-11h. Due to space limitations, we show the average
results over all the pairs extraction by our wrapper induction approach for each of
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the domains. The results achieved using the prominence-based sampling show the
expected trend: on pages that use a consistent template (such as the director pages
in imdb.com), our approach requires as few as around 70 pages for |Q|. Once this
value is reached, REX can compute high-quality extraction rules and achieves an
F-measure of 0.97 (see Figures 11a). For pages that change template based on the
prominence of the entities they describe (like the actors’ pages, see Figure 11b), our
approach requires more training data to achieve a high F-measure. The increase of
F-measure is clearly due to an increase in precision, pointing to REX being able to
better choose across different alternative XPaths when provided with more infor-
mation. The results of goodreads.com support our conjecture. With more training
data, we get an increase in precision to up to 1 while the recall drops, leading to
an overall F-measure of 0.89 for 40.000 examples. In our worst-case scenario, we
achieve an overall F-measure close to 0.6. The lower value is clearly due to the
inconsistent use of templates across the different pages in the subdomains.
The results based on the uniform sampling strategy reveal another trait of REX.
As expected, the coverage achieved using uniform sampling is clearly smaller in
all cases. The results achieved with all the training data available clearly show the
importance of sampling, see Table 13. While one could conjecture that using all
data for training would be beneficial for our approach, the F-measures achieved
by using all the data suggest that sampling can be beneficial for the extraction,
especially when the Web pages do not follow a rigid template, e.g., in esnpfc.com,
or when the data in the KB is noisy. Overall, our results suggest that our approach
is accurate, also for pages where entities with different prominence are assigned
variable templates as in imdb.com actors. If multiple occurrences of the same value
are present in the same page (as in the case of books, actors and directors), our
algorithm is able to detect the most stable one. Moreover, our approach seems ro-
bust against noisy labels, even when there are many false positive in the page (e.g.,
book author pages that include many links to different books by the same author).
An important feature of our approach is that it can obtain accurate XPaths even
by learning from a very small fraction of pages. For example, in our experiments
on up to 40.000 pages, our approach learned XPath expressions from only 0.5% to
1.16% of |W|. Still, for very noisy domains with an inconsistent use of templates,
our approach can lead to less accurate extraction rules.
P R F-measure #Pages
dbo:director 0.82 1.00 0.89 216
dbo:starring 0.86 1.00 0.90 316
dbo:author 0.94 0.85 0.86 217
dbo:team 0.32 0.43 0.35 656
Table 13: Average evaluation results using all available pairs as training data.
runtime performance We evaluated the runtime performance of our ap-
proach by using 40.000 examples and the prominence-based distribution while al-
tering the size of I. As expected, setting |I| to a low value, e.g., 1, leads to less rules
being generated and thus to an overall better runtime performance, see Figure 11i.
By setting I to a low value, REX can be used to get a quick overview of possible
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Figure 11: Overall evaluation results of the extraction of pairs. Figures (a) to (h) show the
average precision, recall and F-measure which is achieved by the generated
XPaths for the prominence-based and uniform sampling. The x-axis shows the
number of examples and the number of sample pages retrieved in the format
|E|/|Q|. Figure (i) shows the average computational time and the corresponding
F-measures for different sizes of |I|.
extraction results, a characteristic of our system that could result beneficial for end
users. Yet, it also leads to worse overall F-measures. Setting I to a higher value,
e.g., 15, leads to a more thorough, i.e., more time-demanding, analysis of the web-
sites and thus to better results. Still overall, our approach scales quasi linearly and
requires on average less than thirty seconds to learn wrappers out of existing data
even for |I| = 20.
quality of rdf output To check the quality of the RDF we generated, we
manually checked the triples extracted from each property of our three domains.
Each triple was checked by at least two annotators, which reached a significant
Kohen’s kappa score [43] of 0.88 overall. On goodreads.com we achieved a preci-
6.3 evaluation 63
sion of 75.24%. While we achieve a precision of 78.85% when extraction directors
from imdb.com and of 75% on starring, the extraction of starring−1 proves more
tedious (precision = 42.17%). As expected, the data extracted from espnfc.com has
a low precision of 44.19%. The results on starring−1 are due to the fact that sev-
eral actors can star in a movie while assuming other roles. Thus, our extraction
framework often overgenerates triples and produces false positives, e.g., directors
are often included. The results on espnfc.com are clearly due to the templates not
being used correctly. Still, our results clearly show the potential of our approach,
as 60.68% of the triples we extracted are both correct and novel, see Table 14.
Property #Possible #Triples generated #Consistent #Correct #New
triples by AlfREX triples triples triples
dbo:author−1 54 32 32 22 22
dbo:author 83 83 69 54 54
dbo:team−1 2 1 1 0 0
dbo:team 30 55 42 19 13
dbo:starring−1 40 99 83 35 34
dbo:starring 70 70 44 33 32
dbo:director 61 56 52 41 41
Table 14: Triples generated by 100 randomly sampled pages, number of possible triples
generated by using gold standard rules

Part III
E VA L U AT I O N G A P
The last part explained, how to extract high-quality semantic data from
unstructured and semi-structured data sources with scalable algorithms.
However, the multitude of diverse algorithms, especially in the area
of semantic annotation of unstructured text, lead to a lack of easily
deployable datasets as well as a lack of experiment comparability, re-
peatability and archivability. To close this Evaluation Gap, we present an
interchangable dataset for Named Entity Recognition (NER) and Named
Entity Disambiguation (NED) as well as an open-science-enabling bench-
marking platform for semantic annotation approaches. Thus, we are
able to deliver easily reusable datasets, repeatable experiments and pub-
lishable results to our community.

7
N 3 - A C O L L E C T I O N O F D ATA S E T S F O R N A M E D E N T I T Y
R E C O G N I T I O N A N D D I S A M B I G U AT I O N I N T H E N L P
I N T E R C H A N G E F O R M AT
This chapter presents
N3, a collection of three
annotated corpora for
NER and NED. It has
been published in the
corresponding
article [139] and since
than built the gold
standard for evaluations
in papers like [168; 174].
The author of this thesis
is one of the two main
authors, implemented
the annotation tool,
generated parts of the
datasets and co-wrote
the paper and its poster.
Automatically extracting and linking Named Entities (NEs) to a particular Know-
ledge Base (KB) from unstructured, natural language text is an extremely challeng-
ing task [48]. Leveraging Linked Data can help developing systems to automati-
cally extract semantic data [67; 81; 112; 168].
The tasks of NER and NED are part of the research area of Information Extrac-
tion [153]. NER is the task of identifying entities of certain types. NED is the
task of disambiguating pre-identified named entities towards a certain KB . These
IE steps depend on datasets which need human annotation, and therefore make
it a time-consuming and expensive task. Approaches like CETUS (Chapter 4) or
AGDISTIS (Chapter 5) need to be evaluated against high-quality, easy to deploy
and diverse datasets.
Thus, we present three novel datasets (called N3) in which named entities have
been annotated manually. As KB for this annotation we used DBpedia [102] which
is the central point of the Linked Open Data movement. These datasets have al-
ready been used to evaluate [81; 112] as well as in [67; 168; 174]. N3 is published
using the Natural Language Processing (NLP) Interchange Format (NIF) [77] ensur-
ing a greater interoperability to overcome the need for corpus-specific parsers. Our
main contributions are as follows:
• The publication of three novel and freely available datasets for NER and NED;
• An analysis of the underlying corpora;
• The transformation of these corpora to NIF providing provenance data.
• Finally, our datasets also allow the analysis of co-reference resolution [126;
150] if the entity is not in the KB.
The data as well as further information can be found at the project homepage
http://aksw.org/Projects/N3nernednif.
7.1 corpora
In the following section, we present the annotation process as well as specific fea-
tures for each corpus of the N3-Collection.
During the annotation, we focused on recognizing three main classes of NEs:
persons, places and organizations. Each identified NE has been manually disam-
biguated to the DBpedia 3.9 if possible. In case there was no matching resource
in a KB we created an URI1 using the http://aksw.org/notInWiki/ namespace
(see Section 7.2). Additionally, we resolved co-references for every named entity,
especially, for entities that are not yet in the KB .
1 http://www.w3.org/TR/cooluris/
67
68 n3 - a collection of datasets for ner and ned in nif
Furthermore, the collection of datasets is annotated by the version and language
of the KB , hence any change of the underlying database can be analyzed. In order
to spread the corpora, we publish them under the Creative Commons BY-NC-SA
license2.
In general, our corpora contain more documents then any published NIF cor-
pora (KORE50 and DBpedia Spotlight) so far. First order statistics for all datasets,
such as the number of documents, words or average word count per document,
can be found in Table 15. Moreover, Table 16 describes the number of entities and
URIs known or not known in DBpedia w.r.t. a certain dataset.
Corpus Language #Documents #Words Avg. Words/Doc.
News-100 German 100 48199 481.99
Reuters-128 English 128 33413 261.04
RSS-500 English 500 31640 63.28
KORE50 English 50 1332 26.64
DBpedia Spotlight English 10 3582 358.20
Table 15: Features of the corpora and their documents.
Corpus
Entities Unique URIs
DBpedia AKSW DBpedia AKSW
News-100 1547 108 315 57
Reuters-128 650 230 299 145
RSS-500 524 476 400 449
KORE50 144 0 127 0
DBpedia Spotlight 331 0 249 0
Table 16: Number of single entities and unique URIs in the corpora.
The distribution of NEs over the texts is shown in Figure 12. RSS-500 has been
left out because all of its documents comprise exactly two entities. As depicted
in the diagram, all documents of the KORE50 corpus have less than six NEs. The
documents from DBpedia Spotlight corpus reveal a larger context and thus more
NEs. On the other side, DBpedia Spotlight comprises only 10 documents. The
Reuters-128 corpus has most documents, although many of these documents are
shorter and thus have less NEs.
7.1.1 News-100
This corpus comprises 100 German news articles from the online news platform
news.de3. All of the articles were published in the year of 2010 and contain the
word Golf. This word is a homonym that can have the following meanings:
• A gulf like the Gulf of Mexico or the Persian Gulf,
2 http://creativecommons.org/licenses/by-nc-sa/4.0/
3 http://www.news.de
7.1 corpora 69
0 %
5 %
10 %
15 %
20 %
25 %
30 %
35 %
40 %
 0  10  20  30  40  50
P
er
ce
nt
ag
e 
of
 d
oc
um
en
ts
NE per document
News-100
Reuters-128
KORE50
DBpedia Spotlight
Figure 12: Distribution of NEs per document. We omitted two outliers from the News-100
corpus containing 55 and 63 NEs.
• The ball sport or
• A car model produced by the German manufacturer Volkswagen.
One researcher annotated the documents manually. Another researcher resolved
occurring conflicts after supervising the corpus. Although the sport golf as well
as the car are not within the class range of NER, they are kept for evaluation
purposes.
7.1.2 Reuters-128
This English corpus is based on the well known Reuters-215784 corpus which con-
tains economic news articles. In particular, we chose 128 articles containing at least
one NE, as described in [168]. Compared to the News-100 corpus the documents of
Reuters-128 are significantly shorter and thus carry a smaller context, as can be
seen in Table 15.
To create the annotation of NEs with URIs, we implemented a supporting judge-
ment tool, see Figure 135. The input for the tool was a subset of more than 150
Reuters-21578 news articles sampled randomly. First, FOX [153] was used for rec-
ognizing a first set of NEs. This reduced the amount of work to a feasible portion
regarding the size of this dataset.
Afterwards, the domain experts corrected the mistakes of FOX manually using
the annotation tool. Therefore, the tool highlighted the entities in the texts and
added initial URI candidates via simple string matching algorithms. Two scientists
determined the correct URI for each named entity manually with an initial voter
agreement of 74%. This low initial agreement rate hints towards the difficulty of
the disambiguation task.
In some cases, judges did not agree initially but came to an agreement shortly
after reviewing the cases. While annotating, we left out ticker symbols of compa-
4 http://kdd.ics.uci.edu/databases/reuters21578/reuters21578.html
5 https://github.com/RicardoUsbeck/QRTool
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nies, e.g., GOOG for Google Inc., abbreviations and job descriptions because those
are always preceded by the full company name respectively a person’s name.
Figure 13: User interface of the annotation tool.
7.1.3 RSS-500
This corpus has been created using a dataset comprising a list of 1,457 RSS feeds
as compiled in [70]. The list includes all major worldwide newspapers and a wide
range of topics, e.g., World, U.S., Business, Science etc. The RSS list has been com-
piled using a 76-hour crawl, which resulted in a corpus of about 11.7 million sen-
tences. A subset of this corpus has been created by randomly selecting 1% of the
contained sentences.
Finally, one researcher annotated 500 randomly chosen sentences manually. These
sentences were a subset of those which contained a natural language representa-
tion of a formal relation, like “. . . , who was born in. . . ” for dbo:birthPlace, cf. [66].
The relations had to occur more than 5 times in the 1% corpus. In case the men-
tioned entity is not contained in a new URI has been generated. This corpus has
been used for evaluation purposes in [67].
7.2 using nif for publishing corpora
For publishing our datasets, we choose NIF because it is a Resource Description
Framework (RDF)-based Linked Data serialization. NIF provides different advan-
tages, e.g., interoperability by standardization [77] or query-ability. The NIF-standard
assigns each document an URI as starting point and generates another Linked
Data (LD) resource per NE. Each document is a resource of type nif:Context and
its content is the literal of its nif:isString predicate. Where possible, we added
the source from which we got the document using the nif:sourceUrl predicate.
Every NE is an own resource with a newly generated URI pointing to the orig-
inal document via the nif:referenceContext predicate. Additionally, the begin
(nif:beginIndex) and end position (nif:endIndex) as well as the disambiguated
URI (itsrdf:taIdentRef) and the respective KB (itsrdf:taSource) are stored. In
contrast to Steinmetz et al. [156], mentioning the source of annotation serves as a
more useful semantic background and is thus more valuable for further research.
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@prefix nif: <http://persistence.uni-leipzig.org/nlp2rdf/ontologies/nif-core#> .
@prefix itsrdf: <http://www.w3.org/2005/11/its/rdf#> .
@prefix xsd: <http://www.w3.org/2001/XMLSchema#> .
<http://aksw.org/N3/Reuters-128/1#char=0,337>
a nif:String , nif:Context , nif:RFC5147String ;
nif:beginIndex "0"^^xsd:int ;
nif:endIndex "337"^^xsd:int ;
nif:isString "Key Tronic corp said it has received contracts..."@en ;
nif:sourceUrl <http://www.research.att.com/~lewis/Reuters-21578/15003> .
<http://aksw.org/N3/Reuters-128/1#char=0,15>
a nif:String , nif:RFC5147String ;
nif:anchorOf "Key Tronic corp"^^xsd:string ;
nif:beginIndex "0"^^xsd:int ;
nif:endIndex "15"^^xsd:int ;
nif:referenceContext <http://aksw.org/N3/Reuters-128/1#char=0,337> ;
itsrdf:taIdentRef <http://dbpedia.org/resource/Key_Tronic> ;
itsrdf:taSource "DBpedia_en_3.9"^^xsd:string .
Listing 5: Example of the resulting N3-triples.
For instance, NIF document as depicted in Listing 5 has been transformed from
the document from Listing 6.
Source = Reuters-21578
ID = 15003
Text = Key Tronic corp said it has received contracts...
Listing 6: Example input text.
The second advantage of using a corpus in NIF is that it is searchable using
SPARQL. When the corpus is loaded in a Triple Store (e.g., Virtuoso6) one can
easily find all NEs by posing a simple SPARQL query, as depicted in Listing 7.
Select ?namedEntity {[] itsrdf:taIdentRef ?namedEntity }
Listing 7: SPARQL query to get all NEs.
6 http://sourceforge.net/projects/virtuoso/
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The implementation of the original vision behind the Semantic Web demands the
development of approaches and frameworks for the seamless extraction of struc-
tured data from text. While manifold annotation frameworks have been developed
over the last years to address (some of) the sub-tasks related to the extraction of
structured data from unstructured data [58; 81; 112; 117; 119; 132; 137; 156; 168],
the provision of comparable results for these systems remains a tedious problem.
Furthermore, the fair and exhaustive comparison of our own Named Entity Dis-
ambiguation (NED) approach AGDISTIS (Chapter 5) to other state-of-the-art ap-
proaches illustrated the open Evaluation Gap faced by this research field. The issue
of comparability of results is not to be regarded as being intrinsic to the annota-
tion task. Indeed, it is now well established that scientists spend between 60% and
80% of their time preparing data for experiments [69; 89; 130]. Data preparation
being such a tedious problem in the annotation domain is mostly due to the dif-
ferent formats of the gold standards as well as the different data representations
across reference datasets. These restrictions have led to authors evaluating their
approaches on datasets (1) that are available to them and (2) for which writing a
parser as well as an evaluation setup can be carried out with reasonable effort. In
addition, a large number of quality measures have been developed and used ac-
tively across the annotation research community to evaluate the same task, leading
to the results across publications on the same topics not being easily comparable.
For example, while some authors publish macro-F-measures and simply call them
F-measures, others publish micro-F-measures for the same purpose, leading to sig-
nificant discrepancies across the scores. The same holds for the evaluation of how
well entities match. Indeed, partial matches and complete matches have been used
in previous evaluations of annotation systems [45; 153]. This heterogeneous land-
scape of tools, datasets and measures leads to a poor repeatability of experiments,
which makes the evaluation of the real performance of novel approaches against
the state of the art rather difficult.
Thus, our own and the insights above have led to a movement towards the cre-
ation of frameworks to ease the evaluation of solutions that address the same an-
notation problem [34; 45]. We present GERBIL – a general entity annotator bench-
mark –, a community-driven effort to enable the continuous evaluation of annota-
tion approaches. GERBIL is an open-source and extensible framework that allows
evaluating systems against 9 different annotators on 11 different datasets within
6 different experiment types.1. By integrating such a large number of datasets,
experiment types and frameworks, GERBIL allows users to evaluate their frame-
works against other semantic entity annotation systems (short: entity annotation
systems) by using exactly the same setting, leading to fair comparisons based on
exactly the same measures. While the evaluation core of GERBIL is based on the
BAT-framework [45], our approach goes beyond the state of the art in several re-
spects:
1 Numbers are taken from the 2015 publication [174]. Current numbers can be found in Section 8.3
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• GERBIL provides persistent URLs for experimental settings. Hence, by using
GERBIL for experiments, system developers can ensure that the settings for
their experiments (measures, datasets, versions of the reference frameworks,
etc.) can be reconstructed in a unique manner in future works.
• GERBIL aims to be a central repository for annotation results without being
a central point of failure: While we make experiment URLs available, we
also provide users directly with their results (via machine-readable data) to
ensure that they use them locally without having to rely on GERBIL.
• The results of GERBIL are published in a machine-readable format. In partic-
ular, our use of DataID [26] and DataCube [49] to denote frameworks and
datasets ensures that results can be easily combined and queried (for exam-
ple to study the evolution of the performance of frameworks) while the exact
configuration of the experiments remains uniquely reconstructable. By these
means, we also tackle the problem of reproducibility.
• Through the provision of results on different datasets of different types and
the provision of results on a simple user interface, GERBIL also provides
means to quickly gain an overview of the current performance of annotation
frameworks, thus providing (1) developers with insights pertaining to the
type of data on which their accuracy needs improvement and (2) end users
with insights allowing them to choose the right system for the tasks at hand.
• With GERBIL, we introduce the notion of knowledge base-agnostic bench-
marking of entity annotation systems through generalized experiment types.
By these means, we allow to benchmark frameworks against a diverse set of
reference datasets from any domain grounded in any reference knowledge
base.
To ensure that the GERBIL framework is useful to both end users and system de-
velopers, its architecture and interface were designed with the following principles
in mind:
• Easy integration of annotators: We provide a wrapping interface that allows
annotators to be evaluated via their REST interface. In particular, we inte-
grated 6 additional annotators not evaluated against each other in previous
works (e.g., [45]).
• Easy integration of datasets: We also provide means to gather datasets for
evaluation directly from data services such as DataHub.2 In particular, we
added 6 new datasets to GERBIL.
• Easy addition of new measures: The evaluation measures used by GERBIL
are implemented as interfaces. Thus, the framework can be easily extended
with novel measures devised by the annotation community.
• Extensibility: GERBIL is provided as an open-source platform that can be
extended by members of the community both to new tasks and different
purposes.
2 http://datahub.io
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• Diagnostics: The interface of the GERBIL framework was designed to pro-
vide developers with means to easily detect aspects in which their tool(s)
need(s) to be improved.
• Portability of results: We generate human- and machine-readable results to
ensure maximum usefulness and portability of the results generated by our
framework.
The rest of this chapter presents and evaluates GERBIL. First, we present the
GERBIL framework. Especially, we focus in particular on how annotators and
datasets can be added to GERBIL and give a short overview of the annotators
and frameworks that are currently included in the framework. We then present an
evaluation of the framework that aims to quantify the effort necessary to include
novel annotators and datasets to the framework. Finally, we present the current
state of GERBIL in Section 8.3. More information can be found at the project web-
page http://gerbil.aksw.org.
8.1 the gerbil framework
Web service calls
Datasets
Web service calls
Interface
Interface
Annotators
OPEN
Configuration
GERBIL
...
Benchmark Core
Your 
Annotator
Your Dataset
Figure 14: Overview of GERBIL’s abstract architecture. Interfaces to users and providers
of datasets and annotators are marked in blue.
architecture overview GERBIL abides by the architectural pattern of model-
view-controller, see Figure 14. Entity annotation systems, datasets and configura-
tions like experiment type, matching or metric are implemented as controller in-
terfaces easily plug-able to the core controller. The output of experiments as well
as descriptions of the various components are stored in a server-less database for
fast deployment. Finally, the view component displays configuration options re-
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spectively renders experiment results delivered by the central component which is
communicating with the interfaces and the database.
8.1.1 Experiment Types, Matching, Metrics
Experiments run in our framework can be configured in several manners. In the
following, we present some of the most important parameters of experiments avail-
able in GERBIL.
An experiment type defines the way used to solve a certain problem when ex-
tracting information. Cornolti et al.’s [45] BAT-framework offers six different exper-
iment types, namely (scored) annotation (S/A2KB), disambiguation (D2KB) – also
known as Entity Linking (EL) – and (scored respectively ranked) concept annota-
tion (S/R/C2KB) of texts. In [137], the authors propose two types of experiments,
focusing on highlighting the strengths and weaknesses of the analyzed systems.
Thereby, performing i) entity recognition, i.e., the detection of the exact match of
the pair entity mention and type (e.g., detecting the mention Barack Obama and
typing it as a Person), and ii) entity linking, where an exact match of the mention
is given and the associated DBpedia URI has to be linked (e.g., locating a resource
in DBpedia which describes the mention Barack Obama). This work differs from the
previous one for experimenting in entity recognition, and on annotating entities to
a Resource Description Framework (RDF) Knowledge Base (KB).
GERBIL reuses the six experiments provided by the BAT-framework and extends
them by the idea to not only link to Wikipedia but to any knowledge base K. One
major formal update of the measures in GERBIL is that in addition to implement-
ing experiment types from previous frameworks, it also measures the influence of
NIL annotations, i.e., the linking of entities that are recognized as such but cannot
be linked to any resource from the reference knowledge base K. For example, the
string Barack Obama can be recognized as a person name by several frameworks
but cannot be linked to Wikipedia/DBpedia, as Ricardo does not have a URI in
these reference datasets. Our framework extends the experiments types of [45] as
follows: Let m = (s, l,d, c) ∈M denote an entity mention in document d ∈ D with
start position s, length l and confidence score c ∈ [0, 1]. Note that some frameworks
might not return (1) a position s or a length l for a mention, in which case we set
s = 0 and l = 0; (2) a score c, in which case we set c = 1.
We implement six types of experiments:
1. D2KB: The goal of this experiment type is to map a set of given entity men-
tions (i.e., a subset µ ⊆ M) to entities from a given KB or to NIL. Formally,
this is equivalent to finding a mapping a : µ→ K∪ {NIL}. In the classical set-
ting for this task, the start position, the length and the score of the mentions
mi are not taken into consideration.
2. A2KB: This task is the classical Named Entity Recognition (NER)/NED task,
thus an extension of the D2KB task. Here two functions are to be found.
First, the entity mentions need to be extracted from a document set D. To
this end, an extraction function ex : D→ 2M must be computed. The aim of
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the second step is then to match the results of ex to entities from K ∪ {NIL}3
by devising a function a as in the D2KB task.
3. Sa2KB: Sa2KB is an extension of A2KB where the scores ci ∈ [0, 1] of the
mentions detected by the approach are taken into consideration. These scores
are then used during the evaluation to find an optimal threshold maximizing
the target measures [45].
4. C2KB: The concept tagging task C2KB aims to detect entities when given a
document. Formally, the tagging function tag simply returns a subset of K
for each input document d.
5. Sc2KB: This task is an extension of C2KB where the tagging function returns
a set K∗ = |(k, s)|k ∈ K, s ∈ [0, 1]| for each input document d.
6. Rc2KB: In this particular extension of C2KB, the tagging function returns a
sorted list of resources from K.
With this extension, our framework can now deal with gold standard datasets
and annotators that link to any KB, e.g., DBpedia, BabelNet [122] etc., as long as
the necessary identifiers are URIs. We were thus able to implement 6 new gold
standard datasets usable for each experiment type, cf. Section 8.1.3, and 6 new
annotators linking entities to any KB instead of solely Wikipedia like in previous
works, cf. Section 8.1.2. With this extensible interface, GERBIL can be extended
to deal with supplementary experiment types, e.g., entity salience [45], entity de-
tection [153], typing [137], word sense disambiguation (WSD) [119], co-reference
resolution [141] and relation extraction [153]. These categories of experiment types
will be added to GERBIL in further versions, see Section 8.3.
matching A matching defines which conditions the result of an annotator has
to fulfill to be a correct result. In case of existing redirections, we assume an implicit
matching function to account for the many-to-one relation [45]. The first matching
type M used for the C2KB, Rc2KB and Sc2KB experiments is the strong entity
matching. Here, each mention is mapped to an entity of the knowledge base K via
a matching function f with f(m) ∈ K ∪ {NIL}. Following this matching, a single
entity mention m = (s, l,d, c) returned by the annotator is correct iff it matches
exactly with one of the entity mentions m ′ = (s ′, l ′,d, c ′) in the gold standard
G(d) of d [45]. Formally,
M(m,G) =
1 iff ∃m ′ ∈ G, f(m) = f(m ′),0 else. (10)
For the D2KB experiments, the matching is expanded to the strong annotation
matching and includes the correct position of the entity mention inside the docu-
ment.
Me(m,G) =

1 iff ∃m ′ ∈ G : f(m) = f(m ′)∧ s = s ′∧
l = l ′,
0 else.
(11)
3 For NIL entities, annotators and gold standards should generate URIs to cope with entities which
are not in a KB. Based on this assumption, GERBIL will be able to support in-document respectively
cross-document co-referencing experiments in the future.
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The strong annotation matching can be used for A2KB and Sa2KB experiments,
too. However, in practice this exact matching can be misleading. A document can
contain a gold standard named entity like "President Barack Obama" while the
result of an annotator only marks "Barack Obama" as named entity. Using an exact
matching leads to weighting this result as wrong while a human might rate it as
correct. Therefore, the weak annotation matching relaxes the conditions of the strong
annotation matching. Thus, a correct annotation has to be linked to the same entity
and must overlap the annotation of the gold standard.
Mw(m,G) =

1 iff ∃m ′ ∈ G, f(m) = f(m ′)∧ (
(s 6 s ′ ∧ (s+ l) 6 (s ′ + l ′))
∨(s > s ′ ∧ (s+ l) > (s ′ + l ′))
∨(s 6 s ′ ∧ (s+ l) > (s ′ + l ′))
∨(s > s ′ ∧ (s+ l) 6 (s ′ + l ′)))
0 else.
(12)
metrics GERBIL offers six measures subdivided into two groups and derived
from the BAT-framework, namely the micro- and the macro-group of precision,
recall and F-measure. Those measures ignored NIL annotations, i.e., if a gold stan-
dard dataset contains entities that are not contained in the target knowledge base
K and an annotator detects the entity and links it to any URI, emerging novel URI
or NIL, this will always result in a false-positive evaluation. This behavior changed
since version 1.2.0 when GERBIL’s new own and independent evaluation core
was published, see https://github.com/AKSW/gerbil/wiki/URI-matching. To al-
leviate this problem, GERBIL allows adding additional measures to evaluate the
results of annotators regarding the heterogeneous landscape of gold standard
datasets, see Section 8.3.
8.1.2 Annotators
GERBIL aims to reduce the amount of work required to compare existing as well as
novel annotators in a comprehensive and reproducible way. To this end, we provide
two main approaches to evaluating entity annotation systems with GERBIL.
1. BAT-framework Adapter Within BAT, annotators can be implemented by
using a Java-based wrapper interface. Since GERBIL is based on the BAT-
framework, annotators of this framework can be added to GERBIL easily.
Due to the community effort behind GERBIL, we could raise the number of
published annotators from 5 to 9. We investigated the effort to implement
a BAT-framework adapter in contrast to evaluation efforts done without a
structured evaluation framework in Section 8.2.
2. NIF-based Services: GERBIL provides implementation means to understand
NIF-based [78] communication over Web service in two ways. First, if the
server-side implementation of annotators understands NIF-documents as in-
put and output format, GERBIL and the framework can simply exchange
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NIF-documents.4 Thus, novel NIF-based annotators can be deployed effi-
ciently into GERBIL and use a more robust communication format compared
to the amount of work necessary for deploying and writing a BAT-framework
adapter. Second, if developers do not want to publish their APIs or write
source code, GERBIL offers the possibility for NIF-based Web services to be
tested online by providing their URI and name only5. GERBIL does not store
these connections in terms of API keys or URLs but still offers the opportu-
nity of persistent experiment results.
GERBIL offers 9 entity annotation systems with a variety of features, capabilities
and experiments. In the following, we present current state-of-the-art approaches
both available or unavailable in GERBIL.
1. Cucerzan: As early as in 2007, Cucerzan presented a NED approach based
on Wikipedia [48]. The approach tries to maximize the agreement between
contextual information of input text and a Wikipedia page as well as category
tags on the Wikipedia pages. The test data is still available6 but since we can
safely assume that the Wikipedia page content changed a lot since 2006, we
do not use it in our framework, nor we are aware of any publication reusing
this data. Furthermore, we were not able to find a running Web service or
source code for this approach.
2. Wikipedia Miner: This approach was introduced in [117] in 2008 and is
based on different facts like prior probabilities, context relatedness and qual-
ity, which are then combined and tuned using a classifier. The authors eval-
uated their approach based on a subset of the AQUAINT dataset7. They
provide the source code for their approach as well as a Web service8 which
is available in GERBIL.
3. Illinois Wikifier: In 2011, [136] presented an NED approach for entities from
Wikipedia. In this article, the authors compare local approaches, e.g., using
string similarity, with global approaches, which use context information and
lead finally to better results. The authors provide their datasets9 as well as
their software10 online. Since the Illinois Wikifier is currently only available
as local binary and GERBIL is solely based on Web services, we excluded it
from GERBIL for the sake of comparability and server load.
4. DBpedia Spotlight: One of the first semantic approaches [112] was published
in 2011, this framework combines NER and NED approach based upon DBpe-
dia11. Based on a vector-space representation of entities and using the cosine
similarity, this approach has a public (NIF-based) Web service12 as well as its
online available evaluation dataset13.
4 We describe the exact requirements to the structure of the NIF document on our project webpage’s
wiki as NIF offers several ways to build a NIF-based document or corpus.
5 http://gerbil.aksw.org/gerbil/config
6 http://research.microsoft.com/en-us/um/people/silviu/WebAssistant/TestData/
7 http://www.nist.gov/tac/data/data_desc.html#AQUAINT
8 http://wikipedia-miner.cms.waikato.ac.nz/ is out-of-service since 15th February 2016.
9 http://cogcomp.cs.illinois.edu/page/resource_view/4
10 http://cogcomp.cs.illinois.edu/page/software_view/33
11 https://github.com/dbpedia-spotlight/dbpedia-spotlight/wiki/Known-uses
12 https://github.com/dbpedia-spotlight/dbpedia-spotlight/wiki/Web-service
13 http://wiki.dbpedia.org/spotlight/isemantics2011/evaluation
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5. TagMe 2: TagMe 2 [58] was publised in 2012 and is based on a directory
of links, pages and an inlink graph from Wikipedia. The approach recog-
nizes named entities by matching terms with Wikipedia link texts and dis-
ambiguates the match using the in-link graph and the page dataset. After-
wards, TagMe 2 prunes identified named entities which are considered as
non-coherent to the rest of the named entities in the input text. The authors
publish a key-protected Web service14 as well as their datasets15 online. The
source code, licensed under Apache 2 licence can be obtained directly from
the authors. The datasets comprise only fragments of 30 words or less of full
documents. Thus, we decided that these datasets will not be part of GERBIL.
6. AIDA: The AIDA approach [81] relies on coherence graph building and
dense subgraph algorithms and is based on the YAGO216 KB. Although the
authors provide their source code, a Web service and their dataset which
is a manually annotated subset of the 2003 CoNLL shared task [158], GER-
BIL does not use the Web service since it is not stable enough for regular
replication purposes.17
7. NERD-ML: In 2013, [56] proposed an approach for entity recognition tai-
lored for extracting entities from tweets. The approach relies on a machine
learning classification of the entity type given a rich feature vector composed
of a set of linguistic features, the output of a properly trained Conditional
Random Fields classifier [97] and the output of a set of off-the-shelf NER ex-
tractors supported by the NERD Framework. The follow-up, NERD-ML [137],
improved the classification task by re-designing the selection of the features,
and they proposed experiments on both microposts and newswire domains.
NERD-ML has a public Web service which is part of GERBIL18.
8. KEA NER/NED: This approach is the successor of the approach introduced
in [156] which is based on a fine-granular context model taking into account
heterogeneous text sources as well as text created by automated multimedia
analysis. The source texts can have different levels of accuracy, completeness,
granularity and reliability which influence the determination of the current
context. The disambiguation problem is solved by selecting entity candidates
with the highest level of probability according to the predetermined context.
The new implementation begins with the detection of groups of consecutive
words (n-gram analysis) and a lookup of all potential DBpedia candidate
entities for each n-gram. The disambiguation of candidate entities is based
on a scoring cascade. KEA is available as NIF-based Web service19.
9. WAT: WAT is the successor of TagME [58].20 The new annotator includes
a re-design of all TagME components, namely, the spotter, the disambigua-
tor, and the pruner. Two disambiguation families were newly introduced:
14 http://tagme.di.unipi.it/
15 http://acube.di.unipi.it/tagme-dataset/
16 http://www.mpi-inf.mpg.de/yago-naga/yago/
17 https://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/
yago-naga/aida/
18 http://nerd.eurecom.fr/
19 http://s16a.org/kea
20 http://github.com/nopper/wat
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graph-based algorithms for collective entity linking based and vote-based al-
gorithms for local entity disambiguation (based on the work of Ferragina et
al. [58]). The spotter and the pruner can be tuned using SVM linear mod-
els. Additionally, the library can be used as a D2KB-only system by feeding
appropriate mention spans to the system.
10. AGDISTIS: This approach [168] is a pure entity disambiguation approach
(D2KB) based on string similarity measures, an expansion heuristic for labels
to cope with co-referencing and the graph-based HITS algorithm. The au-
thors published datasets21 along with their source code and an API22. AGDIS-
TIS can only be used for the D2KB task.
11. Babelfy: The core of this approach lies in the use of random walks and a
densest subgraph algorithm to tackle the word sense disambiguation and
entity linking tasks in a multilingual setting [119] thanks to the BabelNet
semantic network [122]. Babelfy has been evaluated using six datasets: three
from earlier SemEval tasks [134; 123; 124], one from a Senseval task [151]
and two already used for evaluating AIDA [81; 82]. All of them are available
online but distributed throughout the Web. Additionally, the authors offer a
Web service limited to 100 requests per day which are extensible for research
purposes23 [118].
12. Dexter: This approach [37] is an open-source implementation of an entity dis-
ambiguation framework. The system was implemented in order to simplify
the implementation of an entity linking approach and allows to replace single
parts of the process. The authors implemented several state-of-the-art disam-
biguation methods. Results in this paper are obtained using an implementa-
tion of the original TagMe disambiguation function. Moreover, Ceccarelli et
al. provide a Web service.
Table 17 compares the implemented annotation systems of GERBIL and the BAT-
Framework. While AGDISTIS has been in the source code of the BAT-Framework
provided by a third-party after publication of Cornolti et al.’s initial work [45]
in 2014, GERBIL’s community effort led to the implementation of overall 6 new
annotators as well as the before mentioned generic NIF-based annotator. The AIDA
annotator as well as the Illinois Wikifier are not available in GERBIL24 since we
restrict ourselves to Web services. However, these algorithms as well as upcoming
annotation systems can be integrated at any time as soon as their Web services are
available, see Section 8.3.
8.1.3 Datasets
Table 18 shows the diversity of datasets used for prior evaluations while Table 19
presents an overview of the datasets that were used to evaluate some well-known
entity annotators in previous works. These tables make clear that the numbers and
types of used datasets vary a lot, thus preventing a fast comparison of annotation
systems.
21 https://github.com/AKSW/n3-collection
22 https://github.com/AKSW/AGDISTIS
23 http://babelfy.org
24 GERBILversion1.0.0
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BAT-Framework GERBIL Experiment Type
[117] Wikipedia Miner 3 3 SA2KB
[136] Illionois Wikifier 3 (3) SA2KB
[112] Spotlight 3 3 SA2KB
[58] TagMe 2 3 3 SA2KB
[81] AIDA 3 (3) SA2KB
[156] KEA 3 SA2KB
[132] WAT 3 SA2KB
[168] AGDISTIS (3) 3 D2KB
[119] Babelfy 3 SA2KB
[137] NERD-ML 3 SA2KB
[37] Dexter 3 SA2KB
NIF-based Annotator 3 any
Table 17: Overview of implemented annotator systems. Brackets indicate the existence of
the implementation of the adapter but also the inability to use it in the live sys-
tem.
Corpus Topic Format Size Avg. Entity/Doc.
ACE2004 news MSNBC 57 4.44
AIDA/CoNLL news CoNLL 1393 19.97
Aquaint news - 50 14.54
IITB mixed XML 103 109.22
KORE 50 mixed NIF/RDF 50 2.86
Meij tweets TREC 502 1.62
Microposts2014 tweets - 3505 0.65
MSNBC news MSNBC 20 32.50
N3 Reuters-128 news NIF/RDF 128 4.85
N3 RSS-500 RSS-feeds NIF/RDF 500 0.99
Spotlight Corpus news NIF/RDF 58 5.69
Table 18: Features of the datasets and their documents. Every dataset can be used for the
Sa2KB experiment except Meij which is only suitable for the Rc2KB experiment
family.
BAT allows the evaluation of the performance of different approaches using five
datasets, namely AQUAINT, MSNBC, IITB, Meij and AIDA/CoNLL. With GER-
BIL, we activate one more dataset already implemented by the authors, namely
ACE2004 from Ratinov et al. [136]. Furthermore, we implemented a dataset wrap-
per for the Microposts2014 corpus which has been used to evaluate NERD-ML [137].
The dataset itself was introduced in 2014 [32] and consists of 3500 tweets especially
related to event data. Moreover, we capitalize upon the uptake of publicly avail-
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Cucerzan 2007 3
Wikipedia
2008 3* 3
Miner
Illionois Wikifier 2011 3 3 3* 3 3
Spotlight 2011 3 3 3
AIDA 2011 3 3 3**
TagMe 2 2012 3 3 3 3
Dexter 2013 3 3
KEA 2013 3
WAT 2013 3 3
AGDISTIS 2014 3 3 3 3 3 3 3 3 3 3
Babelfy 2014 3 3 3 3 3 3 3
NERD-ML 2014 3 3 3 3
BAT-
2013 3 3 3 3 3 3 3* 3
Framework
NERD
2014 3 3 3 3 3
Framework
GERBIL 2014 3 3 3 3 3 3 3* 3 3 3 3 3 3 3
Table 19: Comparison of annotators and datasets with indication whether software or
datasets respectively Web services are available for reproduction. ∗ indicates that
only a subset has been used to evaluate this annotator. ∗∗ indicate that the Web
service is not meant to be used within scientific evaluations due to unstable back-
ends.
able, NIF based corpora over the last years [156; 139]25. To this end, GERBIL im-
plements a Java-based NIF [78] reader and writer module which enables loading
arbitrary NIF document collections, as well as the communication to NIF-based
Web services. Additionally, we integrated four English NIF corpora, i.e., the RSS-
500 and reuters-128 dataset [139], as well as the Spotlight Corpus and the KORE
50 dataset26.
The extensibility of the datasets in GERBIL is furthermore ensured by allowing
users to upload or use already available NIF datasets from DataHub. GERBIL will
regularly check whether new corpora are available and publish them for bench-
marking after a manual quality assurance cycle which ensures their usability for
the implemented configuration options. Additionally, users can upload their NIF-
corpora directly to GERBIL avoiding their publication in publicly available sources.
This option allows for rapid testing of entity annotation systems with closed source
or licenced datasets.
Some of the datasets shown in Table 19 are either not yet implemented due to
size and server load limitations, i.e., Wiki-Disamb30 and Wiki-Annot30, or due
their original experiment type. In particular, the Senseval-3 as well as the different
SemEval datasets demand as experiment type word sense disambiguation and
thereby linking to BabelNet or Wordnet [116], which is not yet covered in GERBIL.
25 http://datahub.io/dataset?license_id=cc-by&q=NIF
26 http://www.yovisto.com/labs/ner-benchmarks/
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Still, GERBIL offers currently 11 state-of-the-art datasets reaching from newswire
and twitter to encyclopedic corpora of various amounts of texts and entities. Due
to license issues we are only able to provide downloads for 9 of them directly but
we provide instructions to obtain the others on our project wiki.
Table 18 depicts the features of the current datasets available in GERBIL, see
Section 8.3 for an overview of the current state of GERBIL datasets. These pro-
vide a broad evaluation ground leveraging the possibility for sophisticated system
diagnostics.
8.1.4 Datastructures for Datasets
GERBIL unifies the different formats used by existing datasets and annotators.
To this end, GERBIL’s interfaces are mainly based on the NLP Interchange For-
mat (NIF) [77]. This is a RDF-based Linked Data serialization which provides sev-
eral advantages such as interoperability by standardization or query-ability. The
NIF-standard assigns each document an URI as starting point and generates an-
other Linked Data resource per semantic entity. Each document is a resource of
type nif:Context and its content is the literal of its nif:isString predicate. Ev-
ery entity is an own resource with a newly generated URI pointing to the orig-
inal document via the nif:referenceContext predicate. Additionally the begin
(nif:beginIndex) and end position (nif:endIndex) as well as the disambiguated
URI (itsrdf:taIdentRef) and the respective KB (itsrdf:taSource) are stored. The
paramount position of NIF amongst corpora serialisation formats is evident by the
growing number of available datasets [174].
8.1.5 Workflow
Each experiment is divided into tasks. A task comprises the evaluation of a single
annotator using a single dataset, is encapsulated into a fault-tolerant class and
runs inside an own thread. Our fault-tolerance classes at two types of errors: (1)
an annotator may return error codes for single documents, e.g., because of the
missing ability to handle special characters. While other evaluation frameworks
tend to cancel the experiments after an exception thrown by the annotator, GERBIL
counts these smaller errors and reports them as part of the evaluation result. The
second type of fault tolerance aims at (2) larger errors, e.g., the dataset couldn’t be
loaded or the annotator is unreachable via its Web service. These run-time errors
are handled by storing one of the predefined error codes inside the experiment
database. Therewith, we ensure that the user gets instant feedback if some parts of
the experiment couldn’t be performed as expected.
During a task, the single documents of a dataset are sent to the annotator. After
finishing the last document, the responses are evaluated. Currently, the evaluation
is focused on the quality, i.e., precision, recall, F1-score and error counts, but can be
extended. Moreover, a runtime is also available [174]. For some experiment types,
e.g., the entity-linking tasks, the evaluation needs additional information. GERBIL
is able to search for owl:sameAs links to close the gap between datasets and anno-
tators that are based on different knowledge bases. Currently, this search is mainly
based on the information inside the dataset and retrieval of the entity mentioned
by the annotator. The search could be extended by using local search indexes that
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Annotator Dataset F1-micro
DBpedia Spotlight IITB 0.444
Babelfy IITB 0.377
NERD-ML IITB 0.488
WAT IITB 0.202
DBpedia Spotlight KORE50 0.265
Babelfy KORE50 0.476
NERD-ML KORE50 0.238
WAT KORE50 0.523
Table 20: Results of an example experiment from the 10th November 2014 (http://gerbil.
aksw.org/gerbil/experiment?id=201411100001)
contain mappings between well-known knowledge bases, e.g., DBpedia and Free-
base.
8.1.6 Experiment Output
GERBIL’s main aim is to provide comprehensive, reproducible and publishable
experiment results. Hence, GERBIL’s experimental output is represented as a table
containing the results, as well as embedded JSON-LD27 RDF data using the RDF
DataCube vocabulary [49]. We ensure a detailed description of each component of
an experiment as well as machine-readable, interlinkable results following the 5-
star Linked Data principles. Moreover, we provide a persistent and time-stamped
URL for each experiment, see Table 20.
RDF DataCube is a vocabulary standard and can be used to represent fine-grained
multidimensional, statistical data which is compatible with the Linked SDMX [33]
standard. Every GERBIL experiment is modelled as qb:Dataset containing the
individual runs of the annotators on specific corpora as qb:Observations. Each
observation features the qb:Dimensions experiment type, matching type, annota-
tor, corpus and time. The six evaluation measures offered by GERBIL as well as the
error count are expressed as qb:Measures. To include further metadata, annotator
and corpus dimension properties link DataID [26] descriptions of the individual
components.
GERBIL uses DataID [26] ontology that combines VoID [2] and DCAT [105] meta-
data with Prov-O [100] provenance information and ODRL [111] licenses to de-
scribe datasets. Besides metadata properties like titles, descriptions and authors,
the source files of the open datasets themselves are linked as dcat:Distributions,
allowing direct access to the evaluation corpora. Furthermore, ODRL license spec-
ifications in RDF are linked via dc:license, potentially facilitating automatically
adjusted processing of licensed data by Natural Language Processing (NLP) frame-
works. Licenses are further specified via dc:rights, including citations of the rele-
vant publications.
To describe annotators in a similar fashion, we extended DataID for services. The
class Service, to be described with the same basic properties as dataset, was intro-
27 http://www.w3.org/TR/json-ld/
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duced. To link an instance of a Service to its distribution the datid:distribution
property was introduced as super property of dcat:distribution, i.e., the spe-
cific URL the service can be queried at. Furthermore, Services can have a num-
ber of datid:Parameters and datid:Configurations. Datasets can be linked via
datid:input or datid:output. An example JSON-LD is depicted in Listing 8.
{
"@graph" : [ {
"@id" : "http://gerbil.aksw.org/gerbil/experiment?id=...\#experiment_...",
"@type" : [ "gerbil:Experiment", "qb:Dataset" ],
"experimentType" : "gerbil:A2KB",
"matching" : "gerbil:WeakAnnoMatch",
"structure" : "gerbil:dsd",
"label" : "Experiment 201503160001"
}, {
"@id" : "http://gerbil.aksw.org/gerbil/experiment?id=...\#experiment_..._task_0",
"@type" : "qb:Observation",
"annotator" : "http://gerbil.aksw.org/gerbil/dataId/corpora/Babelfy",
"dataset" : "http://gerbil.aksw.org/gerbil/dataId/annotators/ACE2004",
"statusCode" : "-1",
"timestamp" : "2015-03-16T12:31:52.469Z"
} ],
"@context" : {
...
}
}
Listing 8: Example JSON-LD for an GERBIL experiment.
8.1.7 Diagnostics
Offering such detailed and structured experimental results opens new research
avenues in terms of systems and dataset diagnostics to increase decision makers’
ability to choose the right settings for the right use case. Next to individual con-
figurable experiments, GERBIL offers an overview of recent experiment results
belonging to the same experiment and matching type in the form of a table as well
as sophisticated visualizations28, for instance see Figure 15. This allows for a quick
comparison of frameworks and datasets on recently run experiments without ad-
ditional computational effort.
As shown in Figure 15, these results are displayed using interactive spider di-
agrams that allow the user to easily (1) get an overview of the performance of
single tools, (2) compare tools with each other and (3) gather information on the
performance on tools on particular datasets. Furthermore, end users can make
use of these results to select the right system for their current requirements. Cur-
rently, we display correlations with the following dataset features: (1) number of
documents and (2) number of entities in the dataset, (3) entities per document, (4)
entities per token, (5) average length of a document as well as (6) the number of
entities of the different types (persons, locations, organizations, etc.). The interface
provides these scores by using spider diagrams akin to those used to display the
evaluation metrics, see Figure 16.
28 http://gerbil.aksw.org/gerbil/overview
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Figure 15: Example spider diagram of recent A2KB experiments with weak annotation
matching.
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Figure 16: Example spider diagram of correlations between annotation results and dataset
features.
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8.2 evaluation
To ensure the practicability and convenience of the GERBIL framework, we inves-
tigated the effort needed to use GERBIL for the evaluation of novel annotators. To
achieve this goal, we surveyed the workload necessary to implement a novel anno-
tator into GERBIL compared to the implementation into previous diverse frame-
works.
Our survey comprised five developers with expert-level programming skills in
Java. Each developer was asked to evaluate how much time he/she needed to write
the code necessary to evaluate his/her framework on a new dataset.
Figure 17: Comparison of effort needed to implement an adapter for an annotation system
with and without GERBIL.
Overall, the developers reported that they needed between 1 and 4 hours to
achieve this goal (4x 1-2h, 1x 3-4h), see Figure 17. Importantly, all developers re-
ported that they needed either the same or even less time to integrate their anno-
tator into GERBIL. This result in itself is of high practical significance as it means
that by using GERBIL, developers can evaluate on (currently) 11 datasets using the
same effort they needed for 1, which is a gain of more than 1100%. Moreover, all
developers reported they felt comfortable—4 points on average on a 5-point Lik-
ert scale between very uncomfortable (1) and very comfortable (5)—implementing
the annotator in GERBIL. Further developers were invited to complete the survey,
which is available at our project website. Even though small, this evaluation sug-
gests that implementing against GERBIL does not lead to any overhead. On the
contrary, GERBIL significantly improves the time-to-evaluation by offering means
to benchmark and compare against other annotators respectively datasets within
the same effort frame previously required to evaluate on a single dataset.
An interesting side-effect of having all these frameworks and datasets in a central
framework is that we can now benchmark the different frameworks with respect
to their runtimes within exactly the same experimental settings. These results are
of practical concern for end users of annotation frameworks as they are most com-
monly interested in both the runtime and the quality of solutions. For example,
we evaluated the runtimes of the different approaches in GERBIL for the A2KB
experiment type on the MSNBC dataset. The results of this experiment are shown
in Figure 18.
8.3 current development of gerbil 89
Figure 18: Runtime per document of different approaches in GERBIL for the A2KB experi-
ment type on the MSNBC dataset.
8.3 current development of gerbil
Recently, we released the latest version 1.2.2 of GERBIL [113]29. Here, we present
the novel additions to GERBIL and explain which impact our framework had to
the community.
types and improved diagnostics Since the initial release of GERBIL, we
added four tasks to the list of available experiment types. First, we supported the
OKE Challenge 2015 [127] by adding the first and second task, i.e, named entity
recognition, typing and linking as well as entity type annotation (cf. CETUS [141]),
to GERBIL’s experiments types. Here, we also integrated a hierarchical f-measure
for the evaluation of the new typing task. The challenge requirements led to the
introduction of the new concept of sub-tasks. Thus, users are now able to analyze
whether the linking or the recognition step of an annotator caused the most prob-
lems. Second, we directly derived two tasks, namely Entity Recognition and Entity
Typing from the two tasks above.
In addition, GERBIL now contains improved diagnostic capabilities such as the
possibility for runtime measurements. Moreover, we added the calculation of corre-
lations of dataset features and annotator performance as well as different measures
for better analysis of the annotator performance, such as the distinction between
entities known to a knowledge base or emerging entities [84].
We removed the separation between Sa2KB and A2KB as well as between Sc2KB
and C2KB. The usage of confidence scores is not a part of the A2KB and C2KB
experiments. If an annotator adds confidence scores to its annotations, GERBIL
searches a threshold that optimizes the micro F1-score.
datasets The implementation of the OKE challenge tasks also added six new
datasets designed for the challenge, see Table 21. The datasets were manually cre-
ated and approved by at least two domain experts and contain NIF-based annota-
tions for RDF entities and classes, cf. the OKE challenge documentation for further
details [127]. Overall, GERBIL now contains 19 individual datasets available to 7
experiment types, see Table 22.
29 https://github.com/AKSW/gerbil/releases/tag/v1.2.2
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Dataset Avg. Entities Avg. Document Length #Documents #Entities
OKE 2015 Task 1
Example set 4.0 22.3333 3 12
Evaluation dataset 6.5743 30.3366 101 664
Gold standard sample 3.5895 20.4842 95 341
OKE 2015 Task 2
Example set 3.0 27.5 2 6
Evaluation dataset 3.0808 36.91 99 305
Gold standard sample 3.0303 19.22 99 300
Table 21: Features of novel datasets and their documents. As the names suggest, the differ-
ent datasets can be used either for Task 1 or Task 2 of the OKE Challenge.
A2KB, C2KB,
D2KB, Entity
Recognition
Entity Typing OKE Task 1 OKE Task2
AIDA/CoNLL-Complete 3
AIDA/CoNLL-Test A 3
AIDA/CoNLL-Test B 3
AIDA/CoNLL-Training 3
AQUAINT 3
DBpediaSpotlight 3
IITB 3
KORE50 3
MSNBC 3
Microposts 2014-Test 3
Microposts 2014-Train 3
N3-RSS-500 3
N3-Reuters-128 3
OKE 2015 Task 1 evaluation dataset 3 3 3
OKE 2015 Task 1 example set 3 3 3
OKE 2015 Task 1 gold standard sample 3 3 3
OKE 2015 Task 2 evaluation dataset 3
OKE 2015 Task 2 example set 3
OKE 2015 Task 2 gold standard sample 3
Table 22: Novel datasets and their availability to the experiments types.
annotators With this version, we added six new annotators compared to the
initial GERBIL version 1.0, see Table 23. While CETUS, CETUS_FOX and FRED
were added due to the OKE challenge 2015, FREME e-Entity30, entityclassifier.
eu and AIDA were added to enhance the spectrum of A2KB annotators.
contribution to the community One of GERBIL’s main goals was to pro-
vide the community with an online benchmarking tool that provides archivable
and comparable experiment URIs. Thus, the impact of the framework can be mea-
sure by analyzing the interactions on the platform itself. Since its first public release
30 https://github.com/freme-project/e-Entity
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BAT-Framework GERBIL 1.0 GERBIL 1.2.1
[117] Wikipedia Miner 3 3 3
[136] Illionois Wikifier 3
[112] Spotlight 3 3 3
[58] TagMe 2 3 3 3
[156] KEA 3 3
[132] WAT 3 3
[168] AGDISTIS (3) 3 3
[119] Babelfy 3 3
[137] NERD-ML 3 3
NIF-based Annotator 3 3
[81] AIDA 3 3
[53] entityclassifier.eu 3 3
FREME e-Entity 3
[141] CETUS/CETUS_FOX 3
[44] FRED 3
Table 23: Overview of implemented annotators. Brackets indicate the existence of the im-
plementation of the adapter but also the inability to use it in the live system.
Annotator Number of Tasks
NIF-based Annotators 2519
Babelfy 958
DBpedia Spotlight 922
TagMe 2 811
WAT 787
Kea 763
Wikipedia Miner 714
NERD-ML 639
Dexter 587
AGDISTIS 443
Entityclassifier.eu NER 410
FOX 352
Cetus 1
Table 24: Number of tasks executed per annotator.
on the 17th October 2014 until the 15th February 2015, 1.824 experiments were
started on the platform containing more than 12.466 tasks for annotator-dataset
pairs which were reduce by week-long caching to 9906 task executions. One inter-
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esting aspect is the usage of the different systems, especially the heavy exploitation
of the possibility to test NIF-based Web services, see Table 24.
Part IV
I N F O R M AT I O N G A P
In this part of the thesis, we introduce HAWK, a novel approach for
hybrid question answering. With this approach, we aim at closing the
Information Gap. First, HAWK eliminates the barriers between the struc-
tured Web of Data and the Document Web by using both data sources
to answer information needs. Second, HAWK is able to understand
natural-language questions which allows users to formulate complex
questions without knowing difficult query languages or the underlying
data schema. Thus, our framework leverages the access to unstructured
as well as structured knowledge for end-users, laymen and experts as
well as non-experts.

9H AW K – H Y B R I D Q U E S T I O N A N S W E R I N G
HAWK has been
developed to bridge the
gap between
unstructured and
structured knowledge
bases in QA. The
approach is described by
the corresponding
publications [167; 171;
172] mainly authored by
the thesis author.
HAWK won the 2nd
price at the QALD
challenge, task 2 2015.
Recent advances in QA over Linked Data (LD) provide end users with more and
more sophisticated systems for querying LD by allowing users to express their
information need in natural language [146; 160; 161]. This allows access to the
wealth of semantic data available on the Semantic Web to non-experts and users
unaware of the underlying schema. Linked Data simplifies the access to structured
and semantic meaningful information more than unstructured Web documents
can. However, a lot of information is still available only in textual form, both on
the Document Web and in the form of labels and abstracts in LD sources [67].
Therefore, a considerable number of questions can only be answered by using
hybrid question answering approaches, which can find and combine information
stored in both structured and textual data sources [166].
In this chapter, we present HAWK, the first full-fledged hybrid QA framework1
for entity search over LD and textual data. Given a textual input query q, HAWK
implements a 13-step pipeline, which comprises 1) input segmentation 2) part-
of-speech tagging, 3) detecting entities, 4) spotting noun phrases, 5) dependency
parsing and 6) applying linguistic pruning heuristics for an in-depth analysis of the
natural language input. The results of these first six steps is a predicate-argument
graph annotated with resources from Linked Data. HAWK then 7) assigns seman-
tic meaning to nodes and 8) generates basic triple patterns for each component
of the input query with respect to a multitude of features. This deductive linking
of triples results in a set of SPARQL queries containing text operators as well as
triple patterns. In order to reduce operational costs, 9) HAWK discards queries us-
ing several rules, e.g., by discarding not connected query graphs. 10) HAWK uses
a prefix-based classifier to decide whether it is boolean question and depending on
the result 11) modifies the SPARQL query or 12) calculated the query modifiers. Fi-
nally, 13) queries are ranked using extensible feature vectors and cosine similarity.
Our main contributions can be summarized as follows:
• We present the first QA framework for answering hybrid questions;
• HAWK analyses input queries based on predicate-argument trees to deeply
understand and match semantic resources;
• Our framework is generic, as it does not rely on templates. Thus, it is inher-
ently able to cover a wide variety of natural language questions.
• The modular architecture of HAWK allows simple exchanging of pipeline
parts to enhance testing and deployment;
• Our evaluation suggests that HAWK is able to achieve F-measures of 0.61 on
a rather small (<50 questions) training datasets.
• We present a thorough evaluation of the framework, including an analysis of
the influence of entity annotation frameworks on the generation process of
the hybrid queries and a study of the overall accuracy of the system.
1 To the best of our knowledge.
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Figure 19: Architecture of HAWK.
• Furthermore, HAWK can generate SPARQL queries using ASK. Our results
show that these developments lead to HAWK achieving 0.74 F-measure on
the ASK queries contained in the Question Answering over Linked Data
(QALD-5) hybrid query benchmark [164] assuming an given optimal ranking
function.
The remaining chapter is structured as follows: We explain HAWK’s methodol-
ogy in detail in Section 9.1 and illustrate the pipeline steps on several examples in
Section 9.2. HAWK’s performance and the influence of entity annotation systems is
evaluated in Section 9.3. Additional information can be found at our project home
page http://aksw.org/Projects/HAWK.html.
9.1 method
In the following, we describe the architecture and methodology of HAWK. Fig-
ure 19 gives an overview of the architecture.
9.1.1 Input Segmentation.
To be generic with respect to the language of the input question, HAWK uses a
modular system that is able of tokenizing even languages without clear separa-
tion like Chinese2. For English input questions our system relies on the clearNLP-
framework [40] which provides a.o. a white space tokenizer, Part-of-Speech (POS)-
tagger and transition-based dependency parsing.
2 https://github.com/clir/clearnlp
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9.1.2 Part-of-Speech (POS)-Tagging.
HAWK annotates each token with its POS-tag, which will be later used to identify
possible semantic annotations. A large number of frameworks have been devel-
oped for these purposes over the last years. Currently, we rely on clearNLP [40]
which is a fast and robust framework [41].
9.1.3 Entity Annotation
HAWK identifies named entities and tries to link them to semantic entities from
the underlying knowledge base, in our case DBpedia 20143, via well-established
entity annotation frameworks, also called entity tagging tools:
• Wikipedia Miner [117] is based on different facts like prior probabilities,
context relatedness and quality, which are then combined and tuned using a
classifier.
• DBpedia Spotlight [112] was published in 2011. This system combines named
entity recognition and disambiguation based on DBpedia.
• TagMe 2 [58] is based on a directory of links, pages and an inlink graph
from Wikipedia. The approach recognizes entities by matching terms with
Wikipedia link texts and disambiguates the match using the in-link graph
and the page dataset.
• FOX [153] has been introduced 2014 as an ensemble learning-based approach
combining several state-of-the-art named entity recognition approaches. The
FOX framework outperforms the current state of the art entity recognizers
and relies on the entity linking framework AGDISTIS [168].
Additionally, we implemented two artificial spotters for evaluation:
• Union is a spotter that combines the result sets of the above introduced spot-
ters and returns thus a superset of all spotters.
• Optimal will spot all entities from the gold standard to be able to ignore
spotting influences in the following steps of the pipeline.
HAWK annotates the POS-tag ADD to these named entities to differentiate named
entities from other tokens. The influence of the entity annotation module is evalu-
ated in Section 9.3.
9.1.4 Noun Phrase Detection.
HAWK identifies noun phrases, i.e., semantically meaningful word groups, e.g.,
real-world entities or concepts not captured by the underlying knowledge base or
not yet recognized by the entity annotation system, using the result of the POS-
tagging step. This step is also know as chunking. Input tokens are combined fol-
lowing manually-crafted linguistic heuristics based on POS-tag sequences derived
from the QALD-5 benchmark questions and their POS-tag is changed to CNN which
3 Status of May 2015. The dataset choice is influenced by the benchmark requirements.
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Algorithm 4: Algorithm for combining noun phrases.
Data: Tokenized question (list) with Part-of-Speech-tags (POS-tags)
subsequence = ();
for t ∈ [0, |list|] do
token = list.get(t);
if subsequence = ∅ then
if pos(t) ∈ (CD|JJ|NN(.)∗|RB(.)∗) then subsequence.add(token) ;
else
if t+ 1 < |list| ∧ pos(t) ∈ (IN)∧ pos(t+ 1) ∈ ((W)?DT) then
if subsequence.size() >= 2 then combine(subsequence) ;
subsequence = ();
else if pos(t− 1) ∈ (NNS)∧ pos(t) ∈ (NNP(S)?) then
if subsequence.size() > 2 then combine(subsequence) ;
subsequence = ();
else if !pos(t− 1) ∈ (JJ|HYPH)∧ (pos(t) ∈ (VB|WDT|IN))) then
if subsequence.size() > 1 then combine(subsequence) ;
subsequence = ();
else if pos(t) ∈ (NN(.)∗|RB|CD|CC|JJ|DT|IN|PRP|HYPH|VBN) then
subsequence.add(token)
else
subsequence = ();
end
end
we introduce to the system. Two domain experts implemented the deduced POS-
tag sequences and safeguarded the quality of this algorithm w.r.t. the QA pipeline
F-measure. The full process can be found in Algorithm 4.
9.1.5 Dependency Parsing
Subsequently, in order to capture linguistic and semantic relations, HAWK parses
the query using dependency parsing [40]. The dependency parser is given the
chunked question. The generated predicate-argument tree is directed, acyclic and
all its nodes contain their POS-tags as well as their labels. HAWK’s modular struc-
ture allows for an easy exchange of the POS-tagger or dependency parser.
9.1.6 Linguistic Pruning
The natural language input can contain tokens that are meaningless for retriev-
ing the target information or even introduce noise in the process. HAWK there-
fore prunes nodes from the predicate-argument tree based on their POS-tags, e.g.,
deleting all DET nodes, interrogative phrases such as Give me or List, and auxiliary
tokens such as did. Algorithm 5 details the process for removing nodes.
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Algorithm 5: Algorithm for pruning noisy nodes.
Data: Dependency-argument tree with Part-of-Speech-tags
Queue queue = [tree.getRoot()];
while queue! = ∅ do
node = queue.poll();
if pos(node) ∈ (WDT|POS|WP$|PRP$|RB|PRP|DT|IN|PDT) then
tree.remove(node);
end
queue.add(node.getChildren());
end
if root.label == ("Give") then
for childNode ∈ root.getChildren() do
if childNode == "me" then tree.remove(childNode) ;
end
end
if root.label ∈ {"List", "Give"} then tree.remove(root) ;
9.1.7 Semantic Annotation
After linguistic pruning, HAWK annotates each node in the tree with possible
concepts from the knowledge base and its underlying ontology. To this end, our
framework uses information about possible verbalizations of ontology concepts
based on both rdfs:label information from the ontology itself and (if available)
verbalization information contained in lexica. In general, such lexica offer a range
of lexical variants beyond the labels present in DBpedia. For example, for the prop-
erty dbo:spouse, the DBpedia English lexicon4 [162] provides the noun entries wife
and husband as well as the verb entry to marry.
HAWK now tries to match each node label to a class or property from the DB-
pedia ontology using fuzzy string matching. Moreover, HAWK follows intuitions
used in TBSL [161] to lower the number of annotations avoiding additional com-
putational effort. In particular, we consider the POS-tag of nodes to determine the
type of the target reference:
• Nouns correspond to object type properties and classes.
• Verbs correspond to object type properties.
• Question words (e.g., who or where) correspond to classes (e.g., Person or
Place).
Afterwards, HAWK ranks properties according to their prominence score, i.e,
number of times they are used within the Knowledge Base (KB), and returns only
the top n properties. If the search does not retrieve any annotations, we addition-
ally ask the lemmata of the node label and repeat the above described process to
increase recall.
After this step, either a node is annotated with a reference from the knowledge
base or it will be lead to a full-text lookup to be resolved to a knowledge base
resource as explained in the following section.
4 https://github.com/cunger/lemon.dbpedia
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9.1.8 Generating SPARQL Queries
The core of HAWK is the generation of SPARQL queries from annotated and
pruned predicate-argument trees. It uses an Apache Jena FUSEKI5 server, which
implements the full-text search predicate text:query on a-priori defined literals
over configured predicates. Especially, the following predicates were indexed as
they yield a high information content with respect to DBpedia 2014:
• dbo:abstract for general interest information about a resource not modelled
appropriately in the knowledge base
• rdfs:label to match resources not found by the entity annotation system
• dbo:redirect to identify common synonyms, e.g., ‘first man in space’ point-
ing to http://dbpedia.org/resource/Yuri_Gagarin
• dc:subject for linking top-level categories like ‘assassin’ to resources like
http://dbpedia.org/resource/James_Earl_Ray
Currently, HAWK resolves full-text information either by using exact matches of
node labels or fuzzy matches on each non-stopword token of a label.
To capture the full semantics of an input question, HAWK traverses the pre-
dicate-argument tree in a pre-order walk to reflect the empirical observation that i)
related information are situated close to each other in the tree and ii) information
are more restrictive from left to right. This breadth-first search visits each node
and generates several possible triple patterns based on the number of annotations
and the POS-tag itself. That is, for each node a set of SPARQL query patterns is
generated following the rules depicted in Table 25 w.r.t. ontology type informa-
tion, e.g., a variable bound to the class Place will not have an outgoing predicate
dbo:birthPlace.
Using this approach allows HAWK to be independent of SPARQL templates
and to work on natural language input of any length and complexity. Each pattern
contains at least one variable from a pre-defined set of variables, i.e., ?proj for the
resource projection variable, ?const for resources covering constraints related to
the projection variable as well as a variety of variables for predicates to inspect the
surrounding of elements in the knowledge base graph.
During this process, each iteration of the traversal appends the generated pat-
terns to each of the already existing SPARQL queries. This combinatorial effort
results in covering every possible SPARQL graph pattern given the predicate-
argument tree.
9.1.9 Semantic Pruning of SPARQL Queries
Producing the n-fold-cross-product of possible pattern combinations generates a
huge number of SPARQL queries, most of which are semantically senseless, e.g., a
city that has a birth date. To effectively handle this large set of queries and reduce
the computational effort, HAWK implements various methods for pruning:
• #textfilter: HAWK can safely assume that SPARQL queries containing full-
text lookups over more than one variable or containing more than two node
5 http://jena.apache.org/documentation/serving_data/
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Table 25: Triple patterns for generating SPARQL queries while traversal.
Node POS-tag and non-empty annotations Query Fragment
VB(.)* ?proj Annotation ?const.
VB(.)* ?const Annotation ?proj.
VB(.)* ?const ?proot ?proj.
NN(.)*|WRB ?proj Annotation ?const.
NN(.)*|WRB ?const Annotation ?proj.
NN(.)*|WRB ?proj a Annotation.
NN(.)*|WRB ?const a Annotation.
NN(.)*|WRB ?const text:query (node label)
WP ?const a Annotation.
WP ?proj a Annotation.
in all cases add empty triple pattern
Node POS-tag and empty annotations Query Fragment
CNN|NNP(.)*|JJ|CD ?proj text:query (node label)
CNN|NNP(.)*|JJ|CD ?const text:query (node label)
VB(.)* ?proj text:query (node label)
VB(.)* ?const text:query (node label)
ADD ?proj ?pbridge nodeURI.
ADD FILTER (?proj IN (nodeURI))
ADD ?proj text:query (node label)
ADD ?const text:query (node label)
NN|NNS ?proj text:query (node label)
NN|NNS ?const text:query (node label)
in all cases add empty triple pattern
labels do not yield semantically senseful information and thus discards such
queries. This due to restrictions of the QALD benchmark.
• #unbound triple pattern: SPARQL queries containing more than one triple
pattern of the form ?varx ?vary ?varz or one such triple pattern and only
text searches, lead to a traversal of large parts of the knowledge base graph
and high computational effort.
• Unconnected query graph: SPARQL query graphs which are not connected
from cartesian products are pruned for the sake of runtime and their lack of
semantics.
• Cyclic triple: Queries containing edges of the form ?s <http://xyz> ?o.
?o <http://xyz> ?s or ?s <http://xyz> ?o. ?s <http://abc> ?o are also
removed.
• Missing projection variable: The before mentioned traversal and SPARQL
generation process can produce SPARQL queries without triple patterns con-
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taining the projection variable. These queries are also removed from the set
of queries.
• Disjointness: Also SPARQL queries with triple patterns violating disjoint-
ness statements are discarded:
– ?s a cls . ?s p ?o . if cls and domain of p are disjoint
– ?o a cls . ?s p ?o . if cls and range of p are disjoint
– ?s p1 ?o1 . ?s p2 ?o2 . if domain of p1 and p2 are disjoint
– ?s1 p1 ?o . ?s2 p2 ?o . if range of p1 and p2 are disjoint
– ?s p1 ?o . ?s p2 ?o . if p1 and p2 are disjoint
Due to lack of explicit disjointness statements in many knowledge bases,
we (heuristically) assume that classes and properties that are not related via
subsumption hierarchy are disjoint.
Although semantic pruning drastically reduces the amount of queries, it often
does not result in only one query. HAWK thus requires a final ranking step before
sending the SPARQL query to the target triple store.
9.1.10 Classification of ASK Queries
To decide whether the user intended a set of entities or a boolean answer as result,
HAWK relies on a simple heuristic based on the first word, dubbed indicator word,
of the query, see Table 26. We tried using POS-tags for the same purposes. However,
experiments using POS-tags failed due to missing semantics of POS-tags. Further-
more, we acknowledge that classifying questions based on word-level analysis is
not language-independent. In the future, we will work on a language independent
version of the module leveraging the dependency structure of the input question.
Indicator Word (POS-tag) Stem form
Do (VBP), Does (VBZ), Did (VBD) do
Is (VBZ), Are (VBP), Was (VBD) be
Have (VBP), Has (VBZ), Had (VBD) have
Table 26: Indicator Word for classifying ASK queries in English questions.
9.1.11 Modify the SPARQL query
After classifying questions and detecting the need for an ASK query, HAWK modi-
fies the existing structure, i.e., changes the type of the SPARQL query by replacing
the SELECT in the query with ASK. Furthermore, HAWK skips the cardinality calcu-
lation due to ASK queries not requiring the LIMIT solution modifier.6
6 http://www.w3.org/TR/rdf-sparql-query/#ask
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9.1.12 Cardinality
If HAWK classifies an input question as entity search-related rather than demand-
ing a boolean answer, we need to determine the target cardinality x, i.e., set the
solution modifier LIMIT x. The number of answers expected for a given query is
indicated by cardinality of the first seen POS-tag, e.g., the POS-tag NNS demands
the plural while NN demands the singular case and thus leads to different x. That
is, each plural indicating POS-tag will return 10 results by default rather than 1.
In the future, we will use a machine learning-based algorithm to learn the correct
number of x > 1.
9.1.13 Ranking
In its current version, HAWK is able to rank SPARQL queries for one question
using three different ranking methods.
• Feature-based Ranking. HAWK ranks SPARQL queries using supervised
training based on the gold standard answer set from the QALD 4 respec-
tively QALD-5 benchmark. In the training phase, all generated queries are run
against the underlying SPARQL endpoint. Comparing the results to the gold
standard answer set, HAWK stores all queries resulting with the same high
F-measure. Afterwards, the stored queries are used to calculate an average
feature vector comprising simple features mimicking a centroid-based cosine
ranking. HAWK’s ranking calculation comprises the following components:
– NR_OF_TERMS calculates the number of nodes used to form the full-
text query part as described in Section 9.1.8.
– NR_OF_CONSTRAINTS is the number of triple patterns per SPARQL
query.
– NR_OF_TYPES sums the amount of patterns of the form ?var rdf:type
cls.
– PREDICATES generates a vector containing an entry for each predicate
used in the SPARQL query.
While running the test phase, the cosine similarity between each SPARQL
query using the above mentioned features and the average feature vector of
training queries is calculated.
• Overlap-based Ranking. This ranking accounts for the intuition that the
same result set can be generated by several hybrid SPARQL queries. Thus,
this ranker, although computationally highly expensive, executes every hy-
brid SPARQL query and the resulting answer sets are then stored into hashed
buckets. Finally, the ranker computes how many queries produced a certain
answer set. The answer set with the highest number is than returned.
• Optimal Ranking. To ensure, we are able to generate hybrid SPARQL queries
capable of answering the benchmark questions, the optimal ranker returns
always those hybrid SPARQL queries which lead to a maximum F-measure.
Obviously, the optimal ranking can only be used if the answers are know,
i.e., HAWK operates on the training data. This ranking functions allows to
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determine the parts of the hybrid question answering pipeline which do not
perform.
9.2 explaining hawk via examples
In this section, we explain our approach and its mechanics towards entity-centric
QA by three different examples. These examples focus on different aspects such
as the linguistic analysis of the query, the generation of SPARQL query from the
identified structure and the extension of HAWK towards boolean questions.
linguistic phase The first example will detail the linguistic phase w.r.t. the
example Which recipients of the Victoria Cross died in the Battle of Arnhem? While
this question cannot be answered by using solely DBpedia or Wikipedia abstracts,
combining knowledge from DBpedia and Wikipedia abstracts allows deriving an
answer to this question. More specifically, DBpedia allows to retrieve all recipients
of the Victoria Cross using the triple pattern ?uri dbo:award dbr:Victoria_Cross.
In order to find out whether the returned resources died in the Battle of Arnhem,
the free text abstract of those resources needs to be checked. For example, the ab-
stract for John Hollington Grayburn contains the following information: ‘he went
into action in the Battle of Arnhem [...] but was killed after standing up in full view
of a German tank’. First, HAWK generates the following POS-tags: Which(WDT)
recipients(NNS) of(IN) the(DT) Victoria(NNP) Cross(NNP) died(VBN) in(IN)
the(DT) Battle(NNP) of(IN) Arnhem(NNP)?(PUNCT) Next, we would identify via
an optimal spotter Victoria_Cross as resource form DBpedia as well as the noun
phrase Battle_of_Arnhem. In the following, we generate dependency trees from
the input question where we already replace identified entities with their respec-
tive URLs. The generated dependency tree can be found in Figure 20. Furthermore,
Figure 21 depicts the predicate-argument tree after pruning.
Figure 20: Predicate-argument tree for the example question ‘Which recipients of the Vic-
toria Cross died in the Battle of Arnhem?’
Now, we annotate the rest of the nodes with semantically meaningful proper-
ties ans classes. The node died (VB) will be annotated with dbo:deathPlace and
dbo:deathDate and the node recipients (NNS) with dbo:award. Table 27 depicts
the two possibilities for full-text look ups on CNN-nodes while Table 28 shows the
generated triple patterns for parts of the example query. After generating every
possible combination of the triple patterns and pruning them, an optimal ranker
would generate and choose the following SPARQL query:
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• SELECT ?proj { ?proj text:query (’Battle of Arnhem’ AND ’died in’).
?proj dbo:award res:Victoria_Cross . }
Figure 21: Tree after pruning. Argument edges are ordered from left to right.
Query Type Query Syntax Node label
Exact ?var text:query (’Battle of Arnhem’) Battle of Arnhem
Fuzzy ?var text:query (’Battle~1 AND Arnhem~1’) Battle of Arnhem
Table 27: Examples for full-text query types.
Node Type Query Fragment
CNN
?proj text:query (’Battle of Arnhem’)
?const text:query (’Battle of Arnhem’)
Verb
?proj dbo:deathPlace ?const
?const dbo:deathPlace ?proj
Table 28: Generated triple patterns for example.
sparql phase Here we will detail the SPARQL execution phase of HAWK us-
ing the following running example: Which anti-apartheid activist was born in Mvezo?.
After segmenting the input, POS-tagging the example will result in the following:
Which(WDT) anti-apartheid(JJ) activist(NN) was(VBD) born(VBN) in(IN)
Mvezo(NNP)?(PUNCT) An optimal annotator would annotate Mvezo with the DB-
pedia resource dbr:Mvezo Additionally, anti-apartheid activist is detected as
noun phrase by HAWK. The linguistically pruned dependency tree with com-
bined noun phrases contains only born as a root node with two children, namely
anti-apartheid activist and dbr:Mvezo. Next, born would be annotated with the
properties dbo:birthPlace and dbo:birthDate. Among others, HAWK generates
for the example the following three hybrid SPARQL queries:
1. SELECT ?proj {?proj text:query ’anti-apartheid activist’.
?proj dbo:birthPlace dbr:Mvezo.}
2. SELECT ?proj {?proj text:query ’anti-apartheid activist’.
?proj dbo:birthDate dbr:Mvezo.}
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3. SELECT ?proj {?proj text:query (’anti-apartheid activist’ AND
’born’). ?proj ?pbridge dbr:Mvezo.}
4. SELECT ?proj {?proj text:query ’anti-apartheid activist’.
?const dbo:birthPlace ?proj.}
Then, the semantic pruning module discards the second query from this list
because dbo:birthDate demands a literal in the object position of the second
triple pattern due to the rdfs:range restrictions. Moreover, an optimal ranking
reveals that the correct SPARQL query for our example is SELECT ?proj {?proj
text:query ’anti-apartheid activist’.
?proj dbo:birthPlace dbr:Mvezo.}. Depending on a large enough training set,
the method of the feature-based ranker should also return a small cosine simi-
larity between the optimal SPARQL query and the training vector. However, this
ranking method does not consider contextual influences and is thus only useful
to restrict the search space for correct queries. The bucket-based ranker fills one
bucket (dbr:Nelson_Mandela) with two votes from queries one and three and one
bucket with one vote from query three. Thus, the bucket-based ranking would
choose any of the queries one or three which leads to a correct answer. However,
finding a good ranking method for real-life applications is a central aim of future
research.
boolean questions We will explain how boolean questions can be handled
by HAWK based on the example: Napoleon’s first wife die in France? First the input
is segmented and then the POS-tagging module generates the following sequence:
Did(VBD) Napoleon(NNP) ’s(POS) first(JJ) wife(NN) die(VB) in(IN) France
(NNP) ?(PUNCT) Further, an optimal entity annotation system identifies Napoleon
with dbr:Napoleon and France with dbr:France. Next, the multi-word unit first
wife is detected as a noun phrase. The generated, linguistically pruned depen-
dency tree with already combined noun phrases and named entities contains only
die as a root node with two children, namely first-wife and dbr:Napoleon. Af-
terwards, the semantic annotation module then identifies die with the properties
dbo:deathPlace and dbo:dbo:deathDate. In the SPARQL generation step, HAWK
generates the following three hybrid SPARQL queries:
1. SELECT ?proj {?proj text:query ’first wife’.
?proj dbo:deathPlace dbr:France.
?proj ?pbridge dbr:Napoleon.}
2. SELECT ?proj {?proj text:query ’first wife’.
?proj dbo:deathDate dbr:France.
?proj ?pbridge dbr:Napoleon.}
3. SELECT ?proj {?proj text:query ’first wife’.
?const pbridge dbr:France.
?proj ?pbridge dbr:Napoleon.}
Based on the generated SPARQL queries, the semantic pruning discards the second
query from above because it violates the range restriction of the dbo:deathDate
predicate. Finally, our example is classified as ASK demanding respectively boolean
question based on Table 26. Thus, the projection modifier SELECT ?proj is replaced
by ASK. An optimal ranking will reveal that the correct SPARQL queries could be
one of the following:
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1. ASK {?proj text:query ’first wife’.
?proj dbo:deathPlace dbr:France.
?proj ?pbridge dbr:Napoleon} or
2. ASK {?proj text:query (’first wife’ AND ’Napoleon’) .
?proj dbo:deathPlace dbr:France.}.
Here, it is not necessary to identify Napoleon as named entity since he appears in
the abstract of his first wife Joséphine de Beauharnais.
However, this small extension enables HAWK to also answer boolean question
based on a full-understanding of the user input and hybrid data sources.
9.3 evaluation
In this section, we present the evaluation of HAWK against two benchmarks as
well as analyze the performance of different sub-modules.
9.3.1 QALD-4 Benchmark
First, we evaluate HAWK against the QALD 4 [163] benchmark which has been
used widely to evaluate question answering systems. In the fourth installment of
QALD, hybrid questions on structured and unstructured data became a part of the
benchmark. To evaluate HAWK, we focus on this hybrid training dataset compris-
ing 25 questions, 17 out of which are entity searches using only DBpedia type
information, no aggregation process and require only SELECT-queries. The avail-
able test dataset comprises only 10 question with 6 entity searches and linguistic
structures that are completely different from the training dataset. Before evalua-
tion, we had to curate the benchmark datasets regarding, among others, incorrect
grammar, typological errors, duplicate resources in the answer set. The cleaned
datasets can be found in our source code repository.7 Without these corrections
HAWK’s F-measure shrinks to nearly zero for questions containing failures.
error analysis In the following, we analyze error sources in HAWK based
on the training queries failing to reach a higher F-measure. Table 29 shows the
evaluation results for each entity search question from the training dataset.
• Entity Annotation: Queries 1, 11 and 15 cannot be answered by HAWK due
to failing entity annotation. None of the tested annotation systems was able
to either find the resources Jane_T._Austion nor G8 or Los_Alamos. Without
matching entity annotations a full-text search retrieves too many matches for
reaching high precision values on limited result set.
• Missing type information: Some of the resources of the gold standard do
not have appropriate type information leading to a high amount of queries
that need to be ranked correctly.
• Query structure: Queries like 11 or 15 inherit complex query structures
leading to a multitude of interpretations while generating the SPARQL query
graph.
7 https://github.com/AKSW/hawk/tree/master/resources
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ID Question F-measure Precision Recall
1 Give me the currencies of all G8 countries. 0.0 0.0 0.0
2 In which city was the assassin of Martin
Luther King born?
1.0 1.0 1.0
3 Which anti-apartheid activist graduated from
the University of South Africa?
1.0 1.0 1.0
5 Which recipients of the Victoria Cross died in
the Battle of Arnhem?
0.8 0.67 1.0
6 Where did the first man in space die? 1.0 1.0 1.0
8 Which members of the Wu-Tang Clan took
their stage name from a movie?
0.31 0.18 1.0
9 Which writers had influenced the philoso-
pher that refused a Nobel Prize?
0.71 0.56 1.0
11 Who composed the music for the film that
depicts the early life of Jane Austin?
0.0 0.0 0.0
14 Which horses did The Long Fellow ride? 1.0 1.0 1.0
15 Of the people that died of radiation in Los
Alamos, whose death was an accident?
0.67 1.0 0.5
16 Which buildings owned by the crown over-
look the North Sea?
0.25 0.14 1.0
17 Which buildings in art deco style did Shreve,
Lamb and Harmon design?
0.5 0.33 1.0
18 Which birds are protected under the National
Parks and Wildlife Act?
1.0 1.0 1.0
19 Which country did the first known photogra-
pher of snowflakes come from?
1.0 1.0 1.0
20 List all the battles fought by the lover of
Cleopatra.
1.0 1.0 1.0
22 Which actress starring in the TV series
Friends owns the production company Co-
quette Productions?
1.0 1.0 1.0
23 Dakar is the capital of which country member
of the African Union?
1.0 1.0 1.0
Table 29: Micro measures: Precision=0.70 Recall=0.85 F-measure=0.72 at 17 queries from
QALD 4 training set. Red indicates inability to generate correct query, Blue indi-
cates missing precision and green missing recall.
9.3.2 QALD-5 Benchmark
Similar to QALD-4, the QALD-5 benchmark has a training and a test dataset for
question answering containing a subset of hybrid benchmark questions. Due to
the above mentioned restrictions, the QALD-5 dataset contains 26 training, respec-
tively 8 test questions, suitable for the current implementation of HAWK. Using
the online available evaluation system8, Table 30 shows the results for the training
8 http://greententacle.techfak.uni-bielefeld.de/~cunger/qald/index.php?x=evaltool&q=5
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and test dataset as well as well as for all three ranking approaches. Please note, the
training data for the feature-based ranker was taken from QALD-4.
Dataset Optimal Ranking Feature-based Ranking Overlap-based Ranking
QALD-5 - training 0.30 (15 out of 26) 0.06 (22 out of 26) 0.08 (22 out of 26)
QALD-5 - test 0.1 (1 out of 10) 0.10 (3 out of 10) 0.10 (3 out of 10)
Table 30: Results of QALD-5 for different ranking methods. Number in brackets show the
amount of generated answers, i.e., HAWK outputs at least one result set.
error analysis As can be seen in Table 30, the implemented ranking func-
tions do not reach the optimal ranking score. Moreover, non of the implementa-
tions is able to discard whole queries, i.e., they are currently not aware of the
possibility that the answer could not have been retrieved at all while the opti-
mal ranker discards questions with incorrect answer sets. This does not effect the
global F-measure but results in an high computational effort and might lead users
to wrong conclusions.
Table 32 shows a detailed description of achieved measures per question and
algorithm, see Chapter C in the appendix. Especially, in the test dataset all three
ranking algorithms are only able to generate one correct answer while the feature-
based and the overlap-based ranker perform differently on the train dataset.
9.3.3 QALD-5 Boolean Benchmark
Now, we analyze HAWK’s performance towards the detection and correct answer-
ing of boolean questions The QALD-5 dataset contains 40 training, respectively 10
test questions for hybrid QA. To increase the number of gold standard queries,
we did not restrict ourselves to only hybrid, boolean questions but to boolean
questions in general, not demanding aggregations, e.g., FILTER, and only DBpe-
dia ontology types. Thus, we are using 27 questions for the evaluation from the
combined dataset following the restrictions given above9.
Table 31 details our results on the combined QALD-5 dataset using an optimal
ranker approach. Our simple classification is able to decide in all cases for the
correct command method w.r.t. the benchmark data. The skipping measure takes
into account if HAWK does not generate any answer set, i.e., returns ’I do not know
the answer’. Overall, the implementation of the ASK-related modules improves the
overall F-measure by more than 10%. With this F-measure, we outperform the
winner of the QALD-5 challenge task 2, which achieved an F-measure of 0.26.
Question Type Global F-measure Global F-measure with skipping
Hybrid SELECT 0.19 0.27
Hybrid ASK 0.47 0.74
Hybrid SELECT+ASK 0.24 0.35
Table 31: Results with and without the ASK-extension of HAWK.
9 https://github.com/AKSW/hawk/blob/master/resources/\ac{QALD}-5_test_train.xml
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9.3.4 Influence of the Entity Annotation System
Here, we evaluate the influence of the applied entity annotation systems to the
overall ability to produce correct answers. Thus, HAWK has been run using DB-
pedia Spotlight, TagMe, Fox and Wikipedia Miner. Additionally, an optimal entity
annotator derived from the gold standard as well as an union of all entity annota-
tion results was analyzed.
Our results suggest that HAWK is able to retrieve correct answers with an F-
measure of 0.68 using FOX as entity annotation system and assuming an optimal
ranking. Furthermore, the optimal ranker is only able to achieve an F-measure of
0.58 since HAWK can cope better with missing annotation results and is tuned
towards retrieving full-text information. Against intuition, the Union annotator is
the worst annotation system. Merging all annotation results in queries consisting
solely of semantic resources eliminating the possibility to match ontology proper-
ties and classes to important parts of the query, e.g., matching the word author
to resource rather than to a property prevents HAWK from generating the correct
SPARQL query. Thus, the Union annotator achieves only an F-measure of 0.10. A
detailed evaluation of the influence of different entity annotation systems can be
found in Figure 22.
Figure 22: Entity annotations systems performance with optimal ranking.
9.3.5 Influence of Features while Ranking
Furthermore, we evaluated the feature-based ranking method and its effectiveness
and include an in-depth analysis of the contribution of each feature to the overall
result. Thus, we calculated the power set of the set of features and evaluated each
feature group using the F-measure reached by the top-n queries. Figures 23 and
24 show the F-measure@N for all query result sets of size N from all 17 questions.
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Figure 23: F-measures on training dataset using N = [1, . . . , 10] and one feature.
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Figure 24: F-measures on training dataset using N = [1, . . . , 10] and two features.
Delving deeper into this analysis, we find:
• Although NR_OF_TERMS produces the largest sum of F-measures as a sin-
gle feature, NR_OF_CONSTRAINTS achieves a higher F-measure as soon
as N = 7 due to the larger number of needed constraints with respect to the
query length.
• The highest F-measure reaches PREDICATES, NR_OF_TERMS with an F-
measure of 0.58 at N = 10. However, HAWK is able to achieve a higher F-
measure of 0.61 atN = 10 using NR_OF_TERMS, NR_OF_CONSTRAINTS.
• We only regard the top-10-ranked queries. The correct queries belonged to
the top-n queries as shown in Table 29.
• The combination of three or all four features does not lead to an improve-
ment.
HAWK generates up to 15000 SPARQL queries per question containing more
than one query generating the correct answer. We consider ranking the resulting
SPARQL queries most challenging with respect to the fact that an ideal ranking
can lead to F-measures up to 0.72 at N = 1.

Part V
S Y N O P S I S
In the last part of the thesis, we summarize the developed approaches,
conclude with the lessons learned and point towards future develop-
ments. We describe our future research directions which are a natural
extension of our previous work.
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This chapter concludes
the thesis and points to
future research
directions. It is based on
the observations from all
the author’s
thesis-relevant
publications [29; 85; 88;
139; 140; 141; 166; 167;
170; 168; 169; 171; 172;
173; 174]
The main aim of this thesis was to address three research challenges in the Seman-
tic Web, namely the Semantic, Evaluation and Information Gap.
In this chapter, we first give a brief summary of the approaches and method-
ologies we developed to address each of these three challenges while referencing
the associated research contributions. Hereby, we collect the most import conclu-
sions and discoveries resulting from our entanglement with these challenges. Sub-
sequently, future research avenues based on the afore presented conclusions are
detailed.
10.1 summary
Semantic Gap
The overall goal is the development of an efficient information access leverag-
ing natural language. This should enable the access to complex data for end
users. However, such an approach demands novel solutions to extract high-quality,
machine-readable semantic data from structured and semi-structured data sources.
In the following, we present our solutions to these requirements.
First, we presented CETUS—a pattern based type extraction that can be used
as baseline for other approaches. Both versions—CETUSYAGO and CETUSFOX—
were explained in detail. We showed how CETUSYAGO uses label matching to de-
termine a super-type for automatically generated classes while CETUSFOX is based
on one of the various, existing entity typing frameworks. After the initial publica-
tion, CETUS participated in the Open Knowledge Extraction challenge 2015 [127].
CETUS outperformed two other approaches [44; 64] by achieving a micro resp.
macro F-measure(F1) of 0.47 resp. 0.45, therewith winning task 2 [127].
Next, this thesis presented AGDISTIS, a novel approach for named entity dis-
ambiguation that combines the scalable Hypertext-Induced Topic Search (HITS) al-
gorithm and breadth-first search with linguistic heuristics. This approach outper-
forms the state-of-the-art algorithms TagMe 2, AIDA and DBpedia Spotlight while
remaining quadratic in its time complexity. Moreover, our evaluation suggests that
while the approach performs well in and of itself, it can benefit from being pre-
sented with more linguistic information such as surface forms. Furthermore, we
presented the demo of AGDISTIS for three different languages on three different
DBpedia-based knowledge bases. Here, we emphasize that our works led to the
development of the first Named Entity Disambiguation (NED) system for the Chi-
nese language based on Linked Data. AGDISTIS is integrated into FOX [153], an
ensemble learning based Named Entity Recognition (NER) framework which can
be found at http://fox.aksw.org. Furthermore, AGDISTIS is integrated into the
entity evaluation platform GERBIL [174], see http://gerbil.aksw.org/gerbil/.
Furthermore, we provided a NED API serving 4.648.056 calls for the English and
329.358 calls for the German endpoint while the Chinese endpoint was rarely used.
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Finally, we tackled semi-structured data sources by aiming to extract Resource
Description Framework (RDF) from highly-templated websites. REX is the first
framework for the consistent extraction of RDF from templated Web pages. This
approach is available as open-source Java implementation and can be extended at
will. Our framework uses the Linked Open Data (LOD) Cloud as source for training
data that are used to learn Web wrappers. The output of these wrappers is used
to generate RDF by the means of a URI disambiguation step. Our framework also
includes a consistency layer with which the data extracted by the wrappers can be
checked for logical consistency [27]. Our overall results show that we can extract
subject-object pairs with a high accuracy from well-templated websites.
Overall, our results suggest that this work was able to advance the state of the
art by providing novel approaches for the scalable extraction of high-quality RDF
data from unstructured text as well as for the enhancement of knowledge bases.
The data resulting from these approaches can be (and partly is) used to feed the
knowledge bases underlying our own hybrid Question Answering (QA) system
HAWK.
Evaluation Gap
As mentioned before, the need for high-quality and efficient RDF data extraction
from any unstructured, semi- or structured data sources triggered the develop-
ment of a multitude of approaches. Gaining an overview to decide on a specific
framework for a specific use case or to analyze in detail the behavior of a system
towards a certain kind of data became increasingly difficult. Hence, we wanted to
bridge the Evaluation Gap to support developers, decision makers and end users.
First, we presented a novel, unstructured dataset collection to leverage reuse and
and comparability dubbed N3 [139]. Second, we described and evaluated GER-
BIL, a platform for the evaluation of annotation frameworks. With GERBIL, we
aim to push annotation system developers to better quality and wider use of their
frameworks.
The dataset collection N3 can be used for NER and NED benchmarks as well
as algorithm tuning. We compared our corpora with two already known datasets
and showed the advantages of our datasets. The usability of these corpora for NED
benchmark has been proven in several other publications [168; 67; 174]. Especially,
N3 aims at providing a structured and standardized language resource for un-
structured texts, enabling semantic querying. Our datasets link Natural Language
Processing (NLP) algorithms to the Semantic Web by leveraging the power of NIF
and Linked Data (LD) .
One of the main contributions of GERBIL includes the provision of persistent
URLs for reproducibility and archiving. GERBIL implements a generic adapter for
external datasets as well as a generic interface to integrate remote annotator sys-
tems. The datasets available for evaluation in the previous benchmarking platforms
for annotation was extended to 19 datasets. Moreover, 15 annotators were added
to the platform. The evaluation of our framework by contributors suggests that
adding an annotator to GERBIL demands 1 to 2 hours of work. Hence, while keep-
ing the implementation effort previously required to evaluate on a single dataset,
we allow developers to evaluate on (currently) 19 times more datasets. The pre-
sented, Web-based front-end allows for several use cases enabling laymen and
expert users to perform informed comparisons of semantic annotation systems.
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The persistent URIs enhances the long term quotation in the field of informa-
tion extraction. GERBIL is not just a new framework wrapping existing technology.
In comparison to earlier frameworks, GERBIL extends the state-of-the-art bench-
marks by the capability of considering the influence of NIL attributes. Additionally,
we are able to deal with datasets and annotators that link to different knowledge
bases. As mentioned in Section 8.3, GERBIL provides additional value to the com-
munity by storing more than 1.824 comparable experiments since its release.
We efficiently targeted the Evaluation Gap w.r.t. the domain of semantic an-
notation systems by providing means to easily reuse datasets as well as whole
experiments and publish their results in a machine-readable way.
Information Gap
As mentioned previously, the increasing amount of data, both in the Data and
the Document Web is a bilateral risk. To efficiently access and understand this
constantly growing data volume one can benefit from the machine-readable and
straightforward semantics underlying the structured RDF knowledge source.
To provide easy and natural language-based access to end-users and laymen, we
introduced HAWK, the first hybrid QA system for the Web of Data. We analyzed its
performance against Question Answering over Linked Data (QALD) in the instances
of QALD-4 and QALD-5. By using a generic approach to generate SPARQL queries
from predicate-argument structures, HAWK is able to achieve up to 0.68 F-measure
on the hybrid QALD-4 benchmark using an optimal ranker. The system is also able
to achieve an F-measure of up to 0.3 on the QALD-5 training benchmark using
bucket-based ranking. Especially, HAWK achieves a F-measure of up to 0.35 based
on boolean and entity-centric questions over the combined QALD-5 benchmark.
Thus, HAWK is the first hybrid QA system achieving high-quality results. HAWK
served already more than 600 questions from real users generating organic traffic.
Introducing the HAWK framework enables users ask natural language questions
without the need to understand the underlying data scheme or a complex query
language. Thus, laymen can benefit from both the Data and the Document Web to
gain answers on complex questions.
10.2 conclusion and future work
Semantic Gap
By investigating and developing solutions to enhance un- or semi-structured data
sources by means of the presented approaches, our work shed light on several
insights and further raised some highly interesting questions that serve as seed to
our future research.
We see CETUS and AGDISTIS as first steps in a larger research agenda. The field
of type identification on unstructured text is still not well-researched and pattern-
based approaches miss the opportunity to benefit from existing string expansions
methods and existing knowledge bases like Wordnet [116].
Since AGDISTIS is agnostic of the underlying Knowledge Base (KB) and language-
independent, it can profit from growing KBs as well as multilingual Linked Data.
However, moving from one KB to another is still bound to adapting a set of pa-
rameters and fine-tuning scores. Without the provision of automatic means and
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gold standards for the target domain it will always be a cumbersome endeavor.
In the future, we will thus extend AGDISTIS by using different underlying KBs
and even more domain-specific datasets. Moreover, we will implement a sliding-
window-based extension of AGDISTIS to account for large amounts of entities
per document. A novel avenue of research would be combining AGDISTIS with
topic modeling [18]. Preliminary experiments in this direction show that we can
improve the F-measure of our approach by at least 1% on all datasets. Further-
more, we intend to look for larger, more domain-specific and even more insightful
disambiguation datasets to refine and test AGDISTIS. Also, a deeper evaluation of
ontology structures towards disambiguation accuracies is needed.
While the former mentioned approaches worked well on unstructured data we
also gained insights from REX, our scalable approach towards Web-scale RDF ex-
traction from templated websites. With REX, we studied several sampling strate-
gies and how they affect the F-measure achieved. A lot of work still needs to
be done in the area of grounding these strings into an existing ontology. One
solution to this problem might be to use more context information during the
disambiguation step. Moreover, more sophisticated approaches can be used for
crawling websites offering structured navigation paths towards target pages [17].
By these means, we should be able to eradicate some of the sources of error in our
extraction process. Our approach can be further improved by combining it with
crowdsourcing-based approaches for wrapper induction such as ALFRED [47] or
by learning more expressive wrappers.
Regarding our novel approaches—CETUS, AGDISTIS and REX— we aim to
develop a new paradigm for realizing NLP services which employ community-
generated, multilingual and evolving Linked Open Data background knowledge.
We thus regard these frameworks as a basis for populating the Web of Data using
Web pages by professional end-users.
Evaluation Gap
N3 has shown to be useful to a number of approaches and especially for testing
within the GERBIL framework. However, the enlargement of the corpora and the
improvement of their quality through the community are major issues that need
to be worked on. Gaining insights into the behavior of semantic annotation frame-
works requires a larger dataset. Furthermore, converting more existing datasets to
NIF and re-bundle them in order to provide even more insightful NER and NED
benchmarks is the next step of research in this area.
Next, while developing GERBIL, we discovered several short-comings in the
formal model underlying previous benchmarking frameworks which we aim to
explore in the future. For example, the formal specification underlying current
benchmarking frameworks for annotation does not allow using the scores assigned
by the annotators for their results. To address this problem, we aim to develop/im-
plement novel measures into GERBIL that make use of scores (e.g., Emerging En-
tities [84], or Relation Extraction [79]). Moreover, partial results are not considered
within the evaluation. For example, during the disambiguation task, named enti-
ties without Wikipedia URIs are not considered. This has a significant impact of
the number of true and false positives and thus on the performance of some sys-
tems. Furthermore, certain tasks seem to be too coarse. Those issues are addressed
in current GERBIL releases, see Section 8.3. In future work, we also aim to pro-
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vide a new theory for evaluating annotation systems and display this information
in the GERBIL interface. Additionally, we will perform a detailed analysis of the
benchmarking platform’s log files and draw conclusions for future development.
Especially, we want to analyze how tools in GERBIL can support scientists from
other fields in a manner akin to the CLARIN project [19] or other approaches [80].
Also, we plan to provide information about the point in time since when an an-
notator is stable, i.e., the algorithm underlying the Web service has not changed.
GERBIL has sparked the idea for the successful Horizon 2020 proposal HOBBIT
and will influence the central architecture underlying the HOBBIT Big Linked Data
Benchmarking Platform.1
Information Gap
Providing natural language access to hybrid data sources with HAWK led to an
in-depth error analysis and thus captured future open research directions. Cur-
rently, HAWK faces several limitations, such as not always being able to capture
the exact semantics of certain resources due to missing dictionary entries (e.g., vice-
president), the ability to use FILTER and SPARQL aggregation functions (FILTER
(?high > 100)). The most important open issue lies in finding the correct ranking
approach to map a predicate-argument tree to a possible interpretation. So far, our
experiments reveal that the mere finding of the right features for this endeavor
remains a challenging problem.
Among other research directions, we aim to integrate HAWK in domain-specific
information systems where the more specialized context will most probably lead
to higher F-measures. Additionally, we will assess the impact of full-text compo-
nents over regular LD components for QA and partake in the creation of larger
benchmarks such as QALD-6. Another aim is to develop HAWK towards multi-
lingual, schema-agnostic queries. Moreover, negations within questions and im-
proved ranking will be considered. Finally, several components of the HAWK
pipeline are computationally very complex. Thus, finding more time-efficient al-
gorithms for these steps will be addressed in future works. HAWK will be a start-
ing point for the Eurostars projects DIESEL2 and QAMEL3 towards implementing
novel search paradigms on large industrial data as well as mobile devices.
Overall, this thesis is the first stepping stone towards a longer and exciting re-
search direction. Developing novel, scalable and adaptable QA technologies using
any kind of existing data will be at the center of considerations. Providing means
for an data-agnostic information access for every kind of user is about to be one
driving factors of future research. We are convinced by the ongoing digitization
of smart devices and sensors to be on the border to the next information access
paradigm. For example, personal data-driven assistant systems for researchers, me-
chanics, tourists and even crisis managers lie ahead and point out thrilling fields
of future work. Those systems need a thorough understanding of semantics from
data as well as from human natural language. By creating the basic technologies,
we foresee the development of dialog-driven QA systems for faster, more precise
and high-quality knowledge access. Moreover, this research will continue in the di-
rection of intelligent assistants leveraging non-static data, user context information
1 http://project-hobbit.eu/
2 http://diesel-project.eu/
3 http://qamel.eu/
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to provide a self-learning and adaptive system environment. Developing means for
intelligent assistants will also consist of dialogue-based interaction models captur-
ing sentiments, emotions and other sensor meta-data. Overall, we aim at realizing
the vision of self-improving semantic systems boosting the effectiveness of per-
sonal and corporate information access.
Part VI
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L I N K I N G
First, we present detailed evaluation results of AGDISTIS on the RSS 500 and the
news.de datasets varying the depth of the breadth-first-search and the trigram
similarity threshold. Note that the accuracy measure is used here, i.e., number of
true positives divided by the number of false-positives, see Figures 25 and 26.
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Figure 25: Accuracy of AGDISTIS on the RSS 500 corpus.
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Figure 26: Accuracy of AGDISTIS on the news.de corpus.
V
VI knowledge-base agnostic , multilingual entity linking
Second, we present a comparison on the runtime of AGDISTIS against the state-
of-the-art tool AIDA [81] from March 2013. Especially, AGDISTIS scales well when
increasing the number of entities per sentence, see Figure 27.
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Figure 27: Comparison of the average runtime of AGDISTIS and AIDA on Reuters-21578
corpus with respect to the number of entities per sentence. AGDISTIS is cleary
more time-efficient than AIDA.
Finally, Figure 28 depicts the influence of using additional surface forms other
than rdfs:label. Using a search depth of two, surface forms increase the F-measure
by 4˜%.
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Figure 28: Influence of surface forms.
CH AW K - H Y B R I D Q U E S T I O N A N S W E R I N G U S I N G L I N K E D
D ATA
We present the evaluation of HAWK towards the Question Answering over Linked
Data (QALD)-5 benchmark. The color codes can be resolved as follows: (1) Yellow
indicates that the ranking algorithms are not able to retrieve the correct SPARQL
query out of the set of generated SPARQL queries. (2) Orange cells describe that
one ranking algorithm performs worse one other. (3) Red indicates the inability to
retrieve correct answer sets. That is, HAWK is able to generate a set of SPARQL
queries but among them none retrieves a correct answer set. (4) Blue rows describe
questions where HAWK is unable to generate at least one SPARQL query. Thus,
those questions semantics cannot be captured by the system yet due to missing
surface forms for individuals, classes and properties or missing indexed full-text
information.
Feature-based Overlap-based Optimal
Ranking Ranking Ranking
ID Question R P F1 R P F1 R P F1
301 Who was vice-president under
the president who authorized
atomic weapons against Japan
during World War II?
0 0 0 0 0 0 1 1 1
303 Which anti-apartheid activist was
born in Mvezo?
0 0 0 1 0.5 0.67 1 0.5 0.67
305 Which recipients of the Victoria
Cross died in the Battle of Arn-
hem?
0 0 0 0.5 0.33 0.4 0.5 0.5 0.5
306 Where did the first man in space
die?
0 0 0 0 0 0 1 1 1
308 Which members of the Wu-Tang
Clan took their stage name from
a movie?
0.5 0.08 0.14 1 0.17 0.29 0.5 0.5 0.5
309 Which writers had influenced the
philosopher that refused a Nobel
Prize?
0 0 0 0 0 0 1 1 1
311 Who composed the music for the
film that depicts the early life of
Jane Austin?
314 Which horses did The Long Fel-
low ride?
0 0 0 0 0 0 0.86 1 0.92
315 Of the people that died of radia-
tion in Los Alamos, whose death
was an accident?
0 0 0 0 0 0 0.5 1 0.67
316 Which building owned by the
Bank of America was featured in
the TV series MegaStructures?
317 Which buildings in art deco style
did Shreve, Lamb and Harmon
design?
1 0.33 0.5 0 0 0 1 0.33 0.5
318 Which birds are protected under
the National Parks and Wildlife
Act?
0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67
VII
VIII hawk - hybrid question answering using linked data
319 Which country did the first
known photographer of
snowflakes come from?
0 0 0 0 0 0 1 1 1
320 List all the battles commanded by
the lover of Cleopatra.
0 0 0 0 0 0 0.23 0.42 0.29
322 Which actress starring in the TV
series Friends owns the produc-
tion company Coquette Produc-
tions?
0 0 0 0 0 0 1 1 1
323 Gaborone is the capital of which
country member of the African
Union?
1 1 1 1 1 1 1 1 1
326 For which movie did the daugh-
ter of Francis Ford Coppola re-
ceive an Oscar?
327 Which city does the first person
to climb all 14 eight-thousanders
come from?
328 At which college did the only
American actor that received the
César Award study?
332 What is the native city of Holly-
wood’s highest-paid actress?
333 In which city does the former
main presenter of the Xposé girls
live?
334 Who plays Phileas Fogg in the
adaptation of Around the World
in 80 Days directed by Buzz Ku-
lik?
0 0 0 0 0 0 1 1 1
335 Who is the front man of the band
that wrote Coffee & TV?
336 Which Chinese-speaking country
is a former Portguese colony?
337 What is the largest city in the
county in which Faulkner spent
most of his life?
340 A landmark of which city is the
home of the Mona Lisa?
51 Where was the "Father of Singa-
pore" born?
52 Which Secretary of State was
significantly involved in the
United States’ dominance of the
Caribbean?
53 Who is the architect of the tallest
building in Japan?
55 In which city where Charlie Chap-
lin’s half brothers born?
56 Which German mathematicians
were members of the von Braun
rocket group?
57 Which writers converted to Is-
lam?
59 Which movie by the Coen broth-
ers stars John Turturro in the role
of a New York City playwright?
1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
60 Which of the volcanoes that
erupted in 1550 is still active?
Table 32: Detailed results of HAWK at the QALD-5 challenge. R stands for Recall, P for
Precision and F1 for F-measure.
B I B L I O G R A P H Y
[1] B. Adida, I. Herman, M. Sporny, and M. Birbeck. Rdfa 1.1 Primer. Technical
report, W3C, http://www.w3.org/TR/2012/NOTE-rdfa-primer-20120607/,
June 2012. (Cited on page 14.)
[2] Keith Alexander, Richard Cyganiak, Michael Hausenblas, and Jun
Zhao. Describing linked datasets with the void vocabulary, 2011.
http://www.w3.org/TR/void/. (Cited on page 85.)
[3] Grigoris Antoniou and Frank van Harmelen. A Semantic Web Primer. MIT
Press, Cambridge, MA, USA, 2004. (Cited on page 8.)
[4] A. Arasu and H. Garcia-Molina. Extracting structured data from web pages.
In SIGMOD, pages 337–348, 2003. (Cited on pages 19 and 57.)
[5] Javier Artiles, Julio Gonzalo, and Satoshi Sekine. The semeval-2007 weps
evaluation: Establishing a benchmark for the web people search task. In 4th
International Workshop on Semantic Evaluations, pages 64–69. Association for
Computational Linguistics, 2007. (Cited on page 20.)
[6] Sören Auer, Sebastian Dietzold, Jens Lehmann, Sebastian Hellmann, and
David Aumueller. Triplify: Light-weight linked data publication from rela-
tional databases. In Juan Quemada, Gonzalo León, Yoëlle S. Maarek, and
Wolfgang Nejdl, editors, 18th International Conference on World Wide Web,
pages 621–630. ACM, 2009. (Cited on pages 14 and 51.)
[7] Franz Baader, Diego Calvanese, Deborah L. McGuinness, Daniele Nardi, and
Peter F. Patel-Schneider. The description logic handbook: theory, implementation,
and applications. Cambridge University Press, New York, NY, USA, 2003.
(Cited on page 12.)
[8] Sean Bechhofer. OWL: Web ontology language. In Encyclopedia of Database
Systems, pages 2008–2009. Springer, 2009. (Cited on pages 11 and 12.)
[9] David Beckett. RDF/XML Syntax Specification (Revised). Technical report,
W3C, http://www.w3.org/TR/REC-rdf-syntax/, February 2004. (Cited on
page 14.)
[10] T. Berners-Lee, R. Fielding, and L. Masinter. RFC 3986, Uniform Resource
Identifier (URI): Generic Syntax, 2005. (Cited on page 10.)
[11] Tim Berners-Lee. Linked Data. World wide web design issues, July 2006.
(Cited on page 7.)
[12] Tim Berners-Lee and Dan Connolly. Notation3 (N3): W3C
RDF Core WG Internal Working Draft. Technical report, W3C,
http://www.w3.org/TeamSubmission/n3/, January 2008. (Cited on
page 13.)
[13] Tim Berners-Lee, James Hendler, and Ora Lassila. The Semantic Web. Sci.
Amer., 284(5):34–43, May 2001. (Cited on pages 3 and 8.)
IX
X bibliography
[14] Frances Berriman, Dan Cederholm, Dan Tantek Çelik, Dan Rohit Khare,
Dan Ryan King, Dan Kevin Marks, and Dan Ben Ward. Microformats, 2004.
(Cited on page 14.)
[15] Ravish Bhagdev, Sam Chapman, Fabio Ciravegna, Vitaveska Lanfranchi, and
Daniela Petrelli. Hybrid search: Effectively combining keywords and seman-
tic searches. In 5th European Semantic Web Conference, pages 554–568, 2008.
doi: 10.1007/978-3-540-68234-9_41. (Cited on page 22.)
[16] Christian Bizer and Andy Seaborne. D2RQ - Treating Non-RDF Databases as
Virtual RDF Graphs. In International Semantic Web Conference (ISWC), Demos
& Posters, November 2004. (Cited on pages 14 and 51.)
[17] Lorenzo Blanco, Valter Crescenzi, and Paolo Merialdo. Efficiently locating
collections of web pages to wrap. In WEBIST, pages 247–254, 2005. (Cited
on page 118.)
[18] David M. Blei, Andrew Y. Ng, and Michael I. Jordan. Latent dirichlet alloca-
tion. J. Mach. Learn. Res., 3:993–1022, March 2003. ISSN 1532-4435. (Cited on
page 118.)
[19] Volker Boehlke, Gerhard Heyer, and Peter Wittenburg. It-based research
infrastructures for the humanities and social sciences - developments, ex-
amples, standards, and technology. it - Information Technology, 55(1):26–33,
2013. doi: 10.1524/itit.2013.0004. URL http://dx.doi.org/10.1524/itit.
2013.0004. (Cited on page 119.)
[20] Harold Boley, Gary Hallmark, Michael Kifer, Adrian Paschke, Axel Polleres,
and Dave Reynolds. RIF Core Dialect (Second Edition). Technical report,
W3C, http://www.w3.org/TR/rif-core/, February 2013. (Cited on pages 12
and 14.)
[21] Johan Bos. Wide-coverage semantic analysis with boxer. In Conference on
Semantics in Text Processing, STEP ’08, pages 277–286, Stroudsburg, PA, USA,
2008. Association for Computational Linguistics. (Cited on page 17.)
[22] Andreas Both, Axel-Cyrille Ngonga Ngomo, Ricardo Usbeck, Denis Lukov-
nikov, Christiane Lemke, and Maximilian Speicher. A Service-oriented
Search Framework for Full Text, Geospatial and Semantic Search. In SE-
MANTiCS, pages 65–72, 2014.
[23] Ronald Brachman and Hector Levesque. Knowledge Representation and Rea-
soning. Morgan Kaufmann Publishers Inc., San Francisco, CA, USA, 2004.
(Cited on page 8.)
[24] Dan Brickley and Ramanathan V. Guha. Rdf vocabulary description lan-
guage 1.0: Rdf schema. Technical report, W3C, http://www.w3.org/TR/rdf-
schema/, 2004. (Cited on page 12.)
[25] S. Brin and L. Page. The anatomy of a large-scale hypertextual web search en-
gine. In 7th International World Wide Web Conference, 1998. (Cited on page 3.)
[26] Martin Brümmer, Ciro Baron, Ivan Ermilov, Markus Freudenberg, Dimitris
Kontokostas, and Sebastian Hellmann. DataID: Towards semantically rich
bibliography XI
metadata for complex datasets. In SEMANTiCS, 2014. (Cited on pages 74
and 85.)
[27] Lorenz Bühmann and Jens Lehmann. Universal owl axiom enrichment for
large knowledge bases. In EKAW, pages 57–71. Springer, 2012. (Cited on
pages 19, 60, and 116.)
[28] Lorenz Bühmann and Jens Lehmann. Pattern based knowledge base en-
richment. In International Semantic Web Conference (ISWC), 2013. (Cited on
pages 19 and 60.)
[29] Lorenz Bühmann, Ricardo Usbeck, Axel-Cyrille Ngonga Ngomo, Muham-
mad Saleem, Andreas Both, Valter Crescenzi, Paolo Merialdo, and Disheng
Qiu. Web-Scale Extension of RDF Knowledge Bases from Templated Web-
sites. In International Semantic Web Conference (ISWC), pages 66–81, 2014.
(Cited on pages 4, 17, 20, 51, and 115.)
[30] Lorenz Bühmann, Ricardo Usbeck, and Axel-Cyrille Ngonga Ngomo. AS-
SESS - Automatic Self-Assessment Using Linked Data. In International Se-
mantic Web Conference (ISWC). Springer International Publishing, 2015.
[31] Elena Cabrio, Julien Cojan, Fabien Gandon, and Amine Hallili. Querying
Multilingual DBpedia with QAKiS. In European Sematic Web Conference, pages
194–198, 2013. (Cited on page 22.)
[32] Amparo Elizabeth Cano Basave, Giuseppe Rizzo, Andrea Varga, Matthew
Rowe, Milan Stankovic, and Aba-Sah Dadzie. Making sense of microposts
(#microposts2014) named entity extraction & linking challenge. In 4th Work-
shop on Making Sense of Microposts (#Microposts2014), 2014. (Cited on pages 21
and 82.)
[33] Sarven Capadisli, Sören Auer, and Axel-Cyrille Ngonga Ngomo. Linked
SDMX data. Semantic Web Journal, 2013. (Cited on page 85.)
[34] David Carmel, Ming-Wei Chang, Evgeniy Gabrilovich, Bo-June (Paul) Hsu,
and Kuansan Wang. ERD 2014: Entity recognition and disambiguation chal-
lenge. SIGIR Forum, 2014. (Cited on pages 21 and 73.)
[35] Jeremy J. Carroll and Patrick Stickler. TriX: rdf triples in XML. Technical
Report HPL-2004-56, HP Labs, May 2004. (Cited on page 13.)
[36] Jeremy J. Carroll, Christian Bizer, Pat Hayes, and Patrick Stickler. Named
graphs, provenance and trust. In 14th International Conference on World Wide
Web, WWW ’05, pages 613–622, New York, NY, USA, 2005. ACM. (Cited on
page 9.)
[37] Diego Ceccarelli, Claudio Lucchese, Salvatore Orlando, Raffaele Perego, and
Salvatore Trani. Dexter: an open source framework for entity linking. In
6th International workshop on Exploiting semantic annotations in Information Re-
trieval, 2013. (Cited on pages 81 and 82.)
[38] Didier Cherix, Ricardo Usbeck, Andreas Both, and Jens Lehmann. CRO-
CUS: Cluster-based Ontology Data Cleansing. In Joint Second International
XII bibliography
Workshop on Semantic Web Enterprise Adoption and Best Practice and Second In-
ternational Workshop on Finance and Economics on the Semantic Web at ESWC,
2014.
[39] Didier Cherix, Ricardo Usbeck, Andreas Both, and Jens Lehmann. Lessons
learned - the case of CROCUS: cluster-based ontology data cleansing. In
The Semantic Web: ESWC 2014 Satellite Events - ESWC 2014 Satellite Events,
Anissaras, Crete, Greece, May 25-29, 2014, Revised Selected Papers, pages 14–24,
2014.
[40] Jinho D Choi and Martha Palmer. Getting the most out of transition-based
dependency parsing. In ACL, pages 687–692, 2011. (Cited on pages 96, 97,
and 98.)
[41] Jinho D. Choi and Martha Palmer. Fast and robust part-of-speech tagging
using dynamic model selection. In ACL, pages 363–367, Jeju Island, Korea,
July 2012. Association for Computational Linguistics. (Cited on page 97.)
[42] Philipp Cimiano, Peter Haase, Jörg Heizmann, Matthias Mantel, and Rudi
Studer. Towards portable natural language interfaces to knowledge bases
- The case of the ORAKEL system. Data Knowl. Eng., pages 325–354, 2008.
(Cited on page 22.)
[43] Jacob Cohen et al. A coefficient of agreement for nominal scales. Educational
and psychological measurement, 20(1):37–46, 1960. (Cited on page 62.)
[44] Sergio Consoli and DiegoReforgiato Recupero. Using FRED for Named En-
tity Resolution, Linking and Typing for Knowledge Base Population. In Fa-
bien Gandon, Elena Cabrio, Milan Stankovic, and Antoine Zimmermann,
editors, Semantic Web Evaluation Challenges, volume 548 of Communications
in Computer and Information Science, pages 40–50. Springer International Pub-
lishing, 2015. (Cited on pages 17, 33, 91, and 115.)
[45] Marco Cornolti, Paolo Ferragina, and Massimiliano Ciaramita. A framework
for benchmarking entity-annotation systems. In 22nd International Confer-
ence on World Wide Web, WWW ’13, pages 249–260, Republic and Canton
of Geneva, Switzerland, 2013. International World Wide Web Conferences
Steering Committee. (Cited on pages 21, 42, 43, 44, 46, 73, 74, 76, 77, and 81.)
[46] Valter Crescenzi and Paolo Merialdo. Wrapper Inference for Ambiguous
Web Pages. Applied Artificial Intelligence, 22(1&2):21–52, 2008. (Cited on
page 19.)
[47] Valter Crescenzi, Paolo Merialdo, and Disheng Qiu. A framework for learn-
ing web wrappers from the crowd. In 22nd International Conference on
World Wide Web, WWW ’13, pages 261–272, Republic and Canton of Geneva,
Switzerland, 2013. International World Wide Web Conferences Steering Com-
mittee. (Cited on pages 19 and 118.)
[48] Silviu Cucerzan. Large-scale named entity disambiguation based on
wikipedia data. In EMNLP-CoNLL, pages 708–716, 2007. (Cited on pages 18,
37, 39, 45, 67, and 79.)
bibliography XIII
[49] Richard Cyganiak, Dave Reynolds, and Jeni Tennison. The RDF Data Cube
Vocabulary, 2014. http://www.w3.org/TR/vocab-data-cube/. (Cited on
pages 74 and 85.)
[50] Nilesh Dalvi, Ravi Kumar, and Mohamed Soliman. Automatic wrappers for
large scale web extraction. Proc. VLDB Endow., 4(4):219–230, January 2011.
ISSN 2150-8097. (Cited on page 19.)
[51] Danica Damljanovic, Milan Agatonovic, Hamish Cunningham, and Kalina
Bontcheva. Improving habitability of natural language interfaces for query-
ing ontologies with feedback and clarification dialogues. Journal of Web Se-
mantics, 19:1–21, 2013. (Cited on page 22.)
[52] George R Doddington, Alexis Mitchell, Mark A Przybocki, Lance A
Ramshaw, Stephanie Strassel, and Ralph M Weischedel. The automatic con-
tent extraction (ACe) program-tasks, data, and evaluation. In Conference on
language resources and evaluation (LREC), 2004. (Cited on page 20.)
[53] Milan Dojchinovski and Tomas Kliegr. Entityclassifier.eu: Real-time classifi-
cation of entities in text with wikipedia. In Proceedings of the European Confer-
ence on Machine Learning and Principles and Practice of Knowledge Discovery in
Databases, ECMLPKDD’13, pages 1–1, 2013. (Cited on page 91.)
[54] M. Duerst and M. Suignard. RFC 3987: Internationalized Resource Identifiers
(IRIs), January 2005. (Cited on page 10.)
[55] Basil Ell, Denny Vrandecˇic, and Elena Simperl. Labels in the web of data. In
International Semantic Web Conference (ISWC), ISWC’11, pages 162–176, Berlin,
Heidelberg, 2011. Springer-Verlag. (Cited on page 40.)
[56] Marieke Van Erp, Giuseppe Rizzo, and Raphaël Troncy. Learning with the
web: Spotting named entities on the intersection of NERD and machine learn-
ing. In Making Sense of Microposts (#MSM2013) Concept Extraction Challenge,
2013. (Cited on page 80.)
[57] Diego Esteves, Diego Moussallem, Ciro Baron Neto, Tommaso Soru, Ricardo
Usbeck, Markus Ackermann, and Jens Lehmann. MEX Vocabulary: A Light-
weight Interchange Format for Machine Learning Experiments. In SEMAN-
TiCS, pages 169–176, 2015.
[58] Paolo Ferragina and Ugo Scaiella. Fast and accurate annotation of short texts
with wikipedia pages. IEEE Software., 29(1), 2012. (Cited on pages 17, 37, 43,
73, 80, 81, 82, 91, and 97.)
[59] David A. Ferrucci, Eric W. Brown, Jennifer Chu-Carroll, James Fan, David
Gondek, Aditya Kalyanpur, Adam Lally, J. William Murdock, Eric Nyberg,
John M. Prager, Nico Schlaefer, and Christopher A. Welty. Building Watson:
An Overview of the DeepQA Project. AI Magazine, 31(3):59–79, 2010. (Cited
on page 23.)
[60] R. Fielding, J. Gettys, J. Mogul, H. Frystyk, L. Masinter, P. Leach, and
T. Berners-Lee. RFc 2616, hypertext transfer protocol – http/1.1, 1999. (Cited
on page 11.)
XIV bibliography
[61] Jenny Rose Finkel, Trond Grenager, and Christopher Manning. Incorporating
non-local information into information extraction systems by gibbs sampling.
In 43rd Annual Meeting on Association for Computational Linguistics, ACL ’05,
pages 363–370, Stroudsburg, PA, USA, 2005. Association for Computational
Linguistics. (Cited on page 37.)
[62] Sergio Flesca, Giuseppe Manco, Elio Masciari, Eugenio Rende, and Andrea
Tagarelli. Web wrapper induction: a brief survey. AI Communications, 17(2):
57–61, 2004. (Cited on pages 19 and 52.)
[63] André Freitas, Joao Gabriel Oliveira, Edward Curry, Seán O’Riain, and Joao
Carlos Pereira da Silva. Treo: combining entity-search, spreading activation
and semantic relatedness for querying linked data. In 1st Workshop on Ques-
tion Answering over Linked Data (QALD-1), 2011. (Cited on page 23.)
[64] Jie Gao and Suvodeep Mazumdar. Exploiting linked open data to uncover
entity types. In Fabien Gandon, Elena Cabrio, Milan Stankovic, and An-
toine Zimmermann, editors, Semantic Web Evaluation Challenges, volume 548
of Communications in Computer and Information Science, pages 51–62. Springer
International Publishing, 2015. (Cited on pages 17, 33, and 115.)
[65] Anna Lisa Gentile, Ziqi Zhang, Isabelle Augenstein, and Fabio Ciravegna.
Unsupervised wrapper induction using linked data. In 7th International Con-
ference on Knowledge Capture, K-CAP ’13, pages 41–48, New York, NY, USA,
2013. ACM. (Cited on page 19.)
[66] Daniel Gerber and Axel-Cyrille Ngonga Ngomo. Extracting Multilingual
Natural-Language Patterns for RDF Predicates. In EKAW, Lecture Notes in
Computer Science. Springer, 2012. (Cited on page 70.)
[67] Daniel Gerber, Sebastian Hellmann, Lorenz Bühmann, Tommaso Soru, Ri-
cardo Usbeck, and Axel-Cyrille Ngonga Ngomo. Real-Time RDF Extraction
from Unstructured Data Streams. In International Semantic Web Conference
(ISWC), pages 135–150, 2013. (Cited on pages 20, 37, 44, 51, 67, 70, 95,
and 116.)
[68] Daniel Gerber, Diego Esteves, Jens Lehmann, Lorenz Bühmann, Ricardo Us-
beck, Axel-Cyrille Ngonga Ngomo, and René Speck. DeFacto - Temporal
and Multilingual Deep Fact Validation. Web Semantics: Science, Services and
Agents on the World Wide Web, 2015.
[69] Yolanda Gil. Semantic challenges in getting work done, 2014. Invited Talk at
ISWC. (Cited on pages 4 and 73.)
[70] Dirk Goldhahn, Thomas Eckart, and Uwe Quasthoff. Building large monolin-
gual dictionaries at the leipzig corpora collection: From 100 to 200 languages.
In 8th International Conference on Language Resources and Evaluation (LREC’12),
2012. (Cited on page 70.)
[71] J. Grant and D. Beckett. RDF test cases, February 2004. (Cited on page 14.)
[72] Bert F Green Jr, Alice K Wolf, Carol Chomsky, and Kenneth Laughery. Base-
ball: an automatic question-answerer. In Western Joint IRE-AIEE-ACM com-
puter conference, pages 219–224. ACM, 1961. (Cited on page 22.)
bibliography XV
[73] T. Hansen, T. Hardie, and L. Masinter. RFC 4395: Guidelines and Registration
Procedures for New URI Schemes, 2006. (Cited on page 10.)
[74] Qiang Hao, Rui Cai, Yanwei Pang, and Lei Zhang. From one tree to a forest:
a unified solution for structured web data extraction. In 34th ACM SIGIR, SI-
GIR ’11, pages 775–784, New York, NY, USA, 2011. ACM. (Cited on page 19.)
[75] Steve Harris and Andy Seaborne (eds). SPARQL 1.1 query language. Work-
ing draft, W3C, 2010. (Cited on page 13.)
[76] Marti A. Hearst. Automatic acquisition of hyponyms from large text corpora.
In COLING, 1992. (Cited on page 17.)
[77] Sebastian Hellmann, Jens Lehmann, Sören Auer, and Martin Brümmer. In-
tegrating NLP using Linked Data. In International Semantic Web Conference
(ISWC), 2013. (Cited on pages 20, 67, 70, and 84.)
[78] Sebastian Hellmann, Jens Lehmann, Sören Auer, and Martin Brümmer. In-
tegrating NLP using Linked Data. In Internation Semantic Web Conference
(ISWC), pages 98–113. Springer, 2013. (Cited on pages 21, 78, and 83.)
[79] Gerhard Heyer. Learning semantic relations from text. In Modeling,
Learning, and Processing of Text Technological Data Structures, pages 333–346.
2012. doi: 10.1007/978-3-642-22613-7_16. URL http://dx.doi.org/10.1007/
978-3-642-22613-7_16. (Cited on page 118.)
[80] Gerhard Heyer, Uwe Quasthoff, and Thomas Wittig. Text mining: Wis-
sensrohstoff text. W3l, Herdecke, 18, 2006. (Cited on page 119.)
[81] Johannes Hoffart, Mohamed Amir Yosef, Ilaria Bordino, Hagen Fürstenau,
Manfred Pinkal, Marc Spaniol, Bilyana Taneva, Stefan Thater, Michael Wie-
gand, and Gerhard Weikum. Robust disambiguation of named entities in
text. In Conference on Empirical Methods in Natural Language Processing :
EMNLP 2011, pages 782–792, Stroudsburg, PA, 27-31 July 2011. MP, 978-
1-937284-11-4. (Cited on pages 18, 20, 27, 43, 44, 59, 67, 73, 80, 81, 82, 91,
and VI.)
[82] Johannes Hoffart, Stephan Seufert, Dat Ba Nguyen, Martin Theobald, and
Gerhard Weikum. KORE: keyphrase overlap relatedness for entity disam-
biguation. In CIKM, 2012. (Cited on page 81.)
[83] Johannes Hoffart, Fabian M. Suchanek, Klaus Berberich, and Gerhard
Weikum. YAGO2: A Spatially and Temporally Enhanced Knowledge Base
from Wikipedia. Artif. Intell., 194:28–61, January 2013. ISSN 0004-3702. (Cited
on page 38.)
[84] Johannes Hoffart, Yasemin Altun, and Gerhard Weikum. Discovering emerg-
ing entities with ambiguous names. In 23rd International Conference on World
Wide Web, WWW ’14, pages 385–396, New York, NY, USA, 2014. ACM. (Cited
on pages 89 and 118.)
[85] Konrad Höffner, Sebastian Walter, Edgard Marx, Jens Lehmann, Axel-Cyrille
Ngonga Ngomo, and Ricardo Usbeck. Survey on Challenges of Question
Answering in the Semantic Web. Semantic Web Journal. (Cited on pages 17,
23, and 115.)
XVI bibliography
[86] Andrew Hogue and David Karger. Thresher: automating the unwrapping of
semantic content from the world wide web. In 14th International Conference
on World Wide Web, WWW ’05, pages 86–95, New York, NY, USA, 2005. ACM.
(Cited on pages 19 and 52.)
[87] Masahiro Hori, Jérôme Euzenat, and Peter F. Patel-Schneider. OWL Web
Ontology Language - XML Presentation Syntax. Technical report, W3C,
http://www.w3.org/TR/owl-xmlsyntax/, June 2003. (Cited on page 14.)
[88] Anja Jentzsch, Ricardo Usbeck, and Denny Vrandecic. An Incomplete and
Simplifying Introduction to Linked Data. In Jens Lehmann and Johanna
Voelker, editors, Perspectives on Ontology Learning, pages 21–33. AKA / IOS
Press, 2014. (Cited on pages 7, 17, and 115.)
[89] Paul Jermyn, Maurice Dixon, and Brian J Read. Preparing clean views of
data for data mining. ERCIM Work. on Database Res, 1999. (Cited on pages 4
and 73.)
[90] Giuseppe Rizzo Julien Plu and Raphaël Troncy. An hybrid approach for en-
tity recognition and linking. In Proceedings of the OKE Challenge 2015 co-located
with the 12th Extended Semantic Web Conference (ESWC 2015), 2015. (Cited on
page 33.)
[91] Adam Kilgarri. Senseval: An exercise in evaluating word sense disambigua-
tion programs. 1st International Conference on language resources and evaluation
(LREC), 1998. (Cited on page 21.)
[92] Joachim Kleb and Andreas Abecker. Entity reference resolution via spread-
ing activation on rdf-graphs. In European Semantic Web Conference, pages
152–166, 2010. (Cited on page 18.)
[93] Joachim Kleb and Andreas Abecker. Disambiguating entity references within
an ontological model. In WIMS, page 22, 2011. (Cited on pages 18 and 37.)
[94] Jon M. Kleinberg. Authoritative sources in a hyperlinked environment. J.
ACM, 46(5):604–632, September 1999. ISSN 0004-5411. (Cited on pages 39
and 42.)
[95] Oleksandr Kolomiyets and Marie-Francine Moens. A survey on question
answering technology from an information retrieval perspective. Inf. Sci.,
181(24):5412–5434, December 2011. ISSN 0020-0255. (Cited on page 23.)
[96] Sayali Kulkarni, Amit Singh, Ganesh Ramakrishnan, and Soumen
Chakrabarti. Collective annotation of wikipedia entities in web text. In 15th
ACM SIGKDD, pages 457–466. ACM, 2009. (Cited on page 44.)
[97] John D. Lafferty, Andrew McCallum, and Fernando C. N. Pereira. Condi-
tional random fields: Probabilistic models for segmenting and labeling se-
quence data. In 18th International Conference on Machine Learning, ICML ’01,
pages 282–289, San Francisco, CA, USA, 2001. Morgan Kaufmann Publishers
Inc. (Cited on page 80.)
[98] Ora Lassila, Ralph R. Swick, World Wide, and Web Consortium. Resource
description framework (rdf) model and syntax specification, 1998. (Cited on
page 9.)
bibliography XVII
[99] Holger Lausen, Jos de Bruijn, Axel Polleres, and Dieter Fensel. WSML - a
Language Framework for Semantic Web Services. In W3C Workshop on Rule
Languages for Interoperability, 2005. (Cited on page 12.)
[100] Timothy Lebo, Satya Sahoo, Deborah McGuinness, Khalid Belhaj-
jame, James Cheney, David Corsar, Daniel Garijo, Stian Soiland-Reyes,
Stephan Zednik, and Jun Zhao. PROV-O: The PROV Ontology, 2013.
http://www.w3.org/TR/prov-o/. (Cited on page 85.)
[101] Jens Lehmann and Johanna Voelker, editors. Perspectives On Ontology Learn-
ing. Studies in the Semantic Web. AKA / IOS Press, 2014. (Cited on page 7.)
[102] Jens Lehmann, Robert Isele, Max Jakob, Anja Jentzsch, Dimitris Kontokostas,
Pablo N. Mendes, Sebastian Hellmann, Mohamed Morsey, Patrick van Kleef,
Sören Auer, and Christian Bizer. DBpedia - a large-scale, multilingual know-
ledge base extracted from wikipedia. Semantic Web Journal, 2014. (Cited on
pages 10, 20, 37, 51, and 67.)
[103] Vanessa Lopez, Enrico Motta, and Victoria Uren. Poweraqua: Fishing the
semantic web. In The Semantic Web: research and applications, pages 393–410.
Springer, 2006. (Cited on page 22.)
[104] Vanessa Lopez, Victoria S. Uren, Marta Sabou, and Enrico Motta. Is question
answering fit for the semantic web?: A survey. Semantic Web Journal, 2(2):
125–155, 2011. (Cited on page 23.)
[105] Fadi Maali, John Erickson, and Phil Archer. Data Catalog Vocabulary
(DCAT), 2014. http://www.w3.org/TR/vocab-dcat/. (Cited on page 85.)
[106] Farzaneh Mahdisoltani, Joanna Biega, and Fabian Suchanek. YAGO3: A
knowledge base from multilingual Wikipedias. In CIDR, 2014. (Cited on
page 31.)
[107] Frank Manola and Eric Miller. RDF Primer. Technical report, W3C,
http://www.w3.org/TR/rdf-primer/, February 2004. (Cited on pages 4
and 9.)
[108] Edgard Marx, Ricardo Usbeck, Axel-Cyrille Ngonga Ngomo, Konrad
Höffner, Jens Lehmann, and Sören Auer. Towards an Open Question An-
swering Architecture. In SEMANTiCS, pages 57–60, 2014.
[109] Luke McDowell and Michael J. Cafarella. Ontology-driven, unsupervised
instance population. Journal of Web Semantics, 6(3):218–236, 2008. (Cited on
page 19.)
[110] Paul McNamee. Overview of the tac 2009 knowledge base population track,
2009. (Cited on page 20.)
[111] Mo McRoberts and Víctor Rodríguez-Doncel. Open Digital Rights Lan-
guage (ODRL) Ontology, 2014. http://www.w3.org/ns/odrl/2/. (Cited on
page 85.)
[112] Pablo N. Mendes, Max Jakob, Andres Garcia-Silva, and Christian Bizer. DB-
pedia Spotlight: Shedding Light on the Web of Documents. In I-Semantics,
XVIII bibliography
ACM International Conference Proceeding Series, pages 1–8. ACM, 2011.
(Cited on pages 18, 20, 37, 39, 40, 43, 59, 67, 73, 79, 82, 91, and 97.)
[113] Röder Michael, Ricardo Usbeck, and Axel-Cyrille Ngonga Ngomo. Techre-
port for gerbil 1.2.2 - v1. Technical report, Leipzig University,
2016. URL http://svn.aksw.org/papers/2016/techreport_gerbil/public.
pdf. (Cited on pages 73 and 89.)
[114] Rada Mihalcea and Andras Csomai. Wikify!: linking documents to encyclo-
pedic knowledge. In 16th ACM CIKM, CIKM ’07, pages 233–242, New York,
NY, USA, 2007. ACM. (Cited on page 37.)
[115] Alistair Miles and José R. Pérez-Agüera. SKOS: Simple Knowledge Organ-
isation for the Web. Cataloging & Classification Quarterly, 43(3):69–83, 2007.
(Cited on page 12.)
[116] George A. Miller. Wordnet: A lexical database for english. Commun. ACM,
38(11):39–41, November 1995. ISSN 0001-0782. (Cited on pages 22, 40, 83,
and 117.)
[117] David Milne and Ian H Witten. Learning to link with wikipedia. In 17th ACM
CIKM, pages 509–518, 2008. (Cited on pages 17, 44, 73, 79, 82, 91, and 97.)
[118] Andrea Moro, Francesco Cecconi, and Roberto Navigli. Multilingual word
sense disambiguation and entity linking for everybody. In International Se-
mantic Web Conference (ISWC), Demos & Posters, 2014. (Cited on page 81.)
[119] Andrea Moro, Alessandro Raganato, and Roberto Navigli. Entity linking
meets word sense disambiguation: A unified approach. TACL, 2, 2014. (Cited
on pages 18, 73, 77, 81, 82, and 91.)
[120] Boris Motik, Peter F. Patel-Schneider, Bijan Parsia, Conrad Bock, Achille Fok-
oue, Peter Haase, Rinke Hoekstra, Ian Horrocks, Alan Ruttenberg, Uli Sattler,
and Michael Smith. OWL 2 Web Ontology Language - Structural Specifica-
tion and Functional-Style Syntax (Second Edition). Technical report, W3C,
http://www.w3.org/TR/owl2-syntax/, December 2012. (Cited on page 14.)
[121] David Nadeau and Satoshi Sekine. A survey of named entity recognition and
classification. Lingvisticae Investigationes, 30(1):3–26, January 2007. Publisher:
John Benjamins Publishing Company. (Cited on page 17.)
[122] Roberto Navigli and Simone Paolo Ponzetto. BabelNet: The automatic con-
struction, evaluation and application of a wide-coverage multilingual seman-
tic network. Artif. Intell., 193:217–250, 2012. (Cited on pages 77 and 81.)
[123] Roberto Navigli, Kenneth C. Litkowski, and Orin Hargraves. SemEval-
2007 Task 07: Coarse-Grained English All-Words Task. In SemEval-2007, 2007.
(Cited on page 81.)
[124] Roberto Navigli, David Jurgens, and Daniele Vannella. SemEval-2013 Task
12: Multilingual Word Sense Disambiguation. In SemEval-2013, 2013. (Cited
on page 81.)
bibliography XIX
[125] Axel-Cyrille Ngonga Ngomo, Michael Röder, and Ricardo Usbeck. Cross-
document coreference resolution using latent features. In 2nd International
Workshop on Linked Data for Information Extraction at the International Semantic
Web Conference, pages 33–44, 2014.
[126] Axel-Cyrille Ngonga Ngomo, Michael Röder, and Ricardo Usbeck. Cross-
Document Coreference Resolution using Latent Features. In LD4IE—Linked
Data for Information Extraction at ISWC 2014, 2014. (Cited on pages 30 and 67.)
[127] Andrea-Giovanni Nuzzolese, AnnaLisa Gentile, Valentina Presutti, Aldo
Gangemi, Darío Garigliotti, and Roberto Navigli. Open knowledge extrac-
tion challenge. In Fabien Gandon, Elena Cabrio, Milan Stankovic, and An-
toine Zimmermann, editors, Semantic Web Evaluation Challenges, volume 548
of Communications in Computer and Information Science, pages 3–15. Springer
International Publishing, 2015. (Cited on pages 17, 27, 89, and 115.)
[128] Rahul Parundekar, Craig A. Knoblock, and José Luis Ambite. Linking the
deep web to the linked dataweb. In AAAI Spring Symposium: Linked Data
Meets Artificial Intelligence. AAAI, 2010. (Cited on pages 19 and 20.)
[129] Peng Peng, Lei Zou, and Dongyan Zhao. On the marriage of SPARQL and
keywords. CoRR, abs/1411.6335, 2014. (Cited on page 23.)
[130] Roger D Peng. Reproducible research in computational science. Science (New
York, Ny), 2011. (Cited on pages 4 and 73.)
[131] David Peterson, Shudi (Sandy) Gao, Ashok Malhotra, C. M. Sperberg-
McQueen, Henry S. Thompson, Paul V. Biron, and Ashok Malhotra. W3C
XML schema definition language (XSD) 1.1 Part 2: Datatypes. Technical
report, W3C, http://www.w3.org/TR/xmlschema11-2/, 2012. (Cited on
page 9.)
[132] Francesco Piccinno and Paolo Ferragina. From TagME to WAT: a new entity
annotator. In 1st International workshop on Entity recognition & disambiguation,
2014. (Cited on pages 73, 82, and 91.)
[133] J. Postel and J. K. Reynolds. RFC 959: File transfer protocol, October 1985.
(Cited on page 10.)
[134] Sameer S. Pradhan, Edward Loper, Dmitriy Dligach, and Martha Palmer.
SemEval-2007 task 17: English lexical sample, SRL and all words. In SemEval-
2007, pages 87–92. Association for Computational Linguistics, 2007. (Cited
on page 81.)
[135] Lev Ratinov and Dan Roth. Design challenges and misconceptions in named
entity recognition. In CONLL, pages 147–155, June 2009. (Cited on page 37.)
[136] Lev Ratinov, Dan Roth, Doug Downey, and Mike Anderson. Local and
global algorithms for disambiguation to wikipedia. In 49th Annual Meeting
of the Association for Computational Linguistics: Human Language Technologies,
pages 1375–1384, Portland, Oregon, USA, June 2011. Association for Compu-
tational Linguistics. (Cited on pages 18, 37, 39, 79, 82, and 91.)
XX bibliography
[137] Giuseppe Rizzo, Marieke van Erp, and Raphaël Troncy. Benchmarking
the extraction and disambiguation of named entities on the semantic web.
In Conference on language resources and evaluation (LREC), 2014. (Cited on
pages 21, 73, 76, 77, 80, 82, and 91.)
[138] Michael Röder, Maximilian Speicher, and Ricardo Usbeck. Investigating
Quality Raters’ Performance Using Interface Evaluation Methods. In In-
formatik 2013, 43. Jahrestagung der Gesellschaft für Informatik e.V. (GI), pages
137–139, 2013.
[139] Michael Röder, Ricardo Usbeck, Daniel Gerber, Sebastian Hellmann, and An-
dreas Both. N3 - A Collection of Datasets for Named Entity Recognition and
Disambiguation in the NLP Interchange Format. In Conference on language
resources and evaluation (LREC), 2014. (Cited on pages 17, 43, 67, 83, 115,
and 116.)
[140] Michael Röder, Ricardo Usbeck, and Axel-Cyrille Ngonga Ngomo. Develop-
ing a Sustainable Platform for Entity Annotation Benchmarks. In Developers
Workshop 2015 at ESWC, 2015. (Cited on pages 17, 73, and 115.)
[141] Michael Röder, Ricardo Usbeck, René Speck, and Axel-Cyrille Ngonga
Ngomo. CETUS – A Baseline Approach to Type Extraction. In 1st Open
Knowledge Extraction Challenge at International Semantic Web Conference, 2015.
(Cited on pages 4, 17, 27, 77, 89, 91, and 115.)
[142] Jason Ronallo. HTML5 Microdata and Schema.org. The Code4Lib Journal,
(16), February 2012. schema.org. (Cited on page 14.)
[143] Matthew Rowe, Milan Stankovic, and Aba-Sah Dadzie, editors. Proceedings,
4th Workshop on Making Sense of Microposts (#Microposts2014): Big things come
in small packages, Seoul, Korea, 7th April 2014, 2014. (Cited on page 21.)
[144] Muhammad Saleem, Shanmukha Sampath Padmanabhuni, Axel-Cyrille
Ngonga Ngomo, Jonas S. Almeida, Stefan Decker, and Helena F. Deus.
Linked cancer genome atlas database. In I-Semantics, 2013. (Cited on
page 51.)
[145] Nico Schlaefer, Jeongwoo Ko, Justin Betteridge, Manas A. Pathak, Eric Ny-
berg, and Guido Sautter. Semantic extensions of the ephyra QA system for
TREC 2007. In 16th Text REtrieval Conference, TREC, 2007. (Cited on page 22.)
[146] Saeedeh Shekarpour, Edgard Marx, Axel-Cyrille Ngonga Ngomo, and Sören
Auer. SINA: Semantic interpretation of user queries for question answer-
ing on interlinked data. Journal of Web Semantics, 2014. (Cited on pages 23
and 95.)
[147] Wei Shen, Jianyong Wang, Ping Luo, and Min Wang. Linden: linking named
entities with knowledge base via semantic knowledge. In 21st International
Conference on World Wide Web, pages 449–458. ACM, 2012. (Cited on page 18.)
[148] Mohamed Ahmed Sherif, Sandro Coelho, Ricardo Usbeck, Sebastian Hell-
mann, Jens Lehmann, Martin Brümmer, and Andreas Both. NIF4OGGD -
NLP Interchange Format for Open German Governmental Data. In Confer-
ence on language resources and evaluation (LREC), pages 3524–3528, 2014.
bibliography XXI
[149] Nakatani Shuyo. Language detection library for java, 2010. (Cited on
page 48.)
[150] Sameer Singh, Amarnag Subramanya, Fernando Pereira, and Andrew Mc-
Callum. Large-scale cross-document coreference using distributed inference
and hierarchical models. In 49th Annual Meeting of the Association for Compu-
tational Linguistics: Human Language Technologies, pages 793–803. Association
for Computational Linguistics, 2011. (Cited on pages 40 and 67.)
[151] Benjamin Snyder and Martha Palmer. The English all-words task. In Senseval-
3, pages 41–43, 2004. (Cited on page 81.)
[152] Karen Sollins and Larry Masinter. Functional requirements for uniform re-
source names. Internet RFC 1737, December 1994. (Cited on page 10.)
[153] René Speck and Axel-Cyrille Ngonga Ngomo. Ensemble learning for named
entity recognition. In International Semantic Web Conference (ISWC), volume
8796 of Lecture Notes in Computer Science, pages 519–534. Springer Interna-
tional Publishing, 2014. (Cited on pages 27, 31, 39, 48, 67, 69, 73, 77, 97,
and 115.)
[154] Manu Sporny, Gregg Kellogg, and Markus Lanthaler. Json-ld syntax 1.0.
Technical report, W3C, http://json-ld.org/spec/latest/json-ld-syntax/, De-
cember 2012. (Cited on page 14.)
[155] Claus Stadler, Jens Lehmann, Konrad Höffner, and Sören Auer. Linkedgeo-
data: A core for a web of spatial open data. Semantic Web Journal, 3(4):333–354,
2012. (Cited on page 11.)
[156] Nadine Steinmetz, Magnus Knuth, and Harald Sack. Statistical analyses of
named entity disambiguation benchmarks. In International Workshop on NLP
and DBpedia at ISWC, volume 1064 of CEUR Workshop Proceedings, Sydney,
Australia, October 2013. CEUR-WS.org. (Cited on pages 20, 70, 73, 80, 82, 83,
and 91.)
[157] Beth M. Sundheim. Tipster/muc-5: Information extraction system evaluation.
In 5th Conference on Message Understanding, 1993. (Cited on page 20.)
[158] Erik F. Tjong Kim Sang and Fien De Meulder. Introduction to the conll-
2003 shared task: language-independent named entity recognition. In 7th
Conference on Natural language learning at HLT-NAACL, CONLL ’03, pages
142–147, Stroudsburg, PA, USA, 2003. Association for Computational Lin-
guistics. (Cited on pages 20, 44, and 80.)
[159] Jörg Unbehauen, Claus Stadler, and Sören Auer. Accessing relational data
on the web with sparqlmap. In JIST, pages 65–80, 2012. (Cited on pages 14
and 51.)
[160] Christina Unger and Philipp Cimiano. Pythia: Compositional meaning con-
struction for ontology-based question answering on the semantic web. In
Natural Language Processing and Information Systems, pages 153–160. Springer,
2011. (Cited on pages 23 and 95.)
XXII bibliography
[161] Christina Unger, Lorenz Bühmann, Jens Lehmann, Axel-Cyrille Ngonga
Ngomo, Daniel Gerber, and Philipp Cimiano. Template-based question an-
swering over rdf data. In 21st International Conference on World Wide Web,
pages 639–648. ACM, 2012. (Cited on pages 23, 95, and 99.)
[162] Christina Unger, John McCrae, Sebastian Walter, Sara Winter, and Philipp
Cimiano. A lemon lexicon for DBpedia. In 1st International Workshop on NLP
and DBpedia, co-located with the International Semantic Web Conference, 2013.
(Cited on page 99.)
[163] Christina Unger, Corina Forascu, Vanessa Lopez, Axel-Cyrille Ngonga
Ngomo, Elena Cabrio, Philipp Cimiano, and Sebastian Walter. Question an-
swering over linked data (QALD-4). In Working Notes of CLEF 2014 - Con-
ference and Labs of the Evaluation forum, pages 1172–1180, 2014. (Cited on
pages 45, 48, and 107.)
[164] Christina Unger, Corina Forascu, Vanessa Lopez, Axel-Cyrille Ngonga
Ngomo, Elena Cabrio, Philipp Cimiano, and Sebastian Walter. Question An-
swering over Linked Data (QALD-5). In Linda Cappellato, Nicola Ferro,
Gareth Jones, and Eric San Juan, editors, Working Notes of CLEF 2015 - Con-
ference and Labs of the Evaluation forum, volume 1391. Working Notes of
CLEF 2015 - Conference and Labs of the Evaluation forum, 2015. (Cited
on page 96.)
[165] Ricardo Usbeck. Analyse von Mikro-Blogging-Daten. Informatik-Spektrum,
38(5):400–405, 2014.
[166] Ricardo Usbeck. Combining Linked Data and Statistical Information Re-
trieval - Next Generation Information Systems. In The Semantic Web: Trends
and Challenges - 11th International Conference ESWC 2014, pages 845–854, 2014.
(Cited on pages 3, 8, 17, 95, and 115.)
[167] Ricardo Usbeck and Axel-Cyrille Ngonga Ngomo. HAWK@QALD5 – Trying
to Answer Hybrid Questions with Various Simple Ranking Techniques. In
CLEF 2015 Labs and Workshops, Notebook Papers. CEUR Workshop Proceedings
(CEUR-WS.org/Vol-1391), 2015. (Cited on pages 17, 95, and 115.)
[168] Ricardo Usbeck, Axel-Cyrille Ngonga Ngomo, Lorenz Bühmann, Michael
Röder, Daniel Gerber, Sandro Athaide Coelho, Sören Auer, and Andreas
Both. AGDISTIS - Graph-Based Disambiguation of Named Entities Using
Linked Data. In International Semantic Web Conference (ISWC), pages 457–471,
2014. (Cited on pages 4, 17, 19, 20, 27, 31, 37, 52, 59, 67, 69, 73, 81, 82, 91, 97,
115, and 116.)
[169] Ricardo Usbeck, Axel-Cyrille Ngonga Ngomo, Wencan Luo, and Lars Wese-
mann. Multilingual Disambiguation of Named Entities Using Linked Data.
In International Semantic Web Conference (ISWC), Demos & Posters, 2014. (Cited
on pages 17, 37, and 115.)
[170] Ricardo Usbeck, Axel-Cyrille Ngonga Ngomo, Michael Röder, Daniel Gerber,
Sandro Athaide Coelho, Sören Auer, and Andreas Both. AGDISTIS - Agnos-
tic Disambiguation of Named Entities Using Linked Open Data. In 21st
European Conference on Artificial Intelligence, pages 1113–1114, 2014. (Cited on
pages 17, 37, and 115.)
bibliography XXIII
[171] Ricardo Usbeck, Erik Körner, and Axel-Cyrille Ngonga Ngomo. Answering
Boolean Hybrid Questions with HAWK. In NLIWOD workshop at International
Semantic Web Conference (ISWC), 2015. (Cited on pages 17, 95, and 115.)
[172] Ricardo Usbeck, Axel-Cyrille Ngonga Ngomo, Lorenz Bühmann, and Chris-
tina Unger. HAWK – Hybrid Question Answering Using Linked Data. In
Extended Semantic Web Conference, pages 353–368, 2015. (Cited on pages 4, 17,
95, and 115.)
[173] Ricardo Usbeck, Michael Röder, and Axel-Cyrille Ngonga Ngomo. Evaluat-
ing entity annotators using GERBIL. In The Semantic Web: ESWC 2015 Satellite
Events, Revised Selected Papers, Demos & Posters, pages 159–164, 2015. (Cited
on pages 17, 73, and 115.)
[174] Ricardo Usbeck, Michael Röder, Axel-Cyrille Ngonga Ngomo, Ciro Baron,
Andreas Both, Martin Brümmer, Diego Ceccarelli, Marco Cornolti, Didier
Cherix, Bernd Eickmann, Paolo Ferragina, Christiane Lemke, Andrea Moro,
Roberto Navigli, Francesco Piccinno, Giuseppe Rizzo, Harald Sack, René
Speck, Raphaël Troncy, Jörg Waitelonis, and Lars Wesemann. GERBIL – Gen-
eral Entity Annotation Benchmark Framework. In 24th International Confer-
ence on World Wide Web, 2015. (Cited on pages 4, 17, 19, 20, 21, 33, 43, 67, 73,
84, 115, and 116.)
[175] Willian A Woods. Progress in natural language understanding: an applica-
tion to lunar geology. In International computer conference and exposition, pages
441–450. ACM, 1973. (Cited on page 3.)
[176] Kun Xu, Yansong Feng, and Dongyan Zhao. Xser@ QALD-4: Answering Nat-
ural Language Questions via Phrasal Semantic Parsing. QALD-4, 2014. (Cited
on page 23.)
[177] Donghee Yoo. Hybrid query processing for personalized information re-
trieval on the semantic web. Knowledge Base Systems, 27:211–218, 2012. (Cited
on page 22.)
[178] Lei Zhang, Qiaoling Liu, Jie Zhang, Haofen Wang, Yue Pan, and Yong Yu.
Semplore: An IR Approach to Scalable Hybrid Query of Semantic Web Data.
In International Semantic Web Conference (ISWC), pages 652–665, 2007. (Cited
on page 21.)

D E C L A R AT I O N
Hiermit erkläre ich, die vorliegende Dissertation selbständig und ohne unzuläs-
sige fremde Hilfe angefertigt zu haben. Ich habe keine anderen als die angeführten
Quellen und Hilfsmittel benutzt und sämtliche Textstellen, die wörtlich oder sin-
ngemäß aus veröffentlichten oder unveröffentlichten Schriften entnommen wur-
den, und alle Angaben, die auf mündlichen Auskünften beruhen, als solche ken-
ntlich gemacht. Ebenfalls sind alle von anderen Personen bereitgestellten Materi-
alen oder erbrachten Dienstleistungen als solche gekennzeichnet.
Universität Leipzig, März 2016
Ricardo Usbeck
