INTRODUCTION
The bias introduced by errors in the measurement of independent variables has increasingly been a topic of interest among researchers estimating economic parameters such as the wage return to schooling. The usual result in traditional errors-in-variables (EVM) models is that the parameter of interest is biased toward 0 (see Griliches 1986 ). To address the measurement error problem, Ashenfelter and Kreuger (1994) used data on identical twins gathered from the 1991 Twinsburg Twins Day Festival in Twinsburg, Ohio to obtain instrumental variables (IV) estimates of the return to schooling using multiple twin reports on the differences in the twins' education and earnings. Although Bound and Solon (1998) argued that the use of twin differences does not adequately address other problems, such as possible bias introduced by the endogenous determination of schooling, they did state that measurement error corrections using twin University and Senior Fellow, Carnegie Mellon Census Research Data Center, Center for Policy Research, Syracuse University, Syracuse, NY 13244 (E-mail: dnblncOl@inaxwell.syred~~) . Lexington, fscott@pop. cib.edzi) . This research was supported by U.S. Agency for to multivariate models in which measurement error on one
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variable is uncorrelated with the other variables. differences are potentially useful in bounding the estimate of the return to schooling.
But the problem with the approach of Ashenfelter and Kreuger (1994) is that it uses the assumption of classical measurement error; that is, the variable of interest and its measurement error are uncorrelated, and the expected value of the mismeasured variable is equal to the expected value of the true measure. As Bound, Brown, Duncan, and Rodgers (1994) noted, however, these assumptions often arise from convenience rather than conviction. Moreover, as Aigner (1973) and Freeman (1984) emphasized, for binary variables, measurement error and the true value of the variables are necessarily correlated. Indeed, when a variable is bounded, it is likely that the measurement error and the true value of the variable are negatively correlated.
To address this problem inherent in previous applications such as that of Ashenfelter and Kreuger (1994) , we consider the case of a noisily measured variable with a negative covariance between the measurement error and the true value of the variable. We show that, asymptotically, the parameter in a univariate regression is bounded between the ordinary least squares (OLS) estimator and an IV estimator. Further, we demonstrate that the lower bound can be improved in the case where there are two noisy reports, or replicates, on the variable of interest. In the case of continuous variables, this lower-bound estimate is a consistent estimate of the parameter of interest. We also extend our bounding results One common source of replicates is to ask the same questions of two parties, such as samples of workers and their firms or repeated samples of respondents. In addition to the Ashenfelter and Kreuger (1994) twins data, replicates have been given by Barron, Berger, and Black (1997a) , Card (1996 ), Freeman (1984 , Kaestner, Joyce, and Wehbeh (1996) , Loewenstein and Spletzer (1998) , Mellow and Sider (1983) , Romeo (1997) , and Romeo and Sun (1996) . Alternatively, other studies have examined the accuracy of data by comparing questionnaire responses to administrative data (Bollinger 1998; Bollinger and David 1997; Bound, Brown, Duncan, and Rodgers 1990,1994; Bound and Krueger 1991; Duncan and Hill 1985; Marquis, Marquis, and Polich 1986; Rodgers, Brown, and Duncan 1993) . Taken together, these studies offer little support for the classic EVM; measurement error often exhibits a covariance with the true value.
Following the lead of Bollinger (1996) , Frisch (1934) , Klepper (1998) , Klepper and Leamer (1984) , and Krasker and Pratt (1986) , we first provide bounds on the relevant parameter estimates. Unlike these authors, however, we consider the case in which researchers have two noisy reports on the independent variable. After providing the bounds, we then demonstrate that under certain restrictions, we may recover consistent point estimates of the model using a method-of-moments framework. Independently, Kane, Rouse, and Staiger (1999) recently developed a similar estimation strategy for recovering point estimates with discrete data, but did not consider bounding strategies or the continuous-data case.
We provide two empirical applications of our analytical results. We first consider a model of wage growth in which we have two noisy reports of the binary independent variable, health insurance coverage status. We then use the Ashenfelter and Krueger (1994) twins data to estimate the relationship between education and wages, illustrating the potential effect of our new bounding strategies in the case of a discrete independent variable in the presence of covariates.
NONORTHOGONAL MEASUREMENT ERROR
Suppose that we have two potentially inaccurate measures of the same variable. For the variable of interest, x, we have the report where z," is the first report for the ith individual, xi is the true value of the variable for the ith individual, and u; is a random error term. Suppose that the data also provide another report where z,b is the ith individual's report and u i is a random error term. A traditional EVM approach assumes that zand uj are uncorrelated and that E ( u j ) = 0. In the case where x and z are binary variables, however, these restrictions generally cannot hold (see Aigner 1973; Freeman 1984) . When x is 0, uj may only take the values of 1 or 0, but when x is one, uj may take the values negative 1or 0.Thus the covariance between x and u3 must be negative unless u3 is 0with probability 1.Nor is this problem unique to binary variables. Krueger (1991), Bound, et al. (1994) , and Bollinger (1998) have provided convincing evidence that the covariance between the true value of income and measurement error is negative.
To examine the impact of using a variable when the measurement error is correlated with the independent variable, consider the simple regression where yi is the dependent variable, xi is the mismeasured variable, ~i is an iid error term with mean 0, and a and p are parameters to be estimated. To keep the discussion simple, we normalize the data so that P > 0. Unfortunately, we are not able to estimate (3) but instead must estimate where zj is one of our mismeasured variables defined in either (1) or (2).
We assume the following:
A l , u a and u b are independent conditional on x
Assumption A1 requires that the mistakes from the two reports not be correlated except through their correlation with x . A2 is a stronger assumption; we assume that the u's are independent of y. Thus, the measurement error in z J i s unrelated to y; except for the mutual covariance with z.Implicit in A2 is c o v (~, ua)= cov(e, u b ) = 0, or that the measurement error in the reports from either source is uncorrelated with the random errors in y. If this assumption is violated, then, in addition to any attenuation bias, OLS estimates of /3 using (4) will be biased depending on the sign of the covariance between E and u3. A3 is a standard assumption in regression analysis. A4 simply assumes that the measurement error is not too severe so that z would lose its correlation with x and that the covariance of the true value of x is more correlated with either of the reports than the two reports are correlated with one another. Generally, A1 is not sufficient to ensure that ua and ub are uncorrelated. Indeed, for a binary variable, A1 implies a positive covariance between ua and ub. Intuitively, A4 implies that u a and ub cannot be "too correlated, " or, formally, that -cov(x, u" > cov(ua, u b ) . Note that we do not require ua and ub to have the same covariance nor the same variance with x . In the case of the traditional EVM, the OLS estimate of P would be biased toward 0. In our case, however, there is a negative covariance between x and u , and it may be that Importantly, as pointed out by a referee, the results in Propositions 1 and 2 hold in finite samples in the sense that the OLS and reverse regression with z bound the OLS estimate that would be obtained if x were observed. Thus the OLS and reverse regressions using z bound the "true" OLS estimate; that is, the OLS estimates using x.
When faced with traditional EVM, researchers may rely on an IV estimator to expunge the independent variable of its measurement error. In our notation, an IV estimator of @ is simply
In the case of traditional EVM, the IV estimator is a consistent estimator of p. Unfortunately, we assume a negative covariance between x and u, but the IV estimator does provide us with another bound under a weak condition. Although we have presented this result for the case of data with two reports, there is nothing in Proposition 3 that is unique to the use of a second report as the instrument. Indeed, Loewenstein and Spletzer (1998) argued that because u is correlated with x, any instrument correlated with x will likely be correlated with u. Hence any IV estimator will represent an upper bound. Kaestner et al. (1996) reported that IV estimates are much larger than OLS estimates in their analysis of the impact of drug use on birth weights.
We now have two candidates for an upper bound for 0.The reverse regression bound has the obvious advantage of requiring only one report. When the explanatory power of the model is low, the reverse regression bound is often uninformative. Intuitively, when the R2 of the true model is low, the reverse regression bound tends to be very large, so that little is learned from the reverse regression. This tends to limit the usefulness of the reverse regression bound in many cross-sectional analyses, although Klepper and Leamer (1984) demonstrated how the bounds may be improved considerably if an upper bound can be placed on the R2 when x and u are uncorrelated.
In contrast, if the measurement error is not too severe, in the sense that cov(x, u ) is not too large for either u" or ub,then the IV bound is often reasonably tight, even when the explanatory power of the true model is low. When the measurement error is severe, however, the IV bound may perform poorly; for instance, when P > 0 and the var(x) approaches twice the cov(x, u ) from above, the IV bound approaches infinity. Thus which bound will dominate is an empirical question. In what follows, we provide strategies for improving on these bounds for each of three different types of independent variables: binary, discrete, and continuous.
Binary Variables
Suppose that x is binary and let Pr(x = 1) = p. Because the distribution of u depends on the realization of x, we have and for j = a , b. As 6 and @ are probabilities, 0 < 6 < 1 and 0 < @ < 1. Following Bollinger (1996) , we assume that
Interestingly, it can be shown that A5' is actually somewhat stronger than o,, +a,, > 0, as a,, +a,, > 0 assumes only that 6 < 1 and < 1; (see Black et al. 1999) .
With a single report on a binary variable, Bollinger (1996) showed that the reverse regression bound can be improved.
Proposition 4 (Bollinger) . Suppose that A2-A5 hold; we then have plimd 2 P when ,3 > 0.
Proof has been given by Bollinger (1996, thm. 1) . Bollinger also demonstrated that these bounds are tight in the sense that the bounds use all the available information in the first and second moments and cannot be improved without using auxiliary information about some of the parameters in the model.
With one report, the OLS estimate joLSis a lower bound (Aigner 1973) . With two reports, however, we can improve on this bound. Consider the regression where I ( . ) is an indicator function that takes on the value 1 if the condition is true and 0 otherwise and v is the error term. It can be shown that
Proof has been given in earlier work (Black et al. 1999 ). The intuition behind Proposition 5 is simple. To fix our discussion, let a = 0 and , O > 0. OLS estimation with a binary independent variable is a comparison of means. In (4),the OLS estimate of a , denoted by tioLS, is the sample estimate of E ( y l z = O ) , and the estimate of P from (4) is the sample estimate of E ( y l z = 1 ) -E ( y z = 0 ) . When z is occasionally mismeasured, the parameter ~( t i O~? ) > 0 , because our sample estimate of E ( y l z = 0 ) mistakenly contains some observations with x = 1. Similarly, 13(poLS) is too small, because our sample estimate of E ( y j z = I ) , mistakenly contains observations with x = 0.pgLS is less biased, because our sample estimates of E ( y l z g = 1, z,b = 1 ) and E(ylz," = 0 , z,b = 0 ) contain fewer misclassified observations.
Unlike the previous results, Proposition 5 relies on A l , the conditional independence of the error terms. It relies on a comparison of the sample mean of y for z" = zb = 1 and z" = z b = 0.One might suspect that the means for z a = 0 , z b = 1 and z" = 1, zb = 0 are also informative. This proves to be the case. To see why, we begin by following the lead of Card (1996) and consider the joint distribution of za and zb. Let and and the corresponding probabilities and Card noted that this system of equations is not identified as it contains three independent equations and five unknown parameters, ( p , Sa, bb. Q~) .
To counter this limitation, he assumed that both reports have the same distribution of measurement error or Sa = 6"nd d a = d b . In contrast our approach is to consider the other moment restrictions. For example, suppose that woo = 1. This is a mixture of cases in which za = 0 and zb = 0 and x equals either 0 or 1. The expected value of y given that woo = 1 is thus
The full set of moment restrictions is given by and These four moments introduce two additional parameters, ( a ,PI.
Proposition 6. Given A1-A5, the system of (10) and (11) identifies point estimates for ( a ,,O, p, a", Sb,coa, q b ) .
Proof has been given in earlier work (Black et al. 1999) . Three remarks are in order. First, this is an asymptotic result, and for finite samples, this is essentially a methodof-moments estimator. Indeed, the equations in (1 1) are just method-of-moments estimators of the simple regression of y on su. We have simply augmented the regression with informatioli about the distribution of the measurement error, which allows us to identify the parameters ( a ,,O). Second, as a method-of-moments estimator, additional covariates may be included.
Third, although this estimator has been developed in the context of a binary covariate, it may be used when the covariate is discrete with more than two outcomes. For instance, with three outcomes, the distribution of w yields 8 independent equations, but 14 unknowns (2 probabilities associated with x and 12 probabilities associated with the 2 measurement errors). The conditional moments, on the other hand, provide nine independent equations, but again introduce only two unknown parameters, (a,P ). Of course, for a large number of outcomes, the data requirements for this estimator are extreme. For instance, if we wished to estimate the returns to schooling and we assume that years of schooling may run from 0 to 20, then it would require in principal the estimation of 441 conditional moments, many of which would have relatively few observations.
The intuition behind Proposition 6 is again straightforward. The estimates E(ylwlo = 1) and E(ylwol = 1) prove highly informative, because they provide a great deal of information about the relative rates of errors in the reports (za, zb). Because wlo = 1 or wol = 1 implies that at least one of the two reports must be in error, the magnitudes E(ylwlo = 1) and E(yIwo1 = 1) allow us to identify which report is relatively more accurate. Coupled with information about the joint distribution of (za. zb),this information allows us to identify ( a ,/I). Of course, this identification is predicated on the assumption that the measurement errors are independent conditional on x. Without such conditional independence, we are limited to the bounding arguments provided by Propositions 1-3.
Discrete Variables
We now consider the case where x takes on finitely many values. Without loss of generality, let x E {O,1,2... . ,AT} and z V {O, 1 , 2 , . . . ,N). Let p, denote the probability of observing a value x,. Further, assume that the values of z" are still given by (1) and (2). For each value of x, there are exactly (AT + 1) values of the error term, and the upper and lower supports for the distribution depend on the realization of 2. Indeed, for the values of x = 0 and x = fV, the only overlap in the supports of ZL is the value 0. Thus is implausible to assume that E ( u x ) is the same for each realization of 2 , as in the case of classic EVM.
A simple example illustrates this point. Suppose that x is uniformly distributed on the integers 0-9. Further, suppose that except at the ends of the distribution, u is uniformly distributed on the integers -2-2, and also suppose that z is distributed on the integers 0-9. At the ends of the distribution, suppose that u is truncated so that u = z -x. Thus at x = 0, u takes on the value of 0 with probability 3/5, 1 with probability 1/5, and 2 with probability 1/5. In such a model, the cov(x, u) = -.68.
An obvious analog to Proposition 5 is to restrict our sample to observations where both reports agree, eliminating the data from the sample where the two reports disagree. If the unconditional distribution of u is unimodal about 0, then this strategy will yield a new distribution of the error term u that is compressed about 0. Thus the restricted sample still has noisy observations on z but less noisy than the full sample.
Continuous Variables
Now suppose that x is a continuous variable that may contain an upper bound, a lower bound, or both. Letting z again denote the noisy report on x, suppose that zi = x, with probability n and zi = zi +ui with probability (1 -T ) , (12) where n is the probability that the report is accurate, u is again the measurement error, and we assume that the likelihood of a correct report is independent of x. In traditional EVM models, the implicit assumption is that n = 0. Using employer and employee reports on hourly wages, however, Barron et al. (1997a) reported that 124 of 210 paired reports agree, implying that T = .39 in the case of hourly wages, which are usually treated as a continuous variable. Similarly, Bound and Krueger (1991) found an exact match in the dollar amount of annual earnings in 12-14% of the cases in the 1978 Current Population Survey-Social Security Earnings Records Exact Match File.
Traditional EVM models also assume that the covariance between x and u is 0. When z and x are bounded, however, it is not possible for the distribution of u to be independent of the realization of 2, and hence it is very unlikely that the covariance between x and zc is 0. TO see why, suppose that z and .c contain a lower bound. About that lower bound, the left side of the distribution of u must be truncated; the value of z may not fall below its lower bound. Similarly, about an upper bound of z, the right side of the distribution must be truncated. As a result, it is likely that there is a negative covariance between x and u. When x and z are continuous and we have two noisy reports, we may again restrict our sample to observations where both reports agree. If the probabilities of correct reports are independent of one another and the true value of x, and the distributions of ua and ub are continuous, then the sample where both reports agree represents a random sample with no measurement error. Thus the OLS estimate on the sample restricted to observations where both reports agree is a consistent and unbiased estimate of the parameter 0.
Because the IV estimate is also a consistent estimate if the covariance of z and u is 0, a comparison of the IV and restricted-sample OLS estimates provides a means of examining the consequences of any covariance between the measurement error and the true value of the variable. If there is substantial covariance between z and u's, then the IV estimates should diverge from the restricted-sample OLS estimates.
Bounds for Estimates in Multivariate Regression
With a Mismeasured Variable
Thus far we have limited our discussion of the bounding results to the case of a single regressor. Aigner (1973) , Card (1996) , Johnston (1963) , and Klepper and Leamer (1984) , have considered the models with a multiple variable framework. In this multivariate framework, the measurement error in one variable biases all of the OLS coefficients, unless the variable measured with error is orthogonal to other vari-744 ables in the equation. But the measurement error is uncorrelated with the other variables in the regression, then our bounding strategy still works. To formalize this argument, let xo be the variable subject to the measurement error, and let x l be a vector of other covariates that are not subject to measurement error. The true model is but the researcher may only estimate yz = z,bo +xl,bl
where z, = xo, + u,.Let boLS denote the OLS estimate from (13). Aigner showed that if cov(xl, u) = 0,then
where Cj. = plim[(l/n)?'?)]. Because only the first element of 5,z,is correlated with u, only the first row of the column of the inverse of Cj: enters into the bias calculation. Moreover, the inverse of Cj: is a statistic, so the direction of the bias may be calculated.
If we let 2, denote the predicted value of z,, obtained by projecting z on the x's and a set of instruments, and let 2 = (2.XI), then we may rewrite (13) Because cov(5, u) and cov(z, u) are of opposite signs, the bounding results of Propositions 1 and 3 hold for Po. Again, as the inverse of C? is a statistic and the sign of cov(2, u) is known, we may check to see whether we have an upper bound or a lower bound for the other variables in the regression.
EMPIRICAL RESULTS
Data Description
We use two datasets: the 1993 Upjohn Institute Survey and the 1991 survey of monozygotic twins collected by Ashenfelter and Krueger (1994) 
(AK).
Upjohn Institute Survey. In 1993, the W. E. Upjohn Institute for Employment Research funded a survey to provide comparisons of worker-employer responses to questions frequently used in wage equations. (See Barron et al. 1997b for a more complete description of the data.) The survey was limited to employers who had hired a new employee within the last 10 days and involved a series of interviews of both the employer and the new employee during the first month that the worker was on the job. The survey focused on establishments with more than 100 workers, to increase the chance of surveying businesses that were hiring at the time the survey was conducted. Of 1,554 es- (See AK 1994 for a more detailed description of the data.) Importantly, the data contain wage information, common demographic variables used in wage equations, and the twins' reports on their own education and the education of their twin.
Upjohn Institute Survey: Health Insurance
Coverage and Wage Growth
The Upjohn Institute survey matches an employee with his or her employer and asks both specific questions about health insurance coverage. The firm was asked: "Is . . . currently eligible for group health insurance paid for by your firm?" Similarly, the worker was asked:
"Are you currently eligible for group health insurance paid for by your firm?"
We limit our sample for this comparison to worker-firm matches in which both worker and employer provided responses to the health insurance question and workers provided information on wage growth. Of the 305 worker-firm matches, 257 provided information on health insurance coverage, but only 187 provided information on wage growth. This yielded a sample of 182 worker-firm matches. Of these matched responses, 47.8% of workers and employers both answered that the worker was not currently eligible, and 31.3% of workers and employers both answered that the worker was currently eligible. Further, 15.4% of workers answered that the worker was currently eligible for group health insurance paid for by the firm, but their employer disagreed; 5.5% of workers answered that the worker was not currently eligible, but their employer answered that the worker was indeed eligible. Thus 79.1% of workers and their employers agreed about the coverage status of the worker and 20.9% disagreed.
To see how this measurement error affects parameter estimates, we estimate models of wage growth as a function of reported health insurance status. The dependent variable is the difference between the logarithm of the predicted wage after 2 years of employment and the logarithm of the starting wage. We would expect a negative correlation between log wage growth and health insurance status if health insurance premiums were expected to rise at faster rates than productivity. Health insurance coverage is the only independent variable in this regression.
According to Proposition 1, the OLS estimates are biased toward 0. In column (1) of panel A of Table 1 , we estimate the wage growth equations using OLS with the Black, Berger, and Scott: Nonclassical Measurement Error worker's report. We find a significant negative impact of health insurance coverage on wage growth; health insurance coverage reduces logarithmic differences of wages by .067. Using the adjustment proposed by Kennedy (1981) , this represents a 6.5% reduction in wage growth over the first 2 years. In column (2) we also estimate the equation using the firm's report, which implies a 7.4% reduction in wage growth over the first 2 years. According to Proposition 3, the IV estimates represent an upper bound of the impact of health insurance coverage on wage growth. In column (3) of Table 1 , we also report the IV estimates using the worker's health insurance report as the variable and the firm's health insurance report as an instrument. Given recent concern about bias that results from using weak instruments (e.g., Bound, Jaeger, and Baker 1995; Staiger and Stock 1997) , we should note that the F statistic from our first-stage regression is 94.65. The estimate is considerably higher, implying that health insurance coverage reduces wage growth in the first 2 years by about 11.8%. Similarly, in column (4) we report the IV estimates using firms' reports as the variable and workers' health insurance reports as an instrument. The estimate implies that health insurance coverage reduces wage growth by 11.2%. A range of 7.4-11.2% is rather large, so in column (3) of Table 2 we provide the lower bound suggested by Proposition 5. Using the coefficient where both the worker and firm agree that the worker has health insurance, health insurance coverage lowers wage growth by 8.6%.
Thus we are able to bound the impact of health insurance coverage between 8.6 and 11.2%, indicating a substantial impact of health insurance coverage on wage growth. Although only about 21% of the worker-firm matches disagree, this measurement error has a substantial impact on the coefficient estimate.
Of course, these estimates are predicated on assumptions A1-A5, including the independence of E.u a,and ub.But the fact that the estimates are consistent with these assumptions provides some empirical support for these assumptions. It is relatively simple to construct examples where our bounds fail when we violate A1-A5. For example, when we violate A2 by assuming that the correlation between E and ua is .I53 and the correlation between E and ub is 0, the bounds of Proposition 5 fail. Of course, the bounds may fail for many reasons, but this example shows that even a small correlation between E and one of the u's can cause the bounds to fail. Thus it appears that the bounds can be a useful check on the method-of-moments estimator given in Proposition 6. There are, of course, plausible conditions under which one might suspect that E , ua, and ub are not independent. For instance, suppose we assume that firms accurately report health care coverage but that worker reports may be systematically related to wage growth. A2 implies that errors in either the firm reports or the worker reports are not systematically' related to unobservables affecting wage growth. Although A2 holds for firm reports in this example, we calculate nu, to be -.006 in this example. Thus A2 is violated under this alternative assumption, although the a,, that we calculate is quite small. Nothing in the data, however, can reject this alternative assumption. Under this alternative assumption, the OLS regression using the firm report provides an unbiased estimate of /3 [column (2) of Table 11 .
In panel B of Table 1 , we report the method-of-moments estimates based on (10) and (1 1). The estimate of /3 (-0.092) implies that having health insurance reduces wage growth by about 8.8%, which is only slightly above the lower bound implied by Proposition 5. The estimates suggest that slightly less than half of new workers in the sample were covered by health insurance. As such, firms are much more likely to report incorrectly that workers are not covered (11.6% compared to 2.2%), but workers are much more likely to report incorrectly that they are covered when they are not (23.4% compared to 13.9%). Thus, for these data, Card's assumption that the distribution of the measurement error is the same for workers and firms seems inappropriate. Notice that although the measurement error for the worker's report has an expected value of about 0, our estimated incidence of health insurance coverage is 47.9%. Whereas workers report a 46.7% coverage rate, the firm appears to underreport coverage substantially, reporting only 36.8% coverage.
AK's Twins Data: The Returns to Education
In the previous section we examined the impact of measurement error on the coefficients of a binary variable. In this section we turn our attention to a discrete variable, education. Education takes on only a finite number of values and has pronounced spikes at 12 years and, to a lesser extent, at 16 years. Thus it would appear to be an ideal candidate to examine the possible impact of the negative covariance between measurement error and the true value of the report.
AK (1994) used a sample of monozygotic twins to estimate the returns to education. Their approach was to use differences in the logarithmic differences of twins' wages as a dependent variable and to use differences in union coverage, marital status, job tenure, and education as independent variables. Because monozygotic twins have the same genetic makeup and should experience extremely similar childhoods, AK argued that the differences in education of twins provides an excellent means of identifying the returns to education. But Griliches (1979) pointed out that the use of twin differences to identify returns to schooling may exacerbate problems associated with the endogeneity of the schooling decision and with measurement error. Bound and Solon (1998) argued that although twins-based estimates are not useful for eliminating endogenous variation in schooling in wage equations, they may be useful in correcting for bias introduced by measurement error in schooling. Thus if the endogeneity of schooling tends to bias the returns to schooling upward and measurement error tends to bias the estimated return downward, then estimates corrected for measurement error bias can at least potentially provide an upper bound on the structural or causal effect of schooling on wages.
AK were aware of the measurement error problem and that differencing noisy data will tend to increase the relative importance of measurement error in twin-based data. Because twins' education should be highly correlated, the reported differences in twins' education might be due in large part to errors in the measurement of education. AK, however, had asked the twins not only about their own education, but also about the education of their twin. Using the other twin's report on the difference in education as an instrument for the first twin's report, AK use IV estimation to correct for this measurement error. (The first-stage F statistic for the IV estimator was 19.7, indicating a reasonably good fit.) In fact, Bound and Solon (1998) called AK's measurement error correction "their greatest potential contribution to this literature."
However, if the measurement error and the true level of education are negatively correlated, AK's IV estimates represent an upper bound on the returns to education. To complete these upper bound IV estimates, we attempt to provide lower bound estimates of the returns to education corrected for measurement error using the subsample where both twins agree about the differences in education levels. Of the 147 observations that AK used, the twins agreed in 92 cases. Our restricted subsample has a greater fraction of cases with no differences in education levels (64% versus 49%), but the twins agreed on nonzero differences in education levels about 36% of the time. Our restricted sample also has smaller tails than the full sample distribution, which is consistent with a reduction in measurement error. (Despite the high rate of agreement, the correlation between the two reports in the full sample is only 56.)
In column (1) of Table 2 , we replicate AK's OLS estimates of the returns to schooling (see their table 5). The results indicate that a year of schooling increases earnings by about 9.5% for each year of schooling. [We estimate the rate of return as 100 * (exp(P)-I)]. In column (2) we also use the twins' report on educational differences as the independent variable, and the estimate implies a 10.3% return to schooling. In column (3) of Table 2 , we replicate their IV estimates of the returns to schooling (in their table 5), which uses the own report of educational differences as the independent variable and twins' report as the instrument. The results indicate that a year of schooling increases earnings by about 19.6%. In column (4) we use the twin's report as the independent variable and the own report as an instrument. The estimate still implies an extremely high return: a year of schooling increases earnings 17.1%. Black, Berger, and Scott: Nonclassical Measurement Error In column (5) of Table 2 , we restrict the sample to those observations where both twins agree about the magnitude of the difference in education. Using this restricted sample, there is a significant improvement in the R2 of the equation-from .2362 in the full-sample OLS equation to .3594 in the restricted-sample OLS equation. The coefficient on education in the restricted-sample OLS equation is substantially larger than the coefficient from the full-sample OLS equation. The results indicate that a year of schooling increases earnings by 14.0% . This represents a lower bound derived from the estimator introduced in Proposition 5.
These estimates suggest a phenomenal return to schooling, one that many analysts feel is too large to be believed. Later work using the data from subsequent Twins Festivals find substantially lower estimated returns to schooling in the range of 9-10% (Ashenfelter and Rouse 1998; Rouse 1999) . In fact, Rouse (1999) concluded that the unusual results obtained from the first year of the Twins Festival data are probably due to sampling error. Given these problems and others pointed out by Bound and Solon (1998) and Griliches (1979) , we are not arguing that the AK data provide estimates of the causal effect of education on earnings. However, the original AK data have received a good deal of attention and are still useful for our purposes in that they allow us to illustrate the potential value of our bounding strategy. In the case of the estimated returns to schooling using the AK data, we have tightened the gap between the upper and lower bound estimates from 9 to 10 percentage points (full sample OLS vs. IV estimates) to approximately 4 percentage points (restricted sample OLS vs. IV estimates).
CONCLUSIONS
In this article, we have examined the consequences of measurement error that is negatively correlated with the true variable. We show that under weak assumptions, the expected value of the OLS parameter estimate is of smaller magnitude than the true parameter. When there are two reports on the variable of interest, we are able to improve on this attenuated parameter estimate by comparing the conditional means of the samples where both reports agree. In contrast, we are able to show that the probability limit of the IV estimate that uses the second report as an instrument for the first report is biased away from 0. Importantly, this asymptotic bias exists any time that there is a negative covariance between the measurement error and the true value of the variable. This negative covariance is likely to occur any time that the variable of interest is bounded.
With binary and discrete variables, we have identified point estimates, and for the case of a continuous independent variable, restricting the sample to observations where both reports agree yields a consistent, if inefficient, parameter estimate. We have shown that our results extend to the simple multivariate case in which one variable is measured with error and the error is uncorrelated with the other variables in the equation. Although our analysis is limited to univariate and simple multivariate regression cases, our application suggests that these bounds may work relatively well in more general multivariate settings. [Receivecl December 1997 . Revitred April 2000 
