We use an effective Hamiltonian to characterize particle dynamics and find escape rates in a periodically kicked Hamiltonian. We study a model of particles in storage rings that is described by a chaotic symplectic map. Ignoring the resonances, the dynamics typically has a finite region in phase space where it is stable. Inherent noise in the system leads to particle loss from this stable region. The competition of this noise with radiation damping, which increases stability, determines the escape rate. Determining this 'aperture' and finding escape rates is therefore an important physical problem. We compare the results of two different perturbation theories and a variational method to estimate this stable region. Including noise, we derive analytical estimates for the steady-state populations (and the resulting beam emittance), for the escape rate in the small damping regime, and compare them with numerical simulations.
I. INTRODUCTION
The study of the physics of nearly integrable systems has a rich and fascinating history. It has applications in fields varying from planetary science to accelerator physics. In both accelerators and planetary motion, the survival of particles under billions of revolutions under a nonlinear Hamiltonian is subtle; indeed, Hamiltonian chaos was first discovered [1] in the context of the threebody problem in planetary systems. These chaotic resonances have been thoroughly studied [2] [3] [4] , and cause 'small denominator' problems [5] that prevent otherwise useful perturbative calculational techniques from converging. Here we shall investigate how ignoring the chaos -developing effective integrals of the motion -can be used to capture the behavior important to the design and optimization of particle accelerators, and more generally for time-periodic Hamiltonian systems with islands of long-term stability in phase space. Fig. 1 provides an illustration of our results. In section II we introduce traditional toy models for the dynamics of accelerators, and three strategies for calculating approximate invariants: the normal form method (NF), the Baker Campbell Hausdorff (BCH) expansion, and a variational method. In section III we use the three invariants (curves in Fig. 1 ) to approximate the 'aperture' -the region in phase space where lifetimes are effectively infinite. In section IV we use our invariants to describe the equilibrium distribution of particles in a noisy environment, allowing the characterization of emittance (the phase-space volume of the bunch). In section V we generalize theories of chemical reaction rates to estimate the particle loss rate in the accelerator, and also provide a controlled, corrected form for the equilibrium distribution. These calculations, while useful in this context, are also generally applicable for kicked noisy maps. Our * sethna@lassp.cornell.edu
FIG. 1:
Phase space regions for a 1d map (one position, one momentum) describing orbits passing through a cross section in an accelerator. Yellow points escape to infinity (the walls of the chamber); red points are stable for infinite time. We use three methods, the normal form method (NF, blue), the Baker-Campbell-Hausdorff expansion (BCH, black), and a variational method (VAR, green) to estimate the aperture of stable orbits. The black points represent the bunch in phase space formed at long times when particles are subject to noise and damping. The phase-space extent of this bunch is the emittance which characterizes the brightness of the beam. Our methods can also estimate the rate of escape of bunch particles from the aperture (not shown).
analysis in sections IV and V is confined to a 1d map, but higher dimensional systems are discussed both to motivate our approximations and to outline how our methods could be generalized.
Our methods will bypass the chaotic resonances that have fascinated mathematicians and dynamical systems theorists in the last century. The aperture of stable orbits for maps of more than one dimension is mathematically a strange set, presumably with an open dense set of holes corresponding to chaotic resonances connected by Arnol'd diffusion [6] . The fact that accelerator designers characterize their apertures as simple sets motivates our use of invariants. Our approximate invariants ignore these holes, except insofar as resonances determine the outer boundary of stability. Designers avoid strong resonances, facilitating the use of our methods. Our focus, therefore, is on accurate estimates of the qualitative stability boundary, and on calculating the resulting emittance and escape rates in the presence of noise.
II. MAP AND INVARIANTS
Particle orbits in accelerators are often well represented by a Poincaré recurrence maps. These maps usually describe nearly harmonic systems with nonlinearities coming from sextupole and other higher order magnets. Most trajectories near the central 'reference orbit' are stable for infinite time (i.e., live on KAM tori [7] [8] [9] ); at farther distances where the nonlinearities are large orbits escape to hit the chamber walls. In accelerators it is found that the region of practically stable orbits is well described as a simple region called the 'dynamic aperture' (sometimes surrounded by a cycle of islands with similar properties). We shall refer to the stable region in phase-space as the 'aperture' in this paper.
In practice, this aperture is often found numerically by running the map for different initial conditions and seeing which particles escape. Here, we use two different kinds of perturbation theory, the normal form method (NF) and the Baker Campbell Hausdorff (BCH) expansion to try and estimate the aperture. We also use a variational method that improves on both of these methods. Our general strategy is to find one or more approximate invariants of the map and find its saddle points. The contour at one of the saddle points gives our approximation to the aperture.
As our toy example in 1-d, we will study a harmonic Hamiltonian with a kick,
Here, ω is the frequency of the particle (as it wiggles perpendicular to the direction of motion) and τ is the period between kicks. Here, the form of the kick models the action of sextupole magnets in particle accelerators [10] . Henceforth, we will set m = 1. The dynamics then corresponds to the classic Hénon map
FIG. 2: The figure above shows the toy accelerator ring that we model in this paper. The ring has linear elements which are the dipole (in blue) and quadrupole (in red). These can be represented as a harmonic oscillator. The nonlinear sextupole (in green) provides a kick at periodic intervals. Our calculations here work for a periodic array, and our map models the section between the dashed lines for a particle moving counter-clockwise. In any real accelerator, the sextupoles and other elements would have different strengths along the ring. Our methods would still work but the actual calculations would be messier.
Such kicked systems have become a paradigmatic example of chaos in both classical and quantum systems. In accelerators, one often only has access to the map and not to the original time-dependent Hamiltonian. We will formally denote the linear part of map without the kick by M. We will denote the action of the kick, the non-
When acting on some function f of x n and p n , we have
We note that the aperture is not a simple region in any dimension greater than one. Yet, we are inspired to use perturbation theories which give approximate invariants to capture simple regions which remain stable in practice. There is a large literature on constructing invariants for nonlinear systems. For symplectic maps, the NF [11, 12] is the most commonly used method. The NF gives approximate invariants up to a certain order in K but fails to capture the resonances. Resonant NF theory [13] can be used to include the effect of the resonances. Liealgebraic techniques, which include the BCH expansion, can also be used to calculate invariants [14] [15] [16] [17] . Finally, people have tried numerical non-perturbative variational methods to capture the aperture by fitting polynomials or Fourier coefficients of generating functions to trajectories [18] [19] [20] . Many of these methods usually concentrate on getting the detailed structure of the aperture, including the islands, often at the cost of getting the boundary correctly [21] .
Since accelerators are designed to avoid these large resonances, our focus is on getting accurate estimates of the stability boundary. As we will see later, this is particularly crucial to calculate the escape rate. It is known that both the NF and BCH lead to asymptotic series [22, 23] . Traditionally, the way to make sense of higher order terms in asymptotic series is by resumming them [24] . It is conceivable that detailed studies of a single resonance and the interaction between multiple resonances [25] could be used to create a resummation method which both captures the effect of the resonances and gives an accurate stability boundary.
While there are an infinite number of functions which can serve as approximate invariants (because any function of an invariant is invariant), one natural approach is to construct an effective Hamiltonian which also captures the dynamics of the system. Periodically driven systems are a class of time-dependent Hamiltonian systems for which an effective time-independent Hamiltonian (and consequently the aperture) can be obtained by an exact analytical formalism known as the Floquet formalism. The Floquet formalism is well known in classical accelerator physics [26] but the concept of a Floquet Hamiltonian is best understood using quantum mechanics. Thus in the spirit of Ref [27] , we first obtain the effective Hamiltonian for the quantum version of the Hamiltonian given by Eq.(1) and then take the classical limit. The Floquet formalism involves calculating the evolution operator after n periods U (nt) which is given by :
Thus, the evolution operator for 1 period is defined by : (5) where H eff is the effective Hamiltonian and T is a timeordering operator. For the Hamiltonian in Eq. (1), this equation is particularly simple and we obtain :
The effective Hamiltonian we get using Floquet theory, we will call H BCH . It is given by :
(7) Now employing the Baker-Campbell-Hausdorff expansion and going to the classical problem in the usual way [23] , we obtain the effective Hamiltonian (up to second order):
One major difference between the classical and quantum problems is that an effective Hamiltonian always exists for the quantum case, but the effective Hamiltonian description breaks down near resonances for the classical case. As has been argued in [23] , for the quantum problem, the Baker-Campbell-Hausdorff expansion also breaks down near resonances, even though an effective Hamiltonian exists. The more commonly used perturbation theory is the normal form method. In the context of canonical systems, this is called the Birkhoff Normal Form. Here, we do not construct canonical transformations which take the Hamiltonian to a normal form but instead directly construct (multiple) invariants of the map. The essence of the normal form method is to convert the problem of finding an invariant to a linear algebra problem on the space of homogeneous polynomials. This can be done by noticing that the action of K on any polynomial is to increase its order by 1. Let us start with the invariant of the linear part of the map M which is just the secondorder polynomial I 2 = ω 2 x 2 + p 2 . Now, if we choose a third order polynomial I 3 so that the action of M on I 3 exactly cancels the action of K on I 2 , we get an approximate invariant up to third order. We can continue this process order-by-order to get higher and higher order approximate invariants. The NF Hamiltonian to 3rd order is given by
The fourth order NF Hamiltonian loses the saddle point. All expansions have been truncated at the or-der which best describes the aperture (see supplementary material for details). The NF and BCH Hamiltonians are both time-independent Hamiltonians trying to capture the one-period dynamics of the map. One method perturbs in the nonlinearity and the other perturbs in the inverse-frequency of the kick. If the series generated by perturbation theory were to converge, both would converge to the same effective Hamiltonian. However, because the series are asymptotic, they are most useful when truncated to a low order. The effectiveness of such low order truncations will depend on the particular problem. Finally, we can improve on the estimates of both of these perturbative methods numerically. One way to do this is to start from a point that lies on the aperture predicted by perturbation theory, and generate a trajectory using the map. Inspired by the form of the Hamiltonians obtained using perturbation theory, one can then simply fit a fourth order polynomial whose quadratic terms are constrained to be p 2 /2 + x 2 ω 2 /2 to the trajectory. The fit is generated by minimizing the variation of this polynomial over 10000 iterates of the map. The variational Hamiltonian we obtain for parameter values τ = 1, K = 6, ω = 0.96 is given by 
III. APERTURE
In order to obtain the aperture from the Hamiltonian (or any invariant) we obtain its saddle point. This is given by simultaneously solving the equation ∂H eff /∂x = 0 and ∂H eff /∂p = 0. The energy contour corresponding to the saddle point gives the aperture. Examples of the aperture that we obtain for different parameters are shown in Fig 3. We show a comparison between the results of the BCH expansion, the NF and our numerical fit. We generalize the map to two dimensions by adding a harmonic oscillator in the y variable and including a kick of the form Kxy 2 /2 in the y momentum [28] . The form of the kick again is a sextupole, and is chosen to satisfy Laplace's equations. We can use the BCH expansion in exactly the same way to construct an effective Hamiltonian. The NF, on the other hand, gives multiple invariants in higher dimensions. The aperture we obtain is shown in Figure 4 . In two dimensions, the NF gives two invariants for this map. The aperture then becomes a curve in the space of the two invariants. In Figure 5 , we show a plot of the initial conditions that escape to infinity (in yellow) and those which stay bounded (in red) in the space of two approximate NF invariants. The curve which sets the boundary can be found by fixing a value of one of the invariants, and finding the constrained saddle point of the other. This problem can be solved using a Lagrange multiplier (see supplementary information) and the solution is shown as a dashed blue line in Figure 5 . It is clear that this curve is not a very good approximation of the boundary.
As comparison, we also show the boundary that we get by simply adding the two invariants to get an approximate 'energy' shown using the solid blue line. Remarkably, the approximate 'energy' given by this linear combination of the two invariants seems to represent the geometry of the problem better than the blue curve. It is possible that the aperture in higher dimensions is controlled only by the effective Hamiltonian obtained by simply adding the two invariants. Indeed, this is the combination we use to find the NF aperture in Figure 4 . This NF effective Hamiltonian is the analogue of our BCH effective Hamiltonian in two dimensions.
FIG. 5:
A plot of the two approximate invariants Ix and Iy obtained using the NF. Red points are initial conditions which stay bounded and yellow points are those which escape. The solid blue curve is the energy contour given by Ix + Iy = c where c is the saddle point energy of Ix + Iy. The dashed blue curve is plotted by holding one invariant constant and finding the saddle of the other.
IV. NOISE AND EMITTANCE
The effective Hamiltonian can be used to calculate the aperture but it is also useful to study the effect of noise on the dynamics. We are inspired to extend calculations done in the context of chemical reactions to describe particles escaping stability boundaries. There are many sources of noise in accelerators. These include residual gas scattering [29] , photon shot noise [30] and intra-beam scattering [31] . Each of these have different forms but they all have the effect of changing the phasespace coordinates of the particle. We will only model the particle loss that occurs as a result of the particles crossing the barrier set by the dynamic aperture (other sources of particle loss exist in real accelerators). We will model the noise phenomenologically with uncorrelated Gaussian noise and linear damping. This assumption has been used earlier to model noise in accelerators [32, 33] . A more realistic treatment of the noise would be multiplicative and could be added in principle though some parts of the calculation will then have to be done numerically. For timeindependent Hamiltonian dynamics with a barrier, the effect of noise is well known at least since Kramer, who used the flux-over-population method to calculate the escape rate of particles both in the strongly damped and weakly damped case. There has been some work on the escape rate for maps in the strong damping regime [34] . The noise, whatever its form, cannot be directly added to the effective Hamiltonian that we calculate in the previous section and must instead be added to the original dynamics. We will do this here only for one dimension (one position and one momentum in the map). For every time period, before the kick, the equations of motion then areẋ
We take the noise ξ(t) to be delta-correlated Gaussian noise specified by its two-point function ξ(t)ξ(t ) = 2γT δ(t − t ). Integrating the equations of motion over one time period and adding the kick gives the noisy map
where the integrated noise terms have zero mean and correlation functions
and ω
We can use our effective Hamiltonian to calculate the spread of the particle bunch in phase space when noise is added to the map. As we show in Figure 6 , a Boltzmann distribution with a temperature in the effective distribution does a good job of describing the equilibrium distribution of the particles near the center. This is only an approximation to the true equilibrium distribution which we will calculate in the next section. The fact that accelerator designers characterize their bunches with effective temperatures for vertical and horizontal directions [35] is one motivation for the development of invariants that act as vertical and horizontal Hamiltonians, weakly coupled by noise in 2-d. 
V. STEADY STATE AND ESCAPE RATE
Equations (13) (14) are completely general. To make progress, we make the assumption that we are in the weak damping regime (γ small or 1/γ large compared to all other time-scales in the system). This is usually a realistic assumption for storage rings [35] . Henceforth, we will work only to linear order in γ. We can then calculate the slow diffusion of the effective Hamiltonian under the noisy dynamics. This diffusion takes place on the Poincaré section. Hence, we've converted a nonequilibrium problem to an equilibrium problem on the Poincaré section. (The procedure fails in the resonant regions near where the frequencies are rationally related; transport across these resonances is dominated by chaos and escape rates from islands. Our numerics here are partially testing whether ignoring these resonances is valid.) Calculating the escape rate and the steady state probability distribution requires us to first know the drift and diffusion coefficient of the effective Hamiltonian. To find this, we change variables in the usual way [36] 
The diffusion coefficients in x, p are defined using the correlation coefficients we calculated earlier. So, for example,
. There is a slight subtlety in making these change of variables because of the fact that our slow variable is γ. Using the notation developed earlier, we note that the difference in the Hamiltonian evaluated after one period is given by
where we have kept only linear terms in γ (and not written the second order contribution to the drift). We have also ignored the higher order terms of the perturbation theory in the effective Hamiltonian and assumed it to be a faithful characterization of the dynamics of the map. Note that the partial derivatives must be evaluated at the new points of the unkicked map and the fact that the kick takes place after the evolution requires us to be more careful about the noise in the p direction. These drift and diffusion coefficients have to be averaged over the other canonical variable which acts as a time coordinate for the effective Hamiltonian. Calling this variable s, we then see that.
where S = ds. Even though an exact analytical expression for D EE (x, p) is easy to calculate using standard computer-algebra software, these integrals have to be typically evaluated numerically. Having averaged over the fast variable, we can now make a stochastic differential equation using the prescription
where ξ E (t)ξ E (t ) = 2D EE (E)δ(t−t ). We now go from a Langevin equation to a Fokker-Planck equation in the usual way.
The solution to this equation with a steady state current, a source at E = 0 and a sink at the barrier energy gives the approximate equilibrium probability distribution. This distribution is a Boltzmann distribution to linear order in the energy with higher order corrections in E.
We now use the flux-over population method to solve for the escape rate. The flux-over population method involves solving the above equations with a constant steady state current and dividing by the density to find the escape rate [37] . That is, we want to solve the differential equation
Define
Then it can be checked that the solution is
This equation gives the full form of the equilibrium probability distribution. The inverse of the escape rate is
. This simplifies to
The first integral (over E ) is dominated by its value at E b . The second integral (over E) is dominated by its value at 0. Estimating the integral by its value at these boundaries gives us a first approximation to k (which is valid for E b T ). Doing this requires us to evaluate the integral D E /D EE dE. Going back to Equation 18 , we see that the drift coefficient has two terms. The first term is independent of T while the second term is linear in T . Hence, the above integral has a part which depends on T and contributes to the exponent. This is well behaved everywhere. The other part contributes to the pre-factor and has a singularity at E = 0 because the diffusion coefficient vanishes there. Hence estimating the escape rate requires one to find the finite limit e − D E /D EE /D EE converges to at 0. This was done numerically by evaluating the integral for finite and then taking very small. In general, this means the escape rate has the form
where a 0 is a pre-factor and f (E b ) is some function of the barrier. Both of these are independent of the damping and the temperature. We note that the escape rate calculation is independent of the perturbation theory used to generate the Hamiltonian. Since it depends exponentially on the energy barrier, it is very sensitive to the position of the barrier. We show a comparison of the prediction of the escape rate with simulations in Figure 7 .
Calculating the escape rate in higher dimensions is more complicated. In 2-d, there are two slow variables given by the invariant in the vertical and horizontal direction. The noise in different directions is typically very different [35] . There are three possible approaches which we will explore in future work. One is to derive and solve the full diffusion equation in 2-d. Secondly, one can derive the decay rate in the limit where the coupling between the two directions is small. Finally, we can solve the full non-equilibrium problem using methods like transition path theory [38] which were developed to deal with inherently non-equilibrium systems.
VI. CONCLUSION
We have here compared two different perturbation theories and numerically improved them to calculate the aperture of a harmonic map with a nonlinear kick. We have also calculated the emittance and escape rate in 1-d. Our method is expected to work for systems without dangerous resonances and weak damping. A lot of effort has gone into understanding the resonances which inevitably prohibit the presence of a simple aperture. However, the existence of relatively stable 'islands' of KAM tori in phase space, embedded in a sea of unstable, chaotic trajectories, is a commonly observed phenomenon. Here our aperture is such an island, and our exploration of techniques for calculating it is a special case of a general mathematical challenge.
The perturbation theories we have been using are asymptotic series and do badly after a certain order. One way to incorporate higher order terms is by resumming the series these expansions generate. It will be useful and interesting to explore methods to resum the series that the BCH and NF methods generate in a way which is able to capture both the presence of resonances and also the presence of the aperture.
We aim to extend our escape rate calculations to higher dimensions. Arnol'd diffusion is another aspect of highdimensional chaotic motion which we have not addressed here. Several recent analytical methods exist to try and estimate the time scale of Arnol'd diffusion which utilize the multiple invariants mentioned previously [39] . Alternatively, this time scale can also be estimated by more direct methods [40] . It would be interesting to examine the competition between the two time scales of ordinary and Arnol'd diffusion in different parts of phase space giving a much more comprehensive picture of the escape process.
Supplemental Materials: Finding stability domains and escape rates in kicked Hamiltonians
I. DETAILS OF FIGURES
Here we give a few more details on some of the figures in the paper. The saddle points for the 1-d map given in the main text are calculated by truncating the perturbation theory at a certain order. We have truncated the BCH Hamiltonian to second order. The next order correction does a worse job of capturing the dynamic aperture as can be seen from Figure S1 . We have truncated the NF expansion at 3rd order. If we keep the next order term, the Hamiltonian given below no longer has a saddle point in the region where we expect the boundary of the aperture to be as is evident from Figure S1 . The next order Hamiltonians in the two cases are given by: 
