The nuclear RNA exosome is an essential multi-subunit complex that controls RNA homeostasis. Congenital mutations in RNA exosome genes are associated with neurodegenerative diseases. Little is known about the role of the RNA exosome in the cellular response to pathogens. Here, using NGS and human and mouse genetics, we show that influenza A virus (IAV) ribogenesis and growth are suppressed by impaired RNA exosome activity. Mechanistically, the nuclear RNA exosome coordinates the initial steps of viral transcription with RNAPII at host promoters. The viral polymerase complex co-opts the nuclear RNA exosome complex and cellular RNAs en route to 3 0 end degradation. Exosome deficiency uncouples chromatin targeting of the viral polymerase complex and the formation of cellular:viral RNA hybrids, which are essential RNA intermediates that license transcription of antisense genomic viral RNAs. Our results suggest that evolutionary arms races have shaped the cellular RNA quality control machinery.
INTRODUCTION
An elaborate quality control system maintains the balance of coding and non-coding RNA (ncRNA) expression in the cell (Tollervey 2015) . The RNA exosome plays a key role in regulating essential cellular functions by catabolizing many RNA species in different subcellular compartments via its nucleolytic activity (Lykke-Andersen et al., 2009; Pefanis et al., 2015) . RNA exosome co-factors dictate substrate selection (Thoms et al., 2015) , a feature that is likely regulated via multiple mechanisms that depend on cellular identity and environmental cues. In the nucleus, the RNA exosome exerts a quality control mechanism on some mRNAs and many ncRNAs by degrading aberrant RNA with unprotected 3 0 end termini (Andersen et al., 2013; Lubas et al., 2015) . This regulatory mechanism is imparted by the cap-binding proteins (CBC20 and CBC80), which coordinate the recruitment of ARS2 and the NEXT-exosome complex to target genes (Hallais et al., 2013) . The interaction between these complexes is dictated by the deposition of RBM7 on nascent transcripts (Lubas et al., 2015) and by spatial proximities around targeted loci. This results in the exosome functioning as a molecular ruler that drives cap-dependent 3 0 end maturation mainly at short regulatory RNAs (Hallais et al., 2013 ). This quality control system occurs co-transcriptionally and provides immediate clearance of many regulatory RNAs (i.e., enhancer RNAs [eRNAs] and promoter upstream transcripts [PROMPTS] ). These targets are mainly detectable in exosome loss-of-functions settings, which allow for monitoring of such an otherwise ''hidden'' transcriptome (Hilleren et al., 2001; Pefanis et al., 2015) . RNA polymerase II (RNAPII) is usually not an essential co-factor for RNA virus transcription; however, in the case of influenza A virus (IAV), its activity is essential for viral transcription (Amorim et al., 2007; Ortín and Martín-Benito, 2015) . IAV transcribes its genome in the nucleus of infected cells (Herz et al., 1981 )-a unique feature for some RNA viruses whose ''evolutionary rationale'' is mysterious. The essentiality of RNAPII activity for viral transcription is due to the fact that the viral polymerase complex (PA,PB1,PB2) cannot transcribe viral genomic RNA by itself. Instead, it requires RNA leaders (primers) that are generated by PA-mediated endonucleolytic cleavage of the 5 0 end of capped cellular transcripts in a process called ''cap snatching '' (Plotch et al., 1979; Dias et al., 2009; Reich et al., 2014) .
As host and viral transcription are essential functions for IAV, the interaction between viral polymerase and RNAPII is not antagonistic, but reflects a balance between cellular activity and its usage by the virus (Woolhouse et al., 2002; Marazzi and Garcia-Sastre 2015) . These co-evolving dynamics between pathogens and hosts can shape cellular functions (Madhani 2013) .
We report that IAV's polymerase exploits the quality control mechanisms that lead to the degradation of 3 0 end unprotected regulatory RNAs. A physical proximity to the exosome provides a temporal window, in sync with the kinetics of RNAPII, in which the viral polymerase steals the 5 0 end caps of otherwise fully degraded RNAs, thus recycling ''cellular junk RNAs'' into chimeric RNAs that propel the viral life cycle.
Human congenital mutations in many exosome subunits cause impaired exosome activity and are associated with cognitive impairment and neurodegeneration (Wan et al., 2012; Rudnik-Schö neborn et al., 2013; Boczonadi et al., 2014; Giunta et al., 2016) . We analyzed the relationship between exosome mutations and the viral life cycle, and we show that suppression of viral replication occurs in patient-derived cells, suggesting that exosome hypomorphs might display altered susceptibility to IAV infection. Systems biology approaches support the argument that cellular proteins whose mutation leads to biased susceptibility to disease are often targeted by pathogen-derived proteins (Gulbahce et al., 2012) . We provide a theoretical framework for why RNA viruses target genes whose mutations lead to neurodegeneration (Laguette et al., 2011; Paulson et al., 2002; Sakuma et al., 2014; de Chassey et al., 2013; Rice et al., 2009 Rice et al., , 2012 Dunah et al., 2002; Richards et al., 2007) .
RESULTS

Quantitative Interaction Network of the Influenza Virus Polymerase Subunits
Protein interaction networks have been informative in identifying cellular proteins targeted by viruses that play a key role in virulence and pathogenic life cycles (Shah et al., 2015) . Global maps of host-virus protein-protein interactions have been instrumental for identifying binary and complex interactions for validation in more physiological systems (Heaton et al., 2016; Pichlmair et al., 2012; Rozenblatt-Rosen et al., 2012; Shapira et al., 2009) . To discover key regulators of IAV biogenesis, we mapped the global interaction network of each viral polymerase subunit in A549 cells ( Figure S1 and Table S1 ). We analyzed the PA, PB1, and PB2 subunits of two different viral strains (H1N1 and H3N2) that infect humans. We performed this study in the presence and absence of stimulation with exogenous interferon beta (IFNb). Three biological replicates were completed for each condition to control for reproducibility and specificity of the scored interactions. Epitope-tagged IAV polymerase subunits were expressed alongside FLAG-tagged green fluorescent protein (GFP) or the FLAG-tag alone as negative controls. FLAG-purified bait, along with co-immunoprecipitated host and viral factors, were submitted for protein identification via mass spectrometry. Interaction scores and statistical analyses were optimized to identify unique virus-host interactions (Jä ger et al., 2011) .
This approach identified uniquely engaged host proteins by the polymerase subunits of both strains-in a resting state, as well as in an induced antiviral state (networks summarized in Figure S1 and Table S1 ). For both viruses, and in both resting and induced conditions, several members of the nuclear RNA exosome, a multisubunit complex with nucleolytic activity toward RNA (Januszyk and Lima 2014; Tollervey 2015), were significantly enriched with the viral polymerase PA subunit (Figures 1A and 1B) and scored among the most highly engaged cellular protein complexes for both viral strains used ( Figure 1C ). The interaction between PA and EXOSC10 ( Figures 1A-1C and Table  S1 ) was further confirmed by immunoprecipitation and immunoblotting ( Figure 1D ). Overall, these data suggest that the RNA exosome might play a role in the IAV life cycle. As the interaction with the exosome is strain-independent, we decided to focus our attention and perform functional analyses during infection with H1N1 influenza virus.
Knockdown of RNA Exosome Core Subunits Reduces Influenza Virus Ribogenesis and Growth
To identify whether the RNA exosome affects IAV's life cycle, we transiently knocked down (via small interfering RNA [siRNA] ) the complex's two catalytic subunits, EXOSC10 and DIS3, along with the essential core subunit, EXOSC3, in A549 cells. We then infected knockdown cells, along with control cells (siCTRL), with a H1N1 virus (strain A/Puerto Rico/8/1934) and measured the products of viral transcription (viral mRNA) and replication (genomic RNA). The contribution of the copy RNA (cRNA) was not assessed, as it is a minor constituent of the viral transcript population (Honda et al., 2001) . The knockdown of all three subunits resulted in lowered amounts of viral polymerase RNA products at two time points post-infection ( Figures 2A, 2B , 2D, S2A, S2B, S2D, and S2F) without altering expression of prototypical antiviral genes (Figures 2C and S2C) . Overall, these results suggest that the nuclear RNA exosome is, directly or indirectly, responsible for controlling IAV ribogenesis-possibly by promoting viral polymerase activity. To support this, we used an IAVspecific mini-genome assay, which confirmed that disruption of the RNA exosome alters viral transcriptional activity (Figure 2E) . To determine if the observed reductions in viral polymerase activity impact viral growth, we utilized an IAV reporter virus that expresses renilla luciferase. Reduced DIS3 and EXOSC3 expression suppressed reporter virus amplification in both single-cycle (high MOI) and multi-cycle (low MOI) infection settings ( Figure 2F ). This result was also confirmed by plaque assay ( Figure 2G ). Notably, EXOSC3-and DIS3-depleted cells supported herpes simplex virus infection ( Figure S2E ). In summation, these data indicate that the RNA exosome could control viral replication in a cell-intrinsic manner and prompted us to use human and mouse genetics to validate our findings.
Human Loss-of-Function Mutation in EXOSC3 Impairs IAV Ribogenesis and Growth Recently, congenital hypomorphic or loss-of-function missense mutations in the human EXOSC3 allele have been linked to BLM II  ITCH-EWSR1   BLM II  BRAFT   6  11  5  5  5  6  6   6  11   3  5  2  2  2  2 Figure S1 and Table S1 . neurodegeneration and cognitive impairment (Wan et al., 2012; Halevy et al., 2014; Eggens et al., 2014; Zanni et al., 2013; Biancheri et al., 2013; Rudnik-Schö neborn et al., 2013) . To detect whether the viral polymerase-RNA exosome axis was functional in human biology, we made use of patient-derived dermal fibroblasts that bear a point mutation (Asp132Ala) in EXOSC3. This mutation partially compromises the exosome's enzymatic activity (Wan et al., 2012) . We verified that mutant EXOSC3 cells express increased levels of prototypical RNA exosome substrates ( Figure S3A ). We thus infected control cells (heterozygous familial carriers) and EXOSC3 mutant cells with IAV and analyzed cellular and viral RNAs, along with viral polymerase activity and viral growth, in an analogous fashion as done with transient depletion of exosome subunits (see Figure 2 ). These results indicate that, upon IAV infection, (1) patient-derived cells with a disease-linked EXOSC3 mutation have a lower accumulation of viral RNA ( Figures 3A and 3B ), (2) levels of prototypical antiviral genes were unaffected ( Figure 3C ), and (3) in line with published results, mRNA expression of the wild-type and mutated alleles were equal ( Figure 3D ). As a result of impaired viral ribogenesis ( Figures 3A and 3B ) and polymerase activity ( Figure 3E ), viral growth was suppressed in patient-derived cells (Figures 3F and 3G) . These data correlate the functionality of the RNA exosome to increased viral amplification. Overall, these results provide genetic support for the involvement of the RNA exosome in IAV ribogenesis in humans.
Genetic Ablation of Exosc3 Impairs Influenza Virus Ribogenesis and Growth
Germline genetic deletion of exosome subunits is not achievable in animals. To provide further genetic evidence to our findings, we then performed ex vivo experiments using cells originating from a mouse model that allows for the conditional ablation of Exosc3 (Pefanis et al., 2014) . In brief, this mouse strain undergoes inversion of an essential exon upon tamoxifen-induced Cre expression from an engineered Rosa-Ert2Cre locus. We Figure S2 .
isolated macrophages, B cells, and T cells from these mice to be infected with IAV. Deletion in these cells was optimal, as demonstrated by the expression of GFP, which occurs with Exosc3 exon inversion ( Figure 4A , S4A, and S4C). In all cell types, and only in a setting of homozygous ablation of Exosc3, infection with IAV resulted in reduced amounts of viral mRNA ( Figures   4B, S4B , and S4D). These data provide genetic confirmation for the role of the exosome in supporting IAV ribogenesis and growth, as evidenced by suppression of viral replication in cells with impaired exosome activity ( Figure S4E ). To provide a genome-wide view of our analysis, we performed strand-specific RNA-sequencing (RNA-seq) in infected Exosc3 heterozygous (B) , and host infection-induced gene mRNA levels (C) 
(legend on next page) and homozygous knockout B cells. These cells get infected by IAV but do not allow virus budding. This feature avoids putative confounding effects from multicycle replication kinetics and streamlines the analysis concerning a cell-intrinsic role for the exosome in IAV's life cycle. Reduced levels of Exosc3 resulted in less viral polymerase products ( Figure 4C and Table S2 ) and protein expression despite increased levels of prototypical exosome targets ( Figures S4F and S4G ). These results phenocopy our findings in human cells with reduced activity of the exosome (Figures 2 and 3) . Moreover, as a result of reduced levels of viral replication and of immunostimulatory RNAs generated in Exosc3 ablated cells, a suppression of host genes implicated in the antiviral response was detected ( Figure 4D-4F) . From these results, we conclude that a complete deletion of Exosc3 leads to a severe impairment on viral growth. The suppression of the host response is largely the result of impaired viral growth, although a role for the RNA exosome in gene-specific activation of virus-induced genes is possible.
The NEXT-Exosome Complex Is a Platform for the Regulation of Influenza Transcription
We then aimed to explore whether, as a result of an infection, the RNA exosome and IAV polymerase are engaged in physical interactions, as suggested by our scored interaction of viral subunits expressed in isolation. To do so, we analyzed the interaction network of FLAG-PA, FLAG-PB2, and FLAG-PB1 H1N1 viruses in infected A549 cells (Heaton et al., 2016) . These viruses bear genomic insertions in the 5 0 proximal region of their respective segments that encode for a FLAG epitope. These configurations allow the expression of viral proteins to be regulated by the viral life cycle and permit formation of functional viral polymerase complexes (Heaton et al., 2016) . This approach yielded two lines of evidence that support a direct, physical interaction between the viral polymerase complex and the nuclear RNA exosome. First, despite the interaction network being noisier as a result of an active infection, all three polymerase subunits show interactions with exosome core components ( Figure S5A ). Second, the formation of a functional polymerase complex leads to the isolation of the NEXT accessory complex, which is formed by MTR4, ZCCHC8 and RBM7 and targets the 11-subunit RNA exosome to chromatin (Lubas et al., 2011; Januszyk and Lima 2014; Lubas et al., 2015) . This result indicates a physical proximity between the nuclear RNA exosome and the viral polymerase complex and prompted the functional analysis for the role of exosome accessory proteins during infection.
We then analyzed viral RNA levels in A549 cells depleted for RBM7, SKIV2L, or PAPD5 (Januszyk and Lima 2014), the latter two being components of the exosome's other subcellular accessory complexes ( Figures S5B-S5F ). Loss of RBM7 was the only condition that phenocopied the loss of the exosomeintegral subunits EXOSC3, EXOSC10, and DIS3 ( Figures S5E  and S5F ). The IAV mini-genome assay confirmed that RBM7 depletion compromised viral transcriptional activity ( Figure S5G ) but with reduced magnitude compared to EXOSC3 and DIS3 knockdowns ( Figure 2E ), possibly because of incomplete depletion of chromatin-bound RBM7. Depletion of RBM7 also caused impaired viral growth ( Figure S5H ) and the expected upregulation of exosome ncRNA substrates ( Figure S5I ). This data, along with the interaction studies of the viral polymerase subunits, indicates that the NEXT-assisted RNA exosome is coopted by the viral polymerase in the nucleus of infected cells and invited further investigation of the mechanism by which viral polymerase activity could be enhanced by the RNA exosome.
Cap Snatching from RNA Exosome targets Despite biochemical insight into IAV's need for RNAPII, very little is known about the mechanisms and host factors that control viral polymerase activity during infection and how transcription and replication are coordinated. Following viral entry into the target cell, a stepwise process needs to be synched with cellular activities to ensure maximal viral biogenesis: the incoming ribonucleoprotein (RNP) needs to disassemble, allowing the negative-sense genomic RNA to be transcribed in the nucleus and then exported into the cytosol to be translated into viral proteins. At the same time, viral genomic RNA needs to be copied into positive-sense copy RNA (cRNA) that needs to be replicated in order to amplify genomes destined for integration into new virions.
Transcription of the viral genome occurs first, and viral replication follows. Replication is strictly dependent on protein synthesis, while viral transcription is not. To understand whether See also Figure S4 and Table S2. dysfunctional exosome activity affects early transcriptional events, we infected EXOSC3-depleted cells in the presence or absence of cycloheximide (CHX, a protein synthesis blocker).
Our analysis shows that a functional RNA exosome is required for productive viral mRNA synthesis, as indicated by the reduction of viral mRNA in CHX-treated cells ( Figures 5A and 5B). PROMPTs were used to amplify chimeric RNAs. Statistical analyses between datasets were performed with a two-tailed Student's t test, adjusted with a Holm-Bonferroni test for sequential comparisons. For (A), (B) , and (H), *p < .05, **p < .005, and ***p < .0005. Error bars indicate SD from triplicate (A and B) and duplicate experiments (D-H) . See also Figure S5 .
To gather information about viral mRNA dynamics, how they integrate genome-wide into the cellular transcriptome, and how exosome deficiency affects this process, we designed an NGS-based method called Decap and 5 0 end sequencing (DEFEND-seq). This technique maps all the viral RNA species and cellular biotypes during infection and can provide a comparative analysis between viral RNA synthesis and the cellular transcriptome. This protocol allows for the identification of the first step in viral mRNA synthesis by mapping which cellular RNAs become part of the chimeric host:virus positive-sense RNA transcribed from the negative-sense genomic template ( Figure 5C ). Bioinformatic analysis indicates that, in A549 cells, the host portion of these chimeric RNAs is composed of 9-16 nt (Figure 5D ) originating from the 5 0 RNA end of cellular genes. We then performed DEFEND-seq during infection of A549 cells depleted for EXOSC10 or DIS3. Our result indicates that exosome deficiency leads to a genome-wide suppression of host:virus chimeric transcripts ( Figure 5E ). Statistical testing indicates that this effect is more pronounced in certain segments. This could be biased because of uneven read coverage due to segment-specific expression kinetics at the time of analysis. Regardless, each segment is essential for infectivity and the viral life cycle, and our results indicate that suppression of RNA chimeras leads to reduced viral ribogenesis ( Figure S6A ). This impairment occurred despite the fact that exosome ncRNA substrates are upregulated genome-wide ( Figure 5F ). Notably, reduction of chimeric transcripts occurred invariantly among the genomic positions (ratio 3:1 coding versus ncRNAs) where capped RNA are snatched ( Figure 5G ). The observed capsnatch reduction at protein coding genes may be a consequence of altering transcription kinetics at ncRNAs, especially antisense and PROMPTS, which could regulate nearby protein-coding genes (Kapranov et al., 2007; Xu et al., 2011) . Alternatively, a direct effect by the RNA exosome at controlling transcriptional start site RNA (TSS-RNA) and elongation at protein-coding genes could be envisaged, similarly to what has been reported for heat shock genes (Andrulis et al., 2002) . Overexpression of DIS3, which could be acting alone to generate cap-proximal fragments to be utilized by the virus, did not have a significant impact on chimeric RNA formation or viral ribogenesis, as measured by DEFEND-seq ( Figures S6B and S6C ). This result supports the argument that depletion of exosome subunits results in dysregulated activity of the exosome complex and that the exosome complex regulates chimeric RNA biogenesis.
To independently validate these results, we focused on previously characterized exosome substrate PROMPTS (Andersen et al., 2013) and performed RNA antisense purification (RAP) in infected A549 cells depleted for EXOSC3. RAP allows the purification of single-stranded, long RNAs by using short complementary biotinylated oligomers. We selected the shortest IAV segment (NS1), which requires less modified oligomers to permit its isolation. We performed RAP in crosslinked and uncrosslinked samples followed by qPCR to quantify host:viral chimeric RNAs. From leveraging DEFEND-seq data, the amplification of chimeric transcripts was achieved by using primers that anneal to the 5 0 end of validated exosome target PROMPTs ( Figure S3B ) and to an internal (3 0 proximal) region of IAV segment 8 (see schematic in Figure 5H ). This analysis indicates that fewer 5 0 ncRNA ends are used to prime viral mRNA synthesis in EXOSC3-depleted cells ( Figure 5H ). Similar results were achieved by directly measuring chimeric transcripts (without purification via RAP; Figure S6D ). Overall, these data indicate that the physical proximity of viral polymerase to the exosome helps increase cap snatching at noncoding regulatory RNA loci. These data also suggest that absence of the exosome could impair chromatin targeting of the viral polymerase on promoters.
To gain insights on this hypothesis, we performed a comprehensive set of chromatin immunoprecipitation (ChIP) experiments for selected exosome and all viral polymerase subunits during infection with FLAG-PA, FLAG-PB2, and FLAG-PB1 influenza viruses. We analyzed PROMPT genes, as they are well characterized and are distant enough from the transcriptional start site of genes to be mapped without confounding effects from TSS-RNA. To control for specificity of the observed enrichment, we performed this analysis in cells depleted for the same exosome subunit that we immunoprecipitated for. As shown in Figure S6E , at two early time points post-infection, all viral polymerase subunits occupy the promoter region of three PROMPTs. This occupancy is shifted to 3 0 end regions in the absence of EXOSC3, DIS3, or EXOSC10, likely as a result of known and conserved defects in RNAPII termination at ncRNAs in the absence of the exosome (Hallais et al., 2013; Lemay et al., 2014) . Overall, this analysis supports a model (Figure 6 ; see also Discussion) in which viral polymerase cap snatching and transcription are integrated into the dynamic regulation of RNAPII and the quality control system that catabolizes regulatory RNAs. The absence of this regulation impairs RNAPII kinetics and affects the timely events that coordinate viral polymerase binding to RNAPII to gain access to promoter-proximal genomic regions. Exosome depletion provides a unique genetic system to selectively change the host transcriptome, and our data indicate that altering ncRNA homeostasis compromises viral transcription and replication kinetics. This supports the idea that the virus may have evolved to co-opt the transcriptome of target cells by adapting into the physiological regulation of gene classes.
DISCUSSION
IAV transcription takes place in the nucleus, as the virus must steal 5 0 capped RNA from endogenously transcribed mRNAs to be used as primers for viral genome transcription (Plotch et al., 1979) . Here, by investigating the transcriptional and replicative activity of IAV, we reveal that the viral polymerase complex localizes on chromatin at promoter regions of host genes, where an interaction with RNAPII and co-transcriptional regulators provides temporal access to coding and ncRNA loci. This process is temporally and spatially regulated in sync with RNAPII kinetics and coordinates viral polymerase cap-snatching activity to different host nascent RNAs. Overall, our data inspire a model ( Figure 6 ) supporting novel insights about viral polymerase activity on the host genome-namely, (1) the co-transcriptional nature of cap snatching, (2) the targeting of host ncRNAs and mRNAs, and (3) the importance of nuclear RNA exosome activity in coordinating viral polymerase and RNAPII.
Cap Snatch Is Co-transcriptional Our data indicate that ncRNAs that are otherwise rapidly cleared by the exosome are co-transcriptionally accessed by the viral polymerase, in coordination with transcriptional initiation and pause-release, but not after formation of mRNPs. Although one cannot formally exclude that nucleoplasmic cap snatching could occur (perhaps facilitated by active inhibition of the CBC complex by viral proteins or cellular decapping enzymes), chromatin targeting of viral polymerase via ChIP and the loss of signal in our RAP experiments in uncrosslinked cells favors the fact that the majority of cap snatching occurs on chromatin. In agreement with our results, a recent analysis indicates that the interaction of viral polymerase and RNAPII's CTD is increased by phosphorylation of the CTD at its serine 5 position, a chemical mark mainly present at transcriptionally engaged RNAPII at promoters (Lukarska et al., 2017) . Moreover, if cap snatching could happen in the nucleoplasm, it's hard to imagine why less cap snatching occurs when more ncRNA caps are available upon exosome deficiency. Overall, we propose that timely and regulated interference with co-transcriptional mechanisms controlling RNAPII transitions occurs in a temporal window, where viral polymerase acts on its substrates at the same time as they are made, thus on nascent transcripts.
Coding versus ncRNA Viral polymerase-host factor interactions and their functional outcomes are shaped by the different regulatory networks that coordinate cellular RNAPII at different gene classes. At protein-coding genes, the temporal window between initiation and RNAPII pause-release maximizes viral polymerase physical proximities and access to capped RNAs. Promoter proximal cap snatching also ensures the exploitation of RNAPII's high initiation rate and biogenesis of RNAs (like TSS-RNA) generated as a result of pausing or premature termination. Our results hint at the possibility that the RNA exosome controls TSS-RNA at protein-coding genes. Despite no global mRNA upregulation (as measured by RNA-seq) of protein coding genes in exosome deficient cells, we postulate that transcription of TSS-RNA (and possibly early termination products) could be affected by the exosome. Though further characterization is needed, this mechanism would parallel what happens at ncRNA loci, where viral polymerase activity needs to be coordinated with exosome activity, deletion of which alters RNAPII kinetics and co-transcriptional maturation of ncRNAs.
Importance of Nuclear RNA Exosome Activity for the Influenza Virus Life Cycle Our data in human and murine cells indicate that altering ncRNA homeostasis compromises both viral transcription and replication kinetics and growth. Based on these results, we propose that functional interference with the quality control (QC) system at ncRNA promoters allows the viral polymerase to recycle regulatory RNAs, which become substrates to propel viral transcriptional activity and regulate viral growth. Impairment of the exosome differentially impacts RNA biogenesis in a cell-typespecific manner based on identity and gene expression programs. Thus, our observed effect on viral biogenesis can largely be attributed to the exosome's QC role rather than the physical identity of its substrates; however, we cannot formally exclude a per-chance scenario in which the viral polymerase is directly inhibited by partial complementarity of short ncRNAs to viral segments during replication. Our data provide an initial glimpse of how the transcription and replication machinery of IAV are integrated with the cellular epigenome and transcriptome. Despite our contribution, many unknowns exist, such as whether there is a physical proximity between IAV transcription and replication machineries, whether cellular factors are required to coordinate their activity, and whether a role exists for viral-derived RNAs (Perez et al., 2010; Umbach et al., 2010) or proteins in coordinating chromatin interactions with RNAPII. Following the explosion of discoveries within the past decade in the field of cellular epigenetics, future work on pathogen-epigenetic interactions is likely to reveal insights to many unanswered questions and instruct novel therapeutic remedies to fight infections.
The Broken Symmetry Hypothesis
Two features of viruses, antagonism and co-option of cellular functions, are key for viral life cycles. Regarding viral antagonism, viruses need to inhibit cellular antiviral defenses. Many host antiviral factors are non-essential and are under selective pressure from antagonizing viral proteins (Daugherty and Malik 2012). When congenital loss-of-function mutations arise in such host genes, individuals become more susceptible to infections (hosts lose, pathogens win). As a result, tissue-specific disease manifests due to either exquisite sensitivity to viral replication or the long-term effect of byproduct inflammation. This could explain the experimental evidence linking congenital mutations of antiviral factors to neurodegeneration (Laguette et al., 2011; Paulson et al., 2002; Sakuma et al., 2014; de Chassey et al., 2013; Rice et al., 2009 Rice et al., , 2012 Dunah et al., 2002; Richards et al., 2007) . Regarding viral co-option, viruses need to integrate their life cycle with the cell's, as viruses are obligate parasites. They do so by co-opting, and not inhibiting, essential cellular activities. This is exemplified by the IAV polymerase interacting with host RNAPII and the exosome, as described here. We expect this kind of host-pathogen interaction to be more invariant; the cost to avoid pathogen co-option is too detrimental to the host because escaping mutations result in compromised host fitness. This scenario occurs when congenital hypomorphic mutations arise, and both pathogens and hosts lose. The host loss can manifest in developmental or neurodegenerative phenotypes, as more damaging mutations would result in embryonic lethality (survivorship bias).
In support of this, we observed that neurodegeneration-associated genes are preferentially targeted by IAV polymerase (Table S3) . Moreover, recent reports have identified novel neurodegeneration-causing mutations in other components of the RNA exosome (EXOSC8) and its nuclear cofactor (RBM7) (Boczonadi et al., 2014; Giunta et al., 2016) .
Overall, we hypothesize that viruses target genes mutated in disease, and that disease can be caused by, borrowing a theory from physics, host-pathogen ''symmetry breaking.''
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EXPERIMENTAL MODEL AND SUBJECT DETAILS Cell Culture
The following cell lines were originally obtained from the American Type Culture Collection (ATCC): A549 cells (adenocarcinomic human alveolar basal epithelial cells), MDCK cells (Madin-Darby canine epithelial cells), and HEK293T cells (human embryonic kidney 293T). Human primary dermal fibroblasts were obtained from patients harboring mutations in EXOSC3 (carriers -related family members, heterozygous mutations; affected individuals -homozygous mutations manifesting in pontocerebellar hypoplasia type I) (Wan et al., 2012) . Cells were maintained in culture at 37 C with 5% CO 2 in Dulbecco's minimal essential medium (DMEM, GIBCO, Life Technologies) supplemented with 2 mM glutamine (Life Technologies), 10% fetal bovine serum (FBS; Hyclone), penicillin (100 U/ml; Life Technologies), and streptomycin (100 mg/ml; GIBCO, Life Technologies).
The influenza virus A/PR/8/34 (H1N1 subtype), FLAG-tagged A/PR/8/34 viruses, and luciferase-expressing A/PR8/8/34 virus were propagated in 10-day old specific pathogen-free chicken eggs (Heaton et al., 2013; Heaton et al., 2016) For the later virus, luciferase expression was monitored using Promega's renilla assay system (E2810). This assay was also used to monitor luciferase expression for HSV-1-Luc (Summers and Leib 2002). Viral infections using the strains described above were performed at a multiplicity of infection (MOI) of 3 and cells were analyzed at different time points as indicated in the figures. For experiments using cycloheximide (ACROS), the chemical was added to cells at 100 ug/mL at the time of the infection.
For viral growth curves, A549 or primary dermal fibroblast cells were infected with influenza virus A/PR/8/34 at a MOI of 5 pfu/cell (single cycle) or a MOI of 0.05 pfu/cell (multi cycle) and supernatants were collected at the indicated time points. Viral titers were determined by plaque assay on MDCK cells.
Mice
We utilized the conditional system developed by (Pefanis et al., 2014) . In short, this mouse model contains a conditional inversion (COIN) allele of Exosc3, allowing conditional ablation of RNA exosome function using tissue-specific or inducible Cre recombinase. Cre-mediated ablation of Exosc3 leads to concomitant green fluorescent protein (GFP) reporter induction from the Exosc3 locus. As such, there are two mouse types: COIN/+ (heterozygous for the conditional ablation), and COIN/COIN (homozygous for the conditional ablation). Spleens were obtained from each mouse type, and single cell suspensions were prepared by pressing the tissues through a 70 mm cell strainer, followed by homogenization using a 20 g syringe. B cells were purified by negative selection using a MACS column (Miltenyi Biotec) according to the manufacturer's instructions, and then resuspended in DMEM at 500,000 cells/mL in 6-well plates. Cells were growth-stimulated with 20 ng/mL IL-4 (404-ML-010, R&D Systems) and 5 ug/mL purified anti-CD40 (Clone HM40-3, BD Biosciences). The B cell-depleted fraction, enriched in T cells, was cultured in DMEM at 500,000 cells/mL in 6-well plates, which were pre-coated for 3 hr with 16 ug of anti-CD3ε (Clone 145-2C11, Affymetrix eBioscience) and washed twice with PBS. Both cells types were treated with 100 nM tamoxifen for 3 days in order to induce the conversion event. Bone marrow-derived macrophages (BMDM) were harvested as described (Zhang et al., 2008) . 1 million BMDMs were seeded onto 10 cm dishes, and grown in complete RPMI (10 mM L-glutamine, 100 U/mL penicillin, 100 ug/mL streptomycin, 15% fetal bovine serum (10082147, GIBCO), 100 U/mL M-CSF (CYT-439, Prospec)) for 7 days. During the last 3 days of culture, cells were treated with 100 nM tamoxifen. BMDMs were then used for concurrent experiments. Inversion efficiency was monitored by both qPCR and fluorescence-activated cell sorting (FACS; using a BD LSRII flow cytometer). Data were analyzed with FlowJo software (Treestar).
METHOD DETAILS
Transfection with siRNA and DNA constructs Transfection experiments were performed using the Lipofectamine RNAiMAX transfection reagents according to the manufacturer's instructions (Invitrogen). Cells were transfected with siRNA pools (all from Dharmacon) targeting the genes encoding human EXOSC3, EXOSC10, DIS3, RBM7, SKIV2L, PAPD5, or with a control non-targeting pool, at a final concentration of 50 nM. Cells were used 48 hr after transfection, and the efficiency of gene knockdown was determined by qPCR or immunoblotting. Transfection of plasmid DNA (non minigenome replicon assay) was achieved using Lipofectamine 3000 (ThermoFisher Scientific).
RT-qPCR
For RNA extraction, cells were homogenized with QIAshredder columns; RNA was extracted using the RNeasy Mini Kit and then treated with the RNase-free DNase kit (all QIAGEN). Proteins were also simultaneously recovered from cell lysates by acetone precipitation of the flow-through from RNeasy spin columns, according to manufacturer's instructions.
cDNA was in vitro transcribed using a High-Capacity cDNA RT Kit (Thermo Fisher Scientific) or a SuperScript III First-Strand Synthesis SuperMix (Life Technologies). qPCR was performed using the iTaq Universal SYBR Green One-Step Kit (Bio-Rad) according to manufacturer's instructions. For amplification of viral RNA (vRNA), cDNA was transcribed with an influenza segment-specific vRNA primer.
Influenza Minigenome Replicon Assay
Human A549 cells (plated in a 6-well format) were co-transfected using Lipofectamine 3000 (ThermoFisher Scientific) with a combination of plasmids expressing the Influenza A/WSN/33 polymerase subunits (PA, PB1, and PB2) and NP (500 ng each plasmid), a viral polymerase reporter plasmid (encoding the firefly luciferase in the negative-sense orientation flanked by the noncoding regions of the segment 8 of A/WSN/33; 500 ng), and a vector constitutively expressing renilla luciferase (500 ng pRL-SV40-Rluc). 36 hr after transfection, luciferase activities were determined using the Dual-Glo luciferase assay system (Promega). As a negative control, cells were transfected with the same reaction mixture but without the plasmid expressing NP. Before analysis, firefly luciferase expression levels were normalized to renilla levels.
Antibodies and Immunoblotting
Antibodies used are as follows: anti-b-actin (Cell Signaling, 3700); anti-EXOSC3 (ab156683; Abcam), anti-EXOSC10 (ab50558; Abcam), anti-DIS3 (PA5-34549; ThermoFisher Scientific), anti-RBM7 (HPA013993, Sigma) anti-HNRNPA2 (Cell Signaling, 9304), anti-FLAG-HRP (A8592; Sigma), anti-influenza A M1 (P. Palese laboratory), and anti-influenza A H1N1 HA (ThermoFisher Scientific, PA5-20713). Gradient gels (4%-12%) were used according to the molecular weight of the proteins to be evaluated, followed by wet transfer on polyvinylidene fluoride membranes.
Immunoprecipitation
For the endogenous EXOSC10 IP, 4x10 7 cells were infected with FLAG-tagged PA influenza virus for 10 hr at a MOI of 3 (with a parallel mock condition). Cells were collected and lysed in cold lysis buffer (0.2% NP40, 50 mM Tris-HCl pH 7.5; 150 mM NaCl, 1 mM EDTA, protease and phosphatase inhibitors). Douncing and mild sonication (5 cycle 30'ON/OFF with Diagenode Bioruptor) were followed by centrifugation for 30' at 13K. The supernatant was pre-cleared with dynabeads (No Ab) for 2h at 4C. The pre-cleared extract was split into two IPs (EXOSC10 & IgG) and incubated with antibody-conjugated dynabeads overnight at 4 C. After 6 washes in Wash Buffer (0.2% NP40, 50 mM Tris-HCl pH 7.5, 200 mM NaCl, 1 mM EDTA), 2 extra washes were conducted in no-detergent wash buffer. Immunocomplexes were then eluted in 2X Laemmli sample buffer.
Chromatin Immunoprecipitation (ChIP)
The following antibodies were used: anti-EXOSC3 (ab156683; Abcam), anti-EXOSC10 (ab50558; Abcam), anti-DIS3 (PA5-34549; ThermoFisher Scientific), and anti-IgG (ab171870). ChIP experiments were conducted as described (Lee et al., 2006) . For experiments with ChIP followed by qPCR, crosslinking was performed for 10 min. For sonication, we used a refrigerated Bioruptor (Diagenode), which we optimized to generate DNA fragments of approximately 200-1,000 base pair (bp). Lysates were pre-cleared for 2 hr using the appropriate isotype-matched control antibody (rabbit IgG; Abcam). The specific antibodies were coupled with magnetic beads (Dynabeads M-280 Sheep Anti-Rabbit IgG; ThermoFisher Scientific) overnight at 4 C. Antibody-bound beads and chromatin were then immunoprecipitated overnight at 4 C with rotation. For FLAG-ChIP, chromatin was immunoprecipitated using anti-FLAG M2 magnetic beads (Sigma). After washing, reverse crosslinking was carried out overnight at 65 C. After digestion with RNase and proteinase K (Roche), DNA was isolated with a MinElute kit (QIAGEN) and used for downstream applications.
RNA Antisense Purification (RAP)
RAP experiments were conducted as described (Engreitz et al., 2015) . In short, A549 cells were first crosslinked with disuccinimidyl glutarate (DSG, Pierce) for 45 min at room temperature, washed with PBS, and crosslinked again with formaldehyde at 37 C for 10 min. Cells were lysed and sonicated to generate a model size distribution (100-4,000 bp). Lysates were pre-cleared with MyONE streptavidin C1 magnetic beads (Invitrogen) before addition of biotynlated ssDNA probes against the influenza NS1 segment. After a 3 hr incubation, MyONE streptavidin C1 magnetic beads were added for an additional 30 min to capture the probe-annealed target RNA. After washing, RNA was eluted and subjected to proteinase K treatment and reverse crosslinking for 1 hr at 65 C. RNA was purified using the RNA Clean & Concentrator À5 kit (Zymo Research).
DEFEND Sequencing 5 mg of DNase treated RNA was treated with 10U of Tobacco Acid Phosphotase (Epicenter) for 1.5 hr at 37 C to remove 5 0 -cap structures. Immediately after, 5 ml of freshly prepared Sodium Periodate was added to a final concentration of 500mM to block free 3 0 -OH ends of RNA. After incubating for 1.5 hr at 4 C, the reaction was stopped by adding 1/10 volume of 1M L-lysine and incubating at room temperature for an additional 10 min. Next, RNA was purified with 1.8X volume of AMPure XP beads (Beckman Coulter), and 10 mM barcoded RNA adapters (5 0 -GUU CAG AGU UCU ACA GUC CGA CGA UCN NNX XXX XXN NN À3 0 , Bioo Scientific; N = randomized bases; X = barcode adaptor) were ligated to the 5 0 ends of RNAs in an overnight ($16-18hrs) reaction at 16 C. Adaptor-ligated RNA was purified with 1.8X volume of AMPure XP beads, and up to six 1 mg samples with distinct 5 0 adaptor barcodes were pooled together. Ribosomal RNAs were removed from pooled samples using the Ribo-Zero Gold rRNA Removal Kit (Human/Mouse/Rat) (Illumina) according to the manufacturer's protocol prior to cDNA synthesis with 10 mM of a custom 3 0 primer (5 0 -AGA CGT GTG CTC TTC CGA TCT N*N*N*N*N*N*-3 0 , Bioo Scientific, N* = randomized bases) for 2 min at 65 C. Illumina adapters were added by PCR and PCR products were size-selected to a 200-400bp range using BluePippin 2% M1 gels (Sage Scientific). Following library validation on the Agilent Bioanalyzer, samples were sequenced on the Illumina HiSeq 2500 platform in a 100 bp single-end read run format.
Directional RNA-Sequencing 1 mg of DNase-treated RNA was depleted of rRNAs using the Ribo-Zero Gold rRNA Removal Kit (Human/Mouse/Rat) (Illumina) according to the manufacturer's instructions, and purified post-depletion with 1.6X volume AMPureXP beads. Barcoded directional RNA-Seq libraries were then prepared using the TruSeq Directional Library Prep kit (Illumina), per kit instructions. PCR products were purified with 1.8X volume AMPure XP beads and fragments of 300-500bp were size-selected using BluePippin 2% M1 gels (Sage Scientific). Afterward, libraries were sequenced on the Illumina HiSeq 2500 platform in a 100 bp single-end read run format.
Influenza Expression Constructs & Global Proteome Map
The complete coding sequence for each influenza polymerase subunit from H1N1 influenza virus A/California/07/2009 and H3N2 influenza virus A/Wyoming/03/2003 was cloned with a C-terminal 2xStrep tag into the multiple cloning site of pLVX-TetOne-Puro (Clontech) using Gibson assembly. Constructs were sequenced and confirmed to match the following reference sequences for H1N1 and H3N2, respectively: Polymerase acidic protein (PA), NC_026437.1 and EU097812.1; Polymerase basic protein 1 (PB1), NC_026435.1 and CY034114.1; Polymerase basic protein 2 (PB2), NC_026438.1 and EU268224.1. A 2x-strep tag alone or eGFP (coding sequence from GQ404376.1) were cloned analogously.
Lentiviral Transduction and Polyclonal Cell Line Generation
Lentiviruses were generated by co-transfection of 50% confluent HEK293T cells with 5mg of each of the pLVX-TetOne-Puro lentiviral plasmids described above, 3.34mg Gag-Pol packaging construct, and 1.66mg VSV-G envelope (pMD2.G, Addgene) in a 15cm dish using polyJet (SignaGen, according to the manufacturer's protocol). 48 hr after transfection, the supernatant was collected and replaced. 24 hr after the first harvest, the supernatant was collected again and combined with the first for a total volume of 50mL. Lentiviruses were subsequently precipitated at 4
C by incubation in a final concentration of 8.5% Poly(ethylene glycol) average Mn 6000 (PEG-6000) and 0.3M sodium chloride (NaCl) for 4 hr. Viruses were pelleted at 3500 RPM for 20 min in a spinning bucket rotor, suspended in 1mL 1xPBS, and aliquoted for storage at À80
C. To generate A549 polyclonal cells expressing each polymerase protein, 1 million A549 cells were seeded into T75 flasks and transduced with 250mL lentiviral concentrate. After 48 hr, the media was replaced and supplemented with 1 mg/mL puromycin. Cells were allowed to expand for 72 hr to select for successfully transduced cells. 200,000 cells were subsequently seeded into 6-well plates. One well was treated for 24 hr with 1 mg/mL doxycycline (Dox) to induce transgene expression prior to sample harvest. Cells were lysed in 2.5x Laemmeli sample buffer for immunoblot confirmation of inducible polymerase subunit expression (see Immunoblot protocol). Validated stocks were frozen in FBS +10% dimethyl sulfoxide (DMSO) and stored in liquid nitrogen for later use.
Immunoprecipitation of Viral Proteins
The eight polyclonal A549 cell lines generated above (six influenza virus baits, a vector control and an eGFP-expressing control) were thawed and each plated into six 15cm dishes. At 85% confluency, roughly 24 hr before harvest, the cells were treated with 1mg/mL Dox. 12 hr before harvest, 3 plates of each bait were treated with 1000U/mL interferon (Universal Type I IFN, PBL Assay Science). Prior to lysis, each plate of cells was rinsed with cold 1x phosphate buffered saline (PBS) and the cells removed from the plate surface by physical scraping in cold PBS. Cells were pelleted at 300xg for 5 min in a spinning bucket rotor and the supernatant removed. Each pellet was suspended in 1mL cold lysis buffer [50mM Tris-HCl, pH7.4, 150mM NaCl, 1mM EDTA, 0.5% nonyl phenoxypolyethoxylethanol (NP-40), 1x protease inhibitor cocktail (EDTA-free, Roche), 1x phosphatase inhibitor cocktail (PhosStop, Roche)] and rotated at 4 C for 30 min. To assist with lysis of the nuclear compartment, the lysates were frozen at À80 C and thawed prior to immunoprecipitation.
Lysates were cleared of cellular debris by centrifugation at 3500xg for 20 min. 50mL of cleared supernatant was added to 50mL 2.5x Laemmeli Reducing Sample Buffer as an 'Input' sample and heated at 95 C for 20 min. The remaining 950mL cleared supernatant was added to 550mL IP buffer (50mM Tris-HCl, pH7.4, 150mM NaCl, and 1mM EDTA) containing 20mL equivalent bead volume of StrepTactin Sepharose beads (IBA Lifesciences). Affinity tag binding proceeded with rotation at 4 C for 2 hr. Beads were pelleted by gentle centrifugation at 300xg for 3 min. 50mL of cleared supernatant was again removed to 50mL 2.5x Laemmeli Reducing Sample Buffer as an 'Unbound Flow Through' sample and heated at 95 C for 20 min. The remaining supernatant was discarded. The beads were washed twice in IP buffer containing 0.05% NP-40 and twice in IP buffer with no detergent. A 1mL syringe with 27-gauge needle was used to remove the last wash entirely.
Preparation of Peptides for Mass Spectrometry
Streptactin purified proteins were reduced and alkylated on beads with 20 uL reduction-alkylation buffer [50mM Tris-HCl, pH8.0, 2M Urea, 1mM Dithiothreitol (DTT), 3mM iodoacetamide] and incubated in the dark for 45 min with gentle shaking. An additional 3mM DTT was added to quench the reaction, and proteins were digested with 0.75mg trypsin (Invitrogen). Digests were allowed to proceed overnight at 37C.
The next day, the beads were pelleted by centrifugation at 300xg for 3 min. The peptide containing supernatant was removed using a gel-loading tip and transferred to a new tube. Formic acid was added to a final concentration of 1% to acidify the peptides. Peptides were desalted using Agilent OMIX C18 10mL tips according to the manufacturer's protocol with the following modifications. Briefly, tips were conditioned with 50% acetonitrile, 0.1% formic acid and then equilibrated by two rinses with 0.1% formic acid. Peptides were bound by repeated pipetting, rinsed twice in 0.1% formic acid, and eluted in 50% acetonitrile. A second elution in 90% acetonitrile was used to ensure complete recovery. Peptides were dried under vacuum centrifugation and suspended in 12mL of 3.0% acetonitrile, 0.1% formic acid.
Protein Identification by Liquid Chromatography Tandem Mass Spectrometry (LC MS/MS)
Digested peptides were subjected to LC-MS/MS analysis using an Easy-nLC 1000 coupled to a dual-pressure linear ion trap (Velos Pro) Orbitrap Elite mass spectrometer (Thermo Fisher Scientific, San Jose, CA). Online LC separation was performed using a 75mm x 25cm fused silica IntegraFrit capillary packed with 1.9mm Reprosil-Pur C18 AQ reversed-phase resin (Dr. Maisch-GmbH). Peptides were eluted by a gradient of 5% to 30% acetonitrile in 0.1% formic acid in 110 min delivered at a flow rate of 300 nL/minute. For each cycle, one full MS scan (150-1500 m/z, resolution of 120,000) in the Orbitrap was followed by 20 data-dependent MS/MS scans fragmented by normalized collision energy (setting of 35%) and acquired in the linear ion trap. Target ions already acquired in MS/MS scans were dynamically excluded for 20 s.
Raw MS files were analyzed by MaxQuant (Cox and Mann, 2008) version 1.3.0.3 and MS/MS spectra searched by the Andromeda search engine (Cox et al., 2011 ) against a database containing reviewed SwissProt human and influenza protein sequences (20,226 total) (UniProt Consortium 2015). All runs for a given bait were analyzed simultaneously to maximize the ''match between runs'' algorithm available on Maxquant. Multiplicity was set to 1 (as recommended for label free experiments) and a false discovery rate imposed to 0.01 for peptide and protein identification. Normalization of raw peptide intensities and protein level abundance inference were calculated using the linear mixed-effects model built into the MSstats R package version 3.3. 10 (Choi et al., 2014) . SAINTq (Teo et al., 2016) was used to assign scores to bait-prey interactions against the negative controls (GFP and empty vector) using peptide intensities as the input.
Proteins that appeared in only a single biological replicate were excluded from further analysis, as were proteins that appeared in more than 7 samples (i.e., appeared reproducibly with more than one bait with one). Proteins were then ranked by SAINTq score. All proteins with a SAINTq score > 0.3 are depicted in network format with each node representing a significantly enriched prey (visualized with Cytoscape (Shannon et al., 2003) ).
QUANTIFICATION AND STATISTICAL ANALYSIS
Quantitative PCR assays The statistical significance of all pairwise comparisons in qPCR assays' change in cycling threshold (DC T ) values was determined with a two-tailed Student's t test under the assumption of equal variances between groups. We did not find significant differences (false discovery rate, q < 0.05) between contrast groups in Levene's tests of equality of variances, or departures from normality as assessed by Shapiro-Wilk tests. A Holm-Bonferroni test was used for multi-comparison sequential corrections. Data are shown +-SD.
Complex enrichment scoring
The Fold Complex Enrichment (FCE) was calculated to determine whether specific complexes were enriched among prey for a given bait. The FCE is the number of prey proteins detected for a particular complex over the number expected by random sampling of the A549 proteome. To assess whether the FCE was statistically significant, p values were computed using a hypergeometric test. Only complexes with at least five 5 members (Num) were considered for which we had to have identified at least 2 members (Obs). The fold enrichment observed relative to expected (Exp) was calculated alongside the fold enrichment observed in the mock samples (eGFP and vector). Complexes found to be enriched in the mock samples were removed from further analysis and the top seven complexes with FCE scores greater than 2.5 were reported alongside the p values. Complex members that score singly as significant interactors were circled in red alongside the name of the associated complex. As complex enrichment takes into account the complete prey universe for a bait, not all complexes have a corresponding subunit found significant when considered singly.
Disease-intersection analysis
Enrichment analysis of disease-associated genes was performed using gProfileR (Reimand et al., 2016) against the OMIM database. We used the set of proteins uniquely identified for each virus protein in the AP-MS experiment (not found in the negative controls, GFP and empty vector). The searched lists consisted of 380, 107, and 56 genes for PA, PB1, and PB2 respectively. Only diseases significantly enriched (p value < 0.05) are shown. Disease-genes annotated as ''neurodegenerative'' are highlighted.
Identification of cellular transcript origins for capsnatch events
To uniformly identify host-and virus-derived 5 0 RNA sequences, full-length adaptor-trimmed reads were mapped to the human (hg19) and viral (IAV) reference genomes using TopHat 2.0.12 (Trapnell et al., 2009 ) and Bowtie 1.0.1 (Langmead et al., 2009 ) with the corresponding gene annotations (Gencode GRCh37/V19-Ensembl74 for the human genome). To identify hybrid viral mRNA sequences, the first 20 nucleotides of each read were first masked prior to mapping to viral reference genomes using the same strategy. Hybrid reads were then identified as those masked reads mapping to the positive strand of a viral genome segment, with a start coordinate less than 20bp from the segment start. For comparison of capsnatched sequences to human 5 0 RNA sequences and attribution of capsnatch origin, a dictionary of unique human RNA 5 0 ends (9-16bp) and their genes of origin was first built based on full-length reads mapped to the human genome. Each mapped read was associated to the closest gene transcription start site (TSS) up to a maximum distance of 500bp. Host-derived capsnatch sequences were then matched to the host 5 0 end sequence dictionary and assigned a gene and TSS of origin.
Differential gene expression analysis of RNA-Seq data After adaptor removal with cutadapt (Martin, 2011) and base quality trimming to remove 3 0 read sequences if more than 20 bases with Q < 20 were present, paired-end reads were mapped to the mouse (mm10) reference genome using STAR (Dobin et al., 2013) and strand-specific cellular and viral gene count summaries were generated using featureCounts (Liao et al., 2014) . Raw read counts were combined into a numeric matrix, with genes in rows and experiments in columns, and used as input for differential gene expression analysis with the Bioconductor Limma package (Ritchie et al., 2015) after removing genes with less than 50 total reads across all samples or of less than 200 nucleotides in length. Normalization factors were computed on the filtered data matrix using the weighted trimmed mean of M-values (TMM) method, followed by voom (Law et al., 2014) mean-variance transformation in preparation for Limma linear modeling. Pairwise comparisons were performed between treatment groups and eBayes adjusted p values were corrected for multiple testing using the Benjamin-Hochberg (BH) method and used to select genes with significant expression differences (q < 0.05).
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