J. F. Fontanari (1,* ) and W. K. Theumann (2) (1) Division Abstract. 2014 The effects of storing p statistically independent but effectively correlated patterns in the Hopfield model of associative memory are studied. This leads us to propose a local learning rule which by enhancing the differences among the patterns allows the network to store them with an efficiency comparable to nonlocal learning rules.
J. Phys. France 51 (1990) The statistical mechanics analysis of feedback, fully connected, neural networks has made possible to unveil a variety of interesting features of these systems which would have been hard to detect solely through numerical simulations [1, 2] . The most studied neural network is the Hopfield model of associative memory : the states of the neurons are represented by Ising spins, Si = + 1 (active) or Si = -1 (passive) and the system of N interacting neurons is governed by the Hamiltonian [3] The stored patterns {gr = ± 1 , £ = 1, . In this approach the neural network is viewed as a system of Ising spins in contact with a heat bath which simulates the biological synaptic noise. The tools developed for infinite range spin-glasses [4] allow an analytical study of the equilibrium properties of neural networks [1, 2] . It has been shown that there exist so called mixture states, i. e . states that are linear combinations of the stored patterns, in which m has several macroscopic, 0(1), components [1] . That [5] where the nonlocality is due to the parameter a which stands for the average activity rate of the entire network. In section 4 we discuss our results and present some concluding remarks.
2. The generalized Hebb rule.
The design of associative memory models may be thought of as an optimization problem [6] . [7] , and some progress in this direction has already been made with correlated patterns [8] .
The thermodynamics of the Hamiltonian (2.1) has been fully studied by Amit et al. when the stored patterns are uncorrelated [1, 2] . This section focuses on the problems of using the generalized Hebb rule, equation (1.2) , to store correlated patterns.
Since the diagonal term in (2.1) does not affect the thermodynamics, we can straightforwardly take the average free energy density from reference [5] The signs of these eigenvalues determine the local stability of the symmetric solutions.
In the limit T -&#x3E; 0 one finds q = 1 -prob (z. = 0) and Q .-a 2 -prob (z. = 0 where Ji, is a local learning rule given by Notice that going from equations (3.1) to (3.2) we have omitted the diagonal term lii since it plays no role in the statistical mechanics analysis of the model. However, it does affect the dynamical properties in a nontrivial way [11] and, to avoid future ambiguities, we define the model by equations (3.2)-(3.3) .
The thermodynamics of the Hamiltonian (3. [16] .
It should be remarked that the results of section 2 could be attributed to the statistical independence of the biased patterns e e e "&#x3E; = e e&#x3E; e "&#x3E; = a 2 instead of to a true correlation effect. We believe this is not the case since those results agree with the intuitive expectation that the correlations should favour the symmetric mixture state and this preference should be enhanced in the presence of noise. Further evidence is provided by comparing our results for p = 2 with the results of reference [13] where e,"&#x3E; = V) = 0 and ( e &#x3E; = Q. The equations there are reduced to equations (2.17) when one replaces Q by a2. Among the advantages of the leaming rule equation (1.8) over equation (1.9) are the absence of the symmetric mixture state and the applicability to any set of correlated patterns without earlier knowledge of the correlations. To compare these two learning rules in the limit of non-zero a -p/N we have run simulations for a = 0.1 (N = 200 ) and measured the retrieval overlap ml as a function of a. Rule (1.9) has only a retrieval overlap z 10 % greater for any value of a. However a definitive comparison must rely upon analytical results for the non-zero « limit of both models which is beyond the goals of this paper.
