This paper studies intersections of principal blocks of a finite group with respect to different primes. We first define the block graph of a finite group G, whose vertices are the prime divisors of |G| and there is an edge between two vertices p = q if and only if the principal p-and q-blocks of G have a nontrivial common complex irreducible character of G. Then we determine the block graphs of finite simple groups, which turn out to be complete except those of J 1 and J 4 . Also, we determine exactly when the Steinberg character of a finite simple group of Lie type lies in a principal block. Based on the above investigation, we obtain a criterion for the p-solvability of a finite group which in particular leads to an equivalent condition for the solvability of a finite group. Thus, together with two recent results of Bessenrodt and Zhang, the nilpotency, p-nilpotency and solvability of a finite group can be characterized by intersections of principal blocks of some quotient groups.
Introduction
Let G be a finite group and p, q two primes. The question of when a p-block of G is also a q-block of G was studied by Navarro and Willems in [NW97] . This led to the investigation of block distributions of complex irreducible characters of a finite group with respect to different primes. For instance, Bessenrodt, Malle and Olsson [BMO06] introduced the concept of block separability of characters, and Navarro, Turull and Wolf [NTW05] discussed solvable groups that are block separated. In a series of papers, Bessenrodt and Zhang generally investigated block separations, inclusions and coverings of characters of a finite group, see [BZ08] and [BZ11] . Motivated by their work, we investigate block separations of characters from a graph-theoretical point of view.
Let Irr(G) be the set of complex irreducible characters of G, and denote by B 0 (G) p the principal p-block of G and by Irr(B 0 (G) p ) the set of complex irreducible characters of G contained in B 0 (G) p . By the definition, an equivalent statement of [BZ08, Theorem 4 .1] is that the block graph of a finite group consists of isolated vertices if and only if the group is nilpotent. So, for nonnilpotent {p, q}-groups, their block graphs are always of the form •
• . Our first main result is to determine the block graphs of finite nonabelian simple groups, which turn out to be seemingly opposite to the situation for nilpotent groups. Theorem 1.2. The block graph of a finite nonabelian simple group S is complete except when S = J 1 (resp. J 4 ), in which case only the primes p = 3 and q = 5 (resp. p = 5 and q = 7) are not adjacent in the block graph of S.
Note that the block graphs of alternating groups and sporadic simple groups are known according to [BZ08, Propositions 3.2 and 3.5]. Therefore, in order to prove Theorem 1.2, it remains to determine the block graphs of simple groups of Lie type. Our strategy is to investigate the block distribution of unipotent characters based on the recent results of Kessar and Malle in [KM15] about Lusztig induction.
A problem related to the investigation, which is motivated by [Hi10] and [SL13] , is to make sure exactly when the Steinberg character of a finite simple group of Lie type lies in a principal block. This is controlled by regular numbers introduced in Definition 2.5. Theorem 1.3. Let S be a finite simple group of Lie type defined over a finite field F q of characteristic p, and let ℓ be a prime different from p. Write e = e ℓ (q) := multiplicative order of q modulo ℓ if ℓ is odd, modulo 4 if ℓ = 2,
and view the Tits group as a sporadic simple group. Then the Steinberg character of S lies in the principal ℓ-block of S if and only if e is a regular number of S.
We would like to mention that both irreducible constituents of the restriction of the Steinberg character of the group 2 F 4 (2) to the Tits group 2 F 4 (2) ′ lie in the the principal 3-, 5-and 13-blocks of 2 F 4 (2) ′ . So Theorem 1.3 also holds if S = 2 F 4 (2) ′ in some sense.
Inspired by Brauer's problem [Br79] of finding the relations between the properties of the p-blocks of characters of a finite group G and structural properties of G, we apply Theorem 1.2 to obtain the following criterion for the p-solvability of a finite group from a local viewpoint of its block graph.
Theorem 1.4. Let G be a finite group and p a prime divisor of |G|. If the block graph of G has no triangle containing p, then G is p-solvable.
Table 1: Discrete cases of S and r S A 5 (2) B 3 (2) ∼ = C 3 (2) D 6 (2) 2 A 3 (2) ∼ = U 4 (2) G 2 (3) F 4 (2) 2 F 4 (2) ′ r 31 7 7 5 13 17 13
An application of Theorem 1.4 and the celebrated Feit-Thompson theorem leads to an equivalent condition for the solvability of a finite group. This implies that, together with results of Bessenrodt and Zhang [BZ08, Theorem 4 .1] and [BZ11, Theorem 2.3], the nilpotency, pnilpotency and solvability of a finite group can be characterized by intersections of principal blocks of some quotient groups.
Theorem 1.5. Let G be a finite group and S(G) the largest normal solvable subgroup of G. Then G is solvable if and only if the block graph of G/S(G) has no triangle containing 2.
Proof. It suffices to show the "if" part. Suppose that the block graph of G/S(G) has no triangle containing 2. By Theorem 1.4 and the Feit-Thompson theorem, we have that G/S(G) is solvable, hence G is solvable.
The proof of Theorem 1.4 reduces to finding a triangle in the block graph of an almost simple group corresponding to the centralizer of some Sylow subgroup of a simple group S in the automorphism group A of S. Let A 0 be the subgroup of A generated by S and its diagonal automorphisms, and let A 0 be the subgroup of A generated by A 0 and all the graph automorphisms of S. Notice that L 3 (2) ∼ = L 2 (7). Theorem 1.6. Let S be a finite simple group of Lie type defined over a finite field F q , where q = p f . Let r be a prime and R ∈ Syl r (S). Then (1) The group S and the prime r are as listed in Table 1 or 2. (2) S = A 1 (q) and q + 1 does not have a Zsigmondy prime, and r is any prime divisor of 2(q − 1).
(ii) C A (R) ≤ A 0 if one of the following occurs:
(3) S = A 2 (4) and r = 7, S = B 2 (8) and r = 7, or S = B 2 (2 f ) (2 f = 2, 8), and r is a Zsigmondy prime of 2 f + 1 with respect to (2, 2 f ).
, and r is a Zsigmondy prime of 3 f + 1.
We mention here that the p-part of the centralizer of a Sylow p-subgroup of a simple group S in the automorphism group of S for an odd prime p is known based on [Gr82, Theorem A]. However, our situation has to focus on the p ′ -part of the centralizer, in which case inner automorphisms and graph automorphisms of the simple group cause extra difficulties.
The outline of this paper can be stated as follows. In Section 2, we collect some preliminaries about connected and finite reductive groups including Sylow e-tori, e-split Levi subgroups and regular numbers, principal blocks of finite groups and their normal subgroups, and Lusztig induction and restriction of characters.
In Section 3, we determine block graphs of finite simple groups of Lie type and prove Theorem 1.2. In Section 4, we prove Theorem 1.3 using a property of centralizers of Sylow subgroups and values of Steinberg characters.
In Section 5, we prove Theorem 1.6 by separately considering simple groups with or without graph automorphisms. In Section 6, we apply results in Section 5 to prove Theorem 6.1 stating that block graphs of almost simple groups have a triangle. In Section 7, we prove Theorem 1.4 using a reduction to almost simple groups.
Preliminaries

Connected and finite reductive groups
When determining block graphs of finite simple groups of Lie type, a feasible way is to investigate unipotent characters from Lusztig induction which is compatible with block theory in a certain sense. Here we collect some terminology, notation and basic facts from [MT] and [BMM93] about connected and finite reductive groups that are needed in the sequel.
Let G be a simple algebraic group over an algebraic closure F p of characteristic p > 0 and F be a Steinberg endomorphism of G with finite group of fixed points G F . The group G F is often called a finite reductive group or a finite group of Lie type, and has close relationship with finite simple groups of Lie type.
Specifically, except for the Tits group 2 F 4 (2) ′ , a finite simple group of Lie type defined over a finite field of characteristic p can be obtained as the quotient G F /Z(G F ) for some simple simplyconnected algebraic group G over an algebraic closure F p and a Steinberg endomorphism F of G. In this way, if we denote by π : G → G/Z(G) the natural epimorphism, then π commutes with F so that it induces an injection from S to A 0 , where A 0 = (G/Z(G)) F . In particular, we have S = O p ′ (A 0 ) and A 0 is exactly the group generated by S and its diagonal automorphisms.
We choose and fix an F-stable maximal torus T of G, so that the normalizer N G (T) of T in G is also F-stable. Let X be the character group of T and Y be the cocharacter group of T, and write Φ ⊆ X (resp.Φ ⊆ Y ) for the set of roots (resp. the set of coroots) associated to G. The quadruple (X , Φ,Y,Φ) is called a root datum. Notice that the Steinberg endomorphism F acts on V := Y ⊗ Z R as qφ for some automorphism φ of Y of finite order. Let s α be the reflection associated to α ∈ Φ, and let s ∨ α be the adjoint of s α . The Weyl group W G of Φ is the subgroup of Aut(Y ) generated by all s ∨ α for α ∈ Φ. The quintuple G = (X , Φ,Y,Φ,W G φ ) is called the generic reductive group associated to the triple (G, T, F), and the polynomial
is called the generic order of G, where r is the rank of Proof. Statements (1) − (3) directly follow from their definitions. For (4), let S be an e-torus of G and S 1 ⊆ S an F-stable torus. By [CE, Theorem 13 .1], there is a unique "polynomial order" P (S,F) (x) ∈ Z[x], which is indeed Φ e (x) a for some a ≥ 0, associated to S such that |S F | = P (S,F) (q). Furthermore, we have
. Hence P (S 1 ,F) (x) = Φ e (x) a 1 for some a 1 ≤ a, which says that S 1 is an e-torus.
We now prove (5). Let S be a Sylow e-torus such that L = C G (S) and |S F | = Φ e (x) a for some a ≥ 0. Let T be an F-stable maximal torus of L. Since T is self-centralizing in L, and [S, T] = 1, it follows that S ⊆ T. By [CE, Proposition 13.5], S is the unique Sylow e-torus in T.
Recall that a maximal torus of G F is T F for some maximal torus T of G. 
Sylow subgroups of simple groups of Lie type
Recall that if p is a prime and t, n are integers greater than 1, then p is a Zsigmondy prime divisor of t n − 1 if p divides t n − 1, but p does not divide t m − 1 for 0 < m < n. Clearly, p is a Zsigmondy prime divisor of t n − 1 if and only if p | Φ n (t), but p does not divide Φ m (t) for 0 < m < n. The well-known Zsigmondy's Theorem asserts that for any n,t > 1, t n − 1 has a Zsigmondy prime divisor unless (n,t) = (6, 2) or n = 2 and t has the form 2 e − 1 for some integer e (see [Zsi] ).
Simple groups of Lie type are usually partitioned into 16 families, and their orders can be found in [GLS3, Table 2 .2]. Let S be a finite simple group of Lie type defined over a finite field F q , where q = p f . Hence S = O p ′ (A 0 ), where A 0 is the group of fixed points of a simple algebraic group of adjoint type by a Steinberg endomorphism. For the purpose of convenience, Table 2 collects some related data about S. The number d is the index |A 0 : S|, and T is a cyclic subgroup of S which corresponds to a maximal torus of A 0 . The order of each T in Table 2 is as in [GM12, Tables 6 and 7 ]. The group T e is a Sylow Φ e -subgroup of T , with e a regular number of S, as listed in [Sp09, Tables 1 and 2 ] and [Sp10, Table 1 ].
Assume that |T e | has a Zsigmondy prime r. Then S has a Sylow r-subgroup, say R, contained in T e . In Table 2 , we collect some useful data to us, where the order of N A 0 (R)/C A 0 (R) follows from [DR14, Lemma 2.7], [GM12, Tables 6 and 7 ] and the regularity of e. 
n > 1 even and (n, q) = (2, 2) (n + 1, q + 1)
We assume r to be a Zsigmondy prime of |T e |.)
Characters and blocks
In this subsection we make some observations on principal blocks of a finite group and its normal subgroups. Our notation of character theory of finite groups mainly follows [Is] and [Nav] . In particular, if H is a subgroup of G, then χ H denotes the restriction of a character χ of G to H and θ G means the induction of a character θ of H to G. In addition, if g ∈ G, then H g = g −1 Hg and g H = gHg −1 . Sometimes we use g φ to denote φ (g) for φ ∈ Aut(G).
An important tool that we shall make use of is when the principal p-block of a normal subgroup is uniquely covered by the principal p-block of the top group. Thus we often want to find primes for which we can produce a unique cover for the principal block of a normal subgroup. The following two results provide criteria to ensure that the principal block of a normal subgroup is uniquely covered by the principal block of the top group. 
Proof. As
B 0 (G) p is the unique block of G covering B 0 (N) p , it follows from [Nav, Theorem 9.4] that for any φ ∈ B 0 (N) p all the irreducible constituents of φ G lie in B 0 (G) p . As r is adjacent to p in Γ B (N), there exists some non-trivial irreducible character φ ∈ B 0 (N) p ∩ B 0 (N) r . Furthermore, as B 0 (G) r covers B 0 (N) r ,
Proof. This follows from [HK85, Corollary 2] and the fact that
Proof. Let B be a p-block of G covering b. By [Nav, Theorem 9.4] there exists an irreducible character χ of B such that χ, θ G = 0. Thus as both characters are irreducible, we have χ = θ G and so the block B must be unique.
Lusztig induction
Let G be a connected reductive algebraic group defined over F p and F a Steinberg endomorphism of G. Let e ≥ 1, and let L be an e-split Levi subgroup of
If in addition L is a Sylow e-split Levi subgroup, then all of its characters are e-cuspidal and we call (L, λ ) a Sylow e-cuspidal pair; such pairs are e-Jordan-cuspidal pairs (see [ 
are compatible with the block distribution of irreducible characters of finite reductive groups.
In the following, we recall Lusztig induction and restriction as well as some of their properties. Let L ≤ G be an F-stable Levi subgroup of G contained in a parabolic subgroup P, and let θ ∈ Irr(L F ). The Lusztig induction R G L⊆P (θ ) of θ is the virtual character of G F afforded by a virtual G F -module-L F in terms of ℓ-adic cohomology as in [DM, Definition 11.1]. As usual, we omit P from the notation when there is no need to emphasize it. When L is a maximal torus T of G, the irreducible constituents of R G T (1 T F ) are called unipotent characters. The adjoint functor of R G L⊆P is called Lusztig restriction and denoted by * R G L⊆P . Also, we usually omit P if possible. Two important basic facts for us are the following:
which is from the proof of [DM, Corollary 12.7], and
Note that both Lusztig induction and restriction have the property of transitivity. For more details, we refer to [DM] .
Block graphs of simple groups
In this section we investigate block graphs of finite nonabelian simple groups and prove Theorem 1.2. For alternating groups (except Alt(6)), sporadic simple groups and the Tits group, we also mention the block graphs of their automorphism groups for later use. Proof. This can be directly checked by using [GAP] . Also note that the result when G is a sporadic simple group was already observed in [BZ08, Proposition 3.5].
Thus, the remaining task in proving Theorem 1.2 is to determine the block graphs of finite simple groups of Lie type. This is done by finding some nontrivial unipotent characters in the intersections of principal blocks corresponding to different primes. Proof. Let L i be a Sylow e i -split Levi subgroup of G F for i = 1, 2.
We first assume G F is a classical group, so that G may be weakened to be an algebraic general linear, symplectic, or special orthogonal group defined over F q . In particular, the group G F is isomorphic to GL n (q),U n (q), Sp 2n (q), SO 2n+1 (q), or SO ± 2n (q) for some n. Note that by [FS86, Theorems (2A) and (3D)] there is a unique minimal 1 
It follows that there is no maximal torus of L i containing Sylow e 1 -and e 2 -tori of G F at the same time. So we may assume
and G F are of the same type and the rank of M 1 is smaller than d 2 , it follows that φ L 2 (q) is not a factor of |M 1 |. By the choices of φ L 1 (q) and φ L 2 (q), this implies that there is no maximal torus of L 1 containing Sylow e 1 -and e 2 -tori of G F at the same time.
We claim that there is also no maximal torus of L 2 containing Sylow e 1 -and e 2 -tori of G F at the same time. Let
and is a factor of |M 2 | then since a 1 is obviously greater than a ′ 1 , we conclude that in this case there is no maximal torus of L 2 containing Sylow e 1 -and e 2 -tori of G F at the same time. We now suppose that φ L 1 (q) divides φ L 2 (q). In particular, we have d 1 | d 2 . Observe that for any maximal torus T 2 of L 2 , the exponent of the factor φ L 1 (q) in |T 2 | is at most a 2 + a ′ 1 , which is smaller than a 1 . It follows that there is no maximal torus of L 2 containing Sylow e 1 -and e 2 -tori of G F at the same time, as claimed. Hence the lemma holds if G F is of classical type.
We now assume that G F is of exceptional type. The structure of Sylow e i -split Levi subgroups of G F can be found in [BMM93, Table 1 ] or the library of CHEVIE [GH+96] . So it is easy to see that the lemma holds in this case, and we are done. Proof. By the main theorem of [Hi10] , if S is one of 3 D 4 (q), 2 B 2 (q), 2 F 4 (q) or 2 G 2 (q) and if ℓ is a prime dividing |S| with ℓ = p, then the Steinberg character St of S lies in the principal ℓ-block of S. We can then assume that S is not any of those groups in the following. In particular, F is not very twisted. 
) have a nontrivial common irreducible constituent. Thus the lemma follows. Finally, combining Propositions 3.1, 3.2 and 3.5, we immediately get Theorem 1.2, which we restate here. 
Steinberg characters in principal blocks
In this section we prove Theorem 1.3, which gives a characterization of exactly when the Steinberg character of a finite simple group of Lie type lies in a principal block. We start with a result about the p-part of the centralizer of some Sylow subgroup. Proof. Write e = e ℓ (q). By [MT, Theorem 25 .11], we may take a Sylow e-torus S of G. Let L = C G (S)
Write W = N G (T)/T. By [DM, Proposition 1.6], there is some S I = {s α | α ∈ I ⊆ Π} ⊆ S such that P = BW S I B, where W S I is the subgroup of W generated by S I . Let Φ I be the set of roots which are in the subspace of X (T) ⊗ R generated by I. Then I is a basis of Φ I , and L is exactly the subgroup of G generated by T and the root subgroups U α := {x α (t) | t ∈ F q } with α ∈ I.
If I = / 0, then L = T and so e is a regular number of S. Hence we assume that I = / 0 in the following.
Let Φ I ⊥ ⊆ Φ be the set of roots orthogonal to all the roots corresponding to L, and W (L, T) ⊥ be the subgroup of W generated by the reflections associated with
Also, since the lemma obviously holds if V = 1, we may assume that V = 1. In particular, Φ ⊥ I = / 0. By [DM, Proposition 2.2], the intersection B l = L ∩ B is a Borel subgroup of L. Let B l,0 be an F-stable Borel subgroup of L. We claim that the unipotent radical R l,0 := R u (B l,0 ) can be generated by some elements of the root subgroups U α with α ∈ Φ I . Indeed, we may take h ∈ L such that B l,0 = h B l . In particular, R l,0 = h R u (B l ). By [DM, Proposition 1.7], we have h = vnv ′ , where v and v ′ are products of elements of some U α 's and n ∈ N L (T). Since R u (B l ) can be generated by elements of some U α 's with α ∈ Φ I and n U α = U α ′ for some α ′ ∈ Φ I , the claim follows.
For every α ∈ Φ I , β ∈ Φ ⊥ I and t ∈ F q , we claim that if s β = n β T then n β u α (t)n β = u α (t). In fact, by [Spr74, §9.2.1] we have that
for some constant d β ,α . However, since (α, β ) = 0 and the β -string (α − cβ , . . . , α + bβ ) through α is just (α), we have d β ,α = 1 by [Spr74, Lemma 9.2.2 (i)]. Hence the claim follows. Now for each α ∈ Φ I , since U α centralizes n β for every β ∈ Φ ⊥ I , which implies that 
where C G (s) • is the connected component of C G (s) and ε G = (−1) r(G) with r(G) the F q -rank of G.
We are now ready to prove Theorem 1.3, also restated here. 
If e is a regular number for S, then L is equal to some maximal torus T of G, and
Hence St G F lies in the principal ℓ-block of G F . Since the Steinberg character St G F is the inflation of the Steinberg character St of S, it follows that St lies in the principal ℓ-block of S. Conversely, assume that e is not a regular number. By [KM15, Lemma 3.17], we have e ≥ 3. In particular, ℓ ≥ 5. By Proposition 4.1, there exists a nontrivial p-element x ∈ C G F (R) such that R ≤ C G F (x). Hence we have, by Equation (4.1),
This means that St G F does not lie in the principal ℓ-block of G F , and thus St does not lie in the principal ℓ-block of S.
Centralizers of Sylow subgroups
Here we investigate the centralizer of a Sylow subgroup of a simple group of Lie type in the automorphism group of that simple group. As is well known, the automorphism group of a finite simple group S of Lie type of characteristic p is generated by inner automorphisms, diagonal automorphisms, field automorphisms and graph automorphisms. For purpose of convenience, we will identify Inn(S) with S. As before, let A 0 be the subgroup of A = Aut(S) generated by S and its diagonal automorphisms. In addition, we write A 0 for the subgroup of A generated by A 0 and all the graph automorphisms of S.
Our main purpose of this section is to prove Theorem 1.6, which is indeed the combination of Proposition 5.2, Lemmas 5.3-5.6 and Corollary 5.9.
Simple groups without graph automorphisms
Here we investigate the centralizer of a Sylow subgroup of a simple group S of Lie type in a subgroup of Aut(S) generated by S, its diagonal automorphisms and field automorphisms. Table 2 has a Zsigmondy prime r, and let R ∈ Syl r (S). If φ is a field automorphism of S, then C A 1 (R) ≤ A 0 , where
Proof. Let G be a simple algebraic group of adjoint type over F p , and F a Steinberg endomorphism of G such that A 0 = G F and S = O p ′ (A 0 ). By the assumption, we know that R is cyclic and also a Sylow r-subgroup of A 0 . Let T ⊂ B be an F-stable maximal torus inside an F-stable Borel subgroup of G so that
We may assume there is some 1 ≤ k < f such that φ ′ maps x α (t) to x α (t p k ) for all α and t ∈ F * p . Note that T is generated by elements h α (t), where α runs through all simple roots of G. It follows that φ ′ induces a power map on T via u φ ′ = u p k for u ∈ T. In particular, we have
Since B is generated by T and root subgroups U α for all positive roots α of G by [DM, Theorem 0.31 (v)], it is also φ ′ -stable. Considering the endomorphisms F and φ ′ of G, we have
So by [MT, Propositions 25.1 and 23.2], we may assume that h(φ
Therefore, the order m of the automorphism induced by the conjugation of gn Table 2 has a Zsigmondy prime, then we let r be this prime; otherwise, either S = B 3 (2) ∼ = C 3 (2), 2 A 3 (2) or S = A 1 (q) and q + 1 does not have a Zsigmondy prime, in which cases r is 7, 5 or any prime divisor of 2(q − 1), respectively.
Proof. We first suppose S = A 1 (q) ∼ = L 2 (q) so that |A 0 : S| = (2, q − 1). If q + 1 has a Zsigmondy prime r, then by Lemma 5.1, we have C A (R) ≤ A 0 , where R ∈ Syl r (S). For the case that q + 1 does not have a Zsigmondy prime, it follows from Zsigmondy's Theorem that q = 2 k − 1 for some k ∈ N. (Notice that q = 2 3 + 1 = 9 does not occur since otherwise q + 1 = 10 has a Zsigmondy prime 5, a contradiction.) By [BM85, Lemma 2.4(a)], q = p is a Mersenne prime so that f = 1, A 0 = A, and the conclusion obviously holds.
We now suppose S ∼ = A 1 (q). The results follows by Lemma 5.1 if the |T e | in Table 2 has a Zsigmondy prime. In the remaining cases, we have S = A 5 (2), B 3 (2) ∼ = C 3 (2), D 4 (2), or 2 A 3 (2). (Notice that 2 A 2 (2) is solvable.) Since S has no graph automorphism, we have S = B 3 (2) ∼ = C 3 (2) or 2 A 3 (2). Thus, the proposition holds since A = A 0 in both cases.
Simple groups with a graph automorphism, I
Here we investigate the centralizer of a Sylow subgroup of a simple group S in the automorphism group A of S, where S has a graph automorphism and is one of the groups A n (q) (n > 1), D n (q) (n ≥ 4), E 6 (q) or F 4 (q) (q = 2 f ).
Lemma 5.3. Let S = A n (q), where q = p f . Suppose that (n, q) = (2, 4). Let r be a prime divisor of |S| satisfying the following: if the order |T n+1 | in Table 2 has a Zsigmondy prime then r is this prime; otherwise (n + 1, q) = (6, 2) and r = 31. Then C A (R) ≤ A 0 , where R ∈ Syl r (S).
Proof. In order to prove the lemma, it suffices to show that C A 0 α (R) ≤ A 0 for any α ∈ A = Aut(S).
Let G be a simple algebraic group of adjoint type defined over F p and F a standard Frobenius morphism of G such that S = O p ′ (G F ). In particular, we have A 0 = G F . Notice that α extends to an automorphism of A 0 and an endomorphism of G. By Lemma 5.1, we may assume α is not a field automorphism, so that n ≥ 2 since L 2 (q) has no graph automorphism. Then we have α = gσ i for some g ∈ A 0 and σ i = 2 σ p i with i odd and 1 ≤ i ≤ f − 1, where 2 σ p i (x α (t)) = x Γ(α) (t p i ) for α ∈ Φ and Γ is the automorphism of the Dynkin diagram of G, as listed in [BGL77, Table2] . Now the proof of [MT, Theorem 11.12] shows that σ i can be viewed as a morphism of G which is the product of the field automorphism σ p i such that σ p i (x α (t)) = x α (t p i ), the inverse- diag(1, −1, 1, −1, . . 
.).
Assume S ∼ = A 5 (2). Since R ⊆ T n+1 = x lies in a maximal torus of G, there is h ∈ G such that x h −1 = diag(λ , λ q , . . . , λ q n ), where λ is a primitive q n+1 −1 q−1 -th root of unity. Then we have
We claim that λ −p i ∈ {λ , λ q , . . . , λ q n }. Otherwise, assume that λ −p i = λ q m for some 0 ≤ m ≤ n.
, and so i = 0, m = n = 1, which is a contradiction. Hence the claim holds. This implies that x α is not conjugate to x in G. In particular, x α is not conjugate to x in A 0 . Now we put m = (
q−1 ) r ′ and y = x m so that R = y . As argued above, we have
and then we may conclude that y α is not conjugate to y in A 0 . Finally, let S = A 5 (2). In this case, we may assume y is a generator of R such that y is G-conjugate to diag(σ , σ q , . . . , σ q 4 , 1), where σ is a primitive 31st root of unity. Using a similar argument as above, we get that C A (R) ≤ A 0 , finishing the proof.
Lemma 5.4. Let S = D n (q) with n ≥ 4. Let r be a Zsigmondy prime of Φ n as in Table 2 unless q = 2 and n = 6, in which case let r = 7.
Proof. If (n, q) = (6, 2), then A = SO + 12 (2) and the result can be checked directly by [GAP] . In the following we assume (n, q) = (6, 2).
Let G be a simple algebraic group over F p of adjoint type and F the standard Frobenius morphism of G such that
We may write R = x , where x = X 1 X 2 , X 1 ∈ PSL n (q) of order (q n − 1) r and X 2 = K n X −tr 1 K n . Let Θ be the subgroup of A generated by the graph automorphism and the field automorphisms of S. In order to prove the lemma, it suffices to show that for any a 0 ∈ A 0 and any µ ∈ Θ of prime order, the product a 0 µ does not centralize R.
We first assume µ is the graph automorphism of S so that by [MT, Exercise 20.1 and Example 22.9], it can be induced by the conjugation of
which is in GO 2n (q)\SO 2n (q) if q is odd and SO 2n (q)\SO 2n (q) ′ if q is even.
Assume a 0 ∈ A 0 such that x a 0 g = x. Notice that C := C GL 2n (q) (x) is a maximal torus of order (q n − 1) 2 and consists of elements having the form
, where M 11 ∈ T 1,n , M 22 ∈ T 2,n , and T 1,n and T 2,n are two Singer cycles of GL n (q). Furthermore, we have C ∩ CO 2n (q) ⊆ SO 2n (q) since now M 22 = K n M −1 11 K n . In addition, if q is even then from the oddness of the order |C|, we know that C ∩ SO 2n (q) ⊆ SO 2n (q) ′ . However, it follows that a 0 ∈ GO 2n (q)\SO 2n (q) if q is odd and in a 0 g ∈ SO 2n (q)\SO 2n (q) ′ if q is even, contradicting the choice of a 0 .
We now assume that µ is a field automorphism or the product of a field automorphism and the graph automorphism of S. Comparing the eigenvalues of x a 0 µ and x, we conclude that x a 0 µ = x. Thus C A (R) ≤ A 0 , and we are done.
Lemma 5.5. Let S = E 6 (q), where q = p f . Let r be a Zsigmondy prime of Φ 9 as in Table 2 , and R ∈ Syl r (S).
Proof. Let α ∈ A\A 0 and A 1 = A 0 α . In order to prove the lemma, it suffices to show that C A 1 (R) ≤ A 0 for each α of prime order.
Let (G, F) be the F γ -set-up for S, and let Fig. 6] , maximal subgroups of G F containing a Sylow r-subgroup of G F are all isomorphic to SL 3 (q 3 ).3 and conjugate in G F . Let M be one of them such that N A 0 (M) contains C A 0 (R), and let M 1 be the normal subgroup of M such that M 1 ∼ = SL 3 (q 3 ). Clearly, we have
In particular, after replacing α by the product of some x ∈ A 0 and a power of α, we may assume that α normalizes M and M 1 . It follows that Proof. The result directly follows from Lemma 5.1 if p is odd, in which case S has no graph automorphisms. So we may assume that p = 2 in the following. Then Aut(S) is the semi-direct product of S and δ , where δ is the automorphism of S induced by the graph automorphism of the corresponding Dynkin diagram, and squares to the field automorphism x → x 2 . Since the case where S = F 4 (2) can be directly checked by the character table of Aut(F 4 (2)) in [GAP] , we assume q > 2 in the following. In order to show that C A (R) ≤ S, it is equivalent to show that C S δ i (R) ≤ S for any i ∈ Z. Also, it is equivalent to show that C S δ i (R) ≤ S for any δ i of prime order. If f is even, then all the automorphisms δ i of prime order are field automorphisms of S. Hence the result follows by applying Lemma 5.1. Now we suppose that f is odd. It is easy to see that all the automorphisms δ i of odd prime order are field automorphisms of S. Hence the result also follows by applying Lemma 5.1. So it remains to show that C S δ f (R) ≤ S. In this case, we have |S δ f : S| = 2. Observe that C S δ f (R) is contained in some proper maximal subgroup of S δ f .
By [We92, Fig. 5 ], there are two S-conjugacy classes of maximal subgroups containing R. Moreover, all of them are isomorphic to 3 D 4 (q).3. If δ f normalizes such a maximal subgroup M, then all those maximal subgroups are conjugate in S δ f . Hence we may prove the lemma by applying Lemma 5.1 and a similar argument as in the proof of Lemma 5.5. We now assume that δ f normalizes none of those maximal subgroups. Then all of them are only in the maximal subgroup S of S δ f . Thus it follows that C S δ f (R) ≤ S, finishing the proof.
Simple groups with a graph automorphism, II
In this subsection we investigate the centralizer of a Sylow subgroup of a simple group S in the subgroup A 0 of the automorphism group of S generated by S and all of its field automorphisms, where S is one of the groups B 2 (q) (q = 2 f ) or G 2 (q) (q = 3 f ).
Lemma 5.7. Let S = B 2 (q) ∼ = O 5 (q), where q = 2 f > 2. Let r be a Zsigmondy prime of 2 2 f − 1 with respect to (2, 2 f ) unless f = 3, in which case let r = q − 1 = 7. If R ∈ Syl r (S), then
Proof. We may assume f = 1. In order to prove the lemma, it suffices to show that C S φ (R) ≤ S for any field automorphism φ of S of prime order.
We may first suppose that f = 3. Since the Weyl group of S is a 2-group and r is clearly odd, it follows from [BMM93, Proposition 5.2] that R is O 5 (q 2 )-conjugate to
q 2 and have order (q + 1) r }.
The field automorphism φ extends to O 5 (q 2 ), and we may assume that φ R 1 : R 1 → R 1 via t → t p k for some 1 ≤ k < f . In order to prove the lemma, it suffices to show that for any g ∈ O 5 (q 2 ), there is some t ∈ R 1 such that
and u 1 have different eigenvalues, which means that u φ 1 and u 1 are not conjugate in O 5 (q 2 ), as wanted.
We now let f = 3 and so r = 7. In this case, the Sylow 7-subgroup R is O 5 (q)-conjugate to
Similarly, we may assume that φ R 1 : R 1 → R 1 via t → t 2 and take u ′ 1 = diag(λ ′ , 1, 1, 1, λ ′−1 ) ∈ R 1 with λ ′ = 1. Checking eigenvalues of u ′φ 1 and u ′ 1 again, we conclude that they are not conjugate in O 5 (q), and we are done. Proof. We may assume f = 1. As in Lemma 5.7, it suffices to show that C S φ (R) ≤ S for any field automorphism φ of S of prime order.
Let (G, F) be the F γ -set-up for S and T 2 a Sylow 2-torus of G. Since φ is of prime order, we have f > 1. So we may assume that φ sends t ∈ T 2 to t p k for some integer 1 ≤ k < f . In addition, since the order of the Weyl group of S is 12 and r ≥ 5, we may assume that R is a Sylow r-subgroup of T F 2 by [MT, Theorem 25.14 (1)]. In order to show the lemma, it suffices to show that for any g ∈ S, there is some t ∈ R such that t φ g −1 = t, namely, t φ = t g . We now denote by ι an embedding of G 2 (q) into H = PΩ + 8 (q 2 ).
Notice that H has a field automorphism, also denoted by φ , mapping
Hence it is enough to show that for any g ∈ H, there is some t ∈ R such that ι(t) φ = ι(t) g .
Clearly, all eigenvalues of elements of T F 2 are in F * q 2 . There is h ∈ H such that
q 2 and have order q + 1}.
Let t ∈ R be such that
where α = ζ m , m = (q 2 − 1) r ′ and ζ is a generator of F * q 2 . In particular, φ (u) is H-conjugate to φ (ι(t)).
If φ (u) is H-conjugate to u, then φ (u) and u have the same eigenvalues. This implies α p k = α −1 , which is not possible because of the choice of r. Hence φ (u) and u are not conjugate in H, and we are done.
Corollary 5.9. Theorem 1.6 (ii) holds.
Proof. The case where S = A 2 (4) can be directly checked using [GAP] . For the other cases, the result follows by Lemmas 5.7 and 5.8.
Block graphs of almost simple groups
In this section we show that block graphs of almost simple groups have a triangle two of whose vertices can be determined.
We keep the notation in Section 5, including A 0 and A 0 . Let π be a set of primes, and for a finite group G, let π(G) be the set of prime divisors of |G|. We write Γ B (G)| π for the full subgraph of Γ B (G) whose vertices are those of π(G) ∩ π. The main purpose of this section is to prove the following result. Proof. For the case where S is not of Lie type, Theorem 6.1 follows by Propositions 3.1 and 3.2. The case where S = A 6 ∼ = A 1 (9) can be directly checked by [GAP] . For the case where S is a simple group of Lie type, this is done by the subsequent Proposition 6.7.
Principal blocks and diagonal automorphisms
From now on, we investigate block graphs of almost simple groups with socle isomorphic to a simple group of Lie type. Here we mention a fundamental result. Proof. Let P ∈ Syl p (S) and P H ∈ Syl p (H) with P ⊆ P H . By [BZ08, Lemma 2.2], we know that Proof. Clearly, we have π(G) = π(S). Let ℓ 1 , ℓ 2 ∈ π(S). If p ∤ ℓ 1 ℓ 2 , then by Lemma 3.4, there is a nontrivial unipotent character of S lying in both principal ℓ 1 -and ℓ 2 -blocks of S. It follows from Theorem 6.2 that there is a nontrivial unipotent character χ of A 0 lying in both principal ℓ 1 -and ℓ 2 -blocks of A 0 . Since A 0 /S is abelian, we have that G is normal in A 0 . Hence χ G ∈ Irr(G) is in the principal ℓ i -block of G for i = 1, 2, namely ℓ 1 and ℓ 2 are adjacent in Γ B (G) in this case. Now we may assume that ℓ 1 = p. Then by Lemma 6.3, the principal p-block of G is the unique p-block covering the principal p-block of S. Thus ℓ 1 and ℓ 2 are also adjacent in Γ B (G) by Lemma 2.6 and the completeness of the block graph of S, and we are done.
Almost simple groups with Lie-type socle
In this subsection, we shall find a triangle in the block graph of an almost simple group according to the results in the previous section.
We first investigate some almost simple groups with socle S which is one of the groups B 2 (2 f ) or G 2 (3 f ). We always let (G, F) be the F γ -set-up for S. The notation and symbols for unipotent characters follow [Car] . They make sense due to Theorem 6.2. By Lemma 6.3, B 0 (G) p is the unique p-block of G covering B 0 (M) p . Therefore, the proposition follows from Lemma 2.6 if Γ B (M)| {p,r,ℓ} is a triangle for any prime divisor ℓ of |S| different from p and r. However, this is true by Lemma 6.4 if S has no graph automorphism, and by Lemmas 6.5 and 6.6 if S is one of the groups B 2 (2 f ) or G 2 (3 f ). So it remains to consider the cases where S = A n (q)(n ≥ 2), D n (q), F 4 (q) and E 6 (q). The case where S = A 2 (4) can be directly checked using [GAP] . For the other cases, we have C G (R) ≤ A 0 ∩ G by Lemmas 5.3-5.6, so that B 0 (M) r is the unique r-block of M covering the principal r-block of A 0 ∩ G, and so the proposition follows by Lemma 2.6.
Triangles and p-solvability
In this section we prove Theorem 1.4, starting with two straightforward observations that will be used for a reduction of the proof. Proof. Choose an element (h, σ ) ∈ C G (L) withh ∈ H 1 × · · · × H t and σ ∈ K and assume there exist 1 ≤ r = s ≤ t with σ (r) = s. Consider an element (l 1 , . . . , l t ) ∈ L such that l i = 1 if and only if i = r. Then (l 1 , . . . , l t ) Proof. Assume that G is a minimal counterexample to Theorem 7.3. We deduce a contradiction by the following steps.
Step 1. The group G has a unique minimal normal subgroup which must be non-abelian and have order divisible by p.
Assume that G has two distinct minimal normal subgroups N 1 and N 2 . If Γ B (G/N i ) has a triangle containing p, then so does Γ B (G) by Lemma 7.1. Thus, by the minimality of |G|, it follows that both G/N 1 and G/N 2 are p-solvable. Since G embeds into the direct product G/N 1 × G/N 2 , we have that G is p-solvable, giving a contradiction. So G must have a unique minimal normal subgroup. Moreover, it must be non-abelian and have order divisible by p, otherwise G/N and N are both p-solvable.
We now assume the direct product of t copies of S, simply denoted by S t , is the unique minimal normal subgroup of G so that S t ≤ G ≤ Aut(S) ≀ Sym(t), where t ∈ N and S is a nonabelian simple group. Write A = Aut(S) and M = A t ∩ G.
Step 2. The subgraph Γ B (M)| π(S) has no triangle containing p.
Let q be a prime divisor of |S| and Q ∈ Syl q (M). As S t ≤ M it follows that there exists Q 0 ∈ Syl q (S t ) such that Q 0 ≤ Q. Therefore C G (Q) ≤ C G (Q 0 ), which by Lemma 7.2, is contained in A t . Thus C G (Q) ≤ M. Therefore, by Lemma 2.7, for any prime divisor q of |S| the principal qblock of G is the unique q-block covering the principal q-block of M. Now, applying Lemma 2.6, we get that Γ B (M)| π(S) is a subgraph of Γ B (G). In particular, the block graph Γ B (M)| π(S) has no triangle containing p as the block graph Γ B (G) does.
Since N M (S) = M, we have C M (S) ✂ M. Write M = M/C M (S).
Step 3. Final contradiction. Notice that M is almost simple with socle isomorphic to S. Finally, we get a contradiction by applying Theorem 6.1.
