ABSTRACT Alternative fuel vehicles (AFVs) are considered as the one of policies towards the sustainable transportation with low fossil fuel consumption and greenhouse gas emission. However, the demand for AFV is still not clear, due to the complex interaction between influencing factors. This paper aimed to investigate the AFV adoption behavior in order to estimate the AFV penetration in specific regions. 2017 National Household Travel Survey (NHTS), providing the detailed information of AFV users, was utilized to conduct the factor analysis and establish the prediction model. Three groups of variables, including vehicle-related, household-related and individual-related variables, were considered. Additionally, the AFV users are only 4.2% of all the respondents, which is a typical imbalanced distribution. Thus, this paper also introduced the methods to deal with the imbalanced dataset for AFV users and conventional vehicle (CV) users, which was rarely investigated in existing studies. To construct the prediction model, five machine learning methods, Logistic Regression (LR), Naïve Bayes (NB), Random Forest (RF), Support Vector Machine (SVM) and Decision Tree (DT), were employed and compared. The performance analysis indicates that the RF model has the best prediction capability among the models. For validation, the RF prediction model was used to develop a AFV penetration map for U.S. by state. This study is believed to have a wide application in government policy making and vehicle manufacturing.
I. INTRODUCTION
The transportation sector, accounting for 28% of the greenhouse gas emissions, is one of the major contributors [1] . Thus, alternative fuel vehicle (AFV), reducing fossil fuel consumption and pollutants emission, are generally considered to be a solution for the greenhouse effect. However, the AFV proportion of the vehicles in use is still low. According to the statistics, the 2017 auto sales totaled 17.25 million in the United States (U.S.), while the total AFVs sales, involving electric vehicle, compressed natural gas vehicle, hydrogen fuel cell vehicle and etc., reached 585,930 units, occupying 3.39% of the auto sales market [2] , [3] . It still takes a huge effort to promote the AFV adoption in many countries and regions.
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To deal with this, existing researches have explored the factors that influence the vehicle acquisition behavior of consumers [4] , which is necessary for the vehicle manufacturers and government policymakers. However, the stated preference (SP) survey is commonly utilized to investigate consumers' intention to buy the AFVs with a small sample [5] , [6] , which may not reflect the real-world condition. In addition, various factors, involving demographic factors, family factors and situational factors, are explored [7] , whereas the individual attitudes are rarely considered. This paper proposed to investigate the influencing factors and provide the estimate for AFV adoption with 2017 National Household Travel Survey (NHTS) [8] , which provides large-scale travel data involving over 200,000 persons. Different machine learning approaches were utilized to build the prediction model and validated through real-world case. This section is followed by the literature review, which is succeeded by the data source and variables description. The methodology, results and model validation are presented in the subsequent section. Finally, the last section provides the conclusion of this paper.
II. LITERATURE REVIEW
Generally, scholars have considered the adoption of AFVs as the behavioral response involving purchase and use [9] , [10] . And there are extensive researches on establishing the models to investigate the AFV adoption behavior with considering the influencing factors, such as economic factors, environmental factors, demographic factors and etc. [11] - [13] .
The theory of planned behavior (TPB), assuming the behavior is affected by the intentions, is the extension of the Theory of the Reasoned Action [14] . A few researches have employed the TPB model to interpret and predict AFV adoption. Moons and Pelsmacker [15] conducted the analysis on the adoption of electric vehicles (EVs) through measuring the consumer attitude towards the price, driving range and maintenance of EV. In the research from Egbue and Long [16] , the battery range is the biggest concern for consumer, while the sustainability factors have less weight compared to the vehicle price and performance. Additionally, another importance factor in the TPB framework is the consumer experience and knowledge. Thus, it was found that consumer's environmental concern has increased with the environment issues. Through the state preference (SP) survey, Ziegler [17] noticed that the consumer aware of the environment is more likely to adopt the green vehicle. Diziano and Bolduc [18] collected the stated information on both vehicle purchase and attitude towards environment. The results indicate that the environmentally-conscious consumers are even willing to pay more for the low-emission vehicle. Moreover, Wang et al. [19] conducted a comprehensive analysis through establishing an extended TPB model with considering the personal moral norm and environmental concern.
The diffusion of innovations (DOI) theory [20] is another widely used approach to describe the diffusion of new technology. Diffusion models have been employed in several vehicle related studies, which can be categorized into two groups [21] . One of the groups used the traditional diffusion model. Massiani and Gohs [22] developed the Bass diffusion model for AFVs on the basis of sales data in German. The innovation coefficient was found to be highly affected by the market size. Cordill [23] conducted the survey on the potential factors affecting consumer's preference on hybrid electric vehicle (HEV). It was concluded that the vehicle price, fuel price and the fuel saving are the three most important factors. Jensen et al. [24] proposed to combine the choice model with a diffusion model with considering the lag time for new product to gain a market share. The other group of vehicle penetration researches used the discrete choice model in terms of the SP survey. Brown [25] established the diffusion model in Boston on the basis of discrete choice model. EVs were predicted to occupy 1∼22% of the vehicle market of Boston in 2030. An agent-based model was developed to simulate the diffusion of EVs from McCoy and Lyons [26] . The agents could be created with socioeconomic characteristics and environment preference in terms of the detailed survey microdata. Noori and Tatari [27] developed an agentbased model for regional EV market penetration with considering four agents, including consumers, regions, government and vehicles. The results showed that the government subsidy is vital for the EV adoption.
On the other hand, there are many studies to analyze the factors affecting consumer's adoption behavior of AFVs. According to the review from Li et al. [7] , the influencing factors can be categorized into three groups, namely demographic, situational and psychological. Demographic factors mainly include individual factors and family factors. The young and middle age, well-educated male consumers are more likely to adopt the EVs [28] , [29] . Situational factors are related to the vehicle performance, such as the vehicle cost, driving range and emission. Besides the driving range of EVs [16] , the vehicle price [30] and environmental protection [31] are also attracting consumers. Psychological factors are also important, since they could affect the adoption intentions directly. For instance, it is usually the consumer's practical experience and attitude to EVs affecting their adoption decision other than the purchase cost [32] .
However, most of the previous studies mentioned above are on the basis of small-scale surveys, in which the respondent is assumed to be AFV according to the respondent's attitude. The stated intentions to adopt EV are rarely validated with the actual purchasing decisions. To deal with this, Sang and Bekhet [33] established a multiple regression model to determines the key predictors influencing electric vehicles usage through collecting information from private vehicle drivers. The results offer sensible guidelines for the policy formulation and marketing strategies. Moreover, Javid and Nejat [34] introduced the 2012 California Household Travel Survey (CHTS) in the study. The proposed logistic regression model was compared to the probit model and employed to estimate the EV market penetration in California by county.
In summary, there is still lack of the well-recognized approach to analyze the influencing factors and predict the AFV adoption behavior. This paper explored the latest National Household Travel Survey in 2017 to examine the AFV adoption behavior. The imbalanced dataset related to the respondents was processed in the study. Additionally, various machine learning methods, including Logistic Regression (LR), Naïve Bayes (NB), Random Forest (RF), Support Vector Machine (SVM) and Decision Tree (DT), were employed to conduct the analysis. The results were validated with the real world AFV market penetration data. was divided to four datasets: person-, household-, trip-and vehicle-dataset, respectively. A total of 256,115 vehicles owned by 264,234 people in 129,696 households are contained in the 2017 NHTS dataset. In this paper, the trip-dataset was excluded from the analysis, since the daily trip information was collected in random assigned data for each household with all family members. The other three datasets would be combined to obtain the attributes related to respondents' behavior to adopt the AFV or conventional vehicle. Conventional vehicle (CV) mainly includes the gasoline vehicle and diesel vehicle. To deal with the large-scale dataset, Python was utilized to process the data and conduct the analysis in this study.
III. DATA AND VARIABLES
As it is complicated to analyze the real-world individual's behavior, this paper proposed to investigate the potential factors influencing individual's bahevior. Generally, the factors influencing individual's adoption of the AFV can be categorized into two categories: objective factors and subjective factors [8] . The former includes demographic, economic and environmental factors. The latter are subjective factors that involves individual attitude, education, experience and emotions. In the 2017 NHTS dataset as Fig. 1 presents, the influencing factors belong to three separate datasets, those are vehicle-, household-and person-dataset. Thus, it is essential to preprocess the original NHTS dataset, and the AFV adoption dataset would be generated through merging these three datasets in terms of the unique household ID, person ID and vehicle ID. Potential factors that can explain AFV adoption behavior are discussed in the following section.
B. VEHICLE-RELATED VARIABLES
This paper aims at investigating the vehicle adoption behavior of respondents in the 2017 NHTS, which provides the detailed information of AFV and conventional vehicle (CV) buyer. It is assumed that the respondent provides the valid information while facing the same questions. Thus, this study would put emphasis on the adoption of AFV and CV for new buyers in the U.S. through exploring the respondent's characteristics. The vehicle-related variable utilized in this study is the reported vehicle type, which is derived from the variable called ''FUELTYPE''. In the FUELTYPE variable, the vehicles consuming gas and diesel are considered as the CV, while the vehicles consuming electricity, hybrid energy and alternative fuel are considered as the AFV.
However, the individual respondent may own multiple vehicles, which would cause confusion in exploring the influencing factors. To deal with this, each respondent is assumed to be corresponding to only one vehicle. That is the record of the newer vehicle for the same respondent would be kept to infer the respondent's intention, while the record for the older vehicle would be removed. On the other hand, it is limited that the respondents should adopt the vehicle within 3 years, since the recent information can better illustrate the potential market for the vehicles. Additionally, the person, missing key variables (e.g., vehicle type, age, gender, income and count of household vehicles), was also removed from the dataset. Ultimately, a total of 31,322 individuals was involved in the following analysis after the data filtering process. As the NHTS has already conducted the sample bias correction, this study does not make any adjustments to the sample.
C. HOUSEHOLD-RELATED VARIABLES
The attributes for each household is included in this group of variables, which can be categorized into two types: economic variable and social variable. The ''household income'' variable, investigated by several researches, was found to be the influencing factors for the electric vehicle (EV) sales [35] , [36] , while Sierzchula et al. [37] argued that it was ineffective. This variable, defined as the categorical variable, is involved in this study. The annual income for the household is aggregated into five categories: 1= 25,000$ or less, 2=25,001$ to 50,000$, 3= 50,001$ to 75,000$, 4=75,001$ to 10,000$, 5=10,001$ or more. The other economic attribute explored in this analysis is the ''home own''. This variable is believed to demonstrate the economic status of a household.
I Among the social variables, one of the factors the ''household size'', that is the number of person in the household. This factor is believed to affect the type vehicle, as it is related to the seating and the vehicle space usage. Similarly, the ''young child'' variable, that is the number of young child under 4 years, is correlated with vehicle choice, due to the baby chair for young child. Another factor is the ''household vehicle'', that is the number of vehicles in the household. It was found to affect the vehicles to be adopted in the future [38] . Another household-related variable involved in this study is ''urban rural'', which typically represents the influence from the household surroundings, such as the transportation environment. The question whether population density around the household affect the vehicle adoption is investigated with the variable ''population density''. The population density per square mile is defined as:1=0∼99, 2=100∼499, 3=500∼999, 4=1000∼1999, 5=2000∼3999, 6=4000∼9999, 7=10000∼24999, 8=more than 25000.
In contribution to this research, this study also included several questions revealing respondent's attitude, which was thought to be related to the choice of travel pattern, and these variables are also included in this study. One of them is the ''price'', that is if price of gasoline affects the travel. This variable, believed to be corelated to the AFV adoption, is defined as the categorical variables with five categories: 1=strongly agree, 2=agree, 3=neither agree nor disagree, 4=disagree, 5=strongly disagree. The other is ''place'', that is if travel is a financial burden. It also has five categories, which are the same to the variable ''price''.
D. INDIVIDUAL-RELATED VARIABLES
The set of person-related variables describe the certain demographic and travel characteristics of individuals in each household. Age and gender are the commonly used variables to explain the individual attitude. This study would test the statistical difference between female and male as well as the young and old respondents. Another variable is the ''Education'', which was found to be the influencing factor for the EV adoption [37] . Considering the education level, this study defined it as: 1=less than high school, 2=highway school graduate, 3=some college or associates degree, 4=bachelor's degree, 5=graduate or professional degree. Next is the ''RACE'' variable for each respondent. It is believed to affect the living and travelling patterns. Race is then categorized as: 1=white, 2=black or African American, 3=Asian, 4=American Indian or Alaska native, 5=native Hawaiian, 6=multiple races. Other demographic variables are ''multi-job'' and ''occupation'', which illustrate the employment status. ''Multi-job'' variable describes whether the respondent has multiple jobs or not, while ''occupation'' variable provides the job category: 1=sales or service, 2=clerical or administrative support, 3=manufacturing or farming, 4=professional or technical, 5=unemployed.
Next is the variables related to travel characteristic. Among them one of the factor is ''car sharing'', that is whether the respondent ever attend the car sharing program. Car sharing may change the individual travel behavior and vehicle choice [34] . ''Time to work'' is another variable that describes the commute trip duration for respondent. Comparing to trip distance, time to work is more accurate to estimate the fuel consumption [39] . The other variable is ''year mile'', that is the annual driving mileage for the respondent. This variable is highly correlated to the vehicle performance, such as the driving range and fuel consumption, which would affect the vehicle choice. Table 1 shows the summary of the variables in this paper. According to the statistics, 4.2% of the respondents in U.S. have a AFV. The average income for the household is 75,001$∼100,000$, while 85% of the respondents own a home. On average, the count of person, young child and vehicle are 2.447, 0.110 and 2.426, respectively. Additionally, 76% of the respondents live in urban area, and the average population density is 1500 person per square mile. The average age of the respondents is 53, while the female and male respondents are almost the same in the sample. Only 0.5% of the respondents have attended the car sharing program. On average, the trip time to work is 14.7 minutes, and the average annual driving mileage is 10,955 miles.
IV. METHODOLOGY
Basically, investigating which type of vehicle would be adopted by the respondent is a classification problem. To deal with the discrete categorical variables and continuous numerical variables mentioned above, machine learning approaches were introduced to analyze the respondent's vehicle usage. VOLUME 7, 2019 Additionally, the adjustment of the imbalanced dataset was also considered in this paper.
A. LOGISTIC REGRESSION (LR) MODEL
Logistic regression model, introduced in 1960s, is a widely used statistics model to solve the discrete choice problem [40] . LR is capable of fitting the model to describe the relationship between the characteristics of interest and a set of independent variables. In this analysis, LR is well suited to analyze the relationship between categorical vehicle usage and categorical or continuous influencing factors for the AFV adoption behavior. In this paper, the multinomial logistic regression model was employed with considering multiple dependent variables, Y i and more than one independent variable, X j , which was expressed in (1).
Thus, the probability of the vehicle usage can be computed from (2) and (3) with the assumption that the first category is the reference.
where, Y i = 1, 2, · · · , M represents the dependent variables, those are vehicle class. X = X 1 , X 2 , · · · , X n represents the independent variables, those are influencing factors for vehicle usage. M is the number of category, while n is the number of independent variable. β 0 is the interception condition. β 1 , · · · , β n are the regression coefficients.
B. NAÏVE BAYES (NB) CLASSIFIER
Naïve Bayes (NB) classifier, widely used in large scale data mining, is the statistic model in terms of the assumption that all the variables are conditional independent with the output class [41] . The main purpose of the NBC is to calculate the prior probability of the class with a set of observations, and then output the class with the highest probability. In this paper, the vehicle class is illustrated by Y = Y 1 , · · · , Y m , while the influencing factors are illustrated by X = X 1 , · · · , X n . The NB classifier would assign the sample with the class Y i , if (4) exists.
Furthermore, the NBC could be simplified to maximize the p (X | Y i ) p (Y i ) with the assumption that the influencing factors X are conditional independent. Then the NBC is expressed as,
where, Y i represents the dependent variables, those are vehicle class. X = X 1 , X 2 , · · · , X n represents the independent variables, those are influencing factors for vehicle usage. p(Y i ) is the prior probability of the vehicle class Y i .
C. SUPPORT VECTOR MACHINES (SVM) MODEL
SVM, proposed by Vapnik [42] , is used to find an optimal hyper-plane for distinguishing two classes. Let X = (X 1 , X 2 , · · · , X n ) is vector of the influencing factors, while vector Y = (Y 1 , Y 2 ) represents the vehicle type. The optimal separating hyper-plane can be determined through (6) .
where, c is the offset from the origin of the hyper-plane. n is the number of the influencing factors for vehicle adoption. α i is the positive constant. k (X , X i ) is the kernel function. For binary classification (AFV and CV), the condition for solving (6) is expressed as:
where ϕ (X i ) is a nonlinear function to divide the input space to higher dimension space. ω represents the weight vector.
D. DECISION TREE (DT) MODEL
Decision Tree (DT), introduced as the non-parametric supervised method, is commonly used to deal with the prediction and classification problems [43] . Generally, DT is categorized into two types: classification tree and regression tree. The classification tree is utilized to predict discrete variables, while the regression tree is utilized to predict the continuous variables.
Modeling of the DT consists of two steps: (i)build the trees, and (ii)prune the trees. The trees are built with the decision rules for influencing factors, and pruning is to ignore the inappropriate nodes in the tree. Sequentially, the gainratio is computed individually for all sub-nodes, which is the repeated process until all samples in a node belongs to the same class. The gain-ratio is calculated as (8-10) [44] .
where, T is the training dataset, while T i (i = 1, 2, · · · , n) is the subset. X presents the influencing factor.
E. RANDOM FOREST (RF) MODEL
Random forest (RF), combing several decision trees for classification and prediction, is an ensemble learning method. A random forest can be defined as a bunch of decision trees [45] . In this study, the classification tree was built based on the samples with AFV adoption and CV adoption.
Each node within the tree was established through selecting a random subset of the influencing factors. Sequentially, the optimal split was conducted to maximize the purity in classification in terms of the gain-factor mentioned above. Nodes to the trees were continuously added until there exists one factor per leaf, which is a repeated process. Besides, the Gini-Index was employed as the factor selection measure in the RF, in order to measure the impurity of the factor with one class. The Gini-Index can be expressed as (11) .
where, T is the training dataset, while
refers to the probability that the selected sample belong to class Y i .
F. IMBALANCED DATASET
The sample utilized in this study is a typical imbalanced dataset, due to only 4.2% of the vehicles adopted are AFVs. This paper introduced and proposed the approach to deal with this problem, which was rarely considered in previous research about the vehicle adoption. Basically, the data-level methods are commonly used to sample the imbalanced data and generate the balanced distribution dataset [46] , which include the oversampling and undersampling method.
Oversampling would increase the number of minority class sample to balance the dataset. The simple oversampling method is to duplicate the minority sample randomly. However, this method adds no new information and could cause overfitting of classifier. On the other hand, the undersampling method is to stochastically delete some majority class instances so as to adjust the data distribution, which does not make full use of information from the original dataset.
Various heuristic sampling methods have been proposed. The Synthetic Minority Over-sampling TEchnique (SMOTE) is a widely used oversampling method [47] , which was also employed in this study. Comparing with random oversampling method, SMOTE can effectively avoid the problem of overfitting of classifiers. The new sample could be generated as (12) .
where, x i is the sample in minority class, that is AFV class. x is the random neighbor among the k nearest neighbors. δ is a random number ranging from 0 to 1.
G. EVALUATION APPROACHES
Evaluation of the prediction model is also important in the analysis. As introduced in the research from Pham et al. [41] , there are a variety of measures to validate the model performance. In this study, the statistical indexes of True Positive (TP), False Positive (FP), False Negative (FN), True Negative (TN), True Positive Rate (TPR), True Negative Rate (TNR) and Accuracy (ACC) were employed. In addition, the Receiver operating characteristic (ROC) curve, the technique to assess the probabilistic model, has been also used to validate the proposed AFV adoption model. The area under the ROC curve (AUC) provides the score of model performance. The higher AUC value means the better performance.
V. RESULTS AND DISCUSION

A. ELIMINATION OF THE INFLUENCING FACTORS
As described in the data section, 18 variables were considered as the potential influencing factors for AFV adoption. However, the contribution of each factors may be different. It is necessary to assess the predictive capability of these factors and eliminate the unimportant factors for the further analysis.
Variance Inflation Factor (VIF) was utilized to check the multicollinearity problem in the model. The calculation of VIF is simple and comprehensive, and the higher value of the VIF indicates the higher potential of collinearity between related variables. VIFs are a scaled version of multiple correlation coefficients between factor x j and the rest factors x k =j [34] , and it can be expressed as (13) .
where, R 2 i is the multiple correlation coefficients for x i .
If R i is equal to zero, that is no correlation between x i and other factors, VIF i equals to 1, which is the minimum value. When the value of VIF is greater than 10, there exists potential multicollinearity problem. As shown in Table 2 , the VIFs are far less than 10, which indicates no multicollinearity among the influencing factors.
Subsequently, another regression analysis is conducted to ensure the influencing factors are significant in the model. Among the existing approaches to select the variable, backward elimination (BE) is a commonly used method in feature selection. The principle of BE is to determine and eliminate the factors that make no contribution or the least contribution in the model. In this paper, the entry and removal criteria for the p value of variable is 0.05 and 0.1 respectively as proposed by Pham et al. [41] , and the BE logistic regression is used to investigate the optimal combination of the variables. The coefficients of the variables affecting AFV adoption are shown in Table 3 in which B is the regression coefficient, Std. Error is the standard errors of the regression coefficient, p is the value of statistic test, Exp(B) is the exponential of the regression coefficient. It can be found that the variables such as household size (p=0.3940), young child (p=0.5430), household vehicle (p=0.1960), urban rural (p=0.2800), place (p=0.8050), occupation (p=0.2720), car sharing (p=0.8940) and time to work (p=0.8740) have exceed the removal value 0.1. Thus, these variables would be eliminated and other 10 variables are chosen to establish the predicting model in this study.
B. PREDICTING WITH THE IMBALANCED DATASET
To build the prediction model for AFV adoption, the processed dataset described above was divided into training part and testing part with 80% and 20% of the samples, respectively. The training subset was utilized to train the AFV adoption model, while the testing subset was utilized to validate the model.
Through randomly selection, the training subset has 25,057 samples, in which 1,017 respondents adopt the AFV. On the other hand, the testing subset has 6265 samples, in which 284 respondents adopt the AFV. Utilizing the training subset, the AFV adoption models, NB, LR, RF, SVM and DT, was constructed. The performance analysis of five models has been conducted, and results is shown in Table 4 and Fig. 2 . Although the accuracy (ACC) score for five models are higher than 0.9, there are few or zero true prediction of AFV adoption. Moreover, the AUC value of ROC curve is ranging from 0.52 to 0.67, which is a bad performance for the models. The bias results are caused by the imbalanced dataset, and insufficient information about the AFV adoption was provided for the prediction model. 
C. PREDICTING WITH THE BALANCED DATASET
Through the SMOTE approach introduced earlier, the training subset was expanded with 48,080 samples, in which 24,040 respondents adopt the AFV. The training subset has a balanced distribution of AFV adopter and CV adopter, while the testing subset is the same.
Similarly, using the expanded training dataset, the AFV adoption models, NB, LR, RF, SVM and DT, was established. The results of performance analysis are shown in Table 5 and Figure 3 . All of the proposed models have ACC score higher than 0.95 with the training subset, whereas only RF and DT models provide the well true positive rate (TPR). Through validating with the testing subset, only RF and DT models conduct the reasonable prediction for the AFV adoption. When considering the ROC curve in the Fig. 3 , RF model (AUC=0.924) and DT model (AUC=0.908) have the highest AUC value, followed by the SVM model (AUC=0.888), the LR model (AUC=0.661) and the NB model (AUC=0.650). The performance analysis of the ROC curve indicates that the RF model has the highest capabilities in predicting the AFV adoption behavior when compared to the other models, such as NB, LR, SVM and DT.
This study also conducted a sensitivity analysis for the RF model. In order to investigate whether the sample number affect the prediction result, different proportions (60%∼90%) of the balanced dataset was used to construct the training dataset, and the performance of the model with the complete processed dataset is shown in Fig.4 . It seems that the sample number would affect the accuracy of the prediction model. The model could provide better performance while 90% of samples in the processed dataset is selected as the training subset.
D. DEVELOPMENT OF NATIONAL AFV PENETRATION MAP
This section provides the outcome of the RF model, which is visualized though the map in ArcGis. When available data in the model in a specific region is given, the proposed RF model could provide an estimate of the AFV penetration in that region. In this study, the processed dataset has 31,322 samples, including 1,301 AFVs, and the predicted number of AFVs based on the RF model is 1,276, which shows a good assessment.
The estimated proportion of AFVs and the real-world penetration for each state in the U.S. are demonstrated in the Fig. 5 . To the best of the author's knowledge, there is no comprehensive statics for AFV, and the EV penetration is 2017 is collected since EV is the main component of AFV [48] . It can be seen that the proposed model performed well in predicting the potential AFV penetration, as there VOLUME 7, 2019 exists similar distribution for both AFV penetration and EV penetration maps. It can be indicated that the California and Massachusetts are the states with the highest AFV penetration level.
VI. CONCLUSION
The objective of this paper is to explore the factors affecting the AFV adoption behavior and provide an estimate of the AFV penetration in U.S. by state. Firstly, this study extracted the information of the real AFV users from the large-scale NHTS, which was rarely considered in related research. The influencing factors was categorized into vehicle-related factors, household-related factors and person-related factors. Through the backward elimination (BE) logistic regression in Table 3 , only 10 variables were found to be significant at 0.1 level and selected to construct the prediction model. Among these factors, the attitude on if gas price affects the travel was innovatively considered.
In addition, as the proportion of the AFV users is only 4.2% of all the respondents, it is inappropriate to build the model with the imbalanced distribution data, which was validated by the biased prediction in results section This paper introduced the approaches to process the imbalanced dataset and employed the SMOTE to conduct the adjustment. To deal with the prediction, five models, NB, LR, RF, SVM and DT, were considered to construct the prediction model. Through the performance analysis, RF outperformed other models with the well accuracy and high AUC value. Then, RF model was employed to generate the AFV penetration in state level. The propose methodology could be used by policy makers and manufactures to determine the potential AFV adoption.
Further research is needed to consider other factors, such as regional policy and individual psychographics, and investigate the contribution to the AFV adoption behavior. As this study is on the basis of 2017 NHTS, it is also available to conduct the analysis in city or county level with the sufficient data. 
