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1. Introduction 
In the past few years the field of neurocomputing - concerned with non-programmed 
adaptive information processing systems called (Artificial) Neural Networks (ANNs) -
has received considerable renewed attention, after two cycles of enthusiasm and 
skepticism, first peaking in the 1940s with McCulloch and Pitt's (1943) seminal work, 
then again in the 1960s with Rosenblatt's (1962) perceptron convergence theorem 
and its denouement by Minsky and Papert (1969). Neurocomputing owes its current 
popularity to significant major breakthroughs in the design and application of artificial 
neural networks in general and the modern era of multilayered feedforward networks 
in particular, ushered in by the backpropagation learning procedure (Rummelhart, 
Hinton and Williams 1986a, b; Parker 1985; Le Cun 1987, Carpenter and Grossberg 
1991 ). The reason for much of the excitement about neurocomputing (also known as 
parallel distributed processing, connectionist modelling, neural network modelling, 
'brainlike' computing) is the ability of ANNs to nontrivial learning to the extent that 
they are endowed with an appropriate structure which is not itself learned. 
Neurocomputing - inspired from neuroscience - provides the potential of an 
alternative information processing paradigm that involves large interconnected 
networks of relatively simple and typically non-linear processing units. Several 
features distinguish this paradigm from conventional computing and traditional 
artificial intelligence approaches. First, information processing is inherently parallel. 
Large-scale parallelism provides a way to significantly increase the speed of 
information processing (inherent parallelism). Second, knowledge within an ANN is 
not stored in specific memory locations, as it is in conventional computing and expert 
systems. Kowledge is distributed throughout the system; it is the dynamic response 
to the inputs and the network architecture (connectionist type of knowledge 
representation). Third, ANNs are extremely fault tolerant. They can learn from and 
make decisions based on incomplete, noisy and fuzzy information (fault-tolerance). 
Finally, mathematically considered, they adaptively estimate continuous functions 
from data without specifying mathematically how outputs depend on inputs (adaptive 
model-free function estimation, non-algorithmic strategy). 
Even if neurocomputing is a subject still in its infancy and the techniques currently 
available are limited in their capabilities, artificial neural networks have a far-reaching 
potential as modules in tomorrow's computational world. Professionals from such 
diverse fields as engineering, neurophysiology, computer science, cognitive science 
and psychology are intrigued by the potential offered by neural networks and are 
seeking applications in their disciplines. Useful applications have been already 
designed, built and commercialised in various fields such as image analysis (i.e. 
pattern classification and completion problems in various domain areas such as 
automated medical image analysis and industrial visual inspection), automated 
diagnosis (ranging from motor checking and failure analysis to identify and evaluate 
fault types to automated control covering a wide range of complexity of control 
problems), visual perception as well as speech analysis and generation (including 
text-to-speech translation and automated speed recognition, but limited to the 
recognition of phenomenas or simple words and a limited vocabulary). 
Up to now, geography and regional science have been rather slow in realising the 
great potential of the new paradigm. The range of potential applications is impressive 
(see Fischer 1992). Key candidate application areas include exploratory spatial data 
and image analysis, regional taxonomic problems and pattern detection, spatial 
interaction and choice modelling, optimisation problems, space-time statistical 
modelling. This paper attempts to address this shortcoming by designing and 
implementing a neural spatial interaction model based upon supervised learning in 
the context of a clearly defined problem to predict interregional telephone traffic 
between 32 Austrian regions. The data used refer to telephone traffic on the public 
network measured by the Austrian PTT in 1991, in terms of erlangs, an 
internationally widely used and reliable measure of telephone contact intensity. 
The neural networks exploited in this study belong to the class of (multilayered) 
feedforward network architectures which can - as Hornik, Stinchcombe and White 
(1989) showed - represent any (Borel-measurable) function to any desired accuracy. 
But we do not know how accurate an approximation we get with a fixed number of 
processing elements. Thus, experiments have been designed so as to get some 
insight into the behaviour of such architectures in the specific spatial interaction 
context. Of course, it is quite difficult to derive general properties from examples. But 
we think that the experiments allow one to draw some restricted, but solid and 
interesting conclusions about several issues. 
The following section provides a brief introduction to basic principles of artificial 
neural networks in general and feedforward networks in particular, and describes 
backpropagation algorithm, the most popular and currently most important training 
algorithm for feedforward networks. The third section focuses on a practical 
application of the new technology, characterises the experiments carried out and 
evaluates the performance of various network models against that of the well 
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established unconstrained spatial interaction model. In the final section, along with 
some conclusions, the major results are briefly summarised. 
2. Feedforward Neural Networks and Training by Backpropagation 
An Artificial Neural Network (ANN) can be described as a parallel information 
processing system composed of a large number of massively interconnected 
processing elements, with the topology of a directed graph. The nodes of the graph 
are called (information) processing units or elements (PEs). The directed links 
(unidirectional signal channels) are termed connections. A weight is assigned to 
each connection (see Hecht-Nielsen 1990). Each PE can receive any number of 
incoming (input) connections and has a single output connection which can branch 
out into copies to form multiple output connections, each of which has the same 
output signal. 
Input Signal 1 
Input Signal 2 
Input Signal N 
Flg.1: A Typical Example of a Processing Element 
Weighted 
Sum of 
Input 
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Processing elements use a weight to calculate the contribution of each input, 
combine these contributions to yield the total effect of inputs (so-called input 
activation or net input; usually a simple additive model) and compute output signals 
according to some transfer function f. This transfer function transduces the 
unbounded input activation into a bounded output signal (see fig. 1 ). The transfer 
function output values are stored in local memory and supplied as the PE's output 
signal. 
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In general, transfer functions are monotone non-decreasing: f' ;;:::: 0. Increasing 
activation values can only increase the output signal or leave it unchanged. In 
practice, this means that transfer functions have an upper bound or a saturation 
level. Output signal monotonicity means that processing elements are non-linear, but 
not too much so. The neural network literature sometimes refers to this property as 
semi-linearity. Non-linearity increases a network's computational richness and 
facilitates noise suppression (see Koska 1992). 
Many of the models of neural processing differ in important assumptions made about 
the topology of the PEs (feedforward versus feedback models), the type of transfer 
functions (linear versus non-linear), the type of training regimes (supervised versus 
non-supervised), and the equations of the learning rules. Fig. 2 provides a rough 2-
dimensional taxonomy of several popular neural network architectures (see 
McClelland, Rummelhart and the PDP Research Group 1986, Rummelhart, 
McClelland and the PDP Research Group 1986, Hecht-Nielsen 1990, Carpenter and 
Grossberg 1991 ). A neural network is termed to be feedforward or feedback 
according whether the directed graph is acyclic or cyclic. At a very fundamental level 
training regimes used to train a network can be divided into two basic categories: 
supervised training (including the special case of reinforcement training) where the 
network is told what should be emitting as output, and unsupervised training or self-
organising where this is not the case. Supervised feedforward networks provide the 
most tractable, most applied neural network architectures. 
Fig. 2: A 2-dimensional Neural Network Taxonomy 
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Feedforward Feedback 
i Feedforward ·~ with Recurrent 
Cl) 
Backpropagation Backpropagation §-
11::1) Cl) 
.5 
1:J ~ a Adaptive ~ ~ Counter-Propagation Resonance 
Cl) Seit-Organizing (ART-1, ART-2} §- Boltzmann 
fl) 
Learning § 
4 
The neural model chosen to implement the spatial interaction problem is based on 
the feedforward network architecture with a continuous bounded and non-constant 
transfer function of the hidden and output units, a powerful mapping network that has 
been successfully applied to a wide variety of problems ranging from credit 
application scoring to image compression. The (fully connected) feedforward network 
architecture is a hierarchical design consisting of K mutually exclusive sets (termed 
layers) of processing elements, numbered from the bottom up beginning with 1. The 
first layer, the input layer, has N input processing elements (so-called input units) 
which simply accept the individual components xi of the input vector x, and distribute 
them, without modification, to all of the processing elements in the second layer. 
Each processing element receives the output signal of each of the elements of the 
layer below. This continues through all the layers until the final set, the K-th layer. 
The final layer consists of P processing elements, called output units. Layers 2 
through K-1 are termed hidden layers because they are not directly connected to the 
outside world, neither via input nor output connections. Hidden layers serve for 
internal representation and computation. In practice, multilayer feedforward networks 
usually contain not more than one hidden layer, occasionally two. 
The information processing operation which multilayer feedforward neural networks 
are intended to carry out is the approximation of a bounded (Borel-measureable) 
function F: A c 9\ N -7 9\ P' from a compact subset A of N-dimensional Euclidean 
space to a bounded subset F [A] of P-dimensional Euclidean space, by means of 
supervised learning on a set of vector pairs (x(1 ), d(1 ), x(2), d(2), ... , x(k), d(k)) 
where d(k) = F(x(k)). The vectors x(v) are assumed to be generated randomly from 
A in accordance with a fixed, but unknown probability density function p(x) where p 
is assumed to be zero outside A, the vectors d(k) belonging to 9\ Pare termed target 
or desired output vectors (see Hornik, Stinchcombe and White 1989, Hecht-Nielsen 
1990, Koska 1992). 
The objective of training is to determine the L-dimensional weight vector w = (wpr) 
(made up of all the synaptic connections of the feedforward network) producing the 
P-dimensional output vector z (x(v), w) which is as close as possible to the desired 
output values {dk}, according to a specific metric (see Shah, Palmieri and Datum 
1992). Of course, there are many ways of measuring the closeness. The standard 
approach is to adopt the instantaneous summed squared error Ev, a performance 
measure, defined as 
Ev (w) = ~ II e (v) 112 = ~ II d (v) - z (X (v), w) 112 v = 1, ... , k (1) 
5 
which is evaluated, typically at each iteration v. The total or cummulative error E 
E (w) = L Ev (W) (2) 
v 
sums the first v instantaneous errors at iteration v. There are nonlinear optimisation 
techniques available in the literature, but the computational costs may become 
prohibitive even for neural networks of moderate size. Moreover, such algorithms 
may not be appropriate for distributed implementations (see Shah, Plamieri and 
Datum 1992). 
The so-called backpropagation (also known as generalised delta rule) - an error-
driven parameter estimation algorithm - is the standard algorithm to solve the 
problem or in other words to modify functional form (1) via the adaptive setting of 
connection weights in order to fit the specific function F that is to be approximated. 
Backpropagation uses gradient descent to minimize (1) or to achieve learning by 
error correction (see Rummelhart, Hinton and McClelland 1986). 
The objective of the backpropagation algorithm is to establish the desired responses 
for the PEs by propagating back the instantaneous summed squared error (1) from 
the output layer through the hidden layer(s) to the input layer at each iteration v. 
Random input data x(v) generates the instantaneous squared error. x(v) passes 
forward through the network. The actual network output z (x(v), w) is subtracted 
from the desired (target) vector d(v) to compute the error signal vector e(v). The 
process is repeated until all training vectors (x(v), d(v)) have been used, and, ideally, 
a local minimum of the unknown mean squared error surface is obtained. 
Interconnection weights are adjusted by adding a correction term proportional to the 
gradient (slope) of the error function. The error at the output layer is propagated back 
towards the input layer using the generalised delta rule (Rummelhart, Hinton and 
McClelland 1986): 
w~ (v+ 1) = w~ (v) + c 8~ (v) xik-1 (v) (3) 
where c is the learning coefficient, v is the iteration index, x~- 1 the output of node i at 
either hidden layer k-1 or the input layer, and 8~(v) the connection term. For small c-
values it can be shown that backpropagation is equivalent to gradient descent 
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procedures (see Rummelhart, Hinton and McClelland 1986). The value of the 
connection term 8i(v) is given by 
(4) 
for PE j in the hidden layer and 
(5) 
for PE j in the output layer K of a sigmoid feedforward network where dj is the target 
output, K is the number of layers in the network, and zi (v) in layer K corresponding 
to the input pattern x(v) is given by 
(6) 
with 
x~ - f (" w ~-1 J - £..J IJ 
i 
k-1] . Xj k=2, ... , K-1 (7) 
denoting the output at PE j in layer k and f the PE-nonlinear (sigmoid) transfer 
function, chosen to be f(~) = 1 I (1 +exp(0 - A.~)). 0 =0f is the node threshold and A. 
(here A.=1) an adjustable gain parameter which controls the 'steepness' of the output 
transition. 
In order to improve the convergence speed the connection weights might be updated 
with the following second-order linear stochastic difference equation rather than the 
first-order one (see(3)) (Koska 1992) 
wij(v+1) = wij(v) + c oj(v) xi(v) + b(wij(v) - wij(v-1)) (8) 
where 0<b<1 for stability reasons. The acceleration term, third term on the right 
hand side of (8), is termed momentum term which helps smooth the local curvature 
between successive squared-error surfaces and tends to improve the simulation 
results. The weight update equation (8) is often termed the momentum version of the 
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generalised delta rule. To date, there is no theoretical framework for choosing 
optimal values of b and c. It is often advised to decrease the two parmeters 
according to an annealing schedule (Sabourin and Mitiche 1992). Due to the convex 
nature of the performance function Ev(w) generally local minimum solutions are 
obtained. 
To test the approximation accuracy of a feedforward network, additional randomly 
selected examples (x(1 ), d(1 )), (x(2), d(2)), ... ) are required, beyond those used for 
training the network. This set of examples which shall be used for testing may be 
termed test set. With the test set we are able to determine how well the network has 
learned to approximate the function F for arbitrary values of x. 
3. Comparative Performance Comparisons 
This section serves to demonstrate the ability of sigmoid multilayer feedforward 
networks to predict spatial interaction patterns in general and in particular to 
compare the performance of various network architectures in relation to the well 
established unconstrained spatial interaction approach on a clearly defined problem 
to model interregional telephone traffic between 32 Austrian regions. The data used 
refer to telephone traffic T~5bs from region r to region s (r, S=1, ... , n=32; r*s) on the 
public network measured by the Austrian PTT in 1991, in terms of erlangs, an 
internationally widely used and reliable measure of telephone contact intensity. 
Network Design 
Various (fully connected) feedforward network architectures of sigmoid PEs with no 
hidden layer, a single hidden layer, and two hidden layers were considered to predict 
interregional telephone traffic. Each network had four units in the input layer 
connected to the input. The output layer consisted on one processing element only. 
Thus, the hierarchical feedforward architectures considered may be formally 
described as 4:a:b:1 where a and b denote the number of processing elements in the 
first and second hidden layer, respectively. The size of the first hidden layer was 
varied from 5 to 50 and that of the second hidden layer from 2 to 5 (excluding the 
bias unit). 
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Fig. 3: Schematic Diagram of the Neural Network Models Considered 
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The momentum version of the generalised delta rule was used to train the network 
via supervision. The learning parameter c was set to 0.5 and the momentum rate to 
0.3. The connection weights were initialised to small random values uniformly 
distributed between ·0.3 and 0.3. This was done to prevent the hidden units from 
acquiring identical weights during training. The error measured at the output unit was 
backpropagated only when the difference between the calculated and desired states 
of the output unit was greater than a margin of 0.005. The training was carried out on 
a Sun Sparcstation. 
The Conventional Modelling Approach as Benchmark 
The performance of the networks were compared with the log-normal version of the 
unconstrained spatial interaction model which also served as benchmark (target or 
desired output) during the training process. This model form may be viewed as 
standard or conventional econometric approach for the problem at hand (see Fischer 
et al. 1992 for more details). In formal terms 
In Trcsonv = In K + rv 1 In As + rv2 In 85 + rv3 Drs + In t 1 k 32 c ) (9) u. u. u. Ers or r,s= , ... , = r;ts 
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where T~~nv denotes the intensity of telephone communication from region r to region 
s generated by the model, Ar and 85 represent measures of the potential pool and 
draw of telephone contacts in rand s, respectively (both measured in terms of gross 
regional product as a proxy of economic activities and income relevant for business 
and private telecommunication). Drs denotes the geographic separation between r 
and s, measured in terms of distance. Ers is the disturbance term. By adopting the 
usual OLS-assumptions equation (9) is suitable for OLS-estimation of the 
parameters In K, cx.1, cx.2 and cx.3. 
Experimental Design 
The performance of a neural network model depends on many aspects, including the 
number of training presentations and the number of hidden units. If there are too few 
training examples, the network can memorise all of the correct outputs because of 
the large capacity of the weights. The resulting network is accurate on the training 
set, but makes poor predictions on the testing set. 
A given neural network was trained in four training sessions during which weight 
values were changed to improve the performance. Each training session consisted of 
32 ·31 = 992 different input-output pairs (so-called training set presentations). In the 
first training session the data input consisted of (T~5b5 , Ar, 8 5 , Drs) for 
r, S=1, .. .,32 (rt's), where T~5bs denotes the observed telephone communication 
intensity from region s to region s (in terms of erlangs). The data were scaled to the 
interval (0, 1) and input to the network. T~~nv (r,s=1,. . .,32; rt'S) produced by the 
conventional model is used as target data output. The data for the second, third and 
fourth training sessions were generated by randomly assigning uniformly distributed 
values to the input data of the first training session and estimating the log-normal 
unconstrained spatial interaction model correspondingly to produce the associated T-
benchmarks. Each training session was presented a total of 20,000 times (i.e. 
learning steps) to a given network. 
The trained network was then presented with data from testing sessions generated in 
an analogous manner to the construction of the second, third and fourth training 
sessions, to determine its ability to generalise. Each experiment (training, testing) 
with a given network was repeated ten times with different initial parameter values 
(small random values uniformly distributed between -0.3 and 0.3) to average over 
variations in perfomance due to initial conditions. The experiments were repeated 
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using 2-layered (4:1 ), 3-layered (4:a:1) and 4-layered (4:a:b:1) networks with 
increasing size of the hidden layers (i.e. a, b) in order to analyse the effects of both 
the number of hidden layers and their size on the performance of the neural network 
models. 
Experimental Results 
The overall performance of each network on one training/testing session was taken 
to be the average over the set of 1 O goodness-of-fit values obtained from the 
experiments with different initial conditions. The overall performance of the network 
over the training/testing sessions was computed as the average performance. The 
network's performance was judged by two goodness-of-fit measures which are 
widely used in spatial interaction analysis, R2 and root mean square error RMS 
defined as 
RMS 
, 
= ~ ( 1 (l'?.bs _ Tneur )2)2 £..J n (n-1) rs rs (10) 
r, s 
riS 
where T~:ur represents the output generated by the neural network. The results of 
the experiments (after 20,000 learning steps) are summarised in Table 1. Figure 4 
shows the overall average learning curves for three of the three-layer networks, 
where learning efficiency is measured in terms of R2. The maximum performance 
occured after different training times in the different networks. The dependence of 
the performance on the size of the training set suggests that more than four training 
sessions are unlikely to improve the performance of the networks significantly. 
Possibly one of the most interesting and difficult question related to multilayer 
feedforward networks is the issue of how many hidden layers are needed and how 
many units should be in a (the) hidden layer. There are no definitive answers up to 
now. The number of hidden layers and their size have to be determined empirically. 
The experimental results on these issues in the current application context suggest 
the following (see Table1, Fig.4): 
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Table 1: Performance of Two-, Three-, and Four-Layered Feedforward Network Models on Training and Testing Sets 
(in terms of R 2 , RMS and RSD; standard deviations in brackets)* 
Network Number of Average Performance on Training Sets Average Performance on Testing Sets 
Architecture Connection 
and Bias R2 RMS RSD R2 RMS RSD 
Parameters 
4:1 5 0.7875 (0.0311) 0 .3158 (0.0096) 54.4948 0.8116 (0.0143) 1.4771 (0.0172) 254 .8248 
4:5:1 31 0.7038 (0.0308) 0.3135 (0.0398) 54.3116 0.8230 (0.0044) 1.4534 (0.0081) 250.7333 
4:10:1 61 0.6859 (0.0747) 0.2583 (0.0372) 44.8051 0.8282 (0.0032) 1.4445 (0.0082) 249.2067 
4:15:1 75 0.7226 (0.0702) 0.2504 (0.0001) 43.2102 0.8269 (0.0053) 1.4565 (0.0092) 251.2767 
4:20:1 121 0.7703 (0.0377) 0.2411 (0.0024) 41.6030 0.8345 (0.0175) 1.4518 (0.0092) 250.4553 
4:25:1 151 0.8022 (0.0548) 0.2572 (0.0890) 45.6956 0.8274 (0.0050) 1.4771 (0.0172) 250.7143 
4:30:1 181 0.7851 (0.0587) 0.2407 (0.0649) 42.2842 0.8185 (0.0177) 1.4533 (0.0101) 259.6519 
4:35:1 211 0.7933 (0.1028) 0.2379 (0.0385) 41.3243 0 .8272 (0.0039) 1.5043 (0.0678) 250.3155 
4:40:1 241 0.7498 (0.0949) 0.2549 (0.0364) 44.2114 0.8266 (0.0041) 1.4509 (0.0108) 250.6355 
4:45:1+ 271 0.7952 (0.0411) 0.2528 (0.0598) 44.2247 0.8193 (0.0164) 1.4528 (0.0121) 259.0640 
4:50:1+ 301 0.6576 (0.1443) 0.6690 (0.4204) 126.294 0 .8048 (0.0214) 1.5010 (0.0630) 269.2749 
4:2:2:1+ 19 0.4218 (0.2651) 0.3805 (0.0277) 65.7401 0.8251 (0.0405) 2.0040 (0.7744) 358.3933 
4:3:2:1 26 0.3208 (0.2378) 0 .3585 (0.0432) 62.0790 0.7995 (0.0077) 1.5252 (0.0256) 263.1414 
4:4:2:1 33 0.5603 (0.0621) 0.3112 (0.0062) 53.7032 0.7930 (0.0068) 1.5557 (0.0296) 268.4060 
4:5:2:1 40 0.5719 (0.1698) 0.4260 (0.0809) 74.1522 0.8002 (0.0053) 1.5325 (0 .0001 ~ 264.3794 
4:3:3:1 31 0.3701 (0.0848) 0.3170 (0.0501) 55.0317 0.7955 (0.0055) 1.5479 (0.0106 267.0354 
4:4:3:1 39 0.3701 (0.0848) 0 .3252 ~0.0068) 56.1074 0.7981 (0.0073) 1.5210 (0.0148) 262.3969 
4:5:3:1 47 0.5296 (0.0710) 0.3239 0.0161) 55.9130 0.7938 (0.0034) 1.5473 (0.0155) 266.9390 
4:4:4:1 45 0.5402 (0.1138) 0.7197 (0.5061) 65 .0182 0. 7930 (0.0027) 1.5513 (0.0094) 267.6274 
4:5:4:1 54 0.4881 (0.0468) 0.3628 (0.0505) 62.9005 0.7941 (0.0043) 1.5453 (0.0186) 266.5914 
4:5:5:1 61 0.6452 (0.1028) 0.2980 (0.0572) 51.8951 0.7943 (0.0039) 1.5580 (0.0273) 268 .8253 
Conventional Model 0.7366(0.000) 0 .2993 (0.1676) 70.1670 0 .7896 (0 .0038) 1.5616 (0.0038) 269.4067 
*RMS: root mean squares e1Tor, RSD: standard deviation; the standard deviation is across training and testing sets and is obtained by measuring the variation of p erformance values averaged over 
the ten trials differing in initial conditions. Conventional model refers t.o the log-normal version of the unconstrained spatial interaction model. +: indicates the net.works that did not converge. 
Note that 4:45:1 and 4:50:1 did not converge only in Experiments 1 and 2; and 4:2:2:1 network did not converge only in Experiments 2, 3, and 4. 
Figure 4: Learning Curves for Selected Three-Layered Feedforward Networks: 
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First, the two- and especially the three-layer networks markedly outperform (in terms 
of both R2 and RMS) the four-layer networks on the training sets after 20,000 
learning steps. The two-layer network, essentially an Adaline (Widrow and Hoff, 
1960) performs surprisingly well and slightly better than several three-layer 
architectures in terms of R2 rather than RMS. The best average R2-performance 
(RMS-performance) on the training sessions was achieved by 4:25:1 (4:35:1 ). 
Second, the average performance of the three-layer networks on the training sets 
tends to increase (with only one exception) as a function of the size of the hidden 
layer up to 25 (R2-performance) and up to 35 units (RMS-performance), respectively. 
Convergence time appears to increase as a function of the hidden layer size. The 
variation in performance due to initial conditions was moderate for networks with few 
or no hidden units, and tended to increase with increasing numbers of hidden units. 
This suggests that networks with larger hidden layers tend to be more sensitive to 
initial conditions. 
Table 2: Conventional and Neural Model Predictions: Some Selected Results 
Trs Observation Model Prediction 
Conventional Neural 
(4:20:1) (4:25:1) (4:35:1) 
T3,5 4.4510 4.1690 4.3177 4.3579 4.3056 
T5,17 0.7805 0.7846 0.7790 0.7744 0.7684 
T6,30 1.7300 1.6777 1.7058 1.7081 1.6900 
Tg,23 0.6220 0.5983 0.6199 0.6104 0.6064 
T12,5 1.9503 1.9194 1.9455 1.9545 1.9331 
T12,16 0.8760 0.8415 0.8739 0.8633 0.8565 
T13,15 2.4517 2.4117 2.4760 2.4722 2.4432 
T14,20 1.2030 1.2242 1.1921 1.1939 1.1823 
T15,s 10.4940 10.5291 10.6671 10.8635 10.7661 
T23,18 1.7220 1.6938 1.7292 1.7358 1.7177 
T25,27 7.5481 7.6955 7.5542 7.7564 7.6695 
T26,15 0.4730 0.4533 0.4782 0.4694 0.4669 
One of the central issues in learning from examples is the problem of generalisation, 
that is, how does the network perform when exposed to a spatial pattern never seen 
previously. Table 1 shows that the test set R2-performance of all the networks was 
consistently better than the corresponding training set performance. This indicates 
the great ability of all the networks considered to generalise. Predictive accuracy, like 
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Fig. 5: Scatter Diagrams Showing Predicted Trs- Versus Observed Tr5 -Values 
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(d) Artificial Neural Network Model (4:35:1) 
retrospective (training) accuracy, is higher in the two- and three-layer networks than 
in the four-layer networks. These results are consistent with the observation that 
generalisation by feedforward neural networks decreases with excess hidden units. 
In addition, all the networks, particularly the single hidden layer ones, appear to be 
somewhat superior to conventional spatial interaction modelling in terms of the two 
performance measures. This view is supported by the scatter diagrams in Figure 5 
and by Table 2 in which the prediction accuracy achieved by the networks (4:20:1 ), 
(4:25:1 ), (4:35:1) and the conventional model is exemplified by a systematic sample 
of T r5-values. 
4. Summary and Conclusions 
Neural network based information processing is a new and promising field of 
research. Neural networks estimate input-output functions. They are trainable 
dynamical systems. Sample data shapes and "program" their'time evolution. Unlike 
statistical estimators, neural networks estimate a function without a mathematical 
model of how outputs depend on inputs. They are model-free estimators and learn 
from experience with numerical sample data even in environments where the data at 
hand are poor (incomplete, noisy, imprecise, etc.) from an analytical point of view 
(see Koska 1992). The success of neural networks is likely to be strongly influenced 
by the quality of the training data and the training algorithm. 
Neural networks are currently being used for a great variety of tasks. However, at 
present, their main practical applications have been for classification, pattern 
recognition and image processing tasks. Up to now, geographers and regional 
scientists have been rather slow in realising the potential of artificial neural networks. 
The present study is a modest attempt to demonstrate their potential in the context of 
spatial interaction modelling in general and their ability to approximate the standard 
spatial interaction model in particular, on a clearly defined problem to predict 
interregional telephone traffic between 32 Austrian regions. 
The experimental results show that three-layer feedforward sigmGidal networks 
enable to predict spatial interaction problems with high accuracy. They are 
definitively superior to the conventional spatial interaction model, at least under the 
conditions of the experiment. They not only perform better, but also require far less 
restrictive assumptions about the structure of the input data. In addition they show a 
greater representational flexibility and offer the possiblity to explicitly handle 
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problems faced by the conventional approach such as noisy, fuzzy and incomplete 
data as well as spatial autocorrelation structures. 
But neural networks, also have their drawbacks. First, designing the feedforward 
network architecture is a painstaking trial-and-error-effort. There are no quantitative 
criteria or rules of thumb to guide the choice of the number of hidden layers and the 
number of processing elements within a (the) hidden layer. Second, training of 
networks is highly computationally intensive. Computation time required for training 
the network depends on the sample size and the size of the network. In the 
experiment reported here, the training of more complex four-layer networks required 
up to 24 hours on the Sun Sparcstation. But, once trained, only a single forward pass 
through the network is required to define output. It is hoped that training time can be 
reduced significantly in future by parallel transputer implementation. Third, although 
the neural network approach is demonstrably superior in performance, there is some 
loss of interpretability, since the neural networks no longer perform to a simple 
model. Neural networks cannot justify their answer, there is no facility to match the 
how and why found, for example, in expert systems. 
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