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Introduccio´
E´s un mal vici i un bon costum que l’e´sser huma` provi d’entendre allo` que li e´s estrany portant-
ho cap als camps on se sent co`mode i segur. Aix´ı, quan hi ha alguna cosa que no encaixa
amb els nostres esquemes tendim a descuartitzar-ho en peces que s´ı podem entendre i ma-
nipular. Les matema`tiques no en so´n una excepcio´; aqu´ı ens trobem amb l’ampli problema
d’aproximar o descomposar objectes d’un conjunt a partir d’uns altres que compleixen certes
propietats interessants. Durant tota la carrera ens hem trobat me´s d’un i me´s de dos cops
en aquesta situacio´. Aix´ı, per exemple, a l’A`lgebra es projecten vectors sobre certs espais per
obtenir-ne una descomposicio´ vectorial; al Ca`lcul es projecten les funcions sobre l’espai dels
polinomis per obtenir-ne el polinomi de Taylor, i a l’Ana`lisi Real es descomponen sobre l’espai
de les funcions trigonome`triques per a obtenir-ne la se`rie de Fourier; a la Teoria de Nombres es
do´na la descomposicio´ d’un nombre com el producte dels seus factors primers; i un llarg etce`tera.
Durant aquest treball enfoquem aquesta idea d’aproximar i descomposar en l’entorn d’una bran-
ca de la Matema`tica Discreta: la Teoria de Grafs.
Els grafs so´n una eina d’especial intere`s per a l’estudi d’objectes que es relacionen entre ells. En
aquests, cada objecte e´s representat per un ve`rtex i la relacio´ existent entre ells e´s representada
per una aresta que els uneix. Els grafs, doncs, poden ser usats en una a`mplia gama de problemes:
pot representar les adjace`ncies entre territoris d’un mapa, amb un ve`rtex per a cada territori i
una aresta entre tots els territoris que comparteixen algun tram de frontera; ens poden servir
per a estudiar conjunts de persones que es connecten per una xarxa, aix´ı com en una xarxa
social, on, per exemple, cada persona seria un ve`rtex i dues persones estarien unides per un
ve`rtex si hi figuren com amics. El concepte pot estendre’s encara me´s i podem atribuir pesos a
les arestes. Per exemple, per a estudiar el tra`nsit d’una regio´ podem considerar que els punts
A i B so´n els extrems d’una aresta amb pes x si el temps emprat per anar de A a B e´s de x hores.
Els grafs s’han usat tambe´ per a estudiar els jocs de taula. Als escacs, per exemple, cada
casella e´s representada per un ve`rtex. Aleshores, si tracem arestes entre les caselles sobre les
que hi ha alguna pec¸a i les caselles a les que pot accedir aquella pec¸a en un sol moviment, lla-
vors tindr´ıem un mapa amb les opcions d’aquella tirada. L’any 1862 C.F. de Jaenisch, jugador
d’escacs, va preguntar-se quin era el mı´nim nombre de reines que calia disposar sobre un taulell
d’escacs de mida n×n per tal que aquestes dominessin tot el taulell. La generalitzacio´ d’aquest
concepte, la dominacio´ de grafs, sera` el tema principal d’aquesta memo`ria.
Un conjunt dominador d’un graf G e´s un subconjunt S de ve`rtexs de G tal que qualsevol ve`rtex
de V (G) \ S esta` a l’entorn d’algun ve`rtex de S.
L’anterior definicio´ permet construir una famı´lia de conjunts dominadors per a cada graf. Ca-
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dascuna d’aquestes famı´lies conte´ una subfamı´lia formada per aquells conjunts que so´n minimals
respecte l’ordre de la inclusio´ de conjunts. Aquesta subfamı´lia minimal s’anomena el clutter de
dominacio´ del graf G. Aquests tipus de clutters so´n, pero`, tan sols un cas concret de clutter (o
hipergraf).
Un clutter e´s una famı´lia de conjunts tal que tots els seus elements so´n no comparables dos
a dos respecte la relacio´ d’inclusio´ de conjunts.
Com esmenta`vem, hi ha clutters que no so´n de dominacio´; e´s a dir, que no so´n el clutter
de dominacio´ de cap graf. En aquest cas podem trobar un altre clutter que sigui de dominacio´
i que sigui proper al clutter donat.
L’objectiu d’aquesta memo`ria e´s, per una banda, estudiar els conjunts dominadors i els cluttters
de dominacio´ associats a un graf i, per l’altre, projectar un clutter qualsevol a l’espai de clutters
de dominacio´ i donar-ne una descomposicio´ amb elements d’aquest espai. Aquests elements
seran els clutters de dominacio´ me´s propers al clutter en qu¨estio´. E´s a dir, seran les seves apro-
ximacions de dominacio´ o`ptimes.
Per aquest fi hem estructurat el treball de la segu¨ent manera: al Cap´ıtol 1 s’introdueix el
concepte de graf i s’estudien algunes famı´lies associades a ells; al Cap´ıtol 2 tractarem el poset
de clutters i, despre´s de donar-li una estructura de lattice, introduirem els conceptes d’apro-
ximacio´ i descomposicio´ al poset de clutters; al Cap´ıtol 3 buscarem els clutters de dominacio´
dins de certes famı´lies de clutters i estudiarem les completacions de dominacio´ d’un clutter; i,
per acabar, al Cap´ıtol 4, donarem un teorema de descomposicio´ amb clutters de dominacio´ per
clutters i usant-lo descomposarem els elements d’algunes famı´les de clutters.
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Dominacio´ en grafs
En aquest primer cap´ıtol estudiarem els grafs i algunes de les famı´lies associades a ells. Per
fer-ho comenc¸arem, a la Seccio´ 1.1, donant les nocions ba`siques del concepte de graf [3][17].
Despre´s, a la Seccio´ 1.2, introduirem el concepte de conjunt dominador d’un graf [13] i, a la
Seccio´ 1.3, introduirem dos tipus me´s de conjunts associats a un graf: els conjunts independents
i els recobriments per ve`rtexs [13]. Per acabar, a la Seccio´ 1.4, exposarem alguns problemes
relacionats amb la dominacio´ de grafs.
1.1 Grafs
En aquesta seccio´ donarem les definicions i notacions associades als grafs que anirem usant al
llarg de la memo`ria. Concretament, primer en donarem les definicions ba`siques, juntament amb
la definicio´ de digraf, despre´s parlarem de graus de ve`rtexs i dels seus entorns, dels recorreguts
i la dista`ncia i, finalment, dels isomorfismes de grafs.
1.1.1 Definicions ba`siques
Un graf e´s un parell ordenat G = (V,E) on V e´s un conjunt finit d’elements i E e´s un conjunt
de parelles {u, v} no ordenades d’elements de V . Els elements de V s’anomenen ve`rtexs del graf
G i els de E arestes del graf G. Quan sigui necessari distingir entre dos o me´s grafs escrivim
V (G), E(G).
El nombre de ve`rtexs de G, e´s a dir, el cardinal del conjunt V , s’anomena ordre de G i es
denota n(G). El nombre d’arestes de G, e´s a dir, el cardinal del conjunt E, s’anomena mida de
G i es denota m(G).
Per simplicitat, ens referim a les arestes {u, v} escrivint uv. Diem que dos ve`rtexs u i v so´n
adjacents quan existeix l’aresta uv ∈ E que els uneix. En tal cas tambe´ diem que l’aresta e = uv
i el ve`rtexs u i v so´n incidents o be´ que u i v so´n els extrems de l’aresta e.
Un digraf e´s un parell ordenat amb les mateixes propietats que un graf amb la difere`ncia que
les seves arestes so´n conjunts {u, v} ordenats; e´s a dir, les arestes nome´s van en una direccio´.
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1.1.2 Graus i entorns
El grau d’un ve`rtex v ∈ V d’un graf G = (V,E), denotat per deg(v), e´s el nombre d’arestes que
hi incideixen. Els ve`rtexs de grau 0 s’anomenen ve`rtexs a¨ıllats i els de grau n(G) − 1, ve`rtexs
universals. El conjunt de tots els ve`rtexs a¨ıllats de G es denota V0(G).
L’entorn obert d’un ve`rtex v, denotat per N(v), e´s el conjunt de ve`rtexs adjacents a v. El
seu entorn tancat, denotat per N [v], e´s el conjunt dels ve`rtexs adjacents a v unio´ ell mateix. A
me´s, donat S ⊆ V , el seu entorn tancat es defineix com la unio´ dels entorns tancats dels ve`rtexs
que el composen; e´s a dir,
N(v) = {u ∈ V : uv ∈ E},
N [v] = N(v) ∪ {v},
N [S] =
⋃
v∈S
N [v].
Observem que el cardinal de l’entorn obert de v e´s el seu grau; e´s a dir, |N(v)|= deg(v). Per
tant, |N [v]|= |N(v)|+1 = deg(v) + 1.
1.1.3 Recorreguts i dista`ncia
Un u-v recorregut d’un graf G = (V (G), E(G)) entre dos ve`rtexs u, v ∈ V (G) e´s una sequ¨e`ncia
de ve`rtexs u0u1...ul−1ul amb u0 = u, ul = v i ui−1ui ∈ E(G). El nombre l s’anomena la longitud
del recorregut. Si u = v es diu que e´s un recorregut tancat, mentre que si u 6= v es diu que e´s un
recorregut obert. Un camı´ e´s un recorregut en que tots els ve`rtexs so´n diferents. Un cicle e´s un re-
corregut tancat en que tots els ve`rtexs so´n diferents excepte el primer i l’u´ltim, que coincideixen.
Es diu que G e´s un graf connex si per a cada parell de ve`rtexs u, v ∈ V existeix un u-v
camı´. A me´s, es diu que G te´ k components connexes, G1, ..., Gk, si G1, ..., Gk so´n grafs con-
nexos i V (G1), ..., V (Gk) i E(G1), ..., E(Gk) so´n, respectivament, particions dels conjunts V (G)
i E(G). E´s a dir, si E(G) i V (G) so´n els conjunts resultants de les segu¨ents unions disjuntes:
E(G) = E(G1) ∪ ... ∪ E(Gk) i V (G) = V (G1) ∪ ... ∪ V (Gk). Observem que una component
connexa Gi te´ un u´nic ve`rtex v si, i nome´s si, v e´s un ve`rtex a¨ıllat.
Donats dos ve`rtexs u i v d’un graf G es defineix la dista`ncia entre u i v, denotada per d(u, v),
com el mı´nim nombre d’arestes d’un recorregut entre u i v. Si u = v llavors d(u, v) = 0. En el
cas que no hi hagi cap recorregut entre u i v escriurem d(u, v) = +∞. Si S e´s un subconjunt de
ve`rtexs de G i v e´s un ve`rtex de G, llavors es defineix la dista`ncia de v a S com el valor mı´nim
de les dista`ncies de v als elements de S; e´s a dir, d(v, S) = min{d(v, w) : w ∈ S}.
Observem que en un digraf pot definir-se la dista`ncia entre ve`rtexs, i la dista`ncia entre un
ve`rtex i un conjunt de ve`rtexs, de la mateixa forma que ho hem fet per a un graf. Reprendrem
aquest concepte al quart cap´ıtol.
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1.1.4 Isomorfisme de grafs
Intu¨ıtivament, dos grafs so´n isomorfs si tenen exactament la mateixa estructura al treure’ls
les etiquetes; e´s a dir, si cada ve`rtex de cadascun dels grafs pot, juntament amb les seves
arestes, emparellar-se amb un ve`rtex de l’altre i les seves arestes. Podem considerar, doncs, els
isomorfismes com un reetiquetatge dels ve`rtexs d’un graf. Formalment, es diu que dos grafs
G = (V (G), E(G)) i G′ = (V (G′), E(G′)) so´n isomorfs, i ho denotem per G ∼= G′, si existeix una
aplicacio´ bijectiva φ : V (G) → V (G′) que preserva adjace`ncies; e´s a dir, uv ∈ E(G) si, i nome´s
si, φ(u)φ(v) ∈ E(G′).
1.1.1 Exemple. Considerem els grafs G1, G2 i G3 de la Figura 1.1. E´s fa`cil comprovar que els
grafs G2 i G3 so´n isomorfs mitjanc¸ant, per exemple, l’aplicacio´ φ : V (G2)→ V (G3) definida per
φ(v1) = w1, φ(v2) = w3, φ(v3) = w5, φ(v4) = w2, φ(v5) = w4 i φ(v6) = w6, que e´s efectivament
una bijeccio´ entre els conjunts de ve`rtexs i preserva adjace`ncies. Per altra banda, observem que
a G1 els ve`rtexs v1, v2 i v3 formen un cicle de tres ve`rtexs mentre que a G2 no n’hi ha cap. Per
tant, dedu¨ım que G1 i G2 no poden ser isomorfs ja que no pot existir cap bijeccio´ que preservi
adjace`ncies que faci que un conjunt de tres ve`rtexs adjacents dos a dos deixi de ser-ho. El mateix
raonament s’este´n per a G1 i G3 per ser G2 i G3 grafs isomorfs.
Figura 1.1: Tres grafs, dos de la mateixa classe d’isomorfia i un d’una diferent.
La relacio´ d’isomorfia entre els grafs e´s una relacio´ d’equivale`ncia i els representants de les classes
d’equivale`ncia s’anomenen grafs no etiquetats. A continuacio´ donem alguns exemples coneguts
de grafs no etiquetats que anirem usant d’ara en endavant.
• Graf complet.
Un graf complet d’ordre n e´s un graf en que cada ve`rtexs e´s adjacent a tots els altres
ve`rtexs; e´s a dir, deg(v) = n− 1 per a tot ve`rtex v de G. El graf complet no etiquetat es
denota Kn. El graf de la Figura 1.2 e´s un exemple de Kn amb n = 8.
• Graf buit.
Un graf buit d’ordre n e´s un graf en que cap ve`rtex e´s adjacent a cap altre; e´s a dir,
deg(v) = 0 per a tot ve`rtex v de G. El graf buit no etiquetat es denota Kn. El graf de la
Figura 1.3 e´s un exemple de Kn amb n = 8.
• Graf k-partit.
Un graf k-partit e´s aquell per al que existeix una particio´ del conjunt V (G) en k subconjunts
V1, ..., Vk de forma que dos ve`rtexs diferents de Vi so´n sempre no adjacents per a tot i. Els
conjunts V1, ..., Vk s’anomenen les parts estables de G. Els grafs de la Figura 1.4 en so´n dos
exemples. Observem que ambdo´s grafs so´n grafs 2-partits, pero` que so´n tambe´ k-partits
per a k = 3, ..., 7.
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Figura 1.2: Graf complet no etiquetat de 8 ve`rtexs K8.
Figura 1.3: Graf buit no etiquetat de 8 ve`rtexs K8.
Figura 1.4: Exemple de grafs k-partits per a k = 2, ..., 7.
• Graf k-partit complet.
Un graf k-partit complet e´s un graf k-partit tal que dos ve`rtexs de parts estables diferents
so´n sempre adjacents; e´s a dir, si u ∈ Vi, v ∈ Vj , amb i 6= j, aleshores uv ∈ E(G). El graf
k-partit complet no etiquetat es denota Kn1,...,nk , on ni e´s el cardinal de la part estable
Vi. Els grafs de la Figura 1.4 so´n grafs k-partits no complets. El graf de la Figura 1.5 e´s,
en canvi, un graf 2-partit complet amb n1 = 3 i n2 = 4.
Figura 1.5: Graf 2-partit complet K3,4.
Observem que les quatre famı´lies de grafs descrites so´n independents de l’ordre dels grafs. No
obstant, podem tambe´ descriure famı´lies basant-nos en el seu ordre. Aix´ı, per a cada nombre
natural n hi ha una famı´lia de grafs no etiquetats que representen tots els grafs d’ordre n lle-
vat d’isomorfisme. A continuacio´ ens centrarem en l’estudi d’aquestes famı´lies per a valors de
n ∈ {1, 2, 3, 4}. Per descriure els representants de les classes prendrem un graf etiquetat que
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usarem per tal de descriure els conjunts de ve`rtexs i arestes.
Per a n = 1 existeix un sol graf; aquell amb un u´nic ve`rtex i cap aresta. E´s a dir, el graf
G1 que representem a la Figura 1.6:
• G1 = ({v1}, ∅)
Figura 1.6: Grafs de 1 ve`rtex, llevat d’isomorfisme.
Per a n = 2, hi ha dues opcions; o hi ha una aresta unint els dos ve`rtexs o no n’hi ha cap. Aixo`
es tradueix en els dos grafs segu¨ents, que representem a la Figura 1.7:
• G2,1 = ({v1, v2}, ∅)
• G2,2 = ({v1, v2}, {v1v2})
Figura 1.7: Grafs de 2 ve`rtexs, llevat d’isomorfisme.
Per a n = 3 hi ha 4 grafs no isomorfs, un per a cada mida 0, 1, 2, i 3, que so´n els segu¨ents i que
representem a la Figura 1.8:
• G3,1 = ({v1, v2, v3}, ∅)
• G3,2 = ({v1, v2, v3}, {v2v3})
• G3,3 = ({v1, v2, v3}, {v1v2, v2v3}
• G3,4 = ({v1, v2, v3}, {v1v2, v1v3, v2v3}
Figura 1.8: Grafs de 3 ve`rtexs, llevat d’isomorfisme.
I, per a n = 4, e´s fa`cil comprovar que hi ha els segu¨ents 11 grafs no isomorfs que representem a
la Figura 1.9:
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• G4,1 = ({v1, v2, v3, v4}, ∅)
• G4,2 = ({v1, v2, v3, v4}, {v2v4})
• G4,3 = ({v1, v2, v3, v4}, {v1v2, v2v4})
• G4,4 = ({v1, v2, v3, v4}, {v1v3, v2v4})
• G4,5 = ({v1, v2, v3, v4}, {v1v2, v1v4, v2v4})
• G4,6 = ({v1, v2, v3, v4}, {v1v2, v2v3, v2v4})
• G4,7 = ({v1, v2, v3, v4}, {v1v2, v1v3, v2v4})
• G4,8 = ({v1, v2, v3, v4}, {v1v2, v1v4, v2v4, v3v4})
• G4,9 = ({v1, v2, v3, v4}, {v1v2, v1v3, v2v4, v3v4})
• G4,10 = ({v1, v2, v3, v4}, {v1v2, v1v3, v1v4, v2v4, v3v4})
• G4,11 = ({v1, v2, v3, v4}, {v1v2, v1v3, v1v4, v2v3, v2v4, v3v4})
Figura 1.9: Grafs de 4 ve`rtexs, llevat d’isomorfisme.
Observem que el nombre de grafs no etiquetats no isomorfs d’ordre n pot calcular-se si es
coneixen el nombre de grafs connexos d’ordres me´s petits o iguals que n. La fo´rmula segu¨ent
(veure [14]) e´s una forma recursiva per calcular el nombre de grafs connexos d’ordre n, on C1 = 1:
Cn = 2
(n2) − 1
n
n−1∑
k=1
k
(
n
k
)
2(
n−k
2 )Ck.
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1.2 Conjunts dominadors d’un graf
1.2.1 Dominadors, dominadors minimals i dominadors mı´nims
En aquesta seccio´ estudiarem les famı´lies de conjunts dominadors dels grafs, elements base en
l’ana`lisi d’aquesta memo`ria.
L’estudi dels conjunts dominadors d’un graf va iniciar-se a la volta de l’any 1850, quan un
aficionat als escacs va preguntar-se quantes reines calia per dominar tot un taulell d’escacs.
A l’actualitat, la generalitzacio´ d’aquest concepte s’ha usat per resoldre un ampli ventall de
problemes.
Imaginem, per exemple, que tenim una xarxa de pobles que volem dotar de senyal telefo`nica. Ens
preguntem de quines formes podem distribuir antenes d’emissio´ amb un rang limitat a diferents
pobles de forma que tots ells rebin el senyal. Podem modelitzar aquesta situacio´ de la segu¨ent
forma: considerem un graf G amb tants ve`rtexs com pobles tingui la xarxa. Aleshores, tracem
una aresta entre dos ve`rtexs si la dista`ncia entre els corresponents pobles e´s menor al rang de
les antenes. El graf G de la Figura 1.10, per exemple, modelitza una d’aquestes situacions amb
un conjunt de 6 pobles.
Figura 1.10: Graf modelitzant la possibilitat de recepcio´ de senyal per a una xarxa de pobles.
Aix´ı, com veiem a la Figura 1.11, algunes de les formes de dominar tots els pobles e´s distribuint
les antenes als pobles dels conjunts Di que s’indiquen, per a i = 1, 2, 3, 4. E´s a dir, per a cada
i, la distribucio´ d’antenes als pobles del conjunt Di seria una possible solucio´ al problema.
• D1 = {v1, v2, v5}
• D2 = {v2, v5}
• D3 = {v2, v4, v6}
• D4 = {v1, v3, v4, v6}
Figura 1.11: Representacio´ gra`fica de 4 conjunts de dominacio´ del graf G: D1, D2, D3 i D4.
Anem ara a donar la definicio´ formal de la dominacio´ de grafs.
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1.2.1 Definicio´. Sigui G = (V,E) un graf. Es diu que un conjunt de ve`rtexs D ⊆ V e´s un
conjunt dominador de G si tot ve`rtex de V \D e´s adjacent a almenys un ve`rtex de D; e´s a dir,
D e´s un conjunt dominador ⇔ ∀v ∈ V \D ∃u ∈ D : uv ∈ E.
Denotem per D(G) la famı´lia de conjunts dominadors de G.
Seguint amb l’exemple dels pobles observem que la propietat de dominacio´ d’un conjunt D de
pobles sobre el graf G pot ser interpretada de va`ries formes; (1) D e´s dominador; (2) tot poble
que no disposa d’antena te´ una antena a una dista`ncia inferior al del radi d’emissio´; (3) tot
poble compleix que o be´ ell mateix o be´ algun dels pobles que es troben a una dista`ncia inferior
del radi d’emissio´ te´ una antena; (4) si tracem cercles amb radi el radi d’emissio´ des de tots els
pobles amb antena aleshores tot poble queda dins d’algun dels cercles; (5) tot poble sense antena
te´ algun poble amb antena a una dista`ncia inferior al radi d’emissio´. Tot i que no sigui me´s que
donar voltes al mateix concepte, aixo` ens ajuda a enunciar la segu¨ent proposicio´ que generalitza
el que acabem de veure; e´s a dir, aquesta proposicio´ ens do´na diferents maneres d’entendre els
conjunts dominadors.
1.2.2 Proposicio´. Sigui D ⊆ V un conjunt de ve`rtexs d’un graf G = (V,E). Les afirmacions
segu¨ents so´n equivalents:
1. S e´s un conjunt dominador.
2. Per a tot ve`rtex v ∈ V \D existeix un ve`rtex u ∈ D tal que uv ∈ E.
3. Per a tot ve`rtex v ∈ V , el conjunt N [v] ∩D e´s no buit.
4. N [D] = V .
5. Per a tot ve`rtex v ∈ V \D es te´ que d(v,D) = 1.
Demostracio´. Evident a partir de les definicions.
Observem que si D e´s un conjunt de ve`rtexs dominador d’un graf G i D′ e´s un superconjunt
de D, e´s a dir, D ⊆ D′, aleshores el conjunt D′ e´s tambe´ un conjunt dominador del graf
G. Les famı´lies de conjunts que compleixen aquesta propietat s’anomenen famı´lies mono`tones
creixents de conjunts. Per descriure famı´lies amb aquesta propietat en tenim prou amb els seus
elements minimals, aquells que so´n el nucli indispensable per reproduir-les. A continuacio´ veiem
que` volem dir exactament amb conjunts minimals i, per simetria, definim tambe´ els conjunts
maximals.
1.2.3 Definicio´. Sigui A = {A1, ..., Ak} una famı´lia de conjunts, llavors:
• El conjunt Ai e´s un conjunt minimal de A si no existeix cap altre conjunt de A inclo`s en
ell. La famı´lia de tots els conjunts minimals de A es denota per min(A); e´s a dir,
min(A) = {Ai ∈ A : Ai + Aj per a tot j 6= i}.
• El conjunt Ai e´s un conjunt maximal de A si no esta` inclo`s en cap altre conjunt de A. La
famı´lia de tots els conjunts maximals de A es denota per max(A); e´s a dir,
max(A) = {Ai ∈ A : Ai * Aj per a tot j 6= i}.
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1.2.4 Definicio´. Sigui G = (V,E) un graf. Un conjunt D ⊆ V e´s un conjunt dominador
minimal si e´s dominador de G i e´s un conjunt minimal de la famı´lia D(G); e´s a dir, si e´s
dominador i cap dels seus subconjunts propis e´s un conjunt dominador. La famı´lia de conjunts
dominadors minimals del graf G es denota D(G); e´s a dir, D(G) = min(D(G)).
Aix´ı, D(G) s’obte´ a partir de la famı´lia D(G); e´s el nucli del que parla`vem. Observem que,
com hem dit, podem recuperar D(G) a partir de D(G). Aixo` e´s aix´ı ja que, per la definicio´
de conjunt dominador minimal, tot conjunt dominador e´s la unio´ dels ve`rtexs d’un conjunt
dominador minimal i altres ve`rtexs; e´s a dir,
D(G) = {A ⊆ V (G) tal que ∃D ∈ D(G) amb D ⊆ A}.
Hi ha, doncs, una corresponde`ncia un a un entre famı´lies de conjunts de dominacio´ i famı´lies de
conjunts de dominacio´ minimals que ens permet tractar amb qualsevol dels dos indistintament.
Per tant, a partir d’ara quan en donem un dels dos estarem donant impl´ıcitament l’altre i anirem
de l’un a l’altre quan sigui escaient. Veurem aixo` amb me´s formalitat a la Subseccio´ 2.2.2.
D’entre tots els conjunts dominadors de G, aquells amb cardinal mı´nim s’anomenen conjunts
dominadors mı´nims. Tot i que e´s cert que tot conjunt dominador mı´nim e´s un conjunt dominador
minimal, el rec´ıproc no te´ perque` ser sempre cert; per exemple, el graf estrella de la Figura 1.12
te´ dos conjunts minimals: un format pel ve`rtex del centre, i l’altre pels ve`rtexs exteriors. Tot i
aix´ı, tan sols el primer, de cardinal 1, e´s mı´nim.
Figura 1.12: Graf estrella de 5 ve`rtexs.
Determinar els conjunts de dominacio´ minimals i de cardinal mı´nim e´s un problema dif´ıcil que
estudiarem a la Seccio´ 3.1. Per exemple, reprenent l’exemple dels pobles, observem que D2,
D3 i D4 de la Figura 1.11 so´n conjunts dominadors minimals mentre que D1 no ho e´s per ser
D2 ⊆ D1. Ara be´, hi ha me´s conjunts dominadors minimals que els esmentats? Observem que
el conjunt D5 = {v1, v3, v5} e´s tambe´ un conjunt de dominacio´ minimal i que amb aquest ja els
tenim tots. Aix´ı doncs, l’u´nic conjunt de dominacio´ mı´nim del graf G de la Figura 1.10 e´s el
conjunt D2.
1.2.2 Dominadors, isomorfismes i components connexes
En aquesta seccio´ veurem com es comporten els conjunts dominadors al aplicar-los un isomorfis-
me de grafs i estudiarem la relacio´ entre els conjunts dominadors d’un graf i les seves components
connexes.
1.2.5 Proposicio´. Siguin G i G′ dos grafs i sigui φ : V (G)→ V (G′) un isomorfisme. Aleshores:
1. D(G′) = {φ(D) : D ∈ D(G)}.
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2. D(G′) = {φ(D) : D ∈ D(G)}.
Demostracio´. Veiem primer que si D e´s un dominador del graf G llavors la seva imatge per
l’isomorfisme φ, φ(D), e´s un conjunt dominador del graf G′. Sigui D un conjunt dominador
de G. Siguin v′ ∈ V (G′) \ φ(D) i v = φ−1(v′) ∈ V (G). Aleshores, per ser D un conjunt
dominador, existeix un ve`rtex u ∈ D tal que uv e´s una aresta de G. Llavors, com que φ preserva
adjace`ncies, φ(u)φ(v) e´s una aresta de G′ i, per tant, φ(D) e´s un conjunt dominador de G′.
Tenim, doncs, {φ(D) : D ∈ D(G)} ⊆ D(G′). L’altra inclusio´ es demostra de forma ana`loga per
ser φ isomorfisme i tenir, per tant, una aplicacio´ inversa φ−1 que e´s tambe´ un isomorfisme.
Per demostrar la segona afirmacio´ veiem que si D e´s un conjunt dominador minimal de G llavors
φ(D) ho e´s de G′. Suposem el contrari, que existeix D un conjunt dominador minimal de G tal
que la seva imatge per φ, D′, no ho e´s de G′. Per una banda, per l’apartat anterior tenim que D′
e´s de dominacio´. Per l’altra, com que no e´s un conjunt dominador minimal, concloem que existeix
un conjunt C ′  D′ tal que C ′ ∈ D(G′). Sigui C = φ−1(C ′). Aleshores, per l’apartat anterior, C
e´s un conjunt dominador de G. A me´s es te´ que C = φ−1(C ′)  φ−1(D′) = D. Aix´ı, arribem a
una contradiccio´ amb el fet queD e´s dominador minimal. Per tant, {φ(D) : D ∈ D(G)} ⊆ D(G′).
L’altra inclusio´ es demostra de forma ana`loga.
1.2.6 Proposicio´. Sigui G = (V,E) un graf amb k components connexes G1, ..., Gk. Llavors:
1. D(G) = {A1 ∪ ... ∪Ak : Ai ∈ D(Gi)}.
2. D(G) = {B1 ∪ ... ∪Bk : Bi ∈ D(Gi)}.
Demostracio´. Evident a partir de les definicions.
1.2.7 Exemple. El graf G amb dues components connexes de la Figura 1.13 ens servira` per
il·lustrar la proposicio´ anterior. A cada figura Di, i = 1, 2, 3, els elements de Di so´n els ve`rtexs
encerclats. Observem que D1 no e´s un conjunt dominador de G ja que la component de la
dreta no esta` dominada. Per altra banda, D3 e´s un conjunt dominador de G ja que les dues
components connexes queden dominades. No obstant, com que tan sols e´s minimal el d’una
d’elles, la unio´ no ho e´s. En canvi, D2 e´s un conjunt de dominacio´ minimal de G ja que ho so´n
els de cada component connexa i, per tant, ho e´s tambe´ la seva unio´.
Figura 1.13: Graf no connex G i tres dels seus conjunts dominadors, D1, D2 i D3.
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Si G1, ..., Gk so´n les components connexes d’un graf G, aleshores V (G1), ..., V (Gk) forma una
particio´ del conjunt de ve`rtexs V (G) del graf G. El graf join ens permet generar un graf connex
a partir d’una particio´ del seu conjunt de ve`rtexs. Anem a definir aquest graf i a estudiar els
seus conjunts de dominacio´.
Siguin G1, ..., Gr r ≥ 2 grafs amb conjunts de ve`rtexs V (G1), ..., V (Gr) disjunts dos a dos.
Aleshores el graf join G1∨...∨Gr de G1, ..., Gr e´s el graf amb conjunt de ve`rtexs V (G1∨...∨Gr) =
V (G1)∪ ...∪ V (Gr) i conjunt d’arestes E(G1 ∨ ...∨Gr) = E(G1)∪ ...∪E(Gr)∪ {{x1, x2} : xk ∈
V (Gik) i i1 6= i2}.
1.2.8 Proposicio´. Siguin G1, ..., Gr r ≥ 2 grafs amb conjunts de ve`rtexs disjunts dos a dos.
Aleshores:
D(G1 ∨ ... ∨Gr) = D(G1) ∪ ... ∪ D(Gr) ∪ {{x1, x2} : xk ∈ V (Gik), N [xk] 6= V (Gik), i1 6= i2}.
Demostracio´. Veiem primer la inclusio´ cap a l’esquerra. Per la definicio´ del graf join, qualsevol
ve`rtex de la component connexa Gi domina tots el ve`rtexs de totes les components Gj amb j 6= i.
Aix´ı, qualsevol conjunt que domini una de les components Gi domina tambe´ tot el graf join. Per
tant, D(Gi) ⊆ D(G1 ∨ ... ∨ Gr) per a tot i ∈ {1, ..., r}. Pel mateix motiu, qualsevol parella de
ve`rtexs {xi, xj} de components Gi, Gj diferents domina tambe´ el graf join. No obstant, observem
que si un dels dos ve`rtexs de la parella, diguem xi, e´s un ve`rtex universal a la component Gi
llavors la parella {xi, xj} ja no e´s un conjunt dominador minimal, doncs {xi} e´s tambe´ un conjunt
dominador. Per tant, {{x1, x2} : xk ∈ V (Gik), N [xk] 6= V (Gik), i1 6= i2} ⊆ D(G1 ∨ ... ∨Gr).
Veiem ara l’altra inclusio´. Sigui D ∈ D(G1∨ ...∨Gr). Veiem que si D 6∈ D(Gi) per a tot i llavors
D ∈ {{x1, x2} : xk ∈ V (Gik), N [xk] 6= V (Gik), i1 6= i2}. Suposem que el conjunt D domina
el graf G pero` no pertany a cap famı´lia de dominadors minimals D(Gi) de les components
Gi. Llavors D ha de tenir, al menys, dos ve`rtexs de components diferents. De fet, pel mateix
raonament fet per a l’altra inclusio´, aquest conjunt pot tenir com a ma`xim dos elements i cap
dels dos pot ser un ve`rtex universal a la seva component Gi. Per tant, D ∈ {{x1, x2} : xk ∈
V (Gik), N [xk] 6= V (Gik), i1 6= i2}, com vol´ıem veure. Amb aixo` acaba la demostracio´.
Per acabar aquesta subseccio´, anem a calcular les famı´lies de conjunts dominadors dels grafs no
isomorfs de 4 o menys ve`rtexs.
A la Subseccio´ 1.1.4 ja hem descrit tots els grafs d’ordre 4 o menys llevat d’isomorfisme, al-
guns d’ells amb me´s d’una component connexa i, com veurem, alguns dels altres reductibles a
la operacio´ join entre dos grafs d’ordre inferior. Per tant, molts cops, no cal calcular a ma` el
conjunt dominador minimal d’un graf si es coneixen ja els dels grafs d’ordre inferior. Aixo` es fa
usant els resultats de les Proposicions 1.2.6 i 1.2.8 referents als conjunts dominadors per a grafs
amb k ≥ 2 components connexes i per als grafs join.
Comencem a calcular les famı´lies de conjunts dominadors dels grafs no isomorfs de 4 o menys
ve`rtexs.
Per a n = 1 e´s clar que el conjunt dominador de l’u´nic graf G1 e´s el que conte´ aquell ve`rtex com
conjunt; e´s a dir,
• D(G1) = {{v1}}
Ara estem en condicions de calcular els conjunts dominadors per als grafs complet i buit sobre
el conjunt de n ≥ 2 ve`rtexs {v1, ..., vn}. Per fer-ho usarem que D(K1) = D(G1) = {{v1}}.
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Observem que el graf complet Kn compleix Kn = Kn−1 ∨ K1. Per tant, usant la Proposicio´
1.2.8 recursivament, obtenim que D(Kn) = D(Kn−1 ∨ K1) = {{v1}, ..., {vn}}. Per altra ban-
da, el graf buit Kn compleix Kn =
⋃n
i=1K1. Per tant, per la Proposicio´ 1.2.6, obtenim que
D(Kn) = {{v1, ..., vn}}.
Seguim amb el nostre propo`sit.
Per a n = 2 tenim dos grafs, el complet G2,1 i el buit G2,2 i, per tant,
• D(G2,1) = {{v1, v2}}
• D(G2,2) = {{v1}, {v2}}
Per als grafs d’ordre 3 es te´ que G3,1 = K3 i G3,4 = K3. El graf G3,2 te´ dues components
connexes isomorfes a G1 i G2,2, dels que ja coneixem els conjunts dominadors minimals. Pel
que fa al graf G3,3 observem que te´ dos ve`rtexs de grau 1 i un de grau 2. Per tant, els conjunts
dominadors minimals so´n el que conte´ el ve`rtex de grau 2 i el que conte´ els dos de grau 1. Aix´ı,
• D(G3,1) = {{v1, v2, v3}}
• D(G3,2) = {{v1, v2}, {v1, v3}}
• D(G3,3) = {{v1, v3}, {v2}}
• D(G3,4) = {{v1}, {v2}, {v3}}
Per a n = 4, tornem a tenir que G4,1 = K4 i que G4,11 = K4. Per determinar els conjunts de
dominacio´ minimals de G4,2, G4,3, G4,4 i G4,5 podem fer-ho a partir de les seves components
connexes de les que ja en coneixem els dominadors minimals. A me´s, G4,6 = G3,1 ∨ G1 i
G4,10 = G3,3 ∨G1 i, per tant, tambe´ podem determinar-ne els dominadors minimals fa`cilment.
Pels grafs G4,7, G4,8, G4,9 i G4,10 cal calcular-los a ma` en un exercici fa`cil. Aix´ı,
• D(G4,1) = {{v1, v2, v3, v4}}
• D(G4,2) = {{v1, v2, v3}, {v1, v3, v4}}
• D(G4,3) = {{v1, v3, v4}, {v2, v3}}
• D(G4,4) = {{v1, v2}, {v1, v4}, {v2, v3}, {v3, v4}}
• D(G4,5) = {{v1, v3}, {v2, v3}, {v3, v4}}
• D(G4,6) = {{v2}, {v1, v3, v4}}
• D(G4,7) = {{v1, v2}, {v1, v4}, {v2, v3}, {v3, v4}}
• D(G4,8) = {{v4}, {v1, v3}, {v2, v3}}
• D(G4,9) = {{v1, v2}, {v1, v3}, {v1, v4}, {v2, v3}, {v2, v4}, {v3, v4}}
• D(G4,10) = {{v1}, {v4}, {v2, v3}}
• D(G4,11) = {{v1}, {v2}, {v3}, {v4}}
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1.2.3 Conjunts dominadors i grafs codominadors
Observem que no sempre e´s cert que si G1 i G2 so´n dos grafs tals que D(G1) = D(G2) llavors
G1 ∼= G2; e´s a dir, pot ser que dos grafs tinguin la mateixa famı´lia de dominadors minimals pero`
que no siguin isomorfs. Per exemple, els grafs G1 i G2 de la Figura 1.14 so´n no isomorfs tal com
hem vist a l’Exemple 1.1.1 pero` compleixen que D(G1) = D(G2) = {{vi, vj} : i ∈ {1, 2, 3}, j ∈
{4, 5, 6}} ∪ {v1, v2, v3} ∪ {v4, v5, v6}.
Figura 1.14: Dos grafs amb famı´lia de dominadors iguals no isomorfs.
Aquest fet ens porta a considerar la definicio´ segu¨ent.
1.2.9 Definicio´. Siguin G1 i G2 dos grafs. Aleshores es diu que G1 i G2 so´n codominadors si,
i nome´s si, D(G1) = D(G2).
L’objectiu d’aquesta subseccio´ e´s veure que` tenen en comu´ els grafs codominadors me´s enlla` de
la famı´lia de conjunts dominadors. Per a aixo`, primer estudiarem la relacio´ entre els conjunts
dominadors d’un graf tant amb el seu conjunt de ve`rtex com amb el de ve`rtexs a¨ıllats. Tot
seguit, veurem la relacio´ entre el conjunt d’entorns minimals d’un graf i els seus conjunts de
dominacio´. D’aqu´ı obtindrem una caracteritzacio´ per a que` dos grafs siguin codominadors.
1.2.10 Proposicio´. Sigui G = (V (G), E(G)) un graf amb conjunt de ve`rtexs a¨ıllats V0(G).
Aleshores:
1.
⋃
D∈D(G)D = V (G).
2.
⋂
D∈D(G)D = V0(G).
Demostracio´. Per demostrar el primer apartat n’hi ha prou amb veure que tot ve`rtex v ∈ V (G)
te´ un conjunt dominador Dv associat al que esta` inclo`s. Sigui v ∈ V (G) un ve`rtex de G.
Aleshores el conjunt Cv = V (G) \N(v) e´s un conjunt dominador que conte´ v. A me´s, qualsevol
conjunt dominador minimal que conte´ v esta` inclo`s en Cv. Sigui Dv un dominador minimal
inclo`s en Cv. Llavors v ∈ Dv ∈ D(G). Per tant V (G) =
⋃
D∈D(G)D.
Per veure el segon apartat considerem G1, ..., Gk les components connexes de G. Aleshores, per
la Proposicio´ 1.2.5 es te´ que:
⋂
D∈D(G)
D =
⋂
D∈D(G)
k⋃
i=1
(V (Gi) ∩D) =
k⋃
i=1
⋂
D∈D(G)
(V (Gi) ∩D) =
k⋃
i=1
⋂
Ai∈D(Gi)
Ai.
La commutabilitat de la unio´ amb la interseccio´ de la segona igualtat e´s deguda a la distributivi-
tat de la interseccio´ respecte a la unio´ i al fet que (V (Gi)∩D)∩(V (Gj)∩D) = V (Gi)∩V (Gj)∩D =
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∅ si i 6= j. E´s clar que si V (Gi) = {v} per a algun i, llavors
⋂
Ai∈D(Gi)Ai = {v}. Per altra
banda, si Gi te´ me´s d’un ve`rtex, llavors per a cada ve`rtex v ∈ V (Gi) existeix al menys un
conjunt dominador minimal Dv que no el conte´. Veiem-ho. Sigui v ∈ Gi, amb ord(Gi) > 1.
Aleshores existeix un ve`rtex u ∈ V (Gi) tal que uv ∈ E(Gi) i, en consequ¨e`ncia, NGi(v) 6= ∅.
Sigui u un ve`rtex tal que u ∈ NGi(v). Llavors, el conjunt V (Gi) \NGi(u) e´s un conjunt domi-
nador de Gi que no conte´ v. Per tant, existeix al menys un conjunt dominador minimal inclo`s
en V (Gi) \ NGi(u) que no conte´ v. Sigui Dv, per a cada v ∈ Gi, aquest conjunt de dominacio´
minimal. Llavors
⋂
Ai∈D(Gi)Ai ⊆
⋂
v∈Gi Dv = ∅. Aix´ı, si Gi te´ ordre major que 1, aleshores⋂
Ai∈D(Gi)Ai = ∅. Per tant,
⋂
D∈D(G)D =
⋃
i:|Gi|=1 V (Gi) = V0(G), com vol´ıem demostrar.
1.2.11 Corol·lari. Siguin G1 i G2 dos grafs codominadors. Aleshores V (G1) = V (G2) i
V0(G1) = V0(G2).
Demostracio´. Immediata a partir de la proposicio´ anterior.
E´s clar que si coneixem els entorns de tots els ve`rtexs d’un graf llavors podem reproduir-lo.
No obstant, no sempre podem aconseguir una informacio´ tan detallada sobre el graf que estem
estudiant. Anem a veure com podem recuperar la famı´lia d’entorns tancats minimals de G a
partir de la famı´lia de conjunts dominadors minimals de G (Proposicio´ 1.1.13). Aquesta famı´lia,
tot i no constar sempre de tots els entorns tancats de G, ens proporciona algunes nocions de
com e´s el graf que estudiem (veure Exemple 2.1.13).
1.2.12 Definicio´. Donat un graf G = (V,E) amb V = {v1, ..., vn}, la famı´lia d’entorns tancats
de G e´s
N [G] = {N [v1], ..., N [vn]}.
Es defineix N [G] = min(N [G]).
Veiem un exemple de com es calcula aquesta famı´lia.
1.2.13 Exemple. Si considerem el graf G de la Figura 1.10 observem que es te´ que la seva
famı´lia d’entorns tancats e´s N [G] = {N [v1], N [v2], N [v3], N [v4], N [v5], N [v6]}, amb
N [v1] = {v1, v2}
N [v2] = {v1, v2, v3, v5}
N [v3] = {v2, v3}
N [v4] = {v4, v5}
N [v5] = {v2, v4, v5, v6}
N [v6] = {v5, v6}
Observem que N [v1] ⊆ N [v2], que N [v4] ⊆ N [v5] i que N(vi] 6⊆ N [vj ] per a i, j ∈ {1, 3, 4, 6}.
D’aqu´ı dedu¨ım que N [G] = min(N [G]) = {N [v1], N [v3], N [v4], N [v5]}.
1.2.14 Proposicio´. Sigui G un graf i D(G) = {D1, ..., Ds} la famı´lia de conjunts dominadors
minimals de G. Llavors,
N [G] = min{{a1, ..., as} : ai ∈ Di per a tot i ∈ {1, ..., s}}.
Demostracio´. Siguin H = {{a1, ..., as} : ai ∈ Di per a tot i ∈ {1, ..., s}} i H ′ = {X ⊆ V (G) :
X ∩D 6= ∅ per a tot D ∈ D(G)}. Observem que, tot i que no e´s sempre cert que H = H ′, si que
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e´s te´ la inclusio´ H ⊆ H ′. Anem a veure tambe´ que es compleix la igualtat min(H) = min(H ′).
Aixo` e´s degut a que qualsevol conjunt minimal de H ′ ha de tenir elements de tots els conjunts
dominadors minimals i pot tenir, com a ma`xim, s elements, ja que si n’hi hague´s me´s podr´ıem
encara eliminar elements i seguir dins de H ′ (assignant un element per a cada Di i eliminant
aquells que no han estat assignats). Llavors, min(H ′) ⊆ H i, per tant, com que H ⊆ H ′,
concloem que min(H) = min(H ′).
Per altra banda, e´s clar que N [x] e´s un element de H ′ per a tot ve`rtex x de G i, per tant, que
N [G] ⊆ H ′. Llavors N [G] = min(N [G]) ⊆ H ′. Ara, per tal de veure que N [G] = min(H ′) en
tenim prou amb comprovar que per a tot conjunt X ∈ H ′ existeix al menys un ve`rtex x ∈ V (G)
tal que N [x] ⊆ X.
Suposem, en vistes d’un absurd, el contrari; que existeix un conjunt X de H ′ tal que N [x] * X
per a tot ve`rtex x de G. Sigui bx ∈ N [x] \ X i sigui B = {bx : x ∈ V (G)}. Aleshores, la
interseccio´ B ∩ N [x] e´s no buida per a tot ve`rtex x ∈ V (G). Per tant, B e´s un dominador i
existeix un conjunt B0 ⊆ B que e´s dominador minimal. Aleshores, com que X e´s de H ′, es te´
que B0 ∩X 6= ∅ i, per tant, B ∩X 6= ∅, que contradiu el fet que B ⊆ V (G) \X.
1.2.15 Corol·lari. Siguin G1, G2 dos grafs. Aleshores es te´ que D(G1) = D(G2) si, i nome´s si,
N [G1] = N [G2].
Demostracio´. La implicacio´ cap a la dreta e´s evident per la proposicio´ anterior. Per veure
l’inclusio´ en l’altre sentit demostrarem que D(G1) = D(G2) que, com sabem, equival a demostrar
que D(G1) = D(G2). Suposem, doncs, que N [G1] = N [G2]. Anem a veure que D(G1) ⊆ D(G2).
SiguiD ∈ D(G1). Per la Proposicio´ 1.2.2 obtenim queD e´s de dominacio´ si, i nome´s si, N∩D 6= ∅
per a tot N ∈ N [G1]. Llavors, com que N [G2] = N [G1], e´s clar que D e´s de dominacio´ tambe´
pel graf G2. L’altra inclusio´ es demostra ana`logament.
1.3 Dominacio´, recobriment i independe`ncia
En aquesta seccio´ introduirem les nocions de recobriment i de conjunt independent de ve`rtexs
d’un graf G i relacionarem aquests conceptes entre si i amb la dominacio´.
1.3.1 Definicio´. Sigui G = (V,E) un graf. Es diu que C ⊆ V e´s un recobriment per ve`rtexs de
G, o un recobriment de G, si tota aresta de G incideix en al menys un ve`rtex de C. La famı´lia
dels recobriments de G es denota C(G).
Observem que, al igual que la famı´lia de conjunts dominadors D(G), C(G) e´s una famı´lia
mono`tona creixent: si C e´s un recobriment de G i C ′ ⊆ V e´s tal que C ⊆ C ′, aleshores C ′ e´s
tambe´ un recobriment. En aquest cas, doncs, ens torna a interessar cone`ixer els recobriments
minimals.
1.3.2 Definicio´. Es defineix C(G) com la famı´lia de recobriments minimals del graf G; e´s a
dir, C(G) = min(C(G)). Es diu que un recobriment minimal C e´s un recobriment mı´nim si C
e´s un recobriment minimal de cardinal mı´nim.
1.3.3 Definicio´. Sigui G = (V,E) un graf. Es diu que I ⊆ V e´s un conjunt de ve`rtexs
independent de G, o un conjunt independent de G, si tota parella de ve`rtexs de I e´s no adjacent.
La famı´lia de tots els conjunts independents de G es denota I(G).
La famı´lia I(G) e´s, a difere`ncia del que passa amb els recobriments i la dominacio´, una famı´lia
decreixent de conjunts; e´s a dir, si I e´s un conjunt independent i I ′ e´s un altre conjunt de ve`rtexs
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tal que I ′ ⊆ I, aleshores I ′ e´s tambe´ un conjunt independent. Per aquest motiu, els conjunts de
I(G) que ens aporten el ma`xim d’informacio´ so´n els seus conjunts maximals.
1.3.4 Definicio´. Es defineix I(G) com la famı´lia de conjunts maximals de I(G); e´s a dir,
I(G) = max(I(G)). Es diu que un conjunt independent maximal I e´s un conjunt independent
ma`xim si I e´s un conjunt independent maximal de cardinal ma`xim.
1.3.5 Exemple. Si reprenem l’exemple dels pobles de la Subseccio´ 1.2.1 observem que tambe´
pot aplicar-se a recobriments i independents. Suposem, per exemple, que calgue´s fer arribar el
senyal a tots aquells camins que uneixen pobles distant menys que el rang d’emissio´. Aleshores
haur´ıem de recobrir totes les arestes del graf modelitzador amb el senyal de les antenes. Ima-
ginem, per altra banda, que els senyals de dues antenes diferents fessin interfere`ncia a l’estar a
dista`ncia menor de la del rang d’emissio´. En aquest cas ens interessaria que dues antenes mai
fossin adjacents; e´s a dir, que el conjunt de ve`rtexs seleccionat fos independent.
A continuacio´ donem alguns exemples de conjunts independents i de recobriments del graf de la
Figura 1.10 que, com ja hem dit, modelitza quins pobles es troben a una dista`ncia menor que
la d’una antena d’emissio´.
• C1 = {v1, v2, v4, v5} e´s un recobriment no minimal.
• C2 = {v1, v3, v5} e´s un recobriment minimal no mı´nim.
• C3 = {v2, v5} e´s un recobriment mı´nim.
• I1 = {v1, v5} e´s un independent no maximal.
• I2 = {v1, v3, v5} e´s un independent maximal no ma`xim.
• I3 = {v1, v3, v4, v6} e´s un independent ma`xim.
1.3.6 Definicio´. Sigui A un subconjunt d’un conjunt B. Es defineix el conjunt complementari
a A com Ac = B \A. Sigui A = {A1, ..., Ak}, Ai ⊆ B una famı´lia de subconjunts d’un conjunt
B. Es defineix la famı´lia complementa`ria de A, denotada per Ac, com la famı´lia que conte´ els
conjunts complementaris als conjunts de A. E´s a dir,
Ac = {Ac1, ..., Ack}.
1.3.7 Proposicio´. Siguin G = (V,E) un graf. Aleshores, prenent complementaris en V es te´
que:
1. I(G)c = C(G).
2. C(G)c = I(G).
Demostracio´. Primer cal que veiem que un conjunt de ve`rtexs C e´s un recobriment per ve`rtexs
de G si, i nome´s si, Cc n’e´s un conjunt independent. Sigui C un recobriment de G. Per tal que
un conjunt de ve`rtexs sigui un recobriment cal que contingui al menys un dels dos extrems de
cadascuna de les arestes. Aleshores, no pot ser que existeixin dos ve`rtexs u, v ∈ Cc tals que
uv ∈ E. Aix´ı, dos elements de Cc mai estan units per una aresta i per tant Cc e´s un conjunt
independent. Rec´ıprocament, sigui Cc un conjunt independent. Pel raonament anterior, cada
aresta de E incideix com a ma`xim en un ve`rtex de Cc. Per tant, tot element de E incideix en
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algun element de C i, aix´ı, C e´s un recobriment. Amb aixo` queda demostrat que I(G)c = C(G)
i que C(G)c = I(G).
Per acabar, e´s fa`cil comprovar que el conjunt complementari d’un recobriment minimal e´s un
conjunt independent maximal i viceversa i, per tant, queda conclosa la demostracio´.
1.3.8 Proposicio´. Sigui G un graf. Aleshores:
D(G) ∩ I(G) = D(G) ∩ I(G) = D(G) ∩ I(G) = D(G) ∩ I(G) = I(G).
Demostracio´. E´s clar que D(G) ∩ I(G) esta` inclo`s a D(G) ∩ I(G) i a D(G) ∩ I(G) que estan,
alhora, inclosos a D(G) ∩ I(G). Veiem que D(G) ∩ I(G) = I(G).
Sigui S un conjunt dominador i independent. Suposem que no e´s independent maximal. Ales-
hores existeix un ve`rtex v ∈ V \ S tal que S ∪ {v} e´s independent. Aixo` voldria dir que v no e´s
adjacent a cap ve`rtex de S, que contradiu que S sigui dominador. Aix´ı, D(G) ∩ I(G) ⊆ I(G).
Sigui S un conjunt independent maximal. Suposem que no e´s un dominador. Aleshores existeix
un ve`rtex v ∈ V \S que no e´s adjacent a cap ve`rtex de S. Llavors S∪{v} e´s tambe´ independent,
cosa que contradiu la maximalitat de S. Per tant, I(G) ⊆ D(G) ∩ I(G).
Aix´ı, hem demostrat la igualtat D(G) ∩ I(G) = I(G).
Per acabar la demostracio´ de la proposicio´ hem de veure que D(G) ∩ I(G) ⊆ D(G) ∩ I(G).
Demostrem-ho. Si un conjunt S e´s dominador i independent llavors per a qualsevol ve`rtex v
de V es te´ que S \ {v} no pot ser dominador i, per tant, S ∈ D(G), que prova D(G) ∩ I(G) ⊆
D(G). Pero` D(G) ∩ I(G) = I(G) i, per tant, D(G) ∩ I(G) ⊆ D(G) ∩ I(G), concloent aix´ı la
demostracio´.
Remarca. Per la proposicio´ anterior sabem que la famı´lia de conjunts dominadors i indepen-
dents e´s la mateixa que la de dominadors minimals i independents; que la de dominadors i inde-
pendents maximals; que la de dominadors minimals i independents maximals; i, alhora, que la de
independents maximals. Notarem doncs, sense pe`rdua de generalitat, Dind(G) = I(G) ∩D(G).
1.3.9 Definicio´. Els elements de la famı´lia Dind(G) d’un graf G direm que so´n els conjunts
dominadors independents de G.
A continuacio´ estudiarem l’estreta relacio´ que hi ha entre la famı´lia de dominadors independents
del graf G i el seu conjunt d’arestes E(G).
1.3.10 Proposicio´. Sigui G un graf i Dind(G) = {D1, ..., Dk} la seva famı´lia de conjunts
dominadors independents. Llavors,
E(G) = min{{a1, ..., ak} : ai /∈ Di per a tot 1 ≤ i ≤ k}.
Demostracio´. Sigui H = {{a1, ..., ak} : ai /∈ Di per a tot i ≤ i ≤ k}. Considerem dos casos
segons si E(G) e´s buit o no ho e´s.
En el cas E(G) = ∅ aleshores Dind = {V (G)}. Llavors H = ∅ i, per tant, min(H) = ∅ = E(G),
com vol´ıem veure.
Suposem ara que E(G) 6= ∅. Per tal de veure E(G) = min(H) n’hi ha prou amb comprovar
que (1) el conjunt d’arestes de G esta` inclo`s en H, i que (2) si A ∈ H llavors existeix una aresta
e ∈ E(G) tal que e ⊆ A.
Primer demostrem (1). Sigui {x, y} una aresta de G. Observem que k ≥ 2 ja que existeix,
al menys, un conjunt independent maximal al que x no esta` inclo`s i un altre diferent al que y
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no esta` inclo`s. Recordem que Dind(G) = I(G) per la Proposicio´ 1.3.8. Aix´ı, com que Di so´n
conjunts independents tenim que per a tot 1 ≤ i ≤ k es te´ que o x 6∈ Di o be´ que y 6∈ Di. A
me´s, com que x te´ al menys un ve´ı, podem suposar, sense pe`rdua de generalitat, que existeix un
nombre 1 ≤ l ≤ k − 1 per al que x 6∈ Di si, i nome´s si, 1 ≤ i ≤ l. Aleshores, es te´ que x ∈ Di i
y 6∈ Di per a l + 1 ≤ i ≤ k. Aix´ı, si considerem a1 = ... = al = x i al+1 = ... = ak = y, llavors
{x, y} = {a1, ..., al, al+1, ..., ak} ∈ H i, per tant, E(G) ⊆ H.
Per acabar, demostrem (2) per contra-rec´ıproc. Sigui A un conjunt tal que no existeix cap
aresta de G que en sigui subconjunt. Llavors A e´s un conjunt independent. Aleshores, existeix
un conjunt independent maximal A′ tal que A ⊆ A′. Per la proposicio´ anterior, com que tot
conjunt independent maximal e´s dominador minimal, existeix un valor 1 ≤ i0 ≤ k per al qual
A′ = Di0 . Aix´ı, tot element de A e´s de Di0 i, per tant, A no pot ser un conjunt de H.
1.3.11 Corol·lari. Siguin G1 i G2 dos grafs tals que V (G1) = V (G2). Llavors, Dind(G1) =
Dind(G2) si, i nome´s si, G1 = G2.
Demostracio´. La implicacio´ cap a l’esquerra e´s evident i la de la dreta surt directament de la
proposicio´ anterior.
1.4 Problemes relacionats amb dominacio´
Els grafs han esdevingut objectes molt estudiats no per atzar, sino´ per les seves innumerables
aplicacions. So´n una eina molt u´til per analitzar i entendre grans i complexes xarxes. El
problema d’aquestes xarxes, pero`, e´s que sovint e´s dif´ıcil donar certs resultats generals refents a
elles. En aquesta seccio´ veurem alguns d’aquests problemes. Concretament, en veurem alguns
de relacionats amb la dominacio´ de grafs.
1.4.1 Ca`lcul de conjunts dominadors d’un graf
Un d’aquests problemes e´s el de calcular els conjunts de dominacio´ d’un graf. Donat un graf G
podem, per exemple, preguntar-nos quin e´s el cardinal de la seva famı´lia de conjunts dominadors
minimals; e´s a dir, el cardinal de D(G). Aquesta pregunta no te´ una resposta general que serveixi
per a qualsevol famı´lia de grafs. No obstant, Fomin, Grandoni, Pyatkin i Stepanov [11] donen
una fita inferior i una superior del cardinal d’aquesta famı´lia. Me´s concretament, si n e´s la mida
de G, aleshores es te´ que:
1.5704n ≤ |D(G)|≤ 1.7159n. (1.4.1)
Recordem que dins de la famı´lia de conjunts dominadors minimals d’un graf hi trobem aquells
que tenen cardinal mı´nim; els conjunts dominadors mı´nims. Cockayne, Goodman i Hedetniemi
[6] van proposar un algoritme lineal per trobar conjunts dominadors mı´nims en grafs arbre i
Hedetniemi, Laskar i Pfaff [15] van proposar-ne un altre tambe´ lineal per a grafs cactus. Tambe´
s’han trobat algoritmes d’aquesta mena per als grafs cordals, que so´n aquells tals que qualsevol
dels seus cicles d’ordre 4 o major te´ alguna corda (aresta que no forma part del cicle pero` que
s´ı uneix dos ve`rtexs d’aquest).
No obstant, en general no e´s tan fa`cil trobar conjunts de dominacio´ de G de cardinal mı´nim.
El mateix problema decisional DOMINATING-SET, que te´ com entrada un graf G qualsevol i
un enter positiu k i com a sortida la resposta a la pregunta te´ G un conjunt dominador d’ordre
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menor o igual a k? e´s un problema NP-complet [16].
Per altra banda, hi ha ocasions en que ens interessa, per exemple, estudiar els conjunts domi-
nadors d’un graf aleatori. El graf Gn,p, amb 0 ≤ p ≤ 1, e´s un graf d’ordre n en que` dos ve`rtexs
estan units per una aresta amb probabilitat p. Llavors, si considerem el valor q = 1/(1 − p) i
un  > 0 es te´ que la probabilitat que un conjunt de ve`rtexs de Gn,p de mida (1 + )logqn sigui
dominador tendeix a 1 quan n tendeix a infinit. E´s a dir, que per trobar conjunts dominadors
d’un graf aleatori pot ser interessant buscar conjunts d’una mida propera a (1 + )logqn (veure
[7] per a me´s profunditat).
1.4.2 Para`metres de dominacio´
Un altre d’aquests problemes e´s trobar els recobriments mı´nims d’un graf, aix´ı com els seus
independents ma`xims. D’aquesta manera, si volem aconseguir un recobriment mı´nim d’un graf,
ens pot ser molt u´til cone`ixer el valor α(G) = min{|C|: C recobreix G} i el mateix es pot dir
dels valors β(G) = max{|I|: I independent} i γ(G) = min{|D|: D domina G}.
No obstant, no pot donar-se una expressio´ general d’aquests para`metres ja que depenen del
graf o de la famı´lia de grafs que estudiem. El que s´ı que podem fer e´s donar algunes relacions
entre ells com, per exemple,
γ(G) ≤ α(G) ≤ β(G).
A me´s, si G e´s un graf sense cap subgraf indu¨ıt isomorf a K1,3, llavors γ(G) = α(G). Per altra
banda, degut a la complementarietat entre independents i rocobriments, e´s fa`cil comprovar que
si ord(G) = n aleshores
α(G) + β(G) = n.
Malauradament, com ja hem vist, el problema de determinar γ(G) per a un graf arbitrari e´s un
problema NP-complet. A me´s, si be´ e´s cert que el problema no ho e´s per a totes les famı´lies
de grafs; la de grafs multipartits complets Kn1,...nk te´ γ(Kn1,...nk) = min{2, n1, ..., nk}, o la del
graf buit Kn, amb γ(Kn) = n, si que e´s cert que n’hi ha moltes altres per a les que el problema
segueix sent-ho com, per exemple, la famı´lia de grafs bipartits no complets. Per aixo`, s’han
desenvolupat algoritmes per trobar aquest valor amb temps lineal respecte l’ordre del graf.
Dominacio´ romana de grafs
Cal tambe´ tenir en compte que gran part de la motivacio´ per l’estudi de la dominacio´ en grafs
ve del fet que hi ha mu´ltiples variants dins d’ella; poden afegir-se condicions sobre el conjunt
S (S esta` connectat, o e´s independent, o un camı´, o els ve`rtexs de S so´n no adjacents, etc) o
sobre el conjunt V \S (els ve`rtexs de V \S so´n dominats exactament un cop, o al menys k cops,
o el nombre de ve`rtexs dominats mu´ltiplement e´s minimitzat, etc). Hi ha tambe´ un tipus de
dominacio´ anomenada dominacio´ fraccional, on un pes e´s assignat a cada ve`rtex de forma que
la suma dels pesos a cada entorn tancat e´s al menys 1. De fet, a [?] es mencionen al voltant
de 75 problemes relacionats amb la dominacio´. A continuacio´ tractarem un d’ells una mica me´s
extensament: la dominacio´ romana [7].
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Una de les variants de la dominacio´ de grafs e´s la de la dominacio´ romana. El nom prove´
de l’estudi estrate`gic de l’imperi roma`, que al s.IV dC va usar la segu¨ent ta`ctica de defensa:
cadascuna de les regions havia de tenir un regiment dins del seu territori o be´ dos regiments a
una regio´ collindant, doncs aix´ı podia rebre una unitat de reforc¸ sense deixar l’altre indefensa.
Modelitzem ara aquesta situacio´.
Donat G = (V,E) un graf, f : V → {0, 1, 2} una funcio´ i considerem (V0, V1, V2) la particio´ orde-
nada de V indu¨ıda per f amb Vi = {v ∈ V : f(v) = i} i ni = |Vi| per a i = 0, 1, 2. Com que hi ha
una relacio´ 1 a 1 entre funcions f i particions (V0, V1, V2) de V s’escriu f = (V1, V2, V3). Aix´ı, es
diu que una funcio´ f = (V0, V1, V2) e´s una funcio´ de dominacio´ romana si el conjunt V2 domina
a V0, e´s a dir, si V0 ⊆ N [V2]. Es defineix tambe´ el pes de f com f(V ) =
∑
v∈V f(v) = 2|V2|+|V1|.
Aleshores, el nombre de dominacio´ romana e´s γR(G), el pes mı´nim d’una funcio´ de dominacio´
romana. El primer que observem e´s que
γ(G) ≤ γR(G) ≤ 2γ(G).
Es do´na el cas que la fita inferior nome´s s’assoleix en el cas del graf buit Kn. Aix´ı, per a grafs
connexos d’ordre n > 2 es te´ que γR(G) ≥ γ(G) + 1. Aquesta segona fita torna a ser assoli-
da si, i nome´s si, G te´ un ve`rtex de grau n−γ(G) i, a me´s, quan s’assoleix es te´ que γ(G) = β(G).
Per altra banda, els u´nics grafs que assoleixen la fita superior so´n aquells tals que tenen una
funcio´ f = (V1, V2, V3) amb pes mı´nim γR = 2ω(G) i tal que |V1|= 0.
Encara me´s en general, podr´ıem preguntar-nos el segu¨ent: donats G = (V,E) i K > |V | un
enter positiu, exixteix una funcio´ de dominacio´ romana f tal que f(V ) ≤ K? Resulta que donar
una resposta a aquesta pregunta torna a ser un problema NP-complet.
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Cap´ıtol 2
Poset de clutters
En aquest cap´ıtol estudiarem els posets de clutters. Per fer-ho, introduirem primer, a la Seccio´
2.1, els conceptes de poset i de lattice [1]. Me´s endevant, a la Seccio´ 2.2, introduirem els clutters
[2][5]. Un cop fet aixo`, a la Seccio´ 2.3 parlarem del poset de clutters i el dotarem d’una estructura
de lattice [4]. Ja per acabar el cap´ıtol, a la Seccio´ 2.4 introduirem els conceptes d’aproximacio´
i descomposicio´ en un poset de clutters [8].
2.1 Posets i lattices
L’objectiu d’aquesta seccio´ e´s introduir les estructures de poset i de lattice, aix´ı com la seva
representacio´ gra`fica.
2.1.1 Definicio´. Una relacio´ bina`ria ≤ sobre un conjunt S es diu que e´s una relacio´ d’ordre
parcial si e´s reflexiva, antisime`trica i trasnsitiva; e´s a dir, si per a tot x, y, z ∈ S es compleix
que:
1. x ≤ x.
2. Si x ≤ y i y ≤ x, aleshores x = y.
3. Si x ≤ y i y ≤ z, aleshores x ≤ z.
Un conjunt dotat d’una relacio´ d’ordre parcial (S,≤) s’anomena conjunt parcialment ordenat o
poset (partially ordered set).
A continuacio´ donarem una eina molt u´til per a la representacio´ gra`fica dels posets: el diagrama
de Hasse. Aquest diagrama e´s la representacio´ d’un digraf que s’obte´ usant l’ordre del poset.
2.1.2 Definicio´. Sigui (S,≤) un poset i siguin x, y ∈ S. Es diu que y segueix x si x ≤ y i no
existeix cap element z diferent de x i de y tal que x ≤ z i z ≤ y. Considerem el digraf que
te´ per ve`rtexs els elements de S i per arestes els parells ordenats {x, y} tals que y segueix a x.
Aleshores, es defineix el diagrama de Hasse de (S,≤) com la representacio´ gra`fica del digraf
efectuada de forma que si un punt y esta` per sobre d’un altre x llavors no pot ser que y segueixi
a x.
Veiem ara alguns posets i els seus diagrames de Hasse.
2.1.3 Exemple. So´n poset:
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1. Sigui X un conjunt i sigui P(X) el conjunt de les parts de X. Aleshores, amb la relacio´
d’inclusio´ de conjunts ⊆ es te´ que (P(X),⊆) e´s un poset. Si, per exemple, X = {1, 2, 3}
llavors P(X) = {∅, {1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}}. El seu diagrama de Hasse
esta` representat a la Figura 2.1.
Figura 2.1: Diagrama de Hasse de (P({1, 2, 3}),⊆).
2. El conjunt dels nombres enters amb la operacio´ de divisibilitat (Z, | ) e´s un poset, on a|b
si, i nome´s si, existeix un nombre enter c tal que b = a · c.
3. Si (X,≤) e´s un poset i X ′ e´s un conjunt tal que X ′ ⊆ X, llavors (X ′,≤) e´s tambe´ un
poset.
4. El conjunt de divisors d’un nombre n, div(n), amb la divisibilitat e´s tambe´ un poset per ser
div(n) ⊆ Z. Per a n = 60, per exemple, tenim que div(n) = {1, 2, 3, 4, 5, 6, 10, 12, 15, 20, 30,
60}. El diagrama de Hasse de (div(n), | ) esta` representat a la Figura 2.2.
Figura 2.2: Diagrama de Hasse de (div(60), |).
A un poset sovint se li poden afegir dues operacions, la de l’´ınfim i el suprem, de forma que
obtenim una estructura me´s completa: un lattice.
2.1.4 Definicio´. Sigui (X,≤) un poset. Siguin ∨ i ∧ dues operacions bina`ries en X. Aleshores
es diu que (X,≤,∨,∧) e´s un reticle o lattice si ∨ i ∧ so´n, respectivament, el suprem i l’´ınfim
dels seus operands respecte la relacio´ d’ordre ≤; e´s a dir, si per a tot x, y ∈ X es te´ que
x ∨ y = sup{x, y} i x ∧ y = inf{x, y}.
2.1.5 Exemple. So´n lattice:
1. (P(X),⊆,∪,∩), on ∪ i ∩ so´n les operacions habituals d’unio´ i interseccio´ de conjunts; e´s
a dir, sup(A,B) = A ∪B i inf(A,B) = A ∩B.
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2. (Z, |,mcm,mcd), on mcm(x, y) i mcd(x, y) so´n, respectivament, el mı´nim comu´ mu´ltiple i
el ma`xim comu´ divisor de x i y.
No e´s lattice:
3. Donat un graf G del tipus G4,8 (veure Subseccio´ 1.1.4) llavors, els posets (D(G) ⊆),
(I(G) ⊆) i (C(G),⊆) no poden ser lattice ja que, al tenir me´s d’un element minimal o
maximal, hi ha parells d’elements per als que no te´ sentit parlar d’´ınfim o suprem. A la
Figura 2.3 hi hem representat els diagrames de Hasse dels posets esmentats.
Figura 2.3: Diagrames de Hasse dels posets (D(G4,8),⊆), (I(G4,8),⊆) i (C(G4,8),⊆).
2.2 Clutters
A continuacio´ definirem els clutters i donarem tambe´ la relacio´ entre aquests i les famı´lies
mono`tones creixents i decreixents de subconjunts.
2.2.1 Definicions
Sigui Ω = {x1, ..., xn} un conjunt finit. Es diu que la famı´lia H de conjunts sobre Ω e´s un clutter
sobre Ω si dos a dos els seus elements so´n no comprables; e´s a dir, si A,A′ so´n elements de H
amb A 6= A′, aleshores A 6⊆ A′. Els clutters tambe´ so´n anomenats hipergrafs, anticadenes o
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sistemes de Sperner. Per analogia amb els grafs, els elements d’un clutter H s’anomenen les
hiperarestes de H.
Associat a un clutter podem considerar dos conjunts, el terra i la interseccio´, definits de la
segu¨ent forma.
Sigui H un clutter sobre el conjunt Ω. Es defineix el conjunt terra de H, denotat per Gr(H),
com el conjunt d’elements de Ω que estan en alguna hiperaresta de H; e´s a dir, el terra del
clutter H e´s la unio´ de les hiperarestes de H:
Gr(H) =
⋃
A∈H
A.
Es defineix el conjunt interseccio´ de H, denotat per Int(H) com el conjunt d’elements de Ω
presents a totes les hiperarestes de H; e´s a dir, la interseccio´ de les hiperarestes de H:
Int(H) =
⋂
A∈H
A.
2.2.1 Exemple. Sigui G = (V (G), E(G)) un graf. Llavors podem pensar E(G) com un hiper-
graf, on les hiperarestes de E(G) so´n les arestes de G. En aquest cas es te´ que Gr(E(G)) =
V (G) \ V0(G) i que Int(E(G)) = {x : deg(x) = |V (G)|−1}.
Per acabar, introdu¨ım una notacio´ que usarem d’ara en endevant. Si Ω e´s un conjunt finit,
aleshores el conjunt dels clutters sobre Ω es denota per Clutt(Ω) i el conjunt dels clutters que
terra Ω es denota per Clutt0(Ω); e´s a dir,
Clutt0(Ω) = {H ∈ Clutt(Ω) : Gr(H) = Ω}.
Observem que per a qualsevol H ∈ Clutt(Ω) es te´ que H ∈ Clutt0(Ω′) per a algun Ω′ ⊆ Ω i, per
tant, es te´ que:
Clutt0(Ω) ⊆
⋃
Ω′⊆Ω
Clutt0(Ω
′) = Clutt(Ω).
2.2.2 Exemple. Sigui G = (V (G), E(G)) un graf. Aleshores E(G) ∈ Clutt(V (G)) i, a me´s,
E(G) ∈ Clutt0(V (G)) si, i nome´s si, G no te´ ve`rtexs a¨ıllats.
2.2.2 De famı´lies mono`tones a clutters i viceversa
Ja hem vist al primer cap´ıtol alguns exemples de famı´lies mono`tones creixents i decreixents a
l’estudiar les famı´lies de conjunts dominadors, independents i de recobriments. Llavors no hem
definit aquests dos conceptes formalment; fem-ho ara.
2.2.3 Definicio´. Sigui Ω un conjunt finit i sigui Γ una famı´lia de subconjunts de Ω. Aleshores
direm que:
• Γ e´s una famı´lia mono`tona creixent de subconjunts de Ω si qualsevol superconjunt d’un
element de Γ e´s tambe´ de Γ; e´s a dir, si A ∈ Γ i A ⊆ A′ ⊆ Ω, aleshores A′ ∈ Γ. Es denota
per Inc(Ω) la col·leccio´ de totes les famı´lies mono`tones creixents de subconjunts de Ω.
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• Γ e´s una famı´lia mono`tona decreixent de subconjunts de Ω si qualsevol subconjunt d’un
element Γ e´s tambe´ de Γ; e´s a dir, si A ∈ Γ i A′ ⊆ A ⊆ Ω, aleshores A′ ∈ Γ. Es denota
per Dec(Ω) la col·leccio´ de totes les famı´lies mono`tones decreixents de subconjunts de Ω.
De forma natural, un clutter H ∈ Clutt(Ω) determina una famı´lia mono`tona creixent H+ ∈
Inc(Ω) i una de mono`tona decreixent H− ∈ Dec(Ω). Concretament:
H+ = {A ⊆ Ω : A0 ⊆ A per a algun A0 ∈ H} ∈ Inc(Ω).
H− = {A ⊆ Ω : A ⊆ A0 per a algun A0 ∈ H} ∈ Dec(Ω).
Inversament, si Γ e´s una famı´lia mono`tona creixent de subconjunts de Ω, llavors la col·leccio´
dels seus elements minimals per la inclusio´, min(Γ), e´s un clutter sobre Ω. Per altra banda, si
Γ e´s una famı´lia mono`tona decreixent de subconjunts de Ω, aleshores la col·leccio´ max(Γ) dels
seus elements maximals per la inclusio´ e´s un clutter sobre Ω. Resumim en el segu¨ent lema les
relacions entre aquestes operacions.
2.2.4 Lema. Sigui Ω un conjunt finit. Aleshores es te´ que:
1. Les aplicacions
Clutt(Ω)→ Inc(Ω)
H 7→ H+
Inc(Ω)→ Clutt(Ω)
Γ 7→ min(Γ)
so´n bijeccions i inverses l’una de l’altra; e´s a dir, si H e´s un clutter sobre Ω, aleshores
min(H+) = H; i si Γ e´s una famı´lia mono`tona creixent de subconjunts de Ω, aleshores
min(Γ) e´s un clutter sobre Ω que compleix (min(Γ))+ = Γ.
2. Les aplicacions
Clutt(Ω)→ Dec(Ω)
H 7→ H−
Dec(Ω)→ Clutt(Ω)
Γ 7→ max(Γ)
so´n bijeccions i inverses l’una de l’altre; e´s a dir, si H e´s un clutter sobre Ω, aleshores
min(H+) = H; i si Γ e´s una famı´lia mono`tona decreixent de subconjunts de Ω, aleshores
max(Γ) e´s un clutter sobre Ω que compleix (max(Γ))− = H.
Demostracio´. E´s evident a partir de les definicions.
2.2.5 Exemple. Donat un graf G = (V (G), E(G)), les famı´lies I(G) = max(I(G)) de inde-
pendents maximals, C(G) = min(C(G)) de recobriments minimals i D(G) = min(D(G)) de
dominadors minimals so´n clutters sobre V (G). A me´s, es te´ que I(G)− = I(G), C(G)+ = C(G)
i D(G)+ = D(G). A D(G) se l’anomena el clutter de dominacio´ de G. Observem a me´s que, pel
resultat de la Proposicio´ 1.2.10, tenim que Gr(D(G)) = V (G) i que Int(D(G)) = V0(G).
2.3 Poset de clutters. Estructura de lattice
Recordem que hi ha una relacio´ un a un entre famı´lies mono`tones creixents i clutters. Per tant,
si definim un ordre sobre el conjunt de clutters volem que ens serveixi tambe´ per al de les famı´lies
mono`tones creixents i que siguin equivalents. Aix´ı, podem definir un ordre al conjunt de clutters
fent un transport per bijeccio´ dels clutters al conjunt de famı´lies mono`tones creixents on els
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compararem segons l’ordre d’inclusio´ de conjunts. Un cop comparades les famı´lies mono`tones
creixents podem tornar a transportar la inclusio´ obtinguda per bijeccio´ al conjunt de clutters.
Observem que un raomanent ana`leg podria fer-se per a famı´lies mono`tones decreixents. Tot i
aix´ı, a nosaltres nome´s ens interessara` definir un ordre parcial per a famı´lies mono`tones creixents
ja que les famı´lies de conjunts dominadors so´n d’aquesta mena. Tot aixo` ens motiva a definir
l’ordre parcial ≤ de la segu¨ent forma.
2.3.1 Proposicio´. Siguin H1,H2 ∈ Clutt(Ω) i ≤ la relacio´ bina`ria definida per
H1 ≤ H2 si, i nome´s si, H+1 ⊆ H+2 .
Aleshores ≤ e´s una relacio´ d’ordre parcial sobre Clutt(Ω) i, per tant, (Clutt(Ω),≤) e´s un poset.
Demostracio´. La reflexivitat i la transitivitat de ≤ so´n trivials. Anem a veure la antisimetria.
Siguin H1,H2 dos clutters sobre Ω. Si H1 ≤ H2 i H2 ≤ H1 aleshores H+1 ⊆ H+2 i H+2 ⊆ H+1 i,
per tant, H+1 = H+2 . En consequ¨e`ncia, pel Lema 2.2.4, H1 = min(H+1 ) = min(H+2 ) = H2.
Aquesta definicio´ de ≤ no e´s sempre la me´s co`moda amb la que podem treballar. La proposicio´
segu¨ent do´na tres definicions equivalents de la relacio´ d’ordre ≤.
2.3.2 Proposicio´. Siguin H1 i H2 dos clutters sobre Ω. Aleshores so´n equivalents:
1. H1 ≤ H2.
2. H1 ⊆ H+2 .
3. Per a tot A1 ∈ H1 existeix A2 ∈ H2 tal que A2 ⊆ A1.
Demostracio´. L’equivale`ncia entre (2) i (3) e´s evident per la definicio´ de H+2 . Anem ara a veure
que (1) implica (2) i que (3) implica (1).
(1)⇒ (2): Suposem que H1 ≤ H2. Aleshores H1 ⊆ H+1 ⊆ H+2 , com vol´ıem veure.
(3) ⇒ (1): Suposem que per a tot A1 ∈ H1 existeix A2 ∈ H2 tal que A2 ⊆ A1. Veiem que
H+1 ⊆ H+2 . Sigui A1 ∈ H+1 . Aleshores, per definicio´, existeix B1 ∈ H1 tal que B1 ⊆ A1. Llavors,
per hipo`tesis, existeix B2 ∈ H2 tal que B2 ⊆ B1 i, aix´ı, B2 ⊆ A1. Per tant A1 ∈ H+2 .
Donats dos clutters H1 i H2 e´s clar que si H1 ⊆ H2 aleshores H1 ⊆ H+2 i, per tant, H1 ≤ H2.
No obstant, com veurem a l’exemple que ve a continuacio´, el rec´ıproc no te´ perque` ser cert.
Aquest fet e´s clau a l’hora de comparar clutters de dominacio´ com veurem als segu¨ents cap´ıtols.
2.3.3 Exemple. Els clutters H1 = {{1, 2}, {2, 3}} i H2 = {{1}, {2, 3}} sobre Ω = {1, 2, 3}
satisfan que H+1 = {{1, 2}, {2, 3}, {1, 2, 3}} ⊆ {{1}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}} = H+2 . Per
tant, H1 ≤ H2. En canvi, H1 6⊆ H2 i H2 6⊆ H1.
Anem ara definir les operacions ∨ i ∧ que donen al poset (Clutt(Ω),≤) una estructura de lattice.
2.3.4 Definicio´. Siguin H1,H2 ∈ Clutt(Ω). Definim les relacions bina`ries unionsq i u a Clutt(Ω)
de la manera segu¨ent:
H1 unionsqH2 = min(H+1 ∪H+2 )
H1 uH2 = min(H+1 ∩H+2 )
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Observem que ambdues operacions estan ben definides per a elements de Clutt(Ω) ja que tant
la unio´ com la interseccio´ de famı´lies creixents so´n famı´lies creixents i, per tant, pel Lema 2.2.4,
H1 u H2, H1 unionsq H2 ∈ Clutt(Ω) si H1,H2 ∈ Clutt(Ω). Tanmateix, no pot dir-se el mateix del
conjunt Clutt0(Ω). Veiem-ho amb un exemple.
2.3.5 Exemple. Sigui Ω = {1, 2, 3, 4}, H1 = {{1}, {2, 3}, {3, 4}}, H2 = {{1}, {2, 3}, {2, 4}}, H3
= {{1}, {2}, {3, 4}} i H4 = {{1}, {3}, {2, 4}}. Aleshores, observant la Figura 2.4 concloem que
H1 uH2 = {{1}, {2, 3}} i H3 unionsqH4 = {{1}, {2}, {3}}. Per tant, H1,H2,H3,H4 ∈ Clutt0(Ω) pero`
H1 uH2,H3 unionsqH4 6∈ Clutt0(Ω).
Figura 2.4: Representacio´ gra`fica dels clutters H1 uH2 i H3 unionsqH4 de l’Exemple 2.3.5.
2.3.6 Proposicio´. Les operacions u i unionsq so´n commutatives i associatives. E´s a dir, si H1,H2,H3 ∈
Clutt(Ω) aleshores:
1. H1 unionsqH2 = H2 unionsqH1.
2. H1 uH2 = H2 uH1.
3. (H1 unionsqH2) unionsqH3 = H1 unionsq (H2 unionsqH3).
4. (H1 uH2) uH3 = H1 u (H2 uH3).
Demostracio´. La commutativitat e´s evident a partir de les definicions. Veiem la associativitat
per a u, la de unionsq e´s ana`loga.
(H1 uH2) uH3 = min((H1 uH2)+ ∩H+3 )
= min((min(H+1 ∩H+2 ))+ ∩H+3 )
= min(H+1 ∩H+2 ∩H+3 )
= min(H+1 ∩ (min(H+2 ∩H+3 )+)
= min(H+1 ∩ (H2 uH3)+)
= H1 u (H2 uH3)
Degut a la associativitat d’ambdues operacions te´ sentit estendre les definicions per a tres o
me´s clutters. E´s a dir, podem fer la segu¨ent definicio´ de forma recursiva. Sigui {H1, ...,Hr} ⊆
Clutt(Ω) una famı´lia de clutters sobre Ω. Aleshores es defineix
H1 unionsq ... unionsqHr = min(H+1 ∪ ... ∪H+r )
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H1 u ... uHr = min(H+1 ∩ ... ∩H+r )
Veiem que les operacions u i unionsq so´n efectivament l’´ınfim i el suprem del poset (Clutt(Ω),≤). Per
demostrar-ho e´s u´til la segu¨ent proposicio´ que descriu aquestes operacions.
2.3.7 Proposicio´. Siguin H1, ...,Hr ∈ Clutt(Ω). Aleshores:
1. H1 unionsq ... unionsqHr = min(H1 ∪ ... ∪Hr).
2. H1 u ... uHr = min{A1 ∪ ... ∪Ar : Ai ∈ Hi}.
Demostracio´. Per demostrar el primer apartat considerem els clutters H = H1 unionsq ... unionsq Hr =
min(H+1 ∪ ...∪H+r ) i H0 = min(H1 ∪ ...∪Hr). Com que ≤ e´s un ordre parcial, per tal de veure
que H = H0 n’hi ha prou amb veure que H ≤ H0 i que H0 ≤ H.
Sigui A ∈ H. Per la definicio´ de H es te´ que A ∈ H+i per a algun 1 ≤ i ≤ r; e´s a dir, existeix
una hiperaresta Ai ∈ Hi tal que Ai ⊆ A. Per altra banda, per la definicio´ de H0 sabem que
existeix A′ ∈ H0 tal que A′ ⊆ Ai ⊆ A. Per tant, per la Proposicio´ 2.3.2 tenim que H ≤ H0.
Sigui B ∈ H0. Aleshores B ∈ Hi per a algun 1 ≤ i ≤ r. Per tant B ∈ H+1 ∪ ... ∪H+r . D’aqu´ı,
per la definicio´ de H, tindrem que existeix una hiperaresta B′ ∈ H tal que B′ ⊆ B. Aix´ı, per la
Proposicio´ 2.3.2 tenim que H0 ≤ H.
Anem a demostrar el segon apartat. Sigui H = H1 u ... u Hr = min(H+1 ∩ ... ∩ H+r ) i sigui
H0 = min{A1 ∪ ... ∪ Ar : Ai ∈ Hi}. Igual que hem fet amb el primer apartat, veurem que
H ≤ H0 i que H0 ≤ H.
Demostrem que H ≤ H0. Sigui A ∈ H. Llavors, per la definicio´ de H, es te´ que A ∈ H+i per a
tot 1 ≤ i ≤ r. Aleshores, per a cada i existeix una hiperaresta Ai ∈ Hi tal que Ai ⊆ A i, per
tant, A1 ∪ ... ∪ Ar ⊆ A. Per altra banda, per la definicio´ de H0 existeix un conjunt B ∈ H0 tal
que B ⊆ A1 ∪ ... ∪Ar ⊆ A. Per tant, per la Proposicio´ 2.3.2 concloem que H0 ≤ H.
Per acabar, demostrem que H0 ≤ H. Sigui B ∈ H0. Per ser una hiperaresta de H0, B e´s de la
forma B = A1 ∪ ...∪Ar amb Ai ∈ Hi. Aleshores, com que Ai ⊆ B per a tot 1 ≤ i ≤ r, es te´ que
B ∈ H+i per a tot i. Per tant, B ∈ H+1 ∩ ... ∩H+r = H+ i, per la Proposicio´ 2.3.2, H0 ≤ H.
2.3.8 Proposicio´. Siguin H1, ...,Hr ∈ Clutt(Ω). Aleshores H1 unionsq ... unionsq Hr = sup{H1, ...,Hr} i
H1 u ... u Hr = inf{H1, ...,Hr}, on el suprem i l’´ınfim es prenen sobre el poset (Clutt(Ω),≤).
E´s a dir:
1. H1 unionsq ... unionsqHr e´s l’u´nic clutter tal que
• Hi ≤ H1 unionsq ... unionsqHr per a 1 ≤ i ≤ r,
• Si H e´s un clutter satisfent Hi ≤ H per a 1 ≤ i ≤ r, aleshores H1 unionsq ... unionsqHr ≤ H.
2. H1 u ... uHr e´s l’u´nic clutter tal que
• H1 u ... uHr ≤ Hi per a 1 ≤ i ≤ r,
• Si H e´s un clutter satisfent H ≤ Hi per a 1 ≤ i ≤ r, aleshores H ≤ H1 u ... uHr.
Demostracio´. Veiem primer que el clutterH0 = H1unionsq...unionsqHr e´s el suprem del conjunt {H1, ...,Hr}
al poset (Clutt(Ω), ≤). Observem, per una banda, que per a tot i es te´ que H+i ⊆ H+1 ∪...∪H+r =
(H1 unionsq ... unionsqHr)+. Per tant, Hi ≤ H1 unionsq ... unionsqHr per a tot i.
Considerem, per altra banda, un clutter H0 sobre Ω satisfent Hi ≤ H0 per a tot i i sigui
B ∈ H1 unionsq ... unionsq Hr. Aleshores, per a algun 1 ≤ i ≤ r es te´ que B ∈ Hi. A me´s, per hipo`tesis
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existeix una hiperaresta B′ ∈ H0 tal que B′ ⊆ B. Per tant, per la Proposicio´ 2.3.2, es te´ que
H1 unionsq ... unionsqHr ≤ H0. Aix´ı doncs, el clutter H1 unionsq ... unionsqHr e´s el suprem del conjunt {H1, ...,Hr} al
poset (Clutt(Ω),≤) com vol´ıem veure.
Veiem ara que el clutter H1 u ...uHr e´s l’´ınfim del conjunt {H1, ...,Hr} al poset (Clutt(Ω),≤).
Observem, per una banda, que per a tot i es te´ que (H1 u ...uHr)+ = H+1 ∩ ...∩H+r ⊆ H+i . Per
tant, H1 u ... uHr ≤ Hi per a tot i.
Considerem, per altra banda, un clutter H sobre Ω satisfent H ≤ Hi per a tot i i sigui B ∈ H.
Llavors, per a tot i existeixen hiperarestes Ai ∈ Hi tals que Ai ⊆ B. Per tant, A1∪ ...∪Ar ⊆ B.
Aleshores, per la Proposicio´ 2.3.7 existeix una hiperaresta C ∈ H1 u ... u Hr tal que C ⊆
A1 ∪ ... ∪ Ar ⊆ B. Per tant, per la Proposicio´ 2.3.2, H ≤ H1 u ... u Hr. Aix´ı doncs, el clutter
H1 u ... uHr e´s l’´ınfim del conjunt {H1, ...,Hr} al poset (Clutt(Ω),≤) com vol´ıem veure.
2.3.9 Corol·lari. Sigui Ω un conjunt finit. Llavors (Clutt(Ω),≤,unionsq,u) e´s un lattice.
Demostracio´. Evident per la Proposicio´ 2.3.8.
2.4 Aproximacions i descomposicio´ en un poset de clutters
Sigui Σ ⊆ Clutt(Ω) una col·leccio´ de clutters sobre Ω i sigui H ∈ Clutt(Ω). Direm que un clutter
H′ ∈ Σ e´s una aproximacio´ de H a Σ si es compleix que H ≤ H′. Definim Σ(H) = {H′ ∈ Σ :
H ≤ H′}. Aix´ı, Σ(H) e´s el conjunt de les aproximacions de H a Σ.
En general, si el propi H no pertany a Σ, ens preguntem com podem determinar un clutter
H′ que sigui una aproximacio´ o`ptima de H i que sigui a Σ(H). Observem que els clutters que
responen a aquests requisits so´n aquells de Σ(H) que me´s s’apropen a H; e´s a dir, els elements
minimals del poset (Σ(H),≤). Aquests clutters, si existeixen, so´n les aproximacions o`ptimes de
H a Σ respecte l’ordre ≤.
El teorema segu¨ent ens garanteix que sota certes condicions existeixen aproximacions o`ptimes
i ens diu, a me´s, que aquestes aproximacions o`ptimes determinen un´ıvocament el clutter H [8].
El teorema te´ una condicio´ te`cnica que fa que aquest no pugui aplicar-se a qualsevol col·leccio´
de clutters. A la Seccio´ 4.3 veurem un cas al qual no pot aplicar-se aquest teorema i obtindrem
un resultat ana`leg mitjanc¸ant altres me`todes.
2.4.1 Teorema. Sigui H un clutter sobre un conjunt finit Ω. Sigui Σ ⊆ Clutt(Ω) una col·leccio´
de clutters en Ω. Suposem que HX ∈ Σ per a tot X conjunt no buit de Ω, on HX e´s, per
definicio´, el clutter HX = {{x} : x ∈ X}. Aleshores es te´ que:
1. Σ(H) 6= ∅.
2. H = H1 u ... uHr, on H1, ...,Hr so´n els elements minimals del poset (Σ(H),≤).
3. H ∈ Σ si, i nome´s si, el poset (Σ(H),≤) te´ un u´nic element minimal.
Demostracio´. Sigui n = |Ω| i sigui Ω = {x1, ..., xn}. Observem que sempre es te´ que H ≤
HΩ = {{x1}, ..., {xn}}. Observem tambe´ que, per la hipo`tesis de l’enunciat, HΩ ∈ Σ. Llavors
HΩ ∈ Σ(H) i, per tant, Σ(H) e´s no buit. Aix´ı doncs, el primer apartat ja esta` demostrat. Ara,
degut a que el tercer e´s consequ¨e`ncia directa del segon, nome´s cal veure el segon.
SiguinH1, ...,Hr els elements minimals del poset (Σ(H),≤). Notem Σ(H) = {H1, ...,Hr, ...,Hm},
on r ≤ m. Sigui H0 = H1u ...uHr = min{A1∪ ...∪Ar : Ai ∈ Hi}. Per demostrar que H = H0
provarem que H ≤ H0 i que H0 ≤ H.
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Veiem primer que H ≤ H0. Per la Proposicio´ 2.3.8 sabem que H ≤ Hi per a tot i. Aleshores,
per a qualsevol hiperaresta A ∈ H existeixen hiperarestes Ai ∈ Hi tals que Ai ⊆ A per a tot i.
Aix´ı, A1 ∪ ... ∪Ar ⊆ A i, per tant, per la Proposicio´ 2.3.2, H ≤ H0.
Anem ara a veure que H0 ≤ H. Sigui H′0 = H1 u ...uHr uHr+1 u ...uHm. Aleshores, com que
H0 ≤ H′0, llavors es te´ que H0 = H0 u H′0. Pero` H0 = H0 u H′0 = H1 u ... u Hr u (H1 u ... u
Hr u ...uHm) = H1 u ...uHr u ...uHm = H′0 i, per tant, H0 = H′0. Aix´ı doncs, demostrar que
H0 ≤ H e´s equivalent a demostrar que H′0 ≤ H. Per tant, per acabar, u´nicament hem de veure
que H′0 ≤ H. Demostrem-ho.
Considerem la famı´lia de conjunts {X1, ..., Xt} = {X ⊆ Ω : H ≤ HX}, que e´s no buida ja
que H ≤ HΩ i, per tant, t ≥ 1. Com que per hipo`tesis es te´ que HX1 , ...,HXt ∈ Σ, llavors
{Hx1 , ...,HXt} ⊆ Σ(H) = {H1, ...,Hm} i, per tant, H′0 ≤ HX1u...uHXt . Degut a la transitivitat
de ≤ ja nome´s cal demostrar que HX1 u ... u HXt ≤ H; e´s a dir, hem de veure que si C ∈
min{AX1 ∪ ... ∪ AXt : AXj ∈ HXj} aleshores existeix una hiperaresta A ∈ H tal que A ⊆ C.
Sigui, doncs, C ∈ min{AX1 ∪ ... ∪AXt : AXj ∈ HXj}. Per definicio´ de HXj , la hiperaresta C e´s
de la forma C = {xα1 , ..., xαt} amb xαj ∈ Xj per a 1 ≤ j ≤ t.
Utilitzarem la reduccio´ a l’absurd per demostrar que existeix una hiperaresta A ∈ H tal que
A ⊆ C. Suposem doncs, en vistes d’un absurd, que per a tot A ∈ H es te´ que A 6⊆ C.
Aleshores, per a qualsevol hiperaresta A ∈ H, es te´ que A ∩ (Ω \ C) 6= ∅. Llavors, existeix un
element x0 ∈ Ω \ C tal que x0 ∈ A i, per tant, {x0} ⊆ A. Aix´ı, H ≤ HΩ\C . Aixo` implica que
Ω\C ∈ {X ⊆ Ω : H ≤ HX} i, per tant, que Ω\C = Xi0 per a algun i0 ∈ {1, ..., t}. Pero` aixo` vol
dir que Xi0 ∩ C = ∅, que e´s una contradiccio´ amb el fet que C = {xα1 , ..., xαt}, amb xαj ∈ Xj
per a 1 ≤ j ≤ t. Aix´ı, com vol´ıem demostrar, existeix A ∈ H tal que A ⊆ C. Per tant, H0 ≤ H
com vol´ıem veure.
Per acabar amb aquest cap´ıtol aplicarem el teorema per a un cas concret.
Observem que per poder aplicar el teorema a una col·leccio´ de clutters Σ cal que es compleixi la
condicio´ que diu HX ∈ Σ per a tot X conjunt no buit de Ω. Aix´ı, si notem Σ0 = {HX : X ⊆ Ω},
que compleix Σ0 ⊆ Clutt(Ω), llavors podem aplicar el Teorema 2.4.1 si, i nome´s si, Σ0 ⊆ Σ.
Aix´ı doncs, sempre que tinguem Σ = Σ0 podrem aplicar el teorema. Anem a aplicar el teorema
a un exemple amb Σ = Σ0.
2.4.2 Exemple. Sigui Ω = {1, 2, 3} i sigui H = {{1, 2}, {1, 3}}. Aleshores Σ0(H) = {H′ ∈ Σ0 :
H ≤ H′} = {HX : H ≤ HX} = {HX : per a tot A ∈ H existeix x ∈ X amb {x} ⊆ A} =
{HX : X ⊆ Ω amb X ∩A 6= ∅ per a tot A ∈ H} = {H{1},H{1,2},H{1,3},H{2,3},H{1,2,3}}. Ara, si
observem la Figura 2.5 veiem que els elements minimals del poset (Σ0(H),≤) so´n H{1} i H{2,3}.
Per tant, si apliquem el teorema obtenim que H = H{1} u H{2,3}, e´s a dir, {{1, 2}, {1, 3}} =
{{1}} u {{2}, {3}}.
Figura 2.5: Diagrama de Hasse del poset (Σ0(H),≤) de l’Exemple 2.4.2.
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Cap´ıtol 3
Aproximacio´ de clutters per clutters
de dominacio´
En aquest cap´ıtol buscarem, a la Seccio´ 3.1, els clutters de dominacio´ de clutters amb poques hi-
perarestes (1 o 2), de clutters sobre conjunts d’ordre menor o igual a 4 [18] i de clutters uniformes
[10]. Despre´s, a la Seccio´ 3.2, estudiarem els conjunts de les completacions de dominacio´ dels
clutters, que seran els conjunts que utilitzarem per aproximar un clutter que no e´s de dominacio´
[9].
3.1 Clutters de dominacio´
Durant aquesta seccio´ descriurem el concepte de clutter de dominacio´ i estudiarem i descriurem
famı´lies de clutters de dominacio´ complint certes propietats.
3.1.1 Definicio´. Sigui H un clutter sobre Ω. Es diu que H e´s un clutter de dominacio´ si existeix
un graf G tal que H = D(G). Es defineix Dom(Ω) com la famı´lia dels clutters de dominacio´ de
Ω i Dom0(Ω) com la famı´lia dels clutters de dominacio´ de Ω amb conjunt terra Ω. E´s a dir:
Dom(Ω) = {H : H e´s de dominacio´ i H ∈ Clutt(Ω)}
Dom0(Ω) = {H : H e´s de dominacio´ i H ∈ Clutt0(Ω)}
Per tant:
Dom(Ω) ⊆ Clutt(Ω)
⊆ ⊆
Dom0(Ω) ⊆ Clutt0(Ω)
3.1.1 Clutters de dominacio´ amb poques hiperarestes o sobre un conjunt de
pocs elements
En aquesta subseccio´ estudiarem els clutters de dominacio´ amb conjunt terra petit o amb poques
hiperarestes. Concretament, estudiarem els clutters de dominacio´ H = {A1, ..., Am} sobre un
conjunt finit Ω = {x1, ..., xn} en el cas n = 1, 2, 3, 4 i m arbitrari, i en el cas m = 1, 2 i n
arbitrari.
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Primer anem a caracteritzar els clutters de dominacio´ sobre un conjunt finit Ω amb |Ω|≤ 4. Per
fer-ho pensarem en clutters llevat isomorfia. La definicio´ d’isomorfisme en clutters e´s ana`loga a
la de grafs. Si H = {A1, ..., Am} i H′ = {A′1, ..., A′m′} so´n dos clutters sobre Ω, direm que so´n
isomorfs si m = m′ i existeix φ : Ω→ Ω un isomorfisme tal que H′ = {φ(A1), ..., φ(Am)}.
Clutters de dominacio´ sobre conjunts amb 1 element
Sigui Ω un conjunt de cardinal 1. Aleshores, sense pe`rdua de generalitat, podem considerar que
Ω e´s el conjunt Ω = {1}.
E´s clar que l’unic clutter amb conjunt terra Ω e´s H = {{1}}. A me´s, com que H e´s un clutter
de dominacio´ per a un graf de tipus G1 (veure Subseccio´ 1.2.2) obtenim el segu¨ent resultat.
3.1.2 Proposicio´. Sigui Ω un conjunt tal que |Ω|= 1. Aleshores tot clutter sobre Ω e´s de
dominacio´.
Clutters de dominacio´ sobre conjunts amb 2 elements
Sigui Ω un conjunt de cardinal 2. Aleshores, sense pe`rdua de generalitat, podem considerar que
Ω e´s el conjunt Ω = {1, 2}.
Sigui H un clutter sobre Ω. Si H no te´ terra Ω llavors |Gr(H)|= 1 i, per tant, per la Proposicio´
3.1.2, H e´s un clutter de dominacio´. Aix´ı, tan sols falta estudiar els clutters amb conjunt terra
Ω = {1, 2}. E´s fa`cil veure que n’hi ha dos: aquell que conte´ 1 i 2 a la seva u´nica hiperaresta i
aquell que te´ duess hiperarestes, una per a 1 i una per a 2. E´s a dir:
• H1 = {{1}, {2}}
• H2 = {{1, 2}}
Com ja hem vist a la Subseccio´ 1.2.2, ambdo´s so´n els conjunts dominadors minimals d’algun
graf. Per tant, tenim el segu¨ent resultat:
3.1.3 Proposicio´. Sigui Ω un conjunt tal que |Ω|= 2. Aleshores, mo`dul isomorfia es te´ que:
(a) Existeixen tres clutters sobre Ω, dos d’ells amb conjunt terra Ω.
(b) Tots els clutters sobre Ω so´n clutters de dominacio´.
Clutters de dominacio´ sobre conjunts amb 3 elements
Sigui Ω un conjunt de cardinal 3. Aleshores, sense pe`rdua de generalitat, podem considerar que
Ω e´s el conjunt Ω = {1, 2, 3}.
Sigui H un clutter sobre Ω. Si H no te´ terra Ω llavors |Gr(H)|= 1 o 2 i, per tant, per la
Proposicio´ 3.1.3, H e´s un clutter de dominacio´. Aix´ı, tan sols falta estudiar els clutters amb
conjunt terra Ω = {1, 2, 3}. Per exploracio´ e´s fa`cil comprovar que, llevat isomorfisme, els clutters
amb conjunt terra Ω so´n:
• H1 = {{1}, {2}, {3}}
• H2 = {{1, 2}, {3}}
• H3 = {{1, 2}, {1, 3}}
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• H4 = {{1, 2}, {1, 3}, {2, 3}}
• H5 = {{1, 2, 3}}
Si contrastem els clutters H1, ...,H5 amb els clutters de dominacio´ dels grafs amb 3 ve`rtexs de
la Subseccio´ 1.2.2 dedu¨ım que H1,H2,H3 i H5 so´n clutters de dominacio´ mentre que H4 no ho
e´s. En conclusio´, per a clutter sobre un conjunt Ω de cardinal tres es te´ el segu¨ent resultat.
3.1.4 Proposicio´. Sigui Ω un conjunt tal que |Ω|= 3. Aleshores, mo`dul isomorfia es te´ que:
(a) Existeixen 8 clutters sobre Ω, cinc d’ells amb conjunt terra Ω.
(b) Tots els clutters sobre Ω so´n clutters de dominacio´ exceptuant el clutter isomorf a H =
{{1, 2}, {1, 3}, {2, 3}}.
Observem que, per una banda, els clutters H1,H4 i H5 so´n els u´nics elements de la seva classe
d’isomorfia. Per altra banda, els clutters H2 i H3 tenen, cadascun, tres elements a la seva classe
d’isomorfia. El conjunt de tots aquests clutters, H1, ...,H5 i els seus respectius isomorfs, e´s un
poset de clutters. Representem el diagrama de Hasse d’aquest poset de clutters a la figura A de
la Figura 3.1. Al seu costat, a la figura B, hem representat el diagrama de Hasse del poset de
clutters resulatant al prendre nome´s els clutters de dominacio´ del primer poset.
Figura 3.1: (A) Poset dels clutters amb conjunt terra Ω = {1, 2, 3} i (B) poset dels clutters de
dominacio´ amb conjunt terra Ω = {1, 2, 3}.
Clutters de dominacio´ sobre conjunts amb 4 elements
Sigui Ω un conjunt de cardinal 4. Aleshores, sense pe`rdua de generalitat, podem considerar que
Ω e´s el conjunt Ω = {1, 2, 3, 4}.
Sigui H un clutter sobre Ω. Si H no te´ terra Ω llavors |Gr(H)|= 1, 2 o 3 i, per tant, per la Pro-
posicio´ 3.1.4, H e´s sempre un clutter de dominacio´ exceptuant el cas H = {{1, 2}, {1, 3}, {2, 3}}.
Aix´ı, tan sols falta estudiar els clutters amb conjunt terra Ω = {1, 2, 3, 4}. Per exploracio´ e´s
fa`cil comprovar que, llevat isomorfisme, els clutters amb conjunt terra Ω so´n:
• H1 = {{1}, {2}, {3}, {4}}
• H2 = {{1, 2}, {3}, {4}}
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• H3 = {{1, 2}, {3, 4}}
• H4 = {{1, 2}, {1, 3}, {4}}
• H5 = {{1, 2}, {1, 3}, {2, 4}}
• H6 = {{1, 2}, {1, 3}, {1, 4}}
• H7 = {{1, 2}, {1, 3}, {2, 3}, {4}}
• H8 = {{1, 2}, {1, 3}, {2, 4}, {3, 4}}
• H9 = {{1, 2}, {1, 3}, {2, 3}, {2, 4}}
• H10 = {{1, 2}, {1, 3}, {1, 4}, {2, 4}, {3, 4}}
• H11 = {{1, 2}, {1, 3}, {1, 4}, {2, 3}, {2, 4}, {3, 4}}
• H12 = {{1}, {2, 3, 4}}
• H13 = {{1, 2}, {2, 3, 4}}
• H14 = {{1, 2}, {1, 3}, {2, 3, 4}}
• H15 = {{1, 2}, {1, 3}, {1, 4}, {2, 3, 4}}
• H16 = {{1, 2, 3}, {1, 2, 4}, {3, 4}}
• H17 = {{1, 2, 3}, {1, 2, 4}}
• H18 = {{1, 2, 3}, {1, 2, 4}, {1, 3, 4}}
• H19 = {{1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {2, 3, 4}}
• H20 = {{1, 2, 3, 4}}
Altre cop comparant aquests clutters amb els conjunts dominadors dels grafs amb 4 ve`rtexs
de la Subseccio´ 1.2.2 dedu¨ım que els clutters H1,H2,H4,H6,H8,H11,H12,H13,H17,H20 so´n de
dominacio´ mentre que els clutters H3,H5,H7,H9,H10,H14,H15,H16,H18,H19 no ho so´n. Per
tant, tenim el segu¨ent resultat.
3.1.5 Proposicio´. Sigui Ω un conjunt tal que |Ω|= 4. Aleshores, mo`dul isomorfia es te´ que:
(a) Existeixen 28 clutters sobre Ω, 20 d’ells amb conjunt terra Ω.
(b) De les 28 classes d’isomorfia, 17 so´n de dominacio´ i 11 no ho so´n. Les 11 classes que no
so´n de dominacio´ so´n les segu¨ents:
– {{1, 2}, {1, 3}, {2, 3}}
– {{1, 2}, {3, 4}}
– {{1, 2}, {1, 3}, {2, 4}}
– {{1, 2}, {1, 3}, {2, 3}, {4}}
– {{1, 2}, {1, 3}, {2, 3}, {2, 4}}
– {{1, 2}, {1, 3}, {1, 4}, {2, 4}, {3, 4}}
– {{1, 2}, {1, 3}, {2, 3, 4}}
– {{1, 2}, {1, 3}, {1, 4}, {2, 3, 4}}
– {{1, 2, 3}, {1, 2, 4}, {3, 4}}
– {{1, 2, 3}, {1, 2, 4}, {1, 3, 4}}
– {{1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {2, 3, 4}}
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Clutters de dominacio´ amb una hiperaresta
3.1.6 Proposicio´. Sigui Ω un conjunt finit i H = {A} ∈ Clutt(Ω) un clutter amb una sola
hiperaresta. Llavors H e´s un clutter de dominacio´.
Demostracio´. Sigui A = {a1, ..., ar}. Considerem el graf buit Kr, amb V (Kr) = {a1, ..., ar} i
E(Kr) = ∅. Llavors, com que D(Kr) = {{a1, ..., ar}}, es te´ que H = D(Kr). Per tant, H e´s un
clutter de dominacio´.
Clutters de dominacio´ amb dues hiperarestes
3.1.7 Proposicio´. Sigui H = {A1, A2} un clutter amb duess hiperarestes. Siguin {a1, ..., ar} =
A1 \ (A1∩A2) i {b1, ..., bs} = A2 \ (A1∩A2). Aleshores H e´s un clutter de dominacio´ si, i nome´s
si, r = 1 o s = 1.
Demostracio´. Observem que es te´ que r ≥ 1 i s ≥ 1 ja que si es tingue´s que r = 0 aleshores
A1 ⊆ A2 i, si s = 0, A2 ⊆ A1. En els dos casos H no seria un clutter i, per tant, r ≥ 1 o s ≥ 1.
Observem, per altra banda, que el conjunt A1∩A2 tant pot ser buit com no buit. Aix´ı, notarem
A1 ∩A2 = {x1, ..., xt} (prendrem t = 0 si A1 ∩A2 = ∅).
Veiem la implicacio´ cap a la dreta. Suposem que H e´s de dominacio´. Llavors, per la Proposicio´
1.2.10 tenim que V (G) = {a1, ..., ar, b1, ..., bs, x1, ..., xs} i, per la Proposicio´ 1.2.14, que N [G] =
{{xi : 1 ≤ i ≤ t} ∪ {{ai, bj} : 1 ≤ i ≤ r, 1 ≤ j ≤ s}. Utilitzarem la reduccio´ a l’absurd per
demostrar que no pot ser que tant r com s siguin nombres majors o iguals que 2. Suposem
doncs, en vistes d’un absurd, que r i s so´n majors o iguals que 2. Llavors, es te´ que {a1, b1},
{a1, b2}, {a2, b1} ∈ N [G]. Per tant, o be´ el conjunt {a1, b1} e´s l’entorn tancat de a1 o be´ ho
e´s de b1. Si ho e´s de a1, aleshores el conjunt {a1, b2} hauria de ser l’entorn tancat de b2. Pero`
aixo` e´s una contradiccio´ ja que b2 no esta` a l’entorn de a1. D’una forma ana`loga veiem que el
conjunt {a1, b1} tampoc pot ser l’entorn tancat de b1. Per tant, arribats a la contradiccio´ que
busca`vem, concloem que r ≤ 1 o s ≤ 1.
Per acabar la demostracio´ d’aquesta implicacio´ recordem que r ≥ 1 i s ≥ 1. Per tant, obtenim
r = 1 o s = 1.
Veiem ara l’altra implicacio´. Suposem que r = 1. Llavors V (G) = {a1, b1, ..., bs, x1, ..., xt} i
N [G] = {{x1}, ..., {xt}, {a1, b1}, ..., {a1, bs}}. Observem que per al graf de la Figura 3.1 es te´
que N [G] = {{x1}, ..., {xt}, {a1, b1}, ..., {a1, bs}} i D(G) = {{a1, x1, ..., xt}, {b1, ..., bs, x1, ..., xt}}.
Per tant, H e´s el clutter de dominacio´ del graf G. El cas s = 1 es demostra de forma ana`loga al
cas r = 1.
Figura 3.2: Representacio´ d’un graf G de dominacio´ amb D(G) = H.
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3.1.2 Clutters de dominacio´ uniformes
Sigui Ω un conjunt finit de mida |Ω|= n i sigui 1 ≤ r ≤ n. El clutter r-uniforme sobre Ω, que
denotarem per Ur,Ω, e´s el clutter format per tots els subconjunts de Ω de cardinal r; e´s a dir,
Ur,Ω = {A ⊆ Ω : |A|= r}.
3.1.8 Proposicio´. Sigui Ω un conjunt de cardinal n i sigui 1 ≤ r ≤ n. Llavors, el clutter
uniforme Ur,Ω e´s de dominacio´ si, i nome´s si, r = 1, o r = n, o r = 2 i n e´s parell.
Demostracio´. Sigui Ω = {x1, ..., xn}.
Per a r = 1 tenim que Ur,Ω = {{x1}, ..., {xn}}. Aleshores Ur,Ω = D(Kn) on Kn e´s el graf complet
de n ve`rtexs amb V (Kn) = Ω i, per tant, Ur,Ω e´s un clutter de dominacio´.
Si r = n llavors Ur,Ω = {{x1, ..., xn}}. Aleshores Ur,Ω = D(Kn) on Kn e´s el graf buit amb
V (Kn) = Ω i, per tant, Ur,Ω e´s un clutter de dominacio´.
Si r = 2 i n = 2m e´s parell llavors Ur,Ω = {{xi, xj} : i 6= j}. Aleshores, si considerem Ω1, ...,Ωm
una particio´ de Ω tal que m = n2 , |Ωi|= 2 i Ωi ∩ Ωj = ∅ si i 6= j, llavors Ur,Ω e´s l’hipergraf de
dominacio´ del graf m-partit complet K2,...,2 amb parts estables Ω1, ...,Ωm. Per tant, Ur,Ω e´s un
clutter de dominacio´.
Anem ara a veure que si no es compleix cap dels tres casos anteriors aleshores Ur,Ω no pot ser
un clutter de dominacio´.
Per fer-ho recordem que a la Proposicio´ 1.2.14 hem vist que podem recuperar el conjunt d’entorns
tancats minimals d’un graf a partir dels seus conjunts de dominacio´ minimals mitjanc¸ant la
fo´rmula N [G] = min{{a1, ..., as} : ai ∈ Di per a tot i ∈ {1, ..., s}}. Aix´ı, si volem que un clutter
uniforme Ur,Ω sigui el clutter de dominacio´ d’un graf G, e´s a dir, que Ur,Ω = D(G), llavors cal
que es compleixi N (G) = min{B ⊆ V : B ∩ A 6= ∅ per a tot A ∈ Ur,Ω} = Un−r+1,Ω. Per
tant, N (G) te´ cardinal |N [G]|= ( nn−r+1). Veiem que fora dels tres casos ja vistos arribem a una
contradiccio´ amb l’ordre del graf.
Si 3 ≤ r ≤ n− 1 llavors |N [G]|= ( nn−r+1) > n. Hi ha, per tant, me´s entorns tancats que ve`rtex
te´ el graf, que e´s una contradiccio´. Aix´ı doncs, Ur,Ω no pot ser un clutter de dominacio´.
Si, en canvi, r = 2 i n e´s senar llavors n − r + 1 = n − 1 i, per tant, |N [G]|= ( nn−1) = n. Aixo`
implica que G te´ n entorns minimals de mida n − 1 ja que N [G] = Un−1,Ω. Aix´ı, tot ve`rtex
de G te´ n − 2 ve¨ıns i, per tant, ∑ni=1 deg(xi) = n(n − 2) que e´s senar. Per altra banda, pel
lema de les encaixades, es te´ que
∑n
i=1 deg(xi) = 2|E(G)|, que e´s parell. Aix´ı doncs, tenim una
contradiccio´ amb el fet que
∑n
i=1 deg(xi) e´s parell i senar alhora. Per tant, U2,Ω no pot ser un
clutter de dominacio´.
3.2 Aproximacio´ de clutters per clutters de dominacio´
Donat un clutter H pot ser que aquest no sigui de dominacio´. En aquest cas ens preguntem:
1. Com podem completar-lo o aproximar-lo a un que s´ı que ho sigui?
2. D’entre les opcions de que` disposem quines so´n les millors aproximacions?
3. Podem recuperar el clutter H a partir de les aproximacions que hem trobat?
Durant aquesta seccio´ donarem resposta a dues d’aquestes tres preguntes (Subseccions 3.2.1 i
3.2.2) i la resposta a la tercera pregunta la donarem al proper cap´ıtol.
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3.2.1 Aproximacions o completacions de clutters per clutters de dominacio´
Sigui H un clutter que no e´s de dominacio´. Ens preguntem si hi ha una forma natural
d’aproximar-lo a clutters de dominacio´. El segu¨ent exemple justifica que per fer-ho hem de
de considerar l’ordre parcial ≤ definit al Cap´ıtol 2.
3.2.1 Exemple. Considerem el clutter H = {{1, 2}, {1, 3}, {2, 3}} ∈ Clutt(Ω), amb Ω =
{1, 2, 3}. Pels resultats de la seccio´ anterior sabem que H 6∈ Dom(Ω), e´s a dir, que per a
tot graf G sobre Ω, es te´ que H 6= D(G). Encara me´s, no existeix cap graf G tal que H ⊆ D(G)
ja que si existeix un clutter H′ tal que H ⊆ H′, llavors H = H′ (aquest fet e´s degut a que tot
subconjunt de Ω e´s comparable amb alguna hiperaresta de H mitjanc¸ant la relacio´ d’inclusio´.
Per tant, si s’afageix qualsevol hiperaresta a H aquest deixa de ser un clutter). No obstant,
per al graf G amb E(G) = {{1, 2}, {1, 3}}, que e´s de la forma G3,3 (veure Subseccio´ 1.1.4)
i te´ conjunt dominador D(G) = {{1}, {2, 3}} (veure Subseccio´ 1.2.2), s´ı que es compleix que
H ⊆ D(G) = {{1}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}} = D(G)+. Aix´ı, tot i que el clutter H no sigui
de dominacio´, podem completar-lo fins convertir-lo en la famı´lia de conjunts dominadors de G.
Observem que, per la Proposicio´ 2.3.2, dir H ⊆ D(G)+ e´s equivalent a dir que H ≤ D(G). Per
tant, l’ordre ≤ definit al Cap´ıtol 2 ens permet aproximar un clutter que no e´s de dominacio´ per
un que si que ho e´s i que, a me´s, e´s proper a aquest. Podem dir, doncs, que ≤ e´s l’ordre natural
per reslodre el problema de trobar clutters de dominacio´ propers a un clutter qualsevol.
Partint d’aquesta idea, definim les aproximacions o completacions de dominacio´ de la segu¨ent
manera.
3.2.2 Definicio´. Sigui Ω un conjunt finit, H ∈ Clutt(Ω) un clutter sobre Ω i sigui ≤ l’ordre
parcial del poset de clutters. Una completacio´ de dominacio´ d’un clutter H e´s qualsevol clutter
de dominacio´ H′ ∈ Dom(Ω) tal que H ≤ H′. Notem per Dom(Ω,H) el conjunt de totes les
completacions de H i Dom0(Ω,H) el conjunt de les completacions de H amb conjunt terra Ω.
D’aquesta manera, tenim:
Dom(Ω,H) = {H′ ∈ Dom(Ω) : H ≤ H′} ⊆ Dom(Ω) ⊆ Clutt(Ω)
⊆ ⊆ ⊆
Dom0(Ω,H) = {H′ ∈ Dom0(Ω) : H ≤ H′} ⊆ Dom0(Ω) ⊆ Clutt0(Ω)
Observem que a partir de les definicions e´s evident que:
Dom0(Ω,H) = Dom(Ω,H) ∩ Clutt0(Ω)
A me´s, degut al fet que Dom(Ω) =
⋃
Ω′⊆ΩDom0(Ω
′) dedu¨ım que:
Dom(Ω,H) =
⋃
Ω′⊆Ω
Dom0(Ω
′,H)
No obstant aixo`, que ens diu que els conjunts Dom(Ω,H) i Dom0(Ω,H) estan ı´ntimament
relacionats, en general no e´s cert que siguin iguals; e´s a dir, en general nome´s es te´ la inclusio´
Dom0(Ω,H) ⊆ Dom(Ω,H). Veiem un exemple on es compleix que Dom0(Ω,H)  Dom(Ω,H).
3.2.3 Exemple. Sigui Ω = {1, 2, 3, 4}. Considerem els clutters H i H′ sobre Ω definits per
H = {{1, 2}, {2, 3}, {3, 4}} i H′ = {{2}, {3, 4}}. Observem que, pel que s’ha fet a la Subseccio´
3.1.1, H no e´s de dominacio´ pero` H′ s´ı. A me´s, tenim que:
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• H+ = {{1, 2}, {2, 3}, {3, 4}, {1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {2, 3, 4}, {1, 2, 3, 4}}
• H′+ = {{2}, {1, 2}, {2, 3}, {2, 4}, {3, 4}, {1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {2, 3, 4}, {1, 2, 3, 4}}
d’on dedu¨ım que H ≤ H′ i, per tant, que H′ ∈ Dom(Ω,H). Tot i aix´ı, com que H′ 6∈ Clutt0(Ω),
es te´ que H′ 6∈ Dom0(Ω,H)
Per acabar aquesta subseccio´ anem a veure que per a tot conjunt Ω i per a tot clutter H sobre
Ω sempre existeixen completacions de H a Clutt(Ω).
3.2.4 Proposicio´. Sigui Ω un conjunt finit i sigui H un clutter sobre Ω. Aleshores les comple-
tacions de dominacio´ Dom(Ω,H) i Dom0(Ω,H) so´n conjunts no buits.
Demostracio´. Degut a la inclusio´ Dom0(Ω,H) ⊆ Dom(Ω,H) en tenim prou amb veure que
Dom0(Ω,H) e´s no buit; e´s a dir, cal que trobem un graf G amb V (G) = Ω tal que H ≤ D(G).
E´s clar que per a qualsevol clutter H′ es te´ que H′ ≤ {{x} : x ∈ Ω}. Aleshores, com que
{{x} : x ∈ Ω} e´s el clutter de dominacio´ del graf complet KΩ, tindrem que el graf G = KΩ e´s el
graf que busca`vem.
3.2.2 Completacions minimals: aproximacions o`ptimes
Sigui H un clutter sobre Ω. De totes les aproximacions o completacions de H per clutters de
dominacio´, les o`ptimes seran aquelles me´s properes a H. Formalitzem aquesta idea a la definicio´
segu¨ent.
3.2.5 Definicio´. Sigui Ω un conjunt finit i sigui H un clutter sobre Ω. Es diu que un clutter de
dominacio´ H′ e´s una completacio´ de dominacio´ minimal de H si H′ e´s un element minimal del
poset (Dom(Ω,H),≤), i es diu que el clutter H′ e´s una completacio´ de 0-dominacio´ minimal si
ho e´s del poset (Dom0(Ω,H),≤).
Denotem per MinDom(Ω,H) el conjunt de totes les completacions de dominacio´ minimals de
H i per MinDom0(Ω,H) el conjunt de totes les completacions de 0-dominacio´ minimals de H.
E´s a dir:
MinDom(Ω,H) = min(Dom(Ω,H),≤),
MinDom0(Ω,H) = min(Dom0(Ω,H),≤).
Recordem que hem vist Dom0(Ω,H) = Dom(Ω,H)∩Clutt0(Ω). En canvi, en el cas dels conjunts
minimals no es do´na la igualtat sino´ que, en general, nome´s es te´ una de les inclusions. E´s clar
a partir de les definicions que:
MinDom(Ω,H) ∩ Clutt0(Ω) ⊆MinDom0(Ω,H).
Anem a veure que la inclusio´ exposada anteriorment e´s, efectivament, la u´nica que relaciona en
general els conjunts MinDom(Ω,H) i MinDom0(Ω,H). En concret, veurem que:
• Existeixen clutters H on la inclusio´ e´s estricta; e´s a dir, existeixen clutters H tals que
MinDom(Ω,H) ∩ Clutt0(Ω)  MinDom0(Ω,H). Me´s concretament, veurem que:
1. Hi ha clutters H tals que MinDom(Ω,H) ∩ Clutt0(Ω) = ∅.
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2. Hi ha clutters H tals que ∅ 6= MinDom(Ω,H) ∩ Clutt0(Ω)  MinDom0(Ω,H).
• Existeixen clutters H on la inclusio´ e´s una igualtat; e´s a dir, existeixen clutters H tals que
MinDom0(Ω,H) ⊆MinDom(Ω,H). Me´s concretament, veurem que:
1. Hi ha clutters H on la inclusio´ MinDom0(Ω,H) ⊆ MinDom(Ω,H) e´s estricta; e´s a
dir, on MinDom0(Ω,H)  MinDom(Ω,H).
2. Hi ha clutters H on la inclusio´ MinDom0(Ω,H) ⊆ MinDom(Ω,H) e´s una igualtat;
e´s a dir, on MinDom0(Ω,H) = MinDom(Ω,H).
Els clutters del segu¨ent exemple so´n clutters en cadascuna d’aquestes situacions.
3.2.6 Exemple. Sigui Ω = {1, 2, 3, 4}. Sobre aquest conjunt Ω considerem els clutters H1,H2,
H3,H4,H5 definits per:
H1 = {{1}, {2}, {3}}
H2 = {{1, 2}, {1, 3}, {2, 3}}
H3 = {{1, 2}, {2, 3}, {3, 4}}
H4 = {{1, 2}, {1, 3, 4}, {2, 3, 4}}
H5 = {{1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {2, 3, 4}}
Observem que H3,H4,H5 ∈ Clutt0(Ω) ⊆ Clutt(Ω) pero` que H1,H2 6∈ Clutt0(Ω) (tot i que aqu´ı
pensem els clutters H1,H2 pertanyents a Clutt(Ω)).
Anem a calcular els conjunts MinDom(Ω,Hi) i MinDom0(Ω,Hi) dels cinc clutters H1,H2,H3,
H4,H5 ∈ Clutt(Ω):
1. Completacions de dominacio´ minimals de H1:
Aquest cas e´s fa`cil de calcular. Observem que H1 e´s un clutter de dominacio´, doncs H1 =
D(K3), on K3 e´s el graf complet sobre {1, 2, 3}. Aix´ı, obtenim que MinDom(Ω,H1) = H1.
Per altra banda, observem que l’u´nic clutter H de dominacio´ amb terra Ω que compleix
que H1 ≤ H e´s el clutter H = {{1}, {2}, {3}, {4}}.
Aix´ı, podem concloure que les completacions minimals de H1 so´n:
(a) MinDom(Ω,H1) = {H1,1}, on
H1,1 = H1.
(b) MinDom0(Ω,H1) = {H01,1}, on
H01,1 = {{1}, {2}, {3}, {4}}.
2. Completacions de dominacio´ minimals de H2:
El que farem per calcular les completacions de dominacio´ minimals de H2 e´s primer trobar-
ne totes les completacions i despre´s buscar els elements minimals d’aquest conjunt.
Aix´ı, primer calculem les completacions de dominacio´ de H2; e´s a dir, els clutters de
dominacio´ H′ ∈ Clutt(Ω) amb H2 ≤ H′. D’aquestes n’hi ha de dos tipus diferents: els que
tenen conjunt terra Ω′ = Ω i els que tenen conjunt terra un subconjunt propi de Ω. E´s a
dir, si notem Ω′ = Gr(H′), aleshores tenim el cas Ω′ = Ω i el cas Ω′  Ω. Anem a discutir
aquests dos casos.
41
CAPI´TOL 3. APROXIMACIO´ DE CLUTTERS PER CLUTTERS DE DOMINACIO´
• Cas 1: H′ ∈ Dom(Ω) amb Gr(H′) = Ω.
En aquest cas, comparant amb els resultats obtinguts a la Subseccio´ 3.1.1 tenim que
H′ pot ser de la forma:
– H′ = {{i}, {j, k}, {k, 4}}, amb {i, j, k} = {1, 2, 3}
– H′ = {{1, 2}, {1, 3}, {1, 4}, {2, 3}, {2, 4}, {3, 4}}
– H′ = {{i}, {j}, {k, l}}, amb {i, j, k, l} = {1, 2, 3, 4}
– H′ = {{1}, {2}, {3}, {4}}
Per tant, per al clutter H1, amb H1 ∈ Clutt(Ω) pero` H1 6∈ Clutt0(Ω), es te´ que
MinDom(Ω,H) ∩ Clutt0(Ω) = ∅.
• Cas 2: H′ ∈ Dom(Ω) amb Gr(H′)  Ω.
En aquest cas, si notem Ω′ = Gr(H), aleshores tenim Ω′ ⊆ {1, 2, 3}. Per tant, pels
resultats obtinguts a la Subseccio´ 3.1.2 tenim que podem distingir entre dos casos.
Cas 2.1: Si Ω′ = {1, 2, 3} aleshores H′ pot ser de la forma:
– H′ = {{i}, {j, k}}, on {i, j, k} = {1, 2, 3}
– H′ = {{1}, {2}, {3}}
Cas 2.2: Si Ω′  {1, 2, 3} aleshores H′ pot ser de la forma:
– H′ = {{i}, {j}}, on {i, j} ⊆ {1, 2, 3}
Un cop calculades les completacions de dominacio´ de H2 el segu¨ent pas e´s veure quines
so´n minimals respecte l’ordre ≤.
• Per un costat tenim que {{i}, {j, k}} ≤ {{1}, {2}, {3}} i que {{i}, {j, k}} ≤ {{i}, {j}}.
Per altre costat, {{i}, {j, k}} 6≤ {{a}, {b, c}} si {i, j, k} = {a, b, c} = {1, 2, 3} i i 6= a.
• A me´s, observem que si {i, j, k} = {1, 2, 3} llavors {{i}, {j, k}, {k, 4}} ≤ {{1}, {2}, {3},
{4}}.
• Tambe´ observem que si {a, b, c, d} = {1, 2, 3, 4} llavors {{i}, {j, k}, {k, 4}} ≤ {{a}, {b},
{c, d}} per a (a, b) = (i, j), (i, k) i (i, 4).
• I finalment observem que {{i}, {j, k}} ≤ {{i}, {j, k}, {k, 4}} i {{i}, {j, k}} ≤ {{a}, {b},
{c, d}} per a (a, b) = (j, k), (j, 4) i (k, 4).
Aix´ı, podem concloure que les completacions minimals de H2 so´n:
(a) MinDom(Ω,H2) = {H2,1,H2,2,H2,3,H2,4}, on
H2,1 = {{1}, {2, 3}},H2,2 = {{2}, {1, 3}},H2,3 = {{3}, {1, 2}},
H2,4 = {{1, 2}, {1, 3}, {1, 4}, {2, 3}, {2, 4}, {3, 4}}.
(b) MinDom0(Ω,H2) = {H02,1, ...,H02,7}, on
H02,1 = {{1}, {2, 3}, {3, 4}},H02,2 = {{2}, {1, 3}, {3, 4}},
H02,3 = {{3}, {1, 2}, {2, 4}},H02,4 = {{1}, {2, 3}, {2, 4}},
H02,5 = {{2}, {1, 3}, {1, 4}},H02,6 = {{3}, {1, 2}, {1, 4}},
H02,7 = H2,4.
Per tant, per al clutter H2 es te´ que: H2 ∈ Clutt(Ω) i H2 6∈ Clutt0(Ω) i que ∅ 6=
MinDom(Ω,H2) ∩ Clutt0(Ω)  MinDom0(Ω,H2).
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3. Completacions de dominacio´ minimals de H3:
Per calcular les completacions de dominacio´ minimals de de H3 procedim de la mateixa
forma que amb H2. En aquest cas trobem que:
(a) MinDom(Ω,H3) = {H3,1,H3,2,H3,3}, on
H3,1 = {{1, 2}, {1, 4}, {2, 3}, {3, 4}},
H3,2 = {{2}, {3, 4}},H3,3 = {{3}, {1, 2}}.
(b) MinDom0(Ω,H3) = {H03,1,H03,2,H03,3}, on
H03,1 = H3,1,H03,2 = {{2}, {1, 3}, {3, 4}},H03,3 = {{3}, {1, 2}, {2, 4}}.
Per tant, pel clutter H3 ∈ Clutt0(Ω) es te´ que ∅ 6= MinDom(Ω,H3) ∩ Clutt0(Ω)  
MinDom0(Ω,H3).
4. Completacions de dominacio´ minimals de H4:
Per calcular les completacions de dominacio´ minimals de de H4 procedim de la mateixa
forma que amb H2. En aquest cas trobem que:
(a) MinDom(Ω,H4) = {H4,1, ...,H4,6}, on
H4,1 = {{1, 2}, {1, 3}, {2, 4}, {3, 4}},
H4,2 = {{1, 2}, {1, 4}, {2, 3}, {3, 4}},
H4,3 = {{1}, {2, 3, 4}},H4,4 = {{2}, {1, 3, 4}},
H4,5 = {{3}, {1, 2}},H4,6 = {{4}, {1, 2}}.
(b) MinDom0(Ω,H4) = {H04,1,H04,2,H04,3,H04,4}, on
H04,i = H4,i per a tot i.
Per tant, per al clutter H4 ∈ Clutt0(Ω) es te´ que MinDom(Ω,H4)  MinDom0(Ω,H4).
5. Completacions de dominacio´ minimals de H5:
Aquest cas podr´ıem tractar-lo com hem fet fins ara. No obstant, ho farem d’una forma
alternativa. Concretament, per calcular les completacions de dominacio´ minimals de H5
donarem primer un conjunt de cluttters i despre´s veurem que aquest e´s, efectivament, el
conjunt que busquem.
Siguin H15,4,H25,4,H35,4,H15,7,H25,7,H35,7,H45,7 els clutters:
H15,4 = {{1, 3}, {1, 4}, {2, 3}, {2, 4}}
H25,4 = {{1, 2}, {1, 4}, {2, 3}, {3, 4}}
H35,4 = {{1, 2}, {1, 3}, {2, 4}, {3, 4}}
H15,7 = {{1}, {2, 3, 4}}
H25,7 = {{2}, {1, 3, 4}}
H35,7 = {{3}, {1, 2, 4}}
H45,7 = {{4}, {1, 2, 3}}
Observem que els clutters Hi5,k so´n clutters de dominacio´. A continuacio´ demostrarem que
aquests set clutters so´n les completacions de dominacio´ minimals de H5.
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Per una banda, e´s clar que H5 ≤ Hi5,k i, per tant, Hi5,k ∈ Dom(Ω,H5). Per altra banda, e´s
fa`cil comprovar que aquests set clutters so´n no comparables mitjanc¸ant l’ordre ≤. Aix´ı, per
tal de demostrar que MinDom(Ω,H5) = {H15,4,H25,4,H35,4, H15,7,H25,7,H35,7,H45,7} n’hi ha
prou amb demostrar que si H′ e´s una completacio´ de dominacio´ de H5 aleshores existeixen
i, k tals que Hi5,k ≤ H′.
Sigui H′, doncs, una completacio´ de dominacio´ de H5. Comprovarem que tant si H′ te´
alguna hiperaresta de cardinal 1, com si en te´ alguna de cardinal 3, com si totes so´n de
cardinal 2, es te´ que Hi5,k ≤ H′ per a certs valors i, k.
Suposem primer que existeix un valor i ∈ Ω tal que {i} ∈ H′. Llavors, com que H5 ≤ H′,
existeix una hiperaresta X de H′ tal que X ⊆ Ω \ {i}. Per tant, per la Proposicio´ 2.3.2,
es te´ que Hi5,7 ≤ H′.
Suposem ara que existeix un valor i ∈ Ω tal que Ω\{i} ∈ H′. Aleshores, per la descripcio´ de
tots els clutters de dominacio´ sobre Ω feta a la Subseccio´ 3.1.1, concloem que H′ = D(Gi5,7)
per a algun valor i i, per tant, Hi5,7 ≤ H′.
Aix´ı, nome´s ens falta veure el cas on |A|= 2 per a tot A ∈ H′. En tal cas, i tornant a
explorar la Subseccio´ 3.1.1, concloem que o be´ existeix un valor i0 tal que H′ = Hi05,4 o be´
Hi5,4 ≤ H′ per a algun valor i ∈ {1, 2, 3}. Per tant, H5 ≤ H′.
Amb aixo`, hem vist que si H′ ∈ Dom(Ω,H5) aleshores existeixen i, k tals que Hi5,k ≤ H′,
d’on dedu¨ım que Dom(Ω,H5) = {H15,4,H25,4,H35,4,H15,7,H25,7,H35,7,H45,7}.
Observem a me´s que els clutters Hi5,k tenen terra Ω i, per tant, concloem la igualtat
MinDom0(Ω,H5) = MinDom(Ω,H5).
Aix´ı doncs, obtenim que les completacions de dominacio´ minimals de H5 so´n:
(a) MinDom(Ω,H5) = {H5,1, ...,H5,7}, on
H5,1 = {{1, 3}, {1, 4}, {2, 3}, {2, 4}},
H5,2 = {{1, 2}, {1, 4}, {2, 3}, {3, 4}},
H5,3 = {{1, 2}, {1, 3}, {2, 4}, {3, 4}},
H5,4 = {{1}, {2, 3, 4}},H5,5 = {{2}, {1, 3, 4}},
H5,6 = {{3}, {1, 2, 4}},H5,7 = {{4}, {1, 2, 3}}.
(b) MinDom0(Ω,H5) = {H05,1, ...,H05,7}, on
H05,i = H5,i per a tot i.
Per tant, per al clutter H5 ∈ Clutt0(Ω) es te´ que MinDom(Ω,H5) = MinDom0(Ω,H5).
Remarca. Amb el que hem vist a l’exemple corroborem que e´s diferent si completem un clut-
ter amb terra o no; e´s diferent Dom(Ω,H) que Dom0(Ω,H) i e´s diferent MinDom(Ω,H) que
MinDom0(Ω,H). Aquest fet pot veure’s gra`ficament mitjanc¸ant els diagrames de Hasse d’a-
quests conjunts. Veiem-ho al segu¨ent exemple.
3.2.7 Exemple. Prenem Ω = {1, 2, 3, 4} i H el clutter H3 de l’Exemple 3.2.6, e´s a dir, H3 =
{{1, 2}, {2, 3}, {3, 4}}. Aleshores, |Dom(Ω,H)|= 24, |Dom0(Ω,H)|= 15, |MinDom(Ω,H)|= 3,
|MinDom0(Ω,H)|= 3 i tots ells so´n diferents. A la Figura 3.3 hem representat els diagrames
de Hasse dels posets (Dom(Ω,H),≤) i (Dom0(Ω,H),≤).
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Figura 3.3: Diagrames de Hasse de Dom(Ω,H) i Dom0(Ω,H) de l’Exemple 3.2.7.
3.2.3 Aproximacions o`ptimes amb terra i sense terra
Arribats a aquest punt ens preguntem quina de les possibles opcions de que` disposem e´s la me´s
encertada. Ja hem vist que sempre existeixen completacions i, per tant, completacions minimals
per a tot clutter H ∈ Clutt(Ω). Ara be´, quina e´s la completacio´ me´s adequada per als nostres
fins? Recordem quines opcions tenim.
• Podem completar H sense tenir en compte si el conjunt terra de les completacions e´s tot
Ω o no i al buscar-ne aquelles que so´n minimals, obtenint aix´ı MinDom(Ω,H).
• Podem tambe´ interessar-nos nome´s per aquelles completacions amb conjunt terra Ω. En
aquest cas, al prendre els elements minimals, obtenim MinDom0(Ω,H).
• Per altra banda, observem que sempre es te´ que H ∈ Clutt0(Gr(H)). En aquest cas,
considerant Ω′ = Gr(H), tornar´ıem a tenir els dos casos vistos abans pero` ara amb Ω′ = Ω.
E´s a dir, els casos MinDom(Ω′,H) i MinDom0(Ω′,H)
Sembla, doncs, que si H e´s un clutter sobre Ω, aleshores podem triar entre quatre conjunts
d’aproximacions o`ptimes:
•Opcio´ 1−MinDom(Ω,H)
•Opcio´ 2−MinDom0(Ω,H)
•Opcio´ 3−MinDom(Gr(H),H)
•Opcio´ 4−MinDom0(Gr(H),H)
Tenint en compte que el nostre objectiu e´s poder recuperar H a partir de les seves completacions
de dominacio´ minimals, e´s lo`gic demanar que si H e´s de dominacio´, aleshores aquest sigui l’u´nic
element minimal de la seva completacio´ i viceversa. El segu¨ent resultat ens ajudara` a destriar.
3.2.8 Proposicio´. Sigui Ω un conjunt finit i sigui Ω′ ⊆ Ω un subconjunt no buit de Ω. Aleshores,
es te´ que:
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1. Els clutters H = {{ω} : ω ∈ Ω′} i H∗ = H ∪ {Ω \ Ω′} so´n clutters de dominacio´. Concre-
tament, es te´ que:
(a) H,H∗ ∈ Dom(Ω).
(b) H ∈ Dom0(Ω) si, i nome´s si, Ω′ = Ω.
(c) H∗ ∈ Dom0(Ω).
2. Si H0 e´s un clutter de dominacio´ amb conjunt terra Ω aleshores es te´ que H ≤ H0 si, i
nome´s si, H∗ ≤ H0.
Demostracio´. El clutter H e´s el clutter de dominacio´ del graf complet sobre Ω′, KΩ′ ; i el clutter
H∗ ho e´s del graf G amb V (G) = Ω i E(G) = E(KΩ′) ∪ {uv : u ∈ Ω′, v ∈ Ω \ Ω′} (veure el graf
de la Figura 3.4).
Figura 3.4: Exemple de graf G amb D(G) = H∗, on Ω = {v1, v2, v3, v4, v5} i Ω′ = {v1, v2, v3}.
Veiem ara la segona afirmacio´ de l’enunciat. Sigui H0 un clutter de dominacio´ amb conjunt
terra Ω. Suposem que H∗ ≤ H0. Observem que, com que H ⊆ H∗ llavors H ⊆ (H∗)+; e´s a dir,
H ≤ H∗. Per tant, degut a la transitivitat de ≤, es te´ que H ≤ H0.
Per acabar anem a demostrar el rec´ıproc. Suposem que H ≤ H0. Observem que de la definicio´
de H i del fet que el conjunt terra de H0 sigui tot Ω se’n despre`n que H0 = H ∪ H˜, amb
Gr(H˜) = Ω \Ω′. Aleshores Ω \Ω′ ∈ H˜+ i, aix´ı, H∗ = H∪{Ω \Ω′} ⊆ H+ ∪ H˜+ ⊆ H+0 . Per tant,
H∗ ≤ H0 com vol´ıem veure.
Observem que per al clutter H de la proposicio´ anterior es te´ que tant les seves completa-
cions sense terra Dom(Ω,H) com amb terra Dom0(Ω,H) tenen un u´nic element minimal;
MinDom(Ω,H) = {H} i MinDom0(Ω,H) = {H ∪ {Ω \ Ω′}}. Per tant, dels dos conjunts
de completacions de dominacio´, nome´s el que no te´ conjunt terra Ω compleix que el seu element
minimal e´s el mateix H. Per aquest motiu descartem el cas MinDom0(Ω,H). Aix´ı doncs,
si H ∈ Clutt(Ω), sembla natural pensar que les aproximacions o`ptimes so´n un dels segu¨ents
conjunts:
•Opcio´ A−MinDom(Ω,H)
•Opcio´ B −MinDom(Gr(H),H)
•Opcio´ C −MinDom0(Gr(H),H)
Triar una opcio´ o altra d’entre aquestes tres dependra` del problema que tinguem. Concretament:
• Si tenim un clutter H i volem aproximacions o`ptimes amb grafs G tals que H ≤ D(G)
pero` permetem grafs G amb Gr(H)  V (G) llavors prendrem l’opcio´ A.
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• Si tenim un clutter H i volem aproximacions o`ptimes amb grafs G tals que V (G) ⊆ Gr(H)
llavors prendrem l’opcio´ B.
• Si tenim un clutter H i volem aproximacions o`ptimes amb grafs G tals que V (G) = Gr(H)
llavors prendrem l’opcio´ C.
3.2.9 Exemple. Imaginem que es vol crear una xarxa de dispositius que poden relacionar-se
si existeix una connexio´ entre ells. D’aquests dispositius n’hi ha uns anomenats centrals que
controlen la resta i e´s un rol que qualsevol dispositiu pot prendre. Qui vol crear aquesta xarxa
te´ una llista de conjunts H = {A1, ..., Ak} (suposem que aquesta llista e´s un clutter). Aquests
conjunts Ai representen possibles distribucions de les centrals a la xarxa. Aix´ı, com que es vol
que tots els conjunts de centrals dominin la xarxa, es pregunta quines connexions ha d’establir
entre els dispositius per a que aixo` es compleixi. Observem que aixo` equival a buscar una
completacio´ de dominacio´ de H. Veiem-ho en me´s detall.
Recordem que un clutter H′ compleix que H ≤ H′ si, i nome´s si, H ⊆ (H′)+. Recordem tambe´
que els clutters H′ ∈ Dom(Ω,H) so´n aquells que compleixen que H ≤ H′ i que so´n els clutters de
dominacio´ d’algun graf sobre Ω. Aix´ı doncs, al donar un conjunt de completacions de domiacio´
del clutter H estem donant, a qui vol crear la xarxa, noves llistes de conjunts on posar les
centrals. Cadascuna d’aquestes llistes esta` emparellada amb un graf G del qual n’e´s el clutter
de dominacio´. A me´s, aquests grafs tenen la propietat que tots els conjunts de la llista del client
segueixen sent dominadors de la xarxa (ja que H ⊆ (H′)+).
Per acabar, cal fer triar el client entre una de les segu¨ents tres opcions.
• Imaginem que ens permet ampliar els nodes de la xarxa fins a un conjunt Ω amb Gr(H) ⊆
Ω, tot i que aixo` no sigui imprescindible. Aleshores li donarem a escollir entre els elements
del conjunt MinDom(Ω,H); e´s a dir, prendrem la opcio´ A.
• Imaginem, per altra banda, que com a ma`xim podem usar els nodes que apareixen a la
llista. Aleshores els conjunts de ve`rtexs dels possibles grafs compliran que V (G) ⊆ Gr(H);
e´s a dir, prendrem la opcio´ B.
• Imaginem, per acabar l’exemple, que s’han d’usar exactament tots els nodes que apareixen
a la llista. Aleshores els conjunts de ve`rtexs dels possibles grafs compliran que V (G) =
Gr(H); e´s a dir, prendrem la opcio´ C.
Ara be´, seguint amb l’exemple anterior tenim que si la llista que ens donen e´s ja el clutter de
dominacio´ d’un graf aleshores haur´ıem de quedar-nos amb aquesta mateixa llista. La proposicio´
segu¨ent ens assegura que en aquest cas sempre ens quedarem amb la llista inicial.
3.2.10 Proposicio´. Sigui H un clutter sobre Ω. Aleshores les segu¨ents afirmacions so´n equi-
valents:
(a) H e´s un clutter de dominacio´.
(b) MinDom(Ω,H) te´ un u´nic element.
(c) MinDom(Gr(H),H) te´ un u´nic element.
(d) MinDom0(Gr(H),H) te´ un u´nic element.
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Demostracio´. Les implicacions (a) ⇒ (b), (a) ⇒ (c) i (a) ⇒ (d) so´n evidents. Aix´ı, nome´s cal
veure les implicacions (b)⇒ (a), (c)⇒ (a) i (d)⇒ (a). Per fer-ho considerarem H′ l’u´nic clutter
del conjunt MD, amb MD ∈ {MinDom(Ω,H),MinDom(Gr(H),H),MinDom0(Gr(H),H)}.
El nostre objectiu e´s veure que es te´ la igualtat H′ = H. Per a aixo` demostrarem que H ≤ H′ i
que H′ ≤ H. El fet que H ≤ H′ e´s evident ja que, en qualsevol dels tres casos, el clutter H′ e´s
una completacio´ de H. Aix´ı doncs, tan sols cal veure que H′ ≤ H. E´s a dir, hem de demostrar
que per a tota hiperaresta A′ de H′ existeix una hiperaresta A de H tal que A ⊆ A′. Per fer-ho
usarem la reduccio´ a l’absurd. Demostrarem primer, simulta`neament, les implicacions (b)⇒ (a)
i (c)⇒ (a) i, despre´s, (d)⇒ (a).
Demostrem (b) ⇒ (a) i (c) ⇒ (a). Suposem que es te´ que H′ ∈ MinDom(Ω,H) o que H′ ∈
MinDom(Gr(H),H), i suposem que existeix una hiperaresta A′ ∈ H′ per a la que A 6⊆ A′ per
a tot A ∈ H. Hem de veure que, aleshores, obtenim una contradiccio´.
Observem que en aquesta situacio´ es te´ que Gr(H) 6= A′ ja que sino´ es tindria que A ⊆ Gr(H) =
A′ per a tot A ∈ H. Sigui, doncs, Ω′ =: Gr(H) \ A′ (que e´s un conjunt no buit pel fet que
Gr(H) 6= A′), i sigui H¯ el clutter H¯ =: {{ω′} : ω′ ∈ Ω′}.
Per una banda, H¯ e´s un clutter de dominacio´ per la Proposicio´ 3.2.8. A me´s, el seu conjunt
terra compleix Gr(H¯) = Ω′ ⊆ Gr(H) ⊆ Ω.
Per altra banda, es te´ que H ≤ H¯. Veiem-ho. Sigui A una hiperaresta de H. Observem que,
com que hem suposat que H′ 6≤ H, llavors A 6⊆ A′. Aleshores, per la definicio´ de Ω′, es te´ que
existeix un element ω ∈ A tal que ω 6∈ A′. Per tant, aquest element ω compleix que ω ∈ Ω′ ∩A.
Aix´ı, com que {ω} ∈ H¯ i {ω} ⊆ A, llavors si prenem A¯ = {ω} es te´ que A¯ ⊆ A. Aleshores
H ≤ H¯ com vol´ıem veure.
Per tant, d’aquests fets concloem que H¯ ∈ Dom(Ω,H) i H¯ ∈ Dom(Gr(H),H).
Aix´ı doncs, tant si H′ ∈ MinDom(Ω,H) com si H′ ∈ MinDom(Gr(H,H), llavors es te´ que
H′ ≤ H¯. En tal cas, existeix A¯ ∈ H¯ tal que A¯ ⊆ A′ ja que A′ ∈ H′. Per tant, per la definicio´ de
H¯, existeix un element ω′ ∈ Ω′ tal que ω′ ∈ A′, que e´s un absurd.
Amb aixo` acabem la demostracio´ de (b)⇒ (a) i (c)⇒ (a).
Demostrem (d) ⇒ (a). Suposem ara que H′ ∈ MinDom0(Gr(H),H). Suposem, com hem fet
abans, que existeix una hiperaresta A′ ∈ H′ per a la que A 6⊆ A′ per a tot A ∈ H. Hem de veure
que, aleshores, obtenim una contradiccio´.
Aquesta hiperaresta compleix que A′ 6= Gr(H) ja que si A′ fos de la forma A′ = Gr(H) llavors
es tindria que per a tota hiperaresta A de H, A ⊆ Gr(H) = A′, que e´s una contradiccio´.
Definim, com abans, Ω′ =: Gr(H) \ A′ i en prenem un element ω′0 ∈ Ω′ tal que {ω′0} 6∈ H.
Veiem que aquest element efectivament existeix. Suposem que no, e´s a dir, que {ω′} ∈ H per
a tot ω′ ∈ Ω′. Aleshores, per la definicio´ de clutter, H ha de ser de la forma H = {{ω′} :
ω′ ∈ Ω′} ∪ {A : A ∈ H i A ∩ Ω′ = ∅}. Observem, pero`, que si existeix alguna hiperaresta amb
A ∩ Ω′ = ∅, aleshores, com que Ω′ = Gr(H) \ A′, es te´ que A ⊆ A′, que contradiu el fet que
H′ 6≤ H. Aix´ı, H no te´ hiperarestes amb A∩Ω′ = ∅ i, per tant, H = {{ω′} : ω′ ∈ Ω′}. Aleshores,
H e´s un clutter de dominacio´ i, per tant, H = H′, que torna a ser una contradiccio´ amb el fet
que H′ 6≤ H.
Sigui Hˆ, doncs, el clutter Hˆ =: {{ω′} : ω′ ∈ Ω′ \ {ω′0}} ∪ {{ω′0, a′} : a′ ∈ A′}. Aquest clutter
compleix que:
1. Hˆ te´ conjunt terra Gr(Hˆ) = (Ω′ \ {ω′0}) ∪ {ω′0} ∪A′ = Ω′ ∪A′ = Gr(H).
2. Hˆ e´s de dominacio´. Concretament, Hˆ = D(G), on G = KΩ′\{ω′0}∨(K{ω0}+KA′) = G1∨G2,
on G1 e´s el graf complet sobre Ω
′ \ {ω′0} i G2 e´s el graf que te´ per components connexes el
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graf complet sobre {ω′0} i el graf buit sobre A′. Aquest e´s en efecte el clutter que busquem
ja que per la Proposicio´ 1.2.8 es te´ D(G) = D(KΩ′\{ω′0})∪D(K{ω0}+KA′) = Hˆ (observem
que N [x] = V (G1) per a tot x ∈ G1).
3. H ≤ Hˆ. Aixo` e´s aix´ı ja que si considerem una hiperaresta A de H podem trobar-nos en
lles segu¨ents situacions:
• Cas A ∩ (Ω′ \ {ω′0}) 6= ∅. En aquest cas existeix un element ω′ ∈ Ω′ \ {ω′0} tal que
{ω′} ⊆ A i, per tant, H ≤ Hˆ.
• Cas A ∩ (Ω′ \ {ω′0}) 6= ∅. En aquest cas tenim dues opcions: o be´ A ∩ Ω′ = ∅, o be´
A ∩ Ω′ = {ω0}. Recordem que ja hem vist que no e´s possible que A ∩ Ω′ = ∅. Per
tant, es te´ que A∩Ω′ = {ω0}. A me´s, per la definicio´ de ω′0, no pot ser que A = {ω′0}.
Per tant, {ω0}  A. Aix´ı, com que A∩ (Ω′ \ {ω′0}) 6= ∅ i A 6= {ω0}, aleshores existeix
un element a ∈ A tal que a 6∈ Ω′. Per tant, a ∈ A′. Llavors, {ω′0, a} ⊆ A i, per tant,
H ≤ Hˆ.
De (1), (2) i (3) dedu¨ım que Hˆ ∈ Dom0(Gr(H),H), d’on obtenim que H′ ≤ Hˆ. Aleshores, com
que A′ ∈ H′, existeix una hiperaresta Aˆ ∈ Hˆ tal que Aˆ ⊆ A′. Per tant, com que tota hiperaresta
de Hˆ conte´ algun element de Ω′, llavors existeix un element ω′ ∈ Ω′ tal que ω′ ∈ A′, que e´s un
absurd. Amb aixo` acabem la demostracio´.
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Cap´ıtol 4
Descomposicio´ de clutters amb
clutters de dominacio´
En aquest u´ltim cap´ıtol comenc¸arem, a la Seccio´ 4.1, donant un teorema que ens permet descom-
posar un clutter amb clutters de dominacio´ i introdu¨ım tambe´ del para`metre de descomposicio´
d’un clutter [9]. A la Seccio´ 4.2 utilitzarem aquest teorema per calcular les descomposicions amb
clutters de dominacio´ dels clutters sobre conjunts de cardinal menor o igual a 4. Per u´ltim, a la
Seccio´ 4.3, donarem un teorema semblant al de la Seccio´ 4.1 per clutters uniformes i estudiarem
me´s a fons el cas U2,Ω amb Ω un conjunt de cardinal senar [10].
4.1 Teorema de descomposicio´ i para`metre de descomposicio´
Sigui Ω un conjunt finit i sigui H ∈ Clutt(Ω) un clutter sobre Ω. De la Subseccio´ 3.2.3 dedu¨ım
que MinDom(Ω,H) e´s un dels conjunts naturals a considerar com conjunt de les aproximacions
o`ptimes de H. Anem a veure com aquestes aproximacions o`ptimes permeten recuperar el clutter
inicial. Concretament, podem aplicar el Teorema 2.4.1 obtenint el segu¨ent resultat.
4.1.1 Teorema. Sigui Ω un conjunt finit i sigui H un clutter sobre Ω. Aleshores:
1. El conjunt Dom(Ω,H) de completacions de dominacio´ de H e´s no buit.
2. H = H1 u ... u Hr, on H1, ...,Hr so´n els elements minimals del poset (Dom(Ω,H),≤) o,
el que e´s equivalent, H1, ...,Hr so´n els elements de MinDom(Ω,H).
3. El clutter H e´s de dominacio´ si, i nome´s si, el poset (Dom(Ω,H),≤) te´ un u´nic element
minimal; e´s a dir, si i nome´s si MinDom(Ω,H) te´ un u´nic element.
Demostracio´. La demostracio´ d’aquest teorema e´s immediata a partir del Teorema 2.4.1, fent
Σ = Dom(Ω). El resultat pot aplicar-se ja que per tot conjunt no buit X ⊆ Ω es te´ que HX e´s
el conjunt de dominacio´ del graf complet sobre el conjunt X, e´s a dir, HX = D(KX).
4.1.2 Corol·lari. Siguin H i H′ dos clutters sobre Ω. Aleshores H = H′ si, i nome´s si,
MinDom(Ω,H) = MinDom(Ω,H′).
Demostracio´. E´s consequ¨e`ncia directa del Teorema 4.1.1.
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Remarca. Observem que en general no tenim un resultat semblant al teorema anterior per
als conjunts Dom0(Ω,H) i MinDom0(Ω,H) (veure Exemple 4.1.3). Aquest fet es deu a que
una de les hipo`tesis del Teorema 2.4.1 no es compleix, (me´s concretament, la famı´lia de clutters
Σ = Dom0(Ω) no compleix que HX ∈ Σ per a tot X ⊆ Ω ja que Gr(HX) = Ω si, i nome´s si,
X = Ω).
Malgrat tot, hi ha certs casos especials en que s´ı que existeix un teorema per als conjunts
Dom0(Ω,H) i MinDom0(Ω,H), dels que donarem un exemple a la Seccio´ 4.3.
4.1.3 Exemple. Considerem el conjunt Ω = {1, 2, 3, 4} i el clutter H = {{1}} sobre Ω.
Llavors, el conjunt d’aproximacions amb conjunt terra Ω de H e´s el conjunt Dom0(Ω,H) =
{H01,H02,H03,H04,H05}, on:
• H01 = {{1}, {2}, {3}, {4}},
• H02 = {{1}, {2}, {3, 4}},
• H03 = {{1}, {3}, {2, 4}},
• H04 = {{1}, {4}, {2, 3}},
• H05 = {{1}, {2, 3, 4}}.
A partir d’aqu´ı e´s fa`cil comprovar que MinDom0(Ω,H) = {H05}. Aix´ı doncs, tenim per una
banda que el conjunt MinDom0(Ω) te´ un u´nic element i per l’altra que el clutter H no e´s un
clutter de dominacio´ amb conjunt terra Gr(H) = Ω. Observem que efectivament es te´ que la
famı´lia de clutters Dom0(Ω) no compleix que HX ∈ Dom0(Ω) per a tot X ⊆ Ω ja que, per
exemple, H{{3}} 6∈ Dom0(Ω).
El Teorema 4.1.1 ens porta, de forma natural, a definir el para`metre de descomposicio´ d’un
clutter. Concretament:
4.1.4 Definicio´. Sigui H un clutter sobre un conjunt finit Ω. Es diu que la famı´lia {H1, ...,Ht} ⊆
Dom(Ω) de t ≥ 1 clutters de dominacio´ diferents e´s una t-descomposicio´ del clutter H si
H = H1u ...uHt. Direm que aquesta famı´lia e´s una t-0-descomposicio´ si e´s una t-descomposicio´
i H1, ...,Ht so´n clutters de dominacio´ amb conjunt terra Ω. Es defineixen el para`metre de des-
composicio´ de H, D(H), i el para`metre de 0-descomposicio´ de H, D0(H) com:
D(H) = min{t : existeix una t-descomposicio´ de H}
D0(H) = min{t : existeix una t-0-descomposicio´ de H}
Remarca. Observem que si H e´s un clutter que no e´s de dominacio´ aleshores D(H) > 1; i que
si H e´s un clutter amb terra que tampoc e´s de dominacio´, aleshores D0(H) > 1.
Anem a veure que les aproximacions o`ptimes determinen aquests para`metres. Tenim, en concret,
la segu¨ent proposicio´.
4.1.5 Proposicio´. Sigui H un clutter sobre un conjunt finit Ω. Aleshores es te´ que:
1. Si D(H) = δ, llavors existeix una δ-descomposicio´ {H1, ...,Hδ} de H, on H1, ...,Hδ ∈
MinDom(Ω,H); e´s a dir, on H1, ...,Hδ so´n completacions de dominacio´ minimals de H.
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2. Si D0(H) = δ, llavors existeix una δ-0-descomposicio´ {H1, ...,Hδ} de H, on H1, ...,Hδ ∈
MinDom0(Ω,H); e´s a dir, on H1, ...,Hδ so´n completacions de 0-dominacio´ minimals de
H.
Demostracio´. Per veure el primer apartat n’hi ha prou amb que demostrem que qualsevol des-
composicio´ de H pot ser transformada en una descomposicio´ que consti exclusivament de com-
pletacions de dominacio´ minimals de H; e´s a dir, hem de veure que si {H′1, ...,H′t} e´s una
t-descomposicio´ de H, aleshores existeixen s ≤ t completacions de dominacio´ minimals diferents
Hi1 , ...,His ∈MinDom(Ω,H) tals que {Hi1 , ...,His} e´s una s-descomposicio´ de H.
Suposem, doncs, que {H′1, ...,H′t} e´s una t-descomposicio´ de H. Observem que tenim que H′1 u
... u H′t ≤ H′k per tot 1 ≤ k ≤ t i, per tant, que H′k ∈ Dom(Ω,H). Sigui {H1, ...,Hr} =
MinDom(Ω,H). Llavors, per a tot 1 ≤ k ≤ t existeix un 1 ≤ αk ≤ r tal que Hαk ≤ H′k. Sigui
{Hi1 , ...,His} el conjunt que queda en eliminar repeticions de {Hα1 , ...,Hαt}. Observem que
s ≤ min{r, t} ≤ t.
Ara, per una banda e´s clar que Hi1 u ...uHis = Hα1 u ...uHαt ≤ H′1 u ...uH′t = H. Per l’altre,
tenim que H ≤ Hi1 u ... u His ja que H ≤ Hik per tot k. Per tant, H ≤ Hi1 u ... u His ≤ H i,
degut a que ≤ e´s un ordre parcial, concloem que H = Hi1 u ...uHis o, el que ve a ser el mateix,
que {Hi1 , ...,His} e´s una s-descomposicio´ de H. Amb aixo` acabem la demostracio´ del primer
apartat.
La demostracio´ del segon apartat e´s ana`loga a la del primer.
De la proposicio´ anterior concloem que per calcular els para`metres de descomposicio´ D(H) i
D0(H) no necessitem operar amb tot el conjuntDom(Ω), sino´ que en tenim prou amb els conjunts
MinDom(Ω,H) i MinDom0(Ω,H) respectivament. Calculem els para`metres de descomposicio´
per als clutters de l’Exemple 3.2.6.
4.1.6 Exemple. Sigui Ω = {1, 2, 3, 4} i considerem els clutters H1, H2, H3, H4 i H5 sobre Ω
definits per:
H1 = {{1}, {2}, {3}}
H2 = {{1, 2}, {1, 3}, {2, 3}}
H3 = {{1, 2}, {2, 3}, {3, 4}}
H4 = {{1, 2}, {1, 3, 4}, {2, 3, 4}}
H5 = {{1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {2, 3, 4}}
Hem vist a la proposicio´ anterior que nome´s amb cone`ixer el conjuntMinDom(Ω,Hi) i el conjunt
MinDom0(Ω,Hi) ja poden calcular-se els para`metres D(Hi) i D0(Hi). Anem a calcular-los
usant els resultats obtinguts a l’Exemple 3.2.6. A la Taula 4.1 es resumeixen els resultats que
obtindrem sobre aquests para`metres (els valors ri i si so´n, respectivament, |MinDom(Ω,Hi)| i
|MinDom0(Ω,Hi)|).
1. Ca`lcul de D(H1) i D0(H1):
E´s immediat veure que D(H1) = 1 ja que H1 e´s un clutter de dominacio´. Per altra banda,
observem que D0(H1) no existeix ja que l’u´nic element de MinDom0(Ω,H1) no e´s el propi
H1.
53
CAPI´TOL 4. DESCOMPOSICIO´ DE CLUTTERS AMB CLUTTERS DE DOMINACIO´
ri i si D(Hi) i D0(Hi)
i = 1 1=1 1, 6∃
i = 2 4<7 2<3
i = 3 3=3 2=2
i = 4 6>4 2=2
i = 5 7=7 3=3
Taula 4.1: Para`metres de descomposicio´ dels clutters H1, ...,H5 de l’exemple 4.1.6.
2. Ca`lcul de D(H2) i D0(H2):
Tenim que MinDom(Ω,H2) = {H2,1,H2,2,H2,3,H2,4} i que MinDom0(Ω,H2) = {H02,1,
H02,2,H02,3,H02,4,H02,5,H02,6,H02,7}. Per tant, 2 ≤ D(G) ≤ 4 i 2 ≤ D0(G) ≤ 7. Veiem que
{H2,1,H2,2} e´s una 2-descomposicio´ de H:
H+2,1 = {{1}, {1, 2}, {1, 3}, {1, 4}, {2, 3}, {1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {2, 3, 4}, {1, 2, 3, 4}}
H+2,2 = {{2}, {1, 2}, {1, 3}, {2, 3}, {2, 4}, {1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {2, 3, 4}, {1, 2, 3, 4}}
Aix´ı, es te´ que H2,1 u H2,2 = min(H+2,1 ∩ H+2,2) = min{{1, 2}, {1, 3}, {2, 3}, {1, 2, 3}, {1, 2,
4}, {1, 3, 4}, {2, 3, 4}, {1, 2, 3, 4}}) = {{1, 2}, {1, 3}, {2, 3}} = H1 i, per tant, D(H2) = 2.
Per altra banda, podem comprovar de la mateixa forma que {H02,1,H02,2,H02,4} e´s una 0-
descomposicio´ deH2 i que qualsevol parell {H02,i,H02,j} no ho e´s. Per tant, per la proposicio´
anterior, concloem que D0(H2) = 3.
3. Ca`lcul de D(H3) i D0(H3):
Tenim que MinDom(Ω,H3) = {H3,1,H3,2,H3,3} i que MinDom0(Ω,H3) = {H03,1,H03,2,
H03,3}. Per una banda, degut a queH3 no e´s un clutter de dominacio´, sabem queD(H3) > 1
i que D0(H3) > 1. Per l’altra, e´s fa`cil comprovar que {H3,1,H3,2} e´s una descomposicio´
de H3 i que {H03,1,H03,2} n’e´s una 0-descomposicio´. Per tant, concloem queu D(H3) =
D0(H3) = 2. Observem que {H3,1,H3,3} i {H3,2,H3,3} so´n tambe´ descomposicons de H3
i que {H03,1,H03,3} e´s una 0-descomposicio´ de H3 mentre que {H03,2,H03,3} no ho e´s.
4. Ca`lcul de D(H4) i D0(H4):
Tenim que MinDom(Ω,H4) = {H4,1,H4,2,H4,3,H4,4,H4,5,H4,6} i MinDom0(Ω,H4) =
{H04,1,H04,2,H04,3,H04,4}, amb H04,i = H4,i. Aleshores, com que {H4,3,H4,4} e´s una descom-
posicio´ deH4 i com que aquest clutter no e´s de dominacio´, dedu¨ım que D(H4) = D0(H4) =
2.
5. Ca`lcul de D(H5) i D0(H5):
Tenim que MinDom(Ω,H5) = MinDom0(Ω,H5) = {H5,1, ...,H5,7}. Per tant, H5 no e´s de
dominacio´ i, per la proposicio´ anterior, 2 ≤ D(H5) = D0(H5) ≤ 7. Per un costat, e´s fa`cil
comprovar que {H5,i,H5,j} no e´s una descomposicio´ de H5 i, per tant, D(H5) = D0(H5) 6=
2. Per l’altre, {H5,4,H5,5,H5,6} s´ı que ho e´s. Concloem doncs que D(H5) = D0(H5) = 3.
Pel que hem vist fins ara tenim que tot i que un clutter H no sigui de dominacio´, podem
recuperar-lo mitjanc¸ant una descomposicio´ amb clutters que s´ı que so´n de dominacio´. Com ja
hem vist, aquesta descomposicio´ indueix a la definicio´ del para`metre de descomposicio´. L’ob-
jectiu del Toerema 4.1.8 e´s veure que aquest para`metre ens serveix per mesurar quan lluny esta`
el clutter H de ser un clutter de dominacio´. Pero` per veure quan lluny esta` cal que recordem
abans que` entenem per dista`ncia entre clutters.
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A la Subseccio´ 1.1.3 hem definit la dista`ncia entre elements d’un graf i, per analogia, la dista`ncia
entre elements d’un digraf. El digraf d’un poset (X,≤) e´s el digraf associat al diagrama de Hasse
del poset. La dista`ncia entre dos elements x1 i x2 d’un poset (X,≤) e´s la dista`ncia entre x1 i
x2 al digraf associat del poset. La dista`ncia entre un element x ∈ X i un subconjunt Y ⊆ X al
poset (X,≤) es defineix com d(x, Y ) = min{d(x, y) : y ∈ Y }.
Com ja hem dit, al Teorema 4.1.8 veurem com D(H) ens permet calcular la fita inferior entre
el clutter H i la famı´lia Dom(Ω) de tots els clutters de dominacio´ sobre el conjunt finit Ω. Per
poder demostrar el teorema, pero`, necessitarem el segu¨ent lema te`cnic.
4.1.7 Lema. Sigui Ω un conjunt finit i siguin H i H′ dos clutters sobre Ω tals que H ≤ H′
i H 6= H′. Suposem que H 6= {{ω} : ω ∈ Ω′} per a tot Ω′ subconjunt no buit de Ω. Llavors
existeix un clutter H0 amb conjunt terra Ω tal que H ≤ H0 i H′ 6≤ H0; e´s a dir, existeix un
clutter H0 ∈ Clutt0(Ω) tal que H ≤ H0 i H′ 6≤ H0.
Demostracio´. Sigui H = {A1, ..., Ar} i sigui H′ = {B1, ..., Bs}. Veiem primer que per a algun
valor j0 ∈ {1, ..., s} es compleix que Bj0 6= Ai per a tot i ∈ {1, ..., r}; e´s a dir, que Bj0 6∈ H.
Suposem que no e´s aix´ı. Llavors per a tot j ∈ {1, ..., s} existeix un valor i ∈ {1, ..., r} tal que
Bj = Ai i, per tant, H′ ⊆ H. Aleshores H′ ≤ H. Pero`, com que H ≤ H′ i ≤ e´s un ordre parcial,
llavors H = H′, que e´s una contradiccio´ amb les hipo`tesis de l’enunciat. Per tant, existeix un
valor j0 ∈ {1, ..., s} tal que Bj0 6= Ai per a tot i ∈ {1, ..., r}.
Suposem, sense pe`rdua de generalitat, que Bs 6= Ai per a tot i ∈ {1, ..., r}.
Sigui, doncs, Bs = {ω1, ..., ωm} i sigui Ω \Bs = {ωm+1, ..., ωn}. Observem que el conjunt Ω \Bs
e´s no buit ja que sino´ es compliria que Bs = Ω. En tal cas, i per la definicio´ de clutter, tindr´ıem
que H′ = {Ω} i, per tant, que H′ ≤ H, que torna a ser una contradiccio´.
Veiem ara que per a algun valor l0 ∈ {m + 1, ..., n} es te´ que {ωl0} 6∈ H. Suposem, en vistes
d’una contradiccio´, que {ωl} ∈ H per a tot l ∈ {m+1, ..., n}. Llavors {{ωm+1}, ..., {ωn}}  H ja
que H 6= {{ω} : ω ∈ Ω′} per a tot conjunt Ω′ ⊆ Ω no buit. Per tant, existeix un conjunt
Ai0 ∈ H tal que Ai0 6= {ωl} per a tot l ∈ {m + 1, ..., n}. Aix´ı, per definicio´ de clutter,
Ai0 ⊆ Ω \ {ωm+1, ..., ωn} = {ω1, ..., ωm}. Aixo` implica que Ai0 ⊆ Bs i, com que Bs 6= Ai
per a tot i ∈ {1, ..., r}, s’ha de complir Ai0  Bs. Aquesta afirmacio´ porta a contradiccio´ ja
que, com que H ≤ H′ i Ai0 ∈ H, aleshores existeix Bi0 ∈ H′ tal que Bi0 ⊆ Ai0 i, per tant,
Bi0 ⊆ Ai0  Bs que no pot ser per ser H′ un clutter.
Aix´ı, podem suposar sense pe`rdua de generalitat que {ωm+1} 6∈ H.
Sigui ara H0 el clutter definit per H0 = {C1, ..., Cn−1}, on Ck = {ωk, ωm+1} per a k ∈ {1, ...,m}
i Ck = {ωk+1} per a k ∈ {m + 1, ..., n − 1}. Com que el conjunt terra de H0 e´s Gr(H0) =⋃
C∈H0 C = Ω es te´ que H0 ∈ Clutt0(Ω). Cal veure ara que H0 e´s efectivament el clutter que
busquem.
Per veure que H′ 6≤ H0 cal que veiem que existeix un conjunt B ∈ H′ tal que per a tot conjunt
C ∈ H0 es te´ que C 6⊆ B. Observem que el conjunt Bs ∈ H′ compleix els requisits ja que
Ck 6⊆ {ω1, ..., ωm} = Bs per a tot k ∈ {1, ..., n− 1}, d’on resulta que H′ 6≤ H0.
Ja nome´s cal veure que H ≤ H0, e´s a dir, que si A ∈ H llavors existeix C ∈ H0 tal que C ⊆ A.
Sigui A ∈ H. Contemplem dos casos diferents.
Suposem primer que A 6⊆ {ω1, ..., ωm+1}. Llavors ωk ∈ A per a algun valor k ≥ m + 2 i, per
tant, Ck−1 ⊆ A.
Queda nome´s veure el cas en que A ⊆ {ω1, ..., ωm+1}. Si ωm+1 6∈ A llavors A ⊆ {ω1, ..., ωm} =
Bs. Pero` com que Bs 6= Ai per a tot i ∈ {1, ..., r}, llavors tenim que A  Bs. A me´s, H ≤ H′ i
A ∈ H i, per tant, existeix B ∈ H′ tal que B ⊆ A. Aix´ı B ⊆ A  Bs, que contradiu el fet que
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H′ sigui un clutter. Per tant, ωm+1 ∈ A. A me´s existeix un k ∈ {1, ...,m} tal que ωk ∈ A ja que
{ωm+1} 6∈ H. Aleshores, per a aquest valor de k es te´ que {ωk, ωm+1} ⊆ A i, per tant, Ck ⊆ A.
Amb aixo` acabem la demostracio´ del lema.
4.1.8 Teorema. Sigui Ω un conjunt finit i sigui H un clutter sobre Ω. Aleshores D(H) − 1
e´s una fita inferior de la dista`ncia entre el clutter H i el conjunt de clutters de dominacio´
Dom(Ω) ⊆ Clutt(Ω) al poset (Clutt(Ω),≤).
Demostracio´. Sigui d = d(H, Dom(Ω)) la dista`ncia entre el clutter H i la famı´lia de clutters de
dominacio´ sobre Ω al poset (Clutt(Ω),≤). Observem que es te´ que d = 0 si, i nome´s si, H e´s
un clutter de dominacio´, fet que succeeix si, i nome´s si, D(H) = 1. Aix´ı, tan sols cal demostrar
que D(H)− 1 ≤ d per a valors d ≥ 1.
Suposem, doncs, que d ≥ 1. Llavors existeix una sequ¨e`ncia H = H0 ≤ ... ≤ Hd−1 ≤ Hd de
clutters sobre Ω satisfent les cuatre condicions segu¨ents: (1) Hd e´s un clutter de dominacio´ sobre
Ω; (2) els clutters Hi no so´n de dominacio´ per a 1 ≤ i ≤ d−1; (3) Hi 6= Hi+1 per a 0 ≤ i ≤ d−1;
i (4) si H′ e´s un clutter sobre Ω tal que Hi ≤ H′ ≤ Hi+1 aleshores H′ = Hi o be´ H′ = Hi+1.
Observem que per a 1 ≤ i ≤ d − 1 els clutters Hi i Hi+1 compleixen les condicions per poder
aplicar el lema anterior ja que tenim que Hi ≤ Hi+1; a me´s, per la condicio´ (3) tenim que
Hi 6= Hi+1; i finalment, per la condicio´ (2) sabem que Hi 6= {{ω} : ω ∈ Ω} per a qualsevol
Ω′  Ω ja que sino´Hi seria de dominacio´ del grafKΩ′ . Per tant, aplicant el lema anterior, existeix
un clutter H0,i amb conjunt terra Ω tal que Hi ≤ H0,i i Hi+1 6≤ H0,i. Sigui Hi,i+1 = H0,iuHi+1.
Veiem que Hi = Hi,i+1.
Per una banda, de la definicio´ de Hi,i+1, es te´ que Hi,i+1 = H0,iuHi+1 ≤ Hi+1. Per l’altra, com
que Hi ≤ Hi+1 i Hi ≤ H0,i, obtenim que Hi ≤ Hi,i+1. Per tant, tenim que Hi ≤ Hi,i+1 ≤ Hi+1 i,
degut a la condicio´ (4), Hi = Hi,i+1 o be´Hi,i+1 = Hi+1. Veiem que no pot ser queHi,i+1 = Hi+1.
Suposem que e´s aix´ı. Aleshores, per la definicio´ de Hi,i+1, obtenim que Hi+1 = Hi,i+1 ≤ H0,i,
que contradiu el fet que Hi+1 6≤ H0,i. Per tant Hi,i+1 6= Hi+1. D’on Hi = Hi,i+1 = H0,i uHi+1.
Aleshores, de l’afirmacio´ anterior obtenim que H0 = H0,0 u H1 = H0,0 u H0,1 u H2 = ... =
H0,0 u H0,1 u ... u H0,d−1 u Hd. Per tant, degut a que per definicio´ tant els clutters H0,i com
el clutter Hd so´n clutters de dominacio´, tindrem que {H0,0, ...,H0,d−1,Hd} e´s una (d + 1)-
descomposicio´ de H0 = H. Aix´ı doncs, D(H) ≤ d+ 1, que conclou la demostracio´.
Del Teorema 4.1.7 obtenim que D(H)− 1 ≤ d(H, Clutt(Ω)) per a tot clutter H sobre el conjunt
Ω. Per acabar amb aquesta seccio´ donarem dos exemples: un en que la desigualtat e´s una
igualtat i un altre on la desigualtat e´s estricta.
4.1.9 Exemple. Considerem el clutter H = {{1, 2}, {2, 3}, {3, 4}} sobre el conjunt Ω = {1, 2, 3,
4}. Aquest clutter te´ D(H) = 2 (veure Exemple 4.1.6). Anem a veure que la dista`ncia d entre el
clutter H i la famı´lia de clutters de dominacio´ Dom(Ω) al poset (Clutt(Ω),≤) e´s igual a 1. En
efecte, per un costat tenim que H ≤ H′, on H′ e´s el clutter H′ = {{1, 2}, {1, 4}, {2, 3}, {3, 4}}.
A me´s, sabem per l’Exemple 3.2.6 que H′ e´s una completacio´ de dominacio´ minimal de H. Per
altra banda, no e´s dif´ıcil comprovar que si H′′ e´s un altre clutter sobre Ω complint H ≤ H′′ ≤ H′,
aleshores o be´ H = H′′ o be´ H′ = H′′. Per tant, concloem que d = 1 = D(H)− 1.
4.1.10 Exemple. Considerem ara el clutterH = {{1, 2}, {1, 3, 4}, {2, 3, 4}} sobre el conjunt Ω =
{1, 2, 3, 4}. Aquest clutter tambe´ te´ D(H) = 2 (veure Exemple 4.1.6). No obstant, a continuacio´
veurem que la dista`ncia d entre aquest clutter H i la famı´lia de clutters de dominacio´ Dom(Ω) al
poset (Clutt(Ω),≤) e´s major o igual a dos. Per veure aixo` n’hi ha prou amb considerar el conjunt
MinDom(Ω,H) = {H1, ...,Hr} de les completacions de dominacio´ minimals de H, i demostrar
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que d(H,H) ≥ 2 per a tot i. Veiem-ho. A l’Exemple 3.2.6 hem obtingut que MinDom(Ω,H) =
{H1, ...,H6}, on H1 = {{1, 2}, {1, 3}, {2, 4}, {3, 4}},H2 = {{1, 2}, {1, 4}, {2, 3}, {3, 4}},H3 =
{{1}, {2, 3, 4}},H4 = {{2}, {1, 3, 4}},H5 = {{3}, {1, 2}} i H6 = {{4}, {1, 2}}. Ara, observem
que:
H ≤ {{1, 2}, {1, 3}, {2, 3, 4}} ≤ H1
H ≤ {{1, 2}, {2, 3}, {1, 3, 4}} ≤ H2
H ≤ {{1, 2}, {1, 3}, {2, 3, 4}} ≤ H3
H ≤ {{1, 2}, {2, 3}, {1, 3, 4}} ≤ H4
H ≤ {{1, 2}, {1, 3}, {2, 3}} ≤ H5
H ≤ {{1, 2}, {1, 4}, {2, 4}} ≤ H6
Per tant, per a tot i existeix un clutter H′i sobre Ω tal que H ≤ H′i ≤ Hi i H 6= H′i 6= Hi. D’on
d(H,Hi) ≥ 2 i, per tant, d ≥ 2 ≥ 1 = D(H)− 1.
4.2 Completacions i descomposicions de clutters sobre conjunts
de 4 o menys elements
Sigui H ∈ Clutt(Ω) un clutter sobre Ω. Per tal de calcular les completacions de domina-
cio´ minimals de H, e´s a dir, els clutters de MinDom(Ω,H), cal que estudiem el poset de les
completacions de dominacio´ (Dom(Ω,H),≤). Pero` com que el problema de calcular la famı´lia
Dom(Ω,H) e´s ara per ara un problema obert, ens centrarem en aquest apartat en l’estudi dels
clutters que venim estudiant durant tot el treball; ens focalitzarem en estudiar els clutters sobre
conjunts amb quatre o menys elements.
Ja hem vist a la Proposicio´ 3.1.3 que, per a conjunts Ω d’ordre |Ω|= 2, es te´ que H ∈ Dom(Ω)
per a tot clutter H ∈ Clutt(Ω). Per tant, per a aquests dos valors de |Ω| tenim que Clutt(Ω) =
Dom(Ω). Veiem ara el que passa per a |Ω|= 3 i |Ω|= 4.
4.2.1 Completacions i descomposicions de clutters sobre conjunts de 3 ele-
ments
Sigui Ω un conjunt finit amb |Ω|= 3. Notem, sense pe`rdua de generalitat, Ω = {1, 2, 3}.
Per la Proposicio´ 3.1.4 sabem que, mo`dul isomorfia, hi ha 8 clutters sobre Ω i que tots so´n de
dominacio´ exceptuant el clutter H = {{1, 2}, {1, 3}, {2, 3}}. Per tant, en aquest cas, tenim el
segu¨ent resultat on la igualtat e´s va`lida mo`dul isomorfia:
Clutt(Ω) \Dom(Ω) = {H}.
Aix´ı, nome´s ens cal calcular les aproximacions i descomposicions del clutter H. En aquest cas
es te´ el segu¨ent resultat.
4.2.1 Proposicio´. Sigui Ω = {1, 2, 3} i sigui H = {{1, 2}, {1, 3}, {2, 3}}. Aleshores:
1. MinDom(Ω,H) = MinDom0(Ω,H) = {H1,H2,H3}, on Hi = {{j}, {k, l}}, amb {j, k, l} =
{1, 2, 3}.
2. D(H) = D0(H) = 2 i, concretament, es te´ que les 2-descomposicions i les 2-0-descompo-
sicio´ de H so´n {Hi1 ,Hi2} per a valors i1, i2 ∈ {1, 2, 3} diferents.
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Demostracio´. A l’Exemple 3.2.6 hem calculat totes les completacions de H sobre Ω i hem
trobat que els seus elements minimals so´n els clutters H1,H2 i H3 de l’enunciat. Per tant,
MinDom(Ω,H) = {H1,H2,H3}. A me´s, com que tots tres clutters tenen terre Ω concloem
tambe´ que MinDom0(Ω,H) = {H1,H2,H3}.
Per altra banda, a l’Exemple 4.1.6 hem vist que {Hi1 ,Hi2} e´s una 2-descomposicio´ de H per
a valors i1, i2 ∈ {1, 2, 3} diferents i per tant, en aquest cas, e´s tambe´ una 2-0-descomposicio´.
Aleshores, D(H) = D0(H) = 2.
4.2.2 Completacions i descomposicions de clutters sobre conjunts de 4 ele-
ments
Sigui Ω un conjunt finit amb |Ω|= 4. Notem, sense pe`rdua de generalitat, Ω = {1, 2, 3, 4}.
A la Proposicio´ 3.1.5 hem vist que, mo`dul isomorfia, hi ha 28 clutters sobre Ω i que d’aquests
nome´s 11 no so´n de dominacio´. Aix´ı, mo`dul isomorfia es te´ la segu¨ent igualtat.
Clutt(Ω) \Dom(Ω) = {H1, ...,H11}.
On:
– H1 = {{1, 2}, {1, 3}, {2, 3}}
– H2 = {{1, 3}, {2, 4}}
– H3 = {{1, 2}, {1, 3}, {2, 4}}
– H4 = {{1, 2}, {1, 3}, {2, 3}, {4}}
– H5 = {{1, 2}, {1, 3}, {2, 3}, {2, 4}}
– H6 = {{1, 2}, {1, 3}, {1, 4}, {2, 4}, {3, 4}}
– H7 = {{1, 2}, {1, 3}, {2, 3, 4}}
– H8 = {{1, 2}, {1, 3}, {1, 4}, {2, 3, 4}}
– H9 = {{1, 2, 3}, {1, 2, 4}, {3, 4}}
– H10 = {{1, 2, 3}, {1, 2, 4}, {1, 3, 4}}
– H11 = {{1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {2, 3,
4}}
Fins ara no s’ha trobat un resultat general que descrigui les completacions de dominacio´ mini-
mals. Aix´ı doncs, per cone`ixer les famı´lies de completacions de dominacio´ minimals cal que les
calculem a ma`. En el nostre cas, per il·lustrar com es poden obtenir, estudiarem dos casos dels
que obtindrem les completacions minimals d’un clutter Hi de la llista anterior. Observem que
a l’Exemple 3.2.6 i a l’Exemple 4.1.6 hem calculat aquests conjunts per a H1 i H11 i per a dos
clutters isomorfs als clutters H3 i H9. Ara determinarem les aproximacions o`ptimes del clutter
H2 (Proposicio´ 4.2.2) i del clutter H10 (Proposicio´ 4.2.3).
4.2.2 Proposicio´. Sigui Ω = {1, 2, 3, 4} i sigui H = {{1, 3}, {2, 4}}. Aleshores:
1. MinDom(Ω,H) = {H1,H2,H3,H4,H5,H6} i MinDom0(Ω,H) = {H5,H6}, on
H1 = {{1}, {2, 4}}
H2 = {{2}, {1, 3}}
H3 = {{3}, {2, 4}}
H4 = {{4}, {1, 3}}
H5 = {{1, 3}, {1, 4}, {2, 3}, {2, 4}}
H6 = {{1, 2}, {1, 3}, {2, 4}, {3, 4}}
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2. D(H) = D0(H) = 2 i, concretament, es te´ que les 2-descomposicions so´n {Hi1 ,Hi2} amb
(i1, i2) = (1, 3), (2, 4), (5, 6) i el cas (i1, i2) = (5, 6) e´s alhora una 2-0-descomposicio´.
Demostracio´. Per dur a terme la demostracio´ calcularem primer el conjunt Dom(Ω,H) de com-
pletacions de dominacio´ de H i despre´s en donarem els minimals, que formen MinDom(Ω,H).
Tot seguit donarem el conjunt Dom0(Ω,H) = Dom(Ω,H) ∩Clutt0(Ω) de completacions de do-
minacio´ amb conjunt terra de H i en calcularem tambe´ els elements minimals. Un cop assolit
aixo` calcularem els para`metres de dominacio´.
Busquem, doncs, grafs G′ amb conjunt de ve`rtexs V (G′) ⊆ Ω i tals que H ≤ D(G); e´s a dir,
tals que existeixen D1, D2 ∈ D(G′) amb D1 ⊆ {1, 3} i D2 ⊆ {2, 4}. Si considerem els grafs de la
Subseccio´ 1.1.4 i els seus conjunts dominadors obtinguts a la Subseccio´ 1.2.2 podem veure que hi
ha 26 clutters diferents, H′1, ...,H′36, que compleixen aquestes condicions. Aquests so´n: quatre
clutters de la forma H′ = D(G′), amb G′ un graf del tipus G2,2; quatre clutters H′ = D(G′),
amb G′ del tipus G3,3; quatre amb G′ del tipus G3,4; dos amb G′ del tipus G4,4; un amb G′ del
tipus G4,8; vuit amb G
′ del tipus G4,9; dos amb G′ del tipus G4,10; i un amb G′ del tipus G4,11.
Ara, les completacions de dominacio´ minimals de H s’obtenen calculant els elements mini-
mals del poset ({H′1, ...,H′36},≤). No e´s dif´ıcil comprovar que aquests so´n els quatre clutters
de H′ = D(G′) amb G′ del tipus G3,3 i els dos clutters H′ amb G′ del tipus G4,4; e´s a dir,
MinDom(Ω,H) = {H1,H2,H3,H4,H5,H6}, on Hi so´n els clutters donats al primer apartat de
l’enunciat.
Per altra banda observem que degut a que Dom0(H,Ω) = Dom(H,Ω) ∩ Clutt0(Ω), tenim
que Dom0(H,Ω) consta dels 18 clutters amb conjunt terra que ja hem esmentat (aquells de
la forma D(G4,i)). Els elements minimals d’aquest poset so´n els clutters H5 i H6; e´s a dir,
MinDom0(H,Ω) = {H5,H6}. Aix´ı doncs, pel resultat obtingut a la Proposicio´ 4.1.4 concloem
que D0(H) = 2. En consequ¨encia, com que en aquest cas MinDom0(H,Ω) ⊆MinDom(H,Ω),
dedu¨ım tambe´ que D(H) = 2.
A me´s, {Hi,Hj} e´s una 2-descomposicio´ de H si, i nome´s si, (i, j) = (1, 3), (2, 4), (5, 6). Per altra
banda, {Hi,Hj} e´s una 2-0-descomposicio´ de H si, i nome´s si, (i, j) = (5, 6).
4.2.3 Proposicio´. Sigui Ω = {1, 2, 3, 4} i sigui H = {{1, 2, 4}, {1, 3, 4}, {2, 3, 4}}. Aleshores:
1. MinDom(Ω,H) = MinDom0(Ω,H) = {H1,H2,H3}, on
H1 = {{1, 4}, {2, 3, 4}}
H2 = {{2, 4}, {1, 3, 4}}
H3 = {{3, 4}, {1, 2, 4}}
2. D(H) = D0(H) = 2 i, concretament, {Hi,Hj} e´s una 2-descomposicio´ i una 2-0-descompo-
sicio´ de H si i, j ∈ {1, 2, 3} i i 6= j.
Demostracio´. El procediment d’aquesta demostracio´ sera` el mateix que la de la demostracio´ de
la proposicio´ anterior.
Les completacions de dominacio´ del clutter H, Dom(Ω,H), so´n els clutters {{1}, {2}, {3}, {4}},
{{1, 2}, {1, 3}, {1, 4}, {2, 3}, {2, 4}, {3, 4}} i {{1, 4}, {2, 4}, {3, 4}}; els cluters de la forma {{i},
{j}}, amb {i, j} ⊆ {1, 2, 3, 4}; els clutters {{i}, {j, k}}, i {{i, 4}, {j, k, 4}}, amb {i, j, k} ⊆
{1, 2, 3, 4}; i els clutters {{i}, {j, k}, {k, l}}, {{i}, {j}, {k, l}}, {{i, j}i, k}, {l, j}, {l, k}}, i {{i},
{j, k, l}} amb {i, j, k, l} = {1, 2, 3, 4}. No e´s dif´ıcil comprovar que els elements minimals dins
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el conjunt Dom(Ω,H) so´n els tres clutters H1 = {{1, 4}, {2, 3, 4}}, H2 = {{2, 4}, {1, 3, 4}} i
H3 = {{3, 4}, {1, 2, 4}}. E´s a dir, MinDom(Ω,H) = {H1,H2,H3}.
Per trobar les descomposicions de H observem que H1 u H2 = min{A1 ∪ A2 : Ai ∈ Hi} =
min{{1, 2, 4}, {1, 3, 4}, {2, 3, 4}, {1, 2, 3, 4}} = H. Per tant, {H1,H2} e´s una descomposicio´ de
H. De la mateixa forma veiem que {Hi,Hj} e´s una 2-descomposicio´ i una 2-0-descomposicio´ si
i, j ∈ {1, 2, 3}, i 6= j. Per aixo` u´ltim dedu¨ım que que D(H) = D0(H) = 2.
4.3 Descomposicio´ de clutters uniformes
Sigui Ω un conjunt finit. Recordem que a la Subseccio´ 3.1.2 hem donat una caracteritzacio´
que ens diu quan un clutter uniforme Ur,Ω = {A ⊆ Ω : |A|= r} e´s un clutter de dominacio´.
Concretament, hem vist que, si |Ω|= n, llavors Ur,Ω e´s un clutter de dominacio´ si, i nome´s si,
(r, n) = (1, n), (n, n), (2, 2m). Per tant, si el parell ordenat (r, n) no e´s cap dels tres anteriors,
ens preguntem com podem aproximar Ur,Ω per clutters de dominacio´.
Observem que el clutter H = {{1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {2, 3, 4}} estudiat a l’Exemple 3.2.6
del cap´ıtol anterior equival al cas en que (r, n) = (3, 4). En aquesta seccio´, i per finalitzar el
treball, analitzarem el cas (r, n) per a r = 2 i n senar.
Per aproximar clutters uniformes Ur,Ω buscarem les seves aproximacions amb conjunt terra Ω;
e´s a dir, l’aproximarem amb el conjunt MinDom0(Ω,Ur,Ω). Degut a aquest motiu, i com ja hem
raonat a la Seccio´ 4.1, no podem aplicar el Teorema 2.4.1 per obtenir el conjunt d’aproximacions
de Ur,Ω. L’objectiu d’aquesta seccio´ e´s arribar a un resultat del tipus Teorema 2.4.1 que sigui
va`lid per a aquest cas. Per fer-ho, construirem el Teorema 4.3.4 a la Seccio´ 4.3.1 i, a la Seccio´
4.3.2, calcularem el conjunt de completacions de dominacio´ minimals de U2,Ω.
4.3.1 Descomposicio´ amb terra dels clutters uniformes
Per assolir el nostre objectiu, demostrar un teorema de descomposicio´ semblant al Teorema
4.1.1, ens cal primer un lema te`cnic. Aquest lema e´s un resultat clau per demostrar un resultat
sobre les completacions de dominacio´ o`ptimes de Ur,Ω, que so´n els elements minimals del poset
(Dom0(Ω,Ur,Ω),≤).
4.3.1 Lema. Sigui Ω un conjunt finit. Sigui H un clutter sobre Ω tal que Ur,Ω ≤ H i Ur,Ω 6= H.
Aleshores existeix un clutter de dominacio´ H0 ∈ Dom0(Ω,Ur,Ω) tal que H 6≤ H0.
Demostracio´. Observem que per a r = 1 no existeix cap clutter H diferent del propi Ur,Ω tal que
Ur,Ω ≤ H. Aix´ı, per a r = 1 no es poden cumplir les hipo`tesis i, per tant, descartem el cas. Per
altra banda, per a r = n = |Ω|, el clutter Ur,Ω e´s de dominacio´ i per tant el mateix H0 = Un,Ω
reuneix les condicions. Aix´ı doncs, ja nome´s ens cal comprovar el cas 2 ≤ r ≤ n− 1.
Sigui 2 ≤ r ≤ n − 1. Per les hipo`tesis sabem que Ur,Ω ≤ H i Ur,Ω 6= H. Llavors, com que ≤
e´s un ordre parcial, es compleix que H 6≤ Ur,Ω. Per tant, existeix un conjunt A0 ∈ H tal que
per a tot A ∈ Ur,Ω, A 6⊆ A0. Pero` com que Ur,Ω e´s un clutter r-uniforme aixo` e´s equivalent
a dir que existeix un conjunt A0 ∈ H tal que A 6⊆ A0 per a tot A ⊆ Ω amb |A|= r o, el que
e´s el mateix, que existeix A0 ∈ H tal que |A0|= t < r. Aix´ı, podem suposar sense pe`rdua de
generalitat que Ω = {ω1, ..., ωt, ωt+1, ..., ωr, ..., ωn} i que A0 = {ω1, ..., ωt}. Siguin Ω1 i Ω2 els
conjunts Ω1 = {ω1, ..., ωt, ωt+1, ..., ωr} i Ω2 = {ωr+1, ..., ωn}.
Considerem ara el graf G0 = KΩ1 ∨KΩ2 , amb clutter de dominacio´ H0 = D(G0) (veure Figura
4.1). Per la Proposicio´ 1.2.8 tenim que H0 = {Ω1} ∪ {{ω} : ω ∈ Ω2}. Veurem que el clutter H0
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e´s en efecte el de l’enunciat; e´s a dir, que Ur,Ω ≤ H0 i que H 6≤ H0.
Figura 4.1: Graf G0 de la demostracio´ del Lema 4.3.1 amb Ω1 = {ω1, ω2, ω3} i Ω2 = {ω4, ω5, ω6}.
Per demostrar que Ur,Ω ≤ H0 veurem que per a tot A ∈ Ur,Ω existeix A′ ∈ H0 tal que A′ ⊆ A.
Sigui, doncs, A ⊆ Ω un conjunt tal que |A|= r. Hi ha dues opcions: o be´ A = Ω1 i llavors
A′ = Ω1 ∈ H0 compleix el requisit; o be´ A 6= Ω1. En aquest segon cas existeix un element
ω ∈ Ω2 tal que ω ∈ A i, per tant, A′ = {ω} ∈ H0 compleix tambe´ el que vol´ıem.
Ja nome´s cal demostrar que H 6≤ H0. Suposem, en vistes d’un absurd, que H ≤ H0. Aleshores,
degut a que A0 ∈ H, existeix A ∈ H0 tal que A ⊆ A0. Aix´ı, o be´ Ω1 ⊆ A0 o existeix un element
ω ∈ Ω2 tal que {ω} ∈ A0. En qualsevol dels dos casos s’arriba a contradiccio´ ja que, per com
ha estat obtingut, A0  Ω1 i A0 ∩ Ω2 = ∅. Per tant aixo` acaba la demostracio´.
4.3.2 Proposicio´. Sigui Ω un conjunt finit. Aleshores so´n equivalents:
1. El poset no buit (Dom0(Ω,Ur,Ω),≤) de completacions de dominacio´ amb terra Ω del clutter
uniforme Ur,Ω te´ un u´nic element minimal.
2. El clutter uniforme Ur,Ω e´s un clutter de dominacio´.
Demostracio´. Per la Proposicio´ 3.2.4 sabem que el poset (Dom0(Ω,Ur,Ω),≤) e´s no buit. A me´s,
e´s clar que si Ur,Ω e´s un clutter de dominacio´ aleshores el poset (Dom0(Ω,Ur,Ω),≤) te´ un u´nic
element minimal, MinDom0(Ω,Ur,Ω) = {Ur,Ω}. Aixo` e´s degut a que Ur,Ω ∈ Dom0(Ω,Ur,Ω) i que
per a tot H ∈ Dom0(Ω,Ur,Ω), es te´ que Ur,Ω ≤ H.
Cal, doncs, veure que si el poset (Dom0(Ω,Ur,Ω),≤) te´ un u´nic element minimal llavors el
clutter Ur,Ω e´s un clutter de dominacio´. Sigui {H} = MinDom0(Ω,Ur,Ω) l’u´nic element minimal
del poset (Dom0(Ω,Ur,Ω),≤). Veiem que H = Ur,Ω. Per una banda, Ur,Ω ≤ H per ser H ∈
Dom0(Ω,Ur,Ω). Per l’altra, com que H e´s l’u´nic element minimal del poset (Dom0(Ω,Ur,Ω),≤),
obtenim que H ≤ H0 per a tot clutter de dominacio´ H0 ∈ Dom0(Ω,Ur,Ω).
Ara, del Lema 4.3.1 tenim el segu¨ent resultat. Si H e´s un clutter que compleix que Ur,Ω ≤ H i
Ur,n 6= H aleshores existeix un clutter de dominacio´ H0 ∈ Dom(Ω,Ur,Ω) tal que H 6≤ H0. Per
tant, prenent el contrarec´ıproc d’aquesta implicacio´ obtenim que si per a totH0 ∈ Dom0(Ω,Ur,Ω)
es te´ que H ≤ H0 aleshores, o be´ Ur,Ω 6≤ H o be´ Ur,Ω = H. Per tant, com que ja hem vist que
Ur,Ω ≤ H, concloem que Ur,Ω = H i, en particular, que Ur,Ω e´s un clutter de dominacio´.
4.3.3 Proposicio´. Sigui Ω un conjunt finit. Sigui MinDom0(Ω,Ur,Ω) = {H1, ...,Hs} el conjunt
de completacions de dominacio´ minimals de Ur,Ω amb terra Ω. Aleshores:
Ur,Ω = H1 u ... uHs.
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Demostracio´. Denotem per H = H1 u ... u Hs = min{A1 ∪ ... ∪ As : Ai ∈ Hi per a1 ≤ i ≤ s}.
Hem de veure que Ur,Ω = H. Per fer-ho, veurem primer que Ur,Ω ≤ H i despre´s, aplicant el
Lema 4.3.1, veurem que no pot ser que Ur,Ω 6= H.
Veiem que Ur,Ω ≤ H. E´s a dir, hem de veure que si A ∈ Ur,Ω aleshores existeix una hiperaresta
A0 ∈ H tal que A0 ⊆ A. Sigui, doncs, A ∈ Ur,Ω. Sigui tambe´ 1 ≤ i ≤ s. Com que per definicio´
de Hi es te´ que Ur,Ω ≤ Hi, llavors per a tot A ∈ Ur,Ω existeix Ai ∈ Hi tal que Ai ⊆ A. Per tant
A1 ∪ ... ∪As ⊆ A. D’on existeix un A0 ∈ H tal que A0 ⊆ A. Aix´ı doncs, Ur,Ω ≤ H.
Ara cal que veiem Ur,Ω = H; e´s a dir, que no pot ser que Ur,Ω 6= H. Pel Lema 4.3.1 sabem que
si Ur,Ω 6= H aleshores existeix un clutter de dominacio´ H0 ∈ Dom0(Ω,Ur,Ω) tal que H 6≤ H0.
Nome´s cal comprovar que aixo` porta a una contradiccio´ i haurem acabat la demostracio´. Per un
costat, com que H0 ∈ Dom0(Ω,Ur,Ω) i MinDom0(Ω,Ur,Ω) = {H1, ...,Hs}, concloem que existeix
un i0 ∈ {1, ..., s} tal que Hi0 ≤ H0. Per l’altre, tenim que H = H1 u ... u Hi0 u ... u Hs ≤ Hi0 .
Llavors, degut la transitivitat de ≤ obtenim que H ≤ H0, que e´s una contradiccio´.
A partir dels resultats obtinguts arribem al segu¨ent Teorema 4.3.4. Amb aquest obtenim uns
resultats molt similars als del Teorema 4.1.1. La difere`ncia entre els dos e´s que al Teorema
4.1.1 recuperem un clutter qualsevol H a partir de les seves completacions minimals (tant amb
terra com sense) mentre que al Teorema 4.3.4 recuperem el clutter Ur,Ω a partir de les seves
completacions amb terra minimals. E´s a dir, el Teorema 4.3.4 e´s una versio´ amb terra del
Teorema 4.1.1 en el cas que H e´s un clutter uniforme H = Ur,Ω.
4.3.4 Teorema. Sigui Ω un conjunt finit i sigui 1 ≤ r ≤ |Ω|. Aleshores:
1. El conjunt Dom0(Ω,Ur,Ω) de completacions de dominacio´ del clutter Ur,Ω amb conjunt
terra Ω e´s no buit.
2. Ur,Ω = H1u ...uHs, on H1, ...,Hs so´n els elements minimals del poset (Dom0(Ω,Ur,Ω),≤)
o, el que e´s equivalent, H1, ...,Hr so´n els elements de MinDom0(Ω,Ur,Ω).
3. El clutter Ur,Ω e´s de dominacio´ si, i nome´s si, el poset (Dom0(Ω,Ur,Ω),≤) te´ un u´nic
element minimal; e´s a dir, si i nome´s si MinDom0(Ω,Ur,Ω) te´ un u´nic element.
Demostracio´. L’apartat (1) e´s consequ¨e`ncia de la Proposicio´ 3.2.4, l’apartat (2) e´s consequ¨e`ncia
de la Proposicio´ 4.3.3, i l’apartat (3) e´s consequ¨e`ncia de la Proposicio´ 4.3.2. Observem que
l’apartat (3) tambe´ pot ser demostrat com a consequ¨e`ncia de l’apartat (2).
4.3.2 Completacions de dominacio´ minimals de U2,Ω
A la Proposicio´ 3.1.8 hem vist que els clutters uniformes Ur,Ω so´n de dominacio´ si, i nome´s si,
(r, n) = (1, n), (n, n), (2, 2m), on n = |Ω| i m = |Ω|/2 si |Ω| e´s parell. Aix´ı, en qualsevol altre
cas te´ sentit calcular el conjunt de completacions de dominacio´ de Ur,Ω. A [?] es calculen les
completacions de dominacio´ minimals i les descomposicions dels clutters uniformes Ur,Ω per als
valors (r, n) = (2, 2m+ 1), (n−1, n) i per a valors de n ≤ 5. En aquesta memo`ria analitzarem el
cas r = 2. Recordem, altre cop, que pels resultats obtinguts a la Proposicio´ 3.1.4 sabem que si
el cardinal de Ω e´s parell i r = 2, llavors U2,Ω e´s un clutter de dominacio´. Per tant, en aquesta
seccio´ suposarem que el cardinal de Ω e´s senar.
Aix´ı, en aquesta seccio´, donarem la descomposicio´ del clutter U2,Ω en elements del conjunt
MinDom0(Ω,U2,Ω) i calcularem el seu para`metre de descomposicio´. Per poder-ho fer cal primer
demostrar el segu¨ent lema te`cnic.
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4.3.5 Lema. Sigui Ω′ un subconjunt no buit del conjunt finit Ω. Sigui H un clutter sobre Ω i
sigui H[Ω′] = {A ∈ H : A ⊆ Ω′}. Sigui G′ un graf amb conjunt de ve`rtexs V (G′) ⊆ Ω′ i suposem
que H[Ω′] 6= ∅. Aleshores, H[Ω′] ≤ D(G′) si, i nome´s si, H ≤ D(G′ ∨KΩ\Ω′).
Demostracio´. Suposem primer que H[Ω′] ≤ D(G′). Per la Proposicio´ 1.2.8 sabem que D(G′ ∨
KΩ\Ω′) = D(G′) ∪ {{ω} : ω ∈ Ω \ Ω′}. Per tant, per veure que H ≤ D(G′ ∨ KΩ\Ω′) hem
de demostrar que per a tota hiperaresta A ∈ H existeix un conjunt dominador minimal D ∈
D(G′) ∪ {{ω} : ω ∈ Ω \ Ω′} tal que D ⊆ A. Sigui A ∈ H. Si A 6⊆ Ω′ llavors existeix un element
ω ∈ A ∩ (Ω \ Ω′). Per tant, el conjunt D = {ω} compleix el requisit. Suposem ara que A ⊆ Ω′.
Aleshores A ∈ H[Ω′] ≤ D(G′) i, per tant, existeix un conjunt dominador D′ ∈ D(G′) tal que
D′ ⊆ A. Prenent D = D′ haurem acabat.
Veiem ara l’altra implicacio´. Suposem que H ≤ D(G′ ∨KΩ\Ω′). Volem demostrar que H[Ω′] ≤
D(G′); e´s a dir, que si A′ e´s una hiperaresta de H[Ω′], llavors existeix un conjunt dominador
minimal D′ ∈ D(G′) tal que D′ ⊆ A′. Sigui, doncs, A′ ∈ H[Ω′]. Com que A′ ∈ H[Ω′] ⊆ H i
H ≤ D(G′∨KΩ\Ω′), llavors, per la definicio´ de l’ordre parcial ≤, existeix D ∈ D(G′∨KΩ\Ω′) tal
que D ⊆ A′. Pero`, per una banda, com que A′ e´s una hiperaresta de H[Ω′], es te´ que A′ ⊆ Ω′.
A me´s, per altra banda, recordem que D(G′ ∨KΩ\Ω′) = D(G′)∪ {{ω} : ω ∈ Ω \Ω′}. Aix´ı, D no
pot ser a {{ω} : ω ∈ Ω \ Ω′} i, per tant, ha de ser D ∈ D(G′). Per tant, si prenem D′ = D la
demostracio´ queda acabada.
4.3.6 Teorema. Sigui Ω un conjunt finit de cardinal n e´s senar. Aleshores es te´ que:
1. Per a tot ω ∈ Ω, el clutter Hω = {{ω}} ∪ U2,Ω\{ω} e´s un clutter de dominacio´.
2. El clutter 2-uniforme U2,Ω te´ n completacions de dominacio´ minimals. Me´s concretament,
si Ω = {ω1, ..., ωn} llavors MinDom0(Ω,U2,Ω) = {Hω1 , ...,Hωn}.
3. Si ωi1 , ωi2 so´n dos elements diferents de Ω, llavors {Hωi1 ,Hωi2} e´s una 2-descomposicio´
de U2,Ω. En particular, D0(U2,Ω) = 2.
Demostracio´. Demostrem el primer apartat. Sigui ω ∈ Ω. Degut a que Ω \ {ω} te´ mida parell
sabem, per la Proposicio´ 3.1.4, que U2,Ω\{ω} e´s un clutter de dominacio´. Per tant, existeix un
graf G′0 amb conjunt de ve`rtexs V (G′0) = Ω \ {ω} que te´ D(G′0) = U2,Ω\{ω} com clutter de
dominacio´. Considerem ara el graf join G0 = K{ω} ∨ G′0. Llavors G0 e´s un graf amb conjunt
de ve`rtexs V (G0) = Ω. A me´s per la Proposicio´ 1.2.8, G0 te´ el segu¨ent clutter de dominacio´:
D(G0) = D(K{ω} ∨ G′0}) = {{ω}} ∪ D(G′0) = {{ω}} ∪ U2,Ω\{ω} = Hω. Per tant, com vol´ıem
veure, Hω e´s un clutter de dominacio´.
Passem ara a demostrar que {Hω1 , ...,Hωn} e´s el conjunt de completacions amb terra minimals
sobre Ω de U2,Ω; e´s a dir, que {Hω1 , ...,Hωn} = MinDom0(Ω,U2,Ω). Per fer-ho demostrarem que
{Hω1 , ...,Hωn} ⊆ Dom0(Ω,U2,Ω) i que MinDom0(Ω,U2,Ω) ⊆ {Hω1 , ...,Hωn} i {Hω1 , ...,Hωn} =
min{Hω1 , ...,Hωn}.
Veiem que {Hω1 , ...,Hωn} ⊆ Dom0(Ω,U2,Ω). Sigui 1 ≤ i ≤ n. Es te´ clarament que U2,Ω ⊆
({{ωi}} ∪ U2,Ω\{ωi})+. Per tant, U2,Ω ≤ {{ωi}} ∪ U2,Ω\{ωi} = Hωi . Aleshores, com que ja hem
vist que Hω e´s un clutter de dominacio´, concloem que Hωi e´s una completacio´ de dominacio´ del
clutter U2,Ω. Per tant, {Hω1 , ...,Hωn} ⊆ Dom0(Ω,U2,Ω).
Veiem ara que MinDom0(Ω,U2,Ω) ⊆ {Hω1 , ...,Hωn}; e´s a dir, hem de veure que per a qualsevol
clutter H que sigui una completacio´ de dominacio´ de U2,Ω amb terra Ω, existeix un i0 tal que
Hωi0 ≤ H. Sigui H una completacio´ de dominacio´ de U2,Ω amb terra Ω. Llavors, com que U2,Ω
no e´s un clutter de dominacio´, U2,Ω  H. A me´s tots els conjunts de H han de tenir mida 1 o
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2 ja que U2,Ω esta` format per tots els subconjunts de mida 2 de Ω. Pero` si H no tingue´s cap
element de mida 1 aleshores H hauria de ser H = U2,Ω. Pero` com que U2,Ω no e´s un clutter de
dominacio´ aixo` u´ltim no pot succeir. Aix´ı, concloem que existeix un ωi0 ∈ Ω tal que {ωi0} ∈ H.
Per tant, com que U2,Ω ≤ H i {ωi0} ∈ H e´s fa`cil veure que {{ωi0}} ∪ U2,Ω\{ωi0} ≤ H; e´s a dir,Hωi0 ≤ H. Per tant, MinDom0(Ω,U2,Ω) ⊆ {Hω1 , ...,Hωn} com vol´ıem veure.
Observem, doncs, que tenim que {Hω1 , ...,Hωn} ⊆ Dom0(Ω,U2,Ω) i que MinDom0(Ω,U2,Ω) ⊆
{Hω1 , ...,Hωn}. Per tant, tenim que MinDom0(Ω,U2,Ω) = min{Hω1 , ...,Hωn}. Aix´ı, per acabar
la demostracio´ del segon apartat hem de veure que {Hω1 , ...,Hωn} = min{Hω1 , ...,Hωn}. Pero`
aixo` e´s evident ja que Hωi 6≤ Hωj .
Per acabar la demostracio´ del teorema cal veure que {Hωi1 ,Hωi2} e´s una 2-descomposicio´ deU2,Ω si i1 6= i2; e´s a dir, hem de veure que Hωi1 uHωi2 = U2,Ω si i1 6= i2. Demostrem-ho. Per la
definicio´ de Hωij = {{ωij}}∪U2,Ω\{ωij } dedu¨ım que qualsevol conjunt de la forma Ai1 ∪Ai2 amb
Aij ∈ Hωij te´ mida al menys dos si i1 6= i2. A me´s, qualsevol subconjunt de mida dos de Ω pot
ser obtingut de la forma Ai1∪Ai2 amb Aij ∈ Hωij . Per tant, min{Ai1∪Ai2 : Aij ∈ Hωij } = U2,Ω.
E´s a dir, Hωi1 uHωi2 = U2,Ω, com vol´ıem veure.
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