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We consider a pairwise comparisons model with n users and m items. Each
user is shown a few pairs of items, and when a pair of items is shown to a user,
he or she expresses a preference for one of the items based on a probabilistic
model. The goal is to group users into clusters so that users within each
cluster have similar preferences. We present an algorithm which clusters all
users correctly with high probability using a number of pairwise comparisons
which is within a polylog factor of a lower bound.
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Ranking from pairwise comparison data is of interest in many applications.
For example, in sports, players or teams are ranked based on the results
of one-on-one matches. In a recommendation system, for example in an e-
commerce website, users may click on a particular item among many that
are recommended to them, thus exhibiting preferences between items. This
comparison data is generally incomplete, i.e., we have access to a limited
number of pairwise comparisons. From this data, the classical problem is
to find a global ranking of the items for each user [1, 2, 3, 4]. Knowing the
ranking of items would help make better recommendations.
In this thesis we consider a different version of the ranking problem. As
before, we have samples of pairwise comparisons for a set of users and a set
of items. Using the pairwise comparison data, our goal is to cluster users so
that users in the same cluster have similar preferences. In addition to helping
make further predictions on users’ item preferences, clustering is also often
used by retailers for the purposes of market segmentation. In other words,
clustering is sometimes preferred to other mechanisms for predicting user
preferences due to the easy interpretability of the results from a marketing
perspective.
We assume the following model for our problem. We have access to data
of the form ‘user u prefers item i over item j’ for a set of n users and a set
of m items. The dataset can be sparse, i.e., a user’s preference for only a
limited pair of items is known. An item-item preference is assumed to be
available to us with a constant small probability uniformly across all users.
Also, we assume that each user independently generates its preference for
each item-item pair. We are interested in clustering users who have the same
preference ordering of the items.
In order to do this, we assume that there is an underlying probabilistic
model according to which users exhibit preferences. In particular, user u
1
prefers item i over item j with probability pu,ij. Further, all users in the same
cluster have the same probabilistic preference model, and the probability
vectors of users belonging to different clusters are sufficiently separated in a
manner to be made more precise later. Our main results do not need any
further significant assumptions on the specific form of pu,ij. To justify our
cluster separation assumptions, we use the Bradley-Terry (B-T) model [5] to
show that our assumptions are indeed satisfied for this model, although our
results are more generally applicable. In the B-T model, each item is given
a score wi measuring its worth and




Collecting pairwise comparisons for all pairs of items can be difficult, so
one often has very limited comparison data. Thus the aim is to build an
algorithm that requires as few pairwise comparisons as possible while still
perfectly recovering the clusters.
1.1 Contributions
We present an algorithm based on spectral clustering and show that it clus-
ters all users correctly with high probability if we have more than O(log5 n)
number of pairwise comparisons per user. We also show that one cannot
cluster all users with high probability if a user provides fewer than O(log n)
number of pairwise comparisons. Thus, the number of pairwise comparisons
per user required for our algorithm is within a logarithmic factor of the lower
bound.
The main contributions in our thesis are twofold:
1. We present an algorithm that correctly clusters all users with proba-
bility 1 − 1/n, where the n is the number of users and items in the
model. (For simplicity, here we state the contribution assuming that
the number of items is equal to the number of users, but our results are
more general.) The algorithm uses spectral clustering on the so-called
net-wins matrix introduced in [6]. However, the algorithm there was
only shown to correctly cluster all but 1/ log(n) fraction of the users.
Since 1/ log(n) need not be very small, the results presented here are
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a significant improvement. In other words, the clustering in [6] is not
perfect, but here we produce a perfect clustering with high probabil-
ity. Our algorithm is inspired by [7], although the algorithm there is
presented for a different problem and is not directly applicable here.
We split the dataset into multiple partitions, and a separate clustering
algorithm is run on each partition. Then a plurality voting technique
is used to combine the clusters. The key idea is to allow for sufficiently
small clustering errors when clustering each partition, but then the re-
sults from the different partitions are combined using plurality voting
to get rid of the errors. The main theoretical contributions of the thesis
are the data partitioning and plurality voting ideas, and an analysis of
these ideas using the techniques in [7].
However, due to the significant differences between the community de-
tection model in [7] and our model here, both our partitioning technique
and the algorithm to combine the clusters from the various partitions
are different.
2. Mathematically, the partitioning and cluster combining parts of the
algorithm require proof techniques that are significantly different from
those in the earlier work [6]. In particular, in [6], the deviation of
the comparison data of each user from its mean is bounded using the
Frobenius norm, which is in turn bounded in terms of the spectral norm.
Instead, here we directly work with the spectral norm instead of using
the Frobenius norm as an intermediate step. This is again inspired by
a similar idea in [7], but the details are considerably different due to
the differences between the model in [7] and that in this thesis.
1.2 Related Work
Wu et al. [6] attempts to cluster users based on pairwise preference. The
aim is to estimate the score vectors w from pairwise comparisons under the
B-T model. Pairwise comparison data are very noisy, so clustering directly
on pairwise comparisons leads to poor results. A key contribution of this






containing the outcome of pairwise comparisons
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onto a linear subspace of dimension m. The net-win vectors are much less
noisy. Estimating the score vector w is done in three steps. First compute the
net-win vector, then cluster the users according to their net-win vectors and
finally estimate the scores w within each cluster using maximum likelihood
estimation.
Wu et al. [6] assume that the probability with which a user prefers an item
over the other is governed by the Bradley-Terry model (BTL) [5]. We consider
a more general model than the Bradley-Terry model. Also, the performance
guarantees for our algorithm improve upon those for the algorithm in [6],
assuming the BTL model. In [6], the clustering step of the algorithm en-





users are misclustered, which requires O(log3 n)
number of comparisons per user, whereas with our algorithm, with O(log5 n)
number of comparisons per user, we ensure all users are correctly clustered
with high probability. By following the techniques in [7], it is not difficult to
show that if one uses the algorithm in [6] to achieve perfect clustering, then
the number of pairwise comparisons per user becomes O(n log5 n).
While this thesis deals only with clustering, it is useful to note that, once
clustering is obtained, one can use techniques such as these [1] and [2] to
obtain a score vector for each cluster by assuming the BTL model. In this
sense, our work is also somewhat related to the work reported in Park et al.
[8] and Lu et al. [9].
In [8] and [9], the score matrix under BTL model for all users is assumed
to be low rank. This assumption is analogous to that made in the work
on low-rank matrix completion [10, 11]. Unlike [6], where first we have to
cluster users and then estimate the score vector for each users, [9] and [8]
estimate directly the score matrix from pairwise comparisons. Both [8] and
[9] propose a convex optimization procedure to recover the score matrix, but
with different loss functions. Because solving an optimization problem with
a constraint on the rank of the score matrix is NP-hard, [9] and [8] both
proposed a convex relaxation of this constraint by constraining the nuclear
norm (sum of its singular values).
Park et al. [8] also propose a non-convex approach which is shown to
perform well in simulations, but no theoretical guarantees are provided for
the non-convex approach. The main result in [8] and [9] shows that with
more than O(r(1+m
n
) log2(n+m)) pairwise comparisons, the convex program
can estimate the scores accurately, where r is the rank of the score matrix.
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This result is of the same order as our result within logarithmic factors for
clustering users based on pairwise comparisons. However, the computational
complexity of our algorithm is much smaller, admittedly due to different
goals and modeling assumptions.
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CHAPTER 2
SYSTEM MODEL, ALGORITHM AND
MAIN RESULTS
2.1 System Model
In this section we present our mathematical model. We have n users and
m items. We have knowledge of user u’s preference of item i over item
j, 1 ≤ i < j ≤ m, for some item pairs i, j. We represent this pairwise
comparison data in a matrix Rn×(
m
2 ), where the rows represent users and the
columns represent preference of users for item pair (i, j). We assume that
each element of R is generated as follows: first, for each user u, each item pair
(i, j) is shown independently with probability 1− ε. When an item pair (i, j)
is shown to user u, user u prefers item i over item j with probability pu,ij.
Thus, the elements of the matrix R are all independent. Let R represents
the mean of the random matrix R. Thus,
Ru,ij =

1 w.p. (1− ε)pu,ij
0 w.p. ε
−1 w.p. (1− ε)(1− pu,ij)
, (2.1)
and,
E(Ru,ij) = (1− ε)(pu,ij − (1− pu,ij)) = (1− ε)(2pu,ij − 1).
We also assume that users are clustered. In other words, if users u, v are
in the same cluster, then pu,ij = pv,ij for all i, j. We have r clusters in total,
and we denote by s the size (number of users) of the smallest cluster. The




In this section we present our algorithm for clustering. The algorithm builds
upon that in [6]; however, we make some crucial modifications to improve
the theoretical guarantees presented in [6]. In particular, our algorithm is
inspired by the algorithm presented in [7] for community detection.
We project matrix R onto a lower dimensional matrix Sn×m, and then
perform spectral clustering on S. The rows in matrix S represent users 1 to
n, and columns correspond to items 1 to m. The (u, i)-th element in S is a






















2 ) has its elements in the range {0, 1,−1}. The ij-th column in
A can we written as ei− ej, where ei is the i-th column of an identity matrix
of size m [6]. Moreover, we have that 1√
m
A = UV T , where the columns of U
and V form an orthonormal basis (a proof of this result is provided in [6]).
So,
S = RV UT .
The matrix S is known as the net-wins matrix. The idea of transforming
pairwise comparisons to net-wins was introduced in [6]. In an entry of R,












. Hence, as was observed in [6], matrix R is too noisy and
extremely sparse to give good clustering performance. On the other hand, S
is less sparse than R. Rows of S belonging to the same cluster are closer to
each other than in R, ‖Su − Su‖ ≈ 1√m‖Ru − Ru‖ [6]. But rows belonging
to different clusters are almost as separated as in R. From [6], for two users
u, v in different clusters‖Ru −Rv‖ ≈ ‖Su − Sv‖. So [6] concludes that the
rows of the net-wins matrix are easier to separate than R.
After obtaining S, we could run spectral clustering described in Algo-
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rithm 2 on S. Basically, we keep the r largest singular values of S while
setting the rest of them to 0 and then run any distance-based clustering al-
gorithm like k-means on the resulting matrix. Since analyzing this simple
algorithm is difficult, we use a version of spectral clustering from [7]. Before





i be the singular value decomposition (SVD) of
a matrix S ∈ Rn×m with σ1 ≥ · · · ≥ σmin(m,n). The projection of a row
vector yT onto the r right singular vectors of S is given by the operator





i . We can also define the projection















 = Y ∑ri=1 vivTi Note that projecting a matrix
S onto its top r right singular vectors is equivalent to taking the best rank




















Returning to Algorithm 2, the main idea borrowed from [7] is to build
two almost equally sized sets of users: one will be used to construct a pro-
jection operator PS, and the other set is denoised using projector PS. We
compute the pairwise comparison and net-win matrices for both sets, namely
R(1), R(2) and S(1), S(2). Then we compute the projection operator PS(1) onto
the r right singular vectors of the net-win matrix of the first set. We use this
projection operator to project the rows of the second net-win matrix S(2).
Finally, we run a clustering by distance algorithm on the projected rows of
S(2). This step ensures independence of the projection operator PS(1) from
matrix S(2), which makes the analysis tractable. Although clustering is done
on only half of the users from S, as we shall see later in Algorithm 1 we
get a clustering from each data partition, and a particular user is shown to
be clustered in at least one of the data partition with high probability.
Running Algorithm 2 on the entire data set will yield the results stated
in Theorem 1 presented in section 2.3. It states that under some nominal
assumptions we can cluster users perfectly with a constant probability 1− δ,
when we have at least O(log3 n) pairwise comparisons per user in matrix R.
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Note that δ is a constant independent of m and n, and it does not go to 0
with larger values of m and n. Ideally, we would want perfect clustering to
be guaranteed with high probability. Hence, we adopt a technique described
below, which is presented in Algorithm 1.
Algorithm 1: Data Partitioning
Input : Pairwise comparison matrix R, number of clusters r, iteration
count l.
Output : r clusters of users.
Step 1 : Split m items uniformly into l sets Ω1, ...,Ωl.
Step 2 : For all i ∈ {1, .., l}, take the sub matrix Ri with columns indexed
by items in Ωi. Run Spectral Clustering in Algorithm 2 with matrix Ri.








i , where we obtain
an ordering of r clusters across l sets in the following way. Fix any ordering of
∪iC(1)i . In order to find C
(2)
1 , choose C
(2)





ties at random). Repeat this step to order all C(i)j for 2 ≤ i ≤ l and 1 ≤ j ≤ r.
Step 4 : Let Iu,ij be the indicator function which indicates if user u belongs
to cluster C(j)i . Let Nu,i =
∑l
j=1 Iu,ij, where Nu,i denotes the number of times
user u belongs to cluster i across l partitions. Assign u to any cluster i which
belongs to the arg maxiNu,i. In other words, u is assigned to the cluster in
which it occurs the most number of times among all partitions.
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Instead of clustering the whole dataset directly, the main idea behind Al-
gorithm 1 is to randomly partition the set of items into l almost equally
sized sets and independently run spectral clustering from Algorithm 2 on
each of the submatrices of R corresponding to a subset of item. Thus, we ob-
tain l different clusterings. To decide the final clustering, we assign each user
u to the cluster in which it appears the maximum number of times among the
l different clusterings. This method of partitioning helps us achieve perfect
clustering with high probability as shown in Theorem 2 in section 2.3. To
prove the result, we need the number of partitions of the data set l to be
Θ(log n). Since we are partitioning the data into smaller data sets, we need
O(log5 n) pairwise comparisons per user in matrix R, instead of O(log3 n)
comparisons as required by running spectral clustering directly on R as in
[6]. Note that, while deciding the final clustering of a user from the dif-
ferent clusters of each partition, we overlooked a detail. How do we form
an equivalence between different clusters from different partitions? Step 3 in
Algorithm 1 overcomes this difficulty. Let us understand this step through
an example. Say we have two sets of clusters from two different data parti-
tions, A1∪B1∪C1 and A2∪B2∪C2. We need to figure out if A1 corresponds
to A2, B2, or C2, and similarly for B1 and C1. The cluster among A2, B2, C2
which has the maximum amount of overlap, in terms of users, with A1 is said
to correspond to A1. So, A2 would correspond to A1 if |A2 ∩A1| > |B2 ∩A1|
and |A2 ∩ A1| > |C2 ∩ A1|. Similarly we can find the clusters corresponding
to B1 and C1.
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Algorithm 2: Spectral Clustering
Input : Pairwise comparison matrix R, number of clusters r.
Output : r clusters.
Step 1 : Split the users into two sets Y1 and Y2 with equal probability. In
particular, each user is assigned to Y1 w.p. 0.5 and Y2 w.p. 0.5. Let R(1) and
R(2) be the sub matrices of R with columns indexed by Y1 and Y2 respectively.
Step 2 : Compute the net-win matrices S(1) and S(2) corresponding to R(1)
and R(2).
Step 3 : Compute projection operator PS(1) onto the r right singular vectors
of S(1).
Step 4 : Run any clustering algorithm based on distance on the rows of
PS(1)(S
(2)).
Remark 1: In proving the correctness of Algorithm 2 we will prove that
for each row in matrix S, its Euclidean distance from rows (representing
users) in the same cluster as itself is less than its distance from rows in a
different cluster. Once such a condition is proved, we assume that one can
cluster the rows of S perfectly with high probability. This assumption comes
from an existing condition known in the literature as the strict separation
condition introduced in [12]. We say that a representation of users is strictly
separated if there is a constant ∆u > 0 for each user u such that
• The row corresponding to user u in the projected matrix P (S) has a
Euclidean distance at most ∆u from any other row in the same cluster
as u.
• The row corresponding to user u in the projected matrix P (S) has a
Euclidean distance at least ∆u from any row in the different cluster
than u.
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We prove the satisfaction of the above conditions. Once the above condi-
tions are known to be true, one can use algorithms such as the ones in [12] to
get a clustering which is provably good. Note that there are other conditions
of clusterability based on distance such as that in [13], but all these notions
would only lead to constant factor improvement in the sample complexity.
A very simple algorithm for which one can provably show good clustering
given strict separation is the following as presented in [6]: Input a constant
τ . For iterations from 1 to k (number of clusters), pick a center randomly
from the set of points that is not already clustered and assign all points at
a distance of τ from that center to the same cluster. We can use the above
algorithm with τ as the value of within-cluster distance as given in the proof
of Theorem 1 in Chapter 3.
2.3 Main Results
Before stating our results, we present the assumptions we require for our
analysis.
2.3.1 Model Assumptions
1. We assume users in different clusters provide pairwise comparisons that
are sufficiently different on average. More formally, rows of R or S
corresponding to users in different clusters are assumed to be well sep-
arated. For u, v belonging to different clusters, we assume
1√
m
‖(Ru −Rv)AT‖ = ‖Su − Sv‖ ≥ O(1)(1− ε)m. (2.2)
In Appendix A, we show that the Bradley-Terry model satisfies this
assumption with high probability. Each user u in the BT model has a





2. We assume that the number of items m and the number of users n are




upper and lower bounded by a constant independent of m and n.
We summarize the theoretical guarantees of Algorithm 1 and 2 in the
following theorems. We make no attempt to optimize the constants in our
results.
We now present our main results.
• In Theorem 1, we specify the minimum sampling probability that we
need to cluster a particular user correctly with constant probability
when using spectral clustering algorithm in Algorithm 2.
• Applying Theorem 1 to the data partitions made in Algorithm 1,
Theorem 2 provides the minimum sampling probability needed to clus-
ter all users correctly with high probability.
• Theorem 3 provides the minimum sampling probability required by any
algorithm for clustering users using pairwise comparisons.
Theorem 1. Under the conditions stated in section 2.3.1 and if the smallest
size of cluster satisfies s ≥ 24 log n, then Algorithm 2 clusters each user
in Y2 correctly with probability at least 1− δ if









Theorem 2. Assume the conditions in section 2.3.1 are satisfied. With
δ ≤ s
24n+2s
and s ≥ 96
δ2
log n, Algorithm 1 clusters all the users correctly
with probability at least 1− 1
n2
using sampling probability


















Proof. Here we present the idea behind the proof. We assume n = m for
clarity of presentation. The complete proof can be found in section 3.1.
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1. Wu et al. [6] apply spectral clustering to the pairwise comparison
dataset R to cluster each user with high probability. We can adapt the
proof technique of Theoerem 2.1 to the algorithm in [6], but we can
only prove the sample complexity requirement of O(n log5 n) pairwise
comparisons per user to cluster all users with high probability. Now,
instead of a high probability if we allow a small constant probability of
error (independent of n) in clustering each user, according to Theorem
1, we can show a requirement of logarithmic sample complexity per
user. Imagine if we had access of to a lot of datasets, then we could
perform clustering in each with constant probability of error and then
combine them through plurality voting to have high probability clus-
tering. Hence, the idea is to create many datasets from R so that we
can independently run spectral clustering on each.
When we split the data into l partitions and use spectral clustering in
each, we lose on the number of data points in each partition. We allow
a small constant probability of error δ in clustering of each partition.
Now if we look at all the partitions, the expected number of times a user
is misclustered across all partitions will be very small (roughly δl) and
hence by a plurality vote we can determine the correct cluster of the
user. In order to obtain a high probability result, we use the Hoeffding’s
concentration inequality to show that when l is of the order of log n, a
plurality vote uniquely identifies each users cluster. Also, observe that
since the requirement of l turned out to be log n, the amount of data
lost for each user in each partition is only of the order of log n, which
only adds logarithmic factors to the sample complexity requirement per
user. Hence, by doing sample splitting, we can improve the requirement
of samples from O(n× polylog n) to O(polylog n).
2. In the outline above we have implicitly assumed that we can correctly
identify which cluster in one data partition corresponds to which in
another data partition. In fact, one has to prove that this can be done
with high probability. This is done in Algorithm 2 by first fixing a
numbering of clusters from the first partition. In order to determine
the cluster in the second partition which corresponds to the cluster 1 in
the first partition, we look for the cluster in the second partition which
has maximum overlap with cluster 1 in the first partition.
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Let us understand the proof of this method through an example we
discussed earlier in section 2.2. Let the first partition have clusters
A1 ∪B1 ∪C1 and the second partition have clusters A2 ∪B2 ∪C2. Let
the true clusters be A ∪ B ∪ C. We want to determine the cluster
among A2, B2, C2 which corresponds to A1. Let us assume that A1, A2
correspond to A; B1, B2 correspond to B; and C1, C2 correspond to C.
To prove that A2 is the cluster corresponding to A1, we need to show
two things: First, A2 ∩ A1 is large; second, B2 ∩ A1 and C2 ∩ A1 are
small.
Let us look at the first condition. Since, on average A1, A2 has 1− δ (δ
is a small positive constant) fraction of users correctly clustered, A1∩A
is large and so is A2∩A. Hence, we can conclude that A1∩A2 is large.
Coming to the second condition, B2 ∩ B ≥ (1 − δ)B on average and
similarly C2 has a large intersection with C. Since A,B,C are disjoint,
both B2 and C2 have a small intersection with A. As A1 has most of
its elements from A, we can conclude that B2, C2 have a few elements
in common with A1.
This completes the idea of proof in the above example. We can for-
malize this idea to occur with high probability by using concentration
inequalities and union bounds.
When the smallest size of cluster s is linear in n, then we can provide a
stronger result on 1− ε. This is shown in Corollary 1.
Corollary 1. When
















and s = O(n),









In order to show that the result in Corollary 1 is tight in terms of sampling
probability 1−ε, we compute the minimum sampling probability required for
clustering users using pairwise comparisons in the case m = n. This result
in summarized in Theorem 3 below.
Theorem 3. If the size of the smallest cluster s scales as nβ for some con-
stant β and
1− ε < 2β log n
n2
,
then w.p. 1 as n goes to infinity, and no algorithm can recover the correct
clusters with probability better than a random guess.
The idea behind the proof of Theorem 3 is that if two users u and v from
different clusters do not make any pairwise comparisons, then no algorithm
can cluster these two users with a probability of success greater than 1
2
.
Therefore, the aim of the proof is to show that the probability that two users
u and v from different clusters do not make any pairwise comparison goes
to 1 as n goes to infinity for 1− ε < 2β logn
n2
. The proofs of the theorems are
presented in Chapter 3.
Discussion: Assume m = n for simplicity. According to Theorem 3, we
need the sampling probability to be at least O( logn
n2
) to cluster all users with
high probability. This lower bound is true as long as s scales as a polynomial
in n. If s scales linearly in n, Corollary 1 states that Algorithm 1 needs a
sampling probability of O( log
5 n
n2
) to cluster all users correctly. Thus, within a
polynomial factor of log n, Algorithm 1 uses the fewest number of samples
to cluster all users correctly with high probability. In the regime when s
scales as sub-linear in n , the upper bound on the sampling probability given
in Theorem 2 is not polynomially close to the lower bound O( logn
n2
). However,
this is a somewhat unrealistic case where the number of clusters is so large
that the assumption that there are clusters is questionable. Further, in the
region where s is sub-polynomial in n, but growing faster than log n, we get





In this Chapter we present the proofs of Theorems 1, 2 and 4.
3.1 Proof of Theorem 1
Recall that in Algorithm 1, PS(1)(S(2)) is the projection of the rows of
the net-win matrix S(2) onto the r right singular vectors of S(1). For nota-
tional convenience we write PS(1) as P1. Let Su represent row of matrix S
corresponding to user u.
Idea behind the proof: Suppose the rows corresponding to users in the same
cluster in S are close to each other, while the rows corresponding to users in
different clusters are far from each other. Under this condition it is easy to
see that most distance-based clustering algorithms like k-means can group
users successfully. But rows of S might not have such a good geometrical
representation. So, we transform the rows to a different space PS(Su) and
we want to show that performing this projection PS(Su) achieves a strict
separation among the rows. Hence, the idea behind the proof is to find the
conditions under which the rows of PS(S) have a strict separation.
Let us imagine Su, the mean of Su, as a fixed point in the cluster to which
u belongs. For a strict separation of {PS(Su)}u∈[n], it is enough to have




∀ u ∈ [n] (3.2)
for some constant ∆.
Let us intuitively understand why the above conditions would hold. Let
us assume that instead of net-wins matrix S = 1√
m
RAT we had access to
its mean value S = 1√
m
RAT . Now, the rows in the same cluster of R are
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derived from the same probabilistic model and they are identical. Rows of R
in different clusters have different probabilistic models and are assumed to
be well separated according to Assumption 1 in section 2.3.1. So, rows of S,
which is related to R through a linear transformation, belonging to different
clusters will also be well separated. Hence satisfaction of (3.1) is intuitive.
Now, rows of S belonging to the same cluster are also identical. Moreover,
S is a rank r block matrix and has r singular vectors. But we have access to a
perturbed version of S, i.e. S = S +E. We denoise this matrix by removing
the components of S not along the first r singular vectors and the resulting
matrix is denoted by PS(S). We can expect the rows of this denoised matrix
to behave similarly to S and rows belonging to the same cluster of PS(S) to
be close to each other. This gives us an insight into the conditions needed to
satisfy (3.2).
We now show that (3.1) and (3.2) are satisfied with ∆ = O(1)(1− ε)m.
Lower bound: Satisfaction of (3.1)
By Remark 1 in section 2.2, we have
||S(2)u − S
(2)
v ||2 ≥ O(1)(1− ε)m (3.3)
for u, v belonging to different clusters.
Upper bound: Satisfaction of (3.2)
In the rest of the proof, we find an upper bound to ||P1(S(2)u )− S
(2)
u ||2. The
proof technique is similar to that presented in [7]. We begin by using the
triangle inequality to break ||P1(S(2)u )− S
(2)
u ||2 into two parts,
‖P1(S(2)u )− S
(2)
u ‖2 ≤ ‖P1(S(2)u − S
(2)
u )‖2 + ‖(P1 − I)S
(2)
u ‖2. (3.4)
We upper bound ‖P1(S(2)u − S
(2)
u )‖2 and ‖(P1 − I)(S
(2)
u )‖2 separately. In
order to upper bound ||(P1− I)(S
(2)
u )||2, we look at the spectral norm ‖(P1−
I)(S
(1)
)‖. Since, Su is the same for all users in the same cluster as u, S
(2)
u
from matrix S(2) will be equal to some row S(1)v in matrix S
(1), where v and u
are in same cluster. This assumption is justified later by showing that each








≤ ‖P1(S(1))− S(1)‖+ ‖S(1) − S
(1)‖
(b)
≤ 2‖S(1) − S(1)‖, (3.5)
where (a) comes from ||(P1 − I)(S(1) − S
(1)
)|| ≤ ‖P1 − I‖‖S(1) − S
(1)‖ ≤
‖S(1) − S(1)‖ and (b) follows since λr+1(S(1)) ≤ λr+1(S
(1)
) + ‖S(1) − S(1)‖ ≤
‖S(1) − S(1)‖.
Since (S(1) − ES(1)) is a rectangular matrix, we use a rectangular version
of matrix Bernstein inequality to bound ‖S(1) − ES(1)‖. This upper bound




(1− ε) max{m,n} log
3











(1− ε) max{m,n} log
3







Now, consider a vector av ∈ {0, 1}m so that the ith element of av is 1 only
if user i and user v belong to the same cluster. Let K be the true size of the
cluster containing user v. Let Kv be the number of users belonging to the
same cluster as v in Y1. By using the Hoeffding’s inequality, we have that
Kv ≥ K4 with probability 1 − e
−K
8 ≥ 1 − 1
n3
for s ≥ 24 log n. This justifies
the fact that each cluster is represented in Y1 and Y2 with high probability.
Now, Kv‖(P1−I)(S
(1)







)‖. Combining this with (3.7), we get, with probability













Since Sv = Su, we have
‖(P1 − I)(S
(2)







Next, we look at the first term in RHS of (3.4). By using Chebyshev’s
inequality we can show that
‖P1(S(2)u − S
(2)







V ar[‖P1(S(2)u − 1
(2)









































≤ (1− ε)Tr(H), (3.11)
where (a) follows since eu has independent entries and P1 = P T1 , P1 = P 21 . In
(b), we use E[(eu)2i ] = V ar[Ru,lk] for some l, k. V ar[Ru,lk] ≤ E[R2u,lk] ≤ 1− ε

























where (a) follows from the fact that AAT = mIm − J and (b) follows since
P1 being a projection matrix is positive semidefinite.









(1− ε)r w.p. at least 1− δ. (3.13)
From (3.10) and (3.13), we have w.p. at least 1− δ,
‖P1(S(2)u )− S
(2)
































So, from (3.3) and (3.15), a sufficient condition for having a perfect repre-
sentation of PS(Su)’s is









The above condition is satisfied by any user u independently with proba-
bility at least 1−δ. Hence, a user is clustered perfectly w.p. at least 1−δ. By
using Hoeffding’s bound we can show that with probability at least 1−e−2nδ2
more than (1− 2δ)|Y2| users are clustered perfectly using Algorithm 2.
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3.2 Proof of Theorem 2
Let us recall that s is the size of the smallest cluster. In Algorithm 1,
we partition m items into l (almost) equally sized sets Ω1, . . . ,Ωl. So the
pairwise comparison matrices R1, . . . , Rl formed from sets Ω1, . . . ,Ωl are all
mutually independent. Now, let us denote by Y i2 , the set of users in Ωi which
are chosen to be clustered in Algorithm 2. So, we can use Theorem 2.2 to
say that each Y i2 clusters users independently with probability 1−δ, and that
at most 2δ|Y i2 | are incorrectly clustered w.p. 1− e−2|Y
i
2 |δ2 . The independence
of clustering across Y i2 ’s follows from the fact that Ri’s are independent.
In Step 3 of Algorithm 1, we obtain an order for clusters in Ωi, ∪jC(i)j
so that clusters {C(i)j }li=1’s across Ωi’s correspond to each other. Let us look
into a condition under which we get the correct ordering. We establish a
condition to have C(i)1 correctly identified across data partition i’s. We can
work out the same condition for C(i)j , j 6= 1. So, C
(i)









We now evaluate a lower bound to C(i)j ∩C
(1)
1 with high probability. Let us
denote K1 the true size of cluster C1. From Theorem 1, we can conclude that
C(i)1 has at least (1 − 2δ) fraction of users from Y i2 ∩ C1 w.p. 1 − e−2|Y
i
2∩C1|δ2





1 has at least (1−2δ)(|Y i2∩C1|+|Y 12 ∩C1|−|(Y i2∩C1)∆(Y 12 ∩C1)|)
users from Y i2 ∩ Y 12 ∩ C1 w.p. at least 1 − e−2|Y
i
2∩C1|δ2 − e−2|Y 12 ∩C1|δ2 , where
A∆B denotes the set difference between sets A and B.
Also, E|Y i2 ∩ C1| = E|Y 12 ∩ C1| = K12 and |Y
i
2 ∩ C1|, |Y 12 ∩ C1| ≥ K14 w.p.
1− e−
K1
8 . E|(Y i2 ∩C1)∆(Y 12 ∩C1)| = K14 and |(Y
i
2 ∩C1)∆(Y 12 ∩C1)| ≤ 3K18 w.p.
1− e−
9K1
32 . Putting it together,
|C(i)1 ∩ C
(1)









Coming next to the upper bound on |C(i)j ∩C
(1)
1 |, j 6= 1, C
(i)
j can have at most
all the misclustered users from Y i2 . But there are at most 2δ|Y i2 | misclustered
users in Y i2 w.p. at least 1 − e−2|Y
i
2 |δ. Hence, w.p. 1 − e−2|Y i2 |δ, C(i)j has at
most 2δ|Y i2 | misclustered users and rest of them are from Cj. Similarly, we
22
can state that, w.p. 1 − e−2|Y 12 |δ, C(1)1 has at most 2δ|Y 12 | misclustered users
and rest of them are from C1. Since C1 and Cj have no user in common,
C(i)j ∩C
(1)
1 can have at maximum all the incorrectly clustered users in C
(i)
j and
C(1)1 . Therefore, we can say
|C(i)j ∩ C
(1)
1 | ≤ 3δn w.p. at least 1− 6e−
nδ2
8 , (3.19)
where we used n
4
≤ |Yi| ≤ 3n4 w.p. 1− 2e
−n
8 for i ∈ {1, . . . , l}.







Step 3 in Algorithm 1 successfully orders all r clusters in Ri, ∀ i, when
for all i, |C(i)j ∩ C
(1)




k | ∀ j 6= k.
Using union bound, we can say that all the above conditions are satisfied
with probability at least 1− 11lre−s δ
2
32 , when δ ≤ s
24n+2s
.
Next, we analyze Step 4 of Algorithm 1. This step is essential for
clustering all the incorrectly classified users from Algorithm 2. In Step
4, we are going to show that each user u gets correctly clustered with high
probability. Let user u belong to C1. User u is classified to the Cluster C1 in
Step 4 when it belongs to Cj1 majority of the times from all j where u is picked
for clustering by Algorithm 2. Hence, we have the following observation
independently across all users:
• User u is picked for clustering in Algorithm 2 for Ωi w.p. 12 (or
equivalently it belongs to Y i2 ).
• In data partition Ωj, if user u ∈ Y i2 , then it is perfectly clustered to C
j
1
w.p. at least 1−δ
2
.
• In data partition Ωj, if user u ∈ Y i2 , then it is incorrectly clustered in
∪i≥2Cji w.p. at most δ2 .






1u∈Yi and u is misclustered in Ωi ≥
l∑
i=1




and showing that it vanishes with large enough l = Θ(log n).












From our observations, we can say that





























Hence, for l = 24
(1−2δ)2 log n, user u is clustered correctly by Algorithm 1
w.p. at least 1− 1
n3
. Using the union bound, we can say that Algorithm 2
clusters all the users correctly w.p. at least 1 − 1
n2
. Note that this happens
under that assumption that each user is clustered w.p. 1−δ by Algorithm
2, and from Theorem 1 we can conclude this event under this sampling
























(1−2δ)2 r log ne
−s δ
2
32 . Since the second term is negligible as long as s ≥ 96
δ2
log n,
we can reduce this probability to 1− 1
n2
. This completes the proof.
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3.3 Proof of Theorem 3
In this section, we fix m = n. Let s be the size of the smallest cluster. We
need an assumption that s scales as s = Cnβ < n for some C, β ∈ R+ for
this proof. We show that for some constant C2 ∈ R+ when 1 − ε < C2 lognn2 ,
with high probability there exist two users u and v from different clusters
without any pairwise comparison data involving them. Let us denote by
A the event that there exist two users from different clusters without any
pairwise comparison. If event A occurs with high probability, we cannot
cluster all users with high probability. Let C1 and C2 denote two different
clusters. Then,
P(A) ≥ P(∃u ∈ C1, u does not have any pairwise comparisons)
× P(∃v ∈ C2, v does not have any pairwise comparisons)
≥ (1− P(∀u ∈ C1, u has done at least one pairwise comparison))

























where (a) follows since s ≤ |C1|, |C2|.
























































































= exp[−∞] = 0 when α < 2β,








P(A) n→∞→ 1 when 1− ε < 2β log n
n2
.
We have shown that if the size of the smallest cluster scales as nβ, then the
probability that there exist two users u and v from different clusters without
any pairwise comparisons goes to 1 as n goes to infinity when 1− ε < 2β logn
n2
.
Thus, for 1− ε < 2β logn
n2





We use the MovieLens 100K dataset1 which has integer ratings between 1 and
5 given by 943 users for 1682 movies. We only have 100K ratings available
out of the 1682 ∗ 943 entries, but each user has at least 20 ratings. Since
we do not have access to any large dataset with pairwise comparisons (to
best of our knowledge), we use the MovieLens dataset to generate pairwise
comparisons.
First, we cluster users based on the ratings in order to get an idea of
different cluster sizes. To do so, we estimate the number of clusters by
examining the singular values of the ratings matrix. Figure 4.1 represents
the singular value of the ratings matrix in decreasing order. We can observe a
sharp break around the 4 first singular values. Hence, we choose to cluster the
ratings matrix into 4 clusters. To test the consistency of clusters, we perform
the clustering experiment 10 times. In each experiment we choose a set of
movies where each movie is randomly picked with probability 0.8. Finally, we
do a plurality vote among the 10 different clusters to decide in which cluster
each user belongs. On average, when we compare each clustering with the
final clusters, only 3.6% of the users disagree with the final clusters. We end
up with clusters of sizes 524, 112, 67 and 240. Figure 4.2 shows the cluster
sizes.
We can see from Figure 4.2 that the cluster sizes are widely different, and
thus it is unclear whether the linear cluster size assumption in Corollary 1
is satisfied. Therefore, we would like to examine the performance of our
algorithm when the relative cluster sizes are as in Figure 4.2. The first step
is to generate pairwise comparison data from the movie ratings. To generate
pairwise comparisons which follow the Bradley-Terry model, we need score
vectors for each of r = 4 clusters. We take the average movie rating vector
of each cluster as the score for generating pairwise comparisons. Let us call
1http://grouplens.org/datasets/movielens/100k/
27
Figure 4.1: Singular Values of the Ratings Matrix
the matrix having scores for each user as θ. Once we have the scores for each
cluster, we sample each pairwise comparison independently with probability
10−4. Thus, we have generated a pairwise comparison matrix R.
We run spectral clustering on 80% of pairwise comparisons which we pick
randomly, and we set aside the rest for validation and testing. Let us denote
the test set as T . Once a clustering is obtained, we compute the maxi-
mum likelihood estimate of score vector for each cluster. Let θ̂u denote the
estimated score for each user.







M measures the number of times ranking in θ̂ agrees with the data samples
Ru,ij. In the setting described above we get the value ofM to be 61.8%. Next
we compare this value to the empirical estimate of the expected optimal value
of M which is E[M |θ] = 64.9%. As we can see, the estimate is close to the
expected value.
We also compute the number of misclustered users for sampling probabili-
ties from 0.001 to 0.0001 in Figure 4.3 to see the performance of our clustering
























Figure 4.2: Clustering of Users According to Their Ratings





We considered the problem of clustering users having similar ranking for
items from pairwise comparison data. We proposed a data partitioning
method followed by a spectral clustering algorithm to solve the clustering
problem. This algorithm is shown to achieve perfect clustering with a num-
ber of samples within a logarithmic factor of the theoretical limit. Whether
we can achieve perfect clustering without needing to partition the data is still
an open question. We validated our algorithm with data generated from a
real dataset. We note that the Bradley-Terry model is not used explicitly in
the clustering algorithm. In the performance guarantees (Theorems 1, 2), we
only require that the expected values of the rows of the net-win matrix are
well separated. Under the B-T model, one can show that the well-separation
condition is satisfied with high probability. Recently, it has been shown that
one can obtain pairwise comparison probabilities under models that are far
less restrictive than the B-T or the Thurstone models [3]. It would be inter-





This chapter aims to prove that if parameters θ from Bradley-Terry model
are drawn from a uniform distribution on a hypercube, then
||Su − Sv||2 ≥ O(1)(1− ε)m for u, v belonging to different clusters.
We fix b ∈ R. We assume that for each cluster k ∈ {1, . . . , r} and each
item i ∈ {1, . . . ,m}, θk,i is drawn from a uniform distribution on [0, b]. The
proof is divided into two parts. The first part is for b > 4
3
and the second
part is for b < 4
3
.
This improves upon the result in [6], where the assumptions on b was
more strict. In [6], the authors assume b ∈ [b0, 5] for some 0 < b0 < 5 and
b ≥ O(m3 logm).
As A =
√
mUV T and Su = 1√mRuA
T , we have that
Su = RuV U
T .
Let us compute Ru:




= (1− ε)f(θu,i − θu,j),




E[Ru] = (1− ε)f(θuA), where f : x ∈ Rm 7→ (f(x1), . . . , f(xm)).
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A.1 Case 1: b > 43
In this section, we assume b > 4
3
.
Let us define ηk,ij = 1{θk,i>θk,j} − 1{θk,i>θk,j}. Hence ηk,ij represents the
signed indicator of the order between θk,i and θk,j. Then, for any k 6=
k′; k, k′ ∈ J1, rK,
||Sk − Sk′||2 (A.1)
= ||(Rk −Rk′)V UT ||2 (A.2)
= ||(Rk −Rk′)V ||2 (A.3)
= (1− ε)||(f(θkA)− f(θk′A))V ||2 (A.4)
≥ (1− ε) [‖(ηk − ηk′)V ‖2 − ‖(f(θkA)− ηk)V ‖2 − ‖(f(θk′A)− ηk′)V ‖2]
(A.5)
(a)
≥ (1− ε) [‖(ηk − ηk′)V ‖2 − ‖f(θkA)− ηk‖2 − ‖f(θk′A)− ηk′‖2] , (A.6)




‖AT‖ = 1 and then
‖xV ‖ ≤ ‖x‖.
Upper bound on ‖f(θkA)−ηk‖2 Next, let us find an upper bound on the

































































































For convenience, we introduce McDiarmid’s inequality which we use subse-
quently.
Lemma 2. (McDiarmid’s inequality) Let X1, . . . , Xm be independent random
variables all taking values in the set X . Let F : Xm 7→ R be a function of
X1, . . . , Xm that satisfies
∀i,∀x1, . . . , xm, x′i ∈ X , |F (x1, . . . , xi, . . . , xm)− F (x1, . . . , x′i, . . . , xm)| ≤ ci.
Then, for all ε > 0,






























Then, by applying McDiarmid’s inequality for F , we have for all ε > 0
P[F − E[F ] > ε] ≤ e−
ε2
8m3 .





















We can find a similar bound for ‖f(θk′A)− ηk′‖2. We now have to find a
lower bound on ‖(ηk − ηk′)V ‖2.
Lower bound on ‖(ηk − ηk′)V ‖2: First, observe that ‖(ηk − ηk′)V ‖22 =
‖ηkV ‖22 + ‖ηk′V ‖22 − 2ηkV V TηTk′ .





(AηTk )i = #{j|θk,j < θk,j} −#{j|θk,j > θk,j}.
Then, since θk,i 6= θk,j w.p. 1, AηTk is a permutation of the deterministic













TAηTk′ with ATηk, ATηk′ two random permu-
tations of the deterministic vector [−(m− 1), (−m− 3), . . . ,m− 3,m− 1]T .
Without loss of generality, we can assume that ATηk = [−(m − 1), (−m −
3), . . . ,m− 3,m− 1]T and denote ATηk′ by x.
Let Z = ηkATAηTk′ = (−m−1)x1+· · ·+(m−1)xm and define the martingale
yi = E[Z|x1, . . . , xi]. Then, we have y0 = E[Z] = 0 because (xi)i are zero
mean and ym = Z.
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We also note that |yi+1 − yi| ≤ 2m2. By Azuma’s inequality,
P[|Z| ≥ t] = P[|ym − y0| ≥ t] ≤ 2e−
t2
8m5 .




logm, we get that |Z| ≤ 4m 52
√
logm with proba-
bility at least 1− 2
m2
and ηkV V TηTk′ ∈ o(m2). Finally,
‖(ηk − ηk′)V ‖22 =
2
3
m2 + o(m2). (A.14)
So, combining (A.6), (A.13) and (A.14), we obtain




















> 0 i.e. b > 4
3
, we get
||Sk − Sk′ ||2 ≥ O(1)(1− ε)m for any k 6= k′with high probability.
A.2 Case 2: b ≤ 43
The key idea of this proof is that for small x, the function f(x) can be approx-
imated by the linear function x/2 when x is close to 0. Since ∀i, j, |θk,i−θk,i| ≤
b, the maximum approximation error is given by δ(b) ∆= |f(b)− b
2
|.
By definition, we have for any k
Sk = RkV U
T






























Then, we can lower bound the difference between Sk and Sk′ by
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Next, we have to upper bound ‖(f(θkA) − 12θkA)V ‖2 and lower bound
‖(θk − θk′)U‖2.
Lower bound on ‖(θk− θk′)U‖2 Notice that 1A = 0, we have that θk and
θk + C1, C ∈ R define the same Bradley-Terry model. Therefore, we can




k,i, where θ0k is uniformly drawn on [0, b]m.
By construction,
∑
i θk,i = 0 and ∀i, j, |θk,i − θk,i| ≤ b.
Then,
‖(θk − θk′)U‖2 =




= ‖θk − θk′‖2,





is an orthogonal matrix.













∣∣∣∣∣ ≤ C1√m logm
with high probability.
Besides, by construction,


























Therefore, by Hoeffding’s inequality, with high probability,




(θ0k − θ0k′)2 −
mb2
6
∣∣∣∣∣ ≤ C2√m logm. (A.20)
Finally, combining (A.19) and (A.20), when m is large enough, we have
with high probability,






Upper bound on ‖(f(θkA) − 12θkA)V ‖2 By computing the derivative of




, we obtain that F is increasing and positive on ]0,+∞[.
Then, we can deduce that∣∣∣∣f(θk,i − θk,j)− 12(θk,i − θk,j)
∣∣∣∣ ≤ δ(b)b |θk,i − θk,j|.


















Following an argument similar to that for lower bound of ‖(θk − θk′)‖22, we
can show that with high probability, when m is large enough,















Finally, combining (A.17), (A.21) and (A.25), we get, when m is large
enough, with high probability,
























b and is positive for b = 4
3
.
Remark This proof requires that
∑
i θk,i = 0. However, as θ
0
k and θk lead
to the same model (they are not identifiable for the Bradley-Terry model),
then the separability condition still holds for θ0k which is more useful because
(θ0k,i)i are i.i.d. random variables.
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APPENDIX B
PROOF OF LEMMA 1
We use the following matrix Bernstein inequality from [14] to find a tail
bound on ‖S − ES‖.
Theorem 4. (Theorem 1.6 [14])(Rectangular Matrix Bernstein inequality)
Consider a finite sequence of independent random matrices Zk of dimension
d1 × d2. Let Zk satisfy

















The idea is to break (S−ES) =
∑
uXu where Xu is a matrix having 1 non-
zero row equal to uth row of matrix (S−ES). Although these matricesXu are
independent and zero mean, they are not almost surely bounded, and hence
they cannot be used to directly apply the matrix Bernstein inequality. Let
us consider Yu = Xu1‖Xu‖≤R − E[Xu1‖Xu‖≤R] = Xu1‖Xu‖≤R + E[Xu1‖Xu‖>R]
for some value of R that we will decide later in the proof. This detail was
not taken care of in [6], which we take into account. Each Yu is independent,
centered and almost surely bounded by R.
Let us first show that the second term is negligible.
Now, we need the lemma below which is proved in [6].
Lemma 3. ||Su − ESu||2 ≤ O(
√




By using Lemma 3, we can show that that ||Su−ESu||2 ≤ O(1)
√
(1− ε)m log n
w.p. at least 1− 1
nk
for any k ∈ N.
Besides, we have for all u,i, |Su,i| ≤
√
m and |Xu,i| ≤ 2
√
m. Then, ‖Xu‖ ≤
2m and





Then, we need to calculate σ2 = max{‖
∑
u E[YuY Tu ]‖, ‖
∑
u E[Y Tu Yu]‖}.
Let us first consider the covariance matrix of (Ru−ERu)V , since it would
be useful later to calculate σ2.
Σu = E[V T (Ru − ERu)T (Ru − ERu)V ] (B.4)
= V TE[(Ru − ERu)T (Ru − ERu)]V (B.5)
(a)
= (1− ε)V T I(m2 )V = (1− ε)Im−1, (B.6)











matrix with each diagonal element Var[Ru,ij] = (1− ε).
Note that Xu = eu(Su−ESu), where eu is a column vector with uth entry




E[XuXTu ]‖ = ‖
∑
u








E‖(Ru − ERu)V UT‖22 (B.9)
= max
u
E‖(Ru − ERu)V ‖22 (B.10)
= max
u





= (1− ε)(m− 1), (B.13)
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where (a) follows since the maximum eigenvalue of diagonal matrix
∑
u E[‖Su−
ESu‖22eueTu ] is the maximum diagonal element of
∑
u E[‖Su − ESu||22eueTu ],






E[YuY Tu ]‖ = ‖
∑
u

















In (a), on top of triangle inequality, to upper bound the second term we use
‖E[XuXTu 1||Xu||>R]‖ ≤ E[‖(Xu1||Xu||>R)(Xu1||Xu||>R)T‖]
≤ E[‖(Xu1||Xu||>R)‖‖(Xu1||Xu||>R)‖].
Further, ‖Xu1‖Xu‖>R‖ is upper bounded by using (B.3). The first term∑
u E[XuXTu 1||Xu||≤R] is less or equal to
∑
u E[XuXTu ], since,XuXTu−XuXTu 1||Xu||≤R

























= ‖(1− ε)nIm−1‖ = (1− ε)n. (B.22)





E[Y Tu Yu]‖ = ‖
∑
u



















Now, we know that ‖Yu‖ ≤ ‖Xu1‖Xu‖≤R−E[Xu1‖Xu‖≤R]‖ ≤ ‖Xu1‖Xu‖≤R‖+
‖E[Xu1‖Xu‖≤R]‖ ≤ R + E‖Xu1‖Xu‖≤R‖ ≤ 2R.
Let us take R = O(1)
√
(1− ε)m log n. We do so because max ‖Xu‖ =√
λmax(YuY Tu ) =
√
λmax(eu||Su − ESu||22eTu ) = ||Su−ESu||2 ≤ O(1)
√
(1− ε)m log n
w.p. at least 1−O( 1
n3
), where the last inequality followed from Lemma 3.




















































Let us denote A the event "for all u, ‖Xu‖ ≤ R ", from Lemma 3 we have
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Xu‖ > t) = P(‖
∑
u
Xu‖ > t&A) + P(‖
∑
u



































Substituting t = O(1) max(R log n, σ
√






















||S − ES|| . max(
√








(1− ε) max{m,n} log1.5 n w.p. at least 1−O(1/n2).
(B.27)
This completes the proof.
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