Abstract. We establish an isomorphism between the quintic cyclic polynomials discovered by Hashimoto-Tsunogai and those arising from Kummer theory for certain algebraic tori. This enables us to solve the isomorphism problem for Hashimoto-Tsunogai polynomials and also Brumer's quintic polynomials.
Introduction
In their paper [6] , Hashimoto and Tsunogai construct a quintic polynomial with two parameters having cyclic Galois group by using an action of S 5 on the moduli space of the projective lines with ordered five marked points. Their polynomial is 
HT(A, B; X) = Q
−
)) ∈ Q(A, B)[X]
where Q = −A + 1 + B 2 A + 7B 2 . The polynomial HT(A, B; X) is a generic polynomial for the cyclic group C 5 of order 5. By definition, all cyclic quintic extensions over any fields K containing Q can be obtained from HT(A, B; X) by choosing appropriate parameters A and B ∈ K. The polynomial HT(A, B; X) is also closely related to the quintic polynomial given by Brumer (see Section 3). In contrast, from this kind of geometric construction, it is usually difficult to extract algebraic or arithmetic information. Typical examples are the decomposition law and the isomorphism problem. We shall mainly discuss the latter problem in this paper. Namely we give a condition for HT(A, B; X)'s with different parameters to define a same field.
On the other hand, a quintic Kummer polynomial is first computed by one of the authors in [10] . It arises from the Kummer theory for certain algebraic torus. To be more precise, let ζ be a primitive fifth root of unity and k a field of characteristic 0 not containing Q( √ 5). Denote the automorphism of k(ζ) sending ζ to ζ 2 by τ, which generates the Galois group Gal(k(ζ)/k). From our assumption, k(ζ)/k is a quartic extension. Let T = R (1) k(ζ)/k (G m ) be the norm torus attached to the extension k(ζ)/k. By definition, we have
.
In the paper [9] , it is proved that T satisfies the Kummer duality
where λ is a self-isogeny of T of degree 5 induced by the self-isogeny on the split torus G 
3 ) (see also [10, Section 5] ). Our quintic Kummer polynomial is a defining polynomial of this descent Kummer extension. The explicit form of the quintic Kummer polynomial 1 corresponding to the projective parameters
is given by
where the constants ξ's are defined by
and the parameters are encoded by
and Tr denotes the trace map from k(ζ) to k. Here and hereafter, we assume that τ acts trivially on the parameters u i 's. More precisely, we have to assume
Note that in [10, Theorem 2] there is a typo in the third term of the degree-one term in
and the trace map is, in fact, defined on k(u 1 , u 2 , u 3 , u 4 , ζ). Though this polynomial looks complicated and has more parameters than the Hashimoto-Tsunogai polynomial, it has many nice properties since it comes from Kummer theory. In addition to being a generic C 5 -polynomial over Q (except for fields containing Q( √ 5)), it naturally preserves algebraic and arithmetic information. Actually we can solve the isomorphism problem and deduce the prime decomposition law for this Kummer family (see [10, Section 5] ).
The first aim of this paper is to embed the Hashimoto-Tsunogai polynomial in this Kummer's quintic family. By doing so, we can settle the isomorphism problem for HT(A, B; T). One of our main theorems is the following. We prove this theorem in the next section. The rest of the paper is organized as follows. Choosing particular parameters in the Hashimoto-Tsunogai polynomial, we get Brumer's quintic polynomial, which is generic for the dihedral group of order 10. Using the result on the Hashimoto-Tsunogai polynomial, we can also settle the isomorphism problem for Brumer's family. This is the main subject in Section 3.
In Section 4, we prove a supplementary result concerning Brumer's quintic polynomials in the case where its splitting field contains Q( √ 5). In Section 5, we deduce a condition for a quadratic field to have an unramified quintic extension. Such an unramified extension is a D 5 extension over the rational number field Q. Therefore it can be obtained by choosing appropriate parameters in Brumer's family.
In Section 6, we employ our method to study the isomorphism problems for cubic polynomials.
In Section 7, we construct an infinite family of Brumer polynomials defining an isomorphic splitting field. The technique of the proof used in this section is different from other sections. But this topic is of independent interest and the authors believe that it is worth including this section in this paper.
Throughout this paper, we denote a fixed primitive 5-th root of unity by ζ.
2. Proof of Theorem 1.1
In this section, we prove Theorem 1.1. We write the proof in detail, since we use a similar technique in the rest of this paper.
Let Q = −A + 1 + B 2 A + 7B 2 be the quantity appeared in the denominator of HT(A, B; X). We cancel the denominator of HT(A, B; X) by setting ht(A, B; X) = Q 5 HT(A, B; X/Q).
To cancel the denominators of Kum(
be the norm form of Q(ζ)/Q. By the defining formula of the α i 's, only divisors of N can appear in the denominators of Kum(u 1 , u 2 , u 3 , u 4 ; X). By setting
Now we use Trager's scheme [15] (see also [4, 3.6.2] . In [1] this scheme is presented with some tricks in order to compute the splitting field of a polynomial). Let β = β(A, B) be a root of ht(A, B; X) and γ = γ(A, B) a root of kum(A, B; X). We compute a polynomial satisfied by β + 2γ using the resultant
with respect to X. This is a polynomial of degree 25 in Y. We factor this polynomial over Q[A, B] and obtain five distinct factors of degree 5. This computation is done by using Magma [2] and the result is checked again by Risa/Asir [12] . Since the both polynomials have C 5 as the Galois group, this result means that β + 2γ is a primitive element of the composite field Q(A, B)(β, γ), which is equal to the splitting field of ht(A, B; X) and kum(A, B; X). Therefore we have 
Remark 2.2. Evaluating each factor obtained in the proof by β + 2γ in the quotient ring Q[A, B][X]/(ht(A, B; X)), we can get an explicit expression of β in terms of a polynomial in γ.
If the reader is interested in the explicit form of the factorization of the resultant and the explicit expression of β, please refer to one of the authors' webpage at http://www-spiral.lip6.fr/˜renault/softwares en.html.
To state the isomorphism condition, the following definition is useful.
Definition 2.3. For the parameters A and B, we set
which is the numerator of α i with parameters A and B. Here we assume that τ acts trivially on A and B. Using these β i , we define
Corollary 2.4. Assume that Q(A, B) = Q(A , B ) and that Q(A, B) does not contain Q( √ 5). Then two polynomials HT(A, B; X) and HT(A , B ; X) define the same quintic field over Q(A, B) if and only if there exists an integer j prime to 5 such that
Proof. Let L A,B be the cyclic quintic field defined by Kum(−A − 5B, −5B − 1, A − 5B, 1 − 5B; X). By Theorem 1.1, the field L A,B coincides with the splitting field of HT(A, B; X). Now the extension L A,B (ζ)/Q(A, B, ζ) is a classical Kummer extension. In [10, Equation (7)] it is shown that our Kummer duality (1) implies
) .
Since L A,B is a unique cyclic quintic extension over 
Brumer's quintic family
Let a, b be rational parameters. Brumer's quintic polynomial is given by
There [13] , where a relation ideal for this polynomial is computed and give another proof of this result). In this section, we solve the isomorphism problem for Bru(a, b; X). This can be achieved by using the results in the previous section, since Hashimoto and Tsunogai establish a relationship between HT(A, B; X) and Bru(a, b; X). We now state this relation. We set
It is known that the D 5 -extension over Q(a, b) defined by Bru(a, b; X) contains the quadratic extension Q(a, b, c). With parameters given by For parameters a and b, we set
where A and B are substituted by (4). The following theorem immediately follows from Corollary 2.4. 
for some integer j coprime to 5.
Example 3.2. Let us consider
The discriminant of this polynomial is 47 2 . Its splitting field K 0 is an unramified cyclic quintic extension over k 0 = Q( √ −47), which coincides with the Hilbert class field of k 0 , since the class number of k 0 is 5. We shall show that
has the same splitting field as Bru(1, 0; X) does. In fact, we have
Thus they have the same quadratic subfield k 0 . We compute One naturally makes a question whether there are infinitely many these pairs or not. We will discuss this issue in the final section.
Supplementary result
In the previous section, we have settled the isomorphism problem for Brumer's polynomials in almost all cases. The exception is the case where the quadratic subfield of the D 5 -extension contains Q(
gives all cyclic quintic extensions over Q(a, b, c) by Theorem 1.1. But in this case the Galois action on the parameters is no more trivial and the Kummer duality (1) does not holds. This means that we cannot conclude the Kummer generator is given by (2) . To resolve the isomorphism problem for this case, instead of quartic descent (1), we use a quadratic descent Kummer theory.
Let k be a field not containing the fifth root of unity ζ but contain √ 5. Then the 5-th power map [5] on the 1-dimensional norm torus T = R
The quintic cyclic polynomial arising from this duality is computed in [9, Example 6.1]:
with parameters (u 1 : u 2 ) ∈ P 1 (k). The Galois group of Kum 2 (u 1 , u 2 ; X) over k is C 5 . We prove the following theorem. 
Then HT(A, B; X) and Kum 2 (u 1 , u 2 ; X) define the same quintic cyclic field over Q (δ, A, B) .
Proof. The proof is almost the same as that of Theorem 1.1. We cancel the denominators and compute the factorization of the resultant
Since the base field is larger than before, the computation becomes harder. But again in this case, we obtain five distinct factors of degree 5.
Using the quadratic descent Kummer theory (5), the solution of the isomorphism problem for this case can be given. Before stating it, we need the following definition. (3) and (4)). Using these A and B, we define
Definition 4.2. For the parameters a and b, we have set
and Kum 2 (a, b; X) = Kum 2 (u 1 , u 2 ; X)
where u 1 and u 2 are given by (6) and (7). 
Proof. By Proposition 4.1, we have only to show that Kum 2 (a, b; X) and Kum 2 (a , b ; X) define the same field over Q(a, b, c). By the argument similar to those given in [10] , we can prove that the field defined by Kum 2 (a, b; X) is contained in
Thus by the same argument as Corollary 2.4, this corollary follows again from [5, Corollary 10.2.7(2)].
We give the condition (8) in a computationally convenient form. We can rewrite it using the following general lemma. ) j δ n . Taking the norm to k, we see N K/k δ = 1. By Hilbert's theorem 90, we can find γ ∈ K satisfying δ = γ/γ τ .
Lemma 4.4. Let k be a field of characteristic 0. We assume that K = k(ζ n ) is a cyclic extension over k, where ζ n is a primitive n-th root of unity. Let τ be a generator of the

It yields that
This shows that t = a j 2 η n /a 1 is an element of k. Since the opposite direction is almost obvious, this completes the proof. 
for some t ∈ Q(a, b, d) and some integer j prime to 3.
Arithmetic application
Since we have embedded the Brumer family to the Kummer family, it becomes easier to deduce arithmetic information. The decomposition law in the quintic Kummer family is essentially given in [10, Theorem 2] . Here in this section, we use this decomposition law to construct quadratic fields whose class number is divisible by 5.
We have the following proposition. We can readily show that the first condition is equivalent to (9).
Corollary 5.2. Let S be a set of prime ideals of Q(ζ, c) containing prime ideals lying above
5 and prime divisors of β 1 lying above rational primes p satisfying
Then the class number h c of Q(c) is divisible by 5 if and only if the following two conditions are satisfied: For all prime ideals in S, we have u(p) ≡ 0 (mod 5).
For prime ideals p lying above 5, the congruence (10) has a solution.
Proof. By class field theory, the class number , b) ). The corollary now follows from Proposition 5.1.
The general solution of (9) is   (s 1 , s 2 , s 3 , s 4 ) = (5k + a + b, −5k − 2a − c, 10k + 4a + 3c, −5k − a − 2b) and typical solutions are (s 1 , s 2 , s 3 , s 4 ) = (s, s, s, s), (0, 0, 1, 2) , . . . etc. Note that u(p) mod 5 does not depend on the choice of p lying above p c .
There is an algorithm to solve the congruence (10). This algorithm is explained in [5, 10.2.4] . Since our case is one of the easiest case, we write it down here. Dividing ∆(a, b) by an appropriate powers of uniformizer at p, we may assume v p (∆(a, b) 
Cubic polynomials
In this section, we apply our method to cubic generic polynomials to solve the isomorphism problems for cubic polynomials. Several authors considered the isomorphism problems for this cubic case. See, for example, [3] , [11] and [7] . The authors are indebted to Akinari Hoshi for these references. Our approach is similar to that of Chapman [3] . He uses classical Kummer theory to characterize the isomorphisms among cyclic cubic polynomials. On the other hand, we use a descent Kummer theory.
If the base field k contains √ −3, the classical Kummer theory takes care of it. Thus we may assume that the base field k does not contain √ −3. Consider the 1-dimensional norm torus T = R 
The Kummer polynomial for this case is computed in [9, Example 6.1]:
with parameters (u 1 : u 2 ) ∈ P 1 (k). We start with Shanks' simplest cubic polynomial
which is a generic C 3 -polynomial over Q.
The relationship between these two cubic polynomials is given by the following proposition.
Proposition 6.1. Let
The cubic polynomials Sha(t; X) and Kum 3 (u 1 , u 2 ; X) define the same cyclic cubic field over Q(t).
We can prove this proposition by the same method used in Theorem 1.1. Thus we omit the proof.
Corollary 6.2 (cf. [3, Proposition 4]). We assume Q(t) = Q(t ). Then two Shanks' polynomials Sha(t; X) and Sha(t ; X) define the same field if and only if there exists an integer j prime to 3 and s ∈ Q(t) such that
holds.
Proof. As in Corollary 4.3, we know that the field defined by Kum 3 (u 1 , u 2 ; X) is contained in Q(a, b, √ −3)
. Therefore the corollary is derived by a similar argument as Corollary 4.3 using Lemma 4.4.
Of course we can rewrite the condition as in [3, Corollary 1 to Proposition 4]. Next we consider the following generic S 3 -polynomial:
Although Chapman's method is limited to the cyclic case, we can deal with this S 3 -polynomial in a similar manner. We can show:
Proposition 6.3. The two cubic polynomials G(t; X) and Kum 3 (4 √ −4t 3 − 27t 2 , 12t; X) define the same S 3 -extension over Q(t).
Proof. It is easy to show that the splitting field Spl G of G(t; X) contains the quadratic field Q( √ −4t 3 − 27t 2 ) = Q( √ −4t − 27). We factorize
It decomposes into a cubic and a sextic irreducible factors. This means that Spl G contains the stem field of Kum 3 (4 √ −4t 3 − 27t 2 , 12t; X), which is a cubic extension. Thus Spl G is a S 3 -extension over Q(t) containing a root of Kum 3 (4 √ −4t 3 − 27t 2 , 12t; X), hence the splitting fields of these two polynomials coincide.
As a corollary, we obtain:
Two polynomials G(t; X) and G(t ; X) define the same field if and only if the following two conditions are satisfied:
for some integer j prime to 3 and s ∈ Q( √ −4t 3 − 27t 2 ).
We also omit the proof of this corollary. It is interesting to know a relationship between this corollary and Theorem 1 in [7] . This section serves as an appendix of this paper. Here we shall construct an infinite family of Brumer polynomials defining an isomorphic splitting field. We prove the following theorem. Setting x = 188b, y = 8836u, we have the elliptic curve E in the statement of the theorem. The elliptic curve E is of conductor 11 · 47 2 and the discriminant of the model is 2 12 · 11 5 · 47 6 . The Mordell-Weil group is a torsion-free group of rank 2 generated by P 1 = (−188, 8836) and P 2 = (0, −8836). We write the rational point (x, y) ∈ E(Q) by the fractions for some a ∈ Z. If p is a prime divisor of t, then we have
This yields p|r. This contradicts to (t, r) = 1. Thus we may assume that p does not divides t. The remaining possibility of p is a prime divisor of s. Comparing the constant terms of (11) and (12), we must have
If a ≡ 2 · 47t (mod p), then, by looking at the fourth-degree term, we have 2
. This is impossible by our assumption. If a 2 · 47t (mod p), then p ≡ 1 (mod 5) must hold. Then we have a ≡ 2 · 47tv (mod p) for some element v ∈ F × p of order 5. Comparing the fourth-degree term, we obtain 5u ≡ −2 (mod p). In particular, p cannot be 5. Using this relation, we derive a condition on p from other terms. From the degree-one term and the degree-two term, we have respectively. Noticing that (t, p) = 1, we eliminate r in these congruences and get 2 · 11 · 47t 2 ≡ 0 (mod p). Therefore the only possible ramifying prime is 11. Using the degree three-term does not make any further restriction. Now let p = 11. Since p|s, we have p|Y and also b ≡ X (mod p). We consider the reductionẼ of E modulo 11. The curveẼ is singular and defined by y 2 = (x + 4)(x + 7) 2 over F p . It follows from y = 0 that b = x = 4 or 7. But the points P 1 mod p and P 2 mod p do not fall on the singular point (4, 0). Therefore no rational point P ∈ E(Q) maps to (4, 0) under the reduction map E −→Ẽ modulo 11. Thus we conclude b ≡ 7 (mod p). In this case, B(b; X) does not become a 5-th power of a linear factor modulo 11. Thus we conclude that there is no fully ramified prime in F/Q. This completes the proof of the first half of the theorem. Next we consider the reduction map modulo 2: E −→Ẽ. HereẼ is a singular curve over F 2 defined by y 2 = x 3 . There are two F 2 -rational points on the curve: (0, 0) and (1, 1) . The former point is singular and the latter is non-singular. We can prove that if (x, y) ∈ E(Q) maps to the singular point (0, 0) ∈Ẽ(F 2 ), then Bru(1, b; X) is irreducible with b = x/188. In fact, if the assumption is satisfied, then b = 0 in F 2 . Then Bru(1, b; X) is congruent to X 5 + X 2 + 1, which is a irreducible polynomial in F 2 [X] . This shows that Bru(1, b; X) is irreducible in Q[X]. The rational points in E(Q) reducing to the non-singular point (1, 1) forms a subgroup E 0 in E(Q). By a simple computation, the group E 0 is generated by P 1 − 2P 2 and 5P 2 . Thus it is of index 5 in E(Q). Therefore there are infinitely many P ∈ E(Q) which is not reduced to (1, 1) . This completes the proof of the theorem.
We compute several b's satisfying the assumptions of the theorem. In the following, the triples (n 1 , n 2 , b) are listed where P = n 1 P 1 + n 2 P 2 (0 ≤ n 1 ≤ 3, −3 ≤ n 2 ≤ 3) and b = x(P)/188: Note that −P gives the same b as P, therefore we omit such triples.
