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LIOUVILLE FIRST-PASSAGE PERCOLATION:
SUBSEQUENTIAL SCALING LIMITS AT HIGH
TEMPERATURE
By Jian Ding∗ and Alexander Dunlap†
University of Pennsylvania and Stanford University
Let {YB(x) : x ∈ B} be a discrete Gaussian free field in a two-
dimensional box B of side length S with Dirichlet boundary condi-
tions. We study Liouville first-passage percolation: the shortest-path
metric in which each vertex x is given a weight of eγYB(x) for some
γ > 0. We show that for sufficiently small but fixed γ > 0, for any
sequence of scales {Sk} there exists a subsequence along which the
appropriately scaled and interpolated Liouville FPP metric converges
in the Gromov–Hausdorff sense to a random metric on the unit square
in R2. In addition, all possible (conjecturally unique) scaling limits
are homeomorphic by bi-Ho¨lder-continuous homeomorphisms to the
unit square with the Euclidean metric.
1. Introduction. We consider Liouville first-passage percolation; i.e.,
first-passage percolation on the exponential of the discrete Gaussian free
field. Given a box (by which we mean a discrete rectangle) B ⊂ Z2, define
B, the blow-up ofB, as the box three times larger in each dimension centered
around B, and define ∂B to be the set of points whose Euclidean distance
from B is exactly 1. What we will call the discrete Gaussian free field on
B is the restriction to B of the standard discrete Gaussian free field with
Dirichlet boundary conditions on B. This is the mean-zero Gaussian process
YB(x) such that YB(x) = 0 for all x ∈ ∂B and EYB(x)YB(y) = GB(x, y)
for all x, y ∈ B, where GB(x, y) is the Green’s function of simple random
walk on B. (The constant 3 in the definition of the blow-up is irrelevant to
the result—the point is that Dirichlet boundary conditions are imposed on
a box which is a constant fraction larger.)
Fix an inverse-temperature parameter γ > 0. Let BS = [0, S)
2 ∩ Z2. We
define the Liouville first-passage percolation metric distS on BS by
distS(x1, x2) = min
pi
∑
x∈pi
eγYBS (x),
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where pi ranges over all paths in BS connecting x1 and x2. Given a sequence
of normalizing constants κS , we define a metric d˜istS on [0, 1]
2 ⊂ R2 by
letting
d˜istS(x1, x2) =
1
κS
distS(Sx1, Sx2)
for each x1, x2 ∈ [0, 1]2 ∩ 1SZ2 and extending to all x1, x2 ∈ [0, 1]2 by linear
interpolation. We will prove the following.
Theorem 1.1. There is a γ0 > 0 so that if γ < γ0 then there exists a
sequence of normalizing constants κS so that, for every sequence of scales
Si, there is a subsequence {Sij} so that d˜istSij converges in distribution
(using the Gromov–Hausdorff topology on the space of metrics) to a limit-
ing metric, which moreover is homeomorphic to the Euclidean metric by a
Ho¨lder-continuous homeomorphism with Ho¨lder-continuous inverse.
Remark 1.2. The γ0 that we are able to establish is so small that cal-
culating a precise value would be unilluminating. Extending our result to a
“reasonable” value of γ0 is an interesting open problem.
1.1. Background and related results. Substantial effort to date (see [3,
20] and their references) has been devoted to understanding classical first-
passage percolation, with independent and identically distributed edge or
vertex weights. We argue that FPP with strongly-correlated weights is also
a rich and interesting subject, involving questions both analogous to and
distinctive from those asked in the classical case. In particular, since the
Gaussian free field is in some sense the canonical strongly-correlated random
medium, we endeavor to study Liouville FPP—that is, FPP in Z2 with
weights given by the exponential of DGFF.
More specifically, Liouville FPP is thought to play a key role in under-
standing the random metric associated with the Liouville quantum gravity
(LQG) [36, 18, 37]. It is a major open problem just to give a rigorous defini-
tion of such a metric. Miller and Sheffield have recently succeeded in giving
such a definition for the case γ =
√
8/3; see [31, 17, 32, 33, 34] and their
references. In these papers, the authors focused on directly constructing the
random metric in the continuum setup. Other recent work has shown the
existence of scaling exponents for an attempt to construct LQG for γ ∈ (0, 2)
via “LQG structure graphs” [21].
We take an alternative approach which seeks to understand the random
metric of LQG via scaling limits of lattice approximations using the DGFF,
as proposed (and discussed in more detail) in [5]. We choose to work with
the square lattice-based Liouville FPP both for its simple formulation and
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for its relationship to classical FPP. Eventually one might wish to tweak the
definition of the discrete metric in order to obtain a scaling limit with more
invariance properties. However, the methods developed in this article are
robust to reasonable changes in the method of discretization. We make this
precise by stating the necessary conditions on the field in Subsection 2.2.
Our result is similar in flavor to [23] and [26], which proved, respectively,
that the graph distance of random quadrangulations has a subsequential
scaling limit and that the all possible limiting metrics are homeomorphic to a
2-sphere. (In our case, however, the homeomorphism property is a byproduct
of the compactness result.) The uniqueness of the scaling limit, known as
the Brownian map, was proved in later works [24, 25, 29].
A crucial ingredient in [23] is a bijection [9, 40, 7] between uniform quad-
rangulations and labeled trees. In particular, such a bijection allows an ex-
plicit evaluation of the order of the typical distance in the random quadran-
gulation. By contrast, in our model, determining the FPP distance exponent
seems to be a major challenge. Indeed, recent works [11, 10] have shown that
the distance exponent for Liouville FPP is strictly less than 1 at high tem-
peratures, and also [12] that there exists a family of log-correlated Gaussian
fields for which the weight exponent can be arbitrarily close to 1. This means
that the distance exponent is not universal among log-correlated Gaussian
fields, so precisely computing this exponent must involve rather subtle prop-
erties of the field. Our proof circumvents this difficulty since it works without
knowing the scaling exponent.
1.2. Proof approach and the RSW method. The framework of our proof
(which we note bears little similarity to the methods used in [11, 10]) is
a multiscale analysis procedure relying on several relationships which we
establish between FPP distances at different scales. The key estimates are
inductive upper and lower bounds on crossing distances and geodesic lengths,
in which distances and lengths at a larger scale are estimated in terms
of distances at a smaller scale. Most of the lower bounds on the larger-
scale distances are achieved in Section 4 using percolation-type arguments,
while the upper bounds on larger-scale distances and lengths are carried out
in Section 6 using gluing arguments along with the lower bounds. In Subsec-
tion 6.3, we use a chaining argument to get an upper bound on box diameter,
which combined with the lower bounds allows us to inductively bound the
crossing distance coefficient of variation in Section 7. Finally, in Section 8,
we apply this coefficient of variation bound to establish tightness, and thus
subsequential convergence, of the normalized FPP metrics.
Carrying out the above strategy leads to a central problem: lower bounds
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on crossing distances are obtained in terms of “easy crossings” (between the
two longer sides) of rectangles, while upper bounds are obtained in terms of
“hard crossings” (between the two shorter sides). (See Figure 1.1) In order to
play these bounds off of each other, we must establish a relationship between
easy and hard crossing distances. Results of this type are known as RSW
statements, and the key ingredient in our results (Section 5, representing
the bulk of the paper) is an RSW theorem for the Liouville FPP setting.
(a) Easy crossing
(b) Hard crossing
Fig 1.1
We briefly review the history of the RSW method, an
important technique in planar statistical physics, which
was initiated in [38, 41, 39] in order to prove a positive
hard crossing probability through a rectangle in criti-
cal Bernoulli percolation. Recently, an RSW theory has
been developed for FK percolation; see e.g. [13, 4, 16].
Most relevant to the present paper, an RSW theory was
developed in [43] for Voronoi percolation. In fact, the
beautiful method in [43] is widely applicable to per-
colation problems satisfying the FKG inequality, mild
symmetry assumptions, and weak correlation between
well-separated regions. For example, in [15], this method was used to give a
simpler proof of the result of [4], and in [14], the authors proved an RSW
theorem for the crossing probability of level sets of planar Gaussian free
field. The Liouville FPP model has analogous symmetry and correlation
properties, indicating that the methods in [43] can apply in this setting as
well. Indeed, the geometric framework of our RSW proof is hugely inspired
by [43]. Shortly after we posted this article, in [2] the authors developed
a method of comparing easy and hard crossing probabilities in the study
of the Poisson Boolean percolation model, although their method does not
seem to apply to the geodesic of our FPP metric.
A main novelty of our result is that it seems to be the first RSW theorem
for random planar metrics (rather than for traditional crossing probabilities
for percolation problems). The use of RSW theory in the metric setting has
the potential to enrich both the application and the theory of the RSW
method, and we expect more applications of RSW theory in the study of
random planar metrics. One encounters substantial challenges working with
the FPP weights in our RSW result even given the beautiful work of [43]:
the proof method of [43] is based on an intricate induction which becomes
even more delicate with the FPP weights taken into account. Besides that,
our FPP metric lacks a natural self-duality, which precludes using the hy-
pothesis of crossing square boxes as in the traditional setup; rather, we start
with “easy” crossings of rectangular boxes. The difficulties are such that we
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are only able to relate different quantiles of the FPP distance in different
scales, and we have to apply our induction hypothesis on the variance of the
FPP distance to relate different quantiles at each scale. This introduces an
additional layer of complexity to our arguments.
1.3. Acknowledgments. We thank Steve Lalley for encouragement and
useful discussions, and an anonymous referee for a great number of helpful
comments.
2. Preliminaries.
2.1. Notational conventions. Here we introduce notation that we will use
throughout the paper.
2.1.1. Boxes. Since we will be primarily working in the discrete setting,
throughout the paper, the notation [a, b) will denote the set of integers
between a and b − 1, inclusive, and [a, b] the set of integers between a and
b, inclusive. When we need to refer to an interval of real numbers, we will
attach a subscript R, as in [a, b]R, etc. A box or rectangle (we use the terms
interchangeably) is a finite rectangular subset of Z2. We will denote by B
the set of all boxes in Zd. We will say that a square box is dyadic if its
side-length is a power of 2 and the coordinates of its bottom-left corner are
multiples of its side-length. As in the introduction, the blow-up of a box B,
denoted B, is the union of the nine translates of B centered around B. We
say that a rectangular box is portrait if its height is greater than its width
and landscape if its width is greater than its height. For boxes A ⊆ B, we will
use the notation |B/A| to denote the maximum of the width of B divided
by the width of A and the height of B divided by the height of A.
2.1.2. Paths. Suppose pi is a path and Y is a random field. Define
ψ(pi;Y ) =
∑
x∈pi
exp(γY (x)).
If R is a rectangle, let
ΨLR(R;Y ) = min
pi
ψ(pi;Y ),
where pi ranges over all left–right crossings of R. Define ΨBT analogously
for bottom-top crossings. Also put
Ψeasy(R;Y ) = min
pi
ψ(pi;Y )
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where pi ranges over all crossings between the longer sides of R, and let
Ψhard(R;Y ) = min
pi
ψ(pi;Y )
where pi ranges over all crossings between the shorter sides of R. (Hence
pieasy(R;Y ) = piLR(R;Y ) if R is portrait, etc.) If a path pi crosses a box R in
the easy (hard) direction, we say that pi is an easy-crossing (hard-crossing)
of R, and we say that pi easy-crosses (hard-crosses) R. Define for all x, y ∈ R
Ψx,y(R;Y ) = min
pi
ψ(pi;Y )
where the minimum is taken over all paths pi connecting x and y while
remaining inside R. Finally, put
Ψ∂(R;Y ) = max
x,y∈∂B
Ψx,y(R;Y ), and Ψmax(R;Y ) = max
x,y∈B
Ψx,y(R;Y ).
We have now several times defined symbols of the form Ψ•(R;Y ) as the
minimum of ψ(·;Y ) over some collection of paths. In each case let pi•(R;Y )
be the path that achieves the minimum; if there are multiple such paths
(which will almost surely not happen if the random variables defining the
field have a sufficiently continuous distribution), let one be chosen uniformly
at random, independently of everything else. We also need notation for the
quantile functions for these variables, so let
Θ•(R;Y )[p] = inf{w | P[Ψ•(R;Y ) ≤ w] ≥ p}.
For a path pi, let |pi| denote the length of pi (that is, the number of vertices
in pi). For S a power of 2 (less than the side-length of R), let ‖pi‖S denote the
number of dyadic square boxes of side-length S entered by pi, counting each
box once, even if pi enters it multiple times. Let M•;S(R;Y ) = ‖pi•(R;Y )‖S .
Whenever the field is omitted in the Ψ or Θ notation, it will be assumed to
be the Gaussian free field on the box in question, defined as in the introduc-
tion as the discrete Gaussian free field with Dirichlet boundary conditions
on the boundary of the blow-up of the box.
2.1.3. Asymptotics. Big-O, little-o, big-Ω, and little-ω notation will be
employed, always with the limit taken as γ → 0. (We recall that we write
f(x) = Ω(g(x)) if g(x) = O(f(x)) and f(x) = ω(g(x)) if g(x) = o(f(x)).)
Subscripts will be employed to indicate that the limit holds for any fixed
value of the variable(s) in the subscript, and uniformly in all other variables.
(For example, we could write sin(2Kγ) = oK(1).) Most importantly, the limit
is always uniform over all scales. We will also work with many constants
throughout the proofs. The important point regarding any constant is that
it is independent of the scale. Constants that will be referenced in later
sections will be denoted by a mnemonic subscript.
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2.2. Properties of the field. While we have stated our results for first-
passage percolation on the discrete Gaussian free field, we do not require
any particularly fine properties of this field. In this section we collect the
necessary facts about the DGFF, and summarize them in Criteria 2.1–2.5.
However, before we can do this we first must precisely define the DGFF, in
particular the relationship between the DGFF defined on different boxes.
2.2.1. Coupling of fields in different boxes. Although we defined the dis-
crete Gaussian free field on a box in the introduction, in order to perform
the multi-scale analysis we use in this article it will be convenient to couple
the fields on all different finite boxes in Z2 simultaneously. We recall the
Markov field property of the Gaussian free field: that if Y is a Gaussian free
field with Dirichlet boundary conditions on B, then YB−E
[
YB
∣∣ (YB ↾ ∂A)]
defines a discrete Gaussian free field with Dirichlet boundary conditions on
A, which moreover is independent of YB ↾ (B\A). Here, ↾ denotes restriction
of the field.
Let BN = [−N,N ]2. Let Y (N)BN be a discrete Gaussian free field with
Dirichlet boundary conditions on BN . Now for all boxes B ⊂ BN , for each
x ∈ B define Y (N)B (x) = Y (N)BN (x)−E
[
Y
(N)
BN
(x)
∣∣∣ (Y (N)BN ↾ ∂B)]. Now we note
that whenever N ′ ≥ N , the process {Y (N)B | B ⊂ BN} agrees in law with
the process {Y (N ′)B | B ⊂ BN}. Indeed, if we put Y (N)BN and Y
(N ′)
BN′
on the
same probability space so that Y
(N)
BN
= Y
(N ′)
BN
, then for all x ∈ B we have
Y
(N)
B (x) = Y
(N)
BN
(x)−E
[
Y
(N)
BN
(x)
∣∣∣ (Y (N)BN ↾ ∂B)]
= Y
(N ′)
BN
(x)−E
[
Y
(N ′)
BN
(x)
∣∣∣ (Y (N ′)BN ↾ ∂B)]
= Y
(N ′)
BN′
(x)−E
[
Y
(N ′)
BN′
(x)
∣∣∣ (Y (N ′)BN′ ↾ ∂BN)]
−E
[
Y
(N ′)
BN′
(x)−E
[
Y
(N ′)
BN′
(x)
∣∣∣ (Y (N ′)BN′ ↾ ∂BN)] ∣∣∣ (Y (N ′)BN ↾ ∂B)]
= Y
(N ′)
BN′
(x)−E
[
Y
(N ′)
BN′
(x)
∣∣∣ (Y (N ′)BN ↾ ∂B)]
= Y
(N ′)
B (x),
where the second-to-last equality is by the tower property of conditional
expectation and the independence statement in the Markov field property.
Thus, since all of the processes are Gaussian, using Kolmogorov’s extension
theorem we can, on a single probability space, simultaneously define YB for
every B ∈ B in such a way that whenever A ⊂ B, we have, for all x ∈ A,
(2.1) YA(x) = YB(x)−E
[
YB(x)
∣∣ (YB ↾ ∂A)] .
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Henceforth, we will assume that the DGFFs on different boxes have been
coupled in this way, so that in particular (2.1) holds.
2.2.2. Description of the criteria for the field. Throughout the paper,
we will consider a collections of real-valued random variables (the “field”),
denoted {YB(x) : B ∈ B, x ∈ B}, and we will always assume the following
five properties.
Criterion 2.1. The field {YB(x) | B ∈ B, x ∈ B} is a centered Gaus-
sian process which moreover is non-negatively correlated: for all B1,B2 ∈ B,
x1 ∈ B1, x2 ∈ B2, we have Cov(YB1(x1), YB2(x2)) ≥ 0.
Criterion 2.2. If θ is a Euclidean isometry of R2 which preserves Z2,
then the indexed families of random variables {YB(x) | B ∈ B, x ∈ B} and
{Yθ(B)(θ(x)) | B ∈ B, x ∈ B} agree in distribution.
Criterion 2.3. If B1 and B2 are disjoint, then YB1 and YB2 are inde-
pendent.
Criterion 2.4. There are constants C,CF > 0 so that if A ⊂ B are
nested rectangles, then we have, for all u ≥ 0,
P
(
max
x∈A
|YA(x)− YB(x)| ≥ CF + u
)
≤ exp
(
− Cu
2
log |B/A|
)
.
Criterion 2.5. There is an absolute constant C so that the following
holds. For each rectangle B with a partition of its blow-up B =
r⊔
i=1
Bi into
squares Bi of uniform side-length S, there is a stochastic process {Zi}ri=1 so
that Z1, . . . , Zr are independent, YB(x) ∈ σ(Z1, . . . , Zr) for all x ∈ B, and
whenever 1 ≤ j ≤ r and x ∈ B \Bj , we have
Var(YB(x) | Z1, . . . , Ẑj , . . . , Zr) ≤ C(2.2)
Var(YB(x)− YB(y) | Z1, . . . , Ẑj , . . . , Zr) ≤ C‖x− y‖2S2/N4(2.3)
where the hat means that Zj is excluded and N is the length of the shorter
side of B.
Remark 2.6. In the definition and use of the Markov field property
above, we considered YB(x) for x ∈ B (i.e. not in B itself). This was im-
portant for defining the coupling but in the sequel we will only consider the
values of YB on B itself.
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Remark 2.7. Although, in order to avoid the complexity of multiple
cases, we will not consider this case in detail, we invite the reader to check
that all of the arguments in the paper go through as well for continuous ap-
proximations of the GFF: that is, fields {YB(x) : B ∈ B, x ∈ B} satisfying
Criteria 2.1–2.5, where the weight of a (continuous) path ξ : [0, 1] → B is
given by ∫ 1
0
eγYB(ξ(t))|ξ′(t)| dt.
In fact, certain technical parts of the argument (such as one case in the
proof of Lemma 5.4, and the linear interpolation given in (8.1) in the sequel)
become unnecessary in the continuous case.
2.2.3. Proof that the DGFF satisfies the criteria. We now demonstrate
that the DGFF indeed satisfies the criteria that we have just laid out. (A
much gentler introduction to these properties is available in [6].) Coupled
as above, the DGFF satisfies Criteria 2.1 and 2.2. To show Criterion 2.4 for
the DGFF, we first note that, by Fernique’s criterion (see [19] and [1, The-
orem 4.1] or [6, Theorem 6.6]) and a covariance estimate on the conditional
expectation field, as in [8, Lemmas 3.5 and 3.10], we have a constant CF so
that
E
[
max
x∈A
E
[
YB(x)
∣∣YB ↾ ∂A]] < CF.
Moreover, the variance of E
[
YB(x)
∣∣ YB ↾ ∂A] can be bounded (uniformly
over x ∈ A) by a constant times log |B/A|. These two facts, along with the
Borell–TIS inequality (see, for example, [27, Theorem 7.1], [6, Theorem 6.1],
or [1, Theorem 2.1]) imply that
P
(
max
x∈A
E
[
YB(x)
∣∣YB ↾ ∂A] ≥ CF + u) ≤ exp(− Cu2
log |B/A|
)
.
Finally we will prove Criterion 2.5 using the “resistor” definition of the
DGFF (see for example [28, p. 52]). For each edge e in the nearest-neighbor
graph on B, let ξ(e) be a standard normal random variable, independent
from ξ(e′) for each e′ 6= e. Then, as in [28, (2.25)] we have the alternative
definition of Gaussian free field on B as
YB(x) =
∑
e
ix(e)ξ(e),
where ix(e) is the flow through e of a unit electric current from x to ∂B,
where the lattice is treated as an electrical network with unit resistance on
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each edge. Let Zi = (ix(e) : e ∈ Bi). Now if x ∈ B, we have
(2.4) Var(YB(x) | Z1, . . . , Ẑj , . . . , Zr) =
∑
e∈Bj
(ix(e))
2.
By [28, Proposition 2.2], we have
ix(e) =
GB(x, e+)
deg(e+)
− GB(x, e−)
deg(e−)
,
so
|ix(e)| = 1
4
|GB(x, e+)−GB(x, e−)|,
where e− and e+ denote the two endpoints of e and GB denotes the Green’s
function for simple random walk stopped on the boundary of B. But by [22,
Proposition 4.6.2(b), Theorem 4.4.4], we have
GB(x, y) = E
x[a(Qτ
B
, y)] − a(x, y),
where {Qt} is a simple random walk, τB is the hitting time of ∂B, Ex is the
expectation with respect to the law of {Qt} started at x, and
a(x, y) =
2
pi
log |x− y|+ 2C1 + log 8
pi
+O(|x− y|−2),
where C1 ≈ 0.577 is the Euler–Mascheroni constant (usually denoted γ)
and the big-O notation is taken as x − y → ∞. An easy computation
implies that, if x ∈ B \ Bj , then |ix(e)| ≤ C2/S for some constant C2,
where S is the side-length of Bj . Combining this with (2.4) shows that
Var(YB(x) | Z1, . . . , Ẑj, . . . , Zr) is bounded by a constant for all x ∈ B \Bj .
This completes the proof of Criterion 2.5 for DGFF.
Finally, calculations similar to those in the proofs of Corollary 4.4.5 and
Lemma 6.3.3 in [22] show that there is a constant C3 so that if |x− y| = 1,
then
|ix(e) − iy(e)| = 1
4
|GB(x, e+)−GB(x, e−)−GB(y, e+) +GB(y, e−)| ≤
C3
N2
,
where as above N is the length of the shorter side of B. By the triangle
inequality, we then have that for any x, y ∈ B,
|ix(e)− iy(e)| ≤ C3 ‖x− y‖
N2
.
Therefore, we have
Var(YB(x)− YB(y) | Z1, . . . , Ẑj , . . . , Zr) =
∑
e∈Bj
(ix(e)− iy(e))2
≤ C23‖x− y‖2S2/N4,
establishing (2.3).
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2.2.4. Further properties of the field. We now record some important
consequences of Criteria 2.1–2.5 that we will use throughout the paper. The
first is a translation of Criterion 2.4 into the exponentiated setting. Indeed,
Criterion 2.4 implies that
(2.5) max
x∈A
∣∣∣∣∣eγYB(x)eγYA(x)
∣∣∣∣∣ = 1 + o(1)
in probability (as γ → 0). More precisely, there is an absolute constant
u0 > 1 so that if u ≥ u0 then we have
(2.6) P
(
max
x∈A
∣∣∣∣∣eγYB(x)eγYA(x)
∣∣∣∣∣ ≥ u
)
+P
(
max
x∈A
∣∣∣∣∣eγYB(x)eγYA(x)
∣∣∣∣∣ ≤ 1u
)
= P
(
max
x∈A
|γYB(x)− γYA(x)| ≥ log u
)
≤ exp
(
−ω(1) · (log u)
2
log |B/A|
)
.
Another key ingredient, implied by Criterion 2.1, is the celebrated FKG
inequality.
Lemma 2.8 (FKG inequality). If f and g are increasing functions of
Y = {YB(x) | B ∈ B, x ∈ B}, then
(2.7) Ef(Y )g(Y ) ≥ Ef(Y )Eg(Y ).
See [35] for a proof of the FKG inequality for general Gaussian processes
with non-negative correlations, of which (2.7) is an application. The follow-
ing corollary is typical of our applications of the FKG inequality.
Corollary 2.9. Let a > b and S, k ∈ N, and put A = [0, aS) × [0, bS)
and B = [0, (ka − (k − 1)b)S) × [0, bS). Then
P[ΨLR(B) ≤ 2ky] ≥ P[ΨLR(A) ≤ y]2k−1 − ok(1).
Proof. This follows from (2.5) and the FKG inequality by a “gluing
argument,” illustrated in Figure 2.1.
3. Inductive hypothesis. The key ingredient for all of our results is an
inductive bound on the coefficient of variation for the FPP crossing distance
of a rectangle. For any random variable X, we define the notation
CV2(X) =
VarX
(EX)2
.
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Fig 2.1: Gluing strategy in Corollary 2.9 for a = 2b and k = 5.
Theorem 3.1. Let δ > 0. If γ is sufficiently small compared to δ,
then for all boxes R of aspect ratio between 1/2 and 2 inclusive, we have
CV2(ΨLR(R)) < δ.
The bulk of the paper will be devoted to proving Theorem 3.1 by induction
on the scale. Actually, we will have to use the slightly stronger inductive
hypothesis that the coefficient of variation is below a fixed δ0. The following
lemma, which is an easy consequence of Chebyshev’s inequality, will be key
to our induction.
Lemma 3.2. Let X and Y be nonnegative random variables. Define
FX(x) = P(X ≤ x) and FY (y) = P(Y ≤ y); let ΘX = F−1X and ΘY = F−1Y
be the corresponding quantile functions. If CV2(X) < δ < p < 1 and
CV2(Y ) < ε < q < 1, then there are constants 0 < A ≤ B, depending
only on δ, ε, p, q (and not on the random variables X,Y ) so that
(3.1) A · ΘX(p)
ΘY (q)
≤ EX
EY
≤ B · ΘX(p)
ΘY (q)
.
Suppose moreover that δ < p′ and ε < q′. Then there is a constant B′ > 0,
depending only on δ, ε, p, q, p′, q′, so that
(3.2)
ΘX(p
′)
ΘY (q′)
≤ B′ · ΘX(p)
ΘY (q)
.
While the statement of Lemma 3.2 is rather involved, the content of the
lemma is simply that upper bounds on the coefficients of variation of two
random variables let us multiplicatively relate non-extreme quantiles and
means of the random variables.
4. Crossing quantile lower bounds. Our goal in this section is to
obtain lower bounds on quantiles of the left-right crossing distance of a
large box in terms of the easy crossing quantiles of smaller boxes. We first
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Fig 4.1: P(pi) for a crossing pi. The darker boxes are the Pis while the lighter,
surrounding boxes are the Pis.
define and introduce basic properties of what we call passes, which represent
smaller boxes through which a path through a larger box must cross.
Let K,L ≥ 2 and let S = 2s. Let R = [0,KS) × [0, LS).
Definition 4.1. A pass P of R at scale S is a 2S ×S or S × 2S dyadic
subrectangle of R.
Lemma 4.2. Let pi be a left–right crossing of R. If pi enters an S × S
box C such that C ⊆ R, then pi must easy-cross a pass that intersects C.
Proof. Since pi is a left–right crossing of R, pi must at some point leave
C. And it is easy to see that in order to easy-cross from the inside to the
outside of the annulus C \ C, pi must easy-cross a pass intersecting C.
Definition 4.3. For a path pi, let P(pi) be a maximum-size collection of
passes P easy-crossed by pi such that the Ps are disjoint. (See Figure 4.1.)
For N ≤ |P(pi)|, let PN (pi) = P(ξ) where ξ is the minimal initial subpath of
pi such that |P(ξ)| ≥ N .
Proposition 4.4. There is a constant cPD so that |P(pi)| ≥ cPD‖pi‖S .
(The subscript stands for “pass density.”)
Proof. This follows easily from Lemma 4.2 and the fact that passes are
of a fixed size.
Lemma 4.5. If pi is a left–right crossing of R, then |P(pi)| ≥ K/6.
14 J. DING AND A. DUNLAP
Proof. In order for pi to cross each column of width S, it must easy-cross
a pass contained entirely within that column, and the blow-up of this pass
can have width at most 6.
Lemma 4.6. Let G be a graph of maximum degree d, and let {a1, . . . , aM}
be an arbitrary subset of the vertices of G. Then the number of n-vertex
connected subgraphs H of G containing at least one ai is at most Md
2n.
Proof. It is easy to see that every connected graph on n vertices contains
a circuit of length at most 2n that visits every vertex. Thus the number of
subgraphs H as specified in the statement is bounded by the number of
walks of length at most 2n starting at one of the ais, which is evidently
bounded by Md2n.
Proposition 4.7. We have constants Cp and dp so that
|{PN (pi) : pi a left–right crossing of R such that |P(pi)| ≥ N}| ≤ CpLd2Np .
Proof. Define a graph G on the set of all passes inside R by saying that
two passes are adjacent if they could occur as adjacent passes in a P(pi). It is
easy to see using Lemma 4.2 that G has bounded degree. Then by definition,
PN (pi) induces an N -element connected subgraph of G, which in particular
contains a pass that intersects the first six columns, of which there are at
most a constant times L. Lemma 4.6 then implies the desired result.
Before we prove the main proposition of this section, we need a version
of the Chernoff bound.
Lemma 4.8. Let p < 12 and X1, . . . ,XN be iid Bernoulli(p) random vari-
ables. Then P
[
1
N
∑N
i=1Xi ≥ 12
]
≤ (4p)N/2.
Proof. We have
P
[
1
N
N∑
i=1
Xi ≥ 1
2
]
= P
[
exp
(
λ ·
N∑
i=1
Xi
)
≥ eλN/2
]
≤
(
EeλXi
)N
eλN/2
=
(
peλ + 1− p
eλ/2
)N
.
Putting λ = log 1−pp and using the fact that p < 1/2 yields the result.
Now we can prove an inductive lower bound on the crossing LFPP dis-
tance.
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Proposition 4.9. Let S = 2s and let K,L ∈ N. Let R = [0,KS) ×
[0, LS) and A = [0, S) × [0, 2S). Then, for any p ∈ (0, 1/2) and any u ≥ u0
(defined in (2.6)) , we have
P
[
min
pi
ψ(pi;YR) ≤ N
2u
Θeasy(A)[p]
]
≤ CpL
(
2d2p
√
p
)N
+KL exp
(
−ω(1) · (log u)
2
log(K ∨ L)
)
where the minimum is taken over all paths pi from left to right in R with
|P(pi)| ≥ N .
Proof. As long as γ is sufficiently small compared to K and L, and
u ≥ u0, we have
P
[
min
pi
ψ(pi;YR) ≤ N
2u
Θeasy(A)[p]
]
(4.1)
≤ P
[
min
pi
1
N
∑
P∈PN (pi)
1{Ψeasy(P;YR) ≤ 1uΘeasy(A)[p]} ≥
1
2
]
≤ P
[
min
pi
1
N
∑
P∈PN (pi)
1{Ψeasy(P) ≤ Θeasy(A)[p]} ≥ 1
2
]
+KL exp
(
−ω(1) · (log u)
2
log(K ∨ L)
)
,
where in the second inequality we use (2.6) and Proposition 4.7. Now let
X1, . . . ,XN be iid copies of 1{Ψeasy(A) ≤ Θeasy(A)[p]}. By Criterion 2.3,
the first term on the right-hand side of (4.1) is bounded above by
CpLd
2N
p P
[
1
N
N∑
i=1
Xi ≥ 1
2
]
,
which is bounded above by CpL
(
2d2p
√
p
)N
according to Lemma 4.8. This
completes the proof.
Corollary 4.10. Fix a scale S = 2s and let K,L ∈ N. Let R =
[0,KS) × [0, LS) and A = [0, S) × [0, 2S). Then we have
ΘLR(R)
[
CpL
(
2d2p
√
p
)K/3
+ oK,L,p(1)
]
≥ K
12u0
Θeasy(A)[p]
and
EΨLR(R) ≥ K
12u0
Θeasy(A)[p] ·
(
1− CpL
(
2d2p
√
p
)K/2u0 − oK,L,p(1)) .
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Proof. If pi is a path from left to right in R, then by Lemma 4.5, we have
|P(pi)| ≥ K/6. Proposition 4.9 then implies the first equation. The second
equation follows immediately from the first.
We conclude this section with an inductive version of Corollary 4.10,
showing that some easy crossing quantile grows like SΩ(1) in the scale S.
Proposition 4.11. There are constants ppl, qpl, apl ∈ (0, 1) and a con-
stant Cpl > 0 so that, if p < ppl and γ is sufficiently small compared to p,
then, putting Rt = [0, 2
t)× [0, 2t+1), for any s > t we have
Θeasy(Rt)[ppl] ≤ Cplas−tpl Θeasy(Rs)[qpl].
(The subscript pl stands for “power-law.”)
Proof. Fix a large constant K, to be chosen later. Write s = t+nk+ r,
where 0 ≤ r < k = log2K. Let R = 2r. We can calculate, using Corol-
lary 4.10,
Θeasy(Rt)[p] ≤ 12u0
K
Θeasy(Rt+k)
[
2CpK
(
d2p
√
p
)K/3
+ oK(1)
]
≤ 12u0
K
Θeasy(Rt+k)[p],
where in the second inequality we use the assumption that p is sufficiently
small, K is sufficiently large, and γ is sufficiently small (compared to p and
K). By induction we obtain
Θeasy(Rt)[p] ≤
(
12u0
K
)n
Θeasy(Rt+nk)[p]
=
(
(12u0)
1/k
2
)kn
Θeasy(Rt+nk)[p].
Thus, applying Corollary 4.10 once more, we get
Θeasy(Rt+nk)[p] ≤ 12u0
R
Θeasy(Rt+nk+r)
[
4R
(
d2p
√
p
)R/3
+ oK(1)
]
≤ 12u0
R
Θeasy(Rt+nk+r)[qpl],
where p, K, γ are restricted so that qpl can be chosen to be less than 1. Thus
we get the desired inequality with apl = (12u0)
1/k/2 ∈ (0, 1) as long as K is
sufficiently large.
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5. RSW result. We will prove the following RSW result relating easy
crossings to hard crossings of 2× 1 rectangles.
Theorem 5.1. There are constants δRSW > 0, CRSW < ∞, pRSW > 0
so that
(5.1) pRSW ≤ 1/(32 · d2p)2
and, if γ is sufficiently small then the following holds. Let R = [0, S)×[0, 2S).
Suppose that, for all A ⊆ R of aspect ratio between 1/2 and 2 inclusive, we
have
(5.2) CV2(Ψeasy(A)) < δRSW.
Then
Θhard(R)[pRSW] ≤ CRSWΘeasy(R)[pRSW].
Our argument is based on the beautiful proof of the RSW result estab-
lished for Voronoi percolation in [43]. While our proof has the same structure
and uses many of the same geometric constructions, two factors make our
setting substantially more complicated than the Voronoi percolation case:
1. We need to take the weights of crossings into account.
2. We do not have as strong a duality theory in the first-passage per-
colation setting, so rather than comparing crossings for a square and
a rectangle, we compare crossings for the easy and hard directions of
rectangles.
While our argument is self-contained, a reader first equipped with a thorough
understanding of the arguments in [43] will find it much easier to follow.
5.1. Scale and aspect ratio setup. Fix p0 ∈ (0, ppl), with ppl as in Propo-
sition 4.11.
We will work with rectangles in the portrait orientation with aspect ratio
η = 1+2−t0 , where t0 is fixed but will be chosen later. It will be convenient
to work at a series of fixed scales where there are no rounding problems, so
for i ∈ N, let ui = [i/2], Ui = 2ui , and
(5.3) Ti = 2
t0+8(3/2)2{i/2}Ui = 256 · (3/2)2{i/2} · 2t0+[i/2],
where [x] is the integer part of x and x = [x] + {x}. (By way of illustration,
we note that the first few terms of the sequence T0, T1, T2, . . . are 2
t0+7 times
2, 3, 4, 6, 8, 12, . . .. The factor of 256 is to accommodate occasions when we
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need to split up the boxes in certain constructions and is not important to
the argument.) In particular, Ti+1 ∈ [4Ti/3, 3Ti/2] for each i and ηTi ∈ N
for each i, and if j ≥ i, we have the simple estimates
(5.4)
√
2
j−i−1
Ti ≤ Tj ≤
√
2
j−i+1
Ti.
Let Si = 2
si = 2t0+9+⌈i/2⌉ be the least dyadic integer greater than or
equal to Ti. Let
Ri = [0, Si)× [0, 2Si), R(η)i = [0, Ti)× [0, ηTi),
and put
w
(η)
i = Θeasy(R
(η)
i )[p0], W
(η)
i = maxj≤i
w
(η)
i .
It will be convenient to put w
(η)
i =W
(η)
i = 0 when i < 0.
In this section we will need notation for new types of crossing distances.
LetB be a box with bottom-left corner (x0, y0) and top-right corner (x1, y1).
If I1, I2 ⊂ Z, then let ΨI1,I2(B;Y ) denote the minimum Y -weight of a cross-
ing piin B connecting {x0} × (y0 + I1) and {x1} × (y0 + I2). Let
ΨL,a,b = Ψ{x0}×[0,y1−y0),{x1}×(y0+[a,b))
Ψa,b,R = Ψ{x0}×(y0+[a,b)),{x1}×[0,y1−y0).
Finally, define ΨX;a(B;Y ) to be the minimum Y -weight of a crossing in B
that connects the four segments {x0}× [y0, y0+y12 −a), {x1}× [y0, y0+y12 −a),
{x0}× [y0+y12 +a, y1), and {x1}× [y0+y12 +a, y1) (thus forming an “X” shape
with each arm terminating at least a distance a from the horizontal midline
of the box). We moreover extend the pi and Θ notation accordingly as in
Subsection 2.1. This notation is concordant with the X and H notation
in [43].
We aim to prove Theorem 5.1, which is about portrait 1 × 2 rectangles;
however, we will argue using rectangles which are portrait but very close
to square. In order to conclude, we will need to relate the w
(η)
i s and the
crossing quantiles for 1 × 2 rectangles. We do this in the following lemma
and corollary.
Lemma 5.2. Let S and b < k be natural numbers and put A = [0, bS)×
[0, (b + 1)S) and B = [0, bS)× [0, kS). Then
P[Ψeasy(B) ≤ y] ≤ 2kP[Ψeasy(A) ≤ y] + ok(1).
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Proof. Divide the rectangle [0, bS) × [0, kS) into k bS × S landscape
subrectangles. Now a left–right crossing of [0, bS)× [0, kS) must either cross
horizontally within a block of b+1 of these subrectangles (k−b such blocks)
or else cross vertically a block of b of these subrectangles (k − b + 1 such
blocks). Each of these events has probability at most
P[ΨLR(A) ≤ y] + o|B/A|(1)
(using (2.5)) so the conclusion of the lemma follows from a union bound.
Corollary 5.3. For any fixed η > 1 the following holds. There are
constants Cstr(η) <∞ and pstr(η) ∈ (0, 1) so that, if γ is sufficiently small,
then w
(η)
i ≤ Cstr(η) ·Θeasy(Ri)[pstr(η)].
5.2. Gluing. We now begin in earnest the proof of our RSW result.
Lemma 5.4. There is a p1 > 0, depending only on p0, so that the fol-
lowing holds. Let y ≥ w(η)i and let
fy(α, β) = P[ΨL,α,β(R
(η)
i ) ≤ y],
gw,y(α) = fw(0, α) − fy(α, ηTi/2), and
λ = λyi =
ηTi
8
∧min{α ∈ {1, . . . , ηTi} | gw(η)i ,y(α) ≥ p0/4}.(5.5)
Then λ is a well-defined element of [0, ηTi/8] and the following two state-
ments both hold:
1. Either
(a) P[ΨLR([0, 2Ti)× [0, ηTi)) ≤ 3y] ≥ p1, or
(b) P[ΨL,λ,ηTi(R
(η)
i ) ≤ y] ≥ p1.
2. If λ < ηTi/8, then
P[ΨL,0,λ(R
(η)
i ) ≤ w(η)i ] ≥
p0
4
+P[ΨL,λ,ηTi(R
(η)
i ) ≤ y].
Remark 5.5. Note that fy(α, β) is increasing in y, so gw,y(α) is decreas-
ing in y and thus λyi is increasing in y. Moreover, for each i, there is a y
∗
i so
that
(5.6) λ
y∗i
i = ηTi/8.
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Proof. First note that g
w
(η)
i ,y
is increasing, we have g
w
(η)
i ,y
(0) < 0, and
g
w
(η)
i ,y
(ηTi) = fw(η)i
(ηTi) ≥ p0/2. Thus λ is well-defined by the definition
in the statement of the theorem. Note that symmetry implies that, for any
α ∈ (0, . . . , ηTi/2),
p0/2 ≤ fw(η)i (0, ηTi/2) ≤ fw(η)i (0, α) + fw(η)i (α, ηTi/2)
≤ f
w
(η)
i
(0, α) + fy(α, ηTi/2),
so (using (5.5))
f
w
(η)
i
(0, λ) ≥ p0/4 + fy(λ, ηTi/2) ≥ p0/4
whenever λ < ηTi/8, and
(5.7) f
w
(η)
i
(0, λ− 1)− fy(λ− 1, ηTi/2) < p0/4.
In particular, statement 2 holds.
The proof of statement 1 comes down to two cases, depending on the
value of g
w
(η)
i ,y
(λ).
Case 1. If g
w
(η)
i ,y
(λ) ≥ 3p0/8, then this along with (5.7) implies that
p0/8 < fw(η)i
(0, λ) − fy(λ, ηTi)− [fw(η)i (0, λ− 1)− fy(λ− 1, ηTi/2)]
≤ fy(λ− 1, ηTi/2)− fy(λ, ηTi) ≤ P[ΨL,λ−1,λ(R(η)i ) ≤ y].
In words, this means that the probability of a crossing of weight at most y
from the left side of R
(η)
i to the point with coordinates (Ti, ηTi/2+λ− 1) is
at least p0/8. But then (using the FKG inequality and (2.5))
P[ΨLR([0, 2Ti)× [0, ηTi)) ≤ 3y]
≥ P[ΨL,λ−1,λ(R(η)i ) ≤ y]P[Ψλ−1,λ,R(R(η)i ) ≤ y]− o(1) > (p08 )2 − o(1),
so as long as p1 ≤ (p0/8)2, then statement 1(a) holds.
Case 2. Now suppose g
w
(η)
i ,y
(λ) < 3p0/8. This means that we have
p0/2 ≤ fw(η)i (0, λ) + fw(η)i (λ, ηTi/2) ≤ fw(η)i (0, λ) + fy(λ, ηTi/2)
≤ g
w
(η)
i ,y
(λ) + 2fy(λ, ηTi/2) ≤ 3p0/8 + 2fy(λ, ηTi/2),
so fy(λ, ηTi/2) ≥ p0/16. So as long as p1 < p0/16, statement 1(b) holds.
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Lemma 5.6. If statement 1(b) of Lemma 5.4 holds, and γ is sufficiently
small, then there is a p2 > 0, depending only on p1, so that the following
holds. Let y ≥ w(η)i . Suppose that
(5.8) η − λ
y
i
32Ti
< 1.
Then if
µ = µyi ∈ ( 116λyi , 18λyi ), and(5.9)
ν = νyi = 2λ
y
i − µyi ,(5.10)
then
P[ΨX;(ν−µ)/2(R
(η)
i ) ≤ 9y] ≥ p2.
Proof. Note that
(5.11) {Ψ[ηTi/2+ν/2,ηTi),[ηTi/2+ν/2,ηTi)(R(η)i ) ≤ 2y}
⊃ {ΨL,ν/2,ηTi/2(R(η)i ) ≤ y} ∩ {Ψν/2,ηTi/2,R(R(η)i ) ≤ y}.
By combining (5.11), the FKG inequality, (2.5), and statement 1(b) of Lemma 5.4,
we have
P
[
Ψ[ηTi/2+ν/2,ηTi],[ηTi/2+ν/2,ηTi](R
(η)
i ) ≤ 3y
]
(5.12)
≥ P[ΨL,ν/2,ηTi/2(R(η)i ) ≤ y]2 − o(1)
≥ P[ΨL,λ,ηTi/2(R(η)i ) ≤ y]2 − o(1)
≥ p21 − o(1).
Let R˜
(η)
i = [0, Ti) × [µ, ηTi). By (5.8) and (5.9), R˜(η)i is landscape. Let E
be the event that there is a left–right path in R
(η)
i connecting the intervals
[ηTi/2 + ν/2, ηTi) on each side, of weight at most 3y, that enters the box
R
(η)
i \ R˜(η)i . Then we have that
P[ΨL,ν/2,ηTi/2(R˜
(η)
i ) ≤ 3y] +P[E]
≥ P[Ψ[ηTi/2+ν/2,ηTi],[ηTi/2+ν/2,ηTi](R(η)i ) ≤ 3y]
≥ p21 − o(1),
where for the second inequality we use (5.12). Thus, either
(5.13) P[ΨL,ν/2,ηTi/2(R˜
(η)
i ) ≤ 3y] ≥ p21/2− o(1)
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or
(5.14) P[E] ≥ p21/2− o(1).
We consider each case in turn.
Case 1. First suppose that (5.14) holds. Let E1 = E and define E2 to be
a copy of E which is vertically flipped and translated upwards by µ. Then
the intersection of E1 and E2 is contained in {ΨX;(ν−µ)/2(R(η)i ) ≤ 6y}. This
is because the path in E2 must cross the path from E1 once on its way from
0× [µ, µ+ηTi/2−ν/2) to (R(η)i +(0, µ))\R(η)i , and another time on its way
from (R
(η)
i +(0, µ))\R(η)i to {Ti−1}× [µ, µ+ηTi/2−ν/2). (See Figure 5.1.)
Thus we have
P[ΨX;(ν−µ)/2(R
(η)
i ) ≤ 6y] ≥ (p21/2)2 − o(1)
by the FKG inequality. This proves the lemma in this case, as long as p2 ≤
p41/4 − o(1).
Case 2. We are left with the case when (5.13) holds, which in particular
means that
(5.15) P[ΨLR(R˜
(η)
i ) ≤ 3y] ≥ p21/2− o(1).
Observe that the event {ΨX;ν/2(R(η)i ) ≤ 9y} contains the intersection of the
three events
{Ψ[ηTi/2+ν/2,ηTi),[ηTi/2+ν/2,ηTi)(R(η)i ) ≤ 3y},
{Ψ[0,ηTi/2−ν/2),[0,ηTi/2−ν/2)(R(η)i ) ≤ 3y}, and
{ΨBT(R(η)i ) ≤ 3y}
(see Figure 5.2), so
P[ΨX;ν/2(R
(η)
i ) ≤ 9y]
(5.16)
≥ P[Ψ[ηTi/2+ν/2,ηTi),[ηTi/2+ν/2,ηTi)(R(η)i ) ≤ 3y]2P[ΨBT(R(η)i ) ≤ 3y]
≥ p41P[ΨBT(R(η)i ) ≤ 3y]
by symmetry, (5.12), and the FKG inequality. Now by (5.8) and the defini-
tion of µ, we have µ/2 ≥ λyi /32 > (η − 1)Ti, so 2Ti − ηTi + µ > ηTi. Hence,
by Corollary 2.9 applied with k = 2 (recalling that R˜
(η)
i is landscape), we
have
P[ΨBT(R
(η)
i ) ≤ 3y] ≥ P[ΨLR(R˜(η)i ) ≤ y]3 − o(1) ≥ p61/8− o(1),
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Ti
η
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λ
η
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µ
ν
ν
−
µ
2
Fig 5.1: Setting up for the FKG inequality when P[E] ≥ p21/2. Combining
the red crossing with the lower pieces of the blue crossing gives an “X” shape
inside the red Ti × ηTi box with endpoints at least distance (ν − µ)/2 from
the midline. In this and future figures in this section, the origin (0, 0) is at
the bottom left.
where the second inequality is by (5.15). Combining this last inequality
with (5.16), we obtain
P[ΨX;(ν−µ)/2(R˜
(η)
i ) ≤ 9y] ≥ P[ΨX;ν/2(R˜(η)i ) ≤ 9y] ≥ p101 /8− o(1),
completing the proof of the lemma in this case, as long as p2 ≤ p101 /8 −
o(1).
Lemma 5.7. There is a p3, depending only on p1 and p2, so that if γ is
sufficiently small compared to p1 and p2 then the following statement holds.
Suppose that y ≥ w(η)i , η < 256255 , and z ≥ 0 are such that either
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Ti
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η
T
i
2
η
T
i
2
Fig 5.2: Setting up for the FKG inequality when P[ΨL,ν/2,ηTi/2(R˜
(η)
i ) ≤ y] ≥
p21/2. Combining a piece of the blue vertical crossing with the red horizontal
crossings gives an “X” shape inside the Ti× ηTi box with endpoints at least
distance λ ≥ (ν − µ)/2 from the midline.
1. z ≥ w(η)i−1 and λyi ≤ 74λzi−1 and η −
λzi−1
32Ti−1
< 1 (in which the third
inequality says that (5.8) holds at scale i− 1 with weight z), or
2. λyi = ηTi/8.
Then
P[ΨLR([0, 5Ti/4) × [0, ηTi)) ≤ 55y + 11z] ≥ p3.
Proof. If
P[ΨLR([0, 2Ti)× [0, ηTi)) ≤ 3y] ≥ p1,
(i.e. if statement 1(a) from Lemma 5.4 holds) then there is nothing more to
show as long as p3 ≤ p1 − o(1), since horizontally crossing a Ti × ηTi box
implies horizontally crossing a 54Ti × ηTi box. Similarly, if
P[ΨLR([0, 2Ti−1)× [0, ηTi−1)) ≤ 3z] ≥ p1,
then we have (using (5.3))
P[ΨLR([0, 5Ti/4)× [0, ηTi)) ≤ 4z]
≥ P[ΨLR([0, 2Ti−1)× [0, ηTi−1)) ≤ 3z]− o(1)
≥ p1 − o(1),
so there is nothing more to show as long as long as p3 ≤ p1 − o(1).
Thus we may henceforth assume that statement 1(b) from Lemma 5.4
holds for both i (with weight y = y) and i− 1 (with weight y = z). The rest
of the proof is divided into two cases.
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ν
i
−
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η
T
i
Fig 5.3: A vertical crossing between the two dotted lines is obtained by
combining the “X” shapes, which must cross because their endpoints must
straddle the interval of their color.
Case 1. If λyi = ηTi/8, then η− 132Tiλ
y
i =
255
256η < 1, so Lemma 5.6 implies
that
P[ΨX;(νyi −µyi )/2(R
(η)
i ) ≤ 9y] ≥ p2.
Since νyi − µyi = 2(λyi − µyi ) ≥ 74λyi = 732ηTi (recalling (5.9) and (5.10)), the
intersection of six vertically-translated copies of the event
{ΨX;(νyi −µyi )/2(R
(η)
i ) ≤ 9y}
contains a translate of the event
{ΨBT([0, Ti)× [0, 21
16
ηTi)) ≤ 54y}
(as illustrated in Figure 5.3), and so also contains a translate of the event
{ΨBT([0, Ti)× [0, 5
4
Ti)) ≤ 54y + 7z}.
So, by the FKG inequality and (2.5),
P[ΨBT([0, Ti)× [0, 5
4
Ti)) ≤ 55y + 8z] ≥ p62 − o(1).
26 J. DING AND A. DUNLAP
Ti
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Fig 5.4: The red and blue crossings are guaranteed to be joined by the green
“X” shape, since the red and blue crossings must remain within the red and
blue boxes and end on the thick red and blue lines, respectively, while the
green “X” must have endpoints off of the thick green lines, which contain
the thick red and blue lines.
This completes the proof of the lemma in the case when λyi = ηTi/8, as long
as p3 ≤ p62 − o(1).
Case 2. Thus we can assume that λyi <
ηTi
8 , so assumption 1 holds, which
is to say that z ≥ w(η)i−1 and λyi ≤ 74λzi−1 and (5.8) holds at scale i − 1 with
weight z. Now consider R1 = R
(η)
i and R
2 = R
(η)
i + (Ti − Ti−1, 0), and
R˜ = R
(η)
i−1 +
(
Ti − Ti−1, 1
2
(ηTi − ηTi−1 + νi−1 − µi−1)
)
.
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Note that, since
ηTi − ηTi−1 + νi−1 − µi−1
2
+ ηTi−1 ≤ ηTi + ηTi−1
2
+ λi−1
≤ η
2
(Ti + Ti−1) +
η
8
Ti−1 ≤ η
2
(Ti +
3
4
Ti) +
3
32
ηTi < ηTi,
we have R˜ ⊂ R1 ∩ R2. Since νzi−1 − µzi−1 = 2(λzi−1 − µzi−1) ≥ 74λzi−1 ≥ λyi ,
the event
{ΨX;(νz
i−1−µzi−1)/2(R˜) ≤ 9z} ∩ {ΨL,0,λyi (R
1) ≤ y} ∩ {Ψ0,λyi ,R(R
2) ≤ y}
is contained in, up to coarse field error (i.e. the error bounded in (2.5)), the
event
{ΨLR([0, 2Ti − Ti−1)× [0, ηTi)) ≤ 2y + 9z},
since the crossings in the two larger rectangles must both intersect the “X”
shape in the smaller rectangle, as they both must end on an interval that
is contained in an interval that must be straddled by the endpoints of the
“X”. (See Figure 5.4.) Hence, by the FKG inequality and (2.5), we have
P[ΨLR([0, 2Ti − Ti−1)× [0, ηTi)) ≤ 3y + 10z]
≥ P[ΨX;(νzi−1−µzi−1)/2(R˜) ≤ 9z] ·P[ΨL,0,λyi (R
1) ≤ y]2 − o(1)
≥ p21P[ΨX;(νzi−1−µzi−1)/2(R˜) ≤ 9z] − o(1).
Now by Lemma 5.6, recalling our assumption that (5.8) holds at scale i− 1
with weight z, if γ is sufficiently small compared to p2, we have
P[ΨX;(νzi−1−µzi−1)/2(R˜) ≤ 9z] ≥ p2.
So
P[ΨLR([0, 5Ti/4) × [0, ηTi)) ≤ 4y + 11z]
≥ P [ΨLR([0, 2Ti − Ti−1)× [0, ηTi)) ≤ 3y + 10z] − o(1)
≥ p21p2/2 − o(1),
completing the proof of the lemma in the case when λyi < ηTi/8, as long as
p3 ≤ 12p21p2 − o(1).
Lemma 5.8. There are constants c1 and p4, depending only on p3, so
that the following holds. Let j ≥ i+8. Suppose that η ≤ 9/8, λw
(η)
j
j ≤ ηTi, γ
is sufficiently small compared to p3, and
(5.17) P [ΨLR([0, 5Ti/4) × [0, ηTi)) ≤ y] ≥ p3.
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Fig 5.5: Geometric construction in the proof of Lemma 5.8. The two red
crossings are connected by the blue circuit. (Again we omit the weight sub-
scripts.)
Then
P[ΨLR([0, 2Tj)× [0, ηTj)) ≤ 2w(η)j + c1y] ≥ p4 − oj−i(1).
Proof. Since j ≥ i + 8, we have Tj ≥ 16Ti, so λyj ≤ ηTi < ηTj/8, so by
statement 2 of Lemma 5.4, we have
(5.18) P
[
Ψ
L,0,λ
w
(η)
j
j
(R
(η)
j ) ≤ w(η)i
]
≥ p0/4
and
(5.19) P
[
Ψ
0,λ
w
(η)
j
j
,R
(R
(η)
j + (Tj , 0)) ≤ w(η)i
]
≥ p0/4.
Now we can build an annulus L, whose inner square has width ηTi and
whose outer square has width 3ηTi, inside R
(η)
j ∪ (R(η)j + (Tj , 0)), such that
L surrounds Tj ×
[
ηTj/2, ηTj/2 + λ
w
(η)
j
j
]
.
By (5.17), our upper bound on η, and Corollary 2.9, we have constants
c2 and p5, depending only on p3 and the facts that η is a constant amount
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less than 5/4 and that γ is sufficiently small, so that
P[ΨLR([0, 3ηTi)× [0, ηTi)) ≤ c2y] ≥ p5.
Let E denote the event that there is a circuit of Y
R
(η)
j ∪(R
(η)
j +(Tj ,0))
-weight at
most 5c2y around L, and let E1, E2, E3, E4 denote rotated and translated
copies of {ΨLR([0, 3ηTi) × [0, ηTi)) ≤ c2y} whose intersection, up to coarse
field error, contains E. Now P[Eα] = P[ΨLR([0, 3ηTi)×[0, ηTi)) ≤ c2y] ≥ p5,
and so, by the FKG inequality and (2.5), we have
(5.20) P[E] ≥ p45 − oj−i(1).
Since, up to coarse field error, we have
{ΨLR([0, 2Tj)× [0, ηTj)) ≤ 2w(η)j + 5c2y}
⊃ E ∩ {Ψ
L,0,λ
w
(η)
j
j
(R
(η)
j ) ≥ w(η)i } ∩ {Ψ
0,λ
w
(η)
j
j ,R
(R
(η)
j + (Tj , 0)) ≤ w(η)i }
(see Figure 5.5), the FKG inequality inequality, along with (5.18), (5.19),
and (5.20), tells us that
P[ΨLR([0, 2Tj)× [0, ηTj)) ≤ 3w(η)j + 5c2y] ≥ (p0/4)2(p5/2)4 − oj−i(1),
establishing the lemma with c1 = 5c2 and p4 = (p0/4)
2(p5/2)
4.
5.3. Multiscale analysis. We now turn to the multiscale analysis involved
in the proof of Theorem 5.1.
Lemma 5.9. Let c3 be so large that
(5.21) (1− p154 )⌊c3/4⌋ ≤ p0/8.
Suppose that η ≤ 256255 and that (5.17) holds for i and y. For any ∆ ≥ 6,
there is a j ∈ [i+∆, i+∆+ c3] so that, if γ is sufficiently small relative to
∆, then
(5.22) λ
21W
(η)
j +10c1y
j ≥ ηTi.
Proof. Let j˜ = i + ∆ + c3. Suppose for the sake of contradiction that,
for all i+∆ < j ≤ j˜, we have λw
(η)
j
j < ηTi, and moreover that we have
(5.23) λ
w
(η)
j˜
+2(10W
j˜
+5c1y)
j˜
< ηTi.
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Then Lemma 5.8 implies that
P[ΨLR([0, 2Tj)× [0, ηTj)) ≤ 2w(η)j + c1y] ≥ p4 − o∆(1)
for each i+∆ < j ≤ j˜. By Corollary 2.9, this yields
(5.24) P[ΨLR([0, 3ηTj)× [0, ηTj)) ≤ 10w(η)j + 5c1y] ≥ p54 − o∆(1).
Let
J1 = {ΨL,0,ηTi(R(η)j˜ ) ≤ w
(η)
j˜
} and
J2 = {ΨL,ηTi,ηTj˜/2(R
(η)
j˜
) ≤ w(η)
j˜
+ 2(10Wj˜ + 5c1y)}.
Then (5.23) and Lemma 5.4(2) imply that we have
(5.25) P[J1]−P[J2] ≥ p0/4.
Let E be the event that there is a path in R
(η)
j˜
of weight at most 2(10Wj˜ +
5c1y), from {Tj˜ − 1} × [ηTj˜/2 + ηTi, ηTj˜ ] to {Tj − 1} × [0, ηTj/2]. Note that
J1 ∩ E ⊂ J2, so
(5.26) P[J2] ≥ P[J1 ∩ E] ≥ P[J1]P[E]
by the FKG inequality. Combining (5.25) and (5.26), we get that
(5.27) P[Ec] ≥ P[J1]P[Ec] ≥ p0/4.
For each i+∆ ≤ j < j˜ such that j ∈ 4Z, let Ej1, Ej2 , Ej3 be the events that
there are hard crossings—of weight at most 10w
(η)
j + 5c1y—in respectively,
three rectangles of shorter side-length ηTj and longer side-length 3ηTj , that
together form a “C” shape connecting {Tj˜ −1}× [ηTj˜/2+ηTi, ηTj˜) to {Tj˜−
1} × [0, ηTj/2), and which moreover are chosen so that the blow-ups of the
rectangles only intersect other rectangles corresponding to the same j. The
setup is illustrated in Figure 5.6.
By (5.24) we have
P[Ejα] ≥ p54 − o∆(1).
Let E˜j1, E˜
j
2, E˜
j
3 be defined in the same way as E
j
1, E
j
2 , E
j
3, except with the
requirement that the Y
R
(η)
j˜
-weight of the paths be at most 2(10w
(η)
j +5c1y),
rather than that the weight of the paths with respect to the GFF in their
own rectangles be at most 10w
(η)
j + 5c1y.
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Fig 5.6: Geometric construction in the proof of Lemma 5.9. (In reality there
would be many more half-annuli!)
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For each j, we have that E˜j1 ∩ E˜j2 ∩ E˜j3 ⊂ E. Let Z = maxα,j,xW
j
α(x), where
W jα is the coarse field correction term for the rectangle in E
j
α as in (2.5).
Now note that E˜j1 ∩ E˜j2 ∩ E˜j3 ⊃ Ej1 ∩Ej2 ∩Ej3 ∩ {Z ≤ 2}, so we can compute,
using the independence of the fine fields,
P[Ec] ≤ P
 ⋂
i+∆≤j<j˜
j∈4Z
(E˜j1 ∩ E˜j2 ∩ E˜j3)c

≤ P
 ⋂
i+∆≤j<j˜
j∈4Z
(
(Ej1 ∩Ej2 ∩Ej3)c ∪ {Z > 2}
)
≤ o∆(1) +
∏
i+∆≤j<j˜
j∈4Z
(1−P[Ej1 ∩Ej2 ∩ Ej3])
≤
∏
i+∆≤j<j˜
j∈4Z
(1−P[Ej1 ]3) + o∆(1)
≤ (1− p154 )⌊c3/4⌋ + o∆(1).
Now if γ is small enough (relative to ∆), then combined with (5.21) this
implies that P[Ec] < p0/4, contradicting (5.27). So either, for some i+∆ <
j ≤ j˜, we have λw
(η)
j
j ≥ ηTi, or else we have λ
w
(η)
j˜
+2(10W
(η)
j˜
+5c1y)
j˜
≥ ηTi,
implying (5.22) in any case.
Lemma 5.10. Write f(k) = λykk for some sequence yk ≥ w(η)k . Suppose
that f(k0) ≥ aηTk0 . Then if c is so large that
(
7
4
)c 1√
2
c−1 >
1
a , then there is
a k ∈ (k0, k0 + c] so that f(k) ≤ 74f(k − 1) and f(k − 1) ≥ aηTk−1.
Proof. If f(k) ≥ 74f(k − 1) for all k0 < k ≤ k0 + c, then we have
(using (5.4))
1
2
ηTk0+c ≥ f(k0 + c) ≥ (7/4)c aηTk0 ≥ (7/4)c aη
1√
2
c+1Tk0+c,
contradicting our assumption on c. Therefore, there is some k ∈ (k0, k0 + c]
so that f(k) ≤ 74f(k − 1). Moreover, if we choose the first such k, then we
have
f(j)
Tj
≥ 7
4
· f(j − 1)
Tj
≥ 7
4
· f(j − 1)
3Tj−1/2
≥ f(j − 1)
Tj−1
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for all k0 < j < k, so by induction we have f(k − 1) ≥ aηTk−1.
Lemma 5.11. Let c5 = max{1386, 660c1}. Fix ∆ ≥ 6 and suppose that
(5.28) 1 < η ≤ 1 + 1
32
√
2
∆+c3+1
.
Then if γ is sufficiently small relative to ∆, then there is a χ(∆) ≥ ∆ so
that if (5.17) holds for i and y, then there is a k ∈ [i+∆, i+ χ(∆)] so that
(5.17) holds for i = k and y = c5(W
(η)
k + y).
Proof. By Lemma 5.9, there is a j ∈ [i +∆, i +∆ + c3] so that (using
(5.4)) we have λ
21W
(η)
j +10c1y
j ≥ ηTi ≥ ηTj√2∆+c3+1 . Let ξ(∆) be so large that
(7/4)ξ(∆)√
2
ξ(∆)−1 >
√
2
∆+c3+1
. Then if we put f(k) = λ
11eW
(η)
k
+5ec1y
k and let χ(∆) =
ξ(∆) + c3, by Lemma 5.10 there is some k ∈ (j, j + ξ(∆)] ⊂ [i+∆, i+∆+
c3 + ξ(∆)] = [i+∆, i+ χ(∆)] so that
λ
21W
(η)
k
+10c1y
k ≤
7
4
λ
21W
(η)
k−1+10c1y
k−1
and
1
32
λ
21W
(η)
k−1+10c1y
k−1 ≥
ηTk−1
32
√
2
∆+c3+1
≥ Tk−1
32
√
2
∆+c3+1
> (η − 1)Tk−1,
with the last inequality by (5.28). Thus the hypotheses of Lemma 5.7 hold
with i = k, y = 21W
(η)
k + 10c1y, and z = 21W
(η)
k−1 + 10c1y (where the
left-hand sides are in the notation of the statement of Lemma 5.7 and the
right-hand sides are in the notation of the present proof). This means that
P[ΨLR([0,
5Tk
4 )× [0, ηTk)) ≥ 55(21W
(η)
k +10c1y)+11(21W
(η)
k−1+10c1y)] ≥ p3,
which is to say that (5.17) holds with y = c5(W
(η)
k + y) (where again the
left-hand side is in the notation of (5.17) and the right-hand side is in the
present notation).
Lemma 5.12. Fix ∆ ≥ 6 and suppose that η − 1 ≤ 2−(∆+c3+7). Then
there is an increasing sequence 1 = i1, i2, i3, . . . so that
(5.29) ir+1 ∈ [ir +∆, ir + χ(∆)],
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and, for each r, (5.17) holds for i = ir and
(5.30) y =
r∑
s=1
cr+1−s5 (W
(η)
is
∨ y∗1),
where we recall that y∗1 is defined to be the quantity satisfying (5.6).
Proof. According to (5.6), we have λ
y∗1
1 = ηT1/8. This means that
Lemma 5.7 applies, so (5.17) holds for i = 1 and y = 42y∗1 . In other words,
if we put i1 = 1, then the conclusion of the lemma holds for r = 1.
Now we claim that once we have chosen a suitable ir, then we can also
choose a suitable ir+1. Indeed, if (5.17) holds for i = ir and
y =
r∑
s=1
cr+1−s5 (W
(η)
is
∨ y∗1),
then Lemma 5.11 implies that there is an ir+1 ∈ [ir + ∆, ir + χ(∆)] so
that (5.17) holds for i = ir+1 and
y = c5
(
Wir+1 +
r∑
s=1
cr+1−s5 (W
(η)
is
∨ y∗1)
)
≤
r+1∑
s=1
cr+2−s5 (W
(η)
is
∨ y∗1),
hence for y =
∑r+1
s=1 c
r+2−s
5 (W
(η)
is
∨ y∗1) as well. This finishes the inductive
step of the proof of the lemma.
The next lemma uses the fact that our desired results at a given scale im-
ply the same results at constant multiples of the scale to extend Lemma 5.12
to all scales, and also to better-shaped boxes.
Lemma 5.13. Fix ∆ ≥ 6 and suppose that η− 1 ≤ 2−(∆+c3+7). We have
constants p(∆) and C(∆) so that for each i ≥ 1, we have
Θhard(Ri) [p(∆)] ≤ C(∆)
⌊i/∆⌋∑
j=0
cj5(W
(η)
i−1−j∆ ∨ y∗1).
Proof. By Lemma 5.12, there is an ir so that i− 1− χ(∆) ≤ ir ≤ i− 1
and
(5.31) P[ΨLR([0, 5Tir/4) × [0, ηTir )) ≤ yr] ≥ p3,
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where
yr =
r∑
α=1
cr+1−α5 (W
(η)
iα
∨ y∗1).
Note that (5.29) implies that, for each α, we have iq ≤ ir − (r − α)∆. This
means that
yr ≤
r∑
α=1
cr+1−α5 (W
(η)
ir−(r−α)∆ ∨ y
∗
1) =
r−1∑
j=0
cj+15 (W
(η)
ir−j∆ ∨ y∗1)
≤
r−1∑
j=0
cj+15 (W
(η)
i−1−j∆ ∨ y∗1).
Now Corollary 2.9 and (2.5) imply the desired result.
We are finally ready to prove our RSW result.
Proof of Theorem 5.1. Choose κ so large that
aκpl <
1
4c5
and(5.32)
c
1
2κ
5 < 1/apl.(5.33)
Put ∆ = ⌈2κ⌉ and apply Lemma 5.13. Fix η as in the statement of that
lemma; then we have
Θhard(Ri)[p(∆)]
(5.34)
≤ C(∆)
⌊ i
2κ
⌋∑
j=0
cj5(W
(η)
i−1−j∆ ∨ y∗1)
≤ Cstr(η)C(∆)
⌊ i
2κ
⌋∑
j=0
cj5
(
max
α≤i−1−j∆
Θeasy(Rα)[pstr(η)] ∨ y∗1
)
≤ Cstr(η)C(∆)
⌊ i
2κ
⌋∑
j=0
cj5 max
α≤i−1−j∆
Θeasy(Rα)[pstr(η)] + C3y
∗
1
⌊ i
2κ
⌋∑
j=0
cj5,
with the second inequality by Corollary 5.3.
Our goal is to relate the sums in (5.34) to a quantile of an easy crossing
of Ri, and our primary tool will be the a priori power-law lower bound
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of sufficiently small crossing quantiles given in Proposition 4.11. However,
Proposition 4.11 only relates very small quantiles, and the quantiles in (5.34)
(coming from Corollary 5.3) are very large. This is the reason for the as-
sumption (5.2): by applying (3.2), this assumption lets us relate very small
and very large quantiles, assuming δ is chosen sufficiently small.
Now we put this plan into action. For each j, we have
max
α≤i−1−j∆
Θeasy(Rα)[pstr(η)] ≤ C max
α≤i−1−j∆
Θeasy(Rα)[ppl]
(with ppl as in Proposition 4.11) by (5.2) and (3.2), choosing δ small enough
(depending on pstr and ppl) so that the necessary assumptions hold. But
then by Proposition 4.11, we have
max
α≤i−1−j∆
Θeasy(Rα)[pstr(η)] ≤ CCplaj∆+1pl ·Θeasy(Ri)[qpl].
This gives us
⌊ i
2κ
⌋∑
j=0
cj5 max
α≤i−1−j∆
Θeasy(Rα)[pstr(η)] ≤ CCplΘeasy(Ri)[q]
⌊ i
2κ
⌋∑
j=0
cj5a
j∆+1
pl(5.35)
≤ C ′Θeasy(Ri)[q],
where in the last inequality we use (5.32). Moreover, we have
(5.36)
⌊ i
2κ
⌋∑
j=0
cj5 ≤
c
i
2κ
+1
5 − 1
c5 − 1 ≤ C
′′Θeasy(Ri)[q],
with the last inequality by (5.33) and Proposition 4.11.
Now choose
pRSW ≤ min{p(∆), ppl, (32 · d2p)−2}.
Plugging (5.35) and (5.36) into (5.34), we obtain that (5.1) holds and that
Θhard(RS)[pRSW] ≤ Θhard(RS)[p(∆)]
≤ C ′′′Θeasy(RS)[q]
≤ C ′′′Θeasy(RS)[pRSW].
Here, the second inequality is by (3.2) and (5.2) as long as δ is sufficiently
small compared to pRSW .
6. Upper bounds on FPP distance and geodesic length. In this
section we derive upper bounds on the crossing distance, geodesic length,
and box diameter.
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6.1. Crossing distance upper bound. We want to derive a right-tail bound
on the crossing distance in terms of the hard crossing distance at a smaller
scale. We show this by showing that hard crossings from smaller scales can
be glued together to get a crossing at a larger scale, and that there are many
nearly-independent opportunities for this to happen, so we get good control
on the right tail of the crossing distance.
Let R = [0,KS)× [0, LS). Let C = [0, S)2 and A = [0, S)× [0, 2S). Index
the dyadic subboxes of R having side length S by row and column according
to the following layout:
C11 · · · C1L
...
. . .
...
CK1 · · · CKL
Proposition 6.1. If u > 0, we have
(6.1) P[ΨLR(R) ≥ 2uKEΨhard(A)] ≤ u−L/3 + oK,L(1).
Moreover, if u ≥ u0 (defined in (2.6)), then we have
(6.2) P[ΨLR(R) ≥ 2uKEΨhard(A)] ≤ u−L/4+exp
(
−ω(1) · (log u)
2
log(K ∨ L)
)
.
Finally, as long as L ≥ 10 we have
(6.3) EΨLR(R)
3 ≤ OK,L(1)(EΨhard(A)2)3/2.
Proof. For each 0 ≤ j ≤ L − 1 such that 3 | j, let Ψj = ΨLR((0, jS) +
[0,KS) × [0, S)). (Note here that (0, jS) is a point in Z2, not an open
interval.) Then for each j, by (2.5) and the strategy illustrated in Figure 2.1
we have
Ψj ≤
K−1∑
i=1
Ψhard(Cj,i ∪ Cj,i+1) +
K−1∑
i=2
Ψhard(Cj,i ∪ Cj±1,i).
Thus we have
(6.4) EΨj ≤ (1 + oK,L(1))(2K − 3)EΨhard(A) ≤ 2KEΨhard(A)
as long as γ is sufficiently small compared to K and L. Applying Markov’s
inequality gives us
P[Ψj ≥ 2uKEΨhard(A)] ≤ 1/u.
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Since up to coarse field error we have ΨLR(R) ≤ minj Ψj , and the set {Ψj |
0 ≤ j ≤ L − 1 and 3 divides j} is independent, we have (6.1) by (2.5) and
(6.2) by (2.6) and the assumption that u ≥ u0. Finally, the Cauchy–Schwarz
inequality and Lemma 6.2 below give us
(6.5) EΨLR(R)
3 ≤ OK,L(1) · (EΨ2j)3/2 ≤ OK,L(1)(EΨhard(A)2)3/2
as long as L ≥ 10.
Lemma 6.2. Let Y1, . . . , Yk be iid random variables such that that µ =
EYi < ∞. Let Z = min{Y1, . . . , Yk}. Then for any a < k, we have EZa ≤(
1 + ak−a
)
µa.
Proof. Simply compute
EZa =
∫ ∞
0
P(Y a ≥ u) du =
∫ ∞
0
P(Y1 ≥ u1/a)k du
≤
∫ ∞
0
(
1 ∧ µ
u1/a
)k
du =
(
1 +
a
k − a
)
µa.
Corollary 6.3 (of Proposition 6.1). If γ is sufficiently small, then there
are constants C <∞ and bpl = 1 + o(1) so that for any K and S we have
EΨhard([0, 2
rS)× [0, 2r+1S)) ≤ CbrplEΨhard([0, S) × [0, 2S)).
Moreover, bpl can be made arbitrarily close to 1 by making γ sufficiently
small.
Proof. By (6.4), in the notation of Proposition 6.1 we have EΨhard(R) ≤
(2 + oK,L(1))KEΨhard(A). The statement then follows by induction on the
scale after choosing K,L sufficiently large and γ sufficiently small.
6.2. Expected geodesic length upper bound. Let R = [0,KS) × [0, LS)
with K = 2k and L = 2l. Let A = [0, S) × [0, 2S). We want to show that
a left–right crossing of R will typically not enter too many dyadic S × S
subboxes of R. Our strategy will be to show that a path that enters many
boxes will likely have a higher weight than the tail-bound value obtained
from the “default” paths in Proposition 6.1. Recall the notationM•;S defined
in Subsection 2.1.2.
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Proposition 6.4. For any u > 0 and p ∈ (0, 1), we have
P
[
MLR;S(R) ≥ Kmax
{
1, 4uu0cPD
EΨhard(A)
Θeasy(A)[p]
}]
≤ u−L/3 + CpL
(
2d2p
√
p
)K
+ oK,L(1).
Proof. By Proposition 6.1, with probability at least 1−u−L/3−oK,L(1),
we have
ΨLR(R) ≤ 2uKEΨhard(A).
On the other hand, by Proposition 4.9 and Proposition 4.4, with probability
at least 1− CpL
(
2d2p
√
p
)N − oK,L(1) we have
min
‖pi‖S≥cPDN
ψ(pi;YR) >
N
2u0
Θeasy(A)[p].
Thus if
N
2u0
Θeasy(A)[p] ≥ 2uKEΨhard(A),
then with probability at least 1−u−L/3−CpL
(
2d2p
√
p
)N −oK,L(1), we have
MLR;S(R) ≤ cPDN. Putting
N = Kmax
{
1, 4u0u
EΨhard(A)
Θeasy(A)[p]
}
yields the desired result.
Proposition 6.5. There is a δ0 > 0 and a CCL > 0 so that the following
holds. If CV2(Ψeasy(E)) < δRSW whenever E ⊆ [0, S) × [0, 2S) has aspect
ratio between 1/2 and 2 inclusive, and CV2(Ψhard(A)) < δ < δ0, then we
have
EMLR;S(R) ≤ K
(
CCL + L
[
2−L/3 + CpL
(
2d2p
√
pRSW
)K])
+ oK,L(1).
Remark 6.6. Note that (5.1) implies that the third term decays geo-
metrically as K →∞.
Proof. Putting p = pRSW in the previous lemma, we have, for any u > 0,
EMLR;S(R) ≤ Kmax
{
1, 4u0ucPD
EΨhard(A)
Θeasy(A)[pRSW]
}
+KL
[
u−L/3 + CpL
(
2d2p
√
pRSW
)K]
+ oK,L(1).
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Then, since our assumption implies that the hypothesis of Theorem 5.1 holds
at scale S, putting u = 2 we obtain
EMLR;S(R) ≤ Kmax
{
1, 8u0cPD
EΨhard(A)
Θeasy(A)[pRSW]
}
+KL
[
2−L/3 + CpL
(
2d2p
√
pRSW
)K]
+ oK,L(1)
≤ Kmax
{
1, 8u0cPDCRSW
EΨhard(A)
Θhard(A)[pRSW]
}
+KL
[
2−L/3 + CpL
(
2d2p
√
pRSW
)K]
+ oK,L(1).
Finally, using the assumption that CV2(Ψhard(A)) < δ, if δ is chosen suffi-
ciently small compared to pRSW, Chebyshev’s inequality (or (3.1)) implies
the result.
6.3. Diameter upper bound. We now turn our attention to the problem
of estimating the point-to-point distance between two points in a box, using
a chaining argument to take advantage of our good tail bound established
in Proposition 6.1.
Fix a scale S = 2s. Let R = [0, S) × [0, 2S). For t ∈ [0, s] and (i, j) ∈
[0, 2t)2, put
Rt;i,j =
{
(i · 2s−t, 2 · j · 2s−t) + [0, 2s−t)× [0, 2 · 2s−t) t even
(2 · i · 2s−t, j · 2s−t) + [0, 2 · 2s−t)× [0, 2s−t) t odd.
For convenience, put At = Rt;0,0.
Proposition 6.7. There is a δ = δdiam > 0 and Cdiam < ∞, indepen-
dent of the scale S, so that the following holds. If
(6.6) CV2(Ψhard(At)) < δ
for all t ≥ 0, and
(6.7) CV2(Ψeasy(A)) < δRSW
for all A ⊆ R of aspect ratio between 1/2 and 2, inclusive, then, for any
α ∈ N we have a C(α) ≥ 0 so that, as long as γ is sufficiently small and u
is sufficiently large (both compared to α),
P (Ψmax(R) ≥ uΘeasy(R)[qpl]) ≤ C(α)u−α.
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(a) Using two hard cross-
ings at each scale to connect
to any two points.
(b) The chaining argument
takes the maximum of the
hard crossings at each scale.
Fig 6.1
Proof. Let L ∈ N be fixed but chosen later. By our crossing distance
tail bound (6.2), applied with L = 2l, K = 2L, and a union bound, for all
u ≥ u0 we have
(6.8)
P
[
max
(i,j)∈[0,2t)2
Ψhard(Rt;i,j) ≥ 4uLEΨhard(At+l)
]
≤ (1 + oL(1)) · 4t · u−L/4,
Now we know that, if (6.6) holds and δ is sufficiently small (compared to
pRSW), then by (3.1), Theorem 5.1 (noting the hypothesis (6.7)), and Propo-
sition 4.11 (recalling (5.1)) there is a constant C1 (depending on δ) so that
we have
(6.9) EΨhard(At+l) ≤ C1Θhard(At+l)[pRSW]
≤ C1CRSWΘeasy(At+l)[pRSW] ≤ C1CplCRSWat+lpl Θeasy(R)[qpl].
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Combining (6.8) and (6.9) and putting C = C1CplCRSW, we get
P
[
max
(i,j)∈[0,2t)2
Ψhard(Rt;i,j) ≥ 4CuLa
t+l
2
pl Θeasy(R)[qpl]
]
≤ (1 + oL(1)) · 4t · u−L/4 · aL(t+l)/8pl .
Using (2.6), we derive
(1 + oL(1))
−1P
[
max
(i,j)∈[0,2t)2
Ψhard(Rt;i,j ;YR) ≥ 8CuLa
1
4
(t+l)
pl Θeasy(R)[qpl]
]
≤ 4tu−L/8aL(t+l)/8pl + 4t exp
−ω(1)
(
log
(
ua
− t+l
4
pl
)))2
log 4t

≤ u−L/8
[
4ta
L(t+l)/8
pl + exp
(
t log 4− ωL(1) log u− ωL(1)(t+ l)
2
t
)]
.
If we choose L so large and γ so small that the term is brackets is summable
in t, then we can conclude using a union bound that
(6.10) P
[
(∃t) max
(i,j)∈[0,2t)2
Ψhard(Rt;i,j ;YR) ≥ 8CuLa
1
4
(t+l)
pl Θeasy(R)[qpl]
]
= OL(1)u
−L/8.
Now for x ∈ R and t ∈ [0, s), let Rt(x) be the Rt;i,j containing x. Then
Ψx,y(R) ≤
∑
t∈[0,s]
Ψhard(Rt(x);YR) +
∑
t∈[1,s]
Ψhard(Rt(y);YR).
(See Figure 6.1a.) This means that
Ψmax(R) ≤ 2
∑
t∈[0,s]
max
(i,j)∈[0,2t)2
Ψhard(Rt;i,j ;YR);
this is the chaining argument illustrated in Figure 6.1b. Applying (6.10),
this implies
P
[
Ψmax(R) ≥ 8CuLΘeasy(R)[qpl]
s∑
t=0
a
1
4
(t+l)
pl
]
≤ OL(1)u−L/8.
The sum is bounded so we obtain
P [Ψmax(R) ≥ uΘeasy(R)[qpl]] ≤ OL(1)u−L/8,
and the result follows since L can be chosen to be arbitrarily large.
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7. Variation upper bounds. In this section we prove an inductive
upper bound on the variance of the crossing distance in a rectangle, which we
combine with our lower bounds on the expectation of the crossing distance
in order to prove Theorem 3.1.
7.1. Variance of the crossing distance. Our goal in this section is to prove
the following bound on the variance of the left-right crossing distance of a
rectangle. Let R = [0,KS)× [0, LS).
Theorem 7.1. For any β > 0, there is a δ = δVar > 0 and a constant
CVar <∞ so that if S,K,L are sufficiently large and γ is sufficiently small
(independent of the scale S), and CV2(Ψeasy(A)) < δ whenever A ⊆ [0, 3S)2
has aspect ratio between 1/2 and 2 inclusive, then
(7.1) (1− oK,L(1))Var(ΨLR(R))− oK,L(1) (EΨLR(R))2
≤ CVarKL2/β
(
EΨeasy([0, 3S)
2)
)2
.
The proof of Theorem 7.1 will be be based on the following standard
Efron–Stein inequality[42], which we quote here for reference.
Theorem 7.2 (Efron–Stein). Let X1, . . . ,Xr,X
′
1, . . . ,X
′
r be independent
random variables so that Xj and X
′
j are identically distributed for each j,
and f : Rr → R. Then
Var(f(X1, . . . ,Xr))
≤ 1
2
r∑
j=1
E
(
f(X1, . . . ,Xr)− f(X1, . . . ,Xj−1,X ′j ,Xj+1, . . . ,Xr)
)2
.
To apply Efron–Stein, we need a way to write our field as a function of
many independent variables, each of which has only a small effect on the
weight of a crossing. We can divide R into 9KL disjoint dyadic S × S sub-
boxes, which we will label C1, . . . ,C9KL in arbitrary order. Write YR as a
function of independent random variables Z1, . . . , Z9KL as in Criterion 2.5.
For i = 1, . . . , 9KL, write Y Ci for the field Y with Zi resampled. Theorem 7.2
implies that
(7.2) Var(ΨLR(R)) ≤ 1
2
9KL∑
i=1
E[ΨLR(R)−ΨLR(R;Y Ci)]2.
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We will bound the terms on the right-hand side of (7.2) individually in
Lemma 7.4. But first we need the following lemma about the effect of re-
sampling a box on the field distant from that box. Let Di = Ci ∩ R and
Ξ(x, i) = Y Ci(x)− Y (x).
Lemma 7.3. Define Ξ∗(i) = supx∈B\Di Ξ(x, i). Then for any a ≥ 1, there
is a constant Ca (as always, independent of the scale) so that E|Ξ∗(i)|a ≤ Ca.
Proof. The Borell–TIS inequality (see, for example, [27, Theorem 7.1],
[6, Theorem 6.1] or [1, Theorem 2.1]), applied in light of (2.2), tells us that
there is a constant C so that
P(|Ξ∗(i) −EΞ∗(i)| ≥ u) ≤ 2e− u
2
2C .
Thus we are done as long as we can bound Ξ∗(i) by a constant independent
of the scale. We do this using Fernique’s inequality. By (2.3) we have a
constant C so that
Var(Ξ(x, i)− Ξ(y, i)) ≤ CS
2
[(K ∧ L)S]4 ‖x− y‖
2 =
C‖x− y‖2
(K ∧ L)4S2 .
Therefore, for a typical point x, we have by Fernique’s inequality ([19], [1,
Theorem 4.1], or [6, Theorem 6.6], as applied in [8, Lemma 3.5]) that there
exists a constant C ′, independent of S, so that EΞ∗(i) ≤ C ′.
Lemma 7.4. For each i, let Ei be the event that piLR(R)∩Di 6= ∅. Then
we have
(7.3) E
[
ΨLR(R;Y
Ci)−ΨLR(R)
]2 ≤ 4E(Ψ∂(Di;Y Ci)1Ei)2
+ oK,L(1)EΨhard([0, S) × [0, 2S))2.
Proof. To begin, note that since Y and Y Ci are exchangeable, we have
(7.4) E[ΨLR(R) −ΨLR(R;Y Ci)]2 = 2E[0 ∨ (ΨLR(R)−ΨLR(R;Y Ci))]2.
Let pi = piLR(R). On the occurrence of Ei, put pi = pi0 ∪ pi1, where pi0 is the
part of pi between the first time pi enters Di and the last time pi exits Di,
and pi1 is the (generally non-contiguous) set of all other vertices of pi.
Note that
ΨLR(R;Y
Ci) = inf
pi′
∑
x∈pi′
exp(γY Ci(x)),
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where pi′ ranges over all left–right crossings of R. We claim that
(7.5) ΨLR(R;Y
Ci)−ΨLR(R) ≤
∑
x∈pi1
eγY (x)[eγΞ(x,i) − 1] + Ψ∂(Di;Y Ci)1Ei .
We prove (7.5) by considering separately the situations in which Ei does
and does not occur.
Case 1. On the event Ei, we have
ΨLR(R;Y
Ci) = inf
pi′
∑
x∈pi′
exp(γY Ci(x)) ≤ ψ(pi0;Y Ci) + Ψx∗,y∗(Di;Y Ci),
where pi′ ranges over all left–right crossings of R and x∗ and y∗ are the first
and last vertices of pi1, respectively. Therefore,
ΨLR(R;Y
Ci)−ΨLR(R;Y )
≤ ψ(pi1;Y Ci) + Ψx∗,y∗(Di;Y Ci)− ψ(pi1;Y )− ψ(pi0;Y )
≤ ψ(pi1;Y Ci) + Ψ∂(Di;Y Ci)− ψ(pi1;Y )
≤ Ψ∂(Di;Y Ci) +
∑
x∈pi1
eγY (x)[1− eγΞ(x,i)].
Case 2. If Ei does not occur, then we note that since pi is a path not
passing through Di,
ψ(pi;Y )− ψ(pi;Y Ci) =
∑
x∈pi
[eγY (x) − eγY Ci (x)] =
∑
x∈pi
[eγY (x) − eγY Ci(x)]
=
∑
x∈pi
eγY (x)[1− eγΞ(x,i)],
so we can write
inf
pi′
∑
x∈pi′
exp(γY Ci(x)) ≤
∑
x∈pi
exp(γY Ci(x)) = ΨLR(R)+
∑
x∈pi
eγY (x)[1−eγΞ(x,i)].
The two cases together imply (7.5). Now, combining (7.4) and (7.5), we
have
E[[ΨLR(R)−ΨLR(R;Y Ci)] ∨ 0]2
≤ E
[∑
x∈pi1
eγY (x)[[eγΞ(x,i) − 1] ∨ 0] + Ψ∂(Di;Y Ci)1Ei
]2
≤ 2E
(∑
x∈pi1
eγY (x)[[eγΞ(x,i) − 1] ∨ 0]
)2
+ 2E
(
Ψ∂(Di;Y
Ci)21Ei
)
.
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Considering the first term further, we have∑
x∈pi1
eγY (x)[[eγΞ(x,i) − 1] ∨ 0] ≤ ΨLR(R) · sup
x∈R\Ci
[[eγΞ
∗
i − 1] ∨ 0],
where Ξ∗i = sup
x∈R\Ci
Ξ(x, i). By Ho¨lder’s inequality, we have
E
[
ΨLR(R) · sup
x∈R\Ci
[[eγΞ
∗
i − 1] ∨ 0]
]2
≤
(
E sup
x∈R\Ci
[[eγΞ
∗
i − 1]3/2 ∨ 0]
)4/3 (
EΨLR(R)
3
)2/3
≤ oK,L(1)EΨhard([0, S) × [0, 2S))2.
with the second inequality by (6.5) and Lemma 7.3. Then (7.3) follows.
Now we can prove our variance bound.
Proof of Theorem 7.1. Let q′ ∈ (qpl, 1). Note that we can split the
event Ψ∂(Di;Y
Ci)21Ei into cases as follows:
Ψ∂(Di;Y
Ci)21Ei(7.6)
= Ψ∂(Di;Y
Ci)21Ei1{Ψ∂(Di;Y Ci) ≥ uΘeasy(Di;Y Ci)[q′]}
+Ψ∂(Di;Y
Ci)21Ei1{Ψ∂(Di;Y Ci) < uΘeasy(Di;Y Ci)[q′]}
≤ Ψ∂(Di;Y Ci)21{Ψ∂(Di;Y Ci) ≥ uΘeasy(Di;Y Ci)[q′]}
+ u2Θeasy(Di;Y
Ci)[q′]21Ei .
Moreover, we have by (2.5) and Proposition 6.7, as long as u is sufficiently
large,
E
[
Ψ∂(Di;Y
Ci)21{Ψ∂(Di;Y Ci) ≥ uΘeasy(Di;Y Ci)[q′]}
]
(7.7)
≤ (1 + o(1))E [Ψ∂(Di)21{Ψ∂(Di) ≥ 12uΘeasy(Di)[qpl]}]
≤ Oα(1) ·Θeasy(Di)[qpl]2 ·
∫ ∞
u/2
v2−α dv
= Oα(1) ·Θeasy(Di)[qpl]2 · u3−α.
Also, by (3.2), as long as δ is sufficiently small we have
(7.8) Θeasy(Di;Y
Ci)[q′]2 ≤ O(1) ·Θeasy(Di;Y Ci)[qpl]2.
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Combining Lemma 7.4, (7.6), (7.7), (7.8), and Proposition 6.5, and assuming
that K and L are sufficiently large and δ, γ sufficiently small, we have
1
2
9KL∑
i=1
E[ΨLR(R;Y )−ΨLR(R;Y Ci)]2
≤ 1
2
9KL∑
i=1
4
(
E
(
Ψ∂(Di;Y
Ci)21Ei
)
+ oK,L(1)EΨLR(R)
2
)
≤
9KL∑
i=1
Oα(1)Θeasy(Di)[qpl]
2u3−α +
1
2
u2Θeasy([0, 3S)
2)[qpl]
2EMLR;S(R)
+ oK,L(1)EΨhard([0, S) × [0, 2S))2
≤ Oβ(1)KLΘeasy([0, 3S)2)[qpl]2u−β +CCLKu2Θeasy([0, 3S)2)[qpl]2
+ oK,L(1)EΨhard([0, S) × [0, 2S))2,
where β = α− 3. Then if we put u = L1/β, then we obtain
VarΨLR(R) ≤ 1
2
9KL∑
i=1
E[ΨLR(R) −ΨLR(R;Y Ci)]2
≤ KΘeasy([0, 3S)2)[qpl]2[CCLL2/β +Oβ(1)]
+ oK,L(1)EΨhard([0, S) × [0, 2S))2.
Then (7.1) follows from another application of (3.1), along with the hypoth-
esis on the coefficient of variation and Theorem 5.1 and Lemma 3.2 to bound
the last term in the last equation.
7.2. Coefficient of variation. Armed with our inductive upper bound on
crossing distance variance from the previous subsection, and inductive lower
bound on expected crossing distance from Section 4, we are now ready to
work towards a proof of Theorem 3.1 by induction.
Lemma 7.5. There is a δ0 > 0 so that if 0 < δ < δ0 then the following
holds. Fix a scale S = 2s. Suppose that
CV2(ΨLR(A)) < δ
for all A ⊆ [0, S)× [0, 2S) of aspect ratio between 1/2 and 2, inclusive. If K
is sufficiently large compared to δ and K/2 ≤ L ≤ 2K and γ is sufficiently
small compared to δ, K, and L, then if R = [0,KS) × [0, LS), we have
CV2(ΨLR(R)) < δ.
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Proof. By Theorem 7.1, if K and L are sufficiently large, we have
(1− oK,L(1)) · Var(ΨLR(R)) − oK,L(1) (EΨLR(R))2
≤ CVar ·K · L2/β ·
(
EΨeasy([0, 3S)
2;Y Ci)
)2
.
Moreover, by Corollary 4.10, we have
EΨLR(R) ≥ K
2u0
Θeasy(A)[pRSW] ·
(
1− CpL
(
2d2p
√
pRSW
)K − oK,L(1)) ,
so (again recalling (5.1)) if K and L are sufficiently large and γ is sufficiently
small then we have
EΨLR(R) ≥ K
4u0
Θeasy(A)[pRSW].
Therefore, we have a constant C so that
CV2(ΨLR(R)) =
Var(ΨLR(R))
(EΨLR(R))
2
≤ CVarKL
2/β (EΨeasy(A))
2
(1− oK,L(1)) ·K2 (Θeasy(A)[pRSW]) + oK,L(1)
≤ CL
2/β
K
+ oK,L(1).
If we choose K sufficiently large compared to δ, and β sufficiently large, then
this yields CV2(ΨLR(R)) < δ for all K/2 ≤ L ≤ 2K.
Lemma 7.6. For a fixed scale S0, we have CV
2(ΨLR(A)) = oS0(1) for
all A ⊂ [0, S0)× [0, 2S0).
Proof. Without loss of generality, let A = [0, S] × [0, T ]. We note that
ΨLR(A) ≤ ψ(pi0;YA), where pi0 is a straight-line path across A. Therefore,
EΨLR(A)
2 ≤ Eψ(pi0;YA)2 = S2 + oS0(1).
On the other hand,
ΨLR(A) ≥ Smin
x∈A
exp(γY (x)),
so
EΨLR(A) ≥ SE
[
min
x∈A
exp(γY (x))
]
= S + oS0(1).
Therefore,
CV2 (ΨLR(A)) ≤ EΨLR(A)
2 − (EΨLR(A))2
(EΨLR(A))
2 = oS0(1).
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We have now assembled all of the pieces necessary for the proof of Theo-
rem 3.1.
Proof of Theorem 3.1. Apply Lemma 7.6 for some S0 > K, with K
chosen large enough compared to δ to satisfy the assumptions of Lemma 7.5.
Then inductively applying Lemma 7.5 allows us to bound the coefficient of
variation of every box of the given aspect ratios.
8. Subsequential limits of FPP metrics. All of the necessary esti-
mates in hand, we now proceed to establish existence and continuity prop-
erties of the scaling limit metrics of Liouville FPP.
8.1. Tightness and subsequential convergence. As a corollary of Theo-
rem 3.1, we will derive a tightness result for the first-passage percolation
metric, properly scaled.
For each S = 2s, let Rs = [0, S)
2. For x, y ∈ [0, 1]2
R
∩ 12sZ2, let
ds(x, y) =
ΨSx,Sy(Rs)
Θeasy(Rs)[qpl]
.
For arbitrary x, y ∈ [0, 1]2
R
, define ds(x, y) by linear interpolation, namely
(as in (4.2) of [30])
ds(x, y) = (⌈Sx⌉ − Sx)(⌈Sy⌉ − Sy)ds( 1S ⌊Sx⌋, 1S ⌊Sy⌋)
+ (⌈Sx⌉ − Sx)(Sy − ⌊Sy⌋)ds( 1S ⌊Sx⌋, 1S ⌈Sy⌉)
+ (Sy − ⌊Sx⌋)(⌈Sy⌉ − Sy)ds( 1S ⌈Sx⌉, 1S ⌊Sy⌋)
+ (Sy − ⌊Sx⌋)(Sy − ⌊Sy⌋)ds( 1S ⌈Sx⌉, 1S ⌈Sy⌉).(8.1)
Theorem 8.1. If γ is sufficiently small, then the sequence {ds}s∈N is
tight in the Gromov–Hausdorff topology.
Note that the first part of Theorem 1.1 follows from Theorem 8.1 by
Prokhorov’s theorem.
Proposition 8.2. There exists ξ > 0 so that, if γ is sufficiently small
then for any ε > 0, there exists C(ε) > 0 such that, for each S = 2s, the
probability is at most ε that there exists a dyadic square C ⊂ [0, 1]2
R
such
that diamds(C ∩ 1SZ2) ≥ C(ε)(diam‖·‖∞ C)ξ, where ‖ · ‖∞ denotes the max
norm.
Proof. Let B = [0, S)2 and let C be a dyadic T ×T square contained in
B where T = 2t. By Proposition 6.7, as long as δ is sufficiently small (and
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γ is chosen small enough, in particular so that Theorem 3.1 holds for δ) we
have a C (independent of the scale) so that
P (Ψmax(C) ≥ uΘeasy(C)[qpl]) ≤ Cu−α.
for any dyadic square C ⊂ B. This means that, using Proposition 4.11 and
(3.2), we have
P(Ψmax(C) ≥ uΘeasy(B)[qpl])
= P
(
Ψmax(C) ≥ uΘeasy(B)[qpl]
Θeasy(C)[qpl]
Θeasy(C)[qpl]
)
≤ C ′αu−αaα(s−t)pl .
(Recall from Proposition 4.11 that apl ∈ (0, 1), so the right-hand is a de-
creasing function of s− t.) Putting
u = va
β(s−t)
pl
for some β ∈ (0, 1) to be chosen, this yields
P
(
Ψmax(C) ≥ vaβ(s−t)pl Θeasy(B)[qpl]
)
≤ C ′αv−αaα(1−β)(s−t)pl .
Moreover, we have, for 0 < β′ < β, (using (2.6))
P
(
Ψmax(C;YB) ≥ vaβ
′(s−t)
pl Θeasy(B)[qpl]
)
≤ P
(
Ψmax(C) ≥
√
va
β(s−t)
pl Θeasy(B)[qpl]
)
+ exp
−ω(1) ·
(
log(
√
v · a(β−β′)(s−t)pl )
)2
s− t

≤ C ′αv−α/2aα(1−β)(s−t)pl + exp
(−ω(1) · [(β − β′)2(s− t) + log v]) .
Therefore, using a union bound, the probability that there exists a dyadic
square C ⊂ B such that Ψmax(C;X) ≥ vaβ
′(s−t)
pl Θeasy(B)[qpl] is bounded by
C ′αv
−α/2
s∑
t=0
4s−t
(
a
α(1−β)(s−t)
pl + exp
(−ω(1) [(β − β′)2(s− t) + log v])) .
If we choose α large enough and γ small enough (but both fixed), then the
sum on the right is bounded in s, and so the right-hand side can be made
arbitrarily small, uniformly in s, by increasing v. Now note that
a
β′(s−t)
pl = e
−β′ log2(T/S) log apl = e−β
′ log(T/S) log2 apl = (T/S)β
′ log2(1/apl).
LFPP: SUBSEQUENTIAL SCALING LIMITS AT HIGH TEMPERATURE 51
Therefore, the probability is at most C ′′αv−α/2 that there exists a dyadic
square C ⊂ [0, 1]2
R
, of side length at least 1/S, such that diamds(C∩ 1SZ2) ≥
v(diam‖·‖∞ C)
β′ log2(1/apl). Since this independent of S, the proof is com-
plete (with ξ = β′ log2(1/apl) and C(ε) = v chosen large enough so that
C ′′αv−α/2 < ε).
Corollary 8.3. There exists a ξ > 0 so that if γ is sufficiently small
then the following holds. For any ε > 0, there exists exists C(ε) > 0 such
that, for each S = 2s, the probability is at most ε that there exists a dyadic
square C ⊂ [0, 1]2
R
such that diamds(C) ≥ C(ε)(diam‖·‖∞ C)ξ.
Proof. Ho¨lder conditions are preserved under the linear interpolation
scheme (8.1).
Corollary 8.4. If γ is sufficiently small then the following holds. For
any ε > 0, there exists C ′(ε) > 0 such that, for each S = 2s, we have
P
(
there exist x, y ∈ [0, 1]2R s.t. ds(x, y) ≥ C ′(ε) · ‖x− y‖ξ∞
)
≤ ε
with ξ as above.
Proof. Any two x, y ∈ [0, 1]2
R
are contained within one or two adjacent
dyadic boxes of side length at most twice ‖x− y‖∞. Then the result follows
from Corollary 8.3.
We are now ready to prove our theorem.
Proof of Theorem 8.1. By Corollary 8.4 and the compact embedding
of Ho¨lder spaces, for each ε > 0 and ξ′ < ξ there is a compact set Aε in the
Holder-ξ’ topology of Ho¨lder-ξ functions on [0, 1]4 so that P(ds 6∈ Aε) < ε.
Since the Gromov–Hausdorff topology is weaker than the uniform topology,
which is in turn weaker than the Ho¨lder-ξ topology (see for example [30,
Proposition 3.3.2]), Aε is also compact in the Gromov–Hausdorff topology.
This implies that {ds} is tight with respect to the Gromov–Hausdorff topol-
ogy.
8.2. Ho¨lder-continuity of limiting metrics. In this section we prove that
[0, 1]2
R
, equipped with the topology induced by any limit point metric, is
homeomorphic to [0, 1]2
R
with the standard topology by a Ho¨lder-continuous
homeomorphism with Ho¨lder-continuous inverse. In fact, one of the neces-
sary maps was obtained in the coarse of the proof in the previous section.
The other direction follows from a similar chaining argument, but using
lower bounds instead of upper bounds.
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Proposition 8.5. Any limit point of {ds} is almost surely Ho¨lder-ξ′
continuous with respect to the Euclidean metric for any ξ′ < ξ as in Propo-
sition 8.2.
Proof. Follows from the proof of Theorem 8.1.
Proposition 8.6. If γ is sufficiently small, then there exists a ξ′ > 1
so that for all ε > 0 there exist C(ε) > 0 such that for any scale s we have
P
(
there exist (x, y) ∈ [0, 1]2R s.t. ds(x, y) ≤
1
C(ε)
‖x− y‖ξ′∞
)
≤ ε.
Moreover, we can take ξ′ → 1 as γ → 0.
Proof. We will use the notation S = 2s and T = 2t throughout. Let
R = [0, S)2. Fix a scale t < s. Let At = [0, T )× [0, 2T ). By Proposition 4.9,
for any p ∈ (0, 1/2) we have
P
[
min
|P(pi)|≥N
ψ(pi;YR) ≤ N
2u
Θeasy(At)[p]
]
≤ (S/T )2
[
O(1)
(
2d2p
√
p
)N
+ exp
(
−ω(1) · (log u)
2
s− t
)]
,
where in the notation P(pi) we consider passes of size 2T × T and T × 2T .
Fixing 0 < β′ < β < 1 and summing over all scales and putting N =
(S/T )βv, u = (S/T )β
′
v2, this gives, whenever u ≥ u0,
P
(∃t ∈ [0, s)) min
|PT (pi)|≥( ST )
β
v
ψ(pi;YR) ≤ 12v (ST )β−β
′
Θeasy(At)[p]

≤
s−1∑
t=0
(ST )
2
[
O(1)
(
2d2p
√
p
)(S/T )βv
+ e−ω(1)·(s−t+log v)
]
.
As long as v is large enough and p and γ are small enough, the last sum is
finite as s→∞ and goes to 0, uniformly in s, as v →∞.
By Corollary 6.3, Theorem 3.1, and Theorem 5.1, as long as γ and δ are
sufficiently small relative to p we have
Θeasy(R)[p]
Θeasy(At)[p]
≤ C(S/T )1+o(1).
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Therefore, we obtain lim
v→∞P[Ev ] = 0 uniformly in s, where Ev is the event
that there exists a t ∈ [0, s) such that
(8.2) min
|P(pi)|≥(S/T )βv
ψ(pi;YR) ≤ 12v
(
S
T
)β−β′−1−o(1)
Θeasy(R)[p],
where again P(pi) considers passes of size 2T × T and T × 2T . Using the
normalized metric ds, we see that Ev contains the event that there exist a
t ∈ [0, s) and x1, x2 ∈ [0, 1]2R ∩ 1SZ2 such that both
‖x1 − x2‖∞ ≥ c−1PDv
(
T
S
)1−β
and
ds(x1, x2) ≤ 12v
(
T
S
)1−(β−β′)+o(1)
.
This means that there are constants C ′, C ′′ so that, with probability going
to 1 as v →∞, for all x1, x2 ∈ [0, 1]2R ∩ 1C′SZ2 we have
(8.3) ds(x1, x2) ≥ C
v2+α+o(1)
‖x1 − x2‖1+α+o(1)∞ ,
where α = β′/(1− β). Since this property is preserved (up to constants) by
the linear interpolation, we in fact have (8.3) for all x1, x2 ∈ [0, 1]2R and all
scales s. By choosing β, β′ appropriately, we can make α arbitrarily small as
long as γ is small enough. This completes the proof of the proposition.
Proposition 8.7. Any limit point d of {ds} almost surely has the prop-
erty that
(8.4) d(x, y) ≥ 1
C
‖x− y‖ξ′∞
for some constant ξ′ ∈ (0, 1) and some (random) C.
Proof. Let
Cs = sup
x,y∈[0,1]2
R
‖x− y‖ξ′∞
ds(x, y)
.
By Proposition 8.6, Cs <∞ almost surely, and moreover the sequence {Cs}s
is tight. This means that the sequence {(ds, Cs)}s, where the space of met-
rics is given the uniform topology, is tight as well, so {(ds, Cs)}s converges
along subsequences. By the Skorohod representation theorem (noting that
C∞([0, 1]4)×R is a separable Fre´chet space) we can put all of the (ds, Cs)s
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on a common probability space and get almost-sure convergence along sub-
sequences. But convergence along an almost-surely convergent subsequence
preserves bounds of the form (8.4), and such a bound holds for ds along any
almost-surely convergent subsequence of {(ds, Cs)}s since in such a case the
Css will be bounded. Thus the proposition is proved.
The second statement of Theorem 1.1 is the combination of the results of
Proposition 8.5 and Proposition 8.7.
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