Error(s) in Huffman coded wavelet coefficients of a subband usually propagates till the end of subband. Self-synchronizing Huffman codes are used to limit the propagation of the error, by reestablishing synchronization. After regaining synchronization, the decoder may still not be able to align each symbol with its correct location due to the wrong number of decoded symbols in the error propagation region. A low complexity scheme is proposed in this research to identify the error propagation region in the subband of a wavelet coded image and re-align displaced coefficients by using inter-subband dependency between coefficients of a corrupted subband and its parent subband. It is demonstrated by experiments that the proposed technique provides a more robust image codec under different error conditions with a very little bit-rate overhead.
INTRODUCTION
Due to the superior rate-distortion performance, the wavelet based still image compression scheme has been used for still image compression in the new JPEG 2000 and MPEG4-VTC standards [1] - [2] . In a simple wavelet image coding system, the input image is first decomposed into different subbands and coefficients. Coefficients in each subband are then quantized, serialized by scanning, and entropy coded one by one by using variable length codes (VLCs). The entropy coded coefficients are stored in the final bitstream for transmission. At the decoder end, the entropy decoder decodes the received bitstream and the decoded wavelet coefficients are then placed one after the other based on the scanning order. The final synthesis stage transfers wavelet coefficients into pixel values to reconstruct the decompressed image.
Compressed images are being increasingly used in applications that require their transmission over error prone wireless channels. The compressed bitstream may, therefore, get corrupted due to the channel errors during transmission. Errors in VLCs often propagate to subsequent symbols and result in the loss of synchronization between the encoder and the decoder. During the loss-of-synchronization period, the number of decoded symbols is usually different than that of coded symbols. Self-synchronizing codes that quickly reestablish synchronization and thus reduce the length of error propagation have been studied by researchers [3] - [7] . A VLC code is said to be self-synchronized if it contains some synchronizing codewords, which can resynchronize the bitstream and then correctly decode the following symbols regardless of any preceding synchronization slippage. A corrupted subband would thus contain the correctly decoded region, the error propagation region and the resynchronized region, whose starting location is often shifted from the original one due to the mismatch in the number of encoded and decoded symbols.
Self-synchronizing VLCs, however, suffer from a significant disadvantage. Even though the decoder will be in synchronization after decoding a synchronizing codeword, it may not know when the resynchronization was established. In particular, it may decode symbols correctly from the resynchronized portion of the bitstream, but not know their correct location. Lam and Reibman [8] have suggested the use of extended synchronizing codewords at predetermined locations in the bitstream, to partially solve the above problem. In this scheme, the error propagation is restricted by the extended synchronizing codeword. The symbols located after the extended synchronizing codeword will thus be decoded free of error and correctly placed in the subband. However, all the corrupted symbols located between the two consecutive extended synchronizing codewords can still not be recovered. Moreover, the extended synchronizing codewords can not be used very frequently in the bitstream due to their additional code length overhead. The fixedlength code (FLC) and reversible variable length codes (RVLCs) provide other solutions to this problem. They both however depend on the probability distribution of the source and often have lower coding efficiency than Huffman code. The loss of synchronization can also be solved by using the the error-resilient entropy coding (EREC) scheme [9] . However, this technique fails to place decoded coefficients correctly before the next starting point.
In this paper, we describe a low complexity scheme to identify the proper starting location of the resynchronized region to correctly relocate its decoded coefficients in the subband, by exploring inter-subband correlation of wavelet coefficients. In our scheme, the quantized subband coefficients have been entropy coded by using a selfsynchronizing variable length code proposed by Maxted and Robinson [4] whose coding efficiency is the same as Huffman code. This code satisfies the suffix condition and thus minimizes the length of error propagation region, as explained in Section 3. Hereafter, we shall refer this self-synchronizing coding scheme as 'suffix-rich self-synchronizing code'.
The paper is organized as follows. The wavelet image coding and error resilience techniques are briefly reviewed in Section 2. The suffix-rich self-synchronizing Huffman code is discussed in Section 3. The proposed error recovery scheme is described in Section 4. The experimental results and conclusions are discussed in Sections 5 and 6, respectively.
BACKGROUND

Wavelet Image Coding
The block diagram of a typical wavelet image compression scheme is shown in Fig. 1 . First, the wavelet decomposition is accomplished by passing the image data through a bank of analysis filters. The analysis filter bank could be orthogonal or biorthogonal to the synthesis filter bank at the decoder end. The filtered subband images are then subsampled, resulting in a series of reduced size subband images. These subbands are more suitable to encode than the original image since the energy compaction is achieved in the transform. Note also that each subband contains different energy, and should be quantized and coded separately. Based on the human visual system characteristics and the energy distribution in each subband, various quantization schemes such as the scalar quantization (SQ), the vector quantization (VQ), the successive approximation quantization (SAQ) and the trellis coded quantization (TCQ) can be used in each subband. The quantized coefficients of a subband are then scanned in a certain order, such as zig-zag and rastering, to form a serialized sequence. Finally, the resulting serialized sequence is entropy coded into the bitstream for transmission. At the decoder end, the entropy decoder decodes the received bitstream. The decoded wavelet coefficients are placed one after the other based on the scanning order. The quantization process is lossy in general. It often discards wavelet coefficients with low energy in high frequency subbands if the resulting distortion is not visible to the human visual system (HVS). The high data compression ratio is actually achieved at the quantization stage. For a target bit rate, a higher compression ratio in the high frequency subbands allows coefficients in low frequency subbands to be coded with a higher fidelity. The quantization scheme determined by the perceptual importance of subband coefficients is a promising approach to high quality image coding at low bit rates. Further compression is achieved by reducing the redundancy in quantized coefficients by using the variable length entropy coder. At the entropy coding stage, one can use the run-length, the arithmetic, or the Huffman code. This operation is reversible and lossless. After this block, the resulting compressed image is represented as a bitstream, which is composed of variable length codes. This bitstream can be transmitted through a communication channel.
Error Resilience
Many techniques have been discussed in the literature to handle the transmission error problem. They can be classified into three categories: forward error concealment, error concealment by post-processing and interactive error concealment [10] . However, these three approaches are not exclusive of each other, and their combination often achieves a better performance.
Forward error concealment refers to those techniques in which the encoder plays the primary role. In these techniques, a source coding scheme and/or a transportcontrol mechanism are designed to minimize the effect of transmission errors without requiring any error concealment at the decoder. Forward error correction (FEC), joint source/channel coding and layered coding are some examples of this approach. Since this approach requires some overhead bits, the coding efficiency is decreased. By error concealment via post-processing, we refer to those techniques in which the decoder fulfills the task of error concealment. They attempt to recover the lost information by estimation and interpolation without relying on additional information from the encoder. Spatial smoothing, interpolation and filtering belong to this category. In the interactive error concealment approach, the encoder and the decoder work cooperatively to minimize the impact of transmission errors. Automatic repeated request (ARQ) and selective predictive coding based on feedback are examples of this approach.
The performance of the above three approaches can be compared by using the following criteria: the quality of reconstructed image, the time delay introduced, the size of overhead bits, and the processing complexity. The importance of each criterion depends on intended application. For example, time delay is critical in real-time two-way communications whereas non-real-time Internet applications may tolerate a relatively longer delay. Retransmission may work well for the point-to-point transmission. However, it is not suitable for multi-point applications. Low computational complexity is important for hand-held user devices, such as PDAs and cell phones.
SELF-SYNCHRONIZING SUFFIX-RICH CODE
The optimal (i.e., with the shortest expected length) prefixfree code for a given distribution can be constructed by a simple algorithm proposed by Huffman [11] . In this section, we examine the suffix-rich self-synchronizing code proposed by Maxted and Robinson [4] .
Huffman and the suffix-rich codes for a given source are shown in Table 1 . Both codes are prefix-free and optimal in terms of the shortest expected length. The only difference between them is the assignment of 1's and 0's. In the Huffman code, only one codeword ¼½ is the suffix of another codeword ¼¼½ . The suffix-rich code has two codewords, which are suffices of other codewords. They are ¼½ ½¼½ and ¼¼ ½¼¼ . This is why it is called the An example is given below to explain the suffix condition w.r.t. a given probability source. Let 
½ ¼
The two-bit codewords can be constructed based on the above choice, as shown below,
½½ ¼½µ ´½¼ ¼¼µ
Note that in the above, codewords in the pair (11, 01) are preferred to (10, 00). But the codewords within a pair (e.g., 11 and 01) do not have priority over each other. The same is true for the pair (10, 00). However, to continue further, we need to give a preference among codewords within the same pair. Let us assign the preference as,
Thus the three-bit codewords can be constructed as shown below,
The above procedure can also be understood by assigning "0" and "1" bits to a Huffman tree. Let us start with a Huffman tree as shown in Fig. 2 , without the assignment of 1 and 0 as the initialization. Let us focus on the symbol ½, that has the highest probability (i.e., 0.25). The length of the codeword needed for ½ is 2 and we choose the first preference codeword 11 in the two-bit codeword list, shown in (1). After assigning the first codeword to ½ , we consider ¾ . Note that the only choice for the first bit of codeword assigned to ¾ must be 0. Since the next candidate with 0 as leading bit in the preference list of two-bit codewords is 01, we assign 01 to ¾, and then move to ¿. The only two-bit codeword which can be assigned to ¿ is 00. The assignment of and is restricted to three-bit codewords with prefix of 10. We select 101 for and 100 for from (2), as shown in Fig. 2 .
Loss of Synchronization and Error Propagation Length
Errors often occur when the compressed bitstream is transmitted over unreliable channels. Due to the use of variable length codes, an error in any codeword often results in decoding of an erroneous longer or shorter codeword. This error generally propagates and causes errors in subsequent decoded symbols. In practice, most Huffman codes will resynchronize themselves after some codewords on a statistical basis. The decoded coefficients will, however, be misaligned.
Fig. 3. The Huffman tree for decoding.
We use the Huffman tree in Fig. 3 to explain the loss of synchronization at the decoder end. The decoding starts from the root of the Huffman tree. Whenever the decoder receives an input bit, it proceeds from the current node to one of its child nodes based on the received bit. After completely decoding a correctly received codeword, the decoder reaches a leaf node. Note that the Huffman tree in Fig. 3 has three internal nodes. When the decoder is at an internal node, it needs more bits to complete the decoding of the current codeword. When one bit error occurs in the received compressed bitstream, the erroneous bit changes to its complement. This means that the decoder will choose the opposite branch and would reach a leaf node before (or after) the actual ending bit of the current symbol has been decoded. Thus, we can focus on each of the three internal nodes as shown in Fig. 3 , and compute the corresponding mean error propagation lengths.
Node 1: the decoder is in node 1 when the actual codeword of one symbol is finished. If the next codeword is 11 ( ½), the decoder comes back to node 1 after decoding this codeword. If the next codeword is 01, 00, 101, or 100 ( ¾ ¿ ), the decoder reaches the leaf node and thus regains its synchronization with the encoder after it decodes any of the above codewords. The mean error propagation length for this case is 3.067 bits.
Node 2: the decoder can reach the leaf nodes from this internal node only when the Received codeword is 101 or 100 ( ). If the next codeword is 11 or 01, the decoder moves to node 1 after decoding the received codeword. If 00 is the next codeword, the decoder remains at node 2 after decoding that codeword. The mean error propagation length for this case is 4.792 bits.
Node 3: the decoder is at the same situation as in node 2 so that the mean error propagation length is 4.792 bits.
The result of the traversal of Huffman tree from all of the three nodes is shown in Tables 2 and 3 for the Huffman and self-synchronizing suffix-rich codes, respectively. The mean error propagation lengths of the two codes are compared in Table 4 . It is evident from the above tables that the traversal of the Huffman tree is more likely to end in a leaf node, in the presence of an error, when suffix-rich code is used. This implies that the subsequent symbol will be decoded correctly. This is why the mean error propagation length in Table 4 is smaller for the suffix-rich code than for the Huffman code.
PROPOSED ERROR RECOVERY SCHEME
As discussed in the previous section, an error in the bitstream is likely to result in an inaccurate (fewer or more) number of symbols in a given subband due to error propagation. This makes it difficult to determine the beginning of the new subsequent subband. This problem can be solved by using resynchronization markers. We have used byte-aligned unique two-byte resynch markers, 0xFFFx, at the beginning of each new subband, in our scheme.
Fig. 4. Three regions in a corrupted subband
The corrupted subband can be divided into three regions, i.e. the correctly decoded region, the error propagation region and the shifted region, as shown in Fig.  4 . The use of the suffix-rich self-synchronizing code reestablishes synchronization and the subsequent codewords are correctly decoded. However, the shifted region will still cause perceptible quality degradation in the reconstructed image, especially in the edge areas of an image. In this section, we propose to use the inter-subband correlation to restore the shifted region correctly.
The proposed scheme consists of two steps as discussed below.
Step I is performed at the encoder whereas
Step II is carried out at the decoder for the corrupted subband(s).
Step I: It is well known that there exists certain correlation between coefficients of parent and child subbands in Fig. 5 . The correlation of coefficients in the parent (the Y-axis) and the child subbands (the X-axis) for the test image Woman, in vertical (left), horizontal (center) and diagonal (right) directions. Here the vertical axis is the coefficient magnitude square of the parent subband while the horizontal axis is that of its associated child subband a wavelet transformed image. This property has been utilized in the embedded zero-tree and SPIHT wavelet image coders [12] - [13] . In Fig. 5 , we show three typical log-log plots of the squared magnitude of coefficients in different directional subbands of test image Woman. The plots reveal fairly strong correlation between corresponding coefficients of the parent and child subbands, especially when magnitude of coefficients in the parent subband is not very small. The similar behavior has been observed for parentchild pairs of other subbands at all the decomposition levels, for different test images. As a coarse approximation, we adopt a linear prediction rule to describe this relationship, i.e. where ×´ µ is the magnitude of a coefficient in ¾ ¢ ¾ block Ê of the current subband ×, and È ×´Ü Ýµ is the magnitude of the corresponding coefficient in the parent subband at the same spatial location as Ê. Parameters and can be determined for each subband via least square error (LSE) curve fitting, and transmitted to the decoder in the compressed bitstream [14] .
Step II: The number of coefficients in a given subband can be easily determined based on the level of wavelet decomposition, the image size and decomposition level of the current subband. Also we have used resynch markers to identify the end of each subband. Thus a propagating error is assumed to have occurred in the bitstream when the number of decoded symbols in a subband is different from the number of encoded symbols. When the number of decoded symbols in a subband is less than expected, a split-algorithm is used to generate more coefficients. Here, it is assumed that its parent subband has already been correctly decoded or recovered because this algorithm is applied starting from low-low (LL) frequency subband. The decoder estimates the coefficient value of the parent subband denoted by È , corresponding to a ¾ ¢¾ block of children subband coefficients by using (3) and parameters and . The estimated value È is then compared with the actual decoded value È . The ¾ ¢ ¾ block that has the largest difference between the actual and estimated value is considered as lying in the error propagation region. Thus, the following coefficients of this block may lie either in the error propagation region or in the shifted region. We append one more coefficient to the block by duplicating its last coefficient. All subsequent coefficients will thus be shifted by 1 position towards the end of the subband. This procedure moves coefficients of the shifted region towards their correct locations. The same process is repeated until the number of decoded coefficients in the child subband matches the expected value.
When the number of decoded coefficients in the child subband is more than expected, the merge-algorithm is used by following the same spirit. In this situation, the coefficients in the error propagation region are deleted one by one so that the following coefficients are moved forward to their correct position until there is a match.
The split/merging based error recovery scheme works well when there is only one error propagation region in the corrupted subband. However, more than one independent and disjoint error propagation regions may sometimes be present in higher frequency subbands (due to their lager size), especially at high BERs. To overcome this problem, we have used resynch markers to partition the large subbands in several parts, to minimize the probability of more than one error propagation region in the bitstream between two consecutive resynch markers. The split/merging algorithm can then be applied in each corrupted portion of the subband.
EXPERIMENTAL RESULTS
We have tested the proposed scheme on three images (i.e.
Woman, Cafe and Bike) of size ½¾ ¢ ½¾ and 256 gray levels. We adopt the 9/7 tap filter and three-level pyramid decomposition in the image codec. The differential coding is used to encode coefficients of the LL subband. Coefficients in all other subbands are encoded directly by using a uniform quantizer with a dead zone. The encoded bitstream is sent through a noisy binary symmetric channel (BSC) with a bit error rate (BER) ranging from ½¼ to ½¼ ¿ . For each BER, we repeat the simulation 500 times to obtain the mean PSNR (Peak Signal-to-Noise Ratio) value.
The average PSNR values of three decoded images are given in Table 5 under three different BERs. We see that the proposed scheme has about 2 to 3 dB improvement over the Huffman coded image. The original test image Woman is shown in Fig. 6 . For visual performance comparison, the reconstructed images are shown in Figs. 7 and 8 at BERs of ½¼ and ½¼ ¿ , respectively. We see that the proposed error recovery method provides a much better subjective image quality than the reference method. 
CONCLUSION
A very simple yet effective technique was proposed in this work to decrease the impact of misplaced coefficients due to error propagation. The restoration of misplaced coefficients to their accurate locations was achieved by exploiting inter-subband correlation of wavelet coefficients. It was shown in experimental results that the proposed technique provides a robust performance against random channel errors with negligible bit-rate overhead. Due to low complexity and negligible bit-rate overhead, this scheme can prove useful in recovering the data of corrupted images on hand-held wireless devices, such as PDAs and cell phones. 
