ABSTRACT Infrared image segmentation is a useful and challenging research subject due to its inherent limitations, such as complicated noises, vague edges, and low contrast in infrared images. Active contour models have a wide range of applications for infrared image segmentation. A gradient vector flow (GVF) model and other external force field models have been proposed to improve the noise robustness and weak edge protection to a certain extent. To further address these issues, this paper presents a novel edge-preserving active contour model using guided filter and harmonic surface function for infrared image segmentation. Guided filter is applied to obtain the edge map, reducing the noise interference effectively and collecting more detailed information of the infrared images such as the edges. Then, a harmonic surface function is added into the smoothness term to make the proposed model possess both the abilities of fast convergence and weak edge protection. Besides, we incorporate the information of external force field into the proposed model to preserve the weak boundaries. Compared with adaptive diffusion flow, the proposed method has increased 4% and 2% in precision and F1 measure, respectively.
I. INTRODUCTION
Infrared images serve a wide range of applications and play an indispensable role in scenario surveillance, medical imaging, and military remote sensing [1] . Target analysis and identification of infrared images, which are the key issues encountered in the application of infrared images, are largely dependent on image segmentation. Due to the restrictions of the inherent properties of infrared images, accurate segmentation of infrared images for subsequent analysis and processing is an intractable problem. The existing methods can be broadly classified into wavelet transformation [2] , [3] , morphological methods [4] , [5] and active contour models [1] , [6] .
The image segmentation algorithms based on the active contour model offer some advantages in case of resisting noise interference and weak edge convergence [6] , [23] - [25] , [30] . The segmentation results of active contour models are represented intuitively with a smooth closed curve, which facilitates target recognition and analysis. In recent years, the theory of active contour model has developed rapidly and has been widely applied for image segmentation [7] , [8] , edge detection [9] , [10] , target tracking [11] , [12] , [33] , and especially for medical image segmentation [13] , [14] .
Active contour models can be roughly classified into two categories: parameterized models [15] - [17] and geometrical models [18] - [20] , and this study is focused on the former type. The conventional active contour model was first proposed by Kass et al. [21] in 1987. During the segmentation process, the evolution of the active contour curve is driven by a combination of the internal and external forces. By minimizing the energy functional of active contour model, the curve stops deforming and converges to the target region. On the basis of the initial model, many improved versions [22] - [26] of the model have been developed. Among all these models, the gradient vector flow (GVF) model introduced by Xu and Prince [22] , made a significant breakthrough in the study of external force field, and laid the foundation for subsequent research. Then, the constant coefficients were substituted with spatially changing weighting functions and the general gradient vector flow (GGVF) [27] model was put forward with improved convergence ability and noise robustness. NGVF, introduced by Ning et al. [23] , which decomposes the Laplacian operator of an external force field into two orthogonal directions and preserves only the normal diffusion, enhances the ability of concavity convergence significantly. Qin et al. [24] proposed a new algorithm based on component normalization (CNGGVF) to improve the speed of convergence. On the basis of the infinity Laplacian function and the hypersurface function, Wu et al. [25] proposed an adaptive diffusion flow (ADF) model to improve overall performance including indentation convergence, weak border protection, and noise robustness.
In addition, infrared image segmentation involves some issues such as complicated noises, vague edges, strong boundary interference, and low contrast. These unfavorable factors should be taken into account during the segmentation process for infrared images.
To address the aforementioned issues, we propose a new active contour model to improve the accuracy of infrared image segmentation. The main contributions of this study can be classified into three categories:
(1) A guided filter is applied to the proposed model to obtain the edge map. The noise interference is effectively reduced and more information of the infrared images can be obtained for subsequent analysis of the external force field. Thus, the proposed model offers a better noise robustness.
(2) We adopt a harmonic surface function as the smoothness term in the energy functional. It has an isotropic diffusion effect in homogenous regions where the variations in intensity are relatively small; Moreover, it could exert the effect of weak edge protection in the border areas. These two characteristics ensure that the proposed model possesses the abilities of fast convergence as well as weak edge protection.
(3) We incorporate the information of external force fields into the proposed model to preserve the weak boundaries in the infrared images. Moreover, the component-based normalization method is adopted to enhance the performance of indentation convergence.
II. BACKGROUND A. TRADITIONAL ACTIVE CONTOUR MODEL
The traditional active contour model, which is also called the snake model, was proposed by Kass et al. [21] in 1987. It is actually a continuous closed parametric curve c(s) = [x(s), y(s)], where s ∈ [0, 1]. The evolution of this curve in the image's spatial domain can be used to minimize the following energy functional associated with it [21] :
where α and β are the weight coefficients that control the elasticity and rigidity of the snake curve, respectively. The first integral term and the second integral term in Eq. (1) represent the internal energy and the external energy of the deformable curve, separately. In order to minimize the energy functional E (c (s)), the deformable curve must satisfy the following Euler-Lagrange equation:
Eq. (2) can be regarded as a force equilibrium equation:
where F int (c (s)) = α (s) c (s) − β (s) c (s) denotes the internal force and it guarantees the smoothness and continuity of the snake curve; F ext (c (s)) = −∇E ext (c (s)) denotes the external force, which represents the data information of the image where the curve is located and drives the snake curve to evolve towards the feature regions of interest.
However, the traditional active contour model has some limitations in application. Owing to the restrictions of a small capture range, the initial contour needs to closely adhere to the target boundary. Moreover, the ability of indentation convergence is poor [22] , which would result in unsatisfactory segmentation results.
B. GVF ACTIVE CONTOUR MODEL
In order to address the key problems of traditional active contour models, Xu and Prince proposed a GVF active contour model [22] , where the GVF field is used as the external force field of the deformable curve. The GVF field is a vector field obtained by propagating the edge map's gradient vector. It can be written as V (x, y) = [u (x, y) , v (x, y)], and the energy functional associated with it is:
The calculus of variation is used to minimize the energy functional, and then we can get the following Euler-Lagrange equation that the vector field V (x, y) needs to satisfy:
where f is the original image's edge map, and ∇ 2 is the Laplace operator. The parameter µ controls how smooth the GVF external force field is, and it usually ranges from 0.01 to 0.2. The higher the image's noise intensity, the larger the value of µ [22] . Compared to the traditional active contour model, the GVF model greatly improves the ability in the face of indentation convergence and enlarges the capture range of the initial contour.
C. GGVF ACTIVE CONTOUR MODEL
Despite various desirable properties, the GVF model still has some limitations. For example, it can hardly converge to long and thin indentations (LTI) and resist noise well [6] , [27] . Thus, Xu and Prince adopted two spatially changing weight coefficients into the iterative equation of the GVF external 5494 VOLUME 6, 2018 force field. In this way, they obtained a new external force field model, GGVF [27] . The energy functional of GGVF is:
Utilizing calculus of variation to minimize the energy functional, the Euler-Lagrange equation that the vector field V (x, y) should satisfy can be expressed as:
where the first term at the left side in Eq. (7) is the smoothing term, and the second term is the data term. The parameter K in Eq. (8)- (9) determines the weight of the smoothing term and data term and it is related to the noise intensity; the higher the noise strength, the larger the value of K . The GGVF model improves the ability to converge towards LTI and resist noise [27] .
III. THE PROPOSED ALGORITHM A. PRELIMINARY
To facilitate in-depth research, the energy functional of GGVF in Eq. (6) can be represented as:
where φ (|∇V |) = |∇V | 2 . Using calculus of variation to minimize Eq. (10), the corresponding Euler-Lagrange equation obtained in this way is:
where div (·) is the divergence operator. By properly developing the divergence term in the tangent direction and the normal direction, ∂V ∂t can be expressed in an expanded form as follows:
where V TT and V NN denote the second-order derivative of V along the tangent direction and the normal direction, separately. 
B. EDGE MAP BASED ON GUIDED FILTER
The edge map provides information about image features, but it is susceptible to tiny texture changes and noises [6] , resulting in a negative impact on image segmentation. Considering the important role that the edge map plays in the active contour model, it is absolutely necessary to find a noise-robust edge graph. In this study, the guided filter in [28] is used to obtain the edge map [6] .
The relationship between the input graph p and the output graph q can be defined as:
where n i denotes noise and heterogeneity of intensity. The guided filter defines a linear model to denote the relationship between the guide graph I and the output graph q:
where a k and b k are linear constant coefficients. This transformational model is defined on a square window w k centered on the pixel k with a radius r. From Eq. (15), it can be seen that ∇q = a∇I . It ensures that the output graph q does not have an edge until the guide graph I has an edge. By minimizing the cost function in Eq. (16) , the difference between the input graph p and the output graph q can be minimized, and the coefficient a k and b k can be determined.
where denotes the regularization parameter responsible for ensuring that the value of a k is not too large. Linear regression is performed to produce the following solution:
where µ k and σ 2 k denote the mean and variance of the guide graph I , |w| denotes the number of pixels in the window w k , andp k = 1 |w| i∈w k p i denotes the mean value of p in the window w k . The value of q i computed using the model varies with the window. Hence, the output graph can be obtained by computing the mean of all possible values of q i :
Because the coefficientsā i andb i vary with spatial locations, ∇q is no longer linearly correlated to ∇I [28] . However, a i andb i are the output of the averaging filter. Their gradient at the strong edge is much less than that of the guide graph I . There, we have ∇q ≈ā∇I approximately, which indicates that the abrupt change of intensity in the guide graph is almost the same as that in the output graph.
a k and b k in Eq. (17) (18) can be written as the weighted sum of p: 
where A kj and B kj denote the weight coefficients depending on the guide map I . Similarly, q i can be obtained from Eq. (19):
The kernel weight W ij can be explicitly written as:
Hence, the new edge map can be written as:
where p (x, y) and I (x, y) denote the input graph and the guide graph. The flowchart of obtaining the edge map is represented in Fig. 1 . The size of the two graphs should match appropriately in order to obtain a satisfactory edge map [28] . The window radius r should be set appropriately to filter out noise more effectively [6] . In order to gain satisfactory filtering results, the window radius r should be set to a relatively large value in the homogenous regions and to a relatively small value in the heterogeneous regions.
C. HARMONIC SURFACE FUNCTION
In Eq. (10), φ (|∇V |) = |∇V | 2 represents the isotropic smoothing effect, namely the smoothing effect is independent of directions and is the same in all directions, which significantly helps diffusion in homogenous regions. However, in edge regions, it would smoothen the weak edges and may lead to wrong segmentation results, which is contradictory to the key purpose of protecting the edges. In order to obtain the diffusion term that can also protect the edge, the function φ (|∇V |) needs to satisfy the following two conditions [29] . First, in the homogenous regions where the gradient of image is small, the function φ (|∇V |) should take an isotropic diffusion form and satisfy the follow condition:
Second, to protect weak edges effectively in edge regions, it should diffuse along the direction parallel to the edges. That is, when |∇V | → +∞, the coefficient of λ 1 (|∇V |) (i.e.,V TT ) is larger than 0 and the coefficient of λ 2 (|∇V |) (i.e.,V NN ) is 0. The two sub-conditions are not compatible with each other. Wu et al. [25] corrected them and reported that when |∇V | → +∞, the coefficients of V TT and V NN both tend to 0, but they differed in convergence speed. The conditions are detailed as:
In this paper, we formulate a function φ (
,which can satisfy the two conditions mentioned above, and call it the harmonic surface function, where m is a monotonic decreasing function in the range [1, 2) and is defined as:
In subsequent sections, we will prove that the function φ (|∇V |) satisfies conditions (26) and (27) . First, we have:
when |∇V | → +∞, we have:
In edges regions, |∇G σ * f | → ∞, thus m → 1 and
Therefore, the function φ (|∇V |) satisfies condition (26) and (27) . To sum up, when |∇V | → 0 + , i.e., in the homogenous regions, the isotropic diffusion plays a dominant role, and the active contour curve can quickly converge to the target. When |∇V | → +∞, i.e., in the edge regions, the change along the normal direction is faster than that along the tangent direction. As a result, the tangent diffusion plays a dominant role compared to the normal diffusion, enabling weak edges to be protected effectively. In view of these properties, it can be said that the harmonic surface function has a smoothening effect and protects weak edges at the same time.
D. WEAK EDGE PROTECTION
Weak and blurred edges are quite common in infrared images, and the snake curve is prone to be absorbed by the strong edges around the weak ones, which introduces a lot of complexity in image segmentation. This dilemma highlights the need for alleviating weak edge leakage during the segmentation process. To this end, we propose our method by first defining a vector
where the vector l = l x , l y . Then the square of its module is:
We add the term |M V | 2 into the energy functional to exert the effect of weak edge protection. By calculus of variation, we can obtain the term corresponding to |M V | 2 in the EulerLagrange equation, and this term is called the weak edge protecting term V .
We incorporate the information of external force field into the proposed model to define the vector l as:
If we properly set the values of k 1 and k 2 (i.e., k 1 = k 2 = k), we can approximately obtain V = k 2 V TT . As we know, the tangent diffusion V TT provides the capabilities of edge protection [30] . Therefore, the term V can protect weak edges by diffusing along a direction parallel to the edges rather than in a direction crossing the edges.
E. COMPONENT-BASED NORMALIZATION
The traditional vector-based normalization method normalizes the external force field V with respect to its magnitude, which has some drawbacks in applications, such as poor LTI convergence ability in GVF and noise issues of concave convergence in GGVF. Following extensive research on the external force field, Qin et al. [24] proposed a novel component-based normalization method to improve the indentation convergence ability. In this study, we adopt this method to normalize each component of the external force field V cn = [u cn , v cn ] with respect to its own magnitude, and the force field component is defined as: 
F. THE PROPOSED NOVEL ACTIVE CONTOUR MODEL
Based on the aforementioned studies, we take blurred edge and heavy noise in the infrared image into account, and propose a novel active contour model based on the harmonic surface function and weak edge protection term. The associated energy functional is: where g (|∇f |), h (|∇f |) and ω denote the weight functions, γ denotes the weight coefficient of the weak edge protection term, and m denotes the monotonically decreasing function. ω is defined as:
where the parameterδ = 1.4862 · median(|∇f − median (|∇f |) |), and it is the estimated value of the image's robust scale [31] .
Let φ (|G σ * ∇V |)
. By minimize the energy functional in Eq. (42) using calculus of variation, we can obtain the corresponding Euler-Lagrange equation:
Eq. (44) can be rewritten in the following form by developing the divergence term in the tangent direction and normal direction.
The algorithm steps are represented as follows: According to the steps above, the flowchart of the proposed model is represented in Fig. 2 . 
1) ANALYSIS OF CONCAVITIES CONVERGENCE
An image domain can be divided into edge regions and homogeneous regions [32] . In edge regions of the image, i.e., when f 2 /5 > δ 2 , and ω → 0, the harmonic surface function in the diffusion term plays a dominant role and can offer the capacity of weak edge protection. In homogeneous regions of the image, i.e., when f 2 /5 ≤ δ 2 , we can know that ω → 1, and the traditional snake model dominates the diffusion term in Eq. (42). In extreme cases, i.e., when ω = 1, Eq. (42) can be reduced to the following form:
5498 VOLUME 6, 2018 if we set a = 0, b = 1, the diffusion term in Eq.(45) is consistent with that in NGVF [23] , and thus the proposed model is capable of converging towards concavities. Besides, the normalization method based on component enhances the ability of concavity convergence.
2) ANALYSIS OF WEAK EDGE PRESERVATION
When |∇f | → +∞, (i.e., in the edge regions), then ω → 0 and m → 1. Therefore, Eq. (45) can be reduced to the following form:
Harmonic surface function now dominates the diffusion term. Analysis of φ (|∇V |) in section III indicates that the normal diffusion is faster than the tangent diffusion. When the coefficient of normal diffusion approaches 0, the coefficient of tangent diffusion is still larger than 0. Hence, when the normal diffusion almost disappears, the tangent diffusion still exists to alleviate weak edge leakage. Besides, the weak edge protection term V yields a diffusion parallel to the edges, which would play an important role in protecting weak edges.
To sum up, the proposed model could provide the capacity to protect weak edges.
3) ANALYSIS OF NOISE ROBUSTNESS
While collecting the image's edge graph, the guided filter is introduced to eliminate the effect of noise. The analysis in section III indicates that the noise can be effectively weakened by appropriately setting window radius r. Meanwhile, the independent variable of the harmonic surface function is set to |G σ * ∇V |, and the Gaussian kernel is used to control the smoothness of the external force field. Therefore, the proposed model is robust to noise.
IV. EXPERIMENT RESULTS AND ANALYSIS
In this section, we will evaluate the performance of the proposed active contour model in terms of capture range, insensitivity to initialization, convergence to LTI, noise robustness, weak edge protection, and infrared and natural image segmentation. The proposed model is compared VOLUME 6, 2018 to existing models, including GVF [22] , EPGVF [32] , NGVF [23] , NBGVF [30] , CNGGVF [24] , ADF [25] . MATLAB R2015B is used as the program development environment and computer configuration consists of Inter Core i5-3210M 2.6GHz CPU and 4G memory.
A. PARAMETER ANALYSIS AND EVALUATION METRICS OF SEGMENTATION RESULTS
In this sub-section, we will discuss parameter settings of the proposed model and evaluation metrics of image segmentation results. Algorithm parameters include {α, β, r, σ, γ , τ }, some of which are fixed, like α = 0.5, β = 0.5, and time interval τ = 1 [38] , [39] .
The parameter r denotes the radius of the square window used in the guided filter, which is related to the complexity of image background. We study the performance of the proposed can be seen that for the noise-free U-shape image in the first row, the results are desirable, regardless of the value of r. But for the Gaussian noise-corrupted U-shape image in the second row and the infrared image with a complicated background in the third row, setting r to a high value produces disappointing results. Therefore, setting r to a relatively small value is recommended for the noise-corrupted images and the images with complicated backgrounds.
The parameter σ denotes the standard deviation of the Gaussian kernel that controls the smoothness of the external force field. The value of σ relates to the image's noise intensity, and the higher the intensity of noise, the higher the value of σ . We study the performance of the proposed model based on varying values of σ , as shown in Fig. 4 .
It can be seen that σ can be set to a small value for the noisefree image in the first row. However, for the image corrupted with strong noises in the second row, σ should not be set to a relatively small value. For the noise-corrupted infrared image of a ship with vague edges, σ should be set to a moderate value, because setting it to a small value cannot smooth the noise while setting it to a large value would result in oversmoothness.
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The parameter γ is critical to determine the level of weak edge protection, which needs to be set on the basis of different features of the target edge in the image. If the edge is weak, it should be set to a small value, and vice versa. As shown in Fig. 5 , the range of the parameter γ is relatively large for the strong-edge U-shape image; however, in the case of the weak-edge ship infrared image, setting it within a range [0.03, 0.08] generates satisfactory convergence results. Due to the fact that the subjective evaluation metrics used in the past lacked objectivity and fairness, we adopt Precision, Recall and F1 measure [26] , [34] , the three objective metrics to evaluate segmentation accuracy in our experiment. For an image I , let M seg and G seg denote the segmentation results obtained from an algorithm and the standard segmentation results.
Precision is defined as:
Similarly, Recall is defined as:
F1 measure provides a method to jointly evaluate Precision and Recall. It is defined as: Note that for Precision, Recall and F1 measure, a higher value of these metrics means that the segmentation results are more accurate and approaching standard segmentation results.
B. TESTING ON THE CAPTURE RANGE AND INITIALIZATION INSENSITIVITY
In this experiment, the 128×128 U-shape image and roomshape image are used to evaluate the capture range and initialization insensitivity of the proposed model, where the parameters α and β are set to 0.5 and the parameter τ is set to 1. In Figs. 6(a)-(b) , the active contour curve converges to the target boundary successfully in the end though it is far from the target initially, which proves that the proposed model has a relatively large capture range. It can also be seen from Figs. 6(a)-(e) that the active contour can converge to the target boundary successfully, when it is originally located within or beyond the target boundary and crosses the target boundary horizontally, vertically or obliquely. This proves the insensitivity of the proposed model to initialization.
C. LONG AND THIN INDENTATION CONVERGENCE
In this section, the 6×70 LTI image is used to evaluate the performance of the proposed model in terms of concavity convergence, and comparisons are made with other traditional active contour models. To ensure objectivity and fairness in the experiment, the number of force field iterations is set to 100for each model, and the number of snake curve evolutions is set to 250, the parameter α and β are set to 0.5, and the parameter τ is set to 1. Other parameter settings of each model are described as follows: GVF(µ = 0. It can be seen clearly from experiment results that only ADF and the proposed model manage to converge to the bottom of concavity in the LTI image, while for the other models, convergence stops at the entrance or in the middle part of concavity. It can be observed from the force field map that there are upward components in the GVF force field, which impedes the active contour curve from converging towards the bottom of concavity. As for the force fields of GGVF and EPGVF, the downward components disappear in the middle of LTI and thus cannot guide the active contour curve to converge towards the bottom of concavity. Regarding the force field of NGVF, there is no downward component in the middle of LTI to promote the active contour curve to evolve towards the concavity. The NBGVF force field has no downward component except two sideways components, and this is why the active contour curve is drawn by the edges at both sides. ADF and the proposed model have sideways downward components that can promote the active contour curve to converge towards the bottom of LTI and evolve towards the edges at both sides.
In order to further compare the convergence ability of ADF and the proposed model, the number of force field iterations is reduced to 80 and 60, and the number of snake curve iterations is reduced to 200 and 150, respectively. It can be observed from Fig. 8 that the convergence performance of ADF is severely degraded, but the proposed model still maintains a good convergence ability.
D. NOISE ROBUSTNESS
In this subsection, noise robustness of the proposed model is evaluated using the U-shape image corrupted with salt and pepper noise with varying variances in the range 0.01∼0.08. The parameter settings of the experiment are: GVF(µ = 0.2), GGVF(κ = 0.05), NGVF(µ = 0.2), ADF(σ = 1.5, µ = 0.03), CNGGVF(κ = 0.05), the proposed model (r = 4, eps = 0.0001, σ = 1.5, µ = 0.05), and the experimental results are shown in Fig. 9 .
It can be seen from the first row in Fig. 9 that each model succeeds in converging to the bottom when no noise is added. With increase in noise variance, other models begin to converge erroneously, while the proposed model succeeds in converging to the target boundary. Meanwhile, the segmentation results of each model are evaluated using the Precision, Recall and F1 measure metrics. It can be observed from Fig. 10 that no other model is superior to the proposed model in terms of the precision and F1 measure metrics.
Subsequently, we evaluate the ability of each model to segment cup infrared images corrupted with noise. The variance values on account of added speckle noise and salt pepper noise are 0.05 and 0.005, respectively. Parameter settings are: α = 0.5, β = 0.5, τ = 1, and experimental results are shown in Fig. 11 . It can be observed that only the ADF and the proposed model can correctly segment the cup infrared image corrupted with speckle noise (Figs. 11(a)-(f) ). While for the infrared image corrupted with salt and pepper noise, only the proposed model can correctly converge to the target boundary (Figs. 11(g)-(l) ).
E. WEAK EDGE PROTECTION
In this subsection, we will evaluate the weak edge protection ability of the proposed model. As shown in Fig. 12 , the initial contour is located at the center of the gray ellipse and a white rectangle with strong edges adheres closely to the bottom edge of the ellipse. Based on the analysis in section II, GVF and GGVF do not contain special term for weak edge protection (Figs. 12(b) and (c) ). Only by reducing the level of smoothness can they smooth the weak edges to a lesser extent. However, this move would considerably increase consumption time. NGVF abandons the tangent diffusion that exerts the effect of weak edge protection, thus the active contour curve would be attracted by the strong edges (Fig. 12(e) ). On the contrary, ADF and the proposed model possess the ability to preserve weak edges and converge correctly (Figs.  12(d) and (f) ).
In Fig. 13 , the experiment is conducted on concentric circles with vague edge, where the black circle inside has a complete strong edge and the gray annulus outside has a vague edge at the upper left end. It is obvious that the contour curves of the proposed model and ADF converge correctly, while the other models are attracted by the strong edge inside.
Based on the experiments above, we adopt the infrared image of ship with weak edge to further evaluate the weak edge protection performance of the proposed model. EPGVF, NBGVF, and ADF that have weak edge protection term are selected for comparison. The bright spot in the middle of the ship is the strong boundary that may attract the snake curve to converge to it. From Figs. 14(c)-(i), it can be observed that each model is initialized to the same contour, and only ADF and the proposed model converge to the target region VOLUME 6, 2018 successfully. In order to evaluate the weak edge protection ability of ADF and the proposed model, we further expand the initial contour. As shown in Figs. 14(k) and (l), when the initial contour is enlarged, the active contour curve of ADF fails to converge correctly, but the proposed model segments the target satisfactorily.
F. INFRARED IMAGE SEGMENTATION 1) SEGMENTATION OF GENERAL INFRARED IMAGE
In this subsection, we adopt infrared images of plane, ship and tank to evaluate the ability of the proposed model to segment infrared images. Fig. 15 shows the location of initial contour and Fig. 16 shows the segmentation results, where the last column represents the ground truth maps.
From Fig. 16 , the incorrect segmentation results are reflected in the following aspects. First, the light point (i.e., the strong edge) in the middle of the ship may attract the deformable curve to converge to it (Figs. 16 (a) and (c) ). Second, the long barrel of the tank tests the ability of LTI convergence. As shown in the last row of Fig. 16 , the first four models all fail to converge to the barrel, the CNGGVF model only converges to a small section of the barrel. Meanwhile, the complicated textures and low contrast in the infrared images may make disturbance on the correct convergence of the curve, which would result in unsatisfactory results.
The proposed method can solve the above issues availably, as shown in Fig. 16(f) . The proposed model uses the weak edge protection term and the diffusion term consist of harmonic surface function to protect weak edges. Meanwhile, the normalization method based on component enables the curve to converge to LTI. Besides, the guided filter can effectively smooth noise and obtain more detailed information about the infrared images.
2) SEGMENTATION OF NOISE-CORRUPTED INFRARED IMAGE
In this subsection, the infrared images are corrupted with noise to evaluate the practicability of the proposed model. The imnoise function in MATLAB is used to corrupt the original infrared images with speckle noise whose variance is 0.05. The images are named planeN, shipN and tankN, as shown in Fig. 17 and the experimental results are shown in Fig. 18 .
While segmenting the noise-corrupted infrared images, it is quite difficult for the algorithm to jointly smooth noise and protect weak edges at the same time. GVF fails to find a balance between the two aspects and trades off weak edge protection for noise smoothing. Due to this reason, their performance of weak edge convergence is relatively poor (Fig. 18(a) ). As for EPGVF, it offers weak edge protection but cannot smooth noise at the same time, which would result in inaccurate convergence (Figs. 18(b) ). NGVF only keeps normal diffusion, so it is prone to be attracted by strong edges and converges erroneously. For instance, it is attracted by the light point in the middle of the ship and makes mistake during the convergence process (Fig. 18(c) ). ADF and CNGGVF improve the capacity of LTI convergence, but they are still lacking in noise robustness (Figs. 18(d) and (e) ). On the contrast, the proposed model smooths noise using the guided filter and protects the weak edges effectively through the weak edge protection term and the harmonic surface function. Fig. 19 shows a quantitative representation of the segmentation results of different methods for six infrared images. Table 1 to represent a comparative analysis of the three metrics for the six methods. In addition, Table 2 shows the average values of three metrics for the six methods. The segmentation results establish the following aspects:
3) EVALUATION OF EXPERIMENT RESULTS
a. The proposed method has higher precision values than that obtained using GVF, EPGVF, NGVF, and CNGGVF. For the first five images, its precision values are comparable with that obtained by ADF. However, for the sixth image, the proposed method has a superior precision value than ADF.
b. In terms of the recall metric, the proposed method has higher recall values than EPGVF, NGVF, and GVF, and it is comparable to CNGGVF, while ADF achieves the best recall values.
c. As for the F1 measure, the proposed method achieves the best F1 measure values in all the algorithms. d. The average values of the metrics come to the same conclusion that the proposed method has superior average precision and average F1 measure values than the other methods. Compared with ADF, the proposed method has increased 4% and 2% in precision and F1 measure, respectively. In terms of the recall value, the proposed method is comparable to ADF. e. It is noteworthy from the test images that if the image has weak edges, the proposed method provides superior recall VOLUME 6, 2018 f. It is also noteworthy that if the image has a LTI, the proposed method gains better precision values. As in images of tank and tankN, the proposed method is outperforming the other methods.
Thus, from the aforementioned analysis, it is established that our proposed method possesses better performance in infrared image segmentation.
4) TESTING ON PROCESSING SPEED
Besides, we also consider and test the processing speed of our proposed model. To ensure fairness and objectivity of the experiment, each model shares the same number of force field iterations and snake curve evolutions.
All the simulations are conducted on MATLAB 2015B with a 2.6-GHz Core computer. Table 3 lists the information of the CPU running time of snake curve evolution including GVF, EPGVF, NGVF, ADF, CNGGVF and proposed model. We can intuitively draw a conclusion from Table 3 that the curve evolution time of proposed model is roughly the least when compared with other models.
G. REAL IMAGE SEGMENTATION
In order to evaluate the performance more completely, we test the ability of our proposed model to segment natural images and medical images, which are selected from the CSSD [35] , MICCAI 2009 [36] and Med Pix [37] . In the experiment, α = 0.5, β = 0.5, τ = 1, and experimental results are shown in Fig. 21 . The natural images and medical images are characterized by complicated background and heavy interference in the edges, making it quite challenging to segment accurately. It can be observed intuitively from Fig. 21 that the proposed model segments the natural image satisfactorily and much more accurately than the other models. Fig. 22 shows a quantitative analysis of segmentation results using precision, recall and F1 measure metrics. It can be seen that the three metric values of the proposed model are higher than those of other models in general (Fig. 22(h) ). This demonstrates the potential of the proposed model to be used in more applications.
V. CONCLUSION
In this paper, we propose a novel active contour model, which jointly adopts the guided filter, harmonic surface function, weak edge protection term and the component-based normalization method. Simulation is performed to compare with GVF, GGVF, NGVF, NBGVF, EPGVF, CNGGVF and ADF. The experimental results demonstrate the superiority of the proposed model over traditional models in terms of acquisition range, initialization insensitivity, LTI convergence, weak edge protection and noise robustness. Moreover, the proposed model is proven to be capable of segmenting infrared and natural images more effectively.
However, the proposed method still has some limitations in automatic initialization and robustness to different kinds of noises. In the further work, the proposed method can be developed to apply in remote sensing image segmentation and medical image segmentation such as magnetic resonance imaging (MRI) image segmentation and computed tomography (CT) image segmentation.
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