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Journal of Science & Technology
About the Journal
Overview
Pertanika Journal of Science & Technology (JST) is the official journal of Universiti Putra Malaysia 
published by UPM Press. It is an open-access online scientific journal which is free of charge. It publishes 
the scientific outputs. It neither accepts nor commissions third party content.
Recognized internationally as the leading peer-reviewed interdisciplinary journal devoted to the 
publication of original papers, it serves as a forum for practical approaches to improving quality in issues 
pertaining to science and engineering and its related fields.  
JST is a quarterly (January, April, July and October) periodical that considers for publication original 
articles as per its scope. The journal publishes in English and it is open to authors around the world 
regardless of the nationality.  
The Journal is available world-wide.
Aims and scope
Pertanika Journal of Science and Technology aims to provide a forum for high quality research related 
to science and engineering research. Areas relevant to the scope of the journal include: bioinformatics, 
bioscience, biotechnology and bio-molecular sciences, chemistry, computer science, ecology, 
engineering, engineering design, environmental control and management, mathematics and statistics, 
medicine and health sciences, nanotechnology, physics, safety and emergency management, and 
related fields of study.
History
Pertanika was founded in 1978. A decision was made in 1992 to streamline Pertanika into three journals 
as Journal of Tropical Agricultural Science, Journal of Science & Technology, and Journal of Social 
Sciences & Humanities to meet the need for specialised journals in areas of study aligned with the 
interdisciplinary strengths of the university. 
After almost 25 years, as an interdisciplinary Journal of Science & Technology, the revamped journal 
now focuses on research in science and engineering and its related fields.
Goal of Pertanika
Our goal is to bring the highest quality research to the widest possible audience.
Quality 
We aim for excellence, sustained by a responsible and professional approach to journal publishing.  
Submissions are guaranteed to receive a decision within 14 weeks. The elapsed time from submission 
to publication for the articles averages 5-6 months. 
Abstracting and indexing of Pertanika
Pertanika is almost 40 years old; this accumulated knowledge has resulted in Pertanika JST being 
abstracted and indexed in SCOPUS (Elsevier), Thomson (ISI) Web of Knowledge [BIOSIS & CAB Abstracts], 
EBSCO & EBSCOhost, DOAJ, ERA, Cabell’s Directories, Google Scholar, MyAIS, ISC & Rubriq (Journal 
Guide).
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Future vision
We are continuously improving access to our journal archives, content, and research services.  We have 
the drive to realise exciting new horizons that will benefit not only the academic community, but society 
itself. 
Citing journal articles
The abbreviation for Pertanika Journal of Science & Technology is Pertanika J. Sci. Technol.
Publication policy
Pertanika policy prohibits an author from submitting the same manuscript for concurrent consideration 
by two or more publications.  It prohibits as well publication of any manuscript that has already been 
published either in whole or substantial part elsewhere. It also does not permit publication of manuscript 
that has been published in full in Proceedings. 
Code of Ethics
The Pertanika Journals and Universiti Putra Malaysia takes seriously the responsibility of all of its 
journal publications to reflect the highest in publication ethics. Thus all journals and journal editors are 
expected to abide by the Journal’s codes of ethics. Refer to Pertanika’s Code of Ethics for full details, or 
visit the Journal’s web link at http://www.pertanika.upm.edu.my/code_of_ethics.php
International Standard Serial Number (ISSN)
An ISSN is an 8-digit code used to identify periodicals such as journals of all kinds and on all media–print 
and electronic. All Pertanika journals have ISSN as well as an e-ISSN. 
Journal of Science & Technology: ISSN 0128-7680 (Print);  ISSN 2231-8526 (Online).
Lag time 
A decision on acceptance or rejection of a manuscript is reached in 3 to 4 months (average 14 weeks). 
The elapsed time from submission to publication for the articles averages 5-6 months. 
Authorship
Authors are not permitted to add or remove any names from the authorship provided at the time of 
initial submission without the consent of the Journal’s Chief Executive Editor.
Manuscript preparation
Refer to Pertanika’s Instructions to Authors at the back of this journal.
Most scientific papers are prepared according to a format called IMRAD. The term represents the first 
letters of the words Introduction, Materials and Methods, Results, And, Discussion. IMRAD is simply 
a more ‘defined’ version of the “IBC” [Introduction, Body, Conclusion] format used for all academic 
writing. IMRAD indicates a pattern or format rather than a complete list of headings or components of 
research papers; the missing parts of a paper are: Title, Authors, Keywords, Abstract, Conclusions, and 
References. Additionally, some papers include Acknowledgments and Appendices. 
The Introduction explains the scope and objective of the study in the light of current knowledge on the 
subject; the Materials and Methods describes how the study was conducted; the Results section reports 
what was found in the study; and the Discussion section explains meaning and significance of the results 
and provides suggestions for future directions of research. The manuscript must be prepared according 
to the Journal’s Instructions to Authors.
Editorial process
Authors are notified with an acknowledgement containing a Manuscript ID on receipt of a manuscript, 
and upon the editorial decision regarding publication. 
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Pertanika follows a double-blind peer-review process. Manuscripts deemed suitable for publication 
are usually sent to reviewers.  Authors are encouraged to suggest names of at least three potential 
reviewers at the time of submission of their manuscript to Pertanika, but the editors will make the final 
choice. The editors are not, however, bound by these suggestions. 
Notification of the editorial decision is usually provided within ten to fourteen weeks from the receipt 
of manuscript.  Publication of solicited manuscripts is not guaranteed.  In most cases, manuscripts are 
accepted conditionally, pending an author’s revision of the material.
As articles are double-blind reviewed, material that might identify authorship of the paper should be 
placed only on page 2 as described in the first-4 page format in Pertanika’s Instructions to Authors 
given at the back of this journal. 
The Journal’s peer-review
In the peer-review process, three referees independently evaluate the scientific quality of the submitted 
manuscripts. 
Peer reviewers are experts chosen by journal editors to provide written assessment of the strengths and 
weaknesses of written research, with the aim of improving the reporting of research and identifying the 
most appropriate and highest quality material for the journal.
Operating and review process
What happens to a manuscript once it is submitted to Pertanika?  Typically, there are seven steps to the 
editorial review process:
1. The Journal’s chief executive editor and the editorial board examine the paper to determine 
whether it is appropriate for the journal and should be reviewed.  If not appropriate, the 
manuscript is rejected outright and the author is informed. 
2. The chief executive editor sends the article-identifying information having been removed, to 
three reviewers.  Typically, one of these is from the Journal’s editorial board.  Others are 
specialists in the subject matter represented by the article.  The chief executive editor asks 
them to complete the review in three weeks.  
Comments to authors are about the appropriateness and adequacy of the theoretical or 
conceptual framework, literature review, method, results and discussion, and conclusions. 
Reviewers often include suggestions for strengthening of the manuscript.  Comments to the 
editor are in the nature of the significance of the work and its potential contribution to the 
literature.
3. The chief executive editor, in consultation with the editor-in-chief, examines the reviews and 
decides whether to reject the manuscript, invite the author(s) to revise and resubmit the 
manuscript, or seek additional reviews.  Final acceptance or rejection rests with the Edito-
in-Chief, who reserves the right to refuse any material for publication.  In rare instances, 
the manuscript is accepted with almost no revision.  Almost without exception, reviewers’ 
comments (to the author) are forwarded to the author.  If a revision is indicated, the editor 
provides guidelines for attending to the reviewers’ suggestions and perhaps additional advice 
about revising the manuscript. 
4. The authors decide whether and how to address the reviewers’ comments and criticisms and 
the editor’s concerns.  The authors return a revised version of the paper to the chief executive 
editor along with specific information describing how they have answered’ the concerns 
of the reviewers and the editor, usually in a tabular form. The author(s) may also submit 
a rebuttal if there is a need especially when the author disagrees with certain comments 
provided by reviewer(s).
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5. The chief executive editor sends the revised paper out for re-review.  Typically, at least one of 
the original reviewers will be asked to examine the article. 
6. When the reviewers have completed their work, the chief executive editor in consultation 
with the editorial board and the editor-in-chief examine their comments and decide whether 
the paper is ready to be published, needs another round of revisions, or should be rejected. 
7. If the decision is to accept, an acceptance letter is sent to all the author(s), the paper is sent to 
the Press. The article should appear in print in approximately three months. 
The Publisher ensures that the paper adheres to the correct style (in-text citations, the 
reference list, and tables are typical areas of concern, clarity, and grammar).  The authors are 
asked to respond to any minor queries by the Publisher.  Following these corrections, page 
proofs are mailed to the corresponding authors for their final approval.  At this point, only 
essential changes are accepted.  Finally, the article appears in the pages of the Journal and is 
posted on-line. 
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Preface
We are very pleased to present this special issue of the Pertanika Journal of Science 
and Technology (JST), a compilation of selected papers that were presented at the 3rd 
International Conference on Science and Social Research (CSSR2016). The CSSR2016 
was held from 6th – 7th December 2016 in Putrajaya. Themed “Waves of Interdisciplinary 
Research” the conference track was divided into: Track 1: Engineering, Science & 
Technology; Track 2: Clinical & Health sciences; and Track 3: Arts, Humanities & Social 
sciences. The papers were subjected to rigorous peer reviewing process to ensure quality. 
A total of 188 papers in Track 1 and Track 2 were presented during the conference, 38 of 
which were accepted for publication in this special issue. 
The theme of the issue is “Advances in Science and Technology Research” and  In 
line with this, the areas covered included biotechnology, aerospace engineering, 
infrastructural engineering, medical biochemistry, pharmacology, biomass energy, 
environmental sciences, clinical sciences, materials processing, composite materials, 
wastewater treatment, hydrology, optometry, analytical chemistry, electronic 
materials, nanotechnology, tribology, metals and alloys, plastics, polymers, artificial 
Intelligence, food industry, information system, electrical engineering, image processing, 
electrochemical materials, chemistry, applied statistics and power engineering.  
We would like to thank the contributors and reviewers for their commitment and 
patience which made JST-CSSR2016 a success. It is hoped that this publication would 
encourage academicians from around the world to be more active in publishing their 
research output. Special thanks to the Chief Executive Editor, UPM Journals, Dr. Nayan 
Kanwal, and his staff for their guidance and support. 
Guest Editors: 
Aidah Jumahat (Assoc. Prof. Dr.)
Chen Ai Hong (Prof. Dr.)
Ismail Musirin (Prof. Dr.)
March 2017
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ABSTRACT
Oil palm empty fruit bunches (EFB) were subjected to microbial pre-treatment of lignocellulosic biomass 
bioconversion to fermentable sugar. Microbial pre-treatment was carried out by inoculating Ganoderma 
boninense spores through solid state fermentation. The samples were initially treated with Sulphuric 
acid method prior to reading with UV-Visible Spectrometer. The readings were taken before and after 
inoculation of EFB with G. boninense.  Bioconversion of 20 g EFB via solid state fermentation was done 
in five different amounts of G. boninense spore namely 0.0 g (control), 0.5 g (T2), 0.7 g (T3), 0.9 g (T4) 
and 1.1 g (T5) in 7 days. The result shows the highest delignification in sample inoculated with 1.1g of 
G. boninense spores, in which the spores are successfully reduced by 61.97% of lignin from total EFB 
biomass in 7 days compared to 60.08% (T4), 58.65% (T3) and 54.85% (T2). Meanwhile, for control 
the lignin content was reduced by 5.07% in 7 days. The study shows that G. boninense has the ability 
to remove lignin from EFB whereby longer incubation period and higher number of spores contribute 
to higher delignification percentage. 
Keywords: Delignification, G. boninense, ligninolytic enzymes, oil palm empty fruit bunch (EFB)  
INTRODUCTION
The palm oil industry has contributed significantly to the economic growth of Malaysia for more 
than four decades with 3.5 million in 2001 or 60% of the total agricultural land in the country 
(Ming & Chandramohan, 2002). Malaysia 
is also the largest country planting oil palm 
in Southeast Asia after Indonesia. Globally, 
the increase in crude oil palm production 
was 48.99 million metric tonnes per year in 
2011 (Geng, 2013), where Indonesia together 
with Malaysia contribute 85% of the palm oil 
production in the world. This constitutes 23% 
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of world’s oils and fats production (Abdullah & Wahid, 2010). In 2011, oil palm is the second 
most produced fats and oils after soya bean oil in the world in which oil palm produce is 23.6 
million tonnes from 20% of the production (Ming & Chandramohan, 2002). 
The processing of oil palm renders oil palm wastes demanding waste management 
strategies. Current practices include the use of oil palm empty fruit bunches (EFB) as mulching 
as well as biofertilizers after inoculation with certain types of fungi and bacteria. EFB is 
considered to be a special biomass of the palm oil industry (Ferrer, Vega, Ligero, & Rodriguez, 
2011). The lignocellusic content of EFB indicates cellulose at 57.8%, Hemicellulose 21.2% 
and Lignin 22.8% (Nurhayati & Fauziah, 2013). EFB delignification allows the introduction 
of other valuable products such as biogas, bioethanol, butanol, biodiesel, hydrogen and 
compost as delignification allows the stripping off the cell wall and exposing the cellulosic 
material underneath. The cellulosic material may then be converted through thermo-chemical 
transformation, hydrolysis of cellulose and hemicellulose to sugars through fermentation.
The structural lignin is among the most abundant structures in the plant as it is responsible 
for plant organelle protection. It builds up the cell wall along with cellulose and hemicellulose 
resulting in lignin-carbohydrate network, a recalcitrant structure in the plant. The complexity 
of lignin causes its isolation and identification to be challenging making G. boninense element 
for a more efficient and environmentally sound deconstruction of plant cell wall (Martinez, 
Ruiz-Duen, Martinez, del Rio, & Gutierrez, 2009).
This research is focused on discovering the efficiency of G. boninense in degrading EFB 
through solid state fermentation (SSF) using spores of differing amounts  to investigate the 
efficiency of the basidiomycete G. boninense. 
METHOD
Substrate
The shredded oil palm empty fruit bunch (OPEFB) was obtained from a local palm oil mill 
in Sime Darby Kempas Melaka, Malaysia. The EFB was soaked in detergent for 24 hours to 
remove dust and any oil residues. The EFB was washed with distilled water and oven-dried at 
80°C for 24 hours. EFB was ground with a grinder and kept in a dry place.
Cultivation of fungus
The locally isolated fungus G. boninense was obtained from the Malaysian Palm Oil Board 
(MPOB) Bangi, Malaysia. The culture was maintained on potato dextrose agar (PDA) and 
incubated at room temperature (26°C – 28°C) for 7 days.
Experimental Design
Experimental design for the treatment is as shown in Table 1. Each of the flasks was filled with 
20 g Oil Palm Empty Fruit Bunch (EFB), 5 ml sterilized distilled water and their respective 
amount of G. boninense spores.
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Solid State Fermentation (SSF)
Solid State Fermentation (SSF) was conducted in sterile 250 mL Erlenmeyer flasks containing 
20 g of oil palm empty fruit bunch (EFB). EFB was poured with 5 mL sterilized distilled 
water and spore was added according to designated treatment T1 (0.0 g of spore), T2 (0.5 g 
of spore), T3 (0.7 g of spore), T4 (0.9 g of spore) and T5 (1.1 g of spore). Number of spores 
were weighed using balance. Fermentation was done at 39°C.
Lignin Content Analysis
1 g of EFB sample was treated with 70% sulphuric acid in a water bath at 80oC for 2 hours. The 
sample was neutralized with 2% (w/v) NaOH. It was then filtered through Whatman 12 mm 
filter paper. The lignin content was read using UV-Visible spectrometer of 340 nm wavelength. 
Lignin content reading was repeated every day for 7 days to investigate on its decomposition.
RESULTS AND DISCUSSION 
Basal stem rot in oil palm plantation is a very serious disease for the oil palm industry. It is 
spread by G. boninense and can cause severe economic loss of about 43% within 6 months 
(Assis, Chong, Idris, & Ho, 2016).  This study showed  after 7 days of inoculation the lignin 
content of the empty fruit bunches were reduced to up to 61% arising from  the production of 
Lignin peroxidase (LiP), Manganese peroxidase (MnP) and laccase by G. boninense (Goh, 
Ganeson, & Supramaniam, 2014). Table 2 indicates that the ligninolytic enzymes produced 
by fungus were effective in reducing the lignin content in the EFB. The evaluation of lignin 
amount through UV-Visible spectrometer estimation revealed dramatic lignin decomposition 
in the sample inoculated with G. boninense compared to the the uninoculated sample. The 
significant decrease is related to the damage incurred to the lignin-carbohydrate network in 
the EFB whereby lignocelluloses are the substrates required for the growth of the white-rot 
fungus G. boninense (Sánchez, Sierra, Carlos, & Díaz, 2011). Comparatively, the lignin content 
of empty fruit bunches that are not inoculated with G. boninense shows a slow and steady 
decrease of 5.07% in 7 days.
Table 1 
Experimental design to determine the effects of G. boninense spore towards EFB  
Experimental designation Number of spores (g)
T1 (Control) 0
T2 0.5 
T3 0.7 
T4 0.9 
T5 1.1 
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Following Solid State Fermentation (SSF), sugar and carbohydrate concentration will rise 
due to the action of ligninolytic enzymes which catalyses the removal of lignin. SSF technique 
pose better delignification rate as considerable amount of ligninolytic enzymes are produced 
quickly with minimum downstream processing due to the smaller amount of impurities 
(Robinson, McMullan, Marchant, & Nigam, 2001). Research conducted in treating lignin 
through enzymatic delignification via indirect usage of fungi such as delignification of Bambusa 
bambos resulted in 84% delignification after 8 hours using laccase and cellulose (Kuila, 
Mukhopadhyay, Tuli, & Banerjee, 2011). Meanwhile in Saccharum spontaneum, maximum 
delignification was 84.67% at 6.21 hour of incubation with laccase (Rajak & Banerjee, 2015) 
which implies a total reduction of 13.63% per hour. A research conducted on oil palm EFB 
through an attempt of ionic liquid utilization to delignify EFB showed an overall reduction 
of 15.5% from the total biomass recorded (Financie, Moniruzzaman, & Uemura, 2016). The 
study employs the use of ionic liquid 1-ethyl-3-methylimidazolium-diethyl phosphate and 
commercial laccase attained from Trametes sp. as delignification agent. Compared to which 
the production of ligninolytic enzymes produced by G. boninense is found to be far more 
efficient than Trametes sp..
Table 2 
Percentage of lignin after day(s) of inoculation  
Day(s) after inoculation Lignin percentage (%)
T1 T2 T3 T4 T5
1 1.740 1.707 1.519 1.308 1.173
2 1.701 1.604 1.427 0.958 0.971
3 1.647 1.478 1.219 0.910 0.876
4 1.620 1.307 1.041 0.829 0.769
5 1.633 0.960 0.839 0.754 0.630
6 1.645 0.880 0.760 0.665 0.515
7 1.652 0.771 0.628 0.552 0.446
Table 3 
Total reduction percentage of lignin from initial inoculation  
Designation Amount of spores
(g)
Percentage of lignin 
reduction (%)
Rate of reduction 
(%/day)
Rate of reduction 
(%/hour)
T1 (Control) 0.0 5.07 0.724 0.030
T2 0.5 54.85 7.835 0.326
T3 0.7 58.65 8.379 0.349
T4 0.9 60.08 8.582 0.357
T5 1.1 61.97 8.853 0.369
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From Figure 1, the highest rate for lignin degradation is shown by the slope T2 where the 
slope is the steepest at m=-0.1705 followed by T4, T3, T5 and T1. Meanwhile, Table 3 exhibits 
the total reduction percentage of each lignin from initial inoculation where T5 which is 1.1 
g of spores contributed to the highest delignification percentage of 61.97% followed by T4 
(60.08%), T3 (58.65%), T2 (54.85%) and T1 5.07%. As expected, the higher the contact with 
surface areas, the higher the delignified EFB. It strongly suggests the production of ligninolytic 
enzymes during the course of decomposition. The higher number of spores contribute to 
Compared to which the production of ligninolytic enzymes produced by G. boninense is 
found to be far more efficient than Trametes sp.. 
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more enzyme production thus more substrates are hydrolysed. Table 3 shows that 1.1 g of 
G. boninense spores is able to reduce as much as 8.853% of EFB per day which is equal to 
0.369% per hour. Although the production is slower than that of S. spontaneum which degrades 
13.63% lignin per hour (Rajak & Banerjee, 2015); the figure represented is still significant due 
to the locally abundant G. boninense and the high disparity of lignin content before and after 
application. Other research has found out that laccase can be produced to up to 43.07 Ul-1 
while Manganese Peroxide 16.21 Ul-1 (Goh et al., 2014).
Microbial biocatalysis for decomposition is relatively inexpensive therefore enzymatic 
action of microbes is now the predominant feature for biological substitutes to speed up 
reaction (Grommen & Verstraete, 2002). The fast reaction of its containing enzymes (Robinson 
et al., 2001) may be further exploited through enzyme extraction for waste management and 
transforming biomasses into biofuel and energy generation. Researches have demonstrated 
the outstanding performance of ligninolytic enzymes of basidiomycetes in assisting oxygen 
delignification of craft pulp, and acting as a substitute to conventional chemical bleaching 
(Bourbonnais, Paice, Freiermuth, Bodie, & Borneman, 1997). Similar to the other white-rot 
fungi, G. boninense is also a potent bioremediation agent in degrading various xenobiotic 
compounds, dyes and polymeric products, thus protecting the environment from chemical 
pollution (Maciel, Silva, & Ribeiro, 2010). The lignonolytic enzymes that is  produced may 
also contribute in pulp and paper industry (Kaur & Nigam, 2014; Gόrska et al., 2014) as well 
as  benefit agriculture, forestry, sawmill, woodworking, furniture, milling and papermaking 
industry when  produced in a large enough scale (Gόrska et al., 2014).
CONCLUSION 
The white-rot fungi G. boninense, although a potent destroyer of oil palm, is also a potential 
basidiomycete that can promote numerous enzymatic degradation and decomposition of 
wastes and by-products. The lignocellulases that is produced reduces the need for chemicals 
and thereby improve environmental hygiene and sustainability. 
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ABSTRACT
The blended wing body (BWB) aircraft has a unique design.  The main body and wing of BWB are 
merged to increase the lift force on the aircraft. However, BWB has poor stability arising from the absence 
of the tail. Hence, a small horizontal stabilizer called as canard has been incorporated in front of the 
main wing to improve BWB’s stability. Computational Fluid Dynamics (CFD) simulations conducted 
to obtain the aerodynamics parameters of the BWB i.e. lift, drag and moment coefficients, showed that 
overall, the canard is beneficial to the BWB aerodynamics performance. 
Keywords: Aerodynamics, blended wing body (BWB), canard, Computational Fluid Dynamics (CFD) 
INTRODUCTION
The blended wing body (BWB) is specifically designed to  meet the objectives of greater internal 
volume, aerodynamics and structural efficiency, noise reduction and significant improvement on 
cost-per-seat-mile (Ordoukhanian & Madni, 
2014). The numerical study on the canard is 
difficult due to the need to identify, re-design 
and model the viscous flow area.  The fluid 
flow over a BWB aircraft complicated by the 
rounded trailing edge and canard surfaces. 
Many researches in numerical study 
examine the possibility of using Navier-
Stokes equations to predict the aerodynamics 
characteristics of BWB or an aircraft with 
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canard at best developed an unsteady three-dimensional Navier-Stokes analysis for circulation 
control wing (CCW) configurations. The solver can be used in a 2-D and a 3-D mode, and thus 
model air foils as well as finite wings. The Spalart Almaras, one-equation turbulence model 
was used by Mamat et al. (2011) to calculate the flow around the BWB aircraft model. The data 
obtained from the study confirmed the experimental result. Nangia et al. (2006) investigates the 
design of conventional and unconventional wings with winglet. The BWB research team from 
Universiti Teknologi MARA (UiTM) had studied BWB incorporated with canard since 2005. 
The canard is a small wing  located in front of the main wing and used as a longitudinal 
stabilizer and  increase lift (Nasir et al., 2010). A CFD simulations and wind tunnel experiment 
on the BWB aircraft  by Wisnoe et al. (2010), Reduan et al. (2010) and Mohamad et al. (2010) 
found that higher stall angle and maximum lift to drag (L/D) ratio is observed on BWB-Baseline 
II. However, in computational fluid dynamic CFD study by Nasir et al. (2011) show small 
differences of aerodynamic parameters between CFD and wind tunnel experiment  at the linear 
lift region. To simulate flight conditions beyond the linear lift region, different turbulence model 
is proposed by Nasir et al. ( 2011).
The study of BWB with a small rectangular canard using CFD at Mach number 0.1 was 
studied by Ali (2012). The differences from the maximum lift coefficient, CLmax between 
CFD and wind tunnel is small (9%). Adding the canard surface at certain setting angle will 
increase the moment at zero lift, CM0. This paper will extend the findings of previous studies 
by investigating the canard-setting angle to the aerodynamics of BWB subjected to variation 
canard setting angles.
METHOD
Numerical Methods
The geometry in this study (Figure 1) is based on the wind tunnel model (one -sixth scaled 
from the real BWB configuration). Two lifting bodies (wings and body) are blended together to 
form the BWB geometry. As BWB is symmetrical where only half body is generated, thereby 
saving computer memory space as well as time spent on modelling and simulation. 
The rectangular canard is attached to the wing-body and acts as a horizontal stabilizer. The 
canard’s aspect ratio, (AR= span wise/chord) was designed, and incorporated to the wing body. 
The ratio of canard size area, Sc to wing- body area, S is 13.6 % (0.005 m2), following the same 
canard size used in Nasir et.al (2010). Theoretically, the higher aspect ratio, the slimmer and 
thinner the body will be. The canard is a control canard, so it is free to rotate. The deflected 
canard rotates about the span wise axis at the 1⁄4 of the canard’s chord. Canard deflection angles 
δ are calculated relative to the wing-body axis, with positive δ indicates a canard is pitching 
upwards and negative δ is pitching downward as shown in Figure 2.
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The centreline plane was modelled as a symmetry plane and the BWB surface as a solid 
wall with no slip condition. The symmetrical plane for flow domain and BWB half body is 
coincide. The distribution of all flow variables needs to be specified at inlet boundaries. The 
incoming and outgoing flow was set as an inlet and outlet. The BWB described as a wall are 
located at 0.468 m from inlet boundary, respectively.
The domain bounded by BWB is covered using mesh or grid. Mesh was used to convert 
the partial differential equations into algebraic equation. The advantage of unstructured mesh 
is its flexibility in handling complex geometries. In this grid generator, three-dimensional (3D) 
unstructured hexahedral meshes was used to compute flow around the aircraft configuration. 
The finer mesh was created near the aircraft model, to ensure the accuracy of the results. 
In a mathematical model, turbulence-Navier Stokes flow model was selected as a flow 
model, which means the turbulence was taken into account through a turbulence models such 
as; Spalart Allamaras, extended wall function k-ε, k-ω and many more. Turbulence is generated 
above a critical Reynolds number that may range in values from 400 to 2000 depending on the 
specific case. In the current work, the Spalart-Allmaras (SA), one equation model was selected 
due to the low Reynolds number, 3 x 105. The advantage of this model is its robustness and the 
lower CPU and memory usage. Besides, the SA turbulent model has also been successfully 
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implemented in previous BWB aircraft analysis. The reference length was 0.114 m, taken from 
mean aerodynamic chord (MAC). The turbulent eddy viscosity μt is equal to ρνt, and νt state 
by Liu (2003) is given by:
                   [1]
Where ν is the molecular viscosity. The working variable, ῦ, is governed by the transport 
equation.
              [2]
Here,   
S is a magnitude of the vortices and d is distance to the closest wall.
At the inlet the incoming velocity to the domain is specified at 35 m/s and static temperature 
of 273 K. The BWB model is set as a solid wall for forces and torque calculation (the lift, 
drag and moment). 
RESULTS AND DISCUSSION
Parameter Validation
Parameter validation is an approach to estimating the reliability of the software in predicting 
the aerodynamics loads of this study, and set as a benchmark for the CFD results. The lift 
coefficient of the airfoil profile, NACA 2415 was derived using CFD software NUMECA. 
Figure 3 illustrates the comparison between CFD and our experiment. 
Data is based on the same Reynolds number. As the angles of attack increase, the lift too 
increases. The trend is all the same. The only noted difference is at higher angles of attack, the 
differences between the CFD and wind tunnel result was large. However, this can be neglected 
due to the fact that the case of the study are only limited between -10 to 10 degrees angles of 
attack.
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Lift Coefficient
The BWB lift coefficient with respect to angles of attack for various canards’ aspect ratio, the 
AR predicted by CFD is shown in Figure 4. By adding the canard surface on the BWB the lift 
gradient specifically at low angles of attack is observed. The increase of lift is proportional to 
higher canard aspect ratio. However, in Figure 5, the result is contrary where all the canards 
were stall at higher angles of attack. Due to the fact that the canard surface stalled at angles of 
attack lower than that for wing-body stall, these results, however, do not come as a surprise. 
This study shows that the main lift contributor comes from the body and wing and that the 
canard’s contribution of lift enhancement to the BWB is not significant dues to its size.
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Lift to Drag Coefficient 
The lift-to-drag ratio i.e.  L/D versus angles of attack α, is shown in Figure 6. A higher L/D 
means better flight performance, where the drag of aircraft decreases as L/D is increased. In 
an airplane, TR is generated to overcome drag and maintain the flight condition. The L/D 
curves show that as angles of attack increase L/D increases.  The point where α  reaches the 
maximum L/D is denoted as α(L/D) max.  With L/D a function of α,  lift and drag coefficient  is 
also a function ofα.  The BWB without canard has the maximum lift-to-drag ratio while with 
canard the maximum L/D of the BWB decreases. The BWB with canard AR 2 and 4 have 
maximum L/D compared to situations when the canard-setting angle is   not deflected.  
Depending on the canard aspect ratio, the L/D reduces when the setting angle of the canard is 
increased. 
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Lift to Drag Coefficient
The lift-to-drag ratio i.e.  L/D versus angles of attack α, is shown in Figure 6. A higher L/D 
means better flight performance, where the drag of aircraft decreases as L/D is increased. 
In an airplane, TR is generated to overcome drag and maintain the flight condition. The L/D 
curves show that as angles of attack increase L/D increases.  The point where α  reaches the 
maximum L/D is denoted as α(L/D) max. With L/D a function of α,  lift and drag coefficient  is also 
a function of α. The BWB without canard has the maximum lift-to-drag ratio while with canard 
the maximum L/D of the BWB decreases. The BWB with canard AR 2 and 4 have maximum 
L/D compared to situations when the canard-setting angle is   not deflected.  Depending on the 
canard aspect ratio, the L/D reduces when the setting angle of the canard is increased.
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Figure 6. Lift- to-Drag curves of BWB with different canard aspect ratio at setting angles, δ = 5° 
 
Moment Coefficient 
The essential criteria that qualifies an aircraft to be statically stable during flight is the 
pitching moment curve must have a negative slope. By convention, negative moment refers to 
moment that causes the aircraft nose down, while positive moment gives opposite effect. The 
pitching moment at zero lift, CM0 must be positive. Figure 7, Figure 8 and Figure 9 show the 
pitching moments CMref versus angles of attack, α and CMref versus coefficient of lift, CL 
measured from 19.8 % from mean aerodynamic chord, MAC. The overall trend is similar, 
where the pitching moment is reduced when the angles of attack and lift increases. Although 
there are many advantages of BWB configurations for examples lighter, high lift-to-drag 
ratio, and lower fuel burn, this kind of aircraft is technically unstable. The absence of 
horizontal tail causes the BWB aircraft to have no longitudinal control, and therefore always 
tends to diverge from the equilibrium position when disturbed. To correct this behaviour the 
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Moment Coefficient
The essential criteria that qualifies an aircraft to be statically stable during flight is the pitching 
moment curve must have  negative slope. By convention, negative moment refers to moment 
that causes the aircraft nose down, while positive moment gives opposite effect. The pitching 
moment at zero lift, CM0 must be positive. Figure 7, Figure 8 and Figure 9 show the pitching 
moments CMref versus angles of attack, α and CMref versus coefficient of lift, CL measured from 
19.8 % from mean aerodynamic chord, MAC. The ove all trend is similar, where the pitching 
moment is reduced when the angles of attack and lift increases. Although there are many 
advantages of BWB configurations for examples lighter, high lift-to-drag ratio, and lower 
fuel burn, this kind of aircraft is tech ically unstable. The absence of horizontal tail causes the 
BWB aircraft to have no longitudinal control, and therefore always tends to diverge from the 
equilibrium position when disturbed. To correct this behaviour the BWB is usually incorporated 
with elevons or canard. In the present study, the canard is used to produce positive lift, hence, 
creating  clockwise moment about the centre gravity. If this moment is strong n ugh, CM0 
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for the BWB configuration is positive and balance maintained. The graph below shows by 
adding canard can lead CMα to change dramatically and moment at zero angle of attack, CM,α=0 
to increase.
Canard shows a significant effect with the moment coefficient of the BWB. Increasing 
the canard setting angles increases the trimmed angles of attack and moment at zero lift. The 
result shows that the BWB with the canard fulfils the static stability criteria, and that the BWB 
with canard AR 6 and 8 are the most effective ones. 
BWB is usually incorporated with elevons or canard. In the present study, the canard is used 
to produce positive lift, hence, creating a clockwise moment about the centre gravity. If this 
moment is strong enough, CM0 for the BWB configuration is positive and balance maintained. 
The graph below shows  by adding canard can lead  CMα to change dramatically and moment 
at zero angle of attack, CM,α=0° to increase. 
Canard shows a significant effect with the moment coefficient of the BWB. Increasing 
the canard setting angles increases the trimmed angles of tta k and moment at zero lift. The 
result shows that the BWB with the canard fulfils the static stability criteria, and that the 
BWB with canard AR 6 and 8 are the most effective ones.  
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CONCLUSION
A new control surface consisting of a canard located at the front of the major wing of the 
BWB was studied. It involves the determination of aerodynamics characteristic (CL, L/D and 
CM) of BWB incorporated with the canard. A summary of major findings of this research are:
i.  It is found that BWB has an optimum lift, drag and moment coefficient at lower angles of 
attack and canard setting angles. The differences of the aerodynamics coefficients between 
canards aspect ratio are small; 
ii. The canard with aspect ratio 6 and 8 have a significant effect towards the moment coefficient 
of the aircraft configuration where it improves the trim angle and moment at zero lift. 
The trim angle is shifted toward the positive angles of attack and moment at zero lift is 
increases; 
iii. The pitching moment is improved when the canard is deflected to a higher canard setting 
angles (δ = 10°).
The result shows that these configurations can improve pitching moment of BWB. 
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ABSTRACT
This paper presents the outcome of a  laboratory investigation on mix design, resilient modulus, moisture 
susceptibility and rutting resistance of Stone Mastic Asphalt (SMA) and Dense Graded Asphalt (AC) 
that is incorporated with Nanosilica (NS) modified binder. Penetration Grade 60-70 (PEN60-70) types 
of binder were mixed with nanoparticles (NS) using concentration of 0wt%, 2wt%, 4wt% and 6wt% 
by weight of asphalt binder. The mixtures were tested for resilient modulus, indirect tensile strength 
and rutting, in order to evaluate the performance of NS-SMA and NS-AC. The results show that the 
existence of NS is capable of enhancing the performance of both asphalt mixtures, and the addition of 
NS decreases the susceptibility of moisture damage and provides better resistance against permanent 
deformation. Furthermore, the addition of 4wt% NS appears to be the most effective amount for the 
performance enhancement in AC and SMA mixtures.  
Keywords: Dense grade asphalt, moisture susceptibility, nanosilica, resilient modulus, rutting, 
Stone Mastic Asphalt
INTRODUCTION
Asphalt mixture especially hot mix asphalt 
(HMA) is usually regarded as having stripping 
and permanent deformation problems. 
Temperatures of around 30-35o together 
with frequent rain exposes asphalt pavement 
to moisture susceptibility and rutting. Both 
issues are usually inter-related and the 
existence of moisture leads to stripping and 
severe rutting, leading to low ride-ability, 
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comfort-ability, general performance and motorist safety. There are several advantages of 
using Stone Mastic Asphalt. First, it provides more resistance towards permanent deformation 
or rutting (30% - 40% less than dense graded asphalt). Second, SMA relies on stone to stone 
contact in terms of mechanical properties, so they are less sensitive to binder variations than 
the conventional mixes (Brown et al., 1996). But, the costs related to producing SMA is higher 
due to its higher binder content and fibres additive. It is also high in filler content, thus resulting 
to productivity reduction, Furthermore, there is a possible delay in opening the road to traffic 
as SMA mixtures must be cooled to below 40°C in order to prevent flushing of the binder 
surface (Nejad et al., 2012). However, this may be overcome by suitable modifications. Figure 
1 shows rutting phenomena that usually occurred on the asphalt pavement.
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Figure 1. Rutting phenomena Figure 1. Rutting phenomena
Resilient modulus can be used to determine the mechanical characteristics and provides 
empirical approached in designing the pavement structure and predicting the rutting roughness. 
Asphalt mixture behaves elastically and plastically when a load is applied (El-Shafie et al., 
2012). Resilient modulus is important for evaluating the performance of asphalt mixtures 
subjected to repeated loads. This parameter is used as an input parameter to evaluate the 
response of pavement under traffic loading. Venudharan and Biligiri (2015) also defined resilient 
modulus as the ratio of deviator stress to the recoverable strain at any particular temperature 
and frequency. Resilient modulus values are determined via laboratory tests which subjecting 
the cylindrical specimen to loads using Universal Testing Machine (UTM). This test helps to 
measure the elasticity of the asphaltic specimens, evaluate the quality of the materials, and 
provide input for pavement design. According to Shafabakhsh and Tanakizadeh (2015), the 
asphaltic layers can be considered  elastic if the load applied is small compared to the strength 
of material. It involves subjecting the specimen to a large number of load applications and the 
deformation under each load recorded.  The factors that can influence resilient modulus are 
water, dry density and stress level. The value of resilient modulus can decrease when the water 
content increases and increase with increases in dry density, confining and deviator stress.
Besides rutting, another primary cause of distress in asphalt mixture is moisture 
susceptibility. If the internal bonds between aggregates and asphalt are weakened in the presence 
of water, the asphalt mixtures may be considered susceptible to moisture. Moisture susceptibility 
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is a major reason for the premature failure of asphalt mixtures. Moisture susceptibility is also 
known as moisture damage, or  the degradation of the material’s mechanical properties that 
attribute to the presence of moisture in its microstructure (Kumar & Anand, 2012). The factors 
that can affect  moisture susceptibility in asphaltic mixtures are the type of aggregates, type 
of source of crude oil and refining process in asphalt cement manufacturing, asphalt mixtures 
properties which are influenced by the degree of compaction, asphalt film thickness and 
environmental condition and traffic (Ebrahim & Behiry, 2013). The chief means by which 
moisture enters the pavement structure are infiltration of surface water, the capillary rise of 
subsurface water, and the diffusion of water vapor. 
Studies done to enhance the performance of asphalt mix suggest the use of binder 
modification. One type of binder modification is the use of nanotechnology, nanosilica (NS), 
which shows a promising result in improving binder properties. This study utilizes colloidal 
NS to enhance the properties of asphalt binder. SMA and AC asphalt containing different 
amounts of NS are studied by subjecting them to resilient modulus, rutting resistance and 
moisture susceptibility tests. 
METHOD
Materials
The binder used in this study was PEN 60/70 grade. Asphalt binder was blended with 2wt%, 
4wt% and 6wt% of nanosilica. The quantity of each additive was selected based on the weight 
of the asphalt binder and mixed in a binder mixer. To conduct the mixing process, an aluminium 
can was filled with 250 – 260 g of binder and placed in a mixer. After reaching a temperature 
of 160°C, a specified amount of nanosilica was added to the asphalt binder and mixing process 
was continued for one hour at 1800 rpm. Nanosilica should be fully added into the binder in 
the first 30 minutes of the mixing process (Arshad et al., 2016). 
Marshall Mix Design
The Optimum Binder Content (OBC) for SMA20 and AC14 were determined based on Marshall 
Mix Design Method. This process was carried out in accordance with the Malaysian Public 
Works Department JKR/SPJ/2008, 2008.  
Three specimens were prepared for each binder content within the range of 5-7% for 
SMA20 and 4%-6% for AC14 with the increment of 0.5%. The bulk specific gravity of 
each test specimen was determined in accordance to ASTM D 2726, as soon as the freshly 
compacted specimens cooled to the room temperature. The stability and flow values of each test 
specimen was obtained in accordance with ASTM D 1559. Specific gravity and void analysis 
was carried out for each  test specimen after the completion of the stability and flow test in 
order to determine the percentage air voids in mineral aggregate (VMA) and the percentage 
air voids in the compacted mix (VIM). The average values of bulk specific gravity, stability, 
flow, VFB and VMA obtained above was plotted separately against the binder content and a 
smooth curve was drawn through the plotted values. Table 1 lists the properties of NS while 
Table 2 shows the aggregate gradation for SMA20 and AC14. 
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Resilient Modulus
The Indirect Tension was used to determine resilient modulus of bituminous mixtures by 
applying compressive loads with a haversine waveform. The resilient modulus value was 
obtained by the elastic modulus based on the recoverable strain under repeated loads. The results 
were shown in the total resilient axial deformation response of a specimen using Universal 
Testing Machine (Figure 2).  Three Marshall Specimens for each mixture (SMA and AC) and 
NS content (0wt%, 2wt%, 4wt%, and 6wt%) were tested. This test was conducted in accordance 
to ASTM D4123-82. All the samples were tested at fixed temperature (25°C), two positions 
and three different pulse repetitions (1000ms, 2000ms and 3000ms). 
Table 1 
Properties of nanosilica  
Properties Value
Appearance Slight milky transparent
SiO2 (%) 30%
Na2O (%) 0.5%
pH 8.5-10.5
Density 1.19-1.22 g/cm3
Particle Size 10-15 nm
Table 2 
SMA20 & AC14 aggregate gradation  
Sieve 
Size 
(mm)
SMA20
Passing
(%)
Targeted 
Passing
(%)
Retained
(%)
Sample 
Weight
(g)
Sieve 
Size 
(mm)
AC14
Passing 
(%)
Targeted 
Passing
(%)
Retained 
(%)
Sample 
Weight 
(g)
19.0 100 100 0 0 20 100 100 0 0
12.5 100 90 10 120 14 90-100 95 5 60
9.5 72-83 70 20 240 10 76-86 81 14 168
4.75 25-38 24 46 552 5 50-62 56 25 300
2.36 16-24 20 4 48 3.35 40-54 47 9 108
0.600 12-16 14 6 72 1.18 18-34 26 21 252
0.300 12-15 13.5 0.5 6 0.425 12-24 18 8 96
0.075 8-10 9 4.5 54 0.15 6-14 10 8 96
Filler 0 0 7 84 0.075 4-8 6 4 48
Lime 0 0 2 24 Filler 0 0 4 48
Total 100 1200 Lime 0 0 2 24
Total 100 1200
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Rutting Resistance
This test was carried out in accordance to AASHTO TP-63 using Asphalt Pavement Analyzer 
(APA) Equipment. The APA machine was used to measure the rutting resistance of a modified 
and unmodified AC and SMA mixtures. Rutting resistance was evaluated by running a steel 
wheel over the pressurized tubing which rests on top of the specimens (Apeagyei, 2011). 
According AASHTO specification, asphalt mixes specimens that were used are 75 mm in height 
and 150 mm in diameter. The specimens had to be conditioned in the mould at the required 
temperature for 6 hours, when a concave wheel was used to run over pressurized rubber hosing 
that was set on top of three gyratory specimens in the temperature-controlled chamber. The 
rubber air lines on the load rack was pressurized to 0.69 ± 0.03 MPa and the wheel load was 
set up to 0.45 ± 0.02 KN. The asphalt mixture specimens were subjected to 8000 cycles of 
wheel loading in the chamber. The raw data was recorded on rut depth for each cycle, and 
the test repeated and to allow the mean of rut depth to be calculated. Figure 3 illustrates rut 
samples before and after testing.
	
applying compressive loads with a haversine waveform. The resilient modulus value was 
obtained by the elastic modulus based on the recoverable strain under repeated loads. The results 
were shown in the total resilient axial deformation response of a specimen using Universal 
Testing Machine (Figure 2).  Three Marshall Specimens for each mixture (SMA and AC) and NS 
content (0wt%, 2wt%, 4wt%, and 6wt%) were tested. This test was conducted in accordance to 
ASTM D4123-82. All the samples were tested at fixed temperature (25oC), two positions and 
three different pulse repetitions (1000ms, 2000ms and 3000ms).  
						 	
(a)        (b) 
Figure 2. (a) UTM machine; and (b) sample position 
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Figure 3. (a) Sample position; (b) sample after test; and (c) sample before test 
	
Moisture Susceptibility 
Moisture susceptibility also known as moisture damage is the most common concern for asphalt 
pavements. In this research, moisture damage was evaluated in accordance with AASHTO T283.  
Stripping samples for both SMA and AC were compacted to obtained 7 ± 1 % air voids 
according to AASHTO T283 standard requirement. The indirect tensile strength test to determine 
the tensile properties of cylindrical samples was performed by applying a compression load 
along a diametrical plane of two opposite loading heads. For indirect tensile strength test, the 
Figure 3. (a) Sample position; (b) sample after test; and (c) sample before test
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Moisture Susceptibility
Moisture susceptibility also known as moisture damage is the most common concern for 
asphalt pavements. In this research, moisture damage was evaluated in accordance with 
AASHTO T283.  Stripping samples for both SMA and AC were compacted to obtained 7 ± 1 
% air voids according to AASHTO T283 standard requirement. The indirect tensile strength 
test to determine the tensile properties of cylindrical samples was performed by applying a 
compression load along a diametrical plane of two opposite loading heads. For indirect tensile 
strength test, the samples were placed between the steel loading strips using an indirect tensile 
strength machine.
Two sets of samples were prepared for each mixture, dry samples were tested without 
moisture conditioning while the second was conditioned by saturating with water at 70 – 80% 
degree of saturation. The conditioned samples were immersed in water for 24 hours at 60°C 
in a water bath and conditioned at 25°C. The samples were then subjected to indirect tensile 
strength test (Figure 4).
A constant rate of 50 mm per minute at 25°C was applied on the diameter of the specimens. 
The specimen usually fails by splitting along with the loaded plane when the loading acts 
perpendicularly to the applied load plane. The maximum load carried by a specimen at the 
point of failure can be calculated by equation 1;
                       [1]
Where;
ITS  =  Indirect tensile strength 
P  =  Maximum load 
h  =  Thickness of specimen 
D  =  Diameter of specimen 
The ratio of the average tensile strength of the dry conditioned and wet conditioned 
specimens or also known as Tensile Strength Ratio (TSR) is obtained using the following 
equation 2;
                       [2]
Where;
TSR =  Tensile strength ratio
S1  =  Average tensile strength of the dry subset
S2  =  Average tensile strength of the conditioned subset
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RESULTS AND DISCUSSION
Volumetric Properties
The value of Optimum Binder Content (OBC) is based on the volumetric properties values. 
Table 3 below shows the Marshall result for SMA20 and AC14. Results indicate all values 
were in the specified range.
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TSR = Tensile strength ratio 
S1 = Average tensile strength of the dry subset 
S2 = Average tensile strength of the conditioned subset 
 
	 	  
(a)     (b)     (c) 
Figure 4. ITS Test: (a) ITS machine; (b) sample position; and (c) wet conditioned samples 
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in the specified range. 
 
Table 3  
Properties Specification 
JKR/SPJ/2008 
SMA20 Status Properties Specification 
JKR/SPJ/2008 
AC14 Status 
Figure 4. ITS Test: (a) ITS machine; (b) sample position; and (c) wet conditioned samples
Table 3 
Marshall result for SMA20 and AC14  
Properties Specification 
JKR/SPJ/2008
SMA20 Status Properties Specification 
JKR/SPJ/2008
AC14 Status
OBC, % 5-7 6.16 PASS OBC, % 4-6 4.85 PASS
VTM, % 3-5 4.55 PASS VTM, % 3-5 3.9 PASS
VFB, % Min 17 69 PASS VFB, % 70-80 74 PASS
VMA, % - 26.8 PASS VMA, % - 15.8 PASS
Stability, N Min 6200 22563 PASS Stability, N Min 8000 18150 PASS
Flow, mm 2-4 3.10 PASS Flow, mm 2-4 3.85 PASS
Draindown 0.3 0.25 PASS Stiffness, N/mm Min 2000 5000 PASS
SMA20 & AC14 volumetric properties
Resilient Modulus
For SMA20, the increment in the amount of NS will result in a higher value of resilient 
modulus. At 1000ms pulse period, the resilient modulus for 0wt% NS-SMA20 was 3138 MPa. 
The highest Mr value obtained at 4wt% NS-SMA20 was 4076 MPa. However, the results for 
resilient modulus values at different pulse period did not show any trend in uniformity. For 
AC14, the highest resilient modulus value was obtained at 4wt% NS-AC14 which was 8217 
MPa at 1000ms pulse repetition. The lowest average value of resilient modulus obtained was 
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3849 MPa for 6wt% NS-AC14 at 2000ms pulse repetition. In general, higher pulse repetitive 
period loads the lower was the resilient modulus value. For instant, at 4wt% NS-AC14, the 
average resilient modulus was 8217 MPa at 1000ms, 6060 MPa at 2000ms and 5644 MPa at 
3000ms. Table 4 shows the results of resilient modulus for both mixtures and how 4wt% NS 
can be considered the optimum amount for enhancing PA performance.
Table 4 
NS-SMA20 & NS-AC14 resilient modulus 
Sample Point Mean Pulse Repetitive Period (ms) 
SMA20 
Mean Pulse Repetitive Period (ms) 
AC14
1000 2000 3000 1000 2000 3000
0% NS A 3493.00 2712.50 3143.50 4568.00 4402.50 4534.50
B 2784.00 2831.50 2749.00 6387.00 6787.00 5843.00
Mrmean 3138.50 2772.00 2946.30 5477.50 5594.75 5188.75
2% NS A 3623.00 3038.50 3347.50 4224.50 4160.00 4403.00
B 3127.50 2864.50 2791.00 3705.50 3694.00 3721.00
Mrmean 3375.30 2951.50 3069.30 3965.00 3927.00 4062.00
4% NS A 3941.50 4536.00 4804.50 6086.50 6210.50 5446.50
B 4211.50 4101.00 4577.00 10348.50 5910.00 5841.50
Mrmean 4076.50 4318.50 4690.75 8217.50 6060.25 5644.00
6% NS A 3656.00 3194.00 3486.00 2366.50 2766.00 2864.00
B 3259.00 3339.00 3288.00 6320.50 4933.50 5053.50
Mrmean 3457.50 3266.50 3387.00 4343.50 3849.75 3958.75
Rutting Resistance
The objective of this test is to determine the rut depth of asphalt mixtures with the Asphalt 
Pavement Analyzer (APA). The Asphalt Pavement Analyzer counter was set to run at 
8000 cycles. For this test, all the specimens were tested at 60oC. This test was conducted 
in accordance with AASHTO TP 63. The most effective amount of NS in enhancing the 
performance of asphalt mixtures i.e. 4wt% NS was used in both mixtures. 
From Figure 5, for SMA20, it can be seen the rut depth increased rapidly at the beginning 
of the test which is between 0 to 6000 cycles and the critical part happened at the range 
between 0 to 1000 cycles and subsequently maintained at a range of 7000 to 8000 cycles. The 
result was still in the range of depth measurement (4 mm) complied with the AASHTO TP 
63 specifications. Meanwhile, it can be stated that the sample for 4wt% NS-SMA20 is better 
because the rut depth recorded was lower than the control sample of 0wt% NS-SMA20. The 
percent changes were highest at 4000 cycles with 87.47% to decrease to 24.92% at 8000 cycles. 
On the other hand, for 4wt% NS-SMA20, the highest percentage change of 89.68% was also 
at 4000 cycles and the value decreased to 28.12% at the 8000 cycles.
For AC14, the modified asphalt mix specimen selected for this test was also 4wt% NS-
AC14. From Figure 6, it can be seen that the percentage changes for the control specimen 
was higher than that of the modified specimen (4wt% NS-AC14). After 8000 cycles, rut depth 
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for the control specimen was 5.002 mm and for the modified specimen was 4.473 mm. The 
percentage change of rut depth of the control specimen changed to a high of 52.68% compared 
with the modified specimen which changed to 55.26%. This shows that, the presence of NS 
in AC14 can decrease the rut depth. Lower rut depth indicates that NS-AC14 provides better 
rutting resistance. 	
 
 
Figure 5. NS-SMA20 rut depth 
  
 
 
Figure 6. NS-AC14 rut depth 
 
Figure 5. NS-SMA20 rut depth
	
 
 
Figure 5. NS-SMA20 rut depth 
  
 
 
Figure 6. NS-AC14 rut depth 
 
Figure 6. NS-AC14 rut depth
Moisture Susceptibility
The objective of this test was to determine moisture susceptibility values for SMA20 and AC14 
using the indirect tensile strength test. Samples were tested under dry and wet conditions in 
accordance to AASHTO T283. 
For SMA20, the value of moisture susceptibility for dry condition was higher compared 
to the wet condition. The value of TSR increased roughly 10% for modified specimens. In 
addition, the TSR value for control sample which was 0wt% NS-SMA20 was 84% while 94% 
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for modified specimens. Both achieved the minimum requirement based on AASTHO T283 
specification. If the TSR value is more than 80%, resistance towards moisture is higher and if 
the TSR value is below 80%, it is sensitive to moisture damage.
For AC14, dry ITS value for 0wt% NS-AC14 mixtures was only 499 Kpa while 537 Kpa 
for modified specimens. For wet conditions, the value of ITS for control specimen and modified 
specimen were 420 Kpa and 505 Kpa respectively. TSR value for both control sample and 
modified sample passed the minimum requirement which were 86% and 91% respectively. 
The result indicated the indirect tensile strength values of wet conditioned values were lower 
than that for dry conditioned, and the presence of NS in the bituminous mixes increased the 
mixtures strength to resist damage created by moisture. Figure 7 illustrates the result of ITS 
and TSR value for both asphalt mixtures.  
	
	  
(a)        (b) 
	 	
(c)        (d) 
Figure 7. (a) ITS SMA20; (b) ITS AC14; (c) TSR SMA20; and (d) TSR AC14 
 
CONCLUSION 
The findings of this study indicate that the existence of nanoparticle in particular 4wt% NS can 
enhance the performance of SMA20 and AC14 in terms of mix design, resilient modulus, rutting 
resistance and moisture susceptibility.  
 
ACKNOWLEDGEMENTS 
The authors would like to acknowledge FRGS Research Grant: FRGS/1/2015/TK08/UITM/02/3 
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CONCLUSION
The findings of this study indicate that the existence of nanoparticle in particular 4wt% NS 
can enhance the performance of SMA20 and AC14 in terms of mix design, resilient modulus, 
rutting resistance and oisture susceptibility. 
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ABSTRACT
The objective of this research is to investigate the regulation of apoptotic associated-genes and proteins 
expression of aloe emodin on oestrogen receptor (ER)-positive (MCF-7). Oestrogen receptor (ER)-
positive (MCF-7) cells were cultured in complete RPMI media. Cells were treated with aloe emodin at 
its IC50 of 80uM. Maximum treatment time was set for 72 hours in all assays. Both genes and proteins 
involved in the regulation of apoptosis (Fas, FADD, Caspase-3, Caspase-8, Caspase-9, Bax, Bcl-2, and 
Cytochrome c) in aloe emodin-treated MCF-7 were determined using Quantigene 2.0 Plex and protein 
ELISA assays respectively. Aloe emodin, previously reported as anti-cancer agent, was found to act as 
an apoptotic inducer on MCF-7 cells. In intrinsic apoptosis signalling, Bax, Cytochrome c and Caspase-9 
proteins were upregulated (54.11% ± 4.51, 25.17% ± 4.13 and 36.05% ±11.75); while no change was 
observed in Bcl-2 protein. Except for Caspase-9, these results are in accordance with gene expression. In 
extrinsic apoptosis, Fas and Caspase-8 were upregulated (133.82% ± 2.85 and 26.44% ± 2.48), contrary 
to gene expression. These findings indicate that 
aloe emodin activates both extrinsic and intrinsic 
apoptosis pathways. The data suggests (i) aloe 
emodin has the potential to be a selective apoptotic 
inducer in ER+-breast cancer management; and 
(ii) the present study could be used as a basis for 
in vivo experiment.. 
Keywords: Aloe emodin, MCF-7, intrinsic and 
extrinsic apoptosis, Quatigene 2.0 Plex 
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INTRODUCTION
Breast cancer which accounts for 18.1% of all cancers has a 32.1% rate among Malaysian 
women compared with other types of cancers (Omar & Tamin, 2011). Approximately two-thirds 
of breast cancer patients expressed oestrogen receptor (ER), and received endocrine treatment 
with anti-oestrogens such as tamoxifen, toremifene, raloxifene, and fulvestrant (Clarke et al., 
2003; Baumgarten & Frasor, 2012). Despite these therapeutic treatments, the overall incidence 
rate remains high.  (Baumgarten & Frasor, 2012). 
 Although it is well accepted that cancer   refers to uncontrolled cell growth, anti-
cancer drugs affect not only cancer cells but also normal active proliferating cells such as 
bone marrow, gastrointestinal epithelial and dermal papilla of hair follicle. Thus treatment 
unfortunately worsens the patients’ situation as increasing evidences of toxicity have been 
observed (Thavendiranathan et al., 2013). Besides being non-selective, most of the drugs lead 
to resistance in cancer patients and have adverse effects when exposed to prolonged periods 
(Fisher et al., 2001). 
Natural sources have been used in traditional remedies to cure many types of diseases 
such as diabetes, wound healing, osteoarthritis, malaria, skin diseases, cancer and other critical 
diseases for many years. In fact, phytochemicals and their significant healing properties have 
been well recognised in the scientific research (Singh, 2007).
Aloe emodin has been recommended as a potential natural chemotherapeutic agent. Aloe is 
a genus of the widely known species Aloe Vera or also known as Aloe barbadensis Miller. Aloe 
emodin is the well-known anthraquinone active compound that can be found in some species 
of Aloe (ElSohly et al., 2004). Accumulative evidences of aloe emodin as anti-cancer agent 
from in vitro as well in vivo studies were well documented. Unlike tamoxifen, it selectively 
inhibits  proliferation of cancer cells including prostate, neuroectodermal tumour and cervical, 
without affecting normal cells (Guo et al., 2007; Liu et al., 2012; Pecere et al., 2000). 
Apoptosis, or programmed cell death, is a normal process. The apoptotic signal is a 
response to defective cells to commit suicide in a natural way without harming neighbouring 
and surrounding cells (Johnstone et al., 2002; Elmore, 2007). Thus, deregulation in apoptosis 
has been implicated in a variety of diseases such as cancer (Brown & Attardi, 2005). Molecular 
mechanism studies suggest that its anti-cancer property was through the promotion of cell 
cycle arrest and apoptosis (Chen et al., 2004; Kuo et al., 2002). Although, there is a significant 
relationship between apoptosis and aloe emodin, its induction on breast cancer cells has not 
been studied sufficiently.  Current studies suggest that aloe emodin reduces the expression of 
ERα in both time- and dose-dependent manners, thus reducing oestrogen proliferative effect on 
MCF-7 cells (Huang et al., 2013). In addition, there was evidence that aloe emodin inhibited the 
activation of ERα even at lower dosage compared to its isomer, emodin (Huang et al., 2013). 
In our previous investigation (Amin et al., 2013), aloe emodin inhibited the proliferation 
of MCF-7 with IC50 of 80μM using WST-1 proliferation. No IC50 value was obtained on 
MDA-MB-231 and MCF-10A, even up to 150μM. In contrast, tamoxifen was non-selective 
to all cells tested. By using the cellular apoptotic assay, our previous findings suggested that 
the anti- proliferation effect was through activation of apoptosis signalling. The activation of 
apoptosis was observed through the morphological changes and the increasing percentage of 
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apoptotic population at 48 and 72 hours treatment using flow-cytometry analyses (Amin et al, 
2015, 2016). In the present study we further investigate the underlying molecular mechanism 
by looking at the regulation of apoptosis associated-genes and protein expressions.
METHOD
Materials
An oestrogen receptor-positive breast cancer cell, MCF-7 was purchased from American Type 
Cell Collection (Virginia, USA) Complete culture media RPMI, foetal bovine was  from GIBCO 
Invitrogen (GIBCO Invitrogen, California, USA), phosphate buffer saline (PBS), accutase and 
dimethyl sulfoxide (DMSO; Sigma Chemical Co., St. Louis, USA), QuantiGene 2.0 Multiplex 
Assay was purchased from Affymetrix California, USA. MCF-7. Aloe emodin and tamoxifen 
from Sigma Chemical Co. (St Louis, USA).
Cell and Treatments
Cells were cultured in complete RPMI media supplemented with 10% foetal bovine serum and 
1% of penicillin and streptomycin. The cells were maintained as monolayer up to 70% to 90% 
confluence in humidified atmosphere of 5% CO2, at 37°C in T25 and T75 flasks. Aloe emodin is 
synonym as 1,8-Dihydroxy-3-(hydroxymethyl) anthraquinone, 3-Hydroxymethylchrysazine is 
in purity of  ≥95% as assayed by high performance liquid chromatography (HPLC). Tamoxifen 
or (Z)-1-(p-Dimethylaminoethoxyphenyl)-1,2-diphenyl-1-butene, trans-2-[4-(1,2-Diphenyl-1-
butenyl)phenoxy]-N,N- dimethylethylamine is ≥99% in purity and used as positive control. 
Aloe emodin was measured and dissolved separately in DMSO to prepare primary stocks of 
50 mM. Both primary stock (aloe emodin and tamoxifen) solutions were filtered with a 0.2 μm 
sterile filter and stored in aliquots at ˗ 20°C protected from light. The final working solutions of 
aloe emodin and tamoxifen were diluted with culture media so that the final concentration of 
DMSO in cell culture was <0.1%. Tamoxifen, a non-steroidal oestrogen antagonist was used 
as positive control. All the preparations were performed under sterile conditions.  
QuantiGene 2.0 Multiplex Assay
QuantiGene 2.0 Multiplex Assay is based on a series of hybridization method that capture target 
RNA in samples. Initially, target RNAs were captured by fluorescent microspheres (Capture 
Beads). Following from this, the target-specific RNA was measured by mixing it with high 
stringent of cocktails which include Capture Extenders (CEs), Label Extenders (LEs) and 
Blocker (BLs). They bound to RNA region and selectively capture the target RNA by a series 
of complex hybridization. The hybridization step was performed overnight at a temperature 
of 55°C. These resulted in sandwich multifaceted form which includes probe and the target 
sequence. The final step was the signal amplification and detection of target mRNA. The target 
mRNA was sequentially hybridized with specific Preamplifier, Amplifier and Label probes. 
The luminescent signal detected is proportionate to the amount of target mRNA present in the 
sample. Prior to the experiment, cells were seeded at 1 x 106 into six different T25 flasks in 
5% CO2, at 37°C. Each group was treated separately with aloe emodin (IC50), and non- treated 
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cells were used as control. After 72 hours of treatment, cells were washed with PBS, detached 
with accutase and centrifuged at 15,000 rpm for 5 minutes. Cell pellets were re-suspended in 
complete media, adjusted to 1 x 106 cells/ml and kept in 15 ml tubes at -20°C before used. This 
assay was conducted following the protocol outlined in QuantiGene 2.0 Plex User Manual 
(Affymetrix., California, USA). Hypoxanthine-guanine phosphoribosyltransferase (HPRT) 
was used as housekeeping gene.
ELISA Assay
Concentrations of 1 x 106 cells were cultured in 1 ml complete media in 6-well plate with 
5% CO2, at 37°C for 24 hours. Cells in each well were treated separately with aloe emodin. 
Non-treated cells were used as control. After washing the cells twice with cold PBS, 380 µl 
of cold RIPA buffer containing Pierce protease inhibitors. The plate was incubated on ice 
for 5 minutes, swirled gently to ensure uniform spreading of lysis buffer on each well. Each 
cell lysate was collected using cell scraper and transferred to a 10-ml tube. Each lysate was 
sonicated at 50% pulse for 1 minute and centrifuged at 14,000 x g for 15 minutes. Standard 
solution was reconstituted with 1.0 ml of sample diluents and allowed to stand for 15 minutes. 
A series of standard solutions ranging from S0 to S6 was prepared by two-fold serial dilution 
of standard stock with its diluents. Using the standard curve, all the samples from different 
treatment groups were standardized at 3 mg/ml. Concentration of 100 µl of treatment samples 
and standard were loaded into a pre-coated 96-well microplate. 
Statistical Analysis
The Statistical Package for Social Sciences (SPSS) version 16.0 was used to analyse the data. 
Each experiment was carried out in triplicates and repeated three times. The differences between 
the groups were evaluated using the one-way ANOVA test. 
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Figure 1. Fas, FADD, Caspase-3 and Caspase-8 gene expressions of ER+-breast cancer, MCF-7 cells 
after treatment with aloe emodin against control (untreated) cells and normalization with HPRT. Note: 
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Note: *Significant as compared to control (untreated) cells at p <0.01; # Significant as compared to control 
(untreated) cells at p<0.05
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Fas, FADD, Caspase-3 and Caspase-8 gene expressions were down regulated by 65.91% 
± 0.93, 50.83% ± 12.77, 47.42% ± 4.31 and 55.23% ± 0.01 (p<0.05, n=3), respectively after 
being normalized with HPRT (Fig. 1). Based on these findings, it appears that the apoptosis 
effect of aloe emodin on MCF-7 cells is independent of the extrinsic pathway. In addition, 
Bax, Cytochrome c gene expressions were upregulated by 17.47 % ± 5.29 and 37.29% ± 9.37 
(p<0.05, n=3), respectively after being normalised with HPRT gene. On the contrary, Caspase-9 
was downregulated by 48.79% ± 0.17 (p<0.05, n=3) while Bcl-2 shown changes when compared 
with the control however was not significant. This data suggests that the apoptosis effect of aloe 
emodin on MCF-7 cells is mitochondrial-dependent. However, more studies on the effect of 
aloe emodin on the expression associated apoptosis proteins that mediated both intrinsic and 
extrinsic apoptosis signalling needs to be done to validate gene expression results. 
Effects of Aloe Emodin on Apoptosis Associated-Protein Expressions in MCF-7 
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Contrary to gene expression, Fas and Caspase-8 proteins were upregulated by 133.82% ± 
2.85 and 26.44% ± 2.48 respectively (Figure 3). This indicates the apoptosis effect of aloe 
emodin on MCF-7 cells is via the extrinsic pathway. However, FADD and Caspase-3 gene 
expression results did not agree with their protein expressions. No changes were observed in 
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Contrary to gene expression, Fas and Caspase-8 proteins were upregulated by 133.82% 
± 2.85 and 26.44% ± 2.48 respectively (Figure 3). This indicates the apoptosis effect of aloe 
emodin on MCF-7 cells is via the extrinsic pathway. However, FADD and Caspase-3 gene 
expression results did not agree with their protein expressions. No changes were observed in the 
expression of FADD and Caspase-3 proteins. Aloe emodin upregulated the expression of Bax, 
Cytochrome c and Caspase-9 proteins by 54.11% ± 4.51, 25.17% ± 4.13 and 36.05% ±11.75, 
respectively. No change was seen in Bcl-2 protein (Figure 4). Except for Caspase-9, these results 
are in accordance with gene expression profiles. This indicates the apoptosis effect of aloe 
emodin on MCF-7 cells is through the intrinsic pathway targeting the mitochondrial function.
The present findings show the significant downregulation of associated-extrinsic apoptotic 
genes such as Fas, FADD, Caspase-3 and Caspase-8 after being normalised with both HPRT. 
Contrary to the above results, Fas and Caspase-8 proteins were unregulated but no changes 
were observed in FADD and Caspase-3. Based on Fas and Caspase-8 protein expressions, 
aloe emodin apoptosis effect on MCF-7 cells is suggested to act through the activation of the 
extrinsic pathway. Chemotherapy drug such as doxorubicin induces Fas/FasL interaction on the 
surface of tumour cells to activate apoptosis (Mitsiades et al., 2001). Similarly, in vivo and in 
vitro studies 5-fluorouracil showed to mediate the apoptosis signal through Fas/FasL interaction 
(Eichhorst et al., 2001). The lack of death receptors and their ligand expressions in leukemic 
cells after chemotherapy is suggested to be due to the failure of apoptosis and which in turn 
contributed to poor treatment outcome (Tourneur et al., 2004). In breast cancer treatment, the Fas 
system was used as a biomarker to evaluate the chemo responsiveness of anthracycline-based 
adjuvant therapy for type I and II breast cancer patients. It was suggested that the prognostic 
value of Fas receptor and FasL is strongly associated with the aggressive tumour phenotype 
that can be correlated with the progression of the disease (Botti et al., 2004). Activation of 
Fas system by aloe emodin in MCF-7 cells support the suggestion that this agent could be as 
competitive as other available drugs such doxorubicin and tamoxifen. Similar findings were 
also observed in different type of human cancer cells such as lung squamous CH27 (Lee et al., 
2001), bladder T24 (Lin et al., 2006) and tongue squamous SCC-4 (Chiu et al., 2009) cells. 
Effects of Aloe Emodin on Apoptosis Associated-Protein Expressions in MCF-7 cells    
 
Figure 3.  Fas, FADD, Caspase-3 and Caspase-8 protein expressions of MCF-7 cells after treatment 
with aloe emodin. Note: * Significant as compared to control (untreated) cells at p <0.01 
 
 
 
 
 
 
  
Figure 4.  Bcl-2, Bax, Cytochrome c and Caspase-9 protein expressions of MCF-7 cells after treatment 
with aloe emodin. Note: # Significant as compared to control (untreated) cells at p<0.05 
 
Contrary to gene expression, Fas and Caspase-8 proteins were upregulated by 133.82% ± 
2.85 and 26.44% ± 2.48 respectively (Figure 3). This indicates the apoptosis effect of aloe 
emodin on MCF-7 cells is via the extrinsic pathway. However, FADD and Caspase-3 gene 
expression results did not agree with their protein expressions. No changes were observed in 
Figure 4. Bcl-2, Bax, Cytochrome c and Caspase-9 protein expressions of MCF-7 cells after treatment with 
aloe emodin
Note: #Significant as compared to control (untreated) cells at p<0.05
Mechanism of Aloe Emodin-Induced Apoptosis
37Pertanika J. Sci. & Technol. 25 (S): 31 - 40 (2017)
It also appears that the apoptosis action of aloe emodin on MCF-7 cells is mitochondrial-
dependent. Interestingly, the expressions of Bax, Cytochrome c and Caspase-9 proteins 
were upregulated while no changes were observed for Bcl-2. Thus, it is suggested that aloe 
emodin apoptosis effect on MCF-7 cells does involve the activation of the intrinsic pathway. 
Deregulation of Bcl-2 family members is constantly associated with attribution of human 
malignant diseases. Understanding how they become involved in the regulation of death signal 
can be useful in designing targeted therapeutic regimen. One of the spectacular achievements of 
anti-cancer therapies is the direct targeting of Bcl-2 family proteins in mitochondria (Frenzel et 
al., 2009). Clinical trials using drugs targeting these Bcl-2 family members such as ABT-263, 
oblimersen sodium GX15-070 and AT-101 are ongoing (Kang & Reynolds, 2009). Figure 5 
shows the suggested pathways that illustrate the effect of aloe emodin in inducing the intrinsic 
and extrinsic apoptosis pathways.
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Figure 5. Schematic diagram of the suggested pathways of aloe emodin in inducing the intrinsic and 
extrinsic apoptosis 
Figure 5. Schematic diagram of the suggested pathways of aloe emodin in inducing the intrinsic and extrinsic 
apoptosis
It is noted that the gene expression study reported in this work is not in accordance 
with the protein study. There are three main possible explanations for the poor correlation 
between mRNA and protein levels in experimental designs (Greenbaum et al., 2003): (i) post-
transcriptional mechanisms might affect the regulation at gene and protein levels; (ii) different 
protein half-lives limited the capacity to directly measure their precise concentrations; and 
(iii) error and noise involved throughout the mRNA and protein experiment setting. Even with 
where the latest technology is used, discrepancies were observed between mRNA and protein 
measurements (Pradet-Balade, 2001; Vasconcelos et al., 2002; Pascal et al., 2008).
CONCLUSION
Our findings suggest aloe emodin to be used in combination with anti-oestrogen therapy in 
the treatment of cancer. The findings could provide a foundation for in vivo study and widen 
the possibility for future clinical experiment setting.
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ABSTRACT
The purpose of this study is to investigate the effectiveness of Ficus deltoidea (F. deltoidea) as an anti-
oral ulcer on animal models. Adult male Sprague Dawley rats were sedated with Nembutal through 
intraperitoneal route; oral ulcer models were made by applying 99.5% of glacial acetic acid moistened 
paper disc on rat buccal mucosa. Four groups of these rats were treated respectively with: no treatment 
(group 1: negative control); Triamcinolone acetonide (group 2: positive control); 250 mg kg-1 F. 
deltoidea extract (group 3: experimental); 500 mg kg-1 F. deltoidea extract (group 4: experimental) for 
10 consecutive days, respectively. On days 2, 4, 6, 8 and 10, the ulcers size was assessed. Data was 
analysed statistically by using SPSS. The negative control rats exhibited buccal mucosa injury whereas 
treatment with F. deltoidea and Triamcinolone acetonide resulted in significantly reduced size of oral 
ulcer. The percentage of inhibitory area of oral ulcer was more prominent in 500 mg kg-1 F. deltoidea 
extract than 250 mg kg-1. Meanwhile, in vivo study showed that F. deltoidea extract not toxic up to 1000 
mg kg-1. The present findings suggest that F. deltoidea extract effectively accelerates oral ulcer healing 
process, and could therefore be developed as a therapeutic agent for healing oral ulcer.  
Keywords: Ficus deltoidea, Mas Cotek, oral health, oral hygiene, oral ulcer  
INTRODUCTION
Oral health is essential to general health and 
the quality of life. It is a state of being free 
from mouth pain, diseases and disorders. In 
current clinical practice, oral ulcer has become 
one of the most common oral pathological 
conditions found in oral cavity. Oral ulcer 
occurs on the mucous membrane of the oral 
cavity and it is a sore lesion in the mouth 
(Sukhitashvili et al., 2012). There are several 
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types of oral ulcerations which are recurrent aphthous stomatitis (RAS), primary herpetic 
gingivo-stomatitis traumatic ulcer and vesiculobullous disorders. RAS is one of the most 
common painful oral mucosal conditions observed in patients. It is a common condition, 
restricted to the mouth, that typically starts in childhood or adolescence as multiple, small, 
round, or ovoid ulcers, with circumscribed margins, yellow or grey floors surrounded by 
erythematous haloes (Halim et al., 2014). 
Treatment of oral ulcers depend on the aetiology and aimed  primarily at symptom 
management, that is,  suppressing inflammatory responses and  reducing frequency of 
recurrences or avoiding occurrence altogether (Preeti et al., 2011; Srinivas-Rao, 2010). 
Treatment can be non-therapeutic and therapeutic management. Non-therapeutic treatment 
includes supportive measures with attention to immaculate oral hygiene, prevention of trauma 
and avoiding certain foods (Novianty et al., 2011). Therapeutic treatment options are including 
anti-inflammatory agents, immuno-modulatory agents and antibiotics (Srinivas-Rao, 2010). 
Herbal medicine is considered as a therapeutic agents (Osemene et al., 2011).
According to the World Health Organization (WHO), approximately 80% of  people in 
developing countries depend on herbal medicines for primary health care, of which major 
portion involves the use of plants extracts or active principles originating from parts of plants. 
In most parts of the world, plant extracts are still used in their crude forms. These extracts are 
generally administered orally (Salleh & Ahmad, 2013). Today there is a worldwide resurgence 
in herbal medicine for medicinal purpose (Salleh & Ahmad, 2013) as can be seen in the fact 
that more than 40% of commonly prescribed medicine originate directly or indirectly in plants 
(Schulz & Tyler, 2001; Farnsworth & Soejarto, 1991). In Malaysia, herbal medicines have 
gained popularity as an alternative to modern medicine particularly with the establishment of 
Traditional and Complementary Medicine Division under the Ministry of Health, Malaysia, 
and also the presence of NKEA EPP#1 Research Grant Scheme (NRGS) under Ministry of 
Agriculture, Malaysia. 
Ficus deltoidea (F. deltoidea) is a herbal plant popular with Malay people. It is traditionally 
used in treating ulcer and other diseases. F. deltoidea is a small perennial herb which rarely 
exceeds 2 meters in height and is domestically cultivated. It is known by various names 
such as Mas Cotek in Malaysia, Tabat Barito in Indonesia, Agoluran in the Philippines and 
Kangkalibang in Africa (Salleh & Ahmad, 2013). In Malaysia, most of F. deltoidea species 
are mostly y found in the eastern states of Terengganu and Kelantan. F. deltoidea is known 
as Mas Cotek in Malay language, with the word ‘Mas’ means gold and ‘Cotek’ means spot. 
Thus, the Malays called this plant Mas Cotek to refer to the golden spots found on the surface 
of the leaf (Ahmad et al., 2016).
Each part of the plant is known to have medicinal properties. The fruits are chewed to 
relieve headache, toothache and cold; powdered root and leaves of the plant has been applied 
externally to wounds and sores and around the joints for relief of rheumatism (Abkhan, 
2009). It is also traditionally consumed as herbal drink for women after childbirth to help in 
strengthening the uterus (Salleh & Ahmad, 2013) and acts as a libido booster for both men 
and women (Bodeker, 2009).
Some studies have demonstrated the antioxidant role of F. deltoidea extracts (Hakiman 
& Maziah, 2009; Aris et al., 2009), antinociceptive, photocytotoxic (Hasham et al., 2013), 
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antidiabetic activities (Adam et al., 2012), antihypertensive activity (Razali et al., 2013), 
wound healing on neck skin of rats (Abdulla et al., 2010), and uterine contraction activities via 
multiple binding receptor (Salleh & Ahmad, 2013). Zahra et al. (2009) meanwhile reported that 
F. deltoidea water extract can significantly reduce peptic ulcer- induced by ethanol. In addition, 
preliminary acute toxicity studies reveal that F. deltoidea is not toxic based on brine shrimp 
toxicity test (Aminudin et al., 2007). In spite of these evidences the effect of F. deltoidea on 
oral ulceration has not been no scientifically documented.
METHOD
Preparation of F. deltoidea aqueous extract
Aqueous extract preparation was made based on Salleh and Ahmad (2013). The leaves of F. 
deltoidea from female sub-species used in this study were purchased from Herbal Plantation, 
Kuala Selangor, Malaysia. The leaves were air-dried, cut into small pieces and grounded into 
powder form. Each of the pulverized parts was weighed (100 g) and boiled twice in 1 L distilled 
water for 4 hours. The aqueous extract was then concentrated by heating at 60°C and was later 
subjected to freeze- drying (yield 7.36% and 11.61% w/w, dry weight basis for leaf) and was 
stored in a container until further use. Stock solution was obtained by dissolving small aliquots 
of this extract in distilled water based on desired concentration (Salleh & Ahmad, 2013). 
Preparation of Triamcinolone acetonide dental, 0.1%
Triamcinolone acetonide dental is known as a medium-strength corticosteroid. In this study, 
Triamcinolone was used as a positive control and it was obtained from the Green Pharmacy, 
Puncak Alam. The drug was administered orally to the experimental models (Halim et al., 2014). 
Animals preparation and experimental procedures
Adult male Sprague Dawley (SD) rats weighing 180 – 200 g were purchased from the animal 
house, Faculty of Pharmacy, Universiti Teknologi MARA. The rats were housed under 
controlled environment with temperature kept at 27ºC, relative humidity between 30 - 70%, 
12 hours’ dark and 12 hours’ light cycle and had free access to rodent food pellet and water ad 
libitum. The cleanliness of housing environment was maintained daily. Each group of rats to 
be studied consists of six animals (n = 6). All experimental procedures were approved by the 
Universiti Teknologi MARA Animal Ethics Committee.
An oral ulcer model was made by modification based on Slomiany et al. (1999) and 
Fujisawa et al. (2003). The rats were sedated with dose of 50 mg kg-1 of Nembutal through intra-
peritoneal route. The anaesthetic effect was confirmed by monitoring the reduced respiratory 
rate and no response to gentle pinching of foot pad. The rats were placed under heat pad to 
maintain its core body temperature, while rectal temperature is continuously observed (Salleh 
et al., 2011). 4 mm filter paper disc (Whatman No. 1) soaked in glacial acetic acid (99.5%) 
was applied to the left buccal mucosa of the rats for 30 seconds. This technique generated 
an immediate tissue necrosis, which then produced a single crateriform ulcer in each of the 
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experimental rats 2 days later. The ulcer normally remains for 14 days (Novianty et al., 2011; 
Fujisawa et al., 2003), normally.
On the day of the experiment, the rats were randomly divided into 4 groups of 6 rats each 
as shown in Table 1. The groups were numbered 1- 4. In this study, the extract powder was 
dissolved in distilled water based on the concentration before being administered on the animal 
models. The animals were treated with application of medicament for 2 - 3 minutes, twice a 
day for 10 consecutive days. On day 2, 4, 6, 8 and 10, the ulcer size was assessed.
Table 1 
The groups of sample based on type of treatments 
Group 1: rats were negative controls
Group 2: treated with Triamcinolone acetonide, 0.1% as positive control (referred study done 
by Daddy et al. 2014 on oral ulcer)
Group 3: treated with 250 mg kg-1 F. deltoidea leaves aqueous extract
Group 4: treated with 500 mg kg-1 F. deltoidea leaves aqueous extract
Gross lesion and oral ulcer size evaluation 
The evaluation procedure was made by modification based on Zahra et al. (2009). Each oral 
ulcer at buccal mucosa was examined. The length (mm) and width (mm) of the ulcer was 
measured by a sliding calliper and ruler. Ulcer size was taken on day 2, day 4, day 6, day 8 
and day 10. The inhibition percentage (I%) was calculated by the following formula (based 
on Kauffman & Grossman, 1987 with modification): 
                    (1)
UA: The sum of the areas of all lesions for each buccal mucosa
In vivo acute toxicity study
LD50 is defined as the dose required to kill half the members of a tested population in the 
specified duration. LD50 figures are frequently used as a general indicator of a substance’s 
acute toxicity. In this part of the study, six rats were used for each dose. They were weighed 
and marked with a coloured marker pen. F. deltoidea leaves aqueous extract at doses 50, 150, 
250, 500 and 1000 mg kg-1 were administered orally. The time of administration was noted. The 
numbers of death in each dose within 48 hours were recorded. The probit units were obtained 
from the percentage of death occurring by referring to the simplified statistical table (Finney, 
1971). The probit units were plotted against log-dose-concentration. The LD50 was obtained 
using the following formula, with n= the total number of rats in each group:
                   (2)
Anti - Oral Ulcer Activity of Ficus deltoidea Leaves Extract
45Pertanika J. Sci. & Technol. 25 (S): 41 - 52 (2017)
For gross behaviour study, each rat was observed for any abnormal signs and behaviours 
within 30 minutes after oral administration of varying concentrations of F. deltoidea aqueous 
extract. Animal surviving the observation period of 45 minutes were examined at interval of 2 
hours for another 8 hours. Each rat was graded according to whether there were any changes 
in behaviour (spontaneous or induced) from the control rats: 
• 0 = no change
• + = increased activity; subdivided into +1 (moderate) and +2 (significant)
• - = decreased activity; subdivided into -1 (moderate) and -2 (significant). 
Statistical analysis 
The collected data were analysed by SPSS version 21.0 for Windows. The data were analysed 
statistically by Independent t-test with significant p values of <0.05.
RESULTS AND DISCUSSION 
Table 2 shows the comparison of oral ulcer size and inhibition percentage area between group 
1 (negative control) and group 2 (positive control, treated with Triamcinolone acetonide 
dental, 0.1%). From day 2 until day 10, the oral ulcer size for group 1 (negative control) was 
= 15.90±1.1 mm2, with no occurrence of inhibition percentage. Thus, no healing process 
occurred for the oral ulcer. Meanwhile, for group 2 the effect of Triamcinolone on oral ulcer 
significantly reduced its size starting on day 6 with percentage of inhibition of 66.48% (*P< 
0.05) and full healing on day 10. 
Triamcinolone acetonide dental is commonly used for the temporary relief of symptoms 
of mouth sores resulting from injury (Halim et al., 2014). This drug comes in the form of a 
dental paste which is applied to affected area on the inside of the mouth. It works by reducing 
the swelling and pain that can occur with mouth sores. However, there are side effects which 
include burning, irritation, dryness, or redness of the treated area (Fani et al., 2012; Khandwala 
et al., 1997).
Table 2 
Comparison of oral ulcer size difference and inhibition percentage between group 1 (negative control) and 
group 2 (positive control/ treated with Triamcinolone acetonide)  
Variable Observed oral ulcer size and inhibition % in rats
Group 1 
(negative 
control)
Group 2: treated with Triamcinolone acetonide, 0.1% (positive 
control)
Day 2 Day 4 Day 6 Day 8 Day 10
Mean ± SEM 
(ulcer size, mm2)
15.90±1.1 15.90±1.1 10.90±1.30 5.33±0.50 2.22±0.30 0.00
Inhibition (%) 0.00 0.00 31.45 66.48 86.04 100
p- values - - - * ** ***
All values are expressed as mean ± standard error mean. Value with different superscripts are significantly 
different, *p<0.05; **p< 0.01; ***p< 0.001
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Arguably, this study is the first to display the anti- oral ulcer effect of F. deltoidea, and 
role in healing oral cavity caused by oral ulcer. Table 3 shows the presence of 250 mg kg-1 
F. deltoidea aqueous extract can significantly reduce the size of oral ulcer and increase the 
percentage of inhibition area of oral ulcer.  The size of oral ulcer started to reduce on day 6 
with percentage inhibition area of 52.64% (*P< 0.05). On day 8, the effect of F. deltoidea with 
the dose of 250 mg kg-1 vigorously reduced the size of ulcer with percentage inhibition area of 
92% (P<0.001). By day 10, the percentage inhibition area was 100% showing full recovery. 
Table 3 
Comparison of oral ulcer size difference and inhibition percentage between group 1 (negative control) and 
group 3 (treated with 250 mg kg-1 of F. deltoidea extract) 
Variable Observed oral ulcer size and inhibition % in rats
Group 1 
(negative 
control)
Group 3: treated with 250 mg kg-1 of F. deltoidea extract
Day 2 Day 4 Day 6 Day 8 Day 10
Mean ± SEM 
(ulcer size, mm2)
15.90±1.1 15.60±0.8 12.20±0.40 7.53±0.50 1.22±0.90 0.6±0.30
Inhibition (%) 0.00 1.89 23.27 52.64 92.33 96.22
p- values - - - * *** ***
All values are expressed as mean ± standard error mean. Value with different superscripts are significantly 
different, *p<0.05; **p< 0.01; ***p< 0.001 
Similarly, 500 mg kg-1 of F. deltoidea aqueous extract also significantly reduced the size 
of the ulcer and increased the percentage of inhibitory area (Table 4). The size of oral ulcer 
significantly started to reduce from day 4 with percentage of inhibition area of 59.69%.  By 
day 6, the percentage area increased to 92.33%, with full recovery on day 10.
Table 4 
Comparison of oral ulcer size difference and inhibition percentage between group 1 (negative control) and 
group 4 (treated with 500 mg kg-1 of F. deltoidea extract) 
Variable Observed oral ulcer size and inhibition % in rats
Group 1 
(negative 
control)
Group 4: treated with 500 mg kg-1 of F. deltoidea extract
Day 2 Day 4 Day 6 Day 8 Day 10
Mean ± SEM 
(ulcer size, mm2)
15.90±1.1 14.60±0.5 6.41±0.40 1.33±0.20 0.22±0.10 0.00
Inhibition (%) 0.00 8.18 59.69 91.64.64 98.62 100
p- values - - * ** *** ***
All values are expressed as mean ± standard error mean. Value with different superscripts are significantly 
different, *p<0.05; **p< 0.01; ***p< 0.001
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Figure 1 shows the percentage inhibitory area of oral ulcer increased rapidly in group 4 
(treated with 500 mg kg-1 of F. deltoidea extract), and starting as early as day 4 compared with 
group 2 (treated with Triamcinolone) and group 3 (250 mg kg-1 F. deltoidea). Moreover, in 
day 6 the treatment with 500 mg kg-1 of F. deltoidea has vigorously increased the inhibition 
percentage area of oral ulcer to achieve full recovery on day 10. Thus, our findings suggest 
that 500 mg kg-1 of F. deltoidea leaves aqueous extract is more effective for the treatment of 
oral ulcer than 250 mg kg-1 and o Triamcinolone acetonide.   
Apart from its effect on oral ulcer, F. deltoidea whole plant aqueous extract is also reported 
to reduce the size of peptic ulcer in rats (Zahra et al., 2009). In another study, Novianty et 
al. (2011) found that allicin from garlic extract significantly reduced the size of oral ulcer 
resembling the effect of Triamcinolone acetonide and that of F. deltoidea leaves aqueous 
extract. It is speculated that the effect of F. deltoidea leaves aqueous extract must work the 
same way as reported by Novianty et al. (2011) and Zahra et al. (2009). 
F. deltoidea extract contain flavonoids with a high anti-oxidant (Hakiman & Maziah, 2009) 
content. Flavonoids are thought to provide health benefits through cell signalling pathways 
and antioxidant effects. They have been reported to possess anti- inflammatory and high 
antioxidant activities (Chua et al., 2015; Omar et al., 2011). Other phytochemical components 
in F. deltoidea such as tannins too possess significant anti-inflammatory activity (Sulaiman et 
al., 2008; Abdullah et al., 2009). Therefore, we predict that the effect of F. deltoidea aqueous 
extract on oral ulcer may increase cellular antioxidant enzyme and restore the impaired 
antioxidant defence system in patients with aphthous ulcer and their recurrences. Based on 
anti- inflammatory action of F. deltoidea, we also suggest that it may accelerate the healing 
process via re-epithelization at buccal mucosa.  
In toxicological studies, five dose: 50, 150, 250, 500, 1000 mg kg-1 of F. deltoidea extract 
were administered orally to rats. Results indicated absence of lethal effects on rats as in the case 
Figure 1. Inhibition percentage area of oral ulcer with different treatments. *Group 4 was significant as 
compared to positive control p<0.05 (triamcinolone); ▪▪ Group 4 was significant as compared to group 3, p<0.01 
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of each tested dose there were no acute toxicity symptoms and spontaneous activities and other 
physiological behaviours were unchanged (Table 5). According to the study done by Fazliana 
et al. (2008), F. deltoidea had no toxic effects to the bone marrow, liver and renal functions. 
Based on the haematological and biochemical results, their study also suggested that when F. 
deltoidea aqueous extract is administered to  rats daily for 90 days no toxic effect were noted 
thereby suggesting it  might be safe for humans too. According to the study done by Aminudin 
et al. (2007), non-toxicity of F. deltoidea leaves aqueous extract was also established by brine 
shrimp toxicity test. Farsi et al. (2013) too, showed no significant increase in urea and creatinine 
levels were observed, suggesting that this extract does not have an effect on renal functions. 
Thus, our study shows that F. deltoidea leaves aqueous extract is safe for consumption. 
Table 5 
Gross behavioural effects of the F. deltoidea leaves aqueous extract on rats (n = 6) 
Activity Doses (mg kg-1)
Spontaneous activity 50 150 250 500 1000
Aggressiveness 0 0 0 0 0
Convulsion 0 0 0 0 0
Corneal reflex 0 0 0 0 0
Cyanosis 0 0 0 0 0
Exophthalmos 0 0 0 0 0
Gasping 0 0 0 0 0
Hind limb placing 0 0 0 0 0
Piloerection 0 0 0 0 0
Positional 0 0 0 0 0
Straub tail 0 0 0 0 0
Stretching 0 0 0 0 0
Tail pinch 0 0 0 0 0
Tremors 0 0 0 0 0
Visual placing 0 0 0 0 0
Keys:
-2  Significantly decrease in activity/ response
-1  Moderate decrease in activity/ response 
0 No change compared to the control 
+1  Moderate increase in activity/ response 
+2  Significant increase in activity/ response 
CONCLUSION 
F. deltoidea had significantly reduced the size of the oral ulcer and increased the percentage of 
inhibition area. F. deltoidea can be an alternative for the treatment of oral ulcer. The present 
study provides preliminary scientific evidences on the anti- oral ulcer potential of F. deltoidea 
leaves extract which has been found to have no significant toxic effect on rats. The findings 
thus justify the traditional use of F. deltoidea to heal oral ulcer. 
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ABSTRACT
Many kinds of substrates have been used to investigate bioelectricity production with Microbial Fuel Cell 
(MFC). Dry algae biomass has the highest maximum power density compared to other substrates due to 
high carbon sources from its lipid. However, the bacterial digestion of algae biomass is not simple because 
of the complexity and strength of the algal cell wall structure. An algae biomass extraction is needed to 
break the cell wall structure and facilitate digestion.  Spray drying method is commonly used in high-
value products but may degrade some algal components which are crucial for microbial degradation in 
MFC, while the freeze-drying method is able to preserve algal cell constituents. The MFC was fed with 
freeze dried and spray dried algae biomass to produce energy and determine the degradation efficiency. 
Results showed the average voltage generated was 739 mV and 740 mV from freeze dried and spray 
dried algae biomass, respectively. The maximum 
power density of freeze dried algae biomass is 
159.9 mW/m2 and spray dried algae biomass is 
152.3 mW/m2. Freeze dried algae biomass has 
54.2% of COD removal and 28.4% of Coulombic 
Efficiency while spray dried algae biomass has 
50.1% of COD removal and 24.9% of Coulombic 
Efficiency. 
Keywords: Algae biomass, energy storage and 
conversion, freeze dry, Microbial Fuel Cell, spray 
dry  
Muhamad Haikal Zainal, Khairul Baqir Alkhair Khairul Amin, Oskar Hasdinor Hassan,
Sharifah Aminah Syed Mohamad, Abd Malik Marwan Ali, Fathiah Abdullah and Muhd Zu Azhan Yahya
54 Pertanika J. Sci. & Technol. 25 (S): 53 - 62 (2017)
INTRODUCTION
A review by Zhao et al. (2009) states that generally Microbial Fuel Cell (MFC)  produces low 
power (less than 6 W m-2 or same and less than 500 Wm-3) because of some factors such as 
anode, cathode, chemical species in electrolyte, proton exchange membrane (PEM), application 
of microbe species, the configurations of fuel cell and the condition of the operation. These 
‘acceptable loss’ in lab scale, are still far from reaching the level of commercial scale. In 
this study (Zainal et al., 2016), the maximum power density is found to be lower than that 
recorded by  previous studies on  algae biomass (Kondaveeti et al., 2013; Rashid et al., 2013; 
Velasquez-Orta et al., 2009). The large differences of maximum power density is because of 
the same reason given by Kondaveeti et al. (2013), which is probably due to several factors 
such as size of the anode electrode, type of algae species, substrate concentration and internal 
resistances. Although MFC has the potential to generate electricity, the  materials and substances 
used and  applied for its configuration have  limited MFC from  reaching their  real potential 
to generate power. 
Dry algae biomass as a substrate can produce high maximum power density compared to 
other substrates in generating bioelectricity via MFC. It has high carbon sources from its lipid. 
Rashid et al. (2013) did apply sonication, thermal and unpre-treated to break down cell wall 
and facilitate algae degradation by microbes, and found unpre-treated algae biomass has the 
highest cell voltage profile. A premature conclusion is made that lipid extracted algae cannot 
be used for substrate degradation to generate electricity. Also, un-pre-treated algae biomass 
mixture has produced a maximum voltage of 0.604 V and pre-treated mixture has produced a 
maximum voltage of 0.290 V. The reason of the negative effect of sonication is still unknown 
(Rashid et al., 2013). More investigations are needed to be carried out pertaining to pre-
treatment method algae species biomass.
Microalgae lipids are required for biofuel and bioelectricity. To obtain lipids, a multi-steps 
process is required, such as photoautotrophic cultivation, harvesting, biomass dewatering, and 
lipid extraction. Light, carbon dioxide, inorganic nutrients, and water are also needed for the 
purpose of microalgae growth. In commercializing the production of microalgae, harvesting 
and dewatering are important steps. Harvesting methods involves flocculation, filtration, 
floatation, centrifugation and any combination of these methods. Upon  harvesting, the wet 
biomass  need to be  freeze dried, drum dried, oven-dried, spray-dried and fluidized bed-dried 
in order to increase the viability of biomass for lipid extraction. Spray drying method causes 
deterioration of some algal components such as pigments. Furthermore, high temperature pre-
treatment can cause further degradation and denaturation of desired products (Hammed et al., 
2013; Sander & Murthy, 2009). Freeze drying is commonly used for dewatering microalgal 
biomass while preserving cell constituents and  cell wall (Brennan & Owende, 2010; Chen et 
al., 2009; Guldhe et al., 2014; Halim et al., 2012), allowing for  better power generation by 
MFC. In this paper, freeze dried and spray dried pre-treated algae biomass are compared to 
ascertain their energy production and performance.
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METHOD
MFC Construction and Operation. A 1500 ml glass chamber with a net liquid volume of 1200 
ml was used as an MFC reactor (Figure 1). A manganese based catalysed carbon electrode (E-4, 
Electric Fuel Ltd.) was applied as an air cathode (thickness is 0.5 mm in diameter of 6 cm). The 
catalysed part was positioned towards the anodic solution and carbon side in the direction of 
air. For the anode, a projected surface area of 100 cm2 of activated carbon fibre fabric (Carbon 
Technology Co., Ltd. Taiwan) was used, without any pre-treatment. The distance between anode 
and air cathode is about 17 cm. The single chamber was filled and inoculated with anaerobic 
sludge (collected from wastewater treatment plant Universiti Teknologi MARA (UiTM), Shah 
Alam, Malaysia). A medium of 50 mM phosphate buffer medium (PBS) consists of 4.576 g 
Na2HPO4, 2.452 g Na2HPO4, 0.31 g NH4Cl and 0.13 g KCl, 12.5 ml of minerals and 5 ml of 
vitamins solution was made to feed the MFC. After 14 days of inoculation, 2.5 g/L freeze 
dried Chlorella vulgaris biomass powder (Algaetech International Sdn. Bhd. Malaysia) was 
mixed with 50 mM PBS and fed into the MFC. Microalgal biomass was extracted using the 
bead-milling method and dewatering by the freeze dry method. The same MFC operation was 
conducted for 2.5 g/L spray dried Chlorella vulgaris biomass. Spray dried Chlorella vulgaris 
biomass were purchased (Jarrow Formulas).
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Figure 1. A schematic diagram of glass MFC device with fabricated anode and air-cathode 
 
Data Collection and Analysis 
Figure 1. A schematic diagram of glass MFC device with fabricated anode and air-cathode
Data Collection and Analysis
A digital multimeter (UT803, Uni-Trend Technology Ltd. China) and a computer with data 
logger software was installed to measure voltage for  21 days, simultaneously  which  a variable 
resistor was connected to the system (from 10 MΩ to 2 Ω) to determine  power density and 
current density during voltage stabilization. Starting from Open Circuit Voltage (OCV), each 
voltage was recorded (delayed about 10 seconds). The current was calculated using Ohm’s Law, 
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I = Ecell / Rext where Ecell is cell voltage generated for each resistance, I is the current for each 
resistance, and Rext is the external load resistor. A formula, P = I × Ecell was used to calculate 
power, where P is power generated for each resistance, I is the current for each resistance and 
Ecell is the cell voltage for each resistance. The total surface area of electrode (100 cm2) was 
used to determine the current and power, as current density and power density. 2 ml sample 
was taken to determine its chemical oxygen demand (COD) during the initial and final of MFC 
operation, in mg/L, by using the reactor digestion method (High Range, 20-1500 mg/L, HACH 
Co., USA). COD removal efficiency (∆COD) was calculated according to where CODint is 
the initial COD concentration of substrate (mg/L) and CODend is the final COD concentration 
of the batch test.
                     [1]
As fed batch system, a formula [2] was used to analyse Coulombic efficiency where ∆COD is 
change of COD concentration (mg/L), I is current (A), t is change in time (s), VAn is working 
volume (volume liquid in anode compartment, L), F is Faraday’s constant (96,500 C mol-1 e-), 
and 8 is a constant, according to MO2 = 32 for the molecular weight of oxygen and b = 4 for 
the number of electrons transferred per mole of oxygen.
                       [2]
Environmental Scanning Electron Microscope (ESEM) Image
Environmental Scanning Electron Microscopy (Quanta 450 FEG ESEM, USA) was performed 
at Imaging Centre, Faculty of Pharmacy, Universiti Teknologi MARA (UiTM) Puncak Alam 
campus. A 2 mm x 2 mm section of carbon cloth was cut (taken out of the fuel cell) using a 
sterile scalpel. The carbon cloth was placed in a sterile falcon tube filled with 4% phosphate 
buffered glutaraldehyde in distilled water. The sample was immersed for 4 hours after which 
it was rinsed gently with 50 ml distil water for 1-2 minutes. The rinsed sample was placed 
in the Peltier cooling chamber device inside the ESEM chamber. The temperature inside the 
ESEM chamber was maintained at about 4°C, and water vapour pressure was between 4.5 and 
5.5 Torr, to ensure the sample was maintained in a moist condition.
RESULTS AND DISCUSSION
Voltage Generation from Freeze Dried and Spray Dried Pre-Treated Algae 
Biomass
The anode compartment of MFC was inoculated with wastewater for 14 days. Then, the 
wastewater was replaced with PBS medium and 2.5 g/L of substrate (freeze dried and spray 
dried algae biomass). The voltage generation from both substrates is shown in Figure 2.
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From Figure 2, spray dried algae biomass was generated a stable voltage averagely about 
740 mV while that of freeze dried algae biomass was unstable, averagely about 739 mV for 
200 hours. The highest voltage recorded was 820 mV by freeze dried algae biomass, until its 
voltage was stable as the voltage generated from spray dried algae biomass, from 175 hours 
onwards. The voltage generation by MFC is related to the growth curve of microbial consortia 
in its anode compartment. Firstly, voltage increase is the product of exponential growth of 
microbes to form biofilm on top of the surface of the electrode (carbon cloth) in the anode 
compartment. Secondly, maintained biofilm formation causes voltage stabilisation. Lastly, the 
voltage decreases when  microbes are in the death phase (Nair et al., 2013; Venkata Mohan et 
al., 2008). The unstable voltage generated  by freeze dried algae biomass is probably due to 
the large size of the organic matter  which makes the process of degradation more  difficult 
(Kondaveeti et al., 2013).
Maximum Power Density from Freeze Dried and Spray Dried Chlorella Vulgaris 
Biomass
Two different pre-treatment algae biomass (freeze dried and spray dried) was used to compare 
power density generation (Figure 3). Both have similar  concentrations of 2.5 g/L of algae 
biomass, and the MFC was connected to a variable external load resistor (range of 0.5 Ω to 
10 MΩ), to determine  power density by starting at Open Circuit Voltage (OCV). The OCV 
of freeze dried algae biomass is about 795 mV while the OCV of spray dried algae biomass 
is 765 mV. During an open circuit condition, no current is generated, therefore no power is 
produced.  When the current is increased, power is also increases until reached the maximum 
power point. Beyond the point, the MFC is in a state of short circuit condition where ohmic 
9	
	
0 50 100 150 200
600
620
640
660
680
700
720
740
760
780
800
820
840
	
	
V
o
lta
g
e
	(
m
V
)
T ime	(H ours )
	S pray	D ried	A lg ae
	F reeze 	D ried	A lg ae
 
Figure 2. Voltage generation over time (hours) as result of degradation of both 2.5 g/L of freeze 
dried and spray dried algae biomass 
 
From Figure 2 it can be seen spray dried algae biomass generated a stable voltage 
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(Nair et al., 2013; Venkata Mohan et al., 2008). The unstable voltage generated  by freeze 
dried algae biomass is probably due to the larg  size of the organic matter  which makes 
the process of degradation more  difficult (Kondaveeti et al., 2013). 
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loss and the electrode overpotential is increased, until no power is produced. In Figure 3, the 
maximum power density of freeze dried algae biomass is 159.9 mW/m2 and spray dried algae 
biomass is 152.3 mW/m2. Therefore, freeze dried algae biomass produces higher power than 
spray dried algae biomass. However, there was no significant difference in power generation 
between freeze dried and spray dried algae biomass in this study probably due to the capability 
of exoelectrogens growing inside of MFC. Therefore, the application of different pre-treated 
algae biomass in the MFC is not very  effective in  increasing power generation (Lee et al., 
2015).
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Figure 3. Power density and voltage generation against current density as a result of external load 
resistance control to determine maximum power density from freeze dried and spray dried algae 
biomass 
 
Chemical Oxygen Demand (COD) removal percentage and Coulombic efficiency 
To determine the degradation of algae biomass the anodic solution of MFC was tested for 
wastewater treatment efficiency, known as Chemical Oxygen Demand (COD) removal 
percentage. COD removal is a measurement of organic matter degradation efficiency. 
COD removal was recorded is 79.8% in MFC compared to 59% in the control experiment,  
proving that COD removal from MFC is  better than  COD removal not using  power 
generation (Kondaveeti et al., 2013). COD removal is also required to calculate Coulombic 
efficiency. Coulombic efficiency is a measure of maximum total coulombs transferred 
from substrate towards the anode to generate power (Logan et al., 2006). Table 1 shows 
that freeze-dried algae biomass has 54.2% of COD removal and 28.4% of Coulombic 
Efficiency while spray dried algae biomass has 50.1% of COD removal and 24.9% of 
Coulombic Efficiency. Therefore, freeze dried has higher COD removal percentage and 
total coulombs transferred to the anode compare to spray dried algae biomass. However, 
the differences of pre-treated algae biomass were not significant.  The coulombs may be 
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control to determine maximum power density from freeze dried and spray dried algae biomass
Chemical Oxygen Demand (COD) removal percentage and Coulombic efficiency
To determine the degradation of algae biomass the anodic solution of MFC was tested for 
wastewater treatment efficiency, which is known as Chemical Oxygen Demand (COD) 
removal percentage. COD removal is a measurement of organic matter degradation efficiency. 
COD removal was recorded is 79.8% in MFC compared to 59% in the control experiment, 
proving that COD removal from MFC is better than COD removal without power generation 
(Kondaveeti et al., 2013). COD removal is also required to calculate Coulombic efficiency. 
Coulombic efficiency is a measure of maximum total coulombs transferred from substrate 
towards the anode to generate power (Logan et al., 2006). Table 1 shows that freeze-dried algae 
biomass has 54.2% of COD r moval and 28.4% of Coulombic Effi iency while spray dried 
algae biomass has 50.1% of COD removal and 24.9% of Coulombic Efficiency. Therefore, 
freeze dried has higher COD removal percentage and total coulombs transferred to the anode 
compared to spray dried algae biomass. However, the differences of pre-treated algae biomass 
were not significant.  The coulombs may be limited by a requirement growth of exoelectrogens 
and only some coulombs were transferred to the anode surface for power generation, although 
substrate used are not the same (Lee et al., 2015). In the anode biofilm community, fermenting 
microbes ve suffici nt retenti n time to dominate the anode-respiring bacteria, and consuming 
electrons for reduced products. Thus, the electron cost reduced coulombic efficiency (Logan 
et al., 2006).
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Environmental Scanning Electron Microscope (ESEM) image on the surface of the 
anode
Figure 4(a) shows Environmental Scanning Electron Microscope (ESEM) image of the surface 
of carbon cloth fibre (as the anode) before MFC operation. Figure 4(b) shows a formation of 
biofilm on top of the surface of the anode. The biofilm covers the anode with a kind of monolayer 
to multilayer structure with variable thickness on the surface of carbon fibre. Sufficient organic 
matter (algae biomass) and nutrients from PBS medium favours growth of biofilm. Biofilm 
formation consists of three basic components: (1) surface for biofilm growth attachment; (2) 
microbes acting as the unit for biofilm; and (3) glycocalyx, which is a secreted protecting 
polymer matrix by microbes to form biofilm (Dunne, 2002). The biofilms play an important 
role in transferring electrons directly to the anode surface, as a result of biochemical reaction 
between biofilm and the substrate.
Table 1 
Chemical Oxygen Demand (COD) removal percentage and Coulombic Efficiency determination from both 
freeze dried and spray dried algae biomass degradation in the MFC  
Substrate concentration 2.5 g/L Freeze Dried Algae Biomass 2.5g/L Spray Dried Algae Biomass
Chemical Oxygen Demand 
(COD) removal
54.2% 50.1%
Coulombic Efficiency 28.4% 24.9%
13	
	
microbes to form biofilm (Dunne, 2002). The biofilms play as a minimum role in the 
transfer of electron directly to the anode surface as a result of biochemical reaction 
between biofilm and the substrate. 
 
      
(a)      (b) 
Figure 4. Environmental Scanning Electron Microscope (ESEM) image of the anode surface. The 
anode surface of carbon fibre (a) before; and (b) after MFC operation 
 
CONCLUSION  
The energy and performance of freeze dried and spray dried Chlorella vulgaris biomass 
was compared using single camber air-cathode Microbial Fuel Cell (MFC). Freeze dry pre-
treatment was able to conserve algae biomass constituents and help in increasing power 
generation compared to spray dried algae biomass. As a result, maximum power density of 
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algae biomass is 159.9 mW/m2 and spray dried algae biomass is 152.3 mW/m2. The average 
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voltage generated is 739 mV and 740 mV from freeze dried and spray dried algae biomass, 
respectively. The COD removal percentage of freeze dried algae biomass is 54.2% and spray 
dried algae biomass is 50.1%. The Coulombic Efficiency for freeze dried algae biomass is 
28.4% and spray dried algae biomass is 24.9%. Therefore, freeze dried algae biomass has 
potential as pre-treated substrate to improve energy production in MFC.
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ABSTRACT
This aim of this study is to study the effects of various contents of Automotive Windscreen Glass Waste 
Powder (WGWP) as a cement replacement. Mortar incorporating several compositions of WGWP (0%, 
5%, 10%, 15% and 20%) by weight of cement was prepared. Three batching systems of cement to sand 
(C:S) ratios of 1:2.5 superplasticizers (SP), 1:3.0 SP and 1:3.5 SP was also  employed. Fixed water to 
cement (w/c) ratio of 0.5 was used. The samples were water cured and the assessment of the strength 
performance of mortar cubes carried out at 7 and 28 days. Studies conducted have shown that WGWP 
has good pozzolanic properties. In term of compressive strength, it was observed that employing C:S 
ratio of 1:3.5 SP is better than 1:2.5 SP and 1:3.0 SP. 
Keywords: Cement replacement, compressive strength, pozzolanic, superplasticizers, windscreen glass 
waste powder  
INTRODUCTION
The cement industry is the second largest that producer of CO2 (Environmental Impact 
Assessment (EIA), 2006). The increased demand for cement in Malaysia raises challenges 
for environment protection. 
Schwarz et al. (2008) reported that the 
durability of concrete can be improved when 
the fine glass powder passing 45 µm is used. 
According to Shao et al. (2000), the crushed 
glass particle size is finer than 38 µm exhibited 
a pozzolanic behaviour with high reactivity 
through lime and higher compressive strength 
in concrete. 
Since glass is amorphous silica, it contains 
analogies of traditional pozzolanic material, 
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and in its finer form can be used as supplementary cementitious materials (Pereira-de-Oliveira 
et al., 2012; Khmiri et al., 2013; Kim et al., 2015). Nassar and Soroushian (2012), reported 
that particles finer than 100 µm may even clash with to expansion of coarser glass particles. 
Conversely, finely ground glass may contribute to the strength of mortar or concrete due to the 
pozzolanic reaction with lime produced by the hydration of Portland cement clinker (Shayan 
& Xu, 2004, 2006; Federico & Chidiac, 2009). 
Concrete technologists aim to make concrete at the lowest possible water/cement ratio 
while at the same time ensuring high workability. Therefore, the arrival of superplasticizers 
has completed their aim. Neville (1995) in his study mentioned that the superplasticizers 
(SP) are referred to as high range water reducing admixture by American Society for Testing 
and Materials, ASTM–C494 (2013) which mainly disperses the water in concrete matrix. SP 
has been used for important projects such as high rise buildings, prestressed concrete, lean 
components with congested densely packed reinforcement, beams and slab pre-cast elements 
and long slender columns. High workability can be achieved with water/cement ratio and 
compressive strength of concrete with SP are usually higher than the corresponding strength 
of the control mixes without SP (Saeed et al., 2005).
This study aims to identify the effect of automotive windscreen waste glass powder as a 
pozzolanic admixture in mortar, and the physical, chemical and compressive strength of cement 
mortar with SP on  different cement to sand (C:S) ratios. 
METHOD
The test of fineness of OPC and WGWP was performed using the nitrogen absorption 
method and Brunauer, Emmatt and Teller (BET) equipment. The density was identified by 
Gas Pycnometry- Micromeritics 1340 and the particle size distribution determined using 
Mastersizer 2000 Laser Particle Size Analyzer. Scanning Electron Microscope (SEM) model 
JM6100 was used to ascertain particle morphology of the sample of OPC and WGWP. The 
Energy Dispersing X-ray Spectroscopy (EDAX) and X-ray Diffraction (XRD) analyser was 
used to determine the content element of WGWP.
The automotive windscreen glass was obtained from nearby workshops in Terengganu, 
Malaysia. The process involved the removal of the gluing polymer from the glass using 
Organo Cycler machine at Mariwealth Engineering & Consultancy Sdn. Bhd, Selangor. The 
Los Angeles machine was used to grind windscreen glass up to 10,000 revolutions to produce 
the automotive windscreen glass waste powder (WGWP). Figure 1 shows the flow of the 
preparation of WGWP. Supplementary materials used in the mortar were Ordinary Portland 
Cement (OPC) and fine aggregate of 5 mm maximum size. Superplasticizer Rheobuild 1100 
was used in the preparation of mortar.
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This study was done on 90 mortar cube specimens with dimensions of 50 mm x 50 mm x 
50 mm. Five mix proportions were adopted comprising various percentages of WGWP (0%, 
5%, 10%, 15% and 20%) by weight of cement, whilst employing three batches of cement to 
sand (C:S) ratio of 1:2.5 SP, 1:3.0 SP and 1:3.5 SP. The water to cement (w/c) ratio was fixed 
at 0.5. The mortar cube specimens were cured in the water to the compressive testing at 7 and 
28 days. For mix compositions of 1:2.5 SP, 1:3.0 SP and 1:3.5 SP, the cement contents were 
2.27 kg, 2.07 kg and 1.89 kg respectively. The sand contents were 6.39 kg, 6.93 kg and 7.37 
kg respectively. The SP for mix compositions of 1:2.5 SP and 1:3.0 SP were 25 g, while the 
mix compositions of 1:3.5 SP was 20 g.
The compressive strength was conducted in compliance to ASTM C:109:2013 (American 
Society for Testing And Materials). Three replicates were used for each batch. The strength 
activity index calculation based on ASTM C 618- 12a:2012 was adopted (American Society 
for Testing and Materials ASTM –C618 -12a).
RESULTS AND DISCUSSION
Table 1 shows the result of BET surface area and total area in pores for both OPC and WGWP. 
It shows that WGWP has smaller surface area compared to OPC. Practically, surface area is 
inversely proportional to particle size. The specific surface area increases as the particle size 
decreases.  In this research, WGWP also has higher total area in pores compared to OPC 
indicating its density too is lower. Surface area is important in determining workability, water 
absorption and the durability of concrete. Surface area affects cement hydrates, adsorption 
capacity of air and water purifiers, and the processing of most powders and porous materials. 
Whenever solid matter becomes smaller particles new surfaces are created thereby increasing 
the surface area.
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Figure 2 shows the particle size distribution of OPC and WGWP. The WGWP was expected 
to serve as a filler and a supplementary cementitious material with pozzolanic activity (Nassar 
& Soroushian, 2012). Figure 3 (a) and (b), shows the particle morphology of OPC and WGWP 
Table 1 
Surface area and total area in pores of OPC and WGWP  
Parameter/Material OPC WGWP
BET Surface Area (m²/g) 1.0242 0.6462
Total area in pores (m²/g) 0.1250 0.2100
Density (g/cm³) 2.9885 2.5318
 
 
 
Figure 2. Particles size distributions of OPC and WGWP 
(a)         (b) 
Figure 3. SEM of OPC and WGWP particles; (a) OPC particles – 5000× magnification; and (b) 
WGWP particles – 5000× magnification 
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obtained using Scanning Electron Microscopy (SEM). The particles of WGWP had angular 
and crushed shapes. 
From Table 2, shows the chemical composition of OPC and WGWP with the calcium 
oxide (CaO) content for OPC was about 69.06%, while the silicon dioxide (SiO2) of WGWP 
was about 76.11%. The chemical compositions of raw materials were determined using Energy 
Dispersing X-ray Spectroscopy (EDAX). This finding is in agreement with ASTM C618-02 
(American Society for Testing and Materials ASTM –C618 -12a, 2012), which requires a sum 
of SiO2 + AI2O3 + Fe2O3 that is greater than 70% for good pozzolan. As shown in this study a 
total of 79.94% is obtained for WGWP.  In order to predict the pozzolanic activity, the chemical 
compositions should not be used as the only criterion. It is because the amorphous state is 
also required and it has been confirmed for WGWP using XRD analyser as shown in Figure 
4. Indeed, no peaks attributed to any crystallized compound can be identified except a broad 
diffraction halo, which is attributed to the glassy phase while Figure 5 and Figure 6 showed 
the EDAX of OPC and WGWP. Figure 4 shows the XRD of WGWP particles. The XRD of 
WGWP shown in Figure 4 indicates that the structure of silica in WGWP is amorphous with 
a diffused peak of 120 counts at about θ = 20°.
Table 2 
Chemical compositions of raw materials  
Material Chemical compositions (%)
SiO2 CaO A12O3 Fe2O3 Na2O MgO K2O
OPC 16.03 69.06 4.14 5.09 0.02 0.67 1.3
WGWP 76.11 5.01 3.45 0.38 10.10 4.00 0.33
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The results of the compressive strength tests for the various mixes at 7 and 28 days of water 
curing is shown in Figure 7 and Figure 8. At 7 days, the results of compressive strength at (C:S) 
ratio of 1:2.5 SP gradually decreases with the replacement of WGWP with the highest 
compressive strength at 5% WGWP replacement. The control sample at age 7 days was 26.15 
N/mm2. For 5%, 10%, 15% and 20% replacement of cement WGWP with the strength were 
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The results of the compressive strength tests for the various mixes at 7 and 28 days of 
water curing is shown in Figure 7 and Figure 8. At 7 days, the results of compressive strength 
at (C:S) ratio of 1:2.5 SP gradually decreases with the replacement of WGWP with the highest 
compressive strength at 5% WGWP replacement. The control sample at age 7 days was 26.15 
N/mm2. For 5%, 10%, 15% and 20% replacement of cement WGWP with the strength were 
26.42 N/mm2, 19.16 N/mm2, 18.92 N/mm2 and 13.79 N/mm2 respectively. The figure also shows 
that the replacement of cement with 5% WGWP improved compressive strength of cement- 
WGWP mortar at both (C:S) ratios of 1:2.5 SP and 1:3.5 SP. However further increases in the 
replacement quantities resulted in reduced strength. This is also true for 1:3.0 SP, indicating 
that reduction in the cement content leads to reduction in compressive strength. Figure 8, shows 
that prolonged curing of cement-WGWP mortar resulted in increased strength. Following 
curing for 28 days the mortar achieved a compressive strength of (C:S) ratio of 1:3.5 SP. Thus 
indicating replacing 5% cement with WGWP has the highest compressive strength at 28 days. 
It can be summarized that the best mix is 5% WGWP replacement with (C:S) ratio of 1:3.5 SP.
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The SAI of the cement-WGWP mortar curing at 7 and 28 days is shown in Figure 9 and 10.  
The minimum requirement for SAI as prescribed by ASTM C 618 value is 75%.  Figure 9, for  
all (C:S) ratio  containing 5% cement replacement at 7 days shows mortar achieved the SAI of 
101%, 87% and 110% respectively. At 28 days curing the highest SAI is shown in Figure 10. 
For 5%, 10%, 15% and 20% cement replacement the SAI were 112%, 95%, 80% and 75% 
respectively. The SAI of cement-WGWP mortar increased with time, and consistent with Patel 
et al. (2012) and Khmiri et al. (2013) that glass can significantly improve the strength of the 
mortar. It can be concluded that SAI achieved (C:S) of ratio through 1:3.5 SP at 20% by mass. 
 
CONCLUSIONS 
The surface area of WGWP was coarser and its density lower than of OPC. The surface area 
increased as the particle size was reduced -   a small particle will react faster than a larger one.  
The XRD pattern indicates that WGWP is an amorphous material and can be classified as Class 
N natural Pozzolanic. Replacing 5% cement with WGWP produces the highest compressive 
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The SAI of the cement-WGWP mortar curing at 7 and 28 days is shown in Figure 9 and 10. 
The minimum requirement for SAI as prescribed by ASTM C 618 value is 75%.  Figure 9, for 
all (C:S) ratio  containing 5% cement replacement at 7 days shows mortar achieved the SAI 
of 101%, 87% and 110% respectively. At 28 days curing the highest SAI is shown in Figure 
10. For 5%, 10%, 15% and 20% cement replacement the SAI were 112%, 95%, 80% and 75% 
respectively. The SAI of cement-WGWP mortar increased with time, and consistent with Patel 
et al. (2012) and Khmiri et al. (2013) that glass can significantly improve the strength of the 
mortar. It can be concluded that SAI achieved (C:S) of ratio through 1:3.5 SP at 20% by mass.
CONCLUSIONS
The surface area of WGWP was coarser and its density lower than of OPC. The surface area 
increased as the particle size was reduced - a small particle will react faster than a larger one. 
The XRD pattern indicates that WGWP is an amorphous material and can be classified as Class 
N natural Pozzolanic. Replacing 5% cement with WGWP produces the highest compressive 
strength at both 7 and 28 days.  The ratio of 1:3.5 SP was chosen as the best ratio which gave an 
improved compressive strength as compared to that of other C:S ratios and cement replacement 
of the WGWP in the mortar achieved the SAI ratio through 1:3.5 SP at 20% by mass.
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ABSTRACT
This paper examines the chemical elements used as colour additives in cosmetic coloured contact lenses 
(Cos-CCL) using Field Emission Scanning Electron Microscope equipped with Energy Dispersive 
X-ray Spectroscopy (FESEM-EDX) analysis. The samples comprised two different Cos-CCL brands 
and colours (sample A1-black iris colour & B1-gray iris colour) with their respective clear contact 
lens counterparts as controls (sample A2 & B2). The parameters of Cos-CCL were observed carefully 
so that they resembled their respective controls. All the samples were analysed for chemical element 
characterisation by using EDX spectroscopy surface mapping analysis on both front and back surfaces. 
EDX spectroscopy point analysis was done on cross-section surface of Cos-CCL when colour additive 
pattern could not be detected by FESEM on either surface. FESEM-EDX spectroscopy analysis has 
revealed iron element in the colour additives of the A1 sample and aluminium elements in the B2 
sample. These two elements were not present in the respective control samples. It can be concluded that 
iron and aluminium elements are exclusively attributed to the colour additive in Cos-CCL samples. It 
is important for manufacturers of Cos-CCL to disclose information of their products and create greater 
awareness on the risks facing users.  
Keywords: Colour additives, cosmetic coloured contact lens, elemental analysis, energy dispersive 
x-ray analysis  
INTRODUCTION
Cosmetic colour contact lenses (Cos-CCLs) is 
used to change the physical colour appearance 
of the eyes. They are commonly used as a 
fashion accessory rather than for refractive 
correction purpose. Cos-CCL is usually worn 
by teenagers and adolescents especially in 
Asian countries (Morgan et al., 2012; Morgan 
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et al., 2013). As their popularity increases, many reported cases of complications caused by Cos-
CCLs wear have become a public concern. In general, these adverse clinical reports are linked 
with poor user compliance (Schanzer et al., 1989; Bucci et al., 1997) and acquisition of the 
Cos-CCL without prescriptions from authorised optical shops (Singh et al., 2012; Steinemann et 
al., 2003). Thus, it is believed that any adverse contact lens-related ocular occurrence is solely 
the result of external factors. In fact, none of the studies was found to concisely demonstrate 
the potential threat from the Cos-CCL materials per se. 
A study by Sauer and Bourcier (2011) has reported poor prognosis following microbial 
keratitis (MK) treatment by Cos-CCL users  compared to the control group using  clear 
corrective contact lenses.  This discrepancy is probably due to the existence of exclusive Cos-
CCL elements used in colour additives despite the presence of a long-standing list of approved 
colour additives used for Cos-CCL provided by Food & Drug Administration (FDA) of the 
United States (US). 
A recent study on colour additives in Cos-CCL reported the presence  of various elements 
such as iron, chlorine and titanium in  Cos-CCL samples (Hotta et al., 2015). However, the study 
is inconclusive because the researchers were unable to confirm whether the elements belong to 
the colour additives of Cos-CCL. This study aims to examine the characterisation of chemical 
elements used as colour additives in different coloured range of Cos-CCL in the presence 
of their respective clear contact lens counterparts using Field Emission Electron Scanning 
Microscope equipped with Energy Dispersive X-ray (FESEM-EDX) spectroscopy analysis.
METHOD
The characterisation of chemical elements in contact lens samples was set up in an experimental 
laboratory study design. Direct comparison of the chemical elements between Cos-CCL samples 
and their respective clear contact lens control samples was made. The chemical elements found 
exclusively on Cos-CCL samples by EDX spectroscopy analysis showed their presence as 
components of colour additives. The findings were also confirmed by observing the similarities 
between colour additives patterns of the EDX elemental mappings with the respective FESEM 
images. To examine the chemical elements in different colour types, the EDX spectroscopy 
findings were compared between two Cos-CCLs of different colours. The instrument used was 
Field Emission Electron Microscope (FESEM) JSM-6701F equipped with energy dispersive 
X-ray (EDX) spectroscopy (JEOL).
Materials and Instrumentation
Contact lenses. Two brands of contact lenses (brand A and B) were studied. These two brands 
were selected because each brand manufactures both Cos-CCLs and clear corrective contact 
lenses. The chosen colours were black iris from brand A and grey iris from brand B. The 
parameters of each Cos-CCL were studied so that they resembled parameters of the respective 
clear contact lens used as control samples. Brand A contact lens samples (Cos-CCL in black iris 
colour and its clear contact lens counterpart), are made from etafilcon A. The water content in 
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each sample is 58%. The diameter and base curve on the other hand is 14.2 mm and 8.5 mm, 
respectively. Brand B contact lens samples (Cos-CCL in grey iris colour and its clear contact 
lens counterpart), are made from lotrafilcon B with 33% water content in each sample. The 
diameter of each is 14.2 mm with 8.6 mm base curve. The parameters are listed in Table 1.
Table 1 
The respective parameters of the contact lens samples  
Brand Sample Product 
name
Colour Contact lens 
material
Water 
content
(%)
Diameter
(mm)
Base 
curve
(mm)
Colour 
additive 
information
A A1 FAE Mystical 
black
Etafilcon A 58 14.2 8.5 NIL
A2 (control) 58F Clear Etafilcon A 58 14.2 8.5 N/A
B B1 AOC Grey Lotrafilcon B 33 14.2 8.6 NIL
B2 (control) AO Clear Lotrafilcon B 33 14.2 8.6 N/A
Note: NIL – no information listed; N/A – not applicable
Field Emission Electron Microscope with energy dispersive X-ray attachment (FESEM-
EDX). The instrument used to characterise the chemical elements in contact lens samples is 
the Field Emission Electron Microscope (FESEM) JSM-6701F with energy dispersive X-ray 
(EDX) spectroscopy attachment (JEOL). This instrument works by analysing the X-ray 
spectrum emitted by the samples bombarded with a focused beam of electrons. Thus, FESEM 
was used in this study as it has electron probe capabilities. The FESEM was equipped with the 
EDX spectroscopy to scan the X-ray beam for characterisation of chemical element analysis. 
Protocol
Preparation of the contact lens samples. The contact lenses were cut into sizes to fit the 
scanning electron microscope’s stubs. They were cut specifically into approximate quarters 
by applying single pressure on them using a clean razor blade. Each individual piece was then 
manually torn and held with a clean tweezer and pat dry, prior to being placed on the FESEM’s 
stub. For each contact lens, two different surface orientations (front surface and back surface) 
were prepared for analysis.
Characterisation of chemical element of the contact lens samples. The stubs containing 
the samples were placed carefully into the FESEM chamber and examined closely to locate 
the position of colour additives. Where localisation of colour additives on the sample surfaces 
were not visible by FESEM, a scanning process was performed on the cross-section surface. 
The characterisation of chemical components of the colour additives was performed by 
EDX surface mapping analysis.  The surface of every sample was analysed by EDX surface 
mapping analysis or EDX point analysis. Summary on the protocol involving FESEM-EDX 
spectroscopy analysis is shown in Figure 1.
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RESULTS
The existence of chemical elements attributable to colour additives of the Cos-CCL samples 
were established through comparison with the chemical elements found in the respective control 
samples. Comparison of the chemical elements between two Cos-CCL samples was also done 
to acquire variation of chemical elements in different colour types. The data in Table 2 and 
Table 3 feature the manufacture related Cos-CCL samples with their respective control samples. 
Chemical Element Analysis of the Cos-CCL Samples Featuring the Control Samples
As presented in Table 2, chemical elements found by EDX spectroscopy analysis on brand 
A Cos-CCL sample (A1) were iron, on the front surface and silicon, on its back surface. In 
contrast, EDX spectroscopy analysis has shown only silicon element on the front and back 
surface of the control sample (A2). The findings suggested that the element iron is exclusively 
attributed to the colour additives of the sample. Furthermore, the mapping pattern of iron was 
concentrated in the area of colour additive portion imaged by FESEM.  For the back surface 
EDX spectroscopy analysis of the same sample found silicon to be diffusely distributed 
without any specific pattern.  These findings were similar to the A2 sample surfaces. Hence, 
it is suggested that iron is used as a colour additive in A1 sample. 
For brand B samples as shown in Table 3, the element of silicon has been analysed on 
the front and back surface of both Cos-CCL sample (B1) and its control sample (B2). These 
findings conceded with FESEM image analysis in which the colour additives pattern of the B1 
sample was undetected in either surface despite of its visibility by the naked eyes. However, 
upon performing cross-section FESEM image analysis, the portion of colour additive was 
found embedded in the matrix of the B1 sample. Hence, the EDX spectroscopy analysis was 
done by point analysis and revealed the colour additives for B1 sample which is grey in colour 
contained aluminium. 
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Figure 1. Schematic workflow of the FESEM-EDX spectroscopy analysis 
 
RESULTS 
The existence of chemical elements attributabl  to colour additives of the Cos-CCL samples 
were established through comparison with the chemical elements found in the respective 
control samples. Comparison of the chemical elements between two Cos-CCL samples was 
also done to acquire variation of chemical elements in different colour types. The data in 
Table 2 and Table 3 feature the manufacture related Cos-CCL samples with their respective 
control samples.  
 
Chemical Element Analysis of the Cos-CCL Samples Featuring the Control Samples 
As presented in Table 2, chemical elements found by EDX spectroscopy analysis on brand A 
Cos-CCL sample (A1) were iron, on the front surface and silicon, on its back surface. In 
contrast, EDX spectroscopy analysis has shown only silicon element on the front and back 
surface of the control sample (A2). The findings suggested that the element iron is 
Figure 1. Schematic workflow of the FESEM-EDX spectroscopy analysis
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Chemical elements analysis between Cos-CCL samples of different colours
Table 2 and Table 3 shows the chemical elements of two different colours represented by A1 
and B1 samples.  Sample A1 contained an iron element as a colour additive and sample B1 
contained aluminium element, indicating that chemical elements vary with colours.
DISCUSSION
In this present study, iron has been found in black iris coloured contact lens whilst grey iris 
coloured contact lens contained aluminium. We developed an improved protocol by comparing 
the EDX spectroscopy findings between Cos-CCL samples with their respective clear contact 
lens control samples and found iron and aluminium elements were only detectable by EDX 
spectroscopy in the area where the colour additives patterns were visible through FESEM 
images. For example, the iron element was found on the front surface of the A1 sample in which 
the colour additives pattern were also imaged by FESEM. In the same sample, silicon was 
found at the back surface where the colour additive pattern could not be detected by FESEM. 
Similarly, in the EDX spectroscopy mapping analysis that was performed on B1 sample’s front 
and back surfaces (Cos-CCL sample) the results showed the presence of silicon which was not 
different from the respective control samples. It was only during the EDX spectroscopy analysis 
on the separated middle layer of the sample B1 through cross-section image, the aluminium 
element was detected. Hence, we can conclude that EDX spectroscopy is able to characterise 
materials on the surface area focused by FESEM.   
The characterisation of the chemical elements used as colour additives in Cos-CCL by EDX 
spectroscopy can be regarded as superior and reasonable compared to the other techniques. In 
a review article Brennan and Coles (2001) organised the techniques or methods for evaluating 
contact lens surface into three broad classifications:  clinical assessment methods, microscopy 
and imaging methods and assays method. According to their classification, FESEM-EDX 
method is classified under the microscopy and imaging category.  In order to characterise more 
complex unknown elements the clinical assessment methods seems unsuitable because it seeks 
to assess the condition based on Rudko grading system (Rudko & Proby, 1974; Guillon et al., 
1992; Hurst et al., 1994) rather than identifying the elements. The assays methods, despite 
the fact that it can provide promising information on the characterisation of elements, is 
complicated because it involves a cumbersome sample preparation based on the material being 
investigated (Wedler, 1977). To date, there is no study conducted to investigate the implication 
of the chemical elements used as colour additives in Cos-CCL on the human cornea. Thus 
despite having identifies the presence of iron and aluminium elements in colour additives, their 
implications on the wearers’ eyes cannot be conclusively asserted. 
Although this study may provide insights on the biomaterial of Cos-CCL, it has two 
limitations.  First, only one sample for each contact lens was analysed.  Second, only a small 
number of samples, i.e. two different colours of Cos-CCLs were analysed. It can therefore be 
conclude that users of Cos-CCL should be aware of the chemicals used as colour additives. 
Even though some chemical elements maybe safe determining whether those ‘safe’ chemicals 
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have been used is the challenge. Hence, it is preferable to urge manufacturers of cosmetic 
coloured contact lenses to disclose information regarding the colour additives used in their 
products. 
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ABSTRACT
The aim of this study is to examine the effect of surface treatments involving shot blasting and paste 
boronizing on the microstructure, microhardness and density of 316L stainless steel. Shot blasting using 
glass beads was carried out prior to paste boronizing at fix boronizing temperature and soaking time of 
850°C and 8 hours respectively. The results show paste boronizing produces boride layers that consist 
of FeB and Fe2B on the surface of 316L stainless steel with high hardness. Shot blasting on the other 
hand creates grain refinement on the metal’s surface which increases boron diffusion into the surface 
and improves the case depth of boride layers formed and also its hardness. Higher shot diameter used in 
shot blasting also influence in improving the case depth of boride layers produced and hardness of 316L 
stainless steel. The effect of shot blasting using a higher shot diameter and paste boronizing reduces the 
density of 316L stainless steel very slightly.  
Keywords: Boride layers, microhardness, paste boronizing, shot blasting, stainless steel  
INTRODUCTION
Stainless steel is a high corrosion resistant and 
hence,  widely used in  the food, petrochemical, 
automotive and marine industries (Ceschini et 
al., 2012; Wood et al., 2013). 316 stainless steel 
is an austenitic  stainless steel  and has  low 
carbon composition, and hence  beneficial for 
welding purposes  (AKSteel, 2013; Kianersi et 
al., 2014). Although it has excellent corrosion 
resistance, it nevertheless  has low mechanical 
and tribological characteristics (Karimzadeh 
et al., 2013). 
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Boronizing is a case hardening process that involves  diffusing boron into the surface of 
a metal (Gunes et al., 2011; Yang et al., 2014; Yoon et al., 1999). Paste boronizing is a recent 
method which can reduce the boronizing temperature and time, compared to the powder 
pack method. Shot blasting is a plastic deformation technique used for improving the case 
depth of boride layers produced by paste boronizing. This study examines the microstructure, 
microhardness and density of 316L stainless steel before and after applying surface treatments. 
METHODS
The raw material for the study consisted of rod 316L stainless steel that was cut into samples 
10 mm length for microstructure observation, microhardness test and density test using an 
Abrasive Cutter. The Hot mounting process was conducted on the samples with microstructure 
observation and microhardness test undertaken with a Hot Mounting Machine. Samples were 
ground using a grinding machine with various grades of Silicon Carbide, SiC sand paper, and 
polished with DIAMAT Polycrystalline Diamond. 
Shot blasting was conducted on samples using glass beads with various shot diameter of 
100 micron and 250 microns at fix blasting pressure of 6 bar. Paste boronizing was performed 
on the samples using fix boronizing temperature and soaking time of 850°C and 8 hours 
respectively. Table 1 shows the surface treatments and parameters involved.
Table 1 
Sample labelling according to the surface treatment and parameter applied  
Sample Surface Treatment and Parameter
UN Untreated 316L Stainless Steel
S10(6) Shot Blasted 316L Stainless Steel Using 100 Micron Glass Beads at 6 Bar of 
Blasting Pressure
S25(6) Shot Blasted 316L Stainless Steel Using 250 Micron Glass Beads at 6 Bar of 
Blasting Pressure
S10(6)P85(8) Shot Blasted 316L Stainless Steel Using 100 Micron Glass Beads at 6 Bar of 
Blasting Pressure and Paste Boronized Subsequently at 850°C for 8 Hours
S25(6)P85(8) Shot Blasted 316L Stainless Steel Using 250 Micron Glass Beads at 6 Bar of 
Blasting Pressure and Paste Boronized Subsequently at 850°C for 8 Hours
Microstructure of samples was observed under Olympus BX60 Optical Microscope (Figure 
1(a)) at 200x magnification after they were etched. Samples’ hardness was determined using 
MITUTOYO MVK-H1 Vickers Micro Hardness Tester (Figure 1(b)) using 50 gf of indentation 
load. Density of the samples was obtained using Analytical Balance Machine (Figure 1(c)) by 
applying the Archimedes concept. 
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RESULTS AND DISCUSSION 
Microstructure Observation
Figure 2(a) illustrates the austenitic structure of 316L stainless steel. Following shot blasting 
grain refinement with high dislocation density can be observed on the surface of 316L stainless 
steel as displayed in Figure 2(b) and Figure 2(c). Balusamy et al. (2013) also reported on the 
observation of grain refinement after performing SMAT. As presented in Figure 3, increasing 
the shot diameter of glass beads from 100 microns to 250 microns used in shot blasting 
increases the thickness of grain refinement produced on the metal’s surface which the S10(6) 
sample produces the thickness value of 40.1 micron while S25(6) sample produces the value 
of 78.7 micron. 
	
	
 
 
(a)     (b)    (c) 
Figure 1. (a) Optical Microscope; (b) Vickers Micro Hardness Tester; and (c) Analytical Balance 
Machine 
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Figure 2. Microstructure of (a) UN; (b) S10(6); and (c) S25(6) sample 
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Figure 2. Microstructure of (a) UN; (b) S10(6); and (c) S25(6) sample
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Subsequent to performing paste boronizing, boride layers which consist of FeB and Fe2B 
form on the surface of 316L stainless steel. It is also reported on the presence of both phases 
on impact of boronizing elsewhere (Balusamy et al., 2013; Basir et al., 2014; Basir et al., 
2015; Gunes et al., 2011; Yang et al., 2014; Yoon et al., 1999). However, single Fe2B phase 
can be observed on the S10(6)P85(8) sample while the growth of FeB phase can be seen on 
S25(6)P85(8) sample as shown in Figure 4. Applying different shot diameter of glass beads in 
shot blasting produces different case depths of boride layers that form on the surface of 316L 
stainless steel following paste boronizing.
The graph in Figure 5 shows greater shot diameter of glass beads used in shot blasting 
increases the case depth of boride layers. The case depth of Fe2B layer on S10(6)P85(8) sample 
is 13.5 micron while the case depth of Fe2B layer on S25(6)P85(8) sample is 14.0 micron with 
total case depth of boride layers of 20.3 micron. This improvement is the result of enhanced 
boron diffusion into the surface of 316L stainless steel. 
Figure 3. Thickness of grain refinement on shot blasted 316L stainless steel samples
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Figure 2. Microstructure of (a) UN; (b) S10(6); and (c) S25(6) sample 
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Figure 4. Microstructure of (a) S10(6)P85(8); and (b) S25(6)P85(8) Sample
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Figure 4. Microstructure of (a) S10(6)P85(8); and (b) S25(6)P85(8) Sample 
 
 
Figure 5. Case depth of boride layers of shot blasted-paste boronized 316L stainless steel samples 
 
Microhardness Measurement 
Figure 6 shows the microhardness of the untreated, shot blasted and shot blasted-paste 
boronized 316L stainless steel. It can be seen that the effect of shot blasting increases the 
microhardness of 316L stainless steel, as the process creates grain refinement with atom 
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Microhardness Measurement
Figure 6 shows the microhardness of the untreated, shot blasted and shot blasted-paste boronized 
316L stainless steel. It can be seen that the effect of shot blasting increases the microhardness 
of 316L stainless steel, as the process creates grain refinement with atom dislocation on the 
surface of  the metal, inducing  strain hardening as a result of high dislocation density (Callister, 
2003). Raising the shot diameter from 100 micron to 250 micron improves the microhardness 
of 316L stainless steel. Arifvianto et al. (2011) reported that higher ball size used in SMAT 
produced greater sample’s hardness.
It also can be seen that the combination of shot blasting together with paste boronizing 
can increase the microhardness of 316L stainless steel so too employing higher shot diameter 
of glass beads resulting from the enhancement of boron diffusion and its effect on the depth 
of the boride layers produced. 
Figure 5. Case depth of boride layers of shot blasted-paste boronized 316L stainless steel samples
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Figure 6. Microhardness of untreated, shot blasted and shot blasted-paste boronized samples 
 
Density Measurement 
Figure 7 shows the density of untreated, shot blasted and shot blasted-paste boronized 316L 
stainless steel. The average density of UN, S10(6), S25(6), S10(6)P85(8) and S25(6)P85(8) 
samples are 7.95772 g/cm3, 7.90234 g/cm3, 7.90025 g/cm3, 7.90004 g/cm3 and 7.85886 g/cm3 
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Density Measurement
Figure 7 shows the density of untreated, shot blasted and shot blasted-paste boronized 316L 
stainless steel. The average density of UN, S10(6), S25(6), S10(6)P85(8) and S25(6)P85(8) 
samples are 7.95772 g/cm3, 7.90234 g/cm3, 7.90025 g/cm3, 7.90004 g/cm3 and 7.85886 g/cm3 
respectively. Shot blasting and paste boronizing appears to reduce the density of 316L stainless 
steel. Higher shot diameter used in shot blasting with the application of paste boronizing reduces 
the density of 316L stainless steel further. Although applying both of the surface treatments 
reduces the density of 316L stainless steel, the reduction is negligible.
Figure 7. Density of untreated, shot blasted and shot blasted-paste boronized 316L stainless steel
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CONCLUSION  
Microstructure of shot blasted 316L stainless steel shows grain refinement on the  surface 
which improves when the  shot diameter is increased Paste boronizing produces the boride 
layers of FeB and Fe2B and applying shot blasting prior to paste boronizing with higher shot 
diameter increases the case depth of boride layers. The effect of shot blasting and paste 
boronizing also raises the microhardness of 316L stainless steel. Increasing the shot diameter 
of glass beads used in shot blasting also improves the microhardness of 316L stainless steel. 
CONCLUSION 
Microstructure of shot blasted 316L stainless steel shows grain refinement on the  surface which 
improves when the  shot diameter is increased Paste boronizing produces the boride layers of 
FeB and Fe2B and applying shot blasting prior to paste boronizing with higher shot diameter 
increases the case depth of bori e la ers. The effect of shot blasti g and paste bor nizing also 
raises the microhardness of 316L stainless steel. Increasing the shot diameter of glass beads 
used in shot blasting also improves the microhardness of 316L stainless steel. The effect of shot 
blasting and paste boronizing reduces the density of 316L stainless steel slightly and raising 
the shot diameter in shot bla ting decrea es the metal’s density.
ACKNOWLEDGEMENTS 
The authors would like to express their gratitude to Ministry of Higher Education Malaysia and 
RMC UiTM for RAGS grant (600-RMI/RAGS 5/3 (206/2014)) and RAGS grant (600-RMI/
RAGS 5/3 (160/2014)) for making this study possible. 
Shot Blasting and Paste Boronizing On 316L Stainless Steel
89Pertanika J. Sci. & Technol. 25 (S): 83 - 90 (2017)
REFERENCES 
AKSteel. (2013). Stainless Steel 316/316L Product Data Bulletin, 2–4. Retrieved from http://www.
aksteel.com/pdf/markets_products/stainless/austenitic/316_316l_data_bulletin.pdf
Arifvianto, B., Suyitno, Mahardika, M., Dewo, P., Iswanto, P. T., & Salim, U. A. (2011). Effect of Surface 
Mechanical Attrition Treatment (SMAT) on Microhardness, Surface Roughness and Wettability of 
AISI 316L. Materials Chemistry and Physics, 125(3), 418–426.
Balusamy, T., Sankara Narayanan, T. S. N., Ravichandran, K., Song Park, I., & Lee, M. H. (2013). Pack 
Boronizing of AISI H11 Tool Steel: Role of Surface Mechanical Attrition Treatment. Vacuum, 97, 
36–43.
Basir, M. H. M., Abdullah, B., & Alias, S. K. (2014). Wear Properties of Paste Boronized 316 Stainless 
Steel Before and After Shot Blasting Process. Scientific Research Journal, 11(2).
Basir, M. H. M., Abdullah, B., Alias, S. K., Jumadin, M. H. M., & Ismail, M. H. (2015). Analysis on 
Microstructure, Hardness and Surface Roughness of Shot Blasted-Paste Boronized 316 Austenitic 
Stainless Steel. Jurnal Teknologi.
Callister, W. D. (2003). Materials Science and Engineering: An Introduction (Sixth Edit). John Wiley 
& Sons, Inc.
Ceschini, L., Chiavari, C., Lanzoni, E., & Martini, C. (2012). Low-Temperature Carburised AISI 316L 
Austenitic Stainless Steel: Wear and Corrosion Behaviour. Materials and Design, 38, 154–160.
Gunes, I., Ulker, S., & Taktak, S. (2011). Plasma Paste Boronizing of AISI 8620, 52100 and 440C Steels. 
Materials and Design, 32, 2380–2386.
Karimzadeh, N., Moghaddam, E. G., Mirjani, M., & Raeissi, K. (2013). The Effect of Gas Mixture of 
Post-Oxidation on Structure and Corrosion Behavior of Plasma Nitrided AISI 316 Stainless Steel. 
Applied Surface Science, 283, 584–589.
Kianersi, D., Mostafaei, A., & Ali, A. (2014). Resistance Spot Welding Joints of AISI 316L Austenitic 
Stainless Steel Sheets : Phase Transformations, Mechanical Properties and Microstructure 
Characterizations. Materials and Design, 61, 251–263.
Lopes, N., & Vila Real, P. M. M. (2014). Class 4 Stainless Steel I Beams Subjected to Fire. Thin-Walled 
Structures, 83(November), 137–146.
Wood, R. J. K., Walker, J. C., Harvey, T. J., Wang, S., & Rajahram, S. S. (2013). Influence of 
Microstructure on the Erosion and Erosion-Corrosion Characteristics of 316 Stainless Steel. Wear, 
306(1-2), 254–262.
Yang, H., Wu, X., Yang, Z., Pu, S., & Wang, H. (2014). Enhanced Boronizing Kinetics of Alloy Steel 
Assisted by Surface Mechanical Attrition Treatment. Journal of Alloys and Compounds, 590, 388–395.
Yoon, J. H., Jee, Y. K., & Lee, S. Y. (1999). Plasma Paste Boronizing Treatment of the Stainless Steel 
AISI 304. Surface and Coatings Technology, 112(1-3), 71–75.

Pertanika J. Sci. & Technol. 25 (S): 91 - 98 (2017)
SCIENCE & TECHNOLOGY
Journal homepage: http://www.pertanika.upm.edu.my/
ISSN: 0128-7680  © 2017 Universiti Putra Malaysia Press.
ARTICLE INFO 
Article history:
Received: 28 September 2016
Accepted: 03 February 2017
E-mail addresses: 
bulanabdullah@gmail.com (Bulan Abdullah),
muh.hafizuddin@yahoo.com (Muhammad Hafizuddin Jumadin),
hussain305@salam.uitm.edu.my (Muhammad Hussain Ismail),
khadijah_alias@yahoo.com (Siti Khadijah Alias),
samsiah.ahmad@johor.uitm.edu.my (Samsiah Ahmad), 
*Corresponding Author
Correlation of Case Depth with Mechanical Properties of Low 
Carbon Steel Using Paste Carburizing Method 
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ABSTRACT
Powder carburising compound used for pack carburizing has limited potential in producing thicker case 
depth. Paste carburizing has  proved to be an  option to replace powder in conventional pack carburizing 
as it requires less time and temperature to diffuse carbon atoms, and thereby  produce greater case depth. 
The correlation between case depth and mechanical properties using paste carburising is the objective of 
this paper where the relationship between case depth with mechanical and tribological properties using 
powder, paste 1:1 and paste 3:1 compounds at 1000°C for 9 hours are studied. Samples were subjected to 
microhardness tests, tensile tests and wear tests. Results showed  paste 1:1 compound produced the highest 
case depth (>0.5 mm), allowing us to  greater tensile strength, 6.61% and high wear resistance, 49%. 
Keywords: Carburising compound, case depth, low carbon steel, pack carburizing, paste carburizing, wear 
INTRODUCTION
Carburizing is a case hardening process to maintain substrate’s ductility of steel by increasing 
the carbon content of its interior.  It is a process usually applied to components that require 
greater wear resistance such as gears and shafts. The component that need to be carburised 
is heated to austenite phase temperature 
(800°C-1000°C) and soaked for 3 to 10 
hours for carbon to diffuse on the steel’s 
surface before proceeding to the next process 
i.e. quenching, normalizing or annealing 
(Kalpajian & Schmid, 2010). Carburizing 
compound is a source medium for supplying 
carbon atoms (carbon monoxides) during 
the carburizing process. Compounds come 
in various forms and properties, such as 
solid, fluid and gases (Lou, 2009). The most 
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effective carburizing compound was by using gases as it already in the form of carbon monoxide 
gases. For pack carburizing, solid or powder compound requires additional temperature and 
time before they compose into carbon monoxides gases. 
Paste compound made of e.g. nitrogen, silicon, boron, carbon, can be used to replace 
powder for pack case hardening process. For pack carburizing, paste compound consists of a 
mixture of a carbon resource powder, an inert powder, one or more catalyst and a binder solution 
(Campos et al., 2005). Paste compound has better diffusion rate than powder compound because 
of the formability of medium structure, allowing the medium to release more carbon monoxide 
(CO) and produce thicker carbon-rich layer up to 10-25% on carburized steels (Chen, 2000). 
Carbon atom diffusion also depends on the level of carbon concentration in the carburizing 
compound. The ratio of the solute and soluble, the size of the powder and the surface of the 
sample influences the concentration of the compound and effect the dispersion of carbon 
during carburizing process. Lou et al. (2009) stated that paste compound was contributory as 
a self-protective diffusion paste. By using paste carburizing compound, the case depth was 
thicker compared to conventional pack carburizing. The application of paste has resulted in less 
distortion since it requires non-intensive temperature. The activation energy of paste compound 
was less than that of conventional thermal diffusion and the concentration-mixing ratio of 
paste was ranged from 30% to 70%. The existence of water (H2O) in the paste mixture has 
astounding effect in the diffusion of carbon during the case hardening process. The production 
of hydrogen (H2) from water-powder mix of the paste relatively speeds up the carburizing rate 
of the charcoal gas to steel. The production of N2+CO+H2 was faster than N2+CO (Jumadin 
et al., 2015). However, there are limits to the maximum amount of H2O that can be present 
since higher water content in the mixture may reduce the compound’s ability to produce the 
carbonaceous gas from the charcoal because of reduction of carbon concentration (Chen, 1992).
Aswani (2001) and Panda (2014) observed carburizing improves the hardness of low 
carbon steel. The precipitation of carbon particles to iron, has formed a carbon-based Fe element 
that allows carbon to be bonded without breaking. Mechanically, the formation of cementite, 
Fe3C is very hard and brittle. Another factor contributing to increasing hardness of steel is 
the formation of martensite achieved by controlling the cooling rate and process parameters. 
Jumadin et al. (2015) found carburised steel has its highest hardness level at 950°C-1000°C.
Elzanaty (2014) found that the tensile strength of low carbon steel is improved using pack 
carburizing to 441 MPa-1960 MPa.  The higher carbon content has indirectly increased the 
tensile strength of carburised steel.
Abrasive wear occurs when two different materials come into contact. This study 
investigates the series of grooves in between carbon steels and stainless steel and observe the 
wear particles and weight loss. The high hardness value influences the wear rate of a coating 
subjected to a steady state of wear. Wear resistance on carburised steel has shown great potential 
due to the formation of cementite towards the surface of the steel, thereby making it harder. 
Elzanaty (2014) found that weight loss was higher for uncarburised low carbon steel because of 
its low carbon content. Panda et al. (2014) found that carburised steel at 950°C has better wear 
properties compared to untreated low carbon steel, reducing wear by up to 45%.  Georgieva 
et al. (2004) thus indicate carburizing when used in sintered gear wheels subjected to contact 
stresses of 250 MPa no wear was detected. 
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In this research, the case depth production on low carbon steel using powder carburizing 
and paste carburizing is studied to better understand the potential of paste carburizing process.
METHOD
In this research, low carbon steel, ASTM 850 Grade 70 steels was used. Experiments were 
conducted for microhardness, tensile and wear using dog-bone type, pin-type and cube-type 
samples. 
For the microhardness test, a load of 1 kg and 15-second indention time was set at Hardness 
Vicker Tester Machine model Mitutoyo MCK-H1. Ten microhardness indentions were taken 
from the steel’s surface towards the core, and the distance between each indention was 0.05 
mm. Average microhardness values were calculated. The procedure for finding the hardness 
value of carburised samples were based on standard ASTM E2834 – 11e1 and referred to 
the method used by Lou et al. (2009). In tensile test, sample of dog-bone type was prepared 
according to the standard ASTMA283-A283M-12. The sample was pulled until the sample 
failed with a speed rate of 2 mm/min. Three samples were tested for each carburizing parameter 
and average data recorded. The procedures for this test follow ASTMA283-A283M-12a. Pin-
on-disc tribometer was used to define the friction coefficient and wear properties. A pin-type 
sample was prepared and a load of 2 kg was applied on a sample which was in contact with a 
rotating stainless steel counterpart. Initial speed of 200 rpm and test duration of 3600 seconds 
was set for this experiment. Standard ASTM G190-06 and ASTM G118-02 was used as a 
reference for the test. 
As for carburizing heat treatment process, three different carburizing compounds were 
prepared; (1) powder compound; (2) paste 1:1 compound; and (3) paste 3:1 compound. These 
compounds were selected based on the carbon concentration for each sample. Paste 1:1 has 
52.8 M and Paste 3:1 has 17.6 M. Powder compound was the combination of charcoal powder 
with sodium carbonate (Na2CO3) and barium chloride (BaCO3). Paste compound refers to 
the mixture of powder compound with distilled water. The paste compounds were prepared 
according to the weight ratio of distilled water to powder. Samples were placed inside a steel 
box and covered with the carburizing compound, heated with temperature of 1000°C for 9 
hours inside furnace. At temperature 1000°C, steel is in the austenite phase where solubility 
is at an optimum, and carbon diffused up to 2.03% C (Kalpajian & Schmid, 2010) deep inside 
the steel surface at 9 hours. The sample was cooled at room temperature. Table 1 shows the 
label for different carburizing compound used in this research.
Table 1 
Carburizing parameter with different type of compound  
Sample Carburizing Compound
A Untreated
B Powder
C Paste 1:1
D Paste 3:1
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RESULTS AND DISCUSSION 
In order to choose the optimum compound, carburizing soaking time and temperature had to be 
fixed. Microhardness profile was plotted to determine the case depth of carburised low carbon 
steel. Figure 1 presents the microhardness profile based on the compound used. Sample A shows 
the microhardness values along 0.5 mm from the surface does not exceed 150 HV. The addition 
of carbon particles to iron has formed a carbon based Fe element, cementite, Fe3C that is hard 
and brittle, resulting from more α-ferrite being transformed to cementite. (Alias et al., 2013).
Paste compound shows a stimulating trend where it has greater case depth and 
microhardness value compared to powder compound. Sample C and sample D  indicate the 
formation of case depth of up to 0.5 mm while sample B only produces a depth of 0.25 mm. 
Paste compound has lower activation energy on carbon medium reaction to produce carbon 
monoxide compares to powder compound (Jumadin et al., 2015). From Figure 1, it can be 
seen the pattern of sample B and sample D indicates that both microhardness has increased 
at 0.1 mm and decreased at 0.15 mm, showing  the collection of cementite and carbon atoms 
is at a maximum at 0.1 mm  hardness value.  However, carbon diffusion was limited and the 
transformation of cementite started to  fade at 0.15 mm due to the low carbon concentration 
on both paste compound, thus causing the hardness value to  decrease from this point onwards. 
Paste compound has better diffusion rate than powder compound because of the formability of 
medium structure, allowing the medium to release more CO and produce thicker carbon-rich 
layer up to 10-25% on carburised steels (Chen, 1992). The ratio of the solute and soluble, 1 
parts of waters and 1 part of powder is the optimum composition for paste carburising process. 
The carbon atom diffusion was also determined by the level of carbon concentration of the 
carburizing compound (Kulka et al., 2011).
 
Figure 1. Microhardness and case depth profile 
 
Tensile test was conducted in order to determine the maximum load, tensile stress and 
strain of the carburised samples. The stress-strain curve shown in Figure 2 shows that 
untreated sample (sample A) has the typical structural steel stress-strain for low carbon steel 
(Oyetunji & Adeosun, 2012),  demonstrating that sample A was more ductile and has elastic 
deformation.  The ultimate tensile strength sample A was 458 MPa. Sample A has the highest 
strain, which was 21.91 %.  
 
Figure 1. Microhardness and case depth profile
Tensile test was conducted in order to determine the maximum load, tensile stress and 
strain of the carburised s mples. The stress-strain curve shown in Figure 2 hows th t untreated 
sample (sample A) has the typical structural steel stress-strain for low carbon steel (Oyetunji & 
Adeosun, 2012),  demonstrating that sample A was more ductile and has elastic deformation. 
The ultimate tensile strength sample A was 458 MPa. Sample A has the highest strain, which 
was 21.91 %. 
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Table 2 and Figure 3 shows the values and the correlation between elongation and tensile 
strength for carburised samples. Figure 3 shows that elongation was reduced linearly as the 
case depth increased. Carburising process increased the hardness of the surface material and its 
brittleness (Aramide et al., 2009). Nevertheless, powder carburising has higher tensile strength 
compared to untreated low carbon steel. Sample C has the highest tensile strength of 6.61% 
due to the practice of paste 1:1 compound. Carburising helped to increase the hardness and 
tensile strength of steel proportionally. The relationship between hardness and strength were 
also determined by the microstructure of the material. Thus an increase in the microstructure 
transformation from ferrite to cementite influences tensile strength as ferrite is more ductile 
compared to cementite which has a more brittle microstructure. 
 
Figure 2. Stress-strain curve  
 
Table 2 and Figure 3 shows the values and the correlation between elongation and tensile 
strength for carburised samples. Figure 3 shows that elongation was reduced linearly as the 
case depth increased. Carburising process increased the hardness of the surface material and 
its brittleness (Aramide et al., 2009). Nevertheless, powder carburising has higher tensile 
strength compared to untreated low carbon steel. Sample C has the highest tensile strength of 
6.61% due to the practice of paste 1:1 compound. Carburising helped to crease the hardness 
and tensile strength of steel proportionally.  The relationship between hardness and strength 
were also determined by the microstructure of the material. Thus an increase in the 
microstructure transformation from ferrite to cementite influences tensile strength as ferrite is 
more ductile compared to cementite which has a more brittle microstructure.  
 
Table 2 
Elongation and tensile strength of carburised low carbon steels 
A	
B	
C	
D	
Figure 2. Stress-strain curve 
 
Sample A B C D 
Elongation (mm) 21.91 6.28 7.22 5.98 
Tensile Strength (MPa) 458.15 558.91 596.02 507.33 
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Figure 3. Correlation between tensile strength and elongation  
 
Pin-on-disc test was conducted to investigate the wear properties and the results are 
tabulated in Table 3. Untreated sample shows the highest weight loss up to 1.7 g after the 
carburizing process since no case hardening to protect the sample during the friction process 
between pin and disk.  
 
Table 3  
Pin-on-disc weight loss, wear rate and wear resistance 
Samples Weight Loss (g) Wear Rate (mm3/Nm)  Wear resistance (Nm/mm3) 
A 1.70 3.62E-06 2.77E+05 
A	 B	 C	 D	
Figure 3. Correlation between tensile strength and elongation 
Table 2 
Elongation and tensile strength of carburis d low carbon steels  
Sample A B C D
Elongation (mm) 21.91 6.28 7.22 5.98
Tensile Strength (MPa) 458.15 558.91 596.02 507.33
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Pin-on-disc test was conducted to investigate the wear properties and the results are 
tabulated in Table 3. Untreated sample shows the highest weight loss up to 1.7 g after the 
carburizing process since no case hardening to protect the sample during the friction process 
between pin and disk. 
Table 3 
Pin-on-disc weight loss, wear rate and wear resistance  
Samples Weight Loss (g) Wear Rate (mm3/Nm) Wear resistance (Nm/mm3)
A 1.70 3.62E-06 2.77E+05
B 0.16 3.62E-07 2.77E+06
C 0.08 1.81E-07 5.53E+06
D 0.12 2.65E-07 3.77E+06
Figure 4 shows the wear rate and wear resistance for sample A, B, C and D. Sample A has 
highest wear rate value of 36.2 x 10-7 mm3/Nm. Carburizing process has  reduced the wear rate 
of  low carbon steel. As expected, paste carburizing has better wear resistance compared to 
powder carburizing because the deeper case depth prevents the surface material from detaching 
during contact with another surface. Sample C shows the highest wear resistance, 53.3 x 107 
Nm/mm3. The relationship between the wear rate and wear resistance indicates that where the 
wear rate of the material is high, wear resistance is low.
Carburizing process based on paste 1:1 compound provides better wear resistance because 
of high carbon content, greater case depth and microhardness, influencing the properties of 
low carbon steels by constructing cementite (Georgieva et al., 2004).
 
 
Figure 4.  Wear rate and wear resistance of carburised samples 
 
 
 
Figure 5. Coefficient of friction versus time for wear analysing wear behaviour  
 
CONCLUSION  
In this paper, the correlation between case depth with mechanical and tribological properties 
using paste carburizing method shows that paste 1:1 has the highest performance compound, 
A	 B	 C	 D	
A	 B	 C	 D	
Figure 4. Wear rate and wear resistance of carburised samples
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Figure 5 indicates the coefficient of friction versus time of each sample. From the pin-
on-disc test result, sample A shows high coefficient of friction compared to the other samples. 
Higher weight loss indicated low resistance to friction. The figure also shows that the 
carburizing process increases the wear resistance of low carbon steel. From the test, it can be 
perceived that paste carburizing improves better wear resistance up to 49%. Wear resistance 
of carburised steel increases due to greater carbon dispersion on the surface thus providing 
better coverage from erosion. 
 
 
Figure 4.  Wear rate and wear resistance of carburised samples 
 
 
 
Figure 5. Coefficient of friction versus time for wear analysing wear behaviour  
 
CONCLUSION  
In this paper, the correlation between case depth with mechanical and tribological properties 
using paste carburizing method shows that paste 1:1 has the highest performance compound, 
A	 B	 C	 D	
A	 B	 C	 D	
Figure 5. Coefficient of friction versus time for wear analysing wear behaviour 
CONCLUSION 
In this paper, the correlation between case depth with mechanical and tribological properties 
using paste carburizing method shows that paste 1:1 has the highest performance compound, 
generating a case depth of carburised steel up to 0.5 m. By diffusing more carbon, greater 
case depth was produced and the microhardness values of steel increased up to 300 HV. The 
higher case depth from paste 1:1 compound led to increased tensile strength of up to 6.61%. 
Paste 1:1 carburizing has higher hardness value and wear resistance of up to 49%. 
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ABSTRACT
Austempering is one of the trendiest heat treatment processes to promote the strength and toughness of 
ductile iron. However, such practice is complex because it involves using aqueous solutions as quenchant 
(salt bath solution).  This study was conducted to analyse the heat treatment of the combination processes 
of annealing-austenitising and evaluate the correlation between microstructure constituent and hardness 
of the ductile iron. Ductile iron samples in form of double cylinder was produced by conventional CO2 
sand casting method. The new heat treatment process was started by annealed at 873 K for 1.8 ks before 
being oil quenched. Subsequently, the samples were austenitised at austenitising temperatures 1123 K, 
1173 K and 1223 K for 3.6 ks respectively before being immediately oil quenched to room temperature. 
A series of microstructure analysis tests, including optical microscopy and X-ray diffraction (XRD) 
was applied. Vickers microhardness tester was used to measure the hardness for each microstructure 
constituent. The results showed that  ductile iron matrix transforms to martensitic during heat treatment 
of annealing-austenitising combination processes, which in turn contributes to  increasing microhardness 
of martensite and  the bulk hardness of ductile iron 
Keywords: Ductile iron, hardness, heat treatment, microhardness  
INTRODUCTION
Ductile iron is an engineering material 
with good mechanical properties due to its 
microstructural control (Fatahalla, AbuElEzz, 
& Semeida, 2009; Nabuo et al., 2003).  There 
has been many attempts to quantitatively and 
qualitatively diversify the microstructure 
appearance either by adding alloying elements 
or heat treatment (Susil et al., 2006; Yusuf et 
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al., 2010; Salman et al., 2007; Kiani-Rashid & Edmonds, 2008). According to Yusuf et al. 
(2010), surface and hardness of ductile iron will be improved by combining conventional 
boronizing and tempering processes. Previous researcher, have added a new sub-cycle called 
preheat process into conventional austempering cycle (Hsu et al., 2009). Abdullah (2011) also 
used the similar manner where it was combined with conventional tempering process to improve 
the mechanical properties of niobium alloyed ductile iron (Abdullah., 2011). Konecná et al. 
(2013) combined oil quenching and austempering methods in a cycle as new heat treatment 
practice to heat treat ductile iron (Konecná et al., 2013). Sahin et al. (2010) and Ayman et al., 
(2009) introduced the new two-steps austempering process where it consists of two stages of 
austempering process instead of one stage in conventional practice (Sahin et al., 2010; Ayman 
et al., 2009). The latter is preferred because of the cost and complexity of adding the alloying 
elements (Chang et al., 2008). 
The awareness that heat treatment can improve the physical and mechanical properties 
of ductile iron this study considers the combination of modified annealing, austenitising 
processes. It will examine the matrix compositions and transformations in order to evaluate 
the correlation between microstructure constituent and material hardness on each subsequent 
cycle in the heat treatment process.  
METHOD
Experimental Procedure
The metals used in the present study were made in the laboratory induction furnace with high 
purity raw materials such as pig iron, carburizer and steel scraps. At 1450°C the molten metal 
was poured into a 60 kg capacity preheated ladle. The Special alloy recognized as Ferrosilicon 
Magnesium was used as nucleating agent to nucleate graphite in spherical form. 1.6 wt % of 
this alloy was placed in treated ladle. The sample was allowed to cool at room temperature 
before the moulds were broken to get the sample form the double cylinder with dimension of 
300 mm long and 25± 2 mm by diameter. The chemical compositions of ductile iron samples 
were studied with a spectrometer test and results shown in Table 1. Samples were cut into small 
pieces and initially annealed at 773 K and 873 K in a tubular furnace before being oil quenched. 
All the samples were continuously austenitised at three different austenitising temperatures 
which were 1123 K, 1173 K and 1223 K for 3.6 kilo seconds respectively. The samples were 
then immediately oil quenched to room temperature.
Characterization of microstructure constituents nucleated in the as-cast and heat-treated 
condition were carried out by optical microscopy. 2% Nital etchant was applied before 
microstructure was observed and characterized under Olympus BX 41M optical microscope. 
IMAPs 4.0 edition software was used to capture the presented microstructure. The quantification 
of the volume of retained FCC austenite, BCC ferrite and BCT martensite were undertaken 
by X-ray diffraction (XRD) in an Ultima IV diffractometer using Cu-kα radiation in a range 
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between of 20–120° (Sahin et al., 2010). Vickers Microhardness tester is used in this study to 
measure hardness of each microstructure constituent. Indentation was employed by applying 
25 g load on each microstructure constituent. 
Table 1 
Chemical composition of ductile iron sample  
C Si Mn P S Cu Mg Fe
3.49 2.62 0.55 0.069 0.0074 0.0072 0.014 Balance
RESULTS AND DISCUSSION
XRD
The planes indicated in the XRD pattern of as-austenitised samples annealed at 773 K, 
as shown in Figure 1. The peaks of martensite are also identified at 2θ angle 44° with the 
planes (101) and (110) in the XRD patterns of as-austenitised samples annealed at 873 K, as 
indicated in Figure 2. The presence of both planes also suggests that BCT martensite is the 
main constituent for the as-austenitised samples annealed at 773 K and 873 K. Annealing 
process does not influence the phase in the as-austenitised samples even the samples were 
annealed to the elevated temperature which below than critical eutectoid temperature. Despite 
annealing process was initially changed in quantitative the phase constituents such as pearlite 
and ferrite in the first stage of heat treatment, but it shows no effect yet when the sample was 
further austenitised to critical eutectoid temperature. Aside of the martensite, a graphite peak 
is likewise presented in the planes (100) and (101) between 2θ angles of 42° and 44°, in all 
cluster of samples which was austenitised at different temperatures. Graphite peaks are present 
in the XRD patterns for all samples because carbon is one of the main alloying elements in 
producing ductile iron (Chang et al., 2008).
Based on the XRD patterns shown in all clusters of as-austenitised sample, martensite 
transforms at austenitising temperature of 1123 K (Chang et al., 2008). Austenite generally 
nucleates when the temperature rises beyond the critical eutectoid temperature, so too were 
samples austenitised at 1173 K and 1223 K (Sahin et al., 2010). Rao and Putatunda (2003) stated 
that volume fraction and carbon content of austenite increases when austenitising temperature 
rises beyond the critical eutectoid temperature (Rao & Putatunda, 2003) as carbon atoms trapped 
in the crystal structure when austenite are diffused during heating.  
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Figure 2. XRD pattern of as-austenitised ductile iron (annealed: 873 K) at different austenitising 
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The annealing process did not influence the appearance of as-austenitised microstructure as 
shown in Figure 3 and Figure 4 where the samples were initially annealed at 773 K and 873 K 
respectively before austenitised at 1123 K, 1173 K and 1223 K. Figure 3(a) and Figure 4(a) 
depict the microstructures of as-annealed ductile iron at temperatures of 773 K and 873 K 
respectively. The microstructures of as-annealed sample consist of typical microstructure 
constituents which contains graphite nodules, the sea of ferrite (white region) and the island of 
pearlite (dark region). The microstructures are almost similar qualitatively with as-cast 
microstructure where graphite nodules are surrounded by ferrite and pearlite.  
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Microstructure
The annealing process did not influence the appearance of as-austenitised microstructure as 
shown in Figure 3 and Figure 4 where the samples were initially annealed at 773 K and 873 
K respectively before austenitised at 1123 K, 1173 K and 1223 K. Figure 3(a) and Figure 
4(a) depict the microstructures of as-annealed ductile iron at temperatures of 773 K and 873 
K respectively. The microstructures of as-annealed sample consist of typical microstructure 
constituents which contains graphite nodules, the sea of ferrite (white region) and the island 
of pearlite (dark region). The microstructures are almost similar qualitatively with as-cast 
microstructure where graphite nodules are surrounded by ferrite and pearlite. 
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Figure 3. Microstructure of As-Austenitised Ductile Iron (Annealed: 773 K) at Different Temperatures: 
(a) As-Annealed; (b) 1123 K; (c) 1173 K; and (d) 1223 K. Note: G is Graphite; F is Ferrite; P is Pearlite; 
M is Martensite 
Figure 3. Microstructure of As-Austenitised Ductile Iron (Annealed: 773 K) at Different Temperatures: (a) 
As-Annealed; (b) 1123 K; (c) 1173 K; and (d) 1223 K. Note: G is Graphite; F is Ferrite; P is Pearlite; M is 
Martensite
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Martensite is remarkably transformed because austenite nucleated during the austenitising 
process was rapidly cooled to room temperature via oil quenching. Austenite with low residual 
carbon content trapped in the crystal structure did not have  time to stabilize and diffuse out 
of the crystal structure (Kiani-Rashid & Edmonds, 2009), leading to its  transformation into 
martensite at room temperature. The lath-shaped crystal grains of martensite became coarser 
when austenitising temperature increased till 1223 K (Rao & Putatunda, 2003) resulting 
from the volume fraction and carbon content of austenite which increased when austenitising 
temperature rises beyond the critical eutectoid temperature (Rao & Putatunda, 2003). 
Hardness
Figure 5 shows the average values of Vickers microhardness  of martensite and graphite 
structures of as-austenitised ductile iron annealed at 773 K and 873 K. Hardness of martensite 
increased gradually when austenitising temperature increased till 1223 K. on the other 
hand, the average graphite hardness values remained constant at range of 38 HV to 39 HV. 
The microhardness trends of martensite and graphite show no changes though annealing 
 
(a)      (b) 
 
(c)      (d) 
Figure 4. Microstructure of As-Austenitised Ductile Iron (Annealed: 873 K) at Different Temperatures: 
(a) As-Annealed; (b) 1123 K; (c) 1173 K; and (d) 1223 K. Note: G is Graphite; F is Ferrite; P is Pearlite; 
M is Martensite 
 
Martensite is remarkably transformed because austenite nucleated during the austenitising 
process was rapidly cooled to room temperature via oil quenching. Austenite with low residual 
carbon content trap d in th  crystal structure did not have  time to stabilize and diffuse out of 
the crystal structure (Kiani-Rashid & Edmonds, 2009), leading to its  transformation into  
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As-Annealed; (b) 1123 K; (c) 1173 K; and (d) 1223 K. Note: G is Graphite; F is Ferrite; P is Pearlite; M is 
Martensite
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temperature increases up to 873 K. Nevertheless, the average martensite hardness values of the 
samples slightly increased as a result of greater carbon diffusion in the matrix when annealing 
temperature is raised. 
 
Figure 5. Vickers Microhardness (Load: 0.2 N) of Martensite and Graphite at different austenitising 
temperatures (Annealed: 773 K and 873K) 
 
Graphite is less hard compared to Martensite. Graphite nodules presented in the matrix do 
not contribute to the precipitation hardening though all clusters of sample have been austenitised 
beyond critical eutectoid temperature. Furthermore, the increase in Martensite hardness as 
function of austenitising temperature is caused by carbon precipitation and enrichment of the 
matrix constituents (Kiani-Rashid & Edmonds, 2009; Rao & Putatunda, 2003). 
 
CONCLUSION 
The new heat treatment process, combination of annealing and austenitising process, found that 
ductile iron matrix transforms to martensitic instead of ferritic-pearlitic matrix shown.  
Figure 5. Vickers Microhardness (Load: 0.2 N) of Martensite and Graphite at different austenitising 
temperatures (Annealed: 773 K and 873K)
Graphite is less hard compared to Martensite. Graphite nodules presented in the matrix do 
not contribute to the precipitation hardening though all clusters of sample have been austenitised 
beyond critical eutectoid temperature. Furthermore, the increase in Martensite hardness as 
function of austenitising temperature is caused by carbon precipitation and enrichment of the 
matrix constituents (Kiani-Rashid & Edmonds, 2009; Rao & Putatunda, 2003).
CONCLUSION
The new heat treatment process, combination of annealing and austenitising process, found 
that ductile iron matrix transforms to martensitic instead of ferritic-pearlitic matrix shown. 
Austenitising temperature does slightly influence the martensite morphology, and increasing it 
results in the incr asing of microhardness f martensite and th  bulk hardness of ductile iron.
In conclusion, microstructure constituents have good correlation with hardness of ductile 
iron. The type of microstructure and hardness of each constituent require consideration to 
effectively improve the hardness of ductile iron. Proven that, this hardness could be estimated 
using mixture law of hardness for each microstructure constituent.
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ABSTRACT
Spin coated polyvinlylidenefluoride-trifluoroetylene (PVDF-TrFE 70/30mol%) copolymer thin film were 
initially produced and annealed at varying temperatures (100°C to 160°C). The morphology, dielectric 
and ferroelectric analysis showed that PVDF-TrFE film annealed at 120°C produced the highest remnant 
polarization, Pr of 92 mC/m2, with orderly and grain-like shaped crystallites. The filled PVDF-TrFE, 
loaded with various volume percentages (1 – 7%) of Magnesium Oxide (MgO) nanofillers and then, 
annealed at 120°C, produced homogenous filler distribution with low agglomerates, especially for 3% 
PVDF-TrFE filled films. Moreover, the annealed PVDF-TrFE/MgO(3%) generated the highest value of Pr 
in comparison to the other filled nanocomposite thin films. Most importantly, the saturation of hysteresis 
loop, Ps for annealed PVDF-TrFE/MgO(3%) film was relatively improved by 20% as compared to the 
unfilled annealed thin film. This study established that, 3% MgO loaded in PVDF-TrFE thin film and 
annealed at 120 °C demonstrated a stable ferroelectric thin film, closed to an ideal ferroelectric film, in 
which the ratio Pr/Ps for the film established a value approaching unity (value of 1). 
Keywords: Annealing, dielectric, ferroelectric, 
MgO, PVDF-TrFE, spin coating  
INTRODUCTION
The development of polymeric film with high 
dielectric properties has sparkedinterest in 
the application of small electronic devices 
such as organic capacitors and organic field 
effect transistors. The utilisation of these 
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polymeric materials is the simplest route in fabricating thin film, owing to their flexibility, 
high strength and ease of processing. Polyvinylidenefluoride (PVDF) copolymerised with 
trifluoroethylene (TrFE) is a favourable polymer for organic devices due to its high permittivity 
and ferroelectricity (Bae et al., 2010; Furukawa et al., 2010, Müller et al., 2007; Ismail et al., 
2012). The ferroelectricity in PVDF-TrFE originates from the H+ (hydrogen) atoms and F- 
(fluorine) atoms. The arrangement of these atoms in the PVDF-TrFE chains induced the parallel 
packing of the all-trans conformation of PVDF-TrFE chains resulting in large spontaneous 
polarisation (Furukawa, 1989).
In volatile memory devices, data may not be retained when the system is turned off in 
contrast withnon-volatile memory devices, which have the ability to store charges even after the 
electric field is removed (Ling et al., 2008). The latter is true for PVDF-TrFE. The performance 
of PVDF-TrFE as memory device relies mainly on the remnant polarisation (Pr), which is largely 
affected by the crystallinity of β phase crystals and the degree of dipole orientation in PVDF-
TrFE (Furukawa et al., 2006; Ling et al., 2008). In order to achieve high Pr, additional treatments 
such as annealing, mechanical stretching and poling are widely employed. However, for thin 
film, annealing process is the most appropriate and practical as it poses minimal damage to 
the thin film compared with the mechanical stretching or poling at high electric field, which is 
more suitable for bulk film. Moreover, the distinctive crystal phase transitions during annealing 
treatment led to an interest in exploring the ferroelectric behaviour of polymeric material (Lee 
et al., 2010; Prabu et al., 2006; Wahid et al., 2013). In 1980, Furukawa et al. discovered the 
curie transition in PVDF-TrFE, which indicated the ability of polymeric material to polarise 
spontaneously (Furukawa et al., 1980). Beyond Curie temperature, the ferroelectric constants 
of PVDF-TrFE dropped to zero due to the thermal heating, which demote dipole rotational 
motion and hence, destroy all-trans chain configuration. In addition, this phase transition of 
PVDF-TrFE was very much affected by the VDF content. Furukawa discovered that 50% 
to 80% of VDF content in PVDF-TrFE produced high dielectric and ferroelectric properties 
(Furukawa, 1997). Previous study reported that, annealing at temperature slightly above the 
Curie temperature, (Tc), but below the melting temperature (Tm) resulted in an improved 
crystallinity of the PVDF-TrFE film. This condition is favourable due to aligning and packing 
of C-F dipoles of PVDF-TrFE. This will lead to an increase in the amount of aligned dipoles, 
hence, increasing the polarisation and dielectric properties of PVDF-TrFE film (Nguyen et 
al., 2008).
In this research, a batch of spin coated PVDF-TrFE thin films of approximately 250 
nm thick were annealed at varying temperatures, in accordance with the thermal transition 
temperatures attained by differential scanning calorimetri (DSC) analysis. The optimised 
annealing temperature was predetermined by observing the surface morphology, and subsequent 
attainment of the dielectric and ferroelectric properties of PVDF-TrFE thin film. The optimised 
PVDF-TrFE was loaded with MgO nanofillers at various volume percentages. Similar 
characterisations were noted on the PVDF-TrFE/MgO nanocomposite thin films.
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METHOD
PVDF-TrFE Thin Film Preparation
Prior to producing the PVDF-TrFE thin films, aluminum (Al) coated glass substrates were 
prepared, which represented the bottom electrode for  electrical measurements. These glass 
substrates were cut and cleaned with acetone, methanol and de-ionised water for 10 minutes 
in an ultrasonic bath, before they were dried with inert nitrogen gas flow. A layer of 30 nm in 
thick was evaporated on the glass substrates, using Edward AUTO306 high vacuum evaporation 
system. The PVDF-TrFE (70:30mol %, PiezoTech, France) pallets were dissolved in the solvent 
(methyl ethyl ketone) with the concentration of 30g/L and stirred for 24 hours. The solution 
was then spin coated at 1500 rpm for 90 seconds. Finally, PVDF-TrFE film was spin coated as 
thin film on the Al coated glass substrate with an average film thickness of 250 nm to 300 nm.
Annealing Process
Prior to annealing, the thermogravimetric analysis was carried out on PVDF-TrFE pallets in 
order to determine the Curie’s transition temperature (TC) and the melting temperature (Tm). 
The two endothermic peaks (during heating) were 113°C (TC) and 154°C (Tm) (Figure 1). 
These temperatures were set as benchmarks for annealing the PVDF-TrFE thin films.
Table 1 
Annealing temperatures of PVDF-TrFE thin films 
Acronym Annealing Temperature (°C)
AN100 100
AN120 120
AN140 140
AN160 160
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dissolved in the solvent (methyl ethyl ketone) with the concentration of 30g/L and stirred for 
24 hours. The solution was then spin coated at 1500 rpm for 90 seconds. Finally, PVDF-TrFE 
film was spin coated as thin film on the Al coated glass substrate with an average film 
thickness of 250 nm to 300 nm. 
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Figure 1. Thermogravimetric spectrum of PVDF-TrFE (70:30mol%) 
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The annealing was conducted for 2 hours in an oven at temperatures shown in Table 1. All 
annealed films were allowed to cool at ambient temperature before they were removed from 
the oven. The unannealed thin film (UN) was utilised as a control film sample in this study.
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PVDF-TrFE Loaded with MgO Nanofillers (PVDF-TrFE/MgO Thin Film)
Magnesium oxides (MgO) of particle sizes ≤50 nm were supplied by Sigma-Aldrich. 
Predetermined MgO volume percentages (1, 3, 5 and 7 vol %) were incorporated in PVDF-
TrFE solution individually at concentration of 30 g/L and stirred at room temperature for 24 
hours. The PVDF-TrFE/MgO solution was agitated and sonicated in an ultrasonic processor 
(SONICS Vibracell VCX500, 400 watt) at 60 % amplitude for 12 minutes. A tapered ultrasonic 
horn was utilised with an end tip of 3 mm in diameter. The sonicated solution was spin coated 
on the Al-coated glass at 1500 rpm for 90 seconds to produce 250 nm thick nanocomposite 
films. These nanocomposite thin films were then annealed in the oven at 120°C for 2 hours.
Characterisation
The morphological study of the thin film was carried out using field emission scanning electron 
microscope (FESEM, JEOL JSM-7800F). All thin films were coated with 10 nm of platinum 
prior to FESEM imaging in order to reduce electro charging, as well as increasing the image 
quality. The top electrical contact was produced by evaporating 3 mm2 of Al above the thin 
film (Figure 2). Dielectric properties were measured at frequencies of 100 Hz to 10 MHz using 
high frequency range impedance analyser (Agilent, Impedance Analyzer 4294A), while the 
ferroelectric measurements were done using the Precision LC system (Radiant Tech. Inc.) at 
100 Hz frequency, at an operating voltage of 100 V.
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Figure 2. Schematic diagram of PVDF-TrFE thin film with aluminum top and bottom electrodes 
 
RESULTS AND DISCUSSION  
Optimisation of the annealing temperature for PVDF-TrFE thin films 
First, the morphology of unannealed and annealed PVDF-TrFE thin films was observed at 
100k magnification using FESEM (Figure 3). Significant growth of defined crystallite 
structures was observed in PVDF-TrFE films annealed at 100°C (AN100) (Figure 3(b)). As 
the annealing temperature was increased to 120°C, the crystallite sizes in the AN120 films 
were extended in length and width (Figure 3(c)). Previous studies suggested that elongated 
structure of PVDF-TrFE crystallites signified typical characteristics of ferroelectric 
crystallites (Lee et al., 2007; Li et al., 2008). In this study, the elongated grain-like crystallites 
Figure 2. Schematic diagram of PVDF-Tr E thin film with aluminu  t  and bottom electrodes
RESULTS AND DISCUSSION 
Optimisation of the annealing temperature for PVDF-TrFE thin films
First, the morphology of unannealed and annealed PVDF-TrFE thin films was observed at 100k 
magnification using FESEM (Figure 3). Significant growth of defined crystallite structures was 
observed in PVDF-TrFE films annealed at 100°C (AN100) (Figure 3(b)). As the annealing 
temperature was increased to 120°C, the crystallite sizes in the A 20 films were extended in 
length and width (Figure 3(c)). Previous studies suggested that elongated structure of PVDF-
TrFE crystallites signified typical characteristics of ferroelectric crystallites (Lee et al., 2007; 
Li et al., 2008). In this study, the elongated grain-like crystallites were found to increase in 
size as the annealing temperature was further increased to 140°C for AN140 film (Figure 
3(d)). On the contrary, the PVDF-TrFE thin film annealed at 160°C, temperature above Tm, 
the crystallites lost its grain-like structure. Instead, most of these crystallites in AN160 film 
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were observed to merge with the neighbouring crystallites forming fibrous crystallites (Figure 
3(e)). This may be due to the recrystallisation process, in which these films were cooled 
directly from melt. During melting, the increase in  thermal energy encouraged mobility of 
the polymer molecules. This caused high thermal heating, which disorientate most of the 
PVDF-TrFE crystallites. Upon cooling, these crystallites were unable to re-orientate to form 
the grain-like crystallites structures, which were formed through annealing, at temperatures 
below melting temperature. The fibrous-like shaped structures formed in all of the recrystallised 
films suggested a changed in the crystal phases during recrystallizsation. The splitting of the 
fibrous surfaces was quite apparent, which may be commonly caused by differential cooling 
of the film surfaces. The presence of these defects, typically reduced the performance of the 
AN160 films (Gan & Majid, 2014).
were found to increase in size as the annealing temperature was further increased to 140°C for 
AN140 film (Figure 3(d)). On the contrary, the PVDF-TrFE thin film annealed at 160°C, 
temperature above Tm, the crystallites lost its grain-like structure. Instead, most of these 
crystallites in AN160 film were observed to merge with the neighbouring crystallites forming 
fibrous crystallites (Figure 3(e)). This may be due to the recrystallisation process, in which 
these fil s were cooled directly from melt. During melting, the increase in  thermal energy 
encouraged mobility of the polymer molecules. This caused high thermal heating, which 
disorientate most of the PVDF-TrFE crystallites. Upon cooling, these crystallites were unable 
to re-orientate to form the grain-like crystallites structures, which were formed through 
annealing, at temperat res b low melting temperature. The fibrous-like shaped structur s 
formed in all of the recrystallised films suggested a changed in the crystal phases during 
recrystallizsation. The splitting of the fibrous surfaces was quite apparent, which may be 
commonly caused by differential cooling of th  film surfaces. The presence of thes  defects, 
typically reduced the performance of the AN160 films (Gan & Majid, 2014). 
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Figure 3. FESEM micrograph at 100K magnification for PVDF-TrFE thin film of (a) UN; (b) AN100; (c) 
AN120; (d) AN140; and (e) AN160
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Figure 3. FESEM micrograph at 100K magnification for PVDF-TrFE thin film of (a) UN; 
(b) AN100; (c) AN120; (d) AN140; and (e) AN160 
  
Figure 4 shows plots of the (a) dielectric constant as a function of frequency; and (b) the 
ferroelectric hysteresis loops of UN and annealed PVDF-TrFE thin films. The dielectric 
constant for all annealed PVDF-TrFE thin film increased upon annealing temperatures, at 
frequency range of between 103 to 105 Hz. On the contrary, the unannealed thin films showed 
the lowest dielectric constant of 9.7 at 103 Hz frequency. Annealing at 100°C, the dielectric 
constant increased to 12 measured at the same frequency. However, a insignificant reduction 
in the value of the dielectric constant to 11.6 for AN120 was observed when the film was 
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Figure 4 shows plots of the (a) dielectric constant as a function of frequency; and (b) the 
ferroelectric hysteresis loops of UN and annealed PVDF-TrFE thin films. The dielectric constant 
for all annealed PVDF-TrFE thin film increased upon annealing temperatures, at frequency 
range of between 103 to 105 Hz. On the contrary, the unannealed thin films showed the lowest 
dielectric constant of 9.7 at 103 Hz frequency. Annealing at 100°C, the dielectric constant 
increased to 12 measured at the same frequency. However, a insignificant reduction in the 
value of the dielectric constant to 11.6 for AN120 was observed when the film was annealed 
at 120°C. When the annealing temperatures were further increased to 140°C and 160°C, 
the dielectric constant value further increased to 12.7 and 13.8 for AN140 and AN160 films 
respectively. The increase in dielectric constant with annealing temperatures was consistent 
with FESEM micrographs, in which the growth and packing of the crystallite structures were 
significantly improved (Figure 3). This is consistent with previous studies, which reported 
crystallite growth contributed to an improvement in the electrical properties of PVDF-TrFE 
(Lee et al., 2010; Li et al., 2008).
However, in ferroelectric analysis, thin film annealed at 120°C (AN120) showed relatively 
high Pr of 93 mC/m2. Increasing the annealing temperature to 140°C, caused a reduction in the 
Pr value to 78 mC/m2 for  AN140 thin film. The Pr continued to decrease as the temperature 
in the AN160 film was annealed to 160°C. The drop in Pr was consistent with the presence of 
splits (Figure 3(e)). The splitting may have caused diffusion of Al from the electrodes in the 
film surface, and hence led to the formation of conductive tracks in the film during electrical 
measurements (Ismail et al., 2012).
The tightly packed elongated crystallite exhibited by AN120 thin film, coupled with its 
high Pr value, established that the film demonstrated superior ferroelectric properties (Lee et 
al, 2010). The AN120 thin film was the preferred film to be utilised for inclusion of MgO. 
The morphology and  ferroelectricity stability of PVDF-TrFE film incorporated with various 
percentage loading of MgO nanofillers were investigated.
Figure 4. (a) Dielectric constant, ε’; and (b) ferroelectric hysteresis loops of unannealed and annealed PVDF-
TrFE thin films
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Figure 4. (a) Dielectric constant, ε’; and (b) ferroelectric hysteresis loops of unannealed and annealed 
PVDF-TrFE thin films 
 
PVDF-TrFE Incorporated with MgO nanofiller   
PVDF-TrFE nanocomposite films (with various MgO nanofiller loadings) produced by spin 
coating method were then annealed at the optimised temperature of 120°C for 2 hours, and 
allowed to cool at ambient temperature before they were removed from the oven. The FESEM 
surface morphology of film for 1%, 3%, 5% and 7% of MgO nanofiller loadings at 30K 
magnification are shown in Figure 5. These images were observed to be consistent with the 
MgO imaged by previous authors (Habibah et al., 2013). Due to the low percentage of MgO 
nanofiller loading, 1%, minimal dispersion of the MgO nanofillers was observed, along with 
the PVDF-TrFE crystals observed as fine fibrils in the AN120/1%MgO film (Figure 5(a)).  At 
3% MgO loading, the distribution of the nanofillers in the AN120/3%MgO was apparent 
throughout the nanocomposite film, with insignificant agglomerations (Figure 5(b)). 
Specifically, the PVDF-TrFE crystals observed in the AN120/3%MgO were defined and 
elongated in shaped. This is due to the growth of the crystallites slightly hindered by the 
presence of nanofillers. These MgO nanofillers acted as nucleation sites that enhanced the 
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PVDF-TrFE Incorporated with MgO nanofiller  
PVDF-TrFE nanocomposite films (with various MgO nanofiller loadings) produced by spin 
coating method were then annealed at the optimised temperature of 120°C for 2 hours, and 
allowed to cool at ambient temperature before they were removed from the oven. The FESEM 
surface morphology of film for 1%, 3%, 5% and 7% of MgO nanofiller loadings at 30K 
magnification are shown in Figure 5. These images were observed to be consistent with the 
MgO imaged by previous authors (Habibah et al., 2013). Due to the low percentage of MgO 
nanofiller loading, 1%, minimal dispersion of the MgO nanofillers was observed, along with the 
PVDF-TrFE crystals observed as fine fibrils in the AN120/1%MgO film (Figure 5(a)).  At 3% 
MgO loading, the distribution of the nanofillers in the AN120/3%MgO was apparent throughout 
the nanocomposite film, with insignificant agglomerations (Figure 5(b)). Specifically, the 
PVDF-TrFE crystals observed in the AN120/3%MgO were defined and elongated in shaped. 
This is due to the growth of the crystallites slightly hindered by the presence of nanofillers. 
These MgO nanofillers acted as nucleation sites that enhanced the formation of elongated 
packed PVDF-TrFE crystallites. The film formed was smooth, with relatively low porosity 
in the thin film. These observations are consistent with those of previous reports by other 
researchers, which suggested smooth non porosity film surfaces correlated to a high dielectric 
properties in the film (Furukawa et al., 2006; Thomas et al., 2010). However, with increase in 
nanofillers loading to 5%, agglomerations of MgO were significant on the AN120/5%MgO 
Figure 5. FE-SEM micrograph at 30K magnification for sample of (a) 1% (b) 3%, (c) 5%, and (d) 7% MgO 
nanofiller incorporated into AN120 thin film
formation of elongated packed PVDF-TrFE crystallites. The film formed was smooth, with 
relatively low porosity in the thin film. These observations are consistent with those of 
previous reports by other researchers, which suggested smooth non porosity film surfaces 
correlated to a high dielectric properties in t e film (Furukawa t al., 2006; Thomas et al., 
2010). However, with increase in nanofillers loading to 5%, agglomerations of MgO were 
significant on the AN120/5%MgO film surfaces (Figure 5(c)), and presence of black areas 
may indicate porosity in the film surface. With further addition of MgO anofillers to 7%, 
these agglomerations were observed to develop into massive clusters of MgO, followed by 
ripples-like structures of PVDF-TrFE in the AN120/7%MgO film (Figure 5(d)). However, it 
is interesting to note that the presence of these clusters had deterred the formation of PVDF-
TrFE crystallites in the film, which were not apparent in the AN120/7%MgO film. 
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Figure 5. FE-SEM micrograph at 30K magnification for sample of (a) 1% (b) 3%, (c) 5%, and (d) 7% 
MgO nanofiller incorporated into AN120 thin film 
 
Figure 6 presents the (a) ferroelectric hysteresis loop and dielectric constant, ε’; (b) for 
AN120 thin films incorporated with 1%, 3%, 5% and 7% of MgO nanofiller. The ferroelectric 
hysteresis loops were observed in all filled nanocomposite thin films. This confirmed that 
though MgO nanofiller were present in the PVDF-TrFE film, the AN120/1%MgO, 
AN120/3%MgO, AN120/5%MgO and AN120/7%MgO nanocomposite thin films sustained 
their ferroelectric properties. For AN120/1%MgO, the Pr obtained was 79 mC/m2, which was 
lower than the unfilled AN120 (Pr = 92 mc/m2). Nevertheless, the highest Pr value (88 
mC/m2) was obtained from AN120/3%MgO film filled with 3% MgO. As the nanofiller 
loadings increased between 5% and 7%, significant reduction in Pr values was observed, 
which were 69 mC/m2 and 57 mC/m2 for AN120/5%MgO and AN120/7%MgO films 
respectively. This was a drop of 22 % and 35%  for AN120/5%MgO and AN120/7%MgO 
films, respectively. This is consistent with the observation by FESEM (Figure 5), in which 
more than 3% MgO loaded film, agglomerates in the film were obvious. These 
agglomerations were more significant for 7% MgO loaded thin films. The inconsistency of 
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film surfaces (Figure 5(c)), and presence of black areas may indicate porosity in the film 
surface. With further addition of MgO nanofillers to 7%, these agglomerations were observed 
to develop into massive clusters of MgO, followed by ripples-like structures of PVDF-TrFE 
in the AN120/7%MgO film (Figure 5(d)). However, it is interesting to note that the presence 
of these clusters had deterred the formation of PVDF-TrFE crystallites in the film, which were 
not apparent in the AN120/7%MgO film.
Figure 6 presents the (a) ferroelectric hysteresis loop and dielectric constant, ε’; (b) for 
AN120 thin films incorporated with 1%, 3%, 5% and 7% of MgO nanofiller. The ferroelectric 
hysteresis loops were observed in all filled nanocomposite thin films. This confirmed that though 
MgO nanofiller were present in the PVDF-TrFE film, the AN120/1%MgO, AN120/3%MgO, 
AN120/5%MgO and AN120/7%MgO nanocomposite thin films sustained their ferroelectric 
properties. For AN120/1%MgO, the Pr obtained was 79 mC/m2, which was lower than the 
unfilled AN120 (Pr = 92 mC/m2). Nevertheless, the highest Pr value (88 mC/m2) was obtained 
from AN120/3%MgO film filled with 3% MgO. As the nanofiller loadings increased between 
5% and 7%, significant reduction in Pr values was observed, which were 69 mC/m2 and 57 mC/
m2 for AN120/5%MgO and AN120/7%MgO films respectively. This was a drop of 22 % and 
35%  for AN120/5%MgO and AN120/7%MgO films, respectively. This is consistent with the 
observation by FESEM (Figure 5), in which more than 3% MgO loaded film, agglomerates in 
the film were obvious. These agglomerations were more significant for 7% MgO loaded thin 
films. The inconsistency of surface morphology produced from the agglomerations led to the 
reduction of contact area between electrodes. This may have resulted in restrained ferroelectric 
performance for the AN120/7%MgO thin film, consistent with previous study (Thomas et al., 
2010). This phenomenon was consistent with the trend observed for dielectric measurements 
shown in Figure 4(b). The 3% MgO loaded film showed the highest dielectric constant of 
13.6 at the frequency of 103 Hz. An abrupt reduction of dielectric constant was observed as 
the MgO loadings were increased to 5% and 7%. From the dielectric and ferroelectric results, 
3% loading of the MgO nanocomposite thin films (annealed at 120°C) was the optimised 
percentage nanofillers loading required for a PVDF-TrFE dielectric film suitable to be utilised 
for storage organic memory device.
Figure 6. (a) Ferroelectric hysteresis loops; and (b) dielectric constant, ε’ of AN120/1%MgO, AN120/3%Mgo, 
AN120/5% and AN120/7%MgO thin films
surface morphology produced from the agglomerations led to the reduction of contact area 
between electrodes. This may have resulted in restrained ferroelectric p rformance for the 
AN120/7%MgO thin film, consistent with previous study (Thomas et al., 2010). This 
phenomenon was consistent with the trend observed for dielectric measurements shown in 
Figure 4(b). The 3% MgO loaded film showed the highest dielectric constant of 13.6 at the 
frequency of 103 Hz. An abrupt reduction of dielectric constant was observed as the MgO 
loadings were increased to 5% and 7%. From the dielectric and ferroelectric results,  3% 
loading of the MgO nanocomposite thin films (annealed at 120°C) was the optimised 
percentage nanofillers loading required for a PVDF-TrFE dielectric film suitable to be utilised 
for stor ge organic memory device. 
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Figure 6. (a) Ferroelectric hysteresis loops; and (b) dielectric constant, ε’ of AN120/1%MgO, 
AN120/3%Mgo, AN120/5% and AN120/7%MgO thin films 
 
Figure 7(a) represents the ferroelectric hysteresis loops for unannealed (UN), PVDF-
TrFE annealed at 120°C and annealed PVDF-TrFE thin film incorporated with 3% MgO 
nanofillers. The loops showed a significant improvement in the remnant polarisation (Pr)  and 
saturation polarisation (Ps) upon inclusion of MgO nanofillers. However, the coercive fields 
Ferroelectric Stability of Annealed PVDF-TrFE
115Pertanika J. Sci. & Technol. 25 (S): 107 - 118 (2017)
Figure 7(a) represents the ferroelectric hysteresis loops for unannealed (UN), PVDF-TrFE 
annealed at 120°C and annealed PVDF-TrFE thin film incorporated with 3% MgO nanofillers. 
The loops showed a significant improvement in the remnant polarisation (Pr)  and saturation 
polarisation (Ps) upon inclusion of MgO nanofillers. However, the coercive fields (Ec) were 
insignificant in these films. Interestingly enough, the shaped of the hysteresis loops were 
rectangular-like for both annealed PVDF-TrFE (AN120) and annealed filled PVDF-TrFE 
(AN120/3%MgO) films. This was associated with an increased in polarisation for both annealed 
films (unfilled and filled), which improved the crystallinity of these films, hence, producing 
stability during ferroelectric switching (Furukawa, 1989). This finding was further established 
by observing the ratio of Pr/Ps as shown by the plot in Figure 7(b). The unannealed (UN) 
thin film obtained the lowest Pr/Ps ratio of 0.36. Annealed thin film without MgO (AN120), 
produced well saturated hysteresis loop with improved Pr/Ps ratio of 0.55, which is 53% higher 
in value compared with unannealed thin film (UN). Meanwhile, the Pr/Ps ratio continued to 
increase to 0.7 for AN120/3%MgO, which is 94% higher than annealed thin film without MgO 
nanofillers. This suggests that, annealed MgO nanofiller thin film produced enhanced saturation 
polarisation, which was evident by the improved ferroelectric stability of AN120/3%MgO. 
An ideal ferroelectric film should be able to produce Pr/Ps value close to unity (Pr/Ps = 1), thus 
suggesting AN120/3% MgO thin film as the favorable film developed in this study.  
Figure 7. a) Comparison of ferroelectric loop; and (b) Pr /Ps ratio of the UN, AN120 and AN120/3%MgO films
(Ec) were insignificant in these films. Interestingly enough, the shaped of the hysteresis loops 
were rectangular-like for both annealed PVDF-TrFE (AN120) and annealed filled PVDF-
TrFE (AN120/3%MgO) films. This was associated with an increased in polarisation for both 
annealed films (unfilled and filled), which improved the crystallinity of these films, hence, 
producing stability during ferroelectric switching (Furukawa, 1989). This finding was further 
established by observing the ratio of Pr/Ps as shown by the plot in Figure 7(b). The unannealed 
(UN) thin film obtained the lowest Pr/Ps ratio of 0.36. Annealed thin film without MgO 
(AN120), produced well saturated hysteresis loop with improved Pr/Ps ratio of 0.55, which is 
53% higher in value compared with unannealed thin film (UN). Meanwhile, the Pr/Ps ratio 
c ntinued to increase to 0.7 for AN120/3%MgO, which is 94% igher than annealed thin film 
without MgO nanofillers. This suggests that, annealed MgO nanofiller thin film produced 
enhanced saturation polarisation, which was evident by the improved ferroelectric stability of 
AN120/3%MgO. An ideal ferroelectric film should be able to produce Pr/Ps value close to 
unity (Pr/Ps = 1), thus suggesting AN120/3% MgO thin film as the favorable film developed 
in this study.   
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CONCLUSION 
The study has successfully produced a stable ferroelectric thin film of Pr/Ps close to unity (value 
of 1). The PVDF-TrFE thin film was loaded with 3% MgO nanofiller and annealed at 120°C 
(AN120/3%MgO). The morphology of the 3% MgO loaded in PVDF-TrFE thin film was found 
to produce favourable dispersion of nanofiller in comparison to the other loading percentage 
films. Hence, annealing the films at temperature of 120°C was found to produce elongated 
crystallites of defined structures, which contributed to outstanding ferroelectric properties of 
the AN120/3%MgO nanocomposite film.
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ABSTRACT
This study examined the presence and sources of 10 pharmaceuticals in Klang River were studied. 
The most common pharmaceuticals were caffeine and acetaminophen, 0.57-20.62 ng/mL and “not 
detected”-1.45 ng/mL. Water samples were clustered based on pharmaceutical concentrations. Source 
apportionment analysis showed that treated wastewater discharged from treatment plants contributed 
18.43% of pharmaceuticals in Klang River. An environmental risk assessment by means of the risk 
quotient (RQ) was done whereby the latter was more than one for salicylic acid and diclofenac in surface 
water posing threats to the aquatic environment. Salicylic acid showed high risk for acute toxicity, while 
diclofenac showed high risk for chronic toxicity. The results indicated a need for regular monitoring 
on pharmaceutical levels in Klang River and increasing the efficiency of wastewater treatment here. 
Keywords: Environmental risk assessment, Klang River, Malaysia, occurrence, pharmaceuticals, source 
apportionment  
INTRODUCTION
Many studies have examined the presence of pharmaceuticals in water samples (Al-Odaini 
et al., 2013; Lindberg et al., 2014; Silva et al., 2014). Findings showed high frequency of 
pharmaceuticals detected in water samples, 
mainly from point sources, such as influent 
wastewater, treated wastewater, and receiving 
water (Al-Odaini et al., 2013; Carmona et al., 
2014; Oppenheimer et al., 2011; Schaider et 
al., 2014).  The presence of pharmaceuticals 
in aquatic ecosystems is due to its high 
consumption. Pharmaceuticals enter the water 
compartment through municipal wastewater, 
hospitals waste and pharmaceutical industries 
effluent (Cardoso et al., 2014; Collado et al., 
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2014; Golovko et al., 2014). The discharge of treated wastewater effluent into receiving water 
is responsible for the contamination.
Klang River basin is a densely populated and developed area in Malaysia and flows through 
major urban areas: Kuala Lumpur - Petaling Jaya - Shah Alam - Klang. The objectives of this 
study were to study the occurrence and distribution of pharmaceuticals in Klang River and 
its tributaries, to interpret the contribution of sources of pharmaceuticals loadings into Klang 
River through source apportionment analysis utilising principal component analysis (PCA) 
with multiple linear regression (MLR) method and to assess the potential environmental risk 
of surface water by evaluating the ratio between the measured environmental concentration 
(MEC) and the predicted no-effect concentration (PNEC) for these surface waters.
METHOD
Chemicals and Materials
The selected pharmaceuticals include caffeine (CAF), acetaminophen (ACT), salicylic acid 
(SAL), diclofenac (DIC), ibuprofen (IBU), mefenamic acid (MEF), gemfibrozil (GEM), 
carbamazepine (CBZ), estrone (EST) and methanesulfonic acid (MSA) purchased from Sigma-
Aldrich (purity assay in range of 98-101%). Acetonitrile (ACN) (HPLC grade) was purchased 
from Merck (Darmstadt, Germany). Ultrapure water was produced by Barnstead Nanopure 
(Thermo Scientific). 
Sampling 
The Klang River (Figure 1) originates from the Ulu Gombak Forest Reserve and flows through 
Kuala Lumpur and Selangor before finally entering the Straits of Malacca. Klang River and 
its 13 tributaries run through a densely populated area and is the receiving water body for 
discharges from sewage treatment, hospitals, industries and urban through its tributaries and 
sewerage system. Therefore, the river is subjected to pharmaceuticals from point and non-point 
source. A sampling of surface water was conducted from August 2014 to October 2014. Water 
samples were collected at 6 sites on the main stem of Klang River and 7 sites on 5 tributaries 
(Figure 1). One litre of each sample was collected in polypropylene bottles, acidified using 
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Figure 1. Sampling sites in the Klang River and its tributaries. Note: The arrow indicates flow 
direction 
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hydrochloric acid (3 M) and vacuum-filtered using Whatman 45 μm GF/A filters (Whatman 
International Ltd Maidstone, England). The filtered wastewater samples were stored in the 
dark at 4ºC prior to online SPE-HPLC analysis. 
Instrumentation
The online solid phase extraction high performance liquid chromatography (SPE-HPLC) was 
performed using Dionex Ultimate 3000 (Sunnyvale, CA, USA) system. The system consists of 
a large volume loop (10.2 mL) autosampler (WPS-3000SL Analyt.), dual gradient pump, left 
and right (Pump DGP-3600A), a thermostated column (TCC-3200 2x2P-6P) and a diode array 
detector (DAD) (PDA-3000 Photodiodearray). The system was equipped with a programmable 
6 port/2 position switching valve for several modes (loading, clean-up, elution and separation). 
Data were processed by the Chromeleon Software v.6.8 (Dionex, USA). SPE clean-up was 
performed using Dionex IonPac AG14A RFIC (4.0×50 mm) (Thermo Scientific, USA), and 
analytical separation was performed with Acclaim Polar Advantage II (5 μm, 120 Å, 4.6×150 
mm) (Thermo Scientific, USA). The temperature was set at 40°C. A gradient elution with a 
flow rate of 1 mL/min was used throughout the analysis. The DAD was set at wavelength of 
220 nm (diclofenac, salicylic acid, mefenamic acid, estrone), 250 nm (acetaminophen) and 
280 nm (caffeine, ibuprofen, carbamazepine, gemfibrozil). The gradient elution consisted of 
acetonitrile, 10 mM methanesulfonic acid (MSA) and ultrapure water. 
Sample Extraction and Analysis
An online SPE-HPLC-DAD method was used to preconcentrate and separate the samples. 
The method had three steps. At equilibration mode, 10 mL of water sample was loaded onto 
sample loop using autosampler (fitted with a 100 μL syringe and 10 mL loop). Then, SPE 
column was positioned in loading mode using the switching valve. In the first step (loading), 
the left pump was used to load sample from sample loop onto SPE column at 1 mL/min and 
simultaneously the analytical column was equilibrated with the right pump. Co-retained sample 
matrix was then flushed out using a washing composition of 10 mM MSA and ACN (95:5). In 
the second step (elution), the switching valve was switched to elution position to couple the 
SPE column with the analytical column and analytes were transferred using gradient elution 
mobile phase composition. In the third step (separation), the switching valve was switched back 
into equilibration mode, disconnected the SPE column with the analytical column and analytes 
were separated in an analytical column using the right pump. All analytes were simultaneously 
analysed using DAD. Recoveries of 10 target pharmaceuticals were determined by spiking 
surface water samples at 5 ng/mL. The recoveries ranged between 86.6% and 108.6% and the 
reproducibility in relative standard deviation was between 0.8% and 10.2%. Limit of detections 
(LOD) were determined using regression method that ranged between 0.01 and 0.26 ng/mL.
Source Apportionment Method
Source apportionment analysis was conducted using Principal Component Analysis-Multi 
Linear Regression (PCA-MLR) method with XLSTAT 2014 (USA) software. The PCA was 
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used to analyse the most significant variables by excluding the less significant variables with 
minimum loss of original information (Kannel et al., 2007). Principal components (PCs) with 
Eigenvalue more than one were selected for factor analysis (FA). Then, PCA with varimax 
rotation was performed containing four pharmaceuticals detected in columns and sampling sites 
in rows to obtain varimax functions (VFs). The relationship between the principal component 
and the pharmaceutical is indicated by the factor loadings. Stepwise MLR was then performed 
on the significant factor scores to determine the source apportionment of each source based on 
total concentrations. The source apportionment from each factor was estimated using MLR 
utilising factor score values as independent variables and measured total pharmaceuticals as 
dependent variables. The basic equation of this model is:
      Y=  β0 + β1x1 + β2x2 +…+ βp-1xp-1 + e        Eq. (1)(Juahir et al, 2011) 
where Y is the response variable, x as explanatory variables x1, x2, xp-1, β as p parameters 
(regression coefficients) β0, β 1, β 2, ..., Bp-1 and e as the random error.
Ecotoxicological Risk Assessment
The risk of quotient (RQ) is a useful tool to characterise the potential ecological risk of 
contaminants in three trophic levels (fish, invertebrates and algae) of the aquatic environment 
(Gros et al., 2010). Based on EMEA guideline, RQ was calculated as the ratio between Measured 
Environmental Concentration (MEC) and Predicted No-Effect Concentration (PNEC) (Eq. (2)). 
The MEC is the maximum concentration of target compounds found in the effluent sample. 
The PNEC was estimated using the lowest values of acute EC50 or LC50 or the chronic No-
Observed Effect Concentration (NOEC) (Kosma et al., 2014), divided by a default assessment 
factor (AF). For acute toxicity test results, PNEC was estimated using Eq. (3) and for chronic 
toxicity test results, the PNEC was estimated using Eq. (4) (Kosma et al., 2014).
      RQ  = exposure/toxicity
      RQ = highest concentration (MEC)/ PNEC,     Eq. (2)
where,
      PNECacute = EC50 or LC50/ 1000       Eq. (3)
      PNECchronic = NOEC/AF       Eq. (4)
The ratio between the exposure concentration and predicted no effect concentration determines 
the potential environmental risk. A “high risk” is suspected when RQ≥1, “medium risk” is 
suspected when 1>RQ>0.1 and “low risk” is suspected when 0.1>RQ>0.01.
Environmental Risk Assessment of Pharmaceuticals
123Pertanika J. Sci. & Technol. 25 (S): 119 - 128 (2017)
RESULTS AND DISCUSSION
Presence of Pharmaceuticals
The concentrations of selected pharmaceuticals in surface water samples are shown in Table 
1. Surface water of Klang River showed presence of caffeine, acetaminophen, salicylic acid 
and diclofenac. Caffeine showed the highest mean concentration and ranged from 0.57-20.62 
ng/mL. The variation in concentration could be due to the effect of dilution of compounds 
after discharge into surface water, and physical phenomena such as adsorption to sediments or 
suspended solids, biodegradation or photo degradation (Lopez-Serna, 2010) and concentrations 
of compounds in the surface water. A lower concentration of caffeine was reported in rivers 
in Korea (0.26 ng/mL) (Sim et al., 2010), and rivers in the United States (0.013-0.3 ng/mL) 
(Oppenheimer et al., 2011). Caffeine was reported as a promising marker for urban faecal 
contamination due to its persistence, solubility and high occurrences (Fenech et al., 2013).
Acetaminophen was detected in most of the sampling sites, while diclofenac and salicylic 
acid were detected in most of the tributaries of Klang River. The concentration of acetaminophen, 
diclofenac and salicylic acid in surface water ranged from 0.12-1.45 ng/mL, 0.05-3.21 ng/
mL and 0.19-13.0 ng/mL, respectively.  High concentration of these pharmaceuticals can be 
explained by high consumption of these pharmaceuticals in Malaysia and are available as 
over-the-counter medications. In addition, it was reported that acetaminophen is discharged 
as conjugates, and these conjugates might be broken down to its parent compound during 
wastewater treatment, resulting in the high amount of acetaminophen released into surface 
water (Al-Odaini, 2013). A comparable concentration for acetaminophen was reported in 
Malaysian rivers (maximum 0.35 ng/mL) (Al-Odaini, 2013) and Ebro River, Spain (n.d-0.71 
ng/mL) (Lopez-Serna, 2012). The observed pharmaceuticals concentration range indicated 
that the studied water bodies were exposed to various sources including surface runoff from 
the urban zone, treated wastewater discharged from treatment plants and untreated wastewater.
A cluster analysis was performed to classify the river according to their pharmaceutical 
concentrations. As shown in Figure 2, sampling sites D2 and K1 were grouped in Cluster 1. 
High concentration of pharmaceuticals detected in these sampling sites may be due to the direct 
input of treated wastewater discharged from treatment plant that received wastewater from 
developed housing areas (Taman Tun Dr Ismail (TTDI) Jaya) and Kerayong River (K1). D1 
and D3 from Damansara River (Cluster 2) showed moderate pharmaceutical concentration with 
discharges from Section 13, Shah Alam and Kampung Melayu Subang. Low concentrations of 
pharmaceuticals from six sites along Klang River were grouped in Cluster 3. 
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Pharmaceutical Profile and Source Apportionment 
In order to study the sources pharmaceutical in surface water samples, their presence in influent 
and effluent wastewater samples from six extended aeration wastewater treatment plants 
(WWTPs) located on Klang River were studied (Table 2). The WWTPs mainly treat wastewater 
from domestic sewage. Table 2 shows the frequency of pharmaceuticals detected in influent 
and effluent. Caffeine and acetaminophen were detected in all samples with the frequency of 
87% to 100%. High removal rate of caffeine (96.2%), acetaminophen (97.2%) and salicylic 
acid (97.5%), while lower removal rate of diclofenac (38.7%) were observed. Similar results 
were also reported by Gros et al. (2010), Papageorgiou et al. (2016) and Dutta et al., (2014).
Table 1 
Concentrations of pharmaceuticals in surface water samples (ng/mL)  
River Sampling site Caffeine Acetaminophen Salicylic acid Diclofenac
Klang R6 1.46 0.46 n.d n.d
Klang R5 1.7 1.42 n.d n.d
Klang R4 2.65 1.39 n.d n.d
Klang R3 4.08 1.15 n.d n.d
Klang R2 0.62 0.12 n.d 0.04
Klang R1 0.57 n.d n.d n.d
Damansara D1 7.9 1.44 1.36 2.11
Damansara D2 20.62 1.45 4.13 n.d
Damansara D3 8.26 0.66 3.15 n.d
Kuyoh K2 2.36 0.72 n.d 3.21
Kerayong K1 4.92 1.11 13.0 1.87
Gombak G1 0.74 n.d n.d 0.05
Bunos B1 2.59 1.40 0.19 0.23
*n.d = not detected
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Figure 2. Dendogram showing cluster of sampling sites 
 
Figure 2. Dendogram showing cluster of sampling sites
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The PCA with Varimax rotation was applied using data set samples versus pharmaceuticals, 
to study the influence of pharmaceutical contamination in Klang River. The PCA results 
showed that 71.6% of the variance of the original data might be explained by the two main 
components. Table 3 shows factor loadings for the pharmaceuticals variables. The PC1 
represents 40.23% of the data variability, and the highest loading variables in this PC were 
caffeine and acetaminophen (>0.75). The high removal rate of these two compounds indicated 
no significant contribution of these pharmaceuticals from treated wastewater into the river and 
hence, the sources of caffeine and acetaminophen were mainly from untreated wastewater. 
Diclofenac is the most influential variable in PC2, which explains 31.18% of the variance. The 
low removal rates of diclofenac resulted in high contribution of this compound from treated 
wastewater into the river. MLR analysis was performed on PCA scores to determine source 
apportionment of the compounds in all surface water samples. In this study, the factor scores 
from PCA for PC1 and PC2 as independent variables were regressed against total sum of four 
pharmaceuticals, as dependent variables. The resulting equation was: 
      SumPharma = 7.63+6.67*PC1+3.18*PC2      (Eq. 5)
The standardised coefficients (β) of the model presented in Table 3 indicate the relative 
influence of the PCs. Pharmaceuticals from untreated wastewater greatly influenced the total 
pharmaceutical loading into receiving water (β = 0.8525), followed by treated wastewater 
discharged from treatment plant (β = 0.4063). The β values describe the relative relationship 
between pharmaceuticals and each VF. Thus, the source apportionment of pharmaceutical 
sources in Klang River came from untreated wastewater (81.57%) and treated wastewater 
discharged from treatment plant (18.43%), and these findings are consistent with a study 
conducted on Beijing River (Dai et al., 2015). 
Table 2 
Concentrations of pharmaceuticals in influent and effluent wastewater samples  
Sample Caffeine Acetaminophen Salicylic acid Diclofenac
Influent Frequency of 
detection (%)
100 100 50 83
Range (ng/mL) 6.59-68.8 6.93-191.9 n.d-13.47 n.d-88.95
Effluent Frequency of 
detection (%)
67 100 16 83
Range (ng/mL) n.d-1.81 0.14-0.76 n.d-0.48 n.d-0.35
Removal rate (%) 96.2 97.2 97.5 38.7
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Risk assessment
An assessment of the risk quotient (RQs) in the surface waters of the Klang River was done. 
Results for the RQ value were calculated from acute and chronic toxicity data for the three 
trophic levels (fish, invertebrates and algae) as shown in Figure 3 and Figure 4. Salicylic acid 
showed high risk for acute toxicity in fish, while diclofenac displayed high risk for chronic 
toxicity in fish (RQ>1). However, the levels of these pharmaceuticals were not toxic for 
invertebrates and algae. Similar findings were reported by Tewari et al. (2013). The findings 
indicated the significance of assessing and classifying the potential environmental impact of 
these pharmaceuticals (Gros et al., 2010; Kosma et al., 2014; Papageorgiou et al., 2016). As 
diclofenac showed high risk in chronic toxicity, this compound should be monitored in surface 
water.
Table 3 
Factor loadings of the PCA analysis of pharmaceuticals in surface water samples  
PC1 PC2
Caffeine 0.8879 -0.0094
Acetaminophen 0.7857 0.1158
Salicylic acid 0.4575 0.6270
Diclofenac -0.0451 0.9169
Eigenvalue 1.8088 1.0555
Variability (%) 40.4233 31.1839
Cumulative % 40.4233 71.6073
Standardise coefficient (β) 0.8525 0.4063
Note: Strong loading >0.75
 
 
 
Figure 3. Risk quotients for pharmaceuticals in surface waters estimated for fish, invertebrates and 
algae for acute toxicity 
 
 
Figure 4. Risk quotients for pharmaceuticals in surface waters estimated for fish, invertebrates and 
algae for chronic toxicity 
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Figure 4. Risk quotients for pharmaceuticals in surface waters estimated for fish, invertebrates and 
algae for chronic toxicity 
 
Figure 4. Risk quotients for pharmaceuticals in surface waters esti ated for fish, invertebrates and algae for 
chronic toxicity
CONCLUSION
The occurrence and sources of 10 pharmaceuticals in the surface water of the Klang River were 
studied. The concentrations of pharmaceuticals varied in the range of “not detected” to 20.62 
ng/mL. The significant contribution of pharmaceuticals from treated wastewater discharged 
from treatment plants (18.43%) indicated a need to increase efficiency of wastewater systems 
in eliminating pharmaceuticals. Results from environmental risk assessment showed salicylic 
acid and diclofenac exhibited RQ>1, which can threaten the aquatic ecosystem. Therefore, 
active monitoring is important to detect the presence of pharmaceuticals in order to protect 
the river quality.
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ABSTRACT
An agricultural waste, the cocoa pod husk was chemically modified using a dehydrating agent, zinc 
chloride (ZnCl2), carbonised and used for the remediation of acid dyes in an aqueous solution. The 
targeted acid dyes are: (i) Acid Violet 17 (AV17); (ii) Acid Yellow 36 (AY36); and (iii) Acid Blue 29 
(AB29). The physicochemical properties of the zinc chloride-modified cocoa pod husk-based carbon 
(ZCPHC) were characterised by ash content, bulk density, pH slurry, pHpzc and Field Emission Scanning 
Electron Microscopy (FESEM) and Energy Dispersive X-Ray (EDX) analysis. The bulk density and 
ash content of the prepared carbon is 0.55 g cm-1 and 7.0% respectively. The photograph of SEM shows 
distinct changes at the ZCPHC carbon surface as it has large pores formed due to ZnCl2 modification. The 
adsorption tests were performed in a batch adsorption system using an aqueous solution of the understudy 
acid dyes. The influence of pH and dose of an adsorbent on the acid dye uptake was investigated and 
discussed. The adsorption was in favour at acidic condition with maximum removal observed at pH 2. 
The removal efficiency of the aqueous acid dye solution increased with the increase in adsorbent dosage. 
The kinetic experiment showed  equilibrium time is  less than 40 minutes and the kinetic data for all 
three understudy acid dyes fitted well with the pseudo-second-order model with a correlation coefficient 
(R2) values above 0.98. 
Keywords: Acid dyes, adsorption, carbon, chemical activation, cocoa pod husks, zinc chloride  
INTRODUCTION
The large volume of wastewater as a result 
of water consumption in the dyeing process 
manufacturing is very alarming (Babu et al., 
2007). The discharge of dyes is considered 
critical for both toxicological and aesthetical 
reasons. Furthermore, Métivier-Pignon et al. 
(2003) highlighted  the serious adverse effects 
of dye water discharge on many forms of life. 
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Various industries for all sorts of products utilised acid dyes in their production (Yagub et al., 
2014). 
Adsorption is one of the most promising methods because its versatility and ability in 
removing various types of colours as well as its insensitivity to toxic pollutants (Elizalde-
Gonzalez & Hernandez-Montoya, 2007; Yagub et al., 2014). Crini (2006) reported that 
adsorption on activated carbon  is the most effective for dye removal and to produce high quality 
treated dye effluent. Agricultural wastes with no practical uses are discarded irresponsibly and 
this will eventually lead to odour and environmentally aesthetical problem. Suitable alternative 
carbon raw material from agricultural wastes are rice hull, orange peels, coir pith, guava seed 
and almond shells (Salleh et al., 2011) that are cheap, readily available and environmentally 
friendly. 
Cocoa is one of the largest and most important commodity in Malaysia (Tuah, 2013). 
Cocoa pod husks (CPH) constitute about 70% of the cocoa fruit, so for each tonne of dry beans 
produced, 10 tonnes of CPH wastes are generated (Ofori-Boateng & Lee, 2013). This proves 
that agricultural waste by-product is abundantly available. Therefore, cocoa pod husks  have 
great potential for low cost carbon. Zinc chloride, ZnCl2 is one of the most common dehydrating 
agents used in the activation process in activated carbon production (Ozdemir et al., 2014). 
Hesas et al., (2013) reported with the use of ZnCl2 as activating agents, the carbon produced 
has a high surface area and high yield.
In this study, the zinc chloride-modified cocoa pod husk-based carbon (ZCPHC) is used 
as adsorbent for the removal of acid dyes from aqueous solution. The effect of the operating 
parameters, such as solution pH and adsorbent dosage, was studied. The batch contact time 
method was used to measure the adsorption rate and the kinetics parameter were then evaluated. 
The pseudo-first-order and pseudo-second-order equation were used to fit the dynamics 
adsorption kinetics.
METHOD
Preparation of the Adsorbent
The CPH was collected at the local cocoa farm in Pahang. They were washed in deionised water 
to remove impurities and later air dried. The CPH was further dried in the oven overnight at 
80°C to remove any residual moisture left. The production of modified carbon using simple 
technology was accomplished through chemical activation method as suggested by Cobb et 
al. (2012) with the carbon  produced by heating the dried CPH at temperature of 600°C in the 
furnace for six hours to form carbonised cocoa pod husks (CPHC).
In the chemical activation process, 0.5M Zinc Chloride, ZnCl2 (10 g CPHC and 100 ml 
ZnCl2 solution ratio) was used. The CPHC was immersed in the ZnCl2 solution and was mixed 
by using an orbital shaker at 200 rpm and left overnight. The strainer was used to separate 
the prepared adsorbent and rinsed with deionised water until the pH value of rinsed water 
becomes neutral. The ZnCl2-modified cocoa pod husk-based carbon produced is then dried in 
the oven at 80°C overnight, sieved to 500 µm sizes and stored in the air tight container and 
labelled as ZCPHC. 
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Characterisation of the Adsorbent
The ZCPHC was examined for its ash content and bulk density based on Kwaghger and 
Adejoh (2012). Zero point of charge (pHpzc) for ZCPHC was determined as per Hameed et al’s 
recommendation (2008). As for morphological measurement, the prepared adsorbent (CPHC 
& ZCPHC) samples were sputter coated with gold for 2 minutes and examined using a field 
emission scanning electron microscopy (FESEM, Zeiss Supra 40VP, Germany) at a 5-kV 
accelerating voltage and EDX analysis was carried out using same instrument. 
Adsorption Batch Studies
Adsorption studies were performed by shaking ZCPHC with 100 ml acid dye (AV17, AY36 and 
AB29 respectively) solution at three different concentrations of 50, 75, 100 mg/L respectively at 
room temperature. The pH was fixed at 2 and the mixture was shaken at 200 rpm using orbital 
shaker. The samples were withdrawn at selected time and the dye solution was separated from 
the adsorbent via filtration using filter paper of 15 mm size. Dye concentration was measured 
based on its absorbance value at a maximum wavelength (545, 414 and 602 nm for AV17, AY36 
and AB29 respectively). Adsorption kinetics were estimated by interpreting the uptake of the 
acid dyes from aqueous solution at various time intervals. The effect of pH on dye uptake was 
investigated over a pH range from 2 – 12 and the effect of adsorbent dosage on dye removal 
was studied over an adsorbent dosage range from 0.25 g to 4.0 g. The removal percentage and 
adsorption capacity were calculated using the following mathematical equation:
                     [1]
                    [2]
Where Co and Ce are the initial and the equilibrium concentrations of dye (mg/L) respectively, 
W is the mass of adsorbent (g) and V is the volume of dye solution (ml). The experiments were 
duplicated in batch mode and the average result was reported.
Best Fitting Model Estimation
The fit of experimental data with the mathematical model was decided by two considerations; 
(i) regression coefficient, R2 by assuming the value closest to one is the best fit; and (ii) error 
estimation, where the best fit is indicated by the lower  value. The error function of the Sum 
of Square Error (SSE) (Tan et al., 2007, 2008) was employed and  expressed as: 
                     [3]
Where N is the number of data points, qe exp and qe Cal (mg/g) refer to experimental and calculated 
adsorption capacity from kinetic model data. 
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RESULTS AND DISCUSSION
Characterisation of Adsorbent
The bulk density of ZCPHC is 0.55 g cm-1 in which the values are consistent with Adeyi 
and Oladayo (2010) using the same raw material that is cocoa pod husks. The ash content 
value of ZCPHC was observed as low at 7.0%. Yang and Lua (2003) suggested that the value 
of ash content should be in the range between 2% and 10% and Soleimani and Kaghazchi 
(2007) reported that high ash content is inadmissible for activated carbon and it can reduce its 
mechanical strength and adsorptive capacity. The pH slurry of the prepared ZCPHC is 8.03 
while the pHpzc is 8.
The comparison of morphology structure between CPHC and ZCPHC is exhibited in the 
SEM photographs. In Figure 1(a), the surface texture of CPHC was observed as very packed, 
compact  with no large and well develop pores formed on the carbon surface whereas in 
Figure 1(b) the surface texture clearly displays large pores with crevices and cracks on the 
carbon surface; thus, large well pronounced porosity was formed around the ZCPHC surface 
due to ZnCl2 modification. The ZnCl2 effect towards the carbon surface is also reported by 
Mahamad et al., (2015). From EDX analysis represented in Table 1, the existence of Zn2+ and 
Cl- ions shows the effect of modification using ZnCl2. Hu and Vansant (1995) proposed that 
the formation of pore structures was due to charring and aromatisation of carbon skeleton 
upon introduction of ZnCl2.
The comparison of morphology structur  between CPHC and ZCPHC is exhibited in the 
SEM photographs. In Figure 1(a), the surface texture of CPHC was observed as very packed, 
compact  with no large and well develop pores formed on the carbon surface whereas in Figure 
1(b) the surface texture clearly displays large pores with crevices and cracks on th  car on 
surface; thus, large well pronounced porosity was formed around the ZCPHC surface due to 
ZnCl2 modification. The ZnCl2 effect towards the carbon surface is also reported by Mahamad et 
al., (2015). From EDX analysis represe ted in Table 1, the existence of Zn2+ a  Cl- ions shows 
the effect of modification using ZnCl2. Hu and Vansant (1995) proposed that the formation of 
pore structures was due to charring and aromatisation of carbon skeleton upon introduction of 
ZnCl2. 
 
   
(a)     (b) 
Figure 1. (a) SEM images of raw unmodified carbon (CPHC); and (b) SEM images of ZnCl2 modified 
carbon (ZCPHC). 
 
Table 1 
EDX analysis of prepared adsorbents 
Figure 1. (a) SEM images of raw unmodified carbon (CPHC); and (b) SEM images of ZnCl2 modified carbon 
(ZCPHC)
Table 1 
EDX analysis of prepared adsorbents  
Element Weight (%)
CPHC ZCPHC
C 58.06 79.08
O 16.03 13.28
S 0.84 0.60
Zn 0.00 5.85
Cl 0.00 1.20
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Effect of Initial pH on Acid Dye Adsorption
The solution pH is among the crucial parameter that affects  dye adsorption. Predominantly, 
for anionic dye adsorption which includes acid dyes, the removal percentage of the dye is in 
favour at lower pH rather than a high pH solution (Salleh et al., 2011). Figure 2 shows the 
removal percentage of understudy acid dyes decreases as the initial pH of the solution increases. 
It was observed that the percentage removal of understudy acid dyes decreased from 74.0% 
to 27.08% for AV17, 60.27% to 27.83% for AY36 and 71.05% to 25.76% for AB29 with an 
increase in initial pH from 2 – 12. At pH 2, the surface of ZCPHC becomes positively charged 
by absorbing H+ ions and the H+ ion concentration in the system increased. Thus, at lower pH, 
it will promote the electrostatic attraction between the positively charged surface of ZCPHC 
and an anionic dye molecule of understudy acid dyes, AV17, AY36 and AB29 respectively, 
leading to highest uptake capacity, adoption of respective acid dyes which is consistent with 
the effect of pH of anionic dyes in the works of Amin (2009).
 
Figure 2. Effect of initial pH on adsorption of various acid dyes onto ZCPHC 
 
Effect of Adsorbent Dosage on Acid Dye Adsorption 
Adsorbent dosage is crucial as it provides the foresight of adsorbent capacity for a given amount 
of the adsorbent at the operating conditions (Yagub et al., 2014). In most cases, the dye’s 
percentage removal increases with increasing adsorbent dosage and in contrast, the adsorption 
capacity decreases with increasing adsorbent dosage. Figure 3 shows the removal percentage of 
understudy acid dyes increases as the adsorbent dosage increases up to 1.0 g. However, the trend 
remains almost constant for an adsorbent dosage of 2.0 g and 4.0 g. As proposed by Shukla et al. 
(2002), at a high adsorbent dosage, unsaturation of the adsorption site might happen and also the 
aggregation of adsorbent particle that leads to decrease in total surface area of the adsorbent 
which resulted in an increase in the diffusion path length. It was observed that the percentage 
removal of various acid dyes increased from 74.82% to 96.89% for Acid Violet 17, 60.42% to 
94.08% for Acid Yellow 36 and 71.66% to 92.79% for Acid Blue 29 with an increase in 
adsorbent dosage from 0.25 g to 4.0 g respectively. The high percentage removal at the high 
Figure 2. Effect of initial pH on adsorption of various acid dyes onto ZCPHC
Effect of Ads rbent Dosage o  cid Dye Ads rption
Adsorbent dosage is cru ial as it rovides the foresight of adsorbent capacity for a given 
amount of the adsorbent at the operating conditions (Yagub et al., 2014). In most cases, the 
dye’s percentage removal increases with increasing adsorbent dosage and in contrast, the 
adsorption capacity decreases with increasing adsorbent dosage. Figure 3 shows the removal 
percentage of understudy acid dyes increases as the adsorbent dosage increases up to 1.0 g. 
However, the trend remains almost constant for an adsorbent dosage of 2.0 g and 4.0 g. As 
proposed by Shukla et al. (2002), at a high adsorbent dosage, unsaturation of the adsorption 
site might happen and also the aggregation of adsorbent particle that leads to decrease in total 
surface area of the adsorbent which resulted i  an increase i  the diffusion path length. It was 
observed that the percentage removal of various acid dyes increased from 74.82% to 96.89% 
for Acid Violet 17, 60.42% to 94.08% for Acid Yellow 36 and 71.66% to 92.79% for Acid Blue 
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29 with an increase in adsorbent dosage from 0.25 g to 4.0 g respectively. The high percentage 
removal at the high adsorbent dosage is due to the large adsorbent surface area and availability 
of more adsorption sites (Wang et al., 2010). 
adsorbent dosage is due to the large adsorbent surface area and availability of more adsorption 
sites (Wang et al., 2010).  
 
 
Figure 3. Effect of adsorbent mass on adsorption of various acid dyes onto ZCPHC 
 
Dynamic Adsorption Studies 
The kinetic rate constants order is related to the adsorption dynamics. The kinetic adsorption 
study usually applies the pseudo-first-order models and pseudo-second-order models (Salleh et 
al., 2011). The non-linear equation of the pseudo-first-order model of Lagergren and pseudo-
second-order model is defined by the following relationship (Ho & McKay, 1998): 
  
qt =  qe (1 - )          [4] 
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Dynamic Adsorption Studies
The kinetic rate constants order is related to the adsorption dynamics. The kinetic adsorption 
study usually applies the pseudo-first-order models and pseudo-second-order models (Salleh et 
al., 2011). The non-linear equation of the pseudo-first-order model of Lagergren and pseudo-
second-order model is defined by he following rela i nship (Ho & McKay, 1998):
                      [4]
                        [5]
In Equations [4] and Eq. [5], the rate constants of the pseudo-first-order and pseudo-second-
order models are represented by k1 and k2, meanwhile, the amount of dye adsorbed at equilibrium 
and time t, are tagged as qe and qt respectively(Ho & McKay, 1998). The nonlinear equation 
[4] and [5] were constructed using Polymath software and presented in Figure 4, Figure 5 and 
Figure 6. It can be seen from the kinetics plots based on the adsorption non-linear kinetics 
expression as shown in Figure 4, Figure 5 and Figure 6 that both pseudo-first-order kinetics and 
pseudo-second-order kinetics are in agreement with the experimental data. Table 2 shown that, 
for both models qe cal and qe exp, there was not much difference; however, pseudo second-order 
model was observed to give higher unity correlation coefficient, R2 (>0.98) and lower SSE 
error value which ranged between 0.05% and 1.00%. Data in Table 3 show the mechanism of 
pseudo second-order adsorption is pre-dominant, and the rate of the all three acid dye adsorption 
process seems to be guarded by the chemical adsorption process (Hameed et al., 2007). 
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In Equations [4] and Eq. [5], the rate constants of the pseudo-first-order and pseudo-second-
order models are represented by k1 and k2. meanwhile, the amount of dye adsorbed at equilibrium 
and time t, are tagged as qe and qt respectively(Ho & McKay, 1998). The nonlinear equation [4] 
and [5] were constructed using Polymath software and presented in Figure 4, Figure 5 and Figure 
6. It can be seen from the kinetics plots based on the adsorption non-linear kinetics expression as 
shown in Figure 4, Figure 5 and Figure 6 that both pseudo-first-order kinetics and pseudo-
second-order kinetics are in agreement with the experimental data. Table 2 shown that, for both 
models qe cal and qe exp, there was not much difference; however, pseudo second-order model 
was observed to give higher unity correlation coefficient, R2 (>0.98) and lower SSE error value 
which ranged between 0.05% and 1.00%. Data in Table 3 show the mechanism of pseudo second-
order adsorption is pre-dominant, and the rate of the all three acid dye adsorption process seems 
to be guarded by the chemical adsorption process (Hameed et al., 2007).  
 
 
Figure 4. Adsorption kinetic model by a non-linear method for adsorption of AV17 onto ZCPHC 
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Figure 5. Adsorption kinetic model by a non-linear method for adsorption of AY36 onto ZCPHC 
 
Figure 6. Adsorption kinetic model by a non-linear method for adsorption of AB29 onto ZCPHC 
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Comparison between the first pseudo-order and second pseudo-order rate constant with the calculated 
and experimental qe values for adsorption of various initial dye concentrations of understudy acid dyes 
onto ZCPHAC 
Figure 5. Adsorption kinetic model by a non-linear method for adsorption of AY36 onto ZCPHC 
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Figure 6. Adsorption kinetic model by a non-linear method for adsorption of AB29 onto ZCPHC
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CONCLUSION
Data indicated that zinc chloride-modified carbon prepared from agricultural waste that is 
cocoa pod husk carbons have suitable adsorption capacity with regards to the removal of 
Acid Violet 17, Acid Yellow 36 and Acid Blue 29 from its aqueous solution. The adsorption 
is highly dependent on pH and adsorbent dosage. The optimal pH for favourable adsorption of 
various acid dyes tested in this study is 2. The removal percentage is highly dependent on the 
adsorbent dosage, where high adsorbent dosage eventually leads to higher removal percentage 
of understudy acid dyes from aqueous solution. The adsorption kinetics of all the three acid 
dyes tested follows the pseudo-second- order kinetic model which shows the high value of 
correlation coefficient, R2 (>0.98) and a lower percentage of SSE value (<1.00) as compared 
against pseudo-first-order kinetic model.
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ABSTRACT
The selection of curve number to represent watersheds with similar land use and land cover is often 
subjective and ambiguous. Watershed with several soil groups further complicates curve number 
selection process while wrong curve number selection often produces unrealistic runoff estimates. The 
1954 simplified Soil Conservation Services (SCS) runoff model over-predicted runoff with significant 
amount and further magnified runoff prediction error toward higher rainfall depths in this study. The 
model was statistically insignificant with the rejection of two null hypotheses and paved the way for 
regional model calibration study. This paper proposes a new direct curve number derivation technique 
from the given rainfall-runoff conditions under the guide of inferential statistics. The technique offers 
a swift and economical solution to improve the runoff prediction ability of the SCS runoff model with 
statistically significant results. A new rainfall-runoff model was developed with calibration according 
to the regional hydrological conditions. It out-performed the runoff prediction of the simplified SCS 
runoff model and the asymptotic runoff model. The derived curve number = 89 at alpha = 0.01 level. 
The technique can be adopted to predict flash flood and forecast urban runoff. 
Keywords: Bootstrapping, CN, non-parametric inferential statistics, runoff prediction, SCS 
INTRODUCTION
In Malaysia, surface runoff contributed about 
97% of total water demand (Department of 
Irrigation and Drainage (DID), 2000). As 
a result of rapid urban development and 
growing anthropogenic activities, frequency 
of flooding in downstream urban watersheds 
have increased significantly (Adams & Papa, 
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2000). Therefore, a thorough understanding of the rainfall-runoff processes is crucial for the 
planning and management of water resources (Chan, 2005). 
In 1954, the United States Department of Agriculture (USDA) Soil Conservation Services 
(SCS) proposed a rainfall-runoff prediction model. It even led to the derivation and development 
of curve number (CN) methodology. Since its inception, the model was incorporated into 
many official hydro design manuals worldwide and was also adopted by Malaysian agencies. 
Nevertheless, the major limitation of the model is its inability to predict runoff results accurately 
where researchers reported inconsistent runoff prediction results throughout the world and 
casted doubt on the validity of the model (Sharpley & Williams, 1990; Hawkins & Khojeini, 
2000; Hawkins et al., 2002; Baltas et al., 2007; Elhakeem & Papanicolaou, 2009; Shi et al., 
2009; Shumei & Tingwu, 2011; D’Asaro & Grillone, 2012; Ling & Yusop, 2013; D’Asaro 
et al., 2014; Yuan et al., 2014). According to the National Engineering Handbook (NEH-4) 
Soil Conservation Services, Curve Number (SCS-CN) is one of the most popular methods 
to compute the volume of direct surface runoff amount from a rainfall event (USDA-SCS, 
1964, 1972). It is also most frequently used to estimate direct runoff from un-gaged areas. 
The SCS defined CN as a function of maximum potential retention (S) of a watershed which 
can also be implied as the water storage ability of different land cover conditions. Tabulated 
SCS-CN  value ranged from 0 to 100 to represent a watershed with infinite infiltration to fully 
impermeable respectively. In general, observed CN values range from 40 to 98 but forested 
watersheds may have lower CN values (Van Mullem et al., 2002). The SCS Technical Release 
55 (TR-55) tabulated discrete site conditions classification to demarcate CN selection. Forested 
watersheds faced the utmost challenge in terms of appropriate CN classification and faced huge 
risk of potential misclassification (Hawkins, 1984) while wrong CN selection often produces 
unrealistic runoff estimates (Cazier & Hawkins, 1984; Hawkins, 1993). 
A common approach for SCS practitioners was to perform “trial and error” CN tweaking 
with observed data in order to improve the runoff prediction results. However, such practice 
lacks statistical justification. The practice might produce CN value for a watershed but the 
“calibrated” CN value might not be able to even represent the same land use and land cover 
condition again in other watersheds. The CN variation affects direct runoff estimates more 
than rainfall variability. Several researches concluded CN as a random variable between storm 
events and varied based on the antecedent runoff condition (ARC) of storm events (Hjelmfelt, 
1991; Van Mullem et al., 2002). In situ measurement of site CN becomes difficult while 
watershed with several soil groups further complicates CN selection process. SCS-CN method 
almost offers no guidance to account for runoff generation under dry and wet conditions. The 
SCS practitioners often adopt the model for the sake of its simplicity and rarely explore site 
specific calibration possibility leading to inconsistent or poor runoff estimate results (Ponce 
& Hawkins, 1996). 
The selection of CN to represent a watershed often becomes subjective, ambiguous and 
even inconsistent to represent similar land cover area (Hawkins, 1984). As such, there is an 
imminent need for hydrologists and modellers to improve the modelling approach. The CN 
values should be determined from rainfall-runoff (P-Q) dataset in order to reflect the realistic 
local situations (Hjelmfelt, 1980; Hawkins, 1993; Hawkins & Ward, 1998; Soulis et al., 
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2009; Soulis & Valiantzas, 2013). In literature, various methods for CN determination from 
observed P-Q data have been reported. The most common and widely used are least-squares 
method (LSM) (Hawkins et al., 2002) and asymptotic fitting method (AFM) (Hawkins, 1993; 
Hawkins et al., 2009). This article presents the new approach to derive regional specific CN 
directly from P-Q dataset with the guide from inferential statistics. The base SCS model was 
proposed in 1954 as below:
                       [1]
Q  = Runoff amount (mm)
P  = Rainfall depth (mm)
Ia  = the initial abstraction (mm)
S  = maximum potential water retention of a watershed (mm)
The initial abstraction is also known as the initial rainfall retention prior to the initiation of 
runoff process. The SCS also hypothesised that Ia = λ S = 0.20S. The value of 0.20 was proposed 
as a constant and referred to as the initial abstraction coefficient ratio (λ) which is a correlation 
parameter between Ia and S. The substitution of Ia = 0.20S simplifies Eq. [1] into a common 
and widely adopted simplified SCS runoff prediction model listed below:
                       [2]
Eq. [2] is subjected to a constraint that P>0.2S, else Q = 0. However, the increasing evidential 
study results are leaning against the prediction accuracy of Eq. [2] and the hypothesis that Ia 
= 0.20S. This study performed regional hydrological conditions calibration according to the 
given P-Q dataset instead of blindly adopting Eq. [2]. The proposed CN derivation methodology 
utilised supervised numerical optimisation algorithm guided by inferential statistics to derive 
λ and S value for the formulation of a new rainfall-runoff model based on Eq. [1]. 
METHOD
The present authors are unaware of any previous attempts to perform regional hydrological 
characteristics calibration with inferential statistics on the SCS base runoff prediction model 
(Eq. 1) and apply it in urban runoff study in Malaysia until now. This study adopted the rainfall-
runoff dataset from a research which was carried out in Melana watershed. It is located in Johor 
between 1° 30’ N to 1° 35’ N and 103° 35’ E to 103° 39’ E (Figure 1). Drained by Melana 
River which starts in the hilly area of Gunung Pulai in the north, the watershed covers an area 
of 21.12 km2. Melana watershed underwent rapid urbanisation whereby in 1993, about 20% 
of the area in Melana watershed was covered by urbanised area; by 2010, more than 60% of 
the area was developed as residential area (Majlis Perbandaran Johor Bahru Tengah (MPJBT), 
2001). This study derived CN value and formulated a calibrated SCS runoff predictive model 
for Melana watershed through rainfall-runoff dataset directly.
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A total of 27 rainfall-runoff data pairs were recorded between July and October of 2004 at 
this site. This study used rainfall-runoff dataset which was collected within a short period in 
order to minimise the impact of further land use and land cover change. Inferential statistics 
was conducted by using IBM PASW version 18. Non-parametric Bootstrapping technique, 
Bias corrected and accelerated (BCa) procedure with 2,000 sampling (Efron & Tibshirani, 
1994; Efron, 2010) was conducted at 99% confident interval (CI) for the derivation of key 
parameters (λ and S) in order to calibrate Eq. [1] (Wright, 1997; Howell, 2007; Rochoxicz, 
2011). Bootstrapping BCa statistics was selected for its robustness and the inferential ability 
through its confident interval (Davison & Hinkley, 1997; Young, 2005; Cox, 2006). 
Eq. [1] can be re-arranged to solve for S = f (P, Q, λ). Substitute Ia = λ S into Eq. [1] and 
isolate S through completing the square technique will yield the S general formula. Different 
λ will yield different S value, denotes by Sλ. New derived λ value will have a corresponding 
Sλ value which is different from S0.2 (where λ = 0.2). Given P-Q data pairs of any storm event, 
when λ value is known, the general Sλ formula can be used to derive its corresponding S values. 
When λ = 0.2, the corresponding S0.2 value leads to the derivation of the conventional CN (CN0.2) 
value(s) which has been in use since 1954. Any other λ value will result in Sλ leading to the 
derivation of CNλ known as the “Conjugate CN” (Jiang, 2001; Hawkins et al., 2009; Hawkins, 
2014). In the event that the calibrated optimum λ value is different from the conventional value 
where λ = 0.2, a correlation between Sλ and S0.2 must be identified in order to convert the CNλ 
back to an equivalent CN0.2 with the CN formula    which was proposed by SCS 
for CN comparison. The general Sλ formula which we solved is listed below:
                    [3]
Non-parametric inferential statistics were employed for two claim assessments set forth by 
the 1954 SCS proposal with two null hypotheses (Young, 2005; Cox, 2006). Both hypotheses 
will assess Eq. [2] on its validity according to the site dataset.
	
	
  
Figure 1. Melana watershed in Johor (Chan, 2005) and its rainfall-runoff graph 
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Null Hypothesis 1 (H01): Eq. [2] is applicable globally with the assumption of: Ia = 0.20S.
Null Hypothesis 2 (H02): The value of 0.20 is a constant in Eq. [2].
Rejection of H01 implies that Eq. [2] is invalid and not applicable to model runoff conditions 
of Melana watershed, while H02 rejection indicates that λ is not a constant as initially proposed 
by SCS in 1954 but a variable. Rejection of both hypotheses will pave way to derive new 
regional specific λ value. The P-Q data pairs from Melana watershed were used to derive S 
and λ values. The difference of rainfall depth (P) and initial abstraction (Ia) is the effective 
rainfall depth (Pe) to initiate runoff (Q) thus P – Ia = Pe (Schneider & McCuen, 2005; Hawkins 
et al., 2009; Hawkins, 2014). If this relationship is expressed as Eq. [1], the model can be re-
arranged in order to calculate corresponding S and λ value for each P-Q data pair. Bootstrapping, 
Bias corrected and accelerated (BCa) procedure was then used to aid numerical optimisation 
technique in the selection of the optimum λ and S value to represent the entire dataset within 
the BCa confident intervals (Hansen, 1992; Fattorini, 1999). The selection of the optimum 
λ and S value will then formulate a new calibrated SCS runoff prediction model of Melana 
watershed. Past researchers used AFM to determine the representative CN for the watershed of 
interest through its P-Q dataset (Hawkins, 1973; Hjelmfelt, 1980; Zevenbergen, 1985; Sneller, 
1985; Hjelmfelt et al., 2001; Van Mullem et al., 2002; Hawkins et al., 2009) and therefore, 
the asymptotic CN will also be derived for the formulation of another rainfall-runoff model 
for Melana watershed. This study will assess and benchmark the runoff prediction accuracy 
of the new calibrated SCS runoff prediction model against Eq. [2] and the Asymptotic CN 
runoff model.
Runoff Models Assessment
Model’s prediction efficiency index (E also known as Nash-Sutcliffe index), residual sum of 
squares (RSS) and predictive model BIAS are calculated in order to draw further comparison 
between different runoff model with following formulas: 
                     [4]
                     [5]
                     [6]
      Q  = Runoff amount (mm)
      n  = Total number of data pairs
RSS value indicates the residual spread from a model. Lower RSS indicates a better runoff 
predictive model. Model efficiency index (E) ranges from minus to 1.0 where index value = 
1.0 indicates a perfect predictive model. When E < 0, the predictive model performs worse 
than using the average to predict the dataset. Predictive model BIAS shows the overall model 
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prediction error calculated by the summation of predictive model’s residual to indicate the 
overall model prediction pattern. Zero BIAS value indicates a perfect overall runoff model 
prediction with no error, the negative value indicates the overall model tendency of under-
prediction in runoff and vice versa. 
RESULTS AND DISCUSSION 
Statistics and Null Hypotheses Assessment
Twenty-seven λ values were derived from Melana dataset with the proposed methodology. 
λ optimization study was conducted via numerical analyses approach based on Eq. [1]. The 
supervised numerical optimisation algorithm was set to identify an optimum λ value by 
minimizing the RSS between final runoff model’s predicted Q and its observed values. λ value 
was optimised within the BCa CI at alpha = 0.01 level. The descriptive statistics of the data 
distribution of twenty-seven derived λ values was tabulated in Table 1. 
Table 1 
Bootstrapping BCa 99% CI results of derived λ values at Melana watershed  
Melana dataset Descriptive
Statistics λ
(λ) 99% 
Lower
BCa
Upper
Descriptive
Statistics S
(S) 99% 
Lower
BCa
Upper
Mean 0.059 0.009 0.154 58.083 37.191 81.958
Median 0.009 0.004 0.015 42.120 23.600 90.600
Skewness 4.677 0.771
Kurtosis 22.778 -0.593
Std. Deviation 0.188 0.013 0.306
The supervised optimisation study was based on λ variation within the median confident 
interval [0.004, 0.015] due to the skewed λ dataset (Table 1). The optimised λ value was 
identified as 0.015. The skewness of S dataset is near to zero which can be considered as 
normal hence the S optimisation was conducted within [37.191, 81.958]. The best collective 
representation S value was identified as 81.804 mm for Melana watershed. Since Ia = λ S the 
substitution of λ and S value yields Ia = 1.248 mm. With the substitution of Ia and S back to 
Eq. [1], the calibrated SCS rainfall-runoff prediction model was formulated as: 
                      [7]
The formulation of the calibrated SCS runoff prediction model Eq. [7] using the optimum λ and 
S value will have the same inherent significant level (at alpha = 0.01). BCa results provided 
CI span for λ at Melana watershed (Table 1) which can also be used to assess Null hypotheses. 
The span of λ BCa CI was used to assess H01 while H02 assessment was based on the standard 
deviation of the derived λ dataset (Ling & Yusop, 2014, 2014b). The standard deviation of λ 
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dataset is not equal to zero but with high variation percentages to imply the fluctuation nature 
of λ. Neither the mean nor the median’s BCa CI span includes λ value of 0.2 (Table 1) and 
therefore, λ ≠ 0.2 for this dataset. H01 and H02 were both rejected at alpha = 0.01 level. As such, 
Eq. [2] is statistically insignificant and invalid to model runoff.
The Correlation between S0.015 and S0.2 for Melana Watershed
S0.015 and S0.2 can be calculated for the P-Q dataset using Eq. [3] through the substitution of 
respective λ = 0.015 and 0.20 corresponding to the same P-Q dataset for Melana watershed. 
A statistical significant correlation between S0.051 and S0.2 is expressed as: 
                       [8]
S0.051  = Total abstraction amount (mm) of λ = 0.051 
S0.2  = Total abstraction amount (mm) of λ = 0.2 
Eq. [8] has an adjusted R² = 0.962, standard error = 0.325 and p<0.001. Since the best collective 
representation S0.051 value was calculated as 81.804 mm for Melana watershed, its equivalent 
value of S0.2 can be determined from Eq. (8). Through the substitution of the S0.2 parameter in 
SCS-CN formula  and derive the CN value of 89 to represent the given runoff 
condition of Melana watershed. On the other hand, when λ = 0.2, the best collective S0.2 = 
23.35 mm for SCS model which led to the CN value of 92. The substitution of S0.2 value into 
Eq. [2] formulated the SCS runoff model to predict runoff conditions at Melana watershed. 
The Asymptotic CN of Melana Watershed
Using the Asymptotic CN fitting method, CN∞ was derived as 81.72 as shown in Figure 2. 
Rounding to the nearest positive integer, CN∞ = CN0.2 = 82 for Melana watershed.	
	
 
 
Figure 2. For AFM, standard behaviour pattern, CN∞ = 82 
 
Through SCS-CN formula (  = 82), the S0.2 value of the asymptotic CN can 
be calculated as 56.8 mm and Ia = 0.20 × 56.8 mm = 11.36 mm. These values are used to 
formulate an Asymptotic runoff model using Eq. [1] and benchmark its runoff prediction 
accuracy against Eq. [2] and [7]. The assessment and comparison of runoff models’ prediction 
results are shown \ in Table 2. 
 
Table 2 
Descriptive statistics and 99% BCa results of three runoff predictive models 
 
Predictive model  Asymptotic model Eq. [7] Eq. [2] 
E 0.82 0.87 0.37 
RSS 264.70 193.20 910.37 
BIAS -4.63 0.07 3.11 
CN0.2 82 89 92 
Residual Skewness -2.39 -1.74 1.71 
Figure 2. For AFM, standard behaviour pattern, CN∞ = 82
Lloyd Ling, Zulkifli Yusop and Yuk Feng Huang
146 Pertanika J. Sci. & Technol. 25 (S): 139 - 150 (2017)
Through SCS-CN formula  the S0.2 value of the asymptotic CN 
can be calculated as 56.8 mm and Ia = 0.20 × 56.8 mm = 11.36 mm. These values are used 
to formulate an Asymptotic runoff model using Eq. [1] and benchmark its runoff prediction 
accuracy against Eq. [2] and [7]. The assessment and comparison of runoff models’ prediction 
results are shown in Table 2.
Table 2 
Descriptive statistics and 99% BCa results of three runoff predictive models  
Predictive model Asymptotic model Eq. [7] Eq. [2]
E 0.82 0.87 0.37
RSS 264.70 193.20 910.37
BIAS -4.63 0.07 3.11
CN0.2 82 89 92
Residual Skewness -2.39 -1.74 1.71
Residual Kurtosis 8.39 9.63 2.55
Median Residual 0.62 -0.10 0.89
Median Residual: 99% BCa CI [-1.04, 1.66] [-0.31, -0.01] [0.00, 3.64]
Model error Standard Deviation 3.19 2.73 4.99
Residual Variance 10.16 7.43 24.98
Eq. [7] has lowest RSS with highest E index compared with the other two runoff models. 
Every model’s residual skewness and Kurtosis are greater than 1.0 and hence, the median 
residual value can be used as the indicator for predictive model’s accuracy. Eq. [7] has the 
median residual value and 99% BCa confident interval range nearest to zero which indicates 
that the model is capable of achieving near to zero (residual) runoff prediction error (p<0.01). 
On the contrary, Eq. [2] tends to over predict runoff amount as its median residual confident 
interval range spans within positive figures only. Eq. [7] also has the lowest standard deviation 
and variance in its model’s residual with smaller confident interval ranges than the other two 
models and therefore, is the most stable and reliable runoff predictive model for the dataset 
in this study.
CONCLUSION 
This study affirmed that the SCS runoff prediction model had to be calibrated according to 
regional specific characteristics. Inferential statistics assessment rejected both H01 and H02 at 
alpha = 0.01 level. Therefore, Equation [2] became obsolete and not applicable to model runoff 
conditions in this study. Blind adoption of Eq. [2] will commit a type II error. 
A new CN derivation approach was presented with supervised numerical optimisation 
technique under the guide of inferential statistics. The new calibrated runoff predictive model 
out-performed its counterpart models. It has high model efficiency (E), low BIAS with 99% BCa 
confident level and RSS to produce the smallest runoff prediction error. As such, the derived CN 
value of 89 to represent the given runoff conditions of Melana watershed also has the inherent 
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statistical significance at alpha = 0.01 level. This study proved that SCS base runoff predictive 
model can be calibrated to predict urban runoff conditions accurately. 
On average, Eq. [2] over-predicted nearly 150,000 m3 at rainfall depth scenarios larger 
than 16 mm in comparison to the Eq. [7] in this study. The over-prediction risk (error) was 
significant and further magnified by increased rainfall. Rapid urbanisation and landscape 
change post a challenge to correctly identify CN according to tabulated handbook value. 
Extreme weather conditions due to global climate change will compound the challenge to 
induce frequent unexpected flash flood at unseen magnitude. Direct CN derivation from the 
given rainfall-runoff conditions offers a swift and economical solution to restore the runoff 
prediction ability of the SCS runoff model and it can be calibrated for a specific region to 
reflect the latest rainfall-runoff condition. 
It is noteworthy to mention that the extrapolation of Eq. [7] to higher rainfall depths will 
involve unknown uncertainties as the dataset of this study has an upper constraint of 62 mm. 
However, the authors already calibrated the SCS model to achieve high runoff prediction 
accuracy with bigger dataset up to 427 mm rainfall depth with this method in Peninsula Malaysia 
in another study. Design engineers and SCS practitioners are encouraged to conduct regional 
specific calibration for SCS rainfall-runoff model.
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ABSTRACT
The purpose of this study is to assess the performance of allied health personnel, after attending a 
training programme, in conducting vision screening for preschool children. A total of 43 allied health 
personnel (20 assistant medical officers (AMOs) and 23 nurses) attended a two-day training program 
prior to conducting vision screening for preschool children. Vision screening was conducted among 136 
preschool children using four similar HOTV visual acuity chart at 6 m. The cut-off referral criterion 
for visual acuity (VA) testing was 6/9 or worse in either eye. All children were referred to two qualified 
optometrists for a comprehensive eye examination. The accuracy was based on the sensitivity and 
specificity of screening by each group of personnel. The overall prevalence of reduced VA in the studied 
population was about 10%. The sensitivity and specificity of vision screening performed by AMOs were 
100% and 98% respectively while that performed by nurses were 56% and 94% respectively. Thus, there 
were discrepancies in the sensitivity of visual acuity testing despite them being conducted by healthcare 
providers with similar background and training. This suggests that their performance might be influenced 
by factors other than their professional training. 
Keywords: Accuracy, nurses, preschool, vision screening  
INTRODUCTION
Visual acuity testing is the most common 
method used in preschool vision screening 
worldwide (Adhikari & Shrestha, 2011; 
Khandekar et al., 2004; Sabri et al., 2016; 
Teerawattananon et al., 2014; The Vision in 
Preschoolers Study Group, 2005). Precision 
and accuracy of visual acuity testing is 
important as it may affect the efficacy of the 
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programme. The accuracy of vision testing, especially among young children, is be determined 
by several factors such as tool selection, competency of vision screener and appropriate response 
by children. Findings of Vision in Preschooler (VIP) pointed to the discrepancy in visual acuity 
testing which depended on the format of the test, the screening environment and the vision 
screener (The Vision in Preschoolers Study Group, 2005).
Age-appropriate vision screening tool selection and modification of visual acuity testing 
techniques and procedures among young children have led to marked improvement in the 
testability and sensitivity of these tests regardless of the personnel assigned as vision screener 
(Anstice & Thompson, 2014; Fern & Manny, 1986). These findings imply that a child’s 
physical and cognitive ability as well as its psychology might also influence the outcome of 
visual acuity testing. 
Visual acuity testing was reported to be one of the most effective methods when performed 
by professional eyecare practitioners but showed much less effectiveness when performed by 
non-eyecare practitioners (The Vision in Preschoolers Study Group, 2005). However, screenings 
conducted by professionals in the national vision screening programme might not be ideal 
and practical considering their limited numbers as well as the issue of cost-effectiveness. The 
engagement of non-eyecare practitioners as vision screeners might be more suitable despite the 
competency issue as it could be managed through  proper training (Adhikari & Shrestha, 2011; 
Khandekar et al., 2004; Sabri et al., 2016; The Vision in Preschoolers Study Group, 2005). 
This study was aimed at assessing the performance of allied health personnel (nurses and 
AMOs) in conducting vision screening for preschool children after attending a two-day training 
program. The AMOs are classified as “medical assistant practitioners” in the International 
Standard Classification of Occupations, 2008 revision (World Health Organization (WHO), 
2008). Both groups of allied health personnel completed a diploma programme under the 
Ministry of Health, Malaysia and have work experience of more than three years. The two 
groups of vision screeners were chosen because they were currently involved in the National 
School Health Service and in the Maternal and Child Health clinics.
METHOD
This cross-sectional study examined data collected in a preschool vision screening programme 
conducted in Sri Aman, Sarawak in October 2013. This project adhered to ethical considerations 
that were put forth in the Declaration of Helsinki, 1975. The approval to conduct vision 
examination was obtained from Sri Aman Department of Health and parental consent of all 
children who underwent the visual screening.
A total of 43 allied health personnel (20 assistant medical officers (AMOs) and 23 nurses) 
attended a two-day training programme prior to conducting vision screening for preschool 
children. In the training programme, the vision screeners were exposed to the objective of 
vision screening, brief description of the anatomy, physiology and pathology of the eye of 
young children as well as vision screening guidelines. The vision screening guidelines include 
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the planning and preparation for screening, vision screening methods and procedures, referral 
procedures and tips on effective communication with young children. All vision screeners were 
evaluated before and after training programme based on a theory examination which consisted 
of 20 multiple–choice questions.
All preschools in Sri Aman Division were invited to participate in a one-day vision 
screening programme. Five preschools responded and vision screening was conducted among 
136 children aged between 4 and 6 years from participating preschools. All children underwent 
visual acuity (VA) testing using four similar HOTV visual acuity chart at 6 meters performed 
randomly either by AMOs or nurses. Visual acuity testing was performed under normal room 
illumination by using letter-matching technique. The cut-off referral criterion for VA testing 
was 6/9 or worse in either eye. The children were randomly selected for screening. However, 
their call number was given according to their age during registration and they were screened 
in groups according to age to reduce the possibility of screening more children in a certain 
age group. Based on the total number of registered children, the screening assessment was 
designed to ensure that each screener screened at least two children instead of three because 
there were screeners who were also involved in the registration procedures.
All children were referred to and examined by two qualified optometrists for refractive 
assessment as well as ocular function and ocular health examination after the screening 
procedure. Two similar VA chart were used by optometrists. Children were considered as having 
reduced vision if their habitual VA is 6/9 or worse in either eye caused by any refractive errors 
or ocular health conditions. Both vision screening and optometrist’s examination results were 
double blinded by using different recording forms and conducted in separate rooms. The age 
and ethnicity of the children were determined based on information contained in their birth 
certificates.
Data entry and analysis were performed using SPSS version 15.0 (SPSS Inc., Chicago, 
IL, US). A non-parametric Wilcoxon Sign Rank test was used in the analysis of pre-and post-
training evaluation score because data was not normally distributed. The evaluation on the 
performance of the vision screeners was based on the sensitivity and specificity of visual acuity 
testing confirmed by optometric examination.
RESULTS 
A majority of children were 6-year olds (57%), were females (55%) and were Malay (94%). 
About 6% of the children were Iban. The distribution of the children according to their age 
is shown in Figure 1. Almost all children completed the screening test. Only one child was 
uncooperative during the vision screening and was considered as failed the screening test. 
The overall prevalence of reduced VA among the population was about 10%. All children 
(13 children) with reduced VA had refractive error. Two of the children were found to have 
refractive error and amblyopia while one child had strabismic amblyopia.
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The outcome of vision screening is shown in Table 1. A relatively higher number of 
false positive and false negative among nurses group in comparison to AMOs group might 
indicate lower accuracy of vision screening performed by nurses group. The total sensitivity 
and specificity of the vision screening was 69% and 95% respectively. The sensitivity and 
specificity of vision screening performed by AMOs were 100% and 98% respectively while 
that done by nurses were 56% and 94% respectively. 
An analysis on the pre- and post-training evaluation test score showed that the mean 
score for the pre-test and post-test evaluation were 5.05±2.10 and 8.54±1.47 respectively. 
The Wilcoxon Sign Rank test showed a significant improvement between pre-and post-test 
evaluation score (p<0.001).
Figure 1. The age distribution of preschool children (n = 136)
Table 1 
The outcome of vision screening  
Vision screener True positive (n) False positive (n) False negative (n) True negative (n)
Nurses 5 5 4 72
Assistant medical 
officers (AMOs)
4 1 0 45
DISCUSSION
About 99% of the children successfully completed the vision screening test in this study. It 
has to be noted that age-appropriate tool selection and vision testing techniques may improve 
outcome. This finding suggests  the use of distance visual acuity chart with letter-matching 
technique in visual acuity testing among pre-school children was an appropriate method as 
supported by previous research (Anstice & Thompson, 2014; Fern & Manny, 1986; The Vision 
in Preschoolers Study Group, 2005). Young children in this study have limited communicative 
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ability that affected reliability of their verbal responses. The lower accuracy of vision screening 
using Snellen notation chart by verbal response among younger children compared with older 
children in the government primary school was also previously reported (Abu Bakar et al., 
2012).
This study showed that there was a discrepancy in the sensitivity of the visual acuity testing 
despite it being conducted by healthcare providers with similar educational and professional 
background as well as training programme. The nurses group exhibited a higher number of 
under referral cases, in fact, the AMO group detected all cases of reduced vision accurately 
in this study. High accuracy of visual acuity screening performed by AMOs was supported by 
previous study (Adhikari & Shrestha, 2011). However, inconsistent findings were found among 
nurses (Khandekar et al., 2004; The Vision in Preschoolers Study Group, 2005; Tong et al., 
2004). Certain studies reported lower accuracy of vision screening by nurses which resulted in 
high over referral, such as in USA (sensitivity: 49%) and Malaysia (Accurate referrals: 51%) 
(Abu Bakar et al., 2012; The Vision in Preschoolers Study, 2005). While studies  in Oman 
(Sensitivity: 72%) and Singapore (Sensitivity: 86%) have reported high accuracy after training 
programme (Khandekar et al., 2004; Tong et al., 2004). 
The accuracy of vision screening among children could be influenced by the types of vision 
test and age of children besides the selection of the screener as described in Table 2 (Adhikari 
& Shrestha, 2011; Khandekar et al., 2004; OstadiMoghaddam et al., 2012; Sabri et al., 2016; 
Teerawattananon et al., 2014; The Vision in Preschoolers Study Group, 2005; Tong et al., 
2004). The accuracy of vision screening was reported higher among older children of target 
population and simplified visual acuity testing (Khandekar et al., 2004; Teerawattananon et 
al., 2014; The Vision in Preschoolers Study Group, 2005; Tong et al., 2004).  Vision screening 
done by nurses in Oman showed a lower accuracy among younger children (sensitivity: 55%) 
compared to older children (Sensitivity: 72%) despite similar training provided (Khandekar et 
al., 2004). These findings suggest that the differences in the performance of vision screeners 
might be influenced by other factors, such as the reliability of the child’s response and inter-
personal attitudes of the screener rather than their professional background. 
Visual acuity testing is a psychophysical procedure that requires a subject to relate the 
perception of the physical characteristics of a stimulus and the outcome responses (Bailey & 
Lovie-Kitchin, 2013). Therefore, the physical ability, cognitive aptitude and psychological 
factors may influence the performance of visual acuity testing among young children (Abu 
Bakar & Chen, 2014; Anstice & Thompson, 2014). The variability in the sensitivity of the 
VA testing between the two groups of personnel may be associated with those aspects. Young 
children may present certain kinds of behavioural problem which is a normal part of their 
developmental progress. Professions dealing with young children should be properly trained 
and competent to handle them. Vision screeners for young children should be provided a good 
understanding of children’s conditions and should be encouraged to sustain their attentiveness 
during the screening (Sharma et al., 2008).
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Table 2 
Sensitivity and specificity of vision acuity screening performed by non-eyecare professional  
Country (Study) Screener Target 
population
Visual acuity test Sensitivity Specificity
Nepal (Adhikari & 
Shrestha, 2011)
Medical 
assistant
3-7 years old HOTV Chart 80% 98%
USA
(The Vision in 
Preschoolers Study 
Group, 2005)
Lay 
screener
3-5 years old Linear Lea Symbol 
(10ft) 
37% 90%
Single Lea Symbol 
(5ft)
61% 91%
Nurse Linear Lea Symbol 
(10ft)
49% 90%
Oman
(Khandekar et al., 
2004)
Nurse 6-10 years old Snellen E 55% 99%
12-17 years old Snellen E 72% 99%
Iran
(OstadiMoghaddam et 
al., 2012)
Teacher School-aged E Chart 38% 92%
Canada
(Sabri et al., 2016)
Trained 
technician
6-14 years old Snellen Chart 96% 71%
China
(Sharma et al., 2008)
Teacher School-aged Tumbling E Chart 93% 91%
Thailand
(Teerawattananon et 
al., 2014)
Teacher 4-6 years old Lea Symbol 35% 98%
7-12 years old E chart (7 years old) 
& Snellen Chart (8-12 
years old)
65% 97%
Singapore
(Tong et al., 2004)
Nurse 8-11 years S i m p l i f i e d  v i s u a l 
acuity screening 
86% 92%
Malaysia
(Current study)
Nurse 4-6 years old HOTV chart 56% 94%
Assistant 
Medical 
Officer
4-6 years old HOTV chart 100% 98%
The improvement in post training evaluation score but lower accuracy of vision testing 
outcome among the nurses in this study suggests that the significant increment of post training 
evaluation score should not be the only indicator for the effectiveness of the training program 
as it only portrayed the general theoretical competency. Therefore, the evaluation of the 
effectiveness of a training program should include theoretical and practical assessments. The 
improvement on the current training module was recommended to enhance the performance 
of vision screening outcomes. 
Although the screening assessment was designed to reduce age biases and number of 
children screened by each group of vision screeners, the nurse group screened relatively more 
children compared with the AMO group which suggest that the nurses group might perform 
vision screening faster than the AMOs. Shorter duration in conducting vision screening 
also could influence the quality and accuracy of screening because young children usually 
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need more time to understand the instruction and accurately respond to the vision screening 
procedure. However, no further discussion was made with the screeners post screening in order 
to determine the factors causing under or over referral to limit the claims.
CONCLUSION
The discrepancy in the sensitivity of visual acuity testing conducted by health providers 
with similar professional background who also attended a similar training programmes 
suggests that their performance might be influenced by factors other than their professional 
background. To achieve an effective and sustainable programme, preschool vision screening 
should be continuously evaluated, structured, and have quality control mechanisms. However, 
evaluation of the efficacy of the tool-based vision screening should be made collectively and 
should consider every aspect, including tools selection, target population and competency of 
vision screener. Evaluating each aspect discretely may affect the operational judgment of the 
screening program.
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ABSTRACT
Heavy metals from mining sites can contribute to adverse health and environmental issues. Conventional 
liming practice depletes natural limestone deposits. Blood cockle shell (BCS) and palm kernel shell 
(PKS) calcination produced alkaline ash to immobilize heavy metals in soil. This study investigates the 
acid neutralizing capacity (ANC) of calcined BCS and PKS composites. BCS and PKS composites were 
prepared at various weight ratios (i.e. 1:0, 1:1, 1:5, 1:10, and 0:1) and were combusted for 1 hour at 
400°C and 900°C, respectively. BCS and PKS composites were determined by its yield, pH, and ANC. 
The combustion characteristics for composites was conducted using thermogravimetric analysis (TGA). 
Elemental analysis was conducted using X-ray fluorescence (XRF) spectroscopy. Fourier transform 
infra-red (FTIR) was conducted for functional groups analysis. Ash content of composites increased 
when the portion of PKS feedstock is decreased. Increasing combustion temperature from 400°C to 
900°C reduced the ash contents. The pH of raw and combusted composite (at 400°C) decreased as the 
portion of PKS feedstock is increased. Calcined composites at 900°C have slightly different pH value 
except for 0:1 sample. ANC value increased as PKS portion in composites reduced. Higher content of 
calcium oxide (CaO) in the composites increased the ANC value. 
Keywords: Bioaccumulation, bivalve waste, heavy metals, pyrolysis, soil remediation  
INTRODUCTION
Widespread heavy metal contamination of soil 
is  a global issue.  Leachate from mine soil 
can contain hazardous levels of heavy metals 
(Ali et al., 2004). Prolonged exposure to 
heavy metals may contribute to anaemia and 
severe damage to the nervous system.  The 
conventional remediation method for mine 
soil is liming with alkaline minerals such as 
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ground magnesium limestone (GML) or dolomite. Liming neutralizes the pH of acidic soil, 
and immobilizes toxic metals in the soil (Trakal et al., 2011). Consequently, large amounts of 
limestone are required for in-situ remediation of contaminated soil. Excessive quarrying may 
lead to depletion of natural limestone reserves.
Blood cockle shell (BCS) has a high calcium carbonate (CaCO3) content, and can be a 
potential liming agent for soil remediation. Combustion increases the alkalinity of BCS as 
CaCO3 is converted to calcium oxide (CaO). The increased alkalinity in the calcined BCS is 
essential for effective heavy metal immobilization in the mine soil. Palm oil milling industry 
generates an abundance of biomass, such as palm kernel shell (PKS) and empty fruit bunches 
(EFB). Palm oil milling production in Malaysia contributed around 4506 kilotonnes of PKS 
as waste produced. Burnt PKS may improve soil fertility by providing nutrients such as 
magnesium and potassium. 
Calcination on BCS and PKS composite with various weight ratios generates a different 
percentage of CaO. The addition of PKS may aid in the combustion of BCS. Acid neutralizing 
capacity (ANC) determines the capability of materials to neutralize acidity and is significantly 
influenced by the CaO contents in the combustion of BCS and PKS composite. The aim of 
this study is to evaluate the effect of BCS and PKS calcination at various weight ratios on 
the chemical and physical characteristics of ash (i.e. yields, pH, elemental composition and 
ANC). The study hopes to determine the optimum BCS and PKS feedstock composition for 
producing ash with high ANC value for immobilizing heavy metals in soil.
METHOD
Preparation for BCS and PKS
Blood cockle shell was collected from Sabak Bernam, Selangor. The as-received BCS was 
boiled with deionized water for 2 hours and oven-dried for 72 hours. Dried BCS were crushed 
and pulverized to 75 µm in diameter. Palm kernel shell from Jengka, Pahang was sun-dried and 
oven-dried for 48 hours and 24 hours, respectively. Then, PKS was crushed and pulverized to 
75 µm in diameter. Both BCS and PKS were kept in polyethylene zip lock bags.
Pyrolysis of BCS and PKS
Blood cockle shell and PKS were homogenized at various weight ratios (i.e. 1:0. 1:1, 1:5, 1:10, 
and 0:1). 10 g from each composite were placed in an uncovered crucible and combusted for 
1 hour using muffled furnace under air condition at 400°C and 900°C, respectively. The ash 
samples from pyrolysis process was cooled in a desiccator.
TGA/DSC 1 Star System (Mettler Toledo, USA) instrument was used for TGA analysis. 
Composites sample (20 mg) was combusted to 900°C at 10°C/min of heating rate. Air flow 
rate was set at 50 mL/min for combustion process. 
Ash samples from combustion and commercial liming products (i.e. ground magnesium 
limestone (GML) and dolomite) were homogenized prior to chemical characterization. 
Elemental compositions for ash samples were determined using X-ray fluorescence (XRF) 
spectroscopy (Epsilon3-XL PANalytical, Netherlands). FTIR spectra were recorded from KBr 
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disc containing 10% w/w of ash samples, using an FTIR spectrometer (Perkin Elmer Spectrum 
One, USA). 2 g of ash samples were mixed with 20 mL of 10 mM CaCl2, and the pH values 
were determined using a calibrated pH meter. The ANC values were determined based on the 
method described by Venegas et al. (2015). All analyses were conducted in duplicate and the 
average values were determined using MS Excel spreadsheet.
RESULTS AND DISCUSSION
Figure 1 shows the pH and weight percentage of ash for BCS and PKS composites. Increasing 
portion of PKS reduced the composites ash content weight percentage. In addition, composites 
that were combusted at 900°C produced lower ash content compared to those at 400°C. 
Composites with more PKS portion (i.e. 1:10) and combusted at 900°C produced only about 
13% of ash. Compared to others weight ratio, the 1:10 composite contains more lignocellulosic 
component, and was mostly combusted. For comparison, 1:0 composites have higher ash 
content due to the high content of CaCO3 in BCS feedstock. 
Reduction in pH value can be traced once the PKS ratio is increased for raw and 400°C 
composites samples. Composites samples calcined at 900°C have slightly similar pH value 
except for 0:1 composite. This may due to the presence of calcium oxide (CaO), produced by 
the decomposition of CaCO3 in the BCS-added composites. Combustion of PKS in the 0:1 
composite has negligible amount of CaO (i.e., 0.8 and 1.8% at 400°C and 900°C, respectively).
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Figure 1. Ash content (%) and pH values of BCS: PKS composites (BCS:PKS 
feedstock ratio: 1:0, 1:1, 1:5, 1:10, and 0:1) 
 
Figure 2 illustrates thermogram for BCS and PKS composites (1:0, 1:1, 
1:5, 1:10 and 0:1). BCS samples (1:0) that contain primarily aragonite 
decomposed at 830.47°C (Mustakimah et al., 2012). High temperature was 
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of moisture (at temperature between 30.38°C to 114.79°C); (2) decomposition of hemicellulose 
(at temperature between 114.79°C to 192.94°C); (3) decomposition of cellulose (at 192.94°C 
up to 343.26°C); and lignin decomposition (at 346.34°C up to 531.46°C). Composite samples 
that contain a greater portion of PKS (i.e., 1:10) decomposed faster than those with the lower 
portion of PKS (i.e., 1:1 composite). Moisture removal from 1:10 composites samples occurred 
between 35.44°C and 113.37°C. Decomposition of hemicellulose and cellulose started rapidly 
at 113.37°C to 158.16°C, and 158.16°C to 543.78°C, respectively. The addition of PKS 
into BCS increased lignocellulosic material in the composite, and may have accelerated the 
decomposition process.
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Figure 2. Thermograms for BCS and PKS composites (BCS:PKS feedstock ratio: 1:0, 1:1, 1:5, 1:10, and 0:1)
Table 1 shows FTIR wavenumber for 900°C BCS: PKS composites. FTIR wavenumber 
obtained is essential to distinguish present of calcium oxide from several ratios of 900°C BCS: 
PKS composite samples. Presence of medium bands at 3644 cm-1 and 3645 cm-1 for three 
composite samples (i.e., 1:0, 1:1 and 1:5) indicates that CaO is present (Zaki et al., 2006). 1:0 
composites ratio has slightly more content of CaO as compared to 1:1 and 1:5 ratios. 1:10 
composites have SiO- band due to presence of PKS that contain more silicate components.
Table 1 
FTIR wavenumber for BCS: PKS composites (BCS:PKS feedstock ratio: 1:0, 1:1, 1:5, 1:10, and 0:1) 
produced at 900°C  
Composites Ratio Wavenumber (cm-1)
CaO- (medium band) CaO- (medium broad band) COO- SiO-
1:0 3645 1458 - -
1:1 3645 1412 876 -
1:5 3644 1416 876 -
1:10 - 1416 - 1036
Effect of Blood Cockle Shell and Palm Kernel Shell
163Pertanika J. Sci. & Technol. 25 (S): 159 - 166 (2017)
Ta
bl
e 
2 
C
he
m
ic
al
 c
om
po
si
tio
n 
of
 B
C
S 
an
d 
PK
S 
co
m
po
si
te
s (
BC
S:
PK
S 
fe
ed
st
oc
k 
ra
tio
: 1
:0
, 1
:1
, 1
:5
, 1
:1
0,
 a
nd
 0
:1
) p
ro
du
ce
d 
at
 4
00
°C
 a
nd
 9
00
°C
  
El
em
en
ta
l 
C
om
po
si
tio
n 
[%
]
1:
0 
B
C
S:
PK
S
1:
1 
B
C
S:
 P
K
S
1:
5 
B
C
S:
PK
S
1:
10
 B
C
S:
PK
S
0:
1 
B
C
S:
PK
S
R
aw
40
0°
C
90
0°
C
R
aw
40
0°
C
90
0°
C
R
aw
40
0°
C
90
0°
C
R
aw
40
0°
C
90
0°
C
R
aw
40
0°
C
90
0°
C
C
aO
55
.6
8
49
.5
3
61
.4
2
37
.7
3
48
.7
0
56
.7
4
16
.2
20
.4
9
41
.7
6
11
.0
16
.6
3
30
.9
0
0.
52
0.
82
1.
80
K
2O
0.
14
0.
09
0.
17
0.
68
0.
85
0.
60
1.
23
1.
63
1.
85
1.
41
2.
89
2.
76
1.
54
3.
04
5.
42
M
gO
 
4.
08
3.
80
3.
52
4.
37
3.
05
5.
56
3.
59
3.
44
3.
24
3.
36
3.
53
4.
24
3.
85
3.
78
4.
35
A
l 2O
3 
6.
45
6.
64
7.
84
7.
62
9.
87
8.
65
6.
18
7.
39
16
.2
9
4.
35
11
.6
0
22
.9
8
3.
76
10
.5
7
29
.9
8
Fe
2O
3 
0.
07
0.
08
0.
06
1.
21
1.
45
1.
23
3.
71
3.
41
5.
17
4.
89
7.
49
7.
95
6.
70
10
.9
8
20
.0
7
Si
O
2
0.
95
0.
88
0.
78
4.
52
8.
47
6.
20
7.
30
12
.8
6
25
.4
5
8.
19
22
.6
5
35
.5
6
7.
26
22
.4
3
55
.2
3
Noor Mohamad Amin Salleh, Dayangku Kamilah Pengiran Ismail and Yong Soon Kong
164 Pertanika J. Sci. & Technol. 25 (S): 159 - 166 (2017)
Table 3 shows ANC values for BCS and PKS composites prepared at 400°C and 900°C. 
Raw samples for BCS and PKS composites have lower ANC value than BCS (1:0). As the 
samples undergo thermal degradation, high temperature altered the condition and chemical 
composition of feedstock materials. The calcined 1:0 composite (900°C) has the highest ANC 
value (746 meq kg-1), followed by calcined 1:1 composite (900°C) (698 meq kg-1). ANC value 
increased as the combustion temperature was increased to 900°C. In contrast, the value of 
ANC was reduced when the composition of PKS feedstock were increased in the composite 
samples. The pH values for both calcined composites of 1:0 (13.12) and 0:1 (9.24) were slightly 
lower than the 1:1 composite (13.23). Major chemical compounds that have contributed to the 
increase of the ANC value are CaO, MgO and SiO2. As illustrated in Table 2, calcined BCS 
has about 61.42% of CaO, slightly higher than the 1:1 composite (56.74%). Surprisingly, the 
calcined 1:1 composite has about 0.60 % K2O, 5.56% MgO and 6.20% SiO2 compare to the 
1:0 composites (900°C) (0.17% K2O, 3.52% MgO and 0.78% SiO2). Higher content of K2O, 
MgO and SiO2 in the calcined 1:1 composite (900°C) contributed to the shifting of the ANC 
value of samples (Paul et al., 2005).
Table 3 
Acid neutralizing capacity value of various materials  
Samples Acid Neutralizing Capacity value (meq kg-1)
Raw 400°C 900°C
CaO (Bendosen, 99.0%) 845 - -
CaCO3 (John Kollin, 99.80%) 399 - -
CaCO3 (Merck, 98.50%) 358 - -
Dolomite 348 - -
GML 369 - -
1:0 BCS: PKS 369 434 746
1:1 BCS: PKS 112 437 698
1:5 BCS: PKS 46 191 474
1:10 BCS: PKS 42 136 296
0:1 BCS: PKS 11 10 25
CONCLUSION
The calcined 1:0 composite has an outstanding ANC value of 746 meq kg-1. Data obtained from 
this study revealed that chemical compositions of BCS and PKS composites were changed 
when different weight ratio of BCS and PKS feedstock were selected. High yield of ash from 
the combustion process, and increasing CaO content in the combusted composite samples) 
increased the ANC value. High ANC values for the combusted composite indicates that it is 
a suitable material for liming contaminated soil.
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ABSTRACT
Headspace solid phase microextraction (HS-SPME) was used to isolate volatile compounds (VOCs) 
from mangoes (Harumanis cv.). Among the four SPME fibres investigated, the mixed phase coating, 65 
µm polydimethyl siloxane–divinylbenzene (DVB/PDMS) showed the highest efficiency in extracting 
VOCs as 26 compounds were detected with the total area of 9.6 x 109. The optimization of SPME factors 
was conducted in 2 stages using multivariate design. The first stage involved screening of the significant 
factors using the Plackett–Burman (P–B) design, followed by the optimization of the significant factors 
utilizing Central Composite Design (CCD). The experimental design for both P-B and CCD design was 
generated using Design-Expert version 6.0.4 (Stat Ease Software). Extraction time and temperature 
appeared to be the most significant factors in extracting VOCs in mangoes, with the optimum conditions 
prevailing at 55°C and 34 minutes respectively. 
Keywords: CCD, Harumanis, HS-SPME, VOCs   
INTRODUCTION
Mango (Mangifera indica L.) is a popular 
fruit that is rich in nutrients and a desirable 
taste, belonging to the Anacardiaceae family 
it is also known as the King of Fruits due to 
its aroma and sweetness. The pleasant aroma 
and flavour of the fruit is derived from various 
volatile compounds such as esters, lactones, 
monoterpenes and sesquiterpenes as identified 
in previous studies (Ansari et al., 2004; 
Kulkarni et al., 2012). 
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The volatile organic compounds (VOCs) refers to the molecules that have appreciable 
vapour pressure at room temperature with molecular weight lesser than 300 Dalton (El Hadi 
et al., 2013). The VOCs can be used to develop a volatile profile of mangoes and used for 
authentication and quality control studies (Shyam et al., 2013). The isolation of VOCs in fruit 
is crucial as the VOCs are generally present in trace amounts and the complexity of the fruit 
as the matrix. Additionally, VOCs are also thermolabile requiring rapid and effective isolation 
technique that can extract, concentrate and clean them in a single step (Cheng et al., 2011).
Solid-phase microextraction (SPME) has proven to be a useful extraction method that is 
rapid, versatile and simple (Pawliszyn, 1999). Previous studies (Laohaprasit et al., 2011; Liang 
et al., 2012; Chidley et al., 2013) reported that use of SPME to extract VOCs in fruit matrix, 
however there is no clear conclusion on the choice of fibre especially in non-targeted analysis. 
Thus, it is important to find the most efficient fibre prior to optimization study. Apart from 
using the most efficient fibre, there are many other factors such as extraction time, extraction 
temperature, stirring effect, desorption temperature and time, sample amount, and salt addition 
t may affect the efficiency of HS-SPME (Ouyang & Pawliszyn, 2008). Optimizing these factors 
is crucial in order high SPME efficiency in extracting VOCs from mangoes is achieved. 
Optimisation is a process of balancing several aspects of a system to attain the best 
result for a set of criteria. Traditionally, the optimization of SPME was done using univariate 
optimization method; each factor being optimized and studied in isolation (Massart et al., 
1997). The drawback of this technique is it leaves interaction between factors unexamined. 
Multivariate design is able to overcome this shortcoming by using experimental software to 
identify the significant factors of the SPME parameters and thereby maximize the response of 
an experiment. Thus, in addition to saving time as the number of experiments done can be cut 
down, the chromatographic response of the analytes can be improved as interference can be 
eliminated (Miller & Miller, 2010). One of the widely used multivariate designs to optimize 
extraction of VOCs in food is the Response Surface Methodology (RSM) (Stalikas et al., 2009). 
To directly optimize all the factors that may affect the efficiency of SPME screening using 
Plackett-Burman (PB) should be done, thus reducing number of experiments to estimate the 
significant factors (Scheppers, 1999).   
The aim of this study is to initially screen the significant factors affecting HS-SPME 
extraction of VOCs in Harumanis mangoes using PB design and optimize the significant 
factors through RSM. 
METHOD
Chemical reagents
All chemicals used in this study were of analytical quality and all solvents were HPLC grade. 
Deionized water was obtained from a Mili-Q water purification system (Milipore, Bedford, 
PA, USA). Sodium chloride used in screening experiments was supplied by Merck (Darmstadt, 
Germany). All the SPME fibres used together with clear glass screw cap vials (PTFE/silica 
septa) were purchased from Supelco. 
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Sample preparation
Ripe Harumanis mangoes were obtained from local orchards in Perlis, Malaysia. For the 
volatile analysis of homogenized mango pulp, fresh mango will be sliced and homogenized 
using a blender. The homogenized mango pulp was stored in a freezer with temperature less 
than 0˚C and analysed in triplicate.
Fibre selection
4 commercially available SPME fibres differing in the thickness and solvent phase coating 
were tested and compared.  The tested fibres were non-polar 100 ɱm polydimethyl (PDMS), 
semi polar fibres, 65 ɱm polydimethyl siloxane-divinylbenzene (PDMS-DVB) and 75 ɱm 
CAR-PDMS and also polar fibre, polyacrylate (PA) to study the efficiency of different fibre 
in extracting the aroma volatiles. Prior to extraction, each of the chosen fibre was conditioned 
at the GC injection port according to the guidelines given by the manufacturer. The criteria 
used to select the best fibre is the fibre with the highest total area and the highest number of 
compounds detected.
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SPME optimization
The optimization of SPME was done in 2 stages; screening stage and optimization stage using 
multivariat  analysis. 
Screening of significant factors
The screening of SPME significant factors was carried out using Plackett–Burman (P–B) design 
matrix with a 27–4. Seven factors were selected for the screening stage using 27–4 Plackett–
Burman design matrix include: extraction temper ture (30°C and 60°C), time (10 min and 
40 min) salt addition (0 g and 1 g), stirring rate (0 and 500 rpm), desorption time (1 min and 
5 min) and desorption temperature (100°C and 240°C). The significant factors given by P-B 
design were further optimized using RSM.
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Optimization of significant factors
The extraction temperature and time found to be significant in the screening stage was further 
optimized using RSM (Central Composite Design). Three responses will be evaluated, that is, 
total area, trans-beta ocimene and 2, 4, 6-octatriene. Trans-beta-ocimene and 2,4,6-octatriene 
was selected as the response for the CCD design in view of their having  recorded the highest 
frequency of occurrences in early preliminary studies. 
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GC-MS conditions
The volatile compounds were analysed using a GC- MS system (Agilent Technologies 5977 
Inert Mass Selective Detector and Agilent 7890B) under the following operating conditions: 
HP-5MS capillary column (Agilent 19091S-433, 0.25 mm 30 m 0.25 m) was used. GC/MS 
detection was done using ionization energy of 70 eV in the 50– 550 a.m.u. mass range. Column 
temperature was increased from 40°C to 250°C with temperature program: starting at 40°C 
withhold time 2mins, to be subsequently increased 150°C (5°C min−1) with hold time of 1min. 
Finally, the temperature was increased to 250°C (10°C min−1) with hold time of 5 mins and 
total run time of 40 minutes. The injector temperature and mode was 280°C with split ratio of 
1:00. The ion source temperature was 230°C and the interface temperature was 280°C. At a 
flow rate of 1.2 mL/min, Helium was used as the carrier gas. The VOCs in Harumanis mangoes 
were identified by comparing their spectra with those available in the NIST14 digital library. 
Experimental design approach 
The experimental designs for both screening and optimization stages were generated using 
Design-Expert version 6.0.4 (Stat Ease Software). 
RESULTS AND DISCUSSIONS
Fibre selection
Different kinds of analytes may require different type of SPME fibres as each fibre provides 
different absorption/adsorption properties. To use the correct fibre is very important for 
the SPME method to ensure highest efficiency can be achieved. Therefore, to obtain the 
highest efficiency for the extraction of VOCs from mangoes using the HS-SPME-GCMS, 4 
commercially available SPME fibre differing in the thickness and solvent phase coatings were 
tested (PDMS, PDMS/DVB, CAR/PDMS and PA). The overall efficiency of the selected SPME 
fibre was assessed by examining the total area of GC-MS peaks, in addition to examining the 
total area, the number of VOCs detected from each of the fibre was assessed. 
As shown in Figure 1, DVB/PDMS fibre recorded the highest total peak area of 9.6 x 109 
besides also showing that the most number of VOCs recorded i.e. 26 peaks was chosen as the 
most efficient fibre in this study, and used for the optimization study using PB and RSM. A 
study of VOCs extraction from tomato plant using SPME (Sousa et al., 2006) also showed the 
same trend. This may due to the fact that DVB part of DVB/PDMS fibre consist of wide pores 
(meso and macro) that may contribute to fast equilibrium and lead to the efficient extraction. 
The results show both mixed phase coatings (DVB/PDMS and CAR/PDMS) recorded higher 
total area when compared with single coating fibres (PA and PDMS). Mixed phase coatings 
expressed complementary properties in contrast with single phase films because they managed 
to adsorb a broad range of analytes with different chemical properties.
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Screening of significant factors 
The screening of SPME significant factors were carried out using Plackett–Burman (P–B) 
design matrix with a 27–4. Seven SPME factors (extraction temperature, extraction time, salt 
addition, stirring rate, desorption time, desorption temperature and sample amount) were tested 
with two runs of high and low level for each factor. 
According to the results shown in Figure 2 and Figure 3, the significant factors for this 
study were extraction temperature and extraction time. As presented in the 3D surface plot of 
Figure 2, as the extraction temperature and extraction time increased from low value to high 
value extraction efficiency also increased (Abdulra’uf et al., 2015). Other factors such as the 
addition of salt, sample size, stirring rate, desorption time and desorption temperature showed 
no significant effect, allowing it to be fixed at any value, since their adjustment will have equal 
effect on extraction efficiency. Clicia et al. (2014) obtained a similar result when using fractional 
factorial design (24-1) to find the most HS-SPME significant factors in extracting VOCs from 
varieties of mangoes in Brazil. Hence, only these two factors were further evaluated in the 
optimization process by means of the Response Surface Methodology (CCD). 
Optimization of Extraction Temperature and Time 
In the first stage of the optimization method, PB design indicated that only extraction 
temperature and extraction time were the significant factors that needed to be further optimized 
using Central Composite Design in RSM. 14 experiments were run in 3 blocks of points and the 
CCD experiments were run in a random manner to reduce the effect of uncontrolled variables. 
Three responses were used to optimize the extraction time and temperature for the total area 
of all detected compounds, area of trans-beta ocimene and also the area of 2,4,6- octatriene. 
Trans-beta ocimene and 2,4,6- octatriene was chosen as the response due to the fact that these 
two compounds recorded the highest frequency of occurrences in preliminary experiments 
(data not shown here) including the fibre selection experiment. The results obtained from CCD 
experiments are summarized in Table 1.
Table 1 
Summary of Central Composite Design for HS-SPME of VOCs in mangoes 
Response Transform Model Lack Of Fit R2 Equation Significant
Total area Square root Quadratic
significant
Not 
significant
0.8305 Sqrt(TotalArea) 
= +71264.06+16957.4A+30761.33
B-12686.95A2-28439.83B2-
4612.69AB
A2, A
Trans-beta 
ocimene
None Quadratic
significant
Not 
significant
0.8826 Trans-beta ocimene 
= +5.429E+008+1.858E+008A+
4.354E+008B-5.723E+007A2-3.873E+
008B2-4.381E+007AB
A, B2
2,4,6-octatriene Square root Linear
significant
Not 
significant
0.5317 Sqrt(2,4,6,octatriene) 
= +13568.79+2383.14A-1222.11B
A
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The value of coefficient of determination (R2) for the total area of the compounds, trans-
beta-ocimene and 2,4,6-octatriene was 0.8305, 0.8826, and 0.5317 respectively. The ANOVA 
showed that the statistical analysis of the data was significant (p<0.05). In addition, there 
was a non-significant (p>0.05) lack of fit in all the 3 responses which validate the models. In 
optimizing the extraction conditions, the goals were set at the maximum level of total area of 
the compounds, trans-beta-ocimene and 2,4,6-octatriene. Extraction time of 34 minutes and 
extraction temperature of 55°C are found to be the optimum conditions with desirability of 
0.992. The value of desirability higher than 0.80 and approaching unity is good. The total area 
of the compounds obtained from this study also increased with temperature but it started to 
decrease after extraction temperature reached 55°C as shown in Figure 4. Trans-beta ocimene 
also recorded the same trend.
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VOCs from mangoes. Results from this study also indicated the successful utilization of 
the two-stage multivariate analysis to screen and optimize the significant factors for 
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ABSTRACT
In this study, pressurized liquid extraction (PLE) was used with methanol as extraction solvent to extract 
bioactive compounds from Ananas comosus (pineapple) flesh. Response surface methodology (RSM) 
was used to evaluate the correlative effects of temperature (60 – 150°C) and extraction time (10 – 30 
min) on the yield of selected bioactive compounds. In this model, the R2 obtained was 0.8788 for selected 
bioactive compounds for Ananas comosus suggesting a satisfactory agreement between the predicted and 
experimental values. Two-dimensional high-performance liquid chromatography (2D-HPLC) with a diode 
array detector (DAD) was used for the separation and detection of the bioactive compounds. Extraction 
temperature was found to significantly increase the yield of three selected bioactive compounds following 
which the optimum operating extraction conditions for PLE for Ananas comosus was determined to be 
105°C and a static time of 20 min. 
Keywords: Ananas comosus, bioactive compounds, extraction optimization, HPLC, pineapple, pressurized 
liquid extraction, RSM  
INTRODUCTION
Tropical fruits have an important role in promoting health particularly its antioxidant properties. 
Ananas comosus (pineapple) is rich in bioactive compounds such as anthocyanins, polyphenols 
and health inducing enzyme bromelain. 
Ananas comosus belongs to Bromeliaceae 
family that produced edible fruits (Kudom 
& Kwapong, 2010), and ranked as the third 
most important tropical fruit produced in 
the world (Bartholomew et al., 2003). In 
Malaysia, out of the eleven reported varieties 
of pineapple available in the market, only 
Josephine, Morris, MD2 and Sarawak are 
popularly cultivated (Yuris & Siow, 2014). 
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While popular with its nicknames, ‘healthy fruit’ that rich with antioxidant, pineapple reported 
to consist chlorogenic acid, catechin, kaempferol, myricetin, gallic acid, gentisic acid, vanillin, 
ferulic acid, sinapic acid, isoferulic acid, o-coumaric acid, protocatechuic acid, tyrosine, 
p-coumaroylquinic acid and arbutin, tons of bioactive compounds as claimed (Yapo et al., 
2011; Wen, 2001; Taussig & Batkin, 1988).
Fast extraction and low solvent consumption are the main advantages of automated 
pressurized liquid extraction (PLE).  PLE has been successfully applied for the extraction of 
thermal-sensitive bioactive compounds from plants and fruits (Petersson et al., 2010). It involves 
extraction using solvents in liquid state at elevated temperature and pressure to enhance the 
extraction process. The properties possess by solvent to remain liquefied above their boiling 
point helps high-temperature extraction activity that happened due to enhanced solubility and 
mass transfer properties (Richter et al., 1997). Solvents such as ethanol, methanol and water 
which are reported to be inefficient for  extracting  anthocyanins and other bioactive compounds 
at low temperatures, may be much more efficient at the elevated temperatures used in PLE 
(Ju & Howard, 2003) and thereby obtain an anthocyanin rich extract (Gizir et al., 2008). The 
present study was undertaken to evaluate the extraction temperature and extraction time on the 
recovery of bioactive compounds from Ananas comosus and to determine the optimal conditions 
for obtaining maximum yield of bioactive compounds using response surface methodology 
(RSM). The bioactive compounds selected in this study are catechin, myricetin and bromelain.
METHOD
Catechin, bromelain and myricetin reference standards was purchased from Sigma. Methanol 
(MeOH) and acetonitrile (ACN) of HPLC grade were purchased from Merck (Germany). 
Fruits of Ananas comosus with different varieties (Morris, MD2 and Josaphine) were obtained 
locally in Malaysia.
Preparation of Extract
Fresh ripened fruits of Ananas comosus were purchased from the market in Selangor, Malaysia. 
Following which the fruits were peeled, cut into thin pieces and dried for 48 hours at 45°C 
in an oven (Memmert UN110). The dried flesh was stored in dark-covered container prior to 
extraction.
Pressurized Liquid Extraction (PLE)
Pressurized Liquid Extraction (PLE) was performed on a Dionex ASE 350 accelerated solvent 
extractor (Thermo Scientific Ltd. Surrey, UK). Dried Ananas comosus was weighed 30.0 grams 
and were thoroughly put in 100 mL stainless steel extraction cell (PLE) with an adequate 
amount of diatomaceous earth. The cell containing the sample was heated before filled with 
methanol and undergone pressurization process. Methanol was selected as extraction solvent 
based on the polarity of targeted bioactive compounds. To ensure the sample of Ananas 
comosus reaches the desired temperature (60 - 150°C), the cell was placed in heating system 
for 5 minutes. The sample with pressurized solvent at 1500 psi for 10-30 minutes. All extracts 
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were covered in aluminium foil to prevent exposure to light and stored at -4°C. A total of 14 
experiments were performed to determine the effects of temperature and extraction time on 
extraction yield. See Table 1.
Experimental Design and Data Analysis
The design of experiments, analysis of the results and prediction of the response were carried 
out using Design-Expert software (Version 6.0.4). Total of 14 experiments were carried out in 
randomised run order and central composite design (CCD) was used consisting 5 coded level; 
-α, -1, 0, 1, α. The response variable (catechin, bromelain and myricetin) was evaluated using 
response surface methodology (RSM) and comparison of means was performed by one-way 
ANOVA (analysis of variance).
Model Verification
The optimum extraction conditions were based on the maximum yield of bioactive compounds 
in sample and analysed based on the regression analysis and 3D surface plots of the independent 
variables. The response was determined under the recommended conditions of extraction and 
the predicted value was compared with the experimental value to prove the validity of the model.
Analysis using Two-Dimensional Liquid Chromatography (2D-LC)
2D-LC analysis was performed on a Dionex Ultimate 3000 Liquid Chromatography system 
equipped with diode array detector. 2D-LC chromatographic separation was done on C18 
column (5 µm, 4.6 x 250 mm). The mobile phase comprised of 0.01% acidified pure water 
(A), methanol (B) and acetonitrile (C) using gradient elution (0-2.5 minutes; 50:20:30, 2.5-
10.00 minutes; 40:30:30 and 10.00-25.00min ;20:50:30) with flow rate kept at 1 mL/min.in 
HPLC system, column temperature was maintained at 37 °C and injection volume was 100 µL. 
Data acquisition was performed by Chromeleon software version 6.8 Dionex, U.S.A. Eluted 
compounds were monitored over a wavelength range of 200 – 400 nm.
RESULTS AND DISCUSSION
Optimization of PLE Parameters
For the optimization of extraction of Ananas comosus using pressurized liquid extraction static 
time and temperature ranging from 10 min to 30 minutes and 60°C to 150°C respectively was 
assigned.  Multilinear regression was applied to the results of the central composite design. 
The results were based on the amount of bioactive compounds obtained from the extract as 
shown in Table 1. Repetition of same combination of temperature and extraction time which 
can be seen in Table 1 was designated experiment that determined by central composite design 
(CCD) method. The effect of independent variables; (a) extraction temperature (T); and (b) 
extraction time (t), on the amount of bioactive compounds was evaluated by second order 
(quadratic) model.
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Fitting the Model
The adequacy of the model was determined using model analysis, lack of fit test and coefficient 
of determination (R2), and its   fitness  assessed with lack of fit test (p>0.05). ANOVA result 
showed that the model was significant, p<0.05 (p=0.042) with not significant lack of fit, p > 
0.05 (p = 0.1793). The significance of the equation parameters for each response variable was 
also assessed by F-ratio at a probability (p) of 0.05. The closer the value of R2 to unity, the 
better the empirical model fits the actual data. The quality criteria for a good fit of a model, 
the coefficient of determination (R2) should be at least 0.80. In this model, the R2 was 0.8788 
for selected bioactive compounds for Ananas comosus. The high value of R2 (>0.80) indicates 
the adequacy of the applied quadratic model. In Table 2, the summary for optimization using 
Central Composite Design were tabulated and be concluded.
Table 1 
Results of the CCD for the analysis of Ananas comosus  
No. Factor Compounds
Temperature 
T (°C)
Extraction 
Time t(min)
Catechin
 (mAu*min)
Myricetin 
(mAu*min)
Bromalein 
(mAu*min)
Total Area 
(mAu*min)
1 169 34 295.7 13.57 40.16 322.5
2 41 06 88.23 0.360 10.54 397.9
3 169 06 213.6 73.58 35.49 99.13
4 105 20 271.1 12.32 39.17 104.2
5 105 20 333.7 20.02 44.88 349.4
6 41 34 92.26 0.140 11.73 322.6
7 105 20 348.1 39.43 42.27 429.8
8 169 20 308.9 74.09 38.07 421.0
9 105 34 325.1 41.49 44.15 103.5
10 105 20 344.4 27.57 42.87 206.2
11 41 20 92.29 0.250 11.01 450.6
12 105 06 163.7 12.24 30.24 410.7
13 105 20 375.1 27.17 48.39 414.8
14 105 20 311.6 26.81 42.57 381.0
Table 2 
Summary of Central Composite Design for selected bioactive compound in Ananas comosus  
Response Transform Model Lack of  Fit R2 Equation
Total Area Square root Quadratic 
Significant
Not
 Significant
0.8788 Sqrt (Total Area) =
+394.03+131.05*
A+39.38*B-
114.98*A2-
68.78*B2+5.44*A *B
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Effect of Extraction Conditions on Total Bioactive Compounds Content
Parameters such as time and temperature used in extraction plays a vital role in determining 
the quantity of extractable bioactive compounds from a sample. Temperature is a critical factor 
that affects extraction processes, as it increases solubility of the substances and recovery of 
bioactive compounds (Karacabey & Mazza, 2010). Variation in extraction temperature (T) for 
selected bioactive compounds revealed that increases in temperature also increases the amount 
of each compounds extracted.  When the temperature is increased from 41°C to 73°C the yield 
of total selected bioactive compounds increased simultaneously, to reach stability when it 
reaches 105°C before declining.  This may be due to thermal degradation occurring in bioactive 
compounds in extreme temperature thus affecting yields of extraction. It was observed that 
temperature significantly affects the yield of selected major bioactive compounds in Ananas 
comosus during the extraction process. In general, more components are extracted, when the 
temperature is elevated through the increased of solubility and mass transfer properties which 
improved the penetration of solvent into sample matrix.
Long extraction time resulted in high yield of compounds extracted as shown in Figure 
1 with maximum yield at 20 minutes. However, prolonged extraction time may increase 
degradation of bioactive compounds which will affect the yield of response as noted in this 
study. 
	
 
Figure 1. Contour and 3D-response surface plot of static time against temperature for selected major 
compounds in Ananas comosus obtained using Central Composite Design 
 
Experimental Validation of the Predictive Model 
Establishing the optimal extraction parameters was done using Design-Expert statistical 
software.  The goal was to obtain the highest yield of bioactive compounds extraction from the 
fruit flesh. The optimal PLE conditions for the extraction of catechin, myricetin and bromelain 
were pressure of 1500 Psi, and optimal temperature of 105°C overall extraction time of 20 min. 
Under these optimal conditions and parameters a large amount of extract with a high content of 
bioactive compounds from Ananas comosus flesh was obtained. The adequacy of the model 
was verified as the experimental values were in close agreement with the predicted value, and 
the deviation too was found to be insignificant. By minimizing  the possible strong effect such 
as origin, time of production and pre-processing storage, the performance of extraction 
technique can fairly be compared and optimized (Al-Farsi et al., 2005; Dourtoglou et al., 2006; 
Gizir et al., 2008). 
Figure 1. Contour and 3D-response surface plot of static time against temperature for selected major compounds 
in Ananas comosus obtained using Central Composite Design
Experimental Validation of the Predictive Model
Establishing the optimal extraction parameters was done using Design-Expert statistical 
software.  The goal was to obtain the highest yield of bi active compounds extr ction from the 
fruit flesh. The optimal PLE conditions for the extraction of catechin, myricetin and bromelain 
were pressure of 1500 Psi, and optimal temperature of 105°C overall extraction time of 20 
min. Under these optimal conditions and parameters a large amount of extract with a high 
content of bioactive compounds fro  Ananas comosus flesh was obtained. The adequacy of 
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the model was verified as the experimental values were in close agreement with the predicted 
value, and the deviation too was found to be insignificant. By minimizing  the possible strong 
effect such as origin, time of production and pre-processing storage, the performance of 
extraction technique can fairly be compared and optimized (Al-Farsi et al., 2005; Dourtoglou 
et al., 2006; Gizir et al., 2008).
	
 
HPLC Analysis of Ananas comosus Extract 
Chromatographic analysis of bioactive compounds in the extract at optimized conditions was 
conducted using high performance liquid chromatography (HPLC). Several samples of Ananas 
comosus from Morris, MD2 and Josaphine varieties were extracted using the PLE optimum 
parameters at 105°C, pressure of 1500 psi and a static time of 20 min. Figure 2 shows the 
chromatograms of Ananas comosus extract from respective varieties of pineapple revealed the 
bioactive compounds mainly present are catechin, myricetin and bromelain. The concentration 
of the compounds in particular varieties can help to distinguish them apart.  Such as in Morris, 
ach of th se bioactive compounds w re reported present compared to the absence of myricetin 
in MD2 varieties. In Josaphine, the absence of catechin that appeared in other types of 
pineapple acts as a distinguishing marker.  The identities of the compounds were confirmed by 
standard reference of the compounds and UV comparison that detected at selected wavelength, 
280 nm. 
 
(a) 
Figure 2. Chromatogram of extract from three varieties of Ananas comosus; (a) MD2; (b) Morris; and (c) 
Josaphine using PLE optimum condition with static time of 20 minutes and temperature of 105°C with their 
respective UV spectra
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(c) 
Figure 2. Chromatogram of extract from three varieties of Ananas comosus; (a) MD2; (b) Morris; and 
(c) Josaphine using PLE optimum condition with static time of 20 minutes and temperature of 105°C 
with their respective UV spectra 
 
Peak 1 representing catechin with retention time of 6.32 min followed by peak 2, myricetin 
with retention time of 11.82 min and peak 3; bromelain retention with time 28.08 min. 
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HPLC Analysis of Ananas comosus Extract
Chromatographic analysis of bioactive compounds in the extract at optimized conditions 
was conducted using high performance liquid chromatography (HPLC). Several samples of 
Ananas comosus from Morris, MD2 and Josaphine varieties were extracted using the PLE 
optimum parameters at 105°C, pressure of 1500 psi and a static time of 20 min. Figure 2 
shows the chromatograms of Ananas comosus extract from respective varieties of pineapple 
revealed the bioactive compounds mainly present are catechin, myricetin and bromelain. The 
concentration of the compounds in particular varieties can help to distinguish them apart. 
Such as in Morris, each of these bioactive compounds were reported present compared to the 
absence of myricetin in MD2 varieties. In Josaphine, the absence of catechin that appeared 
in other types of pineapple acts as a distinguishing marker.  The identities of the compounds 
were confirmed by standard reference of the compounds and UV comparison that detected at 
selected wavelength, 280 nm.
Peak 1 representing catechin with retention time of 6.32 min followed by peak 2, myricetin 
with retention time of 11.82 min and peak 3; bromelain retention with time 28.08 min.
CONCLUSION
Optimization of extraction procedure for selected bioactive compounds of Ananas comosus 
fruit extract was examined using response surface methodology. This is the first report on 
optimization of bioactive compound from Ananas comosus using this particular extraction 
technique i.e. pressurized liquid extraction (PLE). The optimized condition was validated and 
found to be in close agreement with experimental values. The results showed that extraction 
temperature and extraction time play significant roles in measured responses. Under the optimal 
conditions of 105°C extraction temperature and 20 min of extraction time, pressurized liquid 
extraction yield maximum responses of selected bioactive compounds. These conditions can 
be used to produce extraction yields with higher concentration. The PLE method can contribute 
to the further isolation of bioactive compound from varieties of Ananas comosus. 
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ABSTRACT
Solid polymer electrolyte based on methyl cellulose (MC)-lithium triflate (LiCF3SO3) plasticised with 
ethylene carbonate (EC) was prepared using solution cast technique. The X-ray diffraction (XRD) 
studies proved that the amorphous nature of the electrolyte systems was increases due to the addition 
of salt and plasticiser. The improved surface morphology of plasticised polymer system ensures it has 
good electrode-electrolyte contact during performance testing. The polymer electrolyte was found to 
have high thermal stability indicating that the electrolyte can be used at higher temperature. The ionic 
conductivity increased up to 1.24 x 10-4 S cm-1 at optimum amount of EC plasticiser associated to the 
effect of plasticiser that initially leads to the formation of Li+-EC complex. Consequently, it reduces the 
fraction of polymer-Li+ complex which contributes to the increase of the segmental chain flexibility in 
the plasticized system. Temperature dependent studies indicate ionic conductivity increase due to the 
temperature increase and is in line with Arrhenius behaviour pattern.  An activation energy of 0.26 eV 
at highest conductivity sample was obtained. The addition of plasticiser lowers the activation energy 
thus increasing the ion mobility of the system and contributing to ionic conductivity increment. The 
plasticization method is a promising means to dealing with the solid polymer electrolyte problem and 
producing electrolytes that meet the needs of electrochemical devices.   
Keywords: Llithium triflate, ethylene carbonate, 
impedance spectroscopy, X-ray diffraction  
INTRODUCTION
Solid polymer electrolytes (SPEs) has great 
potential  in electrical energy storage systems 
such as batteries, super capacitors, fuel cell 
and solar cell as the alternative sources 
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(Dissaanayake et al., 2002; Malathi et al., 2010; Shukur et al., 2013). This electrolyte also is 
known for its ability  to overcome the leakage problem of toxic liquid electrolyte, high energy 
density, good thermal stability and high conductivity (Gopalan et al., 2008; Johan et al., 2013). 
However, the conductivity achievement and electrode-electrolyte contact still needs to be 
improved for commercial purposes. 
The plasticization  method is a  promising method to modify the SPE beside formation of 
cross-linked network (Wetjen et al., 2013), copolymerization (Li et al., 2013), and insertion 
of ceramic filler (Tan et al., 2007). It involves the introduction of plasticiser into SPEs system 
which also known as gel polymer electrolytes (GPEs). Several plasticiser such as propylene 
carbonate (PC) and ethylene carbonate (EC) are widely used in polymer electrolyte (Ali et al., 
2011; Mahmud et al., 2012).
Pradhan et al. (2010) in their work reported that the conductivity of SPE increases with 
the addition of plasticiser due to the lowering of glass transition temperature and increasing 
the amorphous phase of the polymer. In the present study, EC is selected as the plasticiser due 
to its low molecular weight and higher dielectric constant (ε = 89.6) compare to the polymer 
host (Ramesh et al., 2011). The high dielectric constant of the plasticiser helps the ions to 
have better dissociations. The study investigates the physical and electrical performance in 
producing better polymer electrolyte with plasticiser content.
METHOD
Polymer electrolytes consisting of methylcellulose (MC) as polymer host, lithium triflate 
(LiCF3SO3 or LiTf) as a doping salt and EC as plasticiser was prepared using solution cast 
technique. Dimethyl formamide (DMF) was used as a solvent to dissolve all the materials. 
Prior to the preparation of polymer–salt solution the LiCF3SO3 salt was dried at 100°C in 
order to eliminate the excessive water. 1 g of MC and lithium salt were dissolved separately 
in DMF and then were mixed together in a Scott bottle. The mixture was stirred for about 24 
hours before casting on Teflon petri dish to let the solvent evaporate slowly until the polymer-
salt film form. The procedure repeated with different stoichiometric ratios of lithium salt. 
For GPEs systems, the sample with the highest ionic conductivity was mixed with different 
weight percent of EC using the similar procedures. The free-standing film forms were obtained 
through slowly drying process inside a vacuum oven at temperature of 60°C. All the samples 
were prepared at room temperature and stored in desiccators for further use. The thicknesses 
of the films were between 0.1 mm and 0.2 mm.
For structural analysis, X-ray diffraction pattern of the films were recorded by PAN 
Analytical X-ray diffractometer with CuKα radiation wavelength (1.54056 Å) in the 2θ 
angle range between 10º to 40º with scanning rate 5° min-1. Environmental scanning electron 
microscopy (ESEM) was used to determine the morphology of the samples with 5000× scanning 
magnification. The thermal studies were performed using thermogravimetric analysis (TGA) 
at heating temperature from 25°C to 500°C, and  conductivity  measured by AC impedance 
spectroscopy studies using  HIOKI 3531 Z Bridge at frequency range between 100 Hz and 1 
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MHz at amplitude 10mV. The polymer electrolytes were sandwiched between two stainless 
steel blocking electrodes with humidity controlled. The conductivity-temperature dependence 
study was conducted in the temperature range 303 K to 363 K.
RESULTS AND DISCUSSION 
Figure 1 shows the X-ray diffractograms of pure MC film, pure LiCF3SO3, MC with 30wt.% 
LiCF3SO3 and MC-LiCF3SO3 with 40wt.% EC content. The broad peaks of pure MC appeared 
between 2θ = 10° and 30° correlated to the crystalline nature of methylcellulose known as 
amorphous hump. The pattern shows that the amorphous character of the samples  increased 
as  the crystalline peaks  decreased gradually and their width began to broaden following 
the addition of lithium salt  (Caruso et al., 2002). The crystalline peak of pure lithium which 
exhibited at 2θ = 16.27°, 19.5°, 22.24°, 31.98°, 39.65° (Figure 1(d)) appeared  to  disappear in 
the polymer-salt system (Figure 1b) indicating the complete dissolution of lithium salt in the 
polymer system (Ahmad et al., 2011). Figure 1c shows the X-ray diffractogram of plasticized 
film is similar with the X-ray diffractogram of polymer salted film.  The crystalline nature of 
this film was decreased compared to the pristine polymer sample indicates that the addition 
of EC increase the amorphous domain of MC-LiCF3SO3 polymer matrix. The reduction in 
crystallinity could explain increases in conductivity, suggesting  crystallinity and  conductivity 
are related in the sample (Johan et al., 2011).
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Figure 1. XRD pattern of (a) Pure MC; (b) MC-30wt% LiCF3SO3; (c) MC-LiCF3SO3-40wt% EC; and 
(d) Pure LiCF3SO3 
 
Figure 2 shows the surface morphology (ESEM) of pure MC film, polymer salt system 
and polymer salt-plasticiser system. The results show pure MC image has rough wrinkles 
Figure 1. XRD pattern of (a) Pure MC; (b) MC-30wt% LiCF3SO3; (c) MC-LiCF3SO3-40wt% EC; and (d) 
Pure LiCF3SO3
Figure 2 shows the surface morphology (ESEM) of pure MC film, polymer salt system 
and polymer salt-plasticiser system. The results show pure MC image has rough wrinkles 
surface with micro-pores. The addition of lithium salt onto the MC polymer in Figure 2(b) 
shows a reduction of the roughness of the surface structure while the XRD analysis shows the 
amorphous hump became less sharp and broadened in polymer salt system implying that the 
amorphousness phase in the electrolyte has increased. Due to this observation, it is suggested 
that the increase of the amorphousness phase in MC polymer is associated with the smooth 
surface morphology of the polymer electrolyte as a result of the interaction of  ether oxygen of 
Nursyahida Sahli, Nordiana Nabilla Ramly, Muhd Zu Azhan Yahya and Ab Malik Marwan Ali
186 Pertanika J. Sci. & Technol. 25 (S): 183 - 190 (2017)
MC and Li+ ions (Johan et al., 2011). In Figure 2(c) it can be noticed that the surface morphology 
of the plasticised polymer-salt appears very smooth, dense and absent of pores. Predictably, 
larger plasticisers were entrapped within the polymer matrix thus increase the flexibility of the 
segmental motion of where influenced in the transporting of charge carriers and successfully 
improved the surface layer of the electrolyte. This result ensures good electrode-electrolyte 
contact and impedance spectroscopy characterization and device applications (Shukur et al., 
2014).
 
 
Figure 2. FESEM image (a) Pure MC; (b) MC-30wt% LiCF3SO3; and (c) MC-LiCF3SO3-40wt% EC 
complexes 
 
The thermogravimetric curve at different polymer electrolyte systems shows in Figure 3. 
The initial degradation of the % weight loss at temperature below 100 m°C is due to the 
removal of moisture, transition of the sample or volatilization of small molecules and/or 
monomers (Guirguis & Moselhey, 2012; Ramesh & Yi, 2009). For pure MC (Figure 3(a)) no 
further weight loss is observed until decomposition commenced at approximately 302.2°C 
before drastically decline. This indicates that the film preparation method was stable at up to 
300°C. The total weight loss for pure MC film is 83.18%. In MC-30wt.% LiCF3SO3 system 
(Figure 3(b)) show steps of temperature degradation. The film constantly stable from 130°C 
to 250°C until second degradation occurs at 256.7°C. The degradation begins from 256.7ºC to 
302.1ºC might be cause by decomposition of MC. This remark that the thermal stability for 
Figure 2. FESEM image (a) Pure MC; (b) MC-30wt% LiCF3SO3; and (c) MC-LiCF3SO3-40wt% EC complexes
The thermogravimetric curve at different polymer electrolyte systems shows in Figure 3. 
The initial degradation of the % weight loss at temperature below 100 m°C is due to the removal 
of moisture, transition of the sample or volatilization of small molecules and/or monomers 
(Guirguis & Moselhey, 2012; Ramesh & Yi, 2009). For pure MC (Figure 3(a)) no further weight 
loss is observed until decomposition commenced at approximately 302.2°C before drastically 
decline. This indicates that the film preparation method was stable at up to 300°C. The total 
weight loss f r pure MC film is 83.18%. In MC-30wt.% LiCF3SO3 syste  (Figure 3(b)) show 
steps of temperature degradation. The film constantly stable from 130°C to 250°C until second 
degradation occurs at 256.7°C. The degradation begins from 256.7ºC to 302.1ºC might be 
cause by decomposition of MC. This remark that the thermal stability for sample containing 
MC-30wt.% LiCF3SO3 stable up to 250°C before decomposition. Finally, degradati n from 
302.1°C to 499°C indicates the main thermal degradation of MC and LiCF3SO3 complexes. 
Thermal stability with the presence of LiCF3SO3 reduces the thermal stability of MC from 
300°C to 256.7°C. This may be attributable  to the weak interaction between MC and LiCF3SO3 
caused the disruption in the complexes proved by FTIR results from previous studies (Sahli 
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& Ali, 2012). The addition of EC plasticiser on polymer-salt system (Figure 3(c)) shows the 
thermal stability increased where the major decomposition temperature for the second stage 
occurs at 269.9°C. The final degradation at 421°C to 500°C with the mass loss of 19.25% 
indicates the degradation of plasticizer EC. It is relevant to use MC based polymer electrolyte 
in electrochemical devices since the thermal stability is higher than 100°C.
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complexes 
 
Figure 3. Thermograms for (a) Pure MC; (b) MC-30wt% LiCF3SO3 and (c) MC-LiCF3SO3-40wt% EC 
complexes
Figure 4 shows the ionic conductivity at variation wt.% of EC plasticiser in polymer 
electrolyte system. It can be observed that the highest ionic conductivity is 1.24 x 10-4 S cm-1 
for 40 wt.% EC at room temperature. This phenomenon can be explained by the relatively low 
viscosity of the plasticiser which decreases the local viscosity around the charge transporting ion 
thereby increasing ionic mobility. The high dielectric constant of the plasticiser interrupts the 
coulombic force between the anions and cations of the salt contributed to the salt dissociation 
in the system therefore more free Li+ ions are produced (Saikia et al., 2008). The addition of 
plasticiser initially leads to the formation of Li+-EC complex which will reduce the fraction 
of polymer-Li+ complex. The flexibility of polymer chains will increase and contribute to 
improvement in conductivity. 
Figure 5 represents the temperature dependence measurement for unplasticised polymer-
salt and plasticized polymer-salt system at highest conductivity. The log σ versus 1000/T plot 
shows that the conductivity for both systems increases with increases in temperature, when a 
small amount of space surrounding its own volume is created through which ionic motion can 
take place   and thereby increase conductivity.  A similar tendency can be observed with ionic 
crystal where the ions jump into neighbouring vacant sites and increases conductivity when 
the temperature is raised.  The regression values are near to unity indicating ion transport in 
the temperature dependence system follows the Arhenieus rules shown below Equation (1).
                     [1]
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Where σo is the exponential factor, Ea is the activation energy, K is the Boltzmann constant 
and T is the absolute temperature. The activation energy, Ea is the energy required for an ion to 
begin movement which calculated from the slope of the log σ versus 1000/T plot. The activation 
energies at the highest conducting samples for unplasticised and plasticized of the MC-based 
systems are presented in Table 1. It shows that the electrolytes with high conductivity exhibit 
the  Ea (Yap et al., 2012). This can explained that in plasticized system the sufficient energy 
of ion is lower for the ion to transfer from the donor site to another thus leading increase the 
ion mobility (Johan et al., 2011). 
the MC-based systems are presented in Table 1. It shows th t the electrolytes with high 
conductivity exhibit the  Ea (Yap et al., 2012). This can explained that in plasticized system 
the sufficient energy of ion is lower for the ion to transfer from the donor site to another thus 
leading increase the ion mobility (Johan et al., 2011).  
 
 
 
Figure 4. The conductivity plot of GPE system at different concentration of plasticiser at 303 K 
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Figure 4. The conductivity plot of GPE system at different concentration of plasticiser at 303 K
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Figure 5. Temperature dependence of ionic conductivity for (a) MC-30wt% LiCF3SO3; and (b) MC-LiCF3SO3-
40wt% EC at 303-363 K
Table 1 
The activation energy, Ea values for the highest conductivities of MC-30wt.% LiCF3SO3 and MC- 
LiCF3SO3- 40wt.% EC  
Electrolyte Conductivity, σ (S cm-1) Activation energy, Ea (eV)
MC- LiCF3SO3 2.13 x 10-5 0.68
MC- LiCF3SO3-EC 1.24 x 10-4 0.26
Physical and Conductivity Studies
189Pertanika J. Sci. & Technol. 25 (S): 183 - 190 (2017)
CONCLUSION 
Polymer electrolytes consisting of MC-LiCF3SO3-EC have successfully prepared and 
investigated showed good thermal stability at high temperature. The XRD proved that by 
reducing crystallinity ionic conductivity can be enhanced as it has been noted to increase with 
rises in temperature increases.
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ABSTRACT
In the electrodeposition system, adding saccharin alters the properties of the metal deposits by changing 
the electrode kinetics of the deposited surface. In this study, nanocrystalline cobalt-iron (CoFe) coating 
was synthesised using the electrodeposition technique with different saccharin concentrations. The 
results obtained showed that the coating thickness increased while the grain size decreased from 51 nm 
to 40 nm when the saccharin concentration increased from 0 to 2 g/L. The nanocrystalline CoFe coating 
produced with 2 g/L of saccharin concentration resulted in the smallest particle size of 71.22 nm and the 
highest microhardness of 251.86 HV. From the salt spray test (24 and 48 hours) it was found that the use 
of saccharin at higher concentration of 2 g/L improves the corrosion resistance of the nanocrystalline 
CoFe coating significantly due to the change of surface morphology as well as the decrease in grain size. 
Keywords: CoFe, corrosion, electrodeposition, nanocrystalline, saccharin  
INTRODUCTION
Since its discovery by Gleiter (1981), 
nanocrystalline materials have had a huge 
impact on many material properties. These 
materials are defined as having grain sizes in 
the nanometre range, typically less than 100 
nm. Grain refinement of materials into the 
nanometre range has been shown to result in 
unique and improved properties compared 
with their conventional polycrystalline 
counterparts.
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Since the first production of nanocrystalline materials through inert gas condensation 
method, several processing techniques have been developed and available for producing these 
materials. However, electrodeposition has been reported to be the oldest and most economical 
and viable technique to produce these very fine grain materials. Uniform depositions on complex 
shaped substrates, low cost, high production rates, good reproducibility, and the reduction of 
waste attributed to synthesising nanocrystalline material are among the many advantages to 
employ this method in producing nanostructured metal and alloys (Schwarzacher et al., 2006).
Saccharin is often added to electrolyte as a grain refiner and brightener during the 
electroplating process. Saccharin adsorbs on the deposited surface forming a condensed phase 
where the density and coverage of adsorbed saccharin depends on the potential of electrode 
surface and the concentration inside the solution (Buessherman, 1994; Kwon & Gewirth, 2007). 
In this study, nanocrystalline cobalt-iron (CoFe) coating was synthesised with various saccharin 
concentrations through the electrodeposition method at a current density of 1.1 A/cm2 in an 
acidic solution of pH 2.9. The effect of saccharin concentration on the surface morphology, 
particle and grain size, hardness, and corrosion behaviour was investigated.
METHOD
Mild steel was used as the substrate with the dimension of 15 mm x 45 mm. Prior to the 
deposition process, the substrates were mechanically polished with silicon carbide papers of 
120, 320, 600, 800 and 1200 grits. The substrates were cleaned using distilled water to remove 
any unwanted particles and then immersed in sulphuric acid to remove any contaminants. 
The substrates were then dried to prevent trapped moisture inside the coating before the 
electrodeposition process starts.
Nanocrystalline CoFe alloy deposits were synthesised from a sulphate solution. The 
plating bath consisted of a mixture of cobalt sulfate, iron sulfate, boric acid, sodium chloride 
and different concentrations of saccharin.  The chemical composition of the solution is listed 
in Table 1. All chemicals were dissolved in 500 ml of distilled water using a magnetic stirrer 
to ensure the chemicals were evenly mixed. The operating temperature and pH value were 
maintained at 40ºC and 2.9. Sulphuric acid (H2SO4) was added in small drops to the electrolyte 
bath in order to adjust the pH of the bath solution. The electrodeposition process which took 
about 30 minutes was synthesised using a direct current of 1.1 A/cm2. The mild steel plate 
(cathode) and graphite (anode) were placed parallel to each other at a distance of 5 cm. The 
saccharin concentrations ranged between 0 g/L and 2 g/L while other parameters remained 
constant. The specimen was later rinsed with distilled water and dried at room temperature. 
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The Field Emission Scanning Electron Microscope (FESEM) was used to characterise the 
surface morphology and microstructure of the nanocrystalline CoFe coatings. The chemical 
composition was measured using an energy dispersive X-ray spectroscopy (EDX) system. The 
XRD investigation was carried out using a RIGAKU ULTIMA IV instrument operated at 40 
kV and 20 mA with Cu Kα radiation (λ=0.1542 nm) at a scan speed of 3º min-1 in the range 
of 30-100º. The XRD was used to identify the preferred crystallographic orientation as well 
as calculate grain sizes of the electrodeposits. Furthermore, the microhardness of the CoFe 
coating was measured using a Vickers microhardness tester (MITUTOYO MVK-H1). The 
microhardness test used a 1kg load and an indention time of 15 s. The test was carried out by 
taking fie measurements at different locations on each of the CoFe coatings to ensure accuracy 
and the average value was taken as the final hardness value. Corrosion behavior was studied 
using a salt spray test according to ASTM B117 respectively.
RESULTS AND DISCUSSION 
Figure 1 (a), (b) and (c) show the FESEM images of deposited nanocrystalline CoFe coatings 
with different saccharin concentration. Different surface morphology was obtained for CoFe 
coatings produced with different saccharin concentration. The morphology of the CoFe coating 
produced with 0 g/L saccharin resulted in a dendritic morphology as shown in Figure 1(a). 
The dendritic morphology contained secondary and tertiary arms and branches originated from 
the main trunk, which is similar to the results reported by Zhu et al. (2008). Meanwhile, a 
spherical morphology was obtained for CoFe coatings with saccharin concentration of 1 g/L as 
shown in Figure 1(b). The spherical morphology showed smaller grain sizes compared with the 
dendritic morphology. This decrease in grain size could be attributed to electrocrystallisation 
process where new crystals were shaped on the existing crystal (Bockris et al., 1967). It was 
also found that as the saccharin concentration increased, agglomerations were produced as 
shown in Figure 1(c) for CoFe coatings electrodeposited with 2 g/L of saccharin. Furthermore, 
the increase of saccharin concentration significantly improved the surface morphology of the 
electrodeposited nanocrystalline CoFe coating where a smoother, more compact and brighter 
deposits were obtained. In addition, the increase in saccharin concentration has also decreased 
the grain sizes of the CoFe coatings (Masdek & Alfantazi, 2012, 2014; Jin-Ku et al., 2009).
Table 1 
Electrodeposition bath composition  
Chemicals Concentration (g/L)
Cobalt Sulphate (CoSO4, 7H2O) 14.2
Iron Sulphate (FeSO4, 7H2O) 5.6
Boric Acid (H3BO3) 16.6
Sodium Chloride (NaCl) 4.2
Saccharin 0 - 2
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The electrodeposited nanocrystalline CoFe coating with 0, 1 and 2 g/L of saccharin 
concentrations produced different particle sizes, which are 86.27 nm, 84.31 nm and 71.22 
nm respectively. The particle size was measured from five different regions of each sample 
by using Image J software and the average value was taken as the final particle size. The 
smallest particle size was obtained from the CoFe coating deposited with 2 g/L of saccharin. 
It has been reported that the decrease in particle size is related to the cathode efficiency as 
well as the deposition rates (Masdek & Alfantazi, 2014; Prado et al., 2009). In addition, the 
reduction of particle size and the presence of enormous quantities of grain boundaries in the 
microstructures are also reported to produce good mechanical and physical properties (Hyie 
et al., 2014). The thickness of the coating was also measured using the FESEM as shown in 
Figure 2. It was found that the coating thickness corresponded with an increase in saccharin 
concentration. The thickness of the CoFe coating was in the range of 25.47 μm to 40.68 μm. 
grain sizes compared with the dendritic morphology. This decrease in grain size could be 
attributed to electrocrystallisation process where new crystals were shaped on the existing 
crystal (Bockris et al., 1967). It was also found that as the saccharin concentration increased, 
agglomerations were produced as shown in Figure 1(c) for CoFe coatings electrodeposited 
with 2 g/L of saccharin. Furthermore, the increase of saccharin concentration significantly 
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a smoother, more compact and brighter deposits were obtained. In addition, the increase in 
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the deposition rates (Masdek & Alfantazi, 2014; Prado et al., 2009). In addition, the reduction 
of particle size and the presence of enormous quantities of grain boundaries in the 
microstructures are also reported to produce good mechanical and physical properties (Hyie et 
al., 2014). The thickness of the coating was also measured using the FESEM as shown in 
Figure 2. It was found that the coating thickness corresponded with an increase in saccharin 
concentration. The thickness of the CoFe coating was in the range of 25.47 µm to 40.68 µm.  
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The EDX analysis was used to study elemental composition of the electrodeposited 
nanocrystalline CoFe coatings. Table 2 shows the elemental composition of the electrodeposited 
nanocrystalline CoFe coatings with different saccharin concentrations (0, 1 and 2 g/L). The 
EDX confirmed the presence of cobalt (Co), oxygen (O), carbon (C) and a small amount of 
sulphur (S) in all the samples. The element of Co showed the increase amount of weight (%) 
when saccharin concentration was increased from 0 to 1 g/L. However, a slight decrease of 
weight (%) was noted when saccharin concentration was increased from 1 to 2 g/L. The element 
of O showed a decrease of weight (%) as the saccharin concentration increased from 0 to 1 
g/L. However, the weight (%) corresponded with an increase of saccharin from 1 to 2 g/L. 
The carbon was found to slightly decreased in weight (%) when the saccharin concentration 
was increased from 0 to 1 g/L. interestingly, no carbon content was found from CoFe coatings 
deposited with saccharin concentration of 2 g/L. This may be due to the carbon tape that was 
used during sample preparation (Hyie et al., 2012).
Figure 2. The thickness of CoFe coating with: (a) 0g/L (25.55 µm); (b) 1 g/L (29.47 µm); and (c) 2 g/L (40.68 
µm)
 
(a)     (b)    (c) 
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(c) 2 g/L (40.68 µm) 
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found from CoFe coatings deposited with saccharin concentration of 2 g/L. This may be due 
to the carbon tape that was used during sample preparation (Hyie et al., 2012). 
 
Table 2 
The elemental composition of CoFe coatings at different saccharin concentrations 
Table 2 
The elemental compositio  of CoFe coating  at different saccharin concentrati ns  
Sample Saccharin concentration (g/L)
0 1 2
Element Weight (%) Weight (%) Weight (%)
C 0.21 0.20 -
O 21.77 21.71 21.76
Co 40.21 47.94 46.41
Fe 37.73 30.09 31.78
S 0.01 0.05 0.03
The application of XRD can be used to determine the characteristics of a compound based 
on diffraction pattern. The electrodeposited nanocrystalline CoFe coatings for all samples were 
characterised using XRD. Figure 3 shows the XRD patterns for deposited nanocrystalline CoFe 
alloy deposits with different saccharin concentrations. The CoFe alloys existed at three distinct 
phases, namely the ε (HCP), γ (FCC) and α (BCC) phases at room temperature.
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The XRD patterns of nanocrystalline CoFe coating obtained with different saccharin 
concentrations resulted in different Co and CoFe peaks. The Co-Fe phase exposed its 
characteristic peak at approximately 2θ angle, 45º, 65º, and 83º. These conditions were also 
reported in a previous study by Hyie et al. (2012). The CoFe phase was identified as the body-
centred cubic (BCC) crystal structure with JCPDS No. 010717170 (Masdek & Alfantazi, 
2014; Hyie et al., 2012; Abdullah et al., 2013). The Co phase was also observed in the sample 
and its peaks were observed approximately at 2θ angle of 99º. The Co phase was identified as 
the hexagonal close-packed (HCP) structure. Similar results were also reported by previous 
studies (Jin-Ku et al., 2009; Hyie et al., 2012; Hyie et al., 2014). The crystallite size of these 
deposited CoFe coatings with 0, 1 and 2 g/L saccharin concentrations were obtained from the 
XRD results by using Debye Scherrer’s formula as followed:
                        [1]
Where D is the grain size, k is the constant of proportionality which is 0.9, λ is referred to the 
wavelength of X-ray (Cu Kα=0.152 nm), β is the full-width half maximum (FWHM) in radian, 
and θ is the Bragg angle. The average grain size of crystallites calculated for each sample with 
different saccharin concentrations is shown in Table 3. The crystallite size of CoFe coatings 
ranges from 51 nm to 40 nm. The increment of saccharin concentration resulted in the decrease 
of grain size. This may be due to the ability of saccharin to refine the grain size and reduce 
internal stress of electrodeposited coatings (Masdek & Alfantazi, 2014; Jin-Ku et al., 2009; 
Hassani et al., 2008; Rashidi et al., 2009). It has been reported that the ability of saccharin to 
adsorb onto the coating surface slows down the surface distribution of ions to the active spots 
of growth resulting in a smaller grain size (Wu, 2002).
Figure 3. The X-ray diffraction pattern for three electrodeposited nanocrystalline CoFe coatings obtained in 
0 g/L, 1 g/L and 2 g/L saccharin concentration
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Table 3 
The grain size of electrodeposited nanocrystalline CoFe coatings with different saccharin 
concentrations 
Saccharin concentration (g/L) Grain size (nm) 
0 51 
1 45 
2 40 
 
The relation between microhardness of the deposited nanocrystalline CoFe coatings and 
grain size is shown in Figure 4. The measurements resulted in a decrease of hardness as the 
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The relation between microhardness of the deposited nanocrystalline CoFe coatings and 
grain size is shown in Figure 4. The measurements resulted in a decrease of hardness as the grain 
size increases. From the figure, it can be seen that the hardness decreased linearly from about 
252 HV for CoFe coatings with the smallest grain size of 40 nm to 185 HV for the coatings 
with the largest grain size of 51 nm. Similar results were also reported where the decrement of 
grain size of nanocrystalline materials resulted in an increase of hardness (Hassani et al., 2008; 
Rashidi et al., 2009; Suryanarayana, 2002). The increase in hardness of the nanocrystalline 
CoFe coating deposited with 2 g/L of saccharin is also due to the compact surface structure 
produced compared with the other samples obtained with lower saccharin concentration. This 
compact structure is believed to reduce the formation of void and thus improved the hardness 
of these electrodeposited nanocrystalline CoFe coatings. 
Table 3 
The grain size of electrodeposited nanocrystalline CoFe coatings with different saccharin concentrations  
Saccharin concentration (g/L) Grain size (nm)
0 51
1 45
2 40
Figure 4. The variation of microhardness of nanocrystalline CoFe coatings as a function of grain size
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The corrosion behaviour of the electrodeposited nanocrystalline CoFe coatings with 
different saccharin concentrations was evaluated using the salt spray test. The corrosion test 
done followed the ASTM B117 standard. Salt fog test had been conducted for 24 hours and 
48 hours to observe the effect of the corrosion on the surface coatings. Table 4 shows the 
conditions of all CoFe coating samples deposited with different saccharin concentrations 
The corrosion behaviour of the electrodeposited nanocrystalline CoFe coatings with 
different saccharin concentrations was evaluated using the salt spray test. The corrosion test 
done followed the ASTM B117 standard. Salt f g test had been conducted for 24 ours and 
48 hours to observe the effect of the corrosion on the surface coatings. Table 4 shows the 
conditions of all CoFe coating samples deposited with different saccharin concentrations 
before and after (24 and 48 hours) the tests were done. The results obtained clearly showed 
that the nanocrystalline CoFe coating produced with 0 g/L saccharin concentration has the 
lowest corrosion resistance where it was easily corroded for both 24 and 48 hours. The 
corrosion resistance significantly improved where it shows only a slight corroded area from 
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the nanocrystalline CoFe coating obtained using 2 g/L saccharin that was tested for 24 hours. 
However, the deposit showed white rust due to the fog of droplets that had accumulated on 
the surface coating after 48 hours. This was also reported by Nayana and Venkatesha (2010). 
On the other hand, it was found that the coating was still intact on the mild steel even though 
there was some yellowish-brown colour corrosion that was developed on the nanocrystalline 
CoFe coating. After 48 hours salt spray test, the entire surface coating from the deposit that 
was produced with 1 g/L saccharin concentration showed a brown colour of rust. The CoFe 
coating obtained with 0 g/L saccharin that was tested for 24 and 48 hours clearly showed a large 
area of reddish brown colour indicating a severe corrosion had occurred. Based on the three-
different saccharin concentration used to deposit the nanocrystalline CoFe coating, the sample 
with 2 g/L saccharin concentration showed highest corrosion resistance from with 24 and 48 
hours salt spray test compared with two coatings produced with lower saccharin concentration. 
Table 4 
The conditions of nanocrystalline CoFe coatings with different saccharin concentrations before and after 
24 hours and 48 hours salt spray test  
Saccharin concentration Before After
24 hours 48 hours
0 g/L
   
1 g/L
   
2 g/L
   
CONCLUSION
This study had studied the effect of saccharin concentrations on the electrodeposited 
nanocrystalline CoFe coatings which were found to have had a remarkable effect on the 
microstructure, grain size, microhardness and corrosion behaviour. The increase in saccharin 
concentration significantly improved the surface morphology of the electrodeposited 
nanocrystalline CoFe coating where a smoother, thicker, more compact and brighter deposits 
were obtained. The increase in saccharin concentration had also decreased the grain sizes of the 
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CoFe coatings from 51 nm to 40 nm. Furthermore, the microhardness of the electrodeposited 
nanocrystalline CoFe coatings also increased from 185 HV to 252 HV with higher saccharin 
concentrations in the electrolyte solution due to the smaller grain size. The corrosion resistance 
also improved significantly with higher saccharin concentration. Thus, it can be concluded 
that the presence of saccharin in higher concentration in the electrolyte changed the surface 
morphology, increased the coating thickness and microhardness as well as improve the corrosion 
resistance of the electrodeposited nanostructured CoFe coatings.
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ABSTRACT
This research investigated the wear properties of Carbon Nanotube (CNT) filled epoxy polymer and 
fiber reinforced composites. The CNT/epoxy composites with 0.5 wt% and 1.0 wt% CNT contents 
were mixed at 50°C for 1 hour at a speed of 400 rpm using mechanical mixer, while woven glass fiber 
reinforced polymer (GFRP) nanocomposites were fabricated using vacuum bagging technique. The 
effect of CNT on wear properties was evaluated using dry sliding abrasion wear test that used vitrified 
bonded silicon carbide as abrasive wheels. The mass loss and specific wear rate curves show that wear 
properties of epoxy polymer and GFRP composite systems were enhanced when CNT was added. Epoxy 
polymer and GFRP nanocomposites showed the highest wear resistance when CNT content was 1.0 
wt% and 0.5 wt% respectively. The CNT-filled composite showed improvement till up to 78.9 % from 
its pure system. This suggested that the load transferability between CNT and epoxy was more effective 
in nanomodified systems than in its pure systems. Therefore, adding CNT improves the wear properties 
of epoxy polymer and woven GFRP composite. 
Keywords: CNT, dry abrasion, epoxy, glass fiber, specific wear rate  
INTRODUCTION
In recent years, the demand for advanced 
composite materials has increased due to 
their availability and their utility in many 
applications. Wear performance of a material 
is based on the material properties in terms of 
its wear rate and friction coefficient. It can be 
defined as the loss of material when subjected 
to relative motion, and it further includes any 
form of surface damage caused by rubbing 
processes. Thus, composite materials embed 
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reinforcement into the matrix to improve the properties of the material. Epoxy resin matrix, 
a thermoset type polymer, has been used extensively in engineering applications, due to its 
flexible processing characteristics, good affinity to heterogeneous materials, considerable creep 
and solvent resistance as well as its high operating temperatures (Guo et al., 2010). However, 
there are still limitations to using epoxy matrix, such as brittleness, rigidity, and poor resistance 
to crack propagation (Mirmohseni & Zavareh, 2010). Therefore, fillers and fibers have been 
reinforced to formulate high mechanical and wear resistant composite materials. The fillers 
have been developed from micro-size to nano-size today to give a better impact on the matrix. 
Nano-size fillers are added for better stiffness, strength, toughness, dimensional stability, and 
thermal properties (Jumahat et al., 2013). Fillers such as carbon nanotubes (CNTs) have high 
aspect ratio (Meng et al., 2009) and outstanding mechanical, electrical, thermal, and other 
characteristics, making them a multi-functional reinforcement material for polymer matrices 
(Sapiai et al., 2015; Kim et al., 2012). 
Fiber reinforced polymer composites hold extra credit because of their lightweight, 
excellent specific stiffness and strength, and liberty in design due to tailored anisotropy 
behaviour (Chen et al., 2014). Glass fibers on the other hand, is a  remarkable material due 
to their high strength to weight ratio and high corrosion and chemical resistance (Kanny & 
Mohan, 2014), besides their wide availability as well as being inexpensive (Zhao et al., 2013). 
However, the properties of FRP composite depend on several factors such as fiber orientation, 
fiber content, fiber length, fiber/matrix compatibility and its interface strength (Guignier et al., 
2015; Sapiai et al., 2015).
Many studies have been conducted in the past decade on CNT (nanofillers) reinforced 
polymer composites and glass fiber reinforced polymer focusing on their mechanical and 
tribological properties. While for advanced type composite structure where fiber serves as 
primary reinforcement and nanofiller as secondary reinforcement, studies on tribological 
properties have are new (the past 5 to7 years). A study by Suresha et al. (2010) looked at carbon 
and glass fabric reinforced vinyl ester composites, where a test was conducted using block on 
ring dry wear test to find out wear behaviour of the composites. The result showed that carbon 
fiber showed better wear resistance than glass fiber, due to the abrasiveness of the latter that 
ruptured transfer film and adhesive bonds at the interface of the composite. 
Larsen et al. (2008) examined glass and carbon/aramid weave epoxy composite using pin 
on disc to determine wear performance at 9 different p-v conditions. It was found that glass/
epoxy is beneficial if fibers in the weave are oriented parallel and anti-parallel with respect 
to sliding direction instead of normal and parallel. The findings are also affected by fiber 
properties, as reported by (Suresha et al., 2010). Dong et al. (2005) studied the tribological 
properties of nanocomposites where 0-4.0 wt% MWCNT content was incorporated into 
epoxy matrix and tested under dry sliding contact condition. It was found that MWCNTs/EP 
composites have higher wear resistance and also smaller friction coefficient compared with 
pure epoxy system. Nanocomposites with 1.5wt% MWCTNs content showed smallest wear 
rate and friction coefficient. Yan et al. (2013) on the other hand had studied the performance 
of aligned CNT (ACNTs) epoxy composite when undergoing water-lubricated sliding contact. 
Wear Properties of Carbon Nanotubes Filled Epoxy Polymers
203Pertanika J. Sci. & Technol. 25 (S): 201 - 212 (2017)
They concluded that first, ACNTs improved wear resistance of ACNTs/EP composites by 219 
times than pure epoxy, and second, water lubricant improved wear mechanism from fatigue 
wear to slightly abrasive wear. 
Although enhanced mechanical properties of CNT filled polymer composite have been 
extensively investigated, the wear properties of advanced nano-filled fiber reinforced composite 
have not yet been fully studied. In the present work, wear behaviour (mass loss and specific wear 
rate) of CNT-filled epoxy and CNT-filled Glass Fiber Reinforced Polymer (GFRP) composites 
under abrasive condition was studied. Sample characterisations such as TEM, density, heat 
distribution and optical micrograph were conducted. 
METHOD
In this work, the epoxy resin (Miracast 1517 A) and hardener (Miracast 1517 B) used in this 
research were supplied by Miracon (M) Sdn. Bhd; the mixing ratio was 100:30. A FloTube 
9000 Series Multi-wall Carbon Nanotube (CNT) was used as nanofiller, supplied by CNano 
Technology (Beijing) Ltd, China. The CNT was produced by a catalytic vapour deposition 
process with average diameter and length of 11 nm and 10 μm respectively. The glass fiber used 
was CWR200 plain weave C-glass fiber supplied by Vistec Technology Service (M) Sdn. Bhd. 
The desired amount of CNT (0.5 wt%, and 1.0 wt%) was measured and mixed in epoxy 
resin using mechanical stirrer at 50°C temperature and speed of 400 rpm for 1 hour. The mixture 
was then degassed under high vacuum oven for 1 hour to remove oxygen and air bubbles. 
Finally, the mixture was blended with hardener for 15 minutes before used.
For CNT-filled epoxy system, the samples were prepared using silicon mould. The silicon 
mould was prepared following dimension shown in Figure 1. The surface of silicon mould 
was coated with release agent to ease sample removal once it cures. Curing process was done 
at room temperature for 24 hours. For CNT-filled GFRP composite system, vacuum bagging 
method was used to laminate glass fiber and CNT-filled epoxy resin. The CNT-filled epoxy 
resin of 0.5 wt% and 1.0 wt% was prepared by following the exact procedure mentioned 
above. 24 sheets of glass fiber was layered with mixture of CNT-filled epoxy resin to ensure 
the 6mm sample thickness, as required by machine specification. Vacuum process was done 
for 1 hour to remove trapped air. Finally, the laminates were cured at room temperature for 24 
hours. The cured laminates were cut based on the dimension shown in Figure 1, in accordance 
with machine specification. 
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to ensure the 6mm sample thickness, as required by machine specification. Vacuum process 
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Figure1. Dimensions for dry sliding abrasion test 
 
The degree of CNT dispersion in epoxy matrix was observed using Transmission 
Electron Microscopy (TEM). The sample was cut into a thickness of 85nm using Leica UC2 
Ultra-microtome machine at room temperature. The TEM machine used was FEI Tecnai TEM 
at accelerating voltage of 80 kV. Gatan MS6000CW high-resolution digital camera was used 
to capture the image, while Gatan digital micrograph software was used to collect the image 
with magnifications of 43000x and 300000x.   
The density of sample was determined by Archimedes’ principle using density balance. 
The size of the composite sample was 15 mm x 15 mm x 3.0 mm and calculated in 
accordance to ASTM D792. The density was obtained following Eq. [1]. Measurement was 
repeated 5 times for each sample system.  
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The degree of CNT dispersion in epoxy matrix was observed using Transmission Electron 
Microscopy (TEM). The sample was cut into a thickness of 85nm using Leica UC2 Ultra-
microtome machine at room temperature. The TEM machine used was FEI Tecnai TEM at 
accelerating voltage of 80 kV. Gatan MS6000CW high-resolution digital camera was used to 
capture the image, while Gatan digital micrograph software was used to collect the image with 
magnifications of 43000x and 300000x.  
The density of sample was determined by Archimedes’ principle using density balance. 
The size of the composite sample was 15 mm x 15 mm x 3.0 mm and calculated in accordance 
to ASTM D792. The density was obtained following Eq. [1]. Measurement was repeated 5 
times for each sample system. 
                      [1]
Where ρsample is density of sample, ρwater is density of water at room temperature (20°C) = 0.9982 
g/cm3, A is mass of dry sample and B is mass of sample in water.
Abrasion Resistance Tester (TR-600) was used to conduct dry sliding abrasion wear test. 
The schematic diagram of the tester is shown in Figure 2. The test was conducted based on 
ASTM D3389 standard. The disc of 123 mm diameter and 6 mm thickness was the sample, 
located in contact with two vitrified bonded silicon carbide as the abrasive wheels. In each test 
run, the wheels were cleaned using metal brush to eliminate any dust, particle and contaminant. 
The weight of sample at initial stage and after each run was taken using high precision balance. 
The sample was set at 267 rpm speed and 20 N load for 10,000 m distance travel with interval 
of 2000 m. A total of five readings of mass was taken for 10,000 m distance travel. Based 
on the mass loss recorded, the specific wear rate was calculated using Archard’s wear model 
(Archard, 1953), stated in Eq. [2]. The summary of operational conditions is given in Table 1.
                      [2]
Where Ws in (mm3/Nm), Δm is mass loss (g), L is sliding distance (m), ρ is density (g/mm3) 
and F is applied load (N).
The thermal distribution at the contact surface was captured using Infrared camera (PTI 
160) to obtain the amount of heat generated during testing. To further investigate the worn 
surface, optical microscopy was done using Stereo-zoom Microscope. This was facilitated 
using IMAP software, where the software is able to enlarge the image of sample in order to 
investigate the scratch and wear mechanisms on the surface.
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RESULTS AND DISCUSSION 
Based on Eq. (1), the density of CNT-filled epoxy and CNT-filled GFRP composite was 
obtained, shown in Table 2. The density of epoxy filled with CNT was increased as CNT content 
increased while CNT-filled GFRP composite showed different trend as CNT content increased. 
Although fiber reinforcement did increase the density of composite, the latter decreased as 
CNT content increased. This may be due to the presence of voids in the composite and uneven 
dispersion of CNT inside the matrix. The density further affects the result of specific wear rate 
of samples, as shown in Eq. (2). 
 
Figure 2. Schematic diagrams of Abrasion Resistance Tester (TR-600) (Jumahat et al., 2015) 
 
Table 1 
Operating parameters of Dry Sliding Abrasion Test 
Parameters Experimental Conditions 
Contact geometry  Cylinder on flat 
Type of motion Unidirectional sliding 
Applied load 20 N 
Sliding speed 267 rpm 
Sliding distance 10,000 m at interval 2000 m 
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Table 1 
Operating parameters of Dry Sliding Abrasion Test  
Parameters Experimental Conditions
Contact geometry Cylinder on flat
Type of motion Unidirectional sliding
Applied load 20 N
Sliding speed 267 rpm
Sliding distance 10,000 m at interval 2000 m
Table 2 
Density of sample 
Epoxy content (wt%) CNT content (wt%) Glass Fiber content (vol%) Density of composite (g/cm3) 
100.0 - - 1.14850
99.5 0.5 - 1.14981
99.0 1.0 - 1.14998
100.0 - 10.0 1.65552
99.5 0.5 10.0 1.48892
99.0 1.0 10.0 1.41586
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The dispersion of 0.5 wt% and 1.0 wt% CNT in epoxy resin is shown in Figure 3 and 
Figure 4 respectively. At high magnification, TEM images showed the presence of clusters 
of entangled CNT in epoxy. The CNT has an average diameter of 10 nm as shown in high 
magnification TEM images.
  
(a)     (b) 
Figure 3. TEM images for dispersion of 0.5 wt% CNT-filled epoxy at magnification of: (a) 43000x; 
and (b) 300000x 
 
  
(a)     (b) 
Figure 4. TEM images for dispersion of 1.0 wt% CNT-filled epoxy at magnification of: (a) 43000x; 
and (b) 300000x 
 
The results for accumulated mass loss of CNT-filled epoxy and CNT-filled GFRP 
composite are shown in Figure 5(a) and Figure 5(b) respectively. The results were compared 
with pure epoxy and pure GFRP composite system. The mass loss over 10,000 m distance 
follows a similar increasing trend for all samples of pure epoxy, pure GFRP composite, CNT-
filled epoxy and CNT-filled GFRP composite. In Figure 5(a), the accumulated mass loss for 
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The results for accumulated mass loss of CNT-filled epoxy and CNT-filled GFRP composite 
are shown in Figure 5(a) and Figure 5(b) re pectively. The results were compared with pure 
epoxy and pure GFRP composite system. The mass loss over 10,000 m distance follows a 
similar increasing trend for all samples of pure epoxy, pure GFRP composite, CNT-filled epoxy 
and CNT-filled GFRP composite. In Figure 5(a), the accumulated mass loss for pure epoxy, 
0.5 wt% CNT and 1.0 wt% CNT-filled epoxy composites are 0.725 g, 0.325 g and 0.300 g 
respectively. The 1.0 wt% CNT-filled epoxy showed lowest mass loss, i roving by 58.2 % 
from epoxy without nanofillers. It can be observed that the CNT incorporation in epoxy has 
reduced the amount of accumulated mass loss of the samples, although the improvement was 
not that significant. 
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In Figure 5(b), the profile trend for 0.5 wt% and 1.0 wt% CNT-filled GFRP composite 
have shown great improvement compared with that of pure GFRP composite. The lowest 
mass loss is 0.547 g from sample with 0.5 wt% CNT content. Both samples of 0.5 wt% and 
1.0 wt% CNT-filled GFRP composite have shown wear improvement up to 81.1% and 71.1% 
respectively. However, pure GFRP composite has highest accumulative mass loss up to 2.887 
g, very high compared with pure epoxy in Figure 5(a). This is due to the presence of glass 
fiber in the composite. Glass fibers are abrasive and brittle in nature (Suresha et al., 2010). Its 
debris may form third-body abrasive wear, leading to higher mass loss (Larsen et al., 2008). 
Moreover, 1.0 wt% CNT-filled GFRP composite performance was not at par as 1.0 wt% CNT-
filled epoxy performance, might be due to agglomeration of CNT in the matrix. However, by 
observing both figures, the results actually proved that resins incorporated with nanofillers do 
improve its wear resistant compared with their pure system. 
From accumulated mass loss values, corresponding specific wear rate profiles after 10,000 
m distance travel were plotted in Figure 6 using Eq. (2) and the density results obtained before. 
In Figure 6(a), the specific wear rate after 10000 m is highest for pure epoxy compared with 
0.5 wt% and 1.0 wt% CNT-filled epoxy composites with a value of 0.003156 mm3/Nm. 
The lowest specific wear rate is  using 1.0 wt% CNT-filled epoxy composite with a value of 
0.0013044 mm3/Nm, indicating its high wear resistance. The percentage improvement was 
about 56.67 % from pure epoxy. Furthermore, by observing the three profiles, the presence of 
CNT showed improvement on the composite, although the improvement only occurred after 
4000 m distance travel. This is due to the run-in wear stage or initial wear stage that begins 
from 0 m to 4000 m distance, and above 4000 m, the composite has achieved its steady-state 
stage (Lee et al., 2014). 
pure epoxy, 0.5 wt% CNT and 1.0 wt% CNT-filled epoxy composites are 0.725 g, 0.325 g 
and 0.300 g respectively. The 1.0 wt% CNT-filled epoxy showed lowest mass loss, improving 
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epoxy has reduced the amount of accumulated mass loss of the samples, although the 
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For the case of CNT-filled GFRP composite, shown in Figure 6(b), the specific wear rate 
profiles for pure, 0.5 wt% and 1.0 wt% CNT content showed a more consistent improvement. 
As described in Figure 5(b), 0.5 wt% CNT-filled GFRP composite has the highest wear 
performance, thus the lowest specific wear rate with a value of 0.0018358 mm3/Nm, improving 
by 78.9% compared with pure GFRP composite. The sample with 1.0 wt% CNT content has 
shown less wear improvement that may be due to nanofiller agglomeration (Dong et al., 2005). 
Figure 7 and Figure 8 show thermal distribution of the contact at the wheel for both systems 
after 6000 m distance travel, for CNT-filled epoxy system and CNT-filled GFRP composite 
system respectively. The maximum temperature recorded for CNT-filled epoxy system was 
37.3°C and 34.6°C for 0.5 wt% and 1.0 wt% CNT content respectively. The thermal distribution 
showed that the frictional heat for 1.0 wt% CNT-filled epoxy is lower, which resulted in lower 
wear rate. On the other hand, higher maximum temperature was recorded for CNT-filled GFRP 
composite systems. 0.5 wt% CNT content recorded temperature of 40.2°C while 1.0 wt% CNT 
content recorded even higher temperature up to 42°C. The frictional heat created on the surface 
of the latter sample was very high, resulting in a higher mass loss, complying with the low 
specific wear rate discussed before. Besides that, the presence of glass fiber contributed to the 
frictional heat due to the abrasive nature of glass fiber (Suresha et al., 2010).  
The worn surface of pure GFRP composite and CNT-filled GFRP composite for dry sliding 
abrasion test after 10,000 m distance travel was selected to evaluate the effect of CNT content 
on the worn surface, as shown in Figure 9.  
Moreover, 1.0 wt% CNT-filled GFRP composite performance was not at par as 1.0 wt% 
CNT-filled epoxy performance, might be due to agglomeration of CNT in the matrix. 
However, by observing both figures, the results actually proved that resins incorporated with 
nanofillers do improve its wear resistant compared with their pure system.  
From accumulated mass loss values, corresponding specific wear rate profiles after 
10,000 m distance travel were plotted in Figure 6 using Eq. (2) and the density results 
obtained before. In Figure 6(a), the specific wear rate after 10000 m is highest for pure epoxy 
compared with 0.5 wt% and 1.0 wt% CNT-filled epoxy composites with a value of 0.003156 
mm3/Nm. The lowest specific wear rate is  using 1.0 wt% CNT-filled epoxy composite with a 
value of 0.0013044 mm3/Nm, indicating its high wear resistance. The percentage 
improvement was about 56.67 % from pure epoxy. Furthermore, by observing the three 
profiles, the presence of CNT showed improvement on the composite, although the 
improvement only occurred after 4000 m distance travel. This is due to the run-in wear stage 
or initial wear stage that begins from 0 m to 4000 m distance, and above 4000 m, the 
composite has achieved its steady-state stage (Lee et al., 2014).  
 
  
(a)      (b) 
Figure 6. Curves of specific wear rate versus distance for: (a) CNT-filled epoxy; and (b) CNT-filled GFRP 
composite compared with pure system using dry sliding abrasive test
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Figure 7. Thermal distribution of: (a) 0.5 wt%; and (b) 1.0 wt% CNT-filled epoxy composite 
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Figure 8. Thermal distribution of: (a) 0.5 wt%; and (b) 1.0 wt% CNT-filled GRFP composite 
 
The worn surface of samples exhibited different morphologies due to different interfacial 
strengths. The worn surface of pure GFRP composite shows signs of adhesion and abrasive 
wear (Figure 9(a)). The surface displayed plucked and ploughing marks indicating adhesive 
wear and ploughing. The damage starts with microcracks leading to resin removal. Once the 
fiber is not protected by resin, they become exposed to fracture due to their brittle and fragile 
behaviour (Larsen et al., 2008). The boundary of wear track and unworn surface (Figure 9(b)) 
was not easily distinguished due to the high resin removal. The matrix/fiber interface strength 
was not strong, corresponding with the result obtained in Figure 5(b).  
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The worn surface of samples exhibited different morphologies due to different interfacial 
strengths. The worn surface of re GFRP composite shows signs of adhesion and abrasive 
wear (Figure 9(a)). The surface displayed plucked and ploughing marks indicating adhesive 
wear and ploughing. The damage starts with microcracks leading to resin removal. Once the 
fiber is not protected by resin, they become exposed to fracture due to their brittle and fragile 
behaviour (L rsen et al., 2008). The boundary of we r track and unwo n surface (Figure 9(b)) 
was not easily distinguished due to the high resin removal. The matrix/fiber interface strength 
was not strong, corresponding with the result obtained in Figure 5(b). 
Incorp rating CNT in GFRP c mposite showed improvement in worn surfaces as displayed 
in Figure 9(c and d) and Figure 9(  and f). No fiber pull out or ploughing was found in either 
samples. The surface was also smoother, uniform and compact, without any microcracks 
of resin. The adhesive wear was clearly reduced, as proven by results in Figure 5(b). The 
boundaries can also be distinguished easily due to the strong interface strength between fiber 
and matrix. Therefore, incorporating CNT into epoxy matrix reduces wear of GFRP composites. 
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Figure 9. Worn surface and track boundary of dry sliding abrasion test for: (a and b) Pure; (c and d) 
0.5 wt% CNT-filled; and (e and f) 1.0 wt% CNT-filled GFRP composite 
 
Incorporating CNT in GFRP composite showed improvement in worn surfaces as 
displayed in Figure 9(c and d) and Figure 9(e and f). No fiber pull out or ploughing was found 
in either samples. The surface was also smoother, uniform and compact, without any 
Figure 9. Worn surface and track boundary of dry sliding abrasion test for: (a and b) Pure; (c and d) 0.5 wt% 
CNT-filled; and (e and f) 1.0 wt% CNT-filled GFRP composite
CONCLUSION 
This study had examined the wear properties (mass loss and specific wear rate) for CNT-filled 
epoxy and CNT-filled GFRP composite under dry sliding abrasive test. It was found that the 
wear properties of pure epoxy and pure glass fiber reinforced composite were improved when 
CNT is used as a filler. For nano-filled epoxy, CNT content of 1.0 wt% have the lowest specific 
wear rate with 56.67% improvement from pure epoxy system, while for nano-filled glass fiber 
reinforced composite, composite with 0.5 wt% of CNT have the lowest specific wear rate, 
with improvement of 78.9% from pure glass fiber reinforced composite. The presence of CNT 
improved the interface strength between fiber and matrix for fiber reinforced composite system. 
In order to further investigate the wear resistance of these systems, it is recommended future 
studies focus on the effect of operating parameter during testing.
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ABSTRACT
This paper investigates the effect of acid and silane treatment of Carbon Nanotubes (CNT) on wear 
properties of epoxy polymer composite. The wear test done was based on ASTM D3389 standard 
using the Abrasive Wear Tester (TR 600). Characterisation analysis was also done using Transmission 
Electron Microscopy (TEM) in order to study the dispersion of the CNT inside the epoxy matrix. When 
untreated CNT was added to the epoxy with amounts of 0.5, 0.75 and 1.0 wt%, the wear rates did not 
improve except for 0.5 wt% CNT filled epoxy. This was due to the lack of dispersion which causes larger 
chunks of material being dug out, thus contributing to a higher mass loss and wear rate. When treated 
with acid and silane, 0.75 wt% and 1.0 wt% CNT filled epoxy composites showed improvement. The 
TEM images of 0.5 wt%, 0.75 wt% and 1.0 wt% PCNT filled epoxy supported the claim of the lack of 
dispersion of PCNT inside the epoxy.
Keywords: Abrasive wear, dry sliding, nanoparticles, polymer composite  
INTRODUCTION
Wear is the progressive loss of substance from the surface of a solid body caused by mechanical 
action when in contact and in relative motion with solid, liquid and gaseous counter body.  Many 
factors affect wear resistance of materials, apart from the type of material used. For instance, test 
parameters and environment may affect wear 
behaviour of the material. When using higher 
sliding speed and applied load, increased 
pressure will be exerted onto the surface of 
the material. This will induce friction, and the 
heat generated from the friction may cause 
the matrix to soften leading to the peeling 
off resin process of wear (Agrawal et al., 
2016). There are a lot of mechanisms that 
contribute to wearing of a material, such as 
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the reinforcement and matrix debonding, the breakage of matrix, the peeling off resin and also 
the essential micro-ploughing, micro-cutting, micro-fatigue and micro-cracking processes of 
abrasive wearing which could be observed on the surface of the material when abraded with a 
counter face (Agrawal et al., 2016; Morioka et al., 2015). Micro-cutting is a process where a 
particle is detached by an abrasive particle. Micro-ploughing could be observed when there is 
presence of ridges and grooves as a result of materials being removed sideways. Micro-cracking 
is usually observed in brittle materials due to a high-stress concentration exerted on the surface 
of the material by the abrasive counter face. Micro-fatigue could be seen as the rough surface 
topography of the worn material after being repeatedly scratched by the counter face (Morioka 
et al., 2015). These micro-mechanisms of wear are depicted in Figure 1.
 
(a)    (b) 
 
(c)    (d) 
 
Figure 1. Schematic diagram of abrasive wear mechanisms: (a) micro-ploughing; (b) micro-
cutting; (c) micro-fatigue; and (d) micro-cracking (2009) 
 
In order to improve wear resistance of polymer, particulate fillers are incorporated into the 
polymer matrix (Basavarajappa & Ellangovan, 2012; Chauhan & Thakur, 2013; Friedrich et al., 
2005; Zhang et al., 2013; Hrabě & Müller, 2016; Jumahat et al., 2015; Österle et al., 2016; Guo 
et al., 2010; Yan et al., 2010). Fillers were found to have a cushioning effect on asperities and 
shocks (Basavarajappa & Ellangovan, 2012; Chauhan & Thakur, 2013) Since the bond strength 
Figure 1. Schematic diagram of abrasive wear mechanisms: (a) micro-ploughing; (b) micro-cutting; (c) micro-
fatigue; and (d) micro-cracking 
In order to improve wear resistance of polymer, particulate fillers are incorporated into the 
polymer matrix (Basavarajappa & Ellangovan, 2012; Chauhan & Thakur, 2013; Friedrich et 
al., 2005; Zhang et al., 2013; Hrabě & Müller, 2016; Jumahat et al., 2015; Österle et al., 2016; 
Guo et al., 2010; Yan et al., 2010). Fillers were found to have a cushioning effect on asperities 
and shocks (Basavarajappa & Ellangovan, 2012; Chauhan & Thakur, 2013) Since the bond 
strength relates closely to wea , it was d duced by B savarajappa et al. (2012) and Jumahat 
et al. (2015) that nano-sized particle would be more beneficial in improving wear resistance 
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since it has a higher surface area compared with micro sized fillers. The higher surface area 
will result in a higher intensity of bond strength (Friedrich et al., 2005). When using nano-sized 
fillers, the debris produced would also be smoother and smaller. This debris will then form the 
tribo-protective layer which will act as a barrier between the surface of the material and the 
counter face. The smoother debris also will help in preventing any three-body abrasive wear 
effect (Zhang et al., 2013). Three-body abrasive wear effect occurs when large size debris 
produced during wearing becomes a foreign body that will wear out the material’s surface 
(Hrabě & Müller, 2016). Previous studies had reported a promising effect of the incorporation 
of nano-sized fillers in improving the wear properties of polymer matrix composites (Jumahat 
et al., 2015; Jumahat et al., 2016; Österle et al., 2016; Guo et al., 2010; Yan et al., 2010).
Yan et al. (2013) reported the enhancement of wear resistance of Carbon Nanotubes (CNT) 
filled epoxy. However, the CNT has the tendency to agglomerate inside the epoxy resin and 
this lack of dispersion will affect the wear resistance as bigger chunks of CNT could be dug 
out easily leading to a higher mass loss i.e. higher wear rate. Therefore, some treatments have 
been introduced to the CNT in order to improve impregnation of the CNT in the polymer 
matrix and the dispersion ability of the CNT (Lee et al., 2011; Noh et al., 2013; Bose et al., 
2010; Wan et al., 2014). Acid treatment removes any impurities that may cause the inability of 
CNT to bond well with the epoxy matrix. Although the acid treatment may have improved the 
dispersion of CNT and also the mechanical properties of the composites, it was highlighted that 
the acid treatment may also have some implications. The acid might reduce the crosslinking 
network density of the CNT, lowering the glass transition temperature of the composites, and 
may interfere with the functionalised group of the CNT which serves as the active bonding sites 
with the matrix (Lee et al., 2011; Noh et al., 2013; Bose et al., 2010; Wan et al., 2014). On the 
other hand, silane modification was reported to help in improving dispersion, glass transition 
temperature, flexural modulus and strength of the composites (Lee et al., 2011; Bose et al., 
2010; Wan et al., 2014). However, the silane modification of CNT may lead to   reduction of 
electrical conductivity of the latter due to the wrapping of the CNT. Therefore, this paper aims 
to investigate the effect of incorporating acid and silane treated CNT on the wear resistance 
of epoxy polymer composites.
METHOD
Materials
This study used commercial epoxy (Miracast 1517 A/B) supplied by Miracon (M) Sdn Bhd. 
The yarn kenaf fibres was supplied by Innovative Pultrusion Sdn Bhd. The Multi-wall CNT 
(Flo Tub 9000 Series) was synthesised by the catalytic vapour deposition process, having an 
average diameter of 11 nm and 10 µm in length. The CNT was supplied by CNano Technology 
(Beijing) Ltd. The reagents used in the acid treatment are nitric acid (62-65%, R&M Chemicals), 
acetone (99.5%, R&M Chemicals), ethanol (99.5%, R&M Chemicals), and sulphuric acid 
(95%, R&M Chemicals).
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Acid Treatment on CNT
An acid solution was prepared with a ratio of 3:1 (nitric acid: sulphuric acid) and 3.0 g of as 
received CNT was weighed and dispersed in a flask containing 300 ml of the solution. This 
mixture was then mixed and refluxed at 80°C for four hours using a hot-plate and magnetic 
stirrer. The mixture was then placed in a 2000 ml beaker. Distilled water was added and stirred 
continuously for another six hours in order to ensure a uniform dispersion of CNT. The mixture 
was then filtered and washed using distilled water together with acetone until 6 to 7 pH value 
was achieved in order to get rid of excess acid. The oxidised CNT was then dried in the oven 
at a temperature 80·C for 24 hours. Finally, the dried acid-treated CNT was ground using agate 
mortar and planetary ball milling for 30 minutes. 
Silane Modification of Pre-treated CNT
1.8 g of the previously acid treated CNT was dispersed in a 300-ml ethanol-water-silane 
solution. The solution was then diluted with 2 wt% of three-amino prophyltriethoxysilane to 
an aqueous solution of 300 ml ethanol water (95:5, v/v) solution. The solution was stirred at 
70°C for four hours before being filtered and washed several times using acetone and distilled 
water. The washed CNT was dried for 12 hours at 80oC. Lastly, the CNT was ground and 
milled in order to obtain fine powder. 
Fabrication of Composites
First, a series of pristine CNT (PCNT) with the weight fractions of 0.5%, 0.75% and 1.0% 
were mixed with epoxy using the mechanical stirrer at 400 rpm for one hour. The mixture 
was then degassed under high vacuum machine for one hour and simultaneously adding a 
hardening agent with the ratio of 100:30 (epoxy: hardener). The composite mixture was left 
at room temperature for 24 hours before being post cured at 60°C for two hours, and further 
two hours at 80°C, and 100°C respectively and finally at 120°C for two hours. The composite 
plates were then cut into test specimens. The whole process was repeated using the acid-treated 
CNT (ACNT) and silane-treated CNT (SCNT). 
Abrasive Wear Test
The specimens were subjected to abrasive wear tester (TR 600) in accordance with the ASTM 
D3389 test standard. The diameter of the disc specimens was 123 mm and the thickness ranged 
between 5 to 6 mm. The load used was 10 N, the speed was 2.5 m/s and the sliding distance 
of 20,000 m was set with 2000 m interval (Agrawal et al., 2016). The experimental set up is 
shown in Figure 2. 
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For every 2000 mm interval, the machine was stopped and the specimen was weighed. In 
between each interval, the rollers were scrubbed and dusted in order to ensure a fine surface 
of the abrasive roller. Using the mass loss recorded, the specific wear rate of the composite 
was calculated using the formula [1]:
                     [1]
Where the specific wear rate (Ws) is described as the function of mass loss (∆m) over the 
multiplication of the sliding distance (L), density (ρ), and applied load (F). The specific wear 
rate is expressed in mm3/Nm unit (Nordin et al., 2013).
Transmission Electron Microscopy (TEM)
Transmission electron microscopy (TEM-Tecnai 120KV BioTwin) was used to evaluate 
the structure of PCNT, ACNT, and SCNT inside the epoxy. The images were captured at 
magnifications of 43000x. The characterisation analysis was carried out at Microscopy 
Laboratory, Hospital Universiti Kebangsaan Malaysia.
RESULTS AND DISCUSSION
Based on Figure 3, the specific wear rate of PCNT filled epoxy composites can be observed. 
The wear rates for 0.5 wt% PCNT filled epoxy improved slightly compared with pure epoxy. 
However, the wear rates show increment of 0.75 wt% PCNT and 1.0 wt% PCNT filled 
epoxy composites. This may be due to the lack of dispersion of CNT that may enable larger 
chunks of composites being removed at once, since CNT, as reported by Yan et al. (2010), 
tends to agglomerate. Higher weight fraction of CNT increases the probability for the CNT 
to agglomerate. Although 0.5 wt% of PCNT filled epoxy showed improvement in wear rates, 
the improvement could not be deemed as significant. This is because 0.5 wt% of CNT was too 
little to inflict any major changes to wear resistance of the composites.
 
Abrasive Wear Test 
The specimens were subjected to abrasive wear tester (TR 600) in accordance with the ASTM 
D3389 test standard. The diameter of the disc specimens was 123 mm and the thickness ranged 
between 5 to 6 mm. The load used was 10 N, the speed was 2.5 m/s and the sliding distance of 
20,000 m was set with 2000 m interval (Agrawal et al., 2016). The experimental set up is shown 
in Figure 2.  
 
Figure 2. The experimental set up for the Abrasion Wear Test 
 
For every 2000 mm interval, the machine was stopped and the specimen was weighed. In 
between each interval, the rollers were scrubbed and dusted in order to ensure a fine surface of 
the abrasive roller. Using the mass loss recorded, the specific wear rate of the composite was 
calculated using the formula [1]: 
 
         [1] 
Figure 2. The experimental set up for the Abrasion Wear Test
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When treated with acid and silane, 0.5 wt% of CNT filled composites showed different 
effect as observed in Figure 4. When treated with acid, the wear rates showed increment rather 
than decrement. However, when silane was used to modify the CNT, the wear rate showed 
slight decrement i.e. improvement on the wear rates compared with epoxy and 0.5 wt% PCNT 
filled epoxy. The slight increment seen in wear rates for the 0.5 wt% ACNT filled epoxy 
may be due to the interruption made by the acid which might have caused the reduction of 
crosslinking network density (Bose et al., 2010). However, when 0.5 wt% SCNT was added 
into the epoxy, the wear rates improved and may be caused by the silane producing covalent 
bond; thus, increasing the bond strength between the SCNT and epoxy, and eventually leading 
to the improvement on wear rates (Friedrich et al., 2005; Bose et al., 2010). 
 
Figure 3. Specific Wear Rate against Sliding distance for PCNT filled epoxy composites 
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rates improved and may be caused by the silane producing covalent bond; thus, increasing the 
bond strength between the SCNT and epoxy, and eventually leading to the improvement on wear 
rates (Friedrich et al., 2005; Bose et al., 2010).  
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Figure 4. Specific Wear Rate for different treatment used for 0.5 wt% PCNT filled epoxy 
composite 
 
From Figure 5, it could be observed that both the acid and silane treatment had improved the 
wear rates of the CNT filled epoxy composites compared with 0.75 wt% PCNT filled epoxy and 
pure epoxy. An improvement was seen on the wear rates of 0.75 wt% ACNT filled epoxy which 
was then further improved for the 0.75 wt% SCNT filled epoxy. This proves that the dispersion 
of the CNT was improved by the acid treatment and the covalent bonds are produced through the 
silane modification process. The enhanced dispersion ensures that smaller and smoother debris 
are produced during wearing, thus, avoiding the three-body abrasive wear effect as reported by 
Zhang et al. (2013) and Bose et al. (2010). The covalent bonds produced help in improving the 
adhesion between the CNT and epoxy. As highlighted previously, increasing bond strength helps 
in improving wear resistance (Friedrich et al., 2005; Bose et al., 2010). 
For 1.0 wt% CNT filled epoxy, the effect of treatments show outcome with the 0.75 wt% 
CNT filled epoxy as shown in Figure 6. When treated with acid, the wear rates improved slightly 
compared with the 1.0 wt% PCNT filled epoxy and pure epoxy. The wear rates continued to 
Figure 4. Specific Wear Rate for different treatment used for 0.5 wt% PCNT filled epoxy composite
From Figure 5, it could be observed that both the acid and silane treatment had improved 
the wear rates of the CNT filled epoxy composites compared with 0.75 wt% PCNT filled epoxy 
and pure epoxy. An improvement was seen on the wear rates of 0.75 wt% ACNT filled epoxy 
which was then further improved for the 0.75 wt% SCNT filled epoxy. This proves that the 
dispersion of the CNT was improved by the acid treatment and the covalent bonds are produced 
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through the silane modification process. The enhanced dispersion ensures that smaller and 
smoother debris are produced during wearing, thus, avoiding the three-body abrasive wear effect 
as reported by Zhang et al. (2013) and Bose et al. (2010). The covalent bonds produced help 
in improving the adhesion between the CNT and epoxy. As highlighted previously, increasing 
bond strength helps in improving wear resistance (Friedrich et al., 2005; Bose et al., 2010).
For 1.0 wt% CNT filled epoxy, the effect of treatments show outcome with the 0.75 wt% 
CNT filled epoxy as shown in Figure 6. When treated with acid, the wear rates improved slightly 
compared with the 1.0 wt% PCNT filled epoxy and pure epoxy. The wear rates continued to 
improve when modified using silane. However, for the 1.0 wt% ACNT filled epoxy, after 
travelling for 10,000 m of distance, the wear rates started to worsen. This may be due to 
presence of voids which provide a good surface topography which allows better digging out 
process of wearing as explained by Rückdaschel et al. (2013).
improve when modified using silane. However, for the 1.0 wt% ACNT filled epoxy, after 
travelling for 10,000 m of distance, the wear rates started to worsen. This may be due to presence 
of voids which provide a good surface topography which allows better digging out process of 
wearing as explained by Rückdaschel et al. (2013). 
 
 
Figure 5. Specific Wear Rate for different treatment used for 0.75 wt% PCNT filled epoxy 
composite 
 
Figure 5. Specific Wear Rate for different treatment used for 0.75 wt% PCNT filled epoxy composite
 
Figure 6. Specific Wear Rate for different treatment used for 1.0 wt% PCNT filled epoxy 
composite 
 
From Figure 7, it could be observed that the CNT was not well dispersed for all three 
systems of 0.5, 0.75 and 1.0 wt% PCNT filled epoxy composites. This explains why the wear 
rates did not improve for 0.75 wt% and 1.0 wt% PCNT filled epoxy. For 0.5 wt%, it was not 
well-dispersed, though improvement on wear rates had been observed. The lack of dispersion 
may inhibit the improvement of wear rates, thus, slight improvement was seen for this 
composite. 
 
Figure 6. Specific Wear Rate for different treatment used for 1.0 wt% PCNT filled epoxy composite
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From Figure 7, it could be observed that the CNT was not well dispersed for all three 
systems of 0.5, 0.75 and 1.0 wt% PCNT filled epoxy composites. This explains why the 
wear rates did not improve for 0.75 wt% and 1.0 wt% PCNT filled epoxy. For 0.5 wt%, it 
was not well-dispersed, though improvement on wear rates had been observed. The lack of 
dispersion may inhibit the improvement of wear rates, thus, slight improvement was seen for 
this composite.
 
 
Figure 7. TEM images for: (a) 0.5 PCNT; (b) 0.75 PCNT; and (c) 1.0 PCNT filled epoxy 
composites 
 
The TEM images for the 0.5 wt% of PCNT, ACNT and SCNT filled epoxy are shown in 
Figure 8. Regardless of the increment on the wear rate seen for the 0.5 wt% ACNT filled epoxy, 
the dispersion of ACNT showed improvement in terms of the dispersity compared with the 
PCNT filled epoxy. The acid might have interfered with the functionalised group and this 
eventually lead to the reduction of the crosslink network density of the CNT. Due to this, the 
bond strength between CNT and epoxy may have been reduced. Therefore, despite having a 
good dispersion of ACNT, the wear rates did not improve because the micro-cutting and micro-
Figure 7. TEM images for: (a) 0.5 PCNT; (b) 0.75 PCNT; and (c) 1.0 PCNT filled epoxy composites
The TEM images for the 0.5 wt% of PCNT, ACNT and SCNT filled epoxy are shown 
in Figure 8. Regardless of the increment on the wear rate seen for the 0.5 wt% ACNT filled 
epoxy, the dispersion of ACNT showed improvement in terms of the dispersity compared with 
the PCNT filled epoxy. The acid might have interfered with the functionalised group and this 
eventually lead to the reduction of the crosslink network density of the CNT. Due to this, the 
bond strength between CNT and epoxy may have been reduced. Therefore, despite having a 
good dispersion of ACNT, the wear rates did not improve because the micro-cutting and micro-
ploughing processes may have occurred due to the weak bond strength of the composites as 
noted by previous studies (Morioka et al., 2015; Friedrich et al., 2005; Bose et al., 2010). When 
further treated with silane, the SCNT was seen to agglomerate. SCNT filled epoxy showed 
better wear resistance compared with PCNT filled epoxy. This may be due to the silane aiding 
the covalent bonding which helped to improve the bond strength between the SCNT and epoxy. 
The wear rates would eventually improve since a tougher bond requires more energy in order 
to break it (Friedrich et al., 2005; Bose et al., 2010).
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CONCLUSION
The effect of acid and silane treated CNT on the wear properties of the epoxy polymer 
composites was thoroughly discussed in this study. Incorporating PCNT did not improve the 
wear rates of the epoxy due to the lack of dispersion of the CNT inside the epoxy. Though 0.5 
wt% PCNT filled showed slight improvement, the amount of PCNT added was too little to 
inflict any major improvement on the wear rates. By treating the CNT with acid, the dispersion 
and bond strength between the CNT and epoxy was improved and therefore, improvement 
on wear rates could be seen. In conclusion, CNT has a great potential to be used as fillers to 
improve wear resistance of polymer composites.
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ABSTRACT
Aluminium foam tube is a metal that consists of porous medium with special characteristics such as 
good energy absorption, good heat transfer and high thermal conductivity. These make it suitable to be 
used in a wide range of applications such as in heat exchangers. The aim of this project is to identify and 
analyse mechanical behaviour and microstructure aluminium foam tube produced and fabricated with 
infiltration method with vacuum-gas. The density of aluminium foam tube was also determined and an 
average aluminium foam tube with porosity 50% - 80% with the average NaCl particle size 2mm, 3mm 
and 4mm was produced. Foams with porosity 60%-75% NaCl has higher energy absorption. These was 
based on foam structure, density and maximum compressive load test result.  
Keywords: AFTP, infiltration method, mechanical behaviour, microstructure, vacuum gas)  
INTRODUCTION
Aluminium foam, especially open and close 
cell, is a new class of structural material and 
has good potential to be used in aerospace 
and automotive industry, railway, building 
construction and also chemical applications, 
where weight reduction, chemical pollutant 
minimisation and improvement in comfort 
and safety are key issues (Duarte & Oliveira, 
2012; Guarino et al., 2015; Zhu et al., 2014; 
Z. Hussain & Suffin, 2011). Aluminium 
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foam is a kind of cellular material and highly porous with enclosed voids. These physical and 
mechanical features are potentially suitable for a number applications in engineering fields 
(Zaragoza, 2014; Mujeebu et al., 2009; M. Shiomia, Osakada, & Matsumoto, 2010; Ashby et 
al., 2000; Quadrini Fabrizio, 2011). Open cell metal foam structures are random but mostly 
homogeneous in size and shape. Most of the commercially available metal foam are produced 
in aluminium, copper, nickel and metal alloys. Metal foams have interesting applications in 
heat exchangers, cryogenics, combustion chambers, cladding on buildings, strain isolation, 
geothermal operations, petroleum reservoirs, catalytic beds, compact heat exchangers for 
airborne equipment, air-cooled condensers for air conditioning and refrigeration systems, and 
compact heat sinks for power electronics (Babcsan et al., 2014; Guarino et al., 2015; Zhu et 
al., 2014) .
There are many methods of producing aluminium foam, namely melt-foaming, melt-gas 
injection, investment casting, powder metallurgy, and melt infiltration (Ashby et al., 2000). In 
this study,  to produce open-cell aluminium foam tube,  the researcher used infiltration casting 
process that utilised Sodium Chloride particle as a space holder (Lucai et  al., 2008; Hussain & 
Suffin, 2011). This process uses aluminium as the main material because aluminium melting 
temperature is 660°C while melting temperature of Sodium Chloride is 801°C. Therefore, the 
aluminium will melt first and infiltrate through the sodium chloride particle.
A compression test determines the mechanical behaviour of materials under crushing 
loads. The testing specimen will be compressed and at certain loads and point, the specimen 
will experience deformation. Compressive strength diagram (see Figure 1) of stress and strain 
is plotted and used in order to determine the value of modulus of elasticity of the specimen. 
Subsequently, the elastic limit is obtained together with yield strength and compressive strength 
(Ruan et al., 2002; Ashby et al., 2000;  Fiedler et al., 2014).
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METHOD
Preparation of Aluminium Foam Tube
In the fabrication of aluminium foam tube, mould was designed according to the specified 
dimension. The schematic diagram of the mould is shown in Figure 2(a) and Figure 2(b). It 
consists of a base plate, main cylinder, core, and mould cap. All parts are made of stainless 
steel. The core was placed at the centre of main cylinder to produce hollow on the foam sample. 
The assembly was tightened using screw and nut.
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Figure 2(a). Schematic diagram of mould    
 
Figure 2(b). Picture of schematic diagram of mould 
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as space holder with the help of gas. This method was used by Barari et al. (2013) to 
manufacture metal foam. The schematic diagram of apparatus for infiltration method is shown 
in Figure 3(a) and Figure 3(b). The mould was coated with boron nitride. The NaCl particle 
was poured into the mould cavity followed by aluminium ingot on top of the NaCl. The 
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Experimental Procedure
The Infiltration method with vacuum-gas used aluminium as main material and NaCl particle as 
space holder with the help of gas. This method was used by Barari et al. (2013) to manufacture 
metal fo m. The schematic diagram of apparatus for infiltration method is shown in Figure 
3(a) and Figure 3(b). The mould was coated with boron nitride. The NaCl particle was poured 
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into the mould cavity followed by aluminium ingot on top of the NaCl. The mould was tightly 
closed by using a nut and placed in the furnace for heating. After a few hours of heating, the 
vacuum pump valve was opened to remove the air from the mould. The argon gas valve was 
immediately opened after vacuum pump valve was closed to purge gas into the mould cavity. 
The gas then pushed the aluminium molten to flow through the NaCl particle.
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into required dimension by using lathe machine. Finally, the sample was cleaned by using 
ultrasonic cleaner. The water was set at 90oC and the process was repeated a few times to 
ensure the NaCl particle was completely removed. The microstructure of aluminium foam 
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After solidification and cooling, the sample was removed from the mould and then cut 
into required dimension by using lathe machine. Finally, the sample was cleaned by using 
ultrasonic cl a er. Th  wat r was set a  90°C a e process was repe ted a f w times to 
ensure the NaCl particle was completely removed. The microstructure of aluminium foam tube 
fabricated was observed using stereomicroscope and CT-scan to get the correlation between 
the spaces holders used.
Compression Test
Compression test was conducted under a monotonic condition by using the universal 
compression testing machine available in the laboratory which is the INSTRON 3382 machine. 
The machine did the compression test as well as data acquisition controlled by the computer 
unit. The compression test was conducted up to the fracture point of each sample of the 
aluminium foam and the compression stress and load at the particular time is recorded. Each 
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stroke of the compression for all tests was done by first placing the sample on the testing mat. 
Then the upper die was set to be exactly at the same height with the sample. Then, all data, 
compression load and load extension were both set to zero. Finally, the compression test was 
carried out on each of the samples which had the same dimension of (40 mm × 20 mm × 20 
mm) and the compression test was conducted 12 times for all 12 random samples. The energy 
absorption formula of the aluminium foam tube was calculated from the stress-strain curves 
using equation 1, where W is the energy absorption capability and σ and ɛ are the compression 
stress and strain, respectively (Yuan et al., 2015; Ashby et al., 2000; Z. Hussain & Suffin, 2011). 
Figure 4(a) (i & ii) shows the experimental setup of foam making and Figures 4b, 4c and  4d) 
represent aluminium foam tube sample and cutting sample using EDM wire cut (Rajak et al., 
2016; G. Castro, Nutt, & Wenchen, 2013; Duarte, Krstulović-Opara, & Vesenjak, 2015).
                        [1]
9	
	
	 	
(i)	 	 	 	 	 (ii) 
Figure 4(a). The experimental and foam making setup (i and ii) 
 
	 	
(i)		 	 	 	 	 (ii) 
Figure 4(b). Aluminium foam tube samples 2 cm × 2 cm × 4 cm (i and ii) after process EDM 
wire cut from sample as shown in Figure 5 
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RESULTS AND DISCUSSION 
Infiltration Process
In the infiltration vacuum-gas method, the main parameters are the design of mould, the vacuum 
and gas pressure. The design of mould is important to ensure that there is no leak during the 
fabrication process. A leaking mould may prevent the gas from being compressed. During the 
infiltration process, gas is necessary to push the molten metal to flow through the NaCl particle. 
Therefore, the gas pressure must be carefully controlled. The time taken to purge gas depends on 
the height and size of the sample. Figure 5 shows samples produced in this process and Figure 
6 shows the graph containing the percentage of porosity and density of aluminium foam tube.
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Figure 5. Example of aluminium foam tube fabricated combined pore size (2 mm + 3 mm and 4 mm) 
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Figure 5. Example of aluminium foam tube fabricated combined pore size (2 mm + 3 mm and 4 mm)
Compressive Properties
Figure 6 shows stress-strain curves plotted based on 12 samples randomly with porosity 
between 50% and 80% (Lias et al., 2016). The curves are plotted during compression testing 
for different aluminium foams prepared using NaCl particle contents at 2 mm 3 mm and 4 
mm. The graph shows sample 6 has a higher value for energy at maximum compressive load 
23.950 J and the maximum compressive load value 6.084 kN. Sample 3 has the lowest value 
for maximum compressive load 0.328 J with the maximum compressive load 0.206 kN. Figure 
7 shows compression test during experimental testing.
Table 1 
Porosity % and density of aluminium foam tube    
No 1 2 3 4 5 6 7 8 9 10 11 12
Sample 12 5 9 6 19 1 7 2 11 3 8 4
Porosity (%) 58.38 60.39 63.07 63.87 64.10 64.15 66.78 67.27 70.96 71.83 74.81 76.48
Density (kg/m3) 1.12 1.07 1.00 0.98 0.97 0.97 0.90 0.88 0.78 0.76 0.68 0.64
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Energy Absorption 
The energy absorption and efficiency of aluminium foam tube can be calculated as per Equation 
1 and the results are shown in Figure 8 and Figure 9. It can be seen that its energy absorption 
capability based on different porosity and density grows with increasing strain based on 12 
samples. Sample 8 and 4 show a higher energy absorption, 38.50 kJ and 45.47 kJ respectively. 
This trend is based on porosity and density of the structure of the aluminium foam tube. 
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Foam Morphology
Figure 10 shows SEM micrograph of aluminium tube with selected sample while figure 11 
shows X-ray diffraction patterns to identify the main content material. Based on figure 10, for 
sample aluminium foam tube (a) until (f) show the SEM micrograph of aluminium foam tube 
and the size of the particle which can be viewed clearly. There are a number of similarities 
between sample 1, sample 5, sample 7, sample 8, sample 11 and sample 12 because of their 
pore structure. Meanwhile, Figure 11 show the X-ray diffractions trace aluminium in aluminium 
foam tube produced based on Sample 1, sample 5. Sample 7, sample 8, sample 11 and sample 
12. This is illustrated by the graph below which shows the same patent and the peak of location 
of main material of aluminium.
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Figure 10. SEM micrograph of aluminium foam tube: (a) sample 1; (b) sample 5; (c) sample 7; (d) sample 8; 
(e) sample 11; and (f) sample 12 used in the current study
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Figure 10. SEM micrograph of aluminium foam tube: (a) sample 1; (b) sample 5; (c) sample 7; (d) 
sample 8; (e) sample 11; and (f) sample 12 used in the current study 
 
 
 
Figure 11. X-ray diffractions trace aluminium in aluminium foam tube 
 
CONCLUSION  
The method for producing aluminium foam tube was identified in which using infiltration 
with vacuum-gas with NaCl space holder was found to be suitable to manufacture the 
aluminium foam tube for difference sizes or diameters. Compression test analysis was able to 
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CONCLUSION 
The method for producing aluminium foam tube was identified in which using infiltration with 
vacuum-gas with NaCl space holder was found to be suitable to manufacture the aluminium 
foam tube for difference sizes or diameters. Compression test analysis was able to identify 
maximum compressive load, modulus young, energy absorption as well as efficient energy 
absorption.
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ABSTRACT
In recent years, injection moulding process is one of the most advanced and efficient manufacturing 
processes for mass production of plastic bottles. However, a good quality of parison is difficult to achieve 
due to uncontrollable humidity, pressure inlet and water inlet velocity. This paper investigates the effect 
of using multiple mould cavities to improve the process fill time and injection pressure in the production 
of PET plastic bottles using MoldFlow software. The modelling of parison was developed using CATIA 
with the consideration of every part of the parison. MoldFlow software was used to analyse the flow 
of 20 g parison with different cavity numbers (1, 8, 16, 24 cavity), as well as its corresponding runner 
size towards its fill time and injection pressure. Other important parameters that affect the production 
of parison, such as melting temperature, mould temperature, atmospheric temperature and cooling time, 
were remained constant. The fill time required to produce 24 moulds was improved by 60% compared 
to using 8 mould cavity only, and this enable the production of more plastic bottles in a day. Therefore, 
fill time and injection pressure are two important parameters to be considered in the injection moulding 
process, especially to reduce parison defect and increase its production rate. 
Keywords: Injection moulding, MoldFlow, mould design, parison, thermoplastic  
INTRODUCTION
The plastic industry is one of the most 
vibrant sectors in Malaysia. The growth of 
domestic downstream plastic processing 
activities is attributed to the tremendous 
development in the petrochemical sector in 
the country. However, higher production costs 
and environmental concerns are plaguing the 
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industry. The conventional injection moulding machine that is exported to Malaysia is small 
in size and limited in shape, both critical factors that affect the production process of parison, 
also called preform (Rizal et al., 2015).
Daver and Demirel (2012) examined the effects of preform deformation behaviour and 
the optimum cooling time on the quality of bottle preform. These effects were determined 
by conducting structural analysis on the actual bottles. Hedia, Aldousari and Zager (2010) 
studied the optimal design for PET bottle in order to maximise its reliability by using 
numerical simulation to analyse the effect of the design ( Hedia, Aldousari, & Zager, 2010). 
De Miranda et al. (2011) studied the design optimisation and weight reduction of 500 mL CSD 
PET bottle through FEM simulations. These studies examined the simulation of the process 
and the mechanical demands related to the PET bottle application with the aim of assessing 
the efficiency of packaging design and enabling efficient and correct sizing. Chen (2011) 
used a genetic algorithm method to simulate and analyse optimisation process parameters for 
Multi-cavity injection moulding parts warpage. It was found that multi-cavity mould runner 
arrangements could seriously affect the warpage changes of the parts.
Li and Jia (2011) studied the structural characteristics of mould for precise injection 
moulding. The current paper examined the influence of mould structure on the quality of 
injection-moulded parts. Taghizadeh et al. (2013) focused on warpage prediction in plastic 
injection moulded part using artificial neural network. Similarly, Nian et al. (2015) studied 
warpage control of thin-walled injection moulding using local mould temperatures. Wang et 
al. (2013) investigated the reduction of sink mark and warpage of the moulded part in rapid 
heat cycle moulding process. 
The amount of materials injected into the parison mould is difficult to control, contributing 
to low quality products. This leads to an increase in the number of rejected products, which 
translates into high production cost and wastage. There has been no comprehensive study on 
the effect of number of cavity on fill time and injection pressure. 
The present work used MoldFlow with Polyethylene Terephthalate (PET) mechanical 
properties and parameters to stimulate and investigate the effect of 20 g parison on fill time and 
injection pressure. A robust design of parison mould with greener injection moulding system 
was modelled using CATIA V5R20. 
METHOD
The Geometrical Acquisition and general parameter of actual mould 20 g parison was done and 
analysed. The mould is taken from Bakal Sejati to undergo Coordinate Measuring Machine 
(CMM) BEYOND707 Mitutoyo to get the geometrical measurement of the actual size of the 
parison. The general parameter for the injection moulding process was also acquired from the 
same company as shown in Table 1.
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After the measurement was collected form CMM, the geometrical measurement is modelled 
using CATIA V5R20 Dassault System to produce a CAD model of 20 g parison as show in 
Figure 1. The measurement is based on the actual model with dimensions drawn in mm.
Table 1 
General acquired parameters for 20 g parison 
Factor Parameter of  20 g Parison
Mould Temperature 100°C
Melt Temperature 280°C
Packing time 10 Sec
Packing Pressure 140 MPa
Cooling time 17 Sec
Cooling temperature 30°C
Ambient temperature 35°C
Cooling time 17 Sec 
Cooling temperature 30°C 
Ambient t mperature 35°C 
 
After the measurement was collected form CMM, the geometrical measurement is 
modelled using CATIA V5R20 Dassault System to produce a CAD model of 20 g parison as 
s ow in Figur  1. The me sureme t is b sed on the actual model with dimensions drawn in 
mm. 
	 
 
Figure 1. The geometry of the 20 g parison 
 
The modelled geometry was then transferred to Autodesk Moldflow Insight 2011 
Educational Edition software to analyse the parison model by following the actual injection 
moulding process. The parameter and material properties are input into this software. 
Simulation of the injection moulding process was conducted using a variation of number 
cavities consisting of 1 cavity, 8 cavities, 16 cavities and 24 cavities respectively, with the 
Figure 1. The geometry of the 20 g parison
The modelled geometry was then transferred to Autodesk MoldFlow Insight 2011 
Educational Edition software to analyse the parison model by following the actual injection 
moulding process. The parameter and material properties are input into this software. Simulation 
of the injection moulding process was conduct d using a variation f number cavities c sisting 
of 1 cavity, 8 cavities, 16 cavities and 24 cavities respectively, with the process parameter 
in Table 1. Figure 2 below is the parison modelled using MoldFlow simulation. The input 
parameters for simulation are shown in Table 2.
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The properties of materials correlate with the process parameters of injection moulding 
and mould modelling. The Polyethylene Terephthalate (PET) used in this research is Eastar 
Copolyester EN067 that was supplied by Eastman Chemical Products. PET is a thermoplastic 
polymer that has good ductility, strength, hardness and stiffness while the amorphous PET 
has better ductility. 
20 g parison on the viscous plastic flow and the rate of filling time is analysed. The effect 
of number of cavities and on fill time and on injection pressure is examined. 
RESULTS AND DISCUSSION 
Four different numbers of cavities (1 cavity, 8 cavities, 16 cavities and 24 cavities) were 
analysed using MoldFlow to determine the fill time and injection pressure. The number of 
cavities affect the fill time and injection pressure of the parison. The runner size also varies as 
the number of cavities increases. Figure 3 shows the time taken to fill 1, 8, 16 and 24 cavities 
are 0.5236 s, 0.7745 s, 0.8737 s and 1.145 s respectively. The result shows the increase in 
number of cavities actually increases production. The difference in time between these four 
cavities was an increase of about 60%.
Table 2 
The parameter input for MoldFlow software 
Factor Parameter of  20 g Parison
Mould temperature 100°C
Melt Temperature 280°C
Atmospheric temperature 35°C
Cooling time 17 s
Runner Size 8 mm
process parameter in Table 1. Figure 2 below is the parison modelled using Moldflow 
simulation. The input parameters for simulation are shown in Table 2. 
 
 
Figure 2. The parison of multi-cavity using Moldflow software 
 
Table 2 
The parameter input for Moldflow software 
Factor Parameter of  20 g Parison 
Mould temperature 100°C 
M lt Temperature 280°C 
Atmospheric temperature 35°C 
Cooling time 17 s 
Runner Size  8 mm 
 
The properties of materials correlate with the process parameters of injection moulding 
and mould modelling. The Polyethylene Terephthalate (PET) used in this research is Eastar 
Copolyester EN067 that was supplied by Eastman Chemical Products. PET is a thermoplastic 
Figure 2. The parison of multi-cavity using MoldFlow software
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Table 3 shows the percentage of volume filling at specific flow time for 1 cavity, 8 cavities, 
16 cavities and 24 cavities. Data shows that it takes a longer time to fill 24 cavities. However, 
in terms of production, the 24 cavity produced much higher parison compared with 8 cavities. 
The efficiency of the 24 cavity parisons in terms of production is better than a 16 cavity and 8 
cavity parisons but in terms of overhead cost, it is more expensive to produce a 24 cavity parison.
 
 
Figure 3. Viscous plastic flow analysis of PET material for four different models; (i) 1 cavity; (ii) 8 
cavities; (iii) 16 cavities; and (iv) 24 cavities 
 
Table 4 shows the result for the fill time and injection pressure for the four cavities (1 
cavity, 8 cavities, 16 cavities and 24 cavities). From the tabulation below, the fill time for 24 
cavity parison is within 1.145s which is higher compared with a single cavity. However, if the 
comparison is made in terms of fill time per parison, a 24-mould cavity parison filled much 
faster compared with single cavity, which is 0.0475 s per parison and 0.5236 s per parison 
respectively. 
 
Figure 3. Viscous plastic flow analysis of PET material for four different models; (i) 1 cavity; (ii) 8 cavities; 
(iii) 16 cavities; and (iv) 24 cavities
Table 4 shows the result for the fill time and injection pressure for the four cavities (1 
cavity, 8 cavities, 16 cavities and 24 cavities). From the tabulation below, the fill time for 24 
cavity parison is within 1.145s which is higher compared with a single cavity. However, if the 
comparison is made in terms of fill time per parison, a 24-mould cavity parison filled much 
faster compared with single cavity, which is 0.0475 s per parison and 0.5236 s per parison 
respectively.
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Table 3 
Percentage of volume filling at specific flow time of parison by number of cavity
Cavity & 
percentage
Fill Time 
(s)
1 (%) 8  (%) 16  (%) 24 (%)
0
 
0% 
at 
0s
0% 
at 
0s
 
0% 
at 
0s
0% 
at 
0s
0.1
 
20.84% 
at 
0.1091s  
16.67% 
at 
0.1291s
 12.46% 
at 
0.1089s
 12.50% 
at 
0.1431s
0.3
 
58.35% 
at 
0.3055s  
41.67% 
at 
0.3227s  
37.50%
 at 
0.3276s
29.16% 
at 
0.3339s
0.5
 
100% at 
0.5236s
 66.66% 
at 
0.5163s
 
58.33% 
at 
0.5097s
45.83% 
at 
0.5247s
0.7 100% 
at 
0.7745s  
83.34%
 at 
0.7281s  
62.49% 
at 
0.7155s
0.8
 
100% 
at 
0.8737s
79.16% 
at 
0.9064s
1.0 100% 
at 
1.1450s
Table 4 
Parameter analysis for number of cavity 
Number of Cavity 1 8 16 24
Fill time (s) 0.5236 0.7745 0.8737 1.145
Fill time / parison 0.5236 0.0968 0.0546 0.0475
Injection pressure (MPa) 20.1371 36.8453 32.6802 30.6973
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Figure 4 shows that when the number of cavity increases the fill time also increases. The 
number of cavities affects the fill time in mass production. Increasing the number of cavities 
will produce more parison in terms of mass production. In order to produce 24 parison, the 
process will take 1.145 s when using 24 cavities mould, whereas it takes 12.5664 s for single 
cavity and 2.3235 s for 8 cavities to produce 24 parison respectively.
 
 
 
 
 
 
	
Figure 4. Fill time against number of cavities 
 
Figure 4 shows that when the number of cavity increases the fill time also increases. The 
number of cavities affects the fill ti e in mass production. Inc easing the number of cavities 
will produce more parison in terms of mass production. In order to produce 24 parison, the 
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cavity and 2.3235 s for 8 cavities to produce 24 parison respectively. 
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Figure 4. Fill time against number of cavities
 
Figure 5. Injection pressure against number of cavities 
 
Figure 5 shows the injection pressure affects the number of cavities from 8 to 24 cavities. 
There was a decrease in injection pressure from 8 to 24 cavities mould. This was due to the 
increase of sprue, runner and gate as they automatically change with the increase of mould 
cavity to reduce part malfunction from excessive pressure. 
 
CONCLUSION  
The main objective of this study was to investigate the effect of number of cavity on fill time 
and injection pressure. The simulation using Moldflow was carried out to study the effect of 
cavity numbers on fill time and injection pressure. The process parameters considered during 
the analysis are melting temperature, mould temperature, atmospheric temperature and 
cooling time. The change in fill time and injection pressure differs based on Figure 4 and 
Figure 5. Future studies can look at how to overcome the change in mould temperature. 
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Figure 5 shows the injection pressure affects the number of cavities from 8 to 24 cavities. 
There was a decrease in injection pressure from 8 to 24 cavities mould. This was due to the 
increase of sprue, runner a d gate as they automatically change with the increase of mould 
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CONCLUSION 
The main objective of this study was to investigate the effect of number of cavity on fill time 
and injection pressure. The simulation using MoldFlow was carried out to study the effect of 
cavity numbers on fill time and injection pressure. The process parameters considered during 
the analysis are melting temperature, mould temperature, atmospheric temperature and cooling 
time. The change in fill time and injection pressure differs based on Figure 4 and Figure 5. 
Future studies can look at how to overcome the change in mould temperature.
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ABSTRACT
Clustering refers to reducing selected features involved in determining the clusters. Raw data might come 
with a lot of features, including unimportant ones. A hybrid similarity measure (discovered in 2014) used 
in selecting features can be improvised as it might select all the attributes, including insignificant ones. 
This paper suggests Fuzzy Lambda-Max to be used as a feature selection method since Lambda-Max is 
normally used in ranking of alternatives. A set of AIDS data is used to measure the performance. Results 
show that Fuzzy Lambda-Max has the ability to determine criteria weights and ranking the criteria. 
Hence, feature selection can be done by choosing only the important criteria. 
Keywords: Clustering, criteria weight determination, feature selection, Fuzzy Lambda-Max  
INTRODUCTION
Clustering is actively studied in statistics, pattern recognition, machine learning and many 
other fields. Mining a big dataset is complicated as it involves many different attributes. Cluster 
analysis divides data into meaningful and useful clusters. It groups data based on information 
found in the data that describes the objects and their relationships. The goal of cluster analysis 
is to have similar object within a group (Rokach & Maimon, 2008).
One popular clustering technique is 
similarity measure. Cluster analysis aims to 
group a collection of patterns into clusters 
based on similarity. Clustering aims at 
grouping a set of objects into clusters so that 
objects in the same clusters should be similar 
as possible, whereas objects in one cluster 
should be as dissimilar as possible from 
objects in other clusters. Similarity measures 
in data mining is usually described as a 
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distance with dimensions representing features of the objects. A small distance means a high 
degree of similarity and vice versa. Similarity is very subjective and is highly dependent on the 
domain and application (Yong, 2010). Similarity between two objects plays an important role 
in data mining jobs such as clustering and classification which involve distance computations. 
The distance or similarity for integer-type data and ratio-scaled data are well defined and 
understood (Alamuri et al., 2014).
Alamuri et al. (2014) has suggested a hybrid similarity measure that combines learning 
algorithm for context selection and distance computation based on the learned context. 
Nonetheless, the existing context selection algorithm has the tendency to select all the given 
attributes, making it more complicated. Therefore, a suitable threshold is needed.
This study uses Fuzzy Analytic Hierarchy Process (AHP) (Saaty, 1980; Ernest, 1999) in 
order to limit the features as AHP is commonly used in Multi Criteria Decision Making. It is 
an effective way of determining the criteria weight as it is based on the pair wise comparison 
method and thus no criterion is ignored. It is also a good method for dealing with human 
knowledge because AHP does not use artificial intelligence in the process to convert human 
thinking to fuzzy rule base. In AHP, the input is obtained from experts themselves and it is 
not randomly given by the system. This means information from professional people is still 
appreciated in the computer intelligence system. For each pair of criteria, the decision maker 
is required to do a pair wise comparison evaluation on the relative importance of the two. It 
is based on a well-defined mathematical structure of consistent matrices and eigenvectors to 
generate true or approximate weights (Saaty, 1980).
Ernest (1999) agreed that AHP is a good method to be used in determining criteria weight 
based on three primary steps involved in AHP. First, the structuring technique in AHP works 
similar to the way humans deal with complexity. Second, the measurement on a ratio scale 
which ranges from the lowest to the highest in terms of properties makes AHP necessary 
to represent proportion and fundamental to physical measurement and finally the synthesis 
technique in AHP places together parts into a complete system.
The AHP has been used in many criteria weight decision making problem. It can be 
used in determining criteria weights and also ranking of alternatives. It is also often used for 
criteria weight determination only or combined with other method for multi criteria decision 
making problem. The AHP can be the substitute of finding the weights in Artificial Neuro 
Fuzzy Inference System (ANFIS). Dom et al. (2013) used Lambda-Max AHP to find criteria 
weight for determining criteria weights of factors impacting the melt flow index of degradable 
plastics. The weights are then applied in back-propagation method in ANFIS for forecasting 
purposes (Saadon, 2013). Besides that, AHP is used to find the criteria weights for Extract, 
Transform and Load (ETL) software solution. It is used to determine the criteria weights for six 
characteristics given by ISO/IEC 9126-1 (2001): functionality, reliability, usability, efficiency 
and maintainability. After criteria weights is found, another method called TOPSIS is used to 
rank the alternative and to select the best ETL software for running the Business Intelligence 
systems (Hanine et al., 2016).
In AHP, there are three common criteria weight determination methods. The first method is 
the Fuzzy Logarithmic Least Square method (LLSM), proposed by Van Laarhoven and Pedrycz, 
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in 1983. In LLSM method, the criteria weight is obtained in the form of triangular fuzzy weights 
from a fuzzy comparison matrix. The second method in criteria weight determination in fuzzy 
AHP is the Extent Analysis method which was proposed by Chang, in 1996. It derives crisp 
weights from fuzzy comparison matrices. The third method is Lambda-Max method, which is 
the direct fuzzification method by Csutora and Buckley in 2001. In this study, only Lambda-
Max is used as it is found to be the most suitable method in determining the weight as well as 
the ranking process (Saadon et al., 2010).
The objectives of this paper are apply the Fuzzy Lambda-Max AHP method to find the 
criteria weights and to rank the criteria according to their importance so that the appropriate 
criteria can be used in clustering purposes.
Fuzzy Lambda-Max AHP for feature selection in clustering is described in this paper. 
The methodology is described in detail and its implementation in clustering HIV patients is 
illustrated to demonstrate the feasibility using Fuzzy Lambda-Max AHP for feature selection. 
Criteria weights found can be used to rank the importance of features to be used for clustering 
purposes.
LITERATURE REVIEW
Feature Selection
In many data analysis problems, one is often confronted with very high dimensional data. 
Feature selection techniques are invented to find the relevant feature subset of the original 
features, which can help clustering, classification and retrieval.
Feature selection has been widely used in the field of pattern recognition, machine learning, 
statistics and data mining tasks. The objective of feature selection is to choose a subset of input 
variables by eliminating features, which are irrelevant and have no predictive information. 
Feature selection has proven to be helpful in enhancing learning efficiency, increasing 
predictive accuracy and reducing complexity of learned results (Koller & Sahami, 1996). The 
supervised feature selection has the main goal of finding a feature subset that produces higher 
classification accuracy.
As the element of a domain increases, the number of features increases. Finding an optimal 
feature subset is difficult and it is even hard to find problems related to feature selection are d 
(Kohavi & John, 1997). At this stage, it is essential to describe conventional feature selection 
process, which consists of four basic steps: subset generation, subset evaluation, stopping 
criterion, and validation (Dash & Liu, 1997).
Fuzzy Lambda-Max Criteria Weight Determination
Fuzzy Lambda-Max is one of the methods in Analytics Hierarchy Process (AHP), often used 
for Multi Criteria Decision Making. Csutora and Buckley (2001) propose Lambda-Max which 
involves the direct fuzzification of the well-known Lambda-Max method which is used in 
Saaty’s Analytical Hierarchy Process method. This method is easy to apply as it only uses 
basic computations (Csutora & Buckley, 2001).
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This method works better than LLSM as it calculations take more time and hence, delay 
in solving the problem (Csutora & Buckley, 2001). Lambda-Max also is found to be the most 
appropriate method to use for finding criteria weights among all the Fuzzy AHP methods 
(Saadon et al., 2010), not only because the calculation is less complex, but also because it 
gives good results.
METHOD
The methodology for Fuzzy Lambda-Max AHP for criteria weight determination consists of 
four steps. Csutora and Buckley (2001) developed Lambda Max method to calculate the fuzzy 
weights as follows:
Step 1: Apply α-cut. Let α = 1 to obtain the positive matrix of decision maker k.  
and let α = 0 to obtain the lower bound and upper bound positive matrices of 
decision maker k,  and  Calculate weight vector proposed in 
 and 
Step 2: Choose two constants  and  to minimise the fuzziness of the weight.
            
            
 The upper bound and lower bound of the weight are defined as:
              
              
 So, the lower and upper bound of the weight vectors are  and 
Step 3: Combine the lower bound, the middle, and the upper bound weight vectors. The fuzzy 
weight matrix for decision maker k can be obtained and is defined as
              
Step 4: Repeat step 1, 2, and 3 to calculate the local fuzzy weights and global fuzzy weights.
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So, the lower and upper bound of the weight vectors are  and . 
 
Step 3: Combine the lower bound, the middle, and the upper bound weight vectors. The fuzzy 
weight matrix for decision maker k can be obtained and is defined as 
 ,  
 
Step 4: Repeat step 1, 2, and 3 to calculate the local fuzzy weights and global fuzzy weights. 
 
Application of Lambda-Max in Finding the Criteria Weights 
 
To investigate the feasibility, Fuzzy Lambda-Max is applied to find the criteria weight for the 
given example: 
 
 
Figure1 The criteria involved in determining AIDS survival 
 
Figure 1. The criteria involved in determining I S survival
Application of Lambda-Max in Finding the Criteria Weights
To investigate the feasibility, Fuzzy Lambda-Max is applied to find the criteria weight for the 
given example:
The Acquired Immune Deficiency Syndrome (AIDS) is a set of infections caused by the 
damage done to the human immune system affected by Human Immunodeficiency Virus (HIV). 
According to the San Francisco AIDS Foundation, HIV is transmitted through direct contact 
of the blood stream or the mucous membrane with a human fluid containing HIV (Dom et 
al., 2009).
Ten criteria are known factors that affect the potential of someone having AIDS. As shown 
in Figure 1, the 10 criteria are exposure risk, age, gender, ethnicity, marital status, weight, and 
level of CD4, level of CD8, HIV viral load and treatment.
The exposure risk means whether the patient is homosexual, heterosexual, bisexual, or 
getting HIV from their mother. It includes all ages. Gender is either female or male. Ethnicity 
is either the patient is a Malay, Chinese, Indian or other. Marital status includes single, married, 
divorced and widowed. There is no limit on weight in the data. The CD4 cells are a type of 
white blood cell which is important to the immune system while CD8 cells are the killer of 
abnormal body cells in human immune system. The last two factors are the HIV viral load in 
patient’s body and the treatment received by the patients such as Didanoside (ddI) 100 mg -2, 
Didanosine (videx)-3, Kaletra (lopinavir/rit)-7 and many more.
Three experts have given their opinion on the level of effects of one criteria on the other 
criteria based on the rates of equal, moderate, strong and very strong (see Figure 2) towards 
the possibility of one having AIDS. 
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The inputs are in terms of pairwise comparison and are presented in matrix form. The 
comparison matrix of the three experts are shown in the following tables:
Table 1 
Comparison matrix of 10 factors with respect to AIDS survival (Expert 1)  
E Risk Age Gender Ethnic Marital 
Stat
Weight CD4 CD8 Viral 
Load
Treatment
E Risk E M M E VS E M M M E
Age E E E M
Gender E M E E
Ethnic E E
Marital Stat M VS E E E E E E
Weight M VS E E E E E
CD4 VS M M E
CD8 VS M VS M E E E
Viral Load VS M M M E E
Treatment VS VS M M E
 
 
Figure 2. Rates of opinion 
 
The inputs are in terms of pairwise comparison and are presented in matrix form. The 
co parison matrix of the hree exp rts are shown in the following tables: 
 
Table 1 
Comparison matrix of 10 factors with respect to AIDS survival (Expert 1) 
 E 
Risk 
Age Gender Ethnic Marital 
Stat 
Weight CD4 CD8 Viral 
Load 
Treatment 
E Risk E M M E VS E M M M E 
Age  E E E M      
Gender   E M E E     
Ethnic    E E      
Marital 
Stat 
 M  VS E E E E E E 
Weight  M  VS  E E E E E 
Figure 2. Rates of opinion
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Table 2 
Comparison matrix of 10 factors with respect to AIDS survival (Expert 2)  
E Risk Age Gender Ethnic Marital 
Stat
Weight CD4 CD8 Viral 
Load
Treatment
E Risk E VS VS VS VS VS VS VS VS VS
Age E E E E E E E E E
Gender E E E E E E E E
Ethnic E E E E E E E
Marital Stat E S M M M E
Weight E E E E E
CD4 E E E M
CD8 E E E
Viral Load E S
Treatment E
Table 3 
Comparison matrix of 10 factors with respect to AIDS survival (Expert 3)  
E Risk Age Gender Ethnic Marital 
Stat
Weight CD4 CD8 Viral 
Load
Treatment
E Risk E M E S S S E E E S
Age E M E E E E E E
Gender E E E E E
Ethnic E E E E E E E
Marital Stat S E E E E E E
Weight E E E E E
CD4 E E S S
CD8 E S S
Viral Load S E S
Treatment S S E
Then, the rates of opinion are converted into triangular fuzzy numbers as given in Table 4.
Table 4 
Fuzzy numbers for degree of importance (Wang, 2007)  
Linguistic variable Triangular Fuzzy Number
Equal (1,1,1)
Moderate (1,3,5)
Strong (3,5,7)
Very Strong (5,7,9)
Tables of pairwise comparison in triangular fuzzy number of the 10 factors that determine 
AIDS survival are as shown as follows:
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Finally, from the fuzzy numbers, the criteria weights are calculated using Fuzzy Lambda-
Max method as described in the previous section, to rank the criteria from the most important 
to the least important. The results will be presented in the next section.
RESULTS AND DISCUSSION
Based on the expert opinion, the criteria weights are calculated using the computations given 
in the previous section. The following table shows the final criteria weights obtained using 
Fuzzy Lambda-Max method.
Table 8 
Final criteria weights  
Criteria Criteria weights
E Risk (0.221, 0.318, 0.440)
Age (0.063, 0.075, 0.102)
Gender (0.061, 0.067, 0.100)
Ethnic (0.064, 0.075, 0.097)
Marital Stat (0.103, 0.128, 0.155)
Weight (0.096, 0.108, 0.118)
CD4 (0.090, 0.129, 0.161)
CD8 (0.112, 0.154, 0.164)
Viral Load (0.096, 0.127, 0.106)
Treatment (0.085, 0.110, 0.137)
Then, the criteria are ranked. The criteria with the most weight is placed on top. The 
following table shows the ranking of criteria.
Table 9 
Ranking of criteria
Rank Criteria Criteria weights
1 E Risk (0.221, 0.318, 0.440)
2 CD8 (0.112, 0.154, 0.164)
3 CD4 (0.090, 0.129, 0.161)
4 Marital Stat (0.103, 0.128, 0.155)
5 Viral Load (0.096, 0.127, 0.106)
6 Treatment (0.085, 0.110, 0.137)
7 Weight (0.096, 0.108, 0.118)
8 Ethnic (0.064, 0.075, 0.097)
9 Age (0.063, 0.075, 0.102)
10 Gender (0.061, 0.067, 0.100)
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Ranking of criteria shows the importance of factors that indicate AIDS survival. The criteria 
that ranked first is the most important factor affecting the potential of the patient having AIDS. 
In this study, based on expert opinion and criteria weight obtained, it has been shown that the 
exposure risk, level of CD8 and CD4 cells are three most important factors towards the AIDS 
survival. Ethnicity, age and gender are found to be the least important factors. The ability of 
Fuzzy Lambda-Max AHP method in determining criteria weights and ranking the criteria is 
beneficial so that we know the important criteria to be used in clustering the patients whether 
they are likely to have AIDS or not. From the ranking of criteria, feature selection can be done 
by choosing only the important criteria.
CONCLUSION
The study has shown that Fuzzy Lambda-Max can be used for determining criteria weights. 
Hence, the criteria could be ranked according to importance. This is very useful for feature 
selection in clustering process. For future work, the accuracy of clustering result will be 
measured based on percentage accuracy by comparing actual and experimental clustering 
results. To further validate the method, comparison with existing methods of determining the 
criteria weights and their ranking can be carried out. 
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ABSTRACT
Islam is the fastest growing religion in the world. The number of the Muslim worldwide has been 
increasing through birth and conversion rate. As the number of Muslim population grow so does that 
the demand for halal product worldwide. While quality is seen as an integral part of related companies 
‘strategic business plan. Leadership is difficult to characterise and it implies different things to various 
individuals. However, it is considered as a noteworthy driver for the TQM practices. This paper 
examines Lean Manufacturing (LM), Total Quality Management (TQM), Environmental Management 
System (EMS) and Islamic Manufacturing practices (IMP) and explores the possibility to integrate this 
management system into a new Islamic model for in the Malaysian food industry as the country moves 
forward to becoming a Halal Hub Country. This is a conceptual study, and provides a foundation for 
future research on this topic. 
Keywords: Environmental Management System, food industry, Islamic Manufacturing Practices, Lean 
Manufacturing, Total Quality Management  
INTRODUCTION
The halal food sector, currently worth USD700 
billion, is  growing rapidly (Spire, 2015), with 
Asia accounting for 65% of its market, driven 
by demand primarily from Malaysia, Pakistan, 
India, Indonesia and China.
The global halal food sector is expected 
to grow by six per cent by 2020, according 
to findings from the State of the Global 
Islamic Economy Report 2015/2016 (the 
report is commissioned and supported by the 
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Dubai Islamic Economy Development Centre in partnership with Thomson Reuters, and in 
collaboration with Dinar Standard). 
Malaysia remained a net importer of food in 2013 (RM15.6 billion). Major food imports 
were sugar & sugar confectionery (RM3.4 billion), dairy products (RM3.2 billion), cereal and 
cereal preparations (RM1.5 billion), vegetable and fruits (RM1.2 billion) and cocoa and cocoa 
products (RM1.0 billion). A total of RM24.6 billion has been set aside as a target investment for 
the food processing industry under the Industrial Malaysia Plan 2006-2020 (IMP3) (Ministry 
of International Trade and Industry, 2012). Halal food was listed as current industry’s key 
growth together with functional food, health food, convenience food and food ingredient. 
According to Malaysian Investment Development Authority (MIDA) the processing food 
industry is predominantly Malaysian-owned, and that  Malaysia is the third largest producer of 
poultry meat in the Asia Pacific region. The country is self-sufficient in poultry, pork and eggs, 
but imports about 80% of its beef requirements. The potential value of the global halal food 
market was estimated US$560 billion per year. Not to mention the world Muslim consumer 
expenditure in 2018 is expected to grow to US$2.4 trillion and the value could rise to US$3.7 
trillion by 2019 (MIDA, 2017; Global Halal Data Pool, 2016).
METHOD
Journal articles, reports, books and theses related to TQM and LM were reviewed to develop 
an integrated model  for the food industry in Malaysia. 
RESULTS AND DISCUSSION
Lean Manufacturing (LM)
Lean Manufacturing is an extended version of the Toyota Production System (TPS) with the 
objective to eliminate  waste (Gwen, Michael, & Hendrickson,  2014). According to Dombrowski 
and Mielke (2014), and Salleh et al. (2015), many versions of the lean implementation fall short 
of expectation though some organisations accomplish noteworthy results in the first years of 
lean implementation by performing Kanban 5S, SMED, FIFO. Many  suffer from stagnation at 
some point or another. The explanation behind the stagnation could be the sole focus on waste 
reduction and related strategies. Without a doubt, waste elimination is a vital component of 
lean implementation but it doesn’t lead to genuine lean thinking and therefore, no continuous 
improvement process (CIP) (Dombrowski & Mielke, 2014).
Total Quality Management (TQM)
Total Quality Management (TQM) is both a methodology and a technique to diminish the 
impact of a product, service or process in order by enhancing its quality and productivity and 
satisfying customer demands. This calls for better financial execution, and thus TQM can offer 
a competitive advantage. The quest for product and service enhancement is driven by survival 
needs. Hence, this study aims to show that TQM can bolster and complement production 
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performance and meet customer demand. In addition, Agus and Hassan (2011) confirm that 
TQM improves value added production. 
Environmental Management System (EMS)
Environmental Management System (EMS) is a fundamental component to help firms in 
assessing, managing and organising their environmental activities. The system keeps track of 
the organisation’s  effect on the environment by keeping up with environmental regulations, 
reducing ecological costs, diminish dangers, train employees, create indicators of effect, as 
well as enhance ecological performance. An EMS usually comprises policies, goals, details 
frameworks, task lists, data collection and companies, emergency plans, reviews, administrative 
necessities, and annual reports (Gwen,  Michael, & Hendrickson, 2014).
Islamic Manufacturing Practices (IMP)
Islamic Manufacturing Practices (IMP) is a set or practices or guidelines to ensure the 
manufacturer meets the requirements of Shariah Compliance in term of quality, efficacy and 
purity of the product in order to meet the ‘halalan toyyiban’ concept. Sidratul Enterprise, 
established in 1995, is a company wholly owned by Bumiputera. An initiative of its founder, 
Mr. Arshad bin Haji Ahmad Tajuddin, the company was a product of the high demand of 
biotechnology-based industry in the market.
Good Manufacturing Practices (GMP)
In Malaysia, MS1514 is a complementary document to MS1500, MS1480 and Manual 
Procedure of Halal Certification. The process of halal food certification begins when the 
manufacturers or food industries submit their application to JAKIM. The applicants need to 
provide details of ingredients, name/s and address of manufacturer/s or supplier/s of ingredients, 
original halal status of ingredients such as  halal certificates from  recognised Islamic bodies 
or product specification, manufacturing processes and procedures, such as HACCP and GMP 
(Mohd Amri, 2008; Sazly, 2008). In order to get the halal certification, applicants must comply 
with all the guidelines underlined in halal food standard, GMP standard, HACCP standards 
as well as the manual.
Historical Timeline of TQM, LM, EMS, GMP and IMP
Figure 1 shows the historical background and evolution of LM, TQM, EMS and IMP. It can 
be surmised that the concept of LM was first introduced in the 1980s, while GMP was during 
1900s followed by the publishing of TQM and EMS in 1920s and 1992. The MS1900, the first 
of its kind in Islamic Quality Management System in the world, was introduced in 2006 by 
JAKIM while IMP was established a year before in 2005 by Sidratul Enterprise.
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Pre-Status of TQM, LM, EMS and IMP in Malaysian Food Industry
The number of studies on TQM, LM, EMS and IMP in Malaysian food industry is recorded 
in Table 1. The data gained for the pre-status implementation of the systems are based on the 
search on the Malaysian Theis Online (MyTO) website. As seen in Table 1, the number of 
studies of TQM recorded the highest with 249 studies followed by LM and EMS with 95 and 
18 studies. However, none of the studies have been done in Malaysian food industry. It is more 
saddening with the fact of number of IMP studies in Malaysia which is none. 
 
 
Figure 1. Historical timeline of TQM, LM, EMS, GMP and IMP 
 
The Causes and Needs for an Integration of the Quality System 
The quality control are based on customers focus, continuous improvement, process control, 
preventive actions performance and leadership an  teamwork. Ulle and Kumar (2014) ho 
studied Malaysian automotive companies found that lean activities such as lean policy, lean 
objectives and costing based on lean stream activities are the least popular practices.  
 
Figure 1. Historical timeline of TQM, LM, EMS, GMP and IMP
Table 1 
TQM, LM, EMS and IMP studies in Malaysian based on Malaysian Thesis Online (MyTO)  
Initiatives TQM LM EMS IMP
Implementation year 1923 2000 2003 2005
Availability in Malaysian Food Industry None None None None
Availability in Malaysian other Industry Yes (249) Yes (95) Yes (18) None
Total Studies 249 95 18 None
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The driving factors to implement LM and EMS frameworks can be internal (requirement 
for such systems by the directors) or external (associations need to conform with client 
requirements and external partners) as shown in Table 1. Among the internal reasons, the 
most important are cost and defect lessening, productivity improvement, and environmental/
quality enhancement (Puvanasvaran,  2012). The LM and EMS in particular have  a distinctive 
impact on business goals. However, it needs to be emphasised lean manufacturing alone would 
not enhance environmental performance due to the potential  clashes between environmental 
performance objectives and lean manufacturing principles.
Lean manufacturing focuses on internal and waste reduction process by enhancing e 
environmental management practices to ultimately boost company effectiveness. Besides, 
environmental management practices do require extra assets. Yang, Hong and Sachin (2011) 
believe it is imperative for manufacturing firms to implement lean manufacturing and 
environmental management practices for environmental protection. A study shows that EMS 
practices are more common compared with LM and TQM. However, Salleh, Kasalong and 
Jaafar (2012a, 2012b) found that the EMS practices though actively implemented internally 
in the organisation, it is weakly practised by their supplier.
Consumers are beginning to show interest in the integrity status of Halal  products. 
All parties in the supply chain, downstream and upstream, must take individual and joint 
responsibilities to protect the Halal food products from being cross contaminated. Factors 
such as Halal certification, Halal standard, Halal traceability, Halal dedicated assets, trust and 
commitments between supply chain members that are important to enhance the integrity of 
Halal products are considered when IMP is implemented as part of quality control (Zulfakar, 
Anuar, & Talib, 2014). If halal is taken as the most critical standard for products, then the 
idea to synergise halal concept with worldwide established quality management system such 
as LM, TQM, and EMS is one of the ways to maximise quality of management system. A 
comprehensive system that covers all of these can be set up in order to reduce time and cost 
of compliance. 
The prerequisite for TQM and its planning differ between industries. Thus, there is necessity 
for a model for the Malaysian food industry based on the TQM approach. Therefore, TQM is 
not “one-size-fits-all” in terms of implementation TQM. A framework or the TQM model in 
food industry requires  integration of all parties involved in the food chain (Talib, H. 2013).
The conceptual framework proposed in this paper is developed based on the previous 
models developed by others (Salleh, Kasalong, & Jaafar, 2012b). Moreover, components 
of the global and national quality awards from Japan (Deming Prize), America (Malcolm 
Baldrige National Quality Award), Europe Countries  (European Quality Foundation Award) 
and Malaysia (Malaysian Prime Minister Award Model) while ISO/TS 16949 or ISO 9000 for 
TQM and three system from LM (America - SAEJ4001, Japan - Toyota Production System and 
Malaysia - MAJAICO Lean Production System) were considered in the proposed framework 
for evaluating  quality management practices among SMEs in Malaysian food industry.
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CONCLUSION
Integrating quality, environment, and health and safety management has been extensively 
discussed in literature. Integrated Total Quality Management (TQM) with Lean Manufacturing 
(LM) for example were proposed in order to focus on accomplishing consumer satisfaction 
by eliminating wastes in an organisation association. This also led to the establishment of The 
Green Lean TQM model by integrating Total Quality Management, Lean Manufacturing and 
Environmental Management System.
Organisations need to use distinctive instruments and frameworks, especially Integrated 
Management Systems, to ensure specific quality standard. There is a dearth of studies on 
financial and non-financial performance gains using these quality systems. 
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ABSTRACT
Iris recognition has become a widely popular biometric system. The stable textures and features of the 
human iris have made such biometric systems efficient and accurate for purposes of verification and 
identification. The term non-ideal iris refers to a situation in which the iris is occluded by noise, including 
reflections, eyelashes, eyelids and so on. Most current iris recognition algorithms assume that the iris is 
not occluded, which is less accurate. A method using only some parts of the iris may be suitable to deal 
with a non-ideal iris. The current application of iris recognition systems are plagued by weaknesses such 
as slow processing times, especially when dealing with many irises. In this study, a sub-iris recognition 
technique is proposed to deal with the non-ideal iris, while reducing execution time via an embedded 
system using a graphical processing unit (GPU). The experiment revealed that the proposed method 
was accurate and fast.  
Keywords: Execution time, graphical processing unit, iris recognition system, non-ideal iris, sub-iris 
technique  
INTRODUCTION
Many studies have examined the performance of iris recognition systems which have 
significant advantages such as high identification rate and high feasibility. Each iris is 
unique, with the possibility of locating 
two identical irises being only 1 in 1072 
(Flom & Safir, 1987). Its pattern might be 
stable for a lifetime (Daugman & Downing, 
2001). The iris also has rich features such as 
arching ligaments, rings, freckles, coronas, 
collarettes and crypts (Muron & Pospisil, 
2000). Unfortunately, existing iris recognition 
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systems are disappointing in terms of execution time and/or processing speed (Tozer, 2012). 
Additionally, shape of the iris is not always circular and may be occluded by eyelids, eyelashes, 
reflections and noises, becoming a non-ideal iris. Thus, a new method must be introduced in 
order to improve accuracy and speed of an iris recognition system.
Conventional iris recognition systems are based on three algorithms: the integro-differential 
operator, the Hough transform, and the active contour. The integro-differential operator (IDO) 
was introduced by Daugman (1993), and it is used in order to detect two circles that represent 
the pupil and iris regions respectively. Meanwhile, a method to locate two circles of pupil and 
iris regions based on Hough transform (HT) was introduced by Wildes (1997). This method also 
uses the edge detection method to detect the edges that represent the pupil and iris boundaries. 
The active contour method was introduced by Daugman (2007) in order to detect the irregular 
boundary of the iris.
Most current methods are partly based on these pioneer works and implemented in a 
CPU. Unfortunately, existing algorithms suffer from slow operations time (Yu & Zhou, 
2012). Because of that, an iris recognition system must be developed on another platform with 
better performance than the CPU. Not all regions of the iris are rich with features. According 
to Krichen (2007), the region near the pupil boundary is rich with patterns and is also less 
occluded by eyelids, eyelashes, and noise. Hence, a method that uses only the important parts 
in of the iris must be developed in order to reduce the complexity of the system and to make 
it more efficient by excluding the unimportant parts. This method may reduce resources, thus 
reducing the processing time of the iris recognition system.
Therefore, in this paper, a method using only the important part of the iris region (sub-iris 
technique) is proposed to reduce the complexity of the iris recognition system. The proposed 
method will be implemented on the graphical processing unit (GPU) to reduce execution time.
Previous Works
Recently, the conventional iris recognition methods have been modified to improve their 
performance. Radman et al. (2013) modified the existing IDO method which made it more 
adaptable to locate the irregular boundary of iris. Meanwhile, Hilal et al. (2012) modified the 
active contour method to be more accurate in locating the irregular boundary of pupil. This 
method also used HT to detect the iris boundary. Additionally, Abdullah et al. (2014) used a 
morphological operator to estimate the location of pupil and iris boundaries. After that, the 
active contour was used to detect the exact pupil and iris boundaries. The HT was improved 
by Qin et al. (2013), where the edge gradient direction information was used along with HT 
to locate the exact boundary.
All of the methods described above use the entire or full-iris region for iris recognition 
systems. The full-iris region contains more iris textures and features which are more accurate 
to allow recognition of identity. Unfortunately, acquisition of full-iris region is not always 
possible. Some people may have small eyes that are occluded by eyelids. The iris region can 
also be occluded by eyelashes, reflections, and other objects. There are few methods that use 
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only some parts of iris region in the iris recognition system. The lower part of iris is used in the 
phase-based algorithm (Miyazawa et al., 2006; Ito & Aoki, 2013) for iris recognition system 
instead of the full-iris region. Unfortunately, some iris images may consist of the lower eyelid, 
leading to less accurate performance. Thus, the eyelid masking has been used to eliminate the 
eyelid region. Unfortunately, eyelid detection requires a longer execution time. Du et al. (2005) 
introduced the partial iris for iris recognition system. This method generated four options for 
partial iris. The partial iris was defined as the combination of upper and lower parts of iris 
region with a reduced radius. Unfortunately, the heavy occlusion of eyelid on the upper iris 
may reduce accuracy. Zhao and Kumar (2015) have used some parts of the iris region based 
on the total variation model to suppress noises and to obtain an accurate localisation. In the 
present study, the above methods are analysed, and the disadvantages addressed in order to 
create a better sub-iris or partial iris technique. Generally, the full-iris technique has higher 
recognition accuracy compared with the sub-iris technique if the iris features themselves are 
not occluded. Unfortunately, this is impossible due to the nature of human eyes, especially 
in non-cooperative environments (Zhao & Kumar, 2015). Hence, the sub-iris technique is 
proposed to obtain almost similar recognition accuracy with the full-iris technique, but with 
reduced execution time.
Most iris recognition systems are implemented on the CPU but the latter is not fast enough 
to handle many processes (Sakr et al., 2012). The processes of iris localisation and feature 
extraction have the most extensive computation in the system (Sakr et al., 2012). Thus, GPU 
is proposed to reduce the execution time of the iris recognition system. It was used by Sakr 
et al. (2012) to implement the Daugman (1993) algorithm to compute localisation and feature 
extraction processes, achieving 9.6 and 14.8 times speedup compared with CPU. Meanwhile, 
Nazneen et al. (2016) used the GPU for iris template matching and achieved good performance. 
Based on these findings, the proposed sub-iris technique will be implemented on the GPU in 
order to further improve the time performance of the iris recognition system.
METHOD
The iris recognition system consists of iris acquisition, iris segmentation, normalisation, 
feature extraction, and matching as shown in Figure 1. In iris acquisition, the iris image is 
captured by using a camera under the near infrared or visible wavelength environment. The 
near infrared image consists of grey level values. Meanwhile, the visible wavelength image 
consists of colour values (red, green and blue). The near infrared image is suitable for security 
and verification systems, while the visible wavelength image is suitable for surveillance and 
forensic systems. In this work, the near infrared iris image is used for iris acquisition because 
the rich iris features can be captured under the near infrared environment. The near infrared 
iris images are taken from the CASIA v4 database (Chinese Academy of Sciences’ Institute 
of Automation (CASIA), 2002).
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In iris segmentation, the iris region is segmented from the rest of iris image. The iris image 
may consist of eyelids, eyelashes, eyebrows, reflections, noise, and so on. The iris region can 
be occluded because of those elements, thus, reducing the iris features in the iris region. A non-
ideal iris is common in real-time compared with the ideal iris that has circular shape without 
any occlusion. In this work, iris segmentation is developed based on the active contour of Chan 
and Vese (2001). This active contour is less dependent on the gradient information, which is 
suitable to segment the irregular boundary of iris region.
First, pupil boundary is located by investigating pixel property in the iris image based on 
calculated threshold; the latter is obtained from the average value of pupil region in the iris 
image. The threshold value is calculated from the 100 iris images of CASIA v4 database. Based 
on these calculations, the threshold value is set at 35. After that, the iris image is analysed 
according to the threshold. Based on the threshold, all black connected components in the pupil 
region can be located. The pupil region is presumed to be the largest connected component in 
the iris image based on the threshold value. Finally, the pupil boundary can be located from 
the detected pupil region.
The iris boundary is later located using the active contour method. The active contour 
method introduced by Chan and Vese (2001) is the segmentation method without edges. It uses 
an energy function instead of gradient information to segment the desired object boundary. 
The active contour is defined as in (1) where μ0 (x, y) is input image, c1 is average input image 
when ϕ ≥ 0 and c2 when ϕ < 0, λ1 is fit weight inside curve C, and λ2 is outside of curve C. This 
function is minimised by adding the functions of length in curve, C and area inside of curve, C.
       
       
                     [1]
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The initial contour is an evolution contour used in the active contour as the starting place for 
the latter to start converging towards the desired object boundary. The accurate initialisation 
of initial contour is important in order to avoid segmenting the separate boundary (Getreuer, 
2012). The initial contour in this work is based on a circular shape, so a circle function (Hilal 
et al., 2012) as in (2) is used, where r is circle radius, and (x, y) is circle centre point.
                      [2]
In order to create the initial contour, the parameters of centre point and radius as in (2) need to 
be defined. Since the position of initial contour on the desired object boundary is crucial, few 
conditions need to be met. First, the initial contour must be located within the desired object 
boundary. Due to this, the proposed initial contour must be located at the top of the iris boundary. 
Second, the initial contour must not regularly intercept the desired object boundary in order to 
avoid segmenting the wrong boundary. Because of this, the boundary of the proposed initial 
contour must not regularly intercept the iris boundary. Finally, the oversize initial contour may 
include the unwanted boundary. Thus, the proposed initial contour must not be too big in order 
to avoid the unwanted elements such as eyelids, eyelashes, and reflections to be included into 
the correct iris boundary. 
Based on above considerations, the proposed initial contour is designed with the following 
properties: its centre point must be at the centre of the iris region; the radius must not be too long 
in order to avoid oversize initial contour; and the initial contour must not regularly intercept the 
iris boundary. Since the iris centre is not necessary similar to the pupil centre, an initial contour 
centre is proposed which is not always at the centre of pupil. Hilal et al. (2012) used a HT to 
detect the pupil centre. Unfortunately, this method is less accurate if the pupil region is occluded. 
Because of that, the pixel property in the occluded pupil is analysed to calculate the centroid 
which represents the initial contour centre. After that, the initial contour is shifted towards 
the negative y-axis to reduce error of detecting complex upper eyelid boundary. Meanwhile, 
for initial contour radius, a radius value must be assigned for which the initial contour must 
not be oversized. The iris and pupil radius of 100 iris images are observed to obtain the initial 
contour radius value. An iris radius is then assigned which does not exceed three times of the 
pupil radius. The example of the proposed initial contour can be observed in Figure 2.
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Figure 2. The example of the proposed initial contour 
 
After creating the initial contour, the parameters of iteration number, contraction bias (v), 
and smooth factor (µ) must be assigned. The pre-test of the proposed Chan-Vese active 
contour is conducted on 100 iris images. From the pre-test, the average values of parameters 
are obtained as follows: iteration number = 35, contraction bias (v) = 0.7 and smooth factor 
Figure 2. The example of the proposed initial contour
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After creating the initial contour, the parameters of iteration number, contraction bias 
(v), and smooth factor (μ) must be assigned. The pre-test of the proposed Chan-Vese active 
contour is conducted on 100 iris images. From the pre-test, the average values of parameters 
are obtained as follows: iteration number = 35, contraction bias (v) = 0.7 and smooth factor 
(μ) = 1.5. Finally, the active contour can be deployed on the iris image to segment the irregular 
iris boundary.
In order to reduce complexity and improve the performance of the iris recognition system, 
the sub-iris technique is proposed, in which only the important parts of iris region are used in 
the system. Based on our observation of the previous methods (Miyazawa et al., 2006; Ito & 
Aoki, 2013; Du et al., 2005; Zhao & Kumar, 2015) and work by Krichen (2007), three sub-iris 
regions are proposed for the sub-iris technique. The iris region is divided into two regions: the 
upper iris (θ=0° – 180°) and the lower iris (θ=180° – 360°). The upper iris can be occluded 
by the upper eyelid and eyelashes. Meanwhile, the lower iris can be occluded by the lower 
eyelid only. The occlusion of the lower eyelid on the lower iris can simply be eliminated by 
reducing the radius value, r of the iris boundary. Because of that, the lower iris is selected for 
the proposed sub-iris region. The three proposed sub-iris regions can be observed in Figure 
3. Each sub-iris region has similar value of θ but with a different value of r. The value of r 
represents the following: when r=0.4 means that 40% of iris radius, r=0.6 means that 60% of 
iris radius and r=0.9 means that 90% of iris radius. Each sub-iris region will be analysed in 
order to determine which region has the best performance.
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Figure3. The proposed sub-iris regions of: (a) θ=1800 – 3600, r=0.4; (b) θ=1800 – 3600, r=0.6; and (c) 
θ=1800 – 3600, r=0.9 
Figure 3. The proposed sub-iris regions of: (a) θ=180° – 360°, r=0.4; (b) θ=180° – 360°, r=0.6; and (c) 
θ=180° – 360°, r=0.9
After implementation of sub-iris technique, the roundness of sub-iris region is converted 
into a fixed rectangular polar coordinate in a process known as normalisation. In this work, the 
normalisation method of Daugman (1993) is used, which is known as the rubber sheet model. 
The codes of rubber sheet model from Masek (2003) and Aydi et al. (2014) are modified in 
order to reduce their complexity and execution time. After normalisation, the iris features in the 
iris image are extracted by using the 1D log-Gabor filter (Daugman, 2003). Next, the extracted 
features are encoded into a binary code to create the iris template (Daugman, 2003). Finally, 
the iris template is matched with the database template in order to calculate the matching score 
using the Hamming distance method (Daugman, 2003).
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The CPU implementation of iris recognition system is not fast enough in terms of 
execution time and operation (Yu & Zhou, 2012). The CPU used the sequential computation 
while the embedded system such as graphical processing unit (GPU) and field-programmable 
gate array (FPGA) used the parallel computation. According to Pauwels et al. (2012), a GPU 
has major advantages over a FPGA in terms of absolute performance, external and random 
memory access, and development time. Because of these advantages, GPU is selected as a 
platform for the proposed method. First, the code of the proposed iris recognition system is 
modified in order to accommodate the parallel processing of the GPU. The iris segmentation 
code is modified to locate the pupil region in parallel. After that, the normalisation and feature 
extraction codes of Masek (2003) and Aydi et al. (2014) are modified so that these processes 
can be calculated in parallel. Finally, the matching score of the iris template and the database 
template is calculated in parallel. In this work, NVIDIA GTX 960 GPU with 4 GB RAM and 
1127 MHz base clock was used. The CPU specifications are Intel Core i5 (2.3 GHz) and 4 GB 
RAM. The iris recognition algorithm is implemented on MATLAB with parallel computing 
toolbox.
RESULTS AND DISCUSSION 
Figure 4 shows the comparison between full-iris and the sub-iris technique. Figure 4(a) shows 
the proposed iris segmentation method based on the pixel property in the iris image and the 
active contour method. The results show the proposed method is able to segment the irregular 
boundary of iris and pupil regions. This method can locate an iris boundary which is occluded 
by the upper and lower eyelids. Meanwhile, the eyelashes region can be eliminated by using 
a simple thresholding technique. Figure 4(b) shows the sub-iris region of r=0.9. Based on this 
observation, the sub-iris region does not need to locate the upper iris (occluded by eyelash) and 
the lower eyelid (no eyelid detection) but at the same time it can capture the rich iris features 
near the pupil region. The sub-iris region excludes the iris features at the upper iris (50% of 
iris features near the pupil region), but the captured iris features in the lower iris can be used 
to match the full-iris features in the database. The sub-iris technique may reduce the possibility 
of capturing the unwanted eyelashes and eyelids into the iris template. This technique can also 
save time and resources needed to locate eyelids and eyelashes in the iris image.
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Figure 5 shows the location of the proposed sub-iris region in the full-iris template in 
the database. The red box is the iris features captured by the proposed sub-iris technique. 
Meanwhile, the blue box is the iris region occluded by the upper and lower eyelids. The 
green box is the possible location of the eyelashes. Based on this figure, the proposed sub-iris 
technique has managed to avoid  capturing the iris region that is occluded by the eyelids and 
eyelashes. The presence of both eyelids and eyelashes are quite common in the non-ideal iris. 
The occluded regions have no iris features which leads to waste of time and resource if added 
into the system.
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Figure 5. The sub-iris region (r=0.9) in the database template 
 
Table 1 shows a comparison of all three sub-iris regions in terms of equal error rate 
(EER) and area under curve (AUC). The sub-iris region of r=0.9 achieved the lowest EER and 
the highest AUC compared with other sub-iris regions. This is because the sub-iris region of 
r=0.9 managed to capture the most iris features without the inclusion of noise and occlusion. 
The captured iris featuresare similar with the database template. The low value of EER means 
that this method has high recognition accuracy. The EER is obtained on the receiver operating 
characteristic (ROC) curve when the proportion of acceptance and rejection error is equal. 
The ROC curve is plotted from the matching score to show the genuine acceptance rate 
(GAR) against the false acceptance rate (FAR). Meanwhile, AUC is another indicator for the 
accuracy of the proposed method. The AUC refers to the probability of the algorithm 
classifier to indicate the acceptance rate is higher than the rejection rate. The AUC is obtained 
Figure 5. The sub-iris region (r=0.9) in the database template
Table 1 shows a comparison of all three sub-iris regions in terms of equal error rate (EER) 
and area under curve (AUC). The sub-iris region of r=0.9 achieved the lowest EER and the 
highest AUC compared with other sub-iris regions. This is because the sub-iris region of r=0.9 
managed to capture the most iris features without the inclusion of noise and occlusion. The 
captured iris featuresare similar with the database template. The low value of EER means that 
this method has high recognition accuracy. The EER is obtained on the receiver operating 
characteristic (ROC) curve when the proportion of acceptance and rejection error is equal. 
The ROC urve is plot ed f om the ma ching score to show the genuine acceptance rate 
(GAR) against the false acceptance rate (FAR). Meanwhile, AUC is another indicator for the 
accuracy of the proposed method. The AUC refers to the probability of the algorithm classifier 
to indicate the acceptance rate is higher than the rejection rate. The AUC is obtained from the 
ROC curv  by calculating th  area under the respective graph. Based on th  result, the sub-iris 
region of r=0.9 achieves the highest value of AUC which indicates that this method has the 
highest recognition accuracy.
Table 1 
Analysis of three sub-iris regions  
Method Equal Error Rate (%) Area Under Curve
r=0.4 6.21 0.9710
r=0.6 4.55 0.9755
r=0.9 3.77 0.9821
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Table 2 shows the performance comparison between the CPU implementation and the 
GPU implementation of the proposed iris recognition system. The full-iris technique used 
the entire iris features and implemented on the CPU. Meanwhile, the sub-iris region of r=0.9 
is used because it has the optimal performance compared with r=0.4 and r=0.6. The sub-iris 
technique was implemented on both CPU and GPU. In terms of recognition accuracy, the 
full-iris technique achieved the lowest EER and the highest AUC compared with the sub-iris 
technique. This is understandable because the full-iris technique has more iris features to be 
matched with the database template compared with the sub-iris technique, resulting in less 
error. But the differences between full-iris and sub-iris in terms of EER and AUC were quite 
small (differences of EER=3% and AUC=0.1%). This shows that even though the sub-iris 
technique used fewer than 50% of full-iris features, it still managed to achieve a relatively 
small difference of EER and AUC compared with the full-iris technique. Meanwhile, the 
EER and AUC values of the sub-iris CPU and the sub-iris GPU were similar because only the 
programming and platform were changed, which did not affect the accuracy. The IDO-based 
method of Radman et al. (2013) achieved the lowest recognition accuracy because it was not 
able to capture the iris features that were occluded by the reflections. 
Table 2 
Performance comparison between CPU and GPU  
Method/Technique Equal Error Rate 
(%)
Area Under 
Curve
Execution Time 
(s)
Radman et al. (2013) (full-iris with CPU) 7.23 0.9576 2.420
Proposed full-iris with CPU 3.66 0.9831 1.017
Proposed sub-iris (r=0.9) with CPU 3.77 0.9821 0.954
Proposed sub-iris (r=0.9) with GPU 3.77 0.9821 0.573
In terms of execution time, the sub-iris GPU was the fastest compared with the sub-iris 
CPU and the full-iris CPU. The sub-iris GPU achieved speedups of 43.66% and 39.94% over 
the full-iris CPU and the sub-iris CPU respectively. This shows that the parallel processing of 
GPU is faster than the sequential processing of CPU. The GPU implementation is also more 
efficient than the CPU implementation for the iris recognition system. Meanwhile, Radman et 
al. (2013) achieved the slowest execution time because their method used two IDOs to locate 
the pupil and iris boundaries. The IDO is a complex algorithm with extensive computation. 
This method also uses a separate eyelid detection based on the live-wire method to locate the 
eyelid boundary, which results in longer execution time for the iris recognition system. This 
method is also implemented on the CPU, in which all processes are executed sequentially.
Based on the discussions, the GPU implementation of the sub-iris technique was the 
fastest compared with the CPU implementation of the sub-iris technique. On the other hand, 
the recognition accuracy of the sub-iris and the full-iris techniques was not too different. This 
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shows that the proposed GPU implementation of sub-iris technique can be used in the iris 
recognition system. The proposed method is suitable for real-time implementation because of 
its speed and high recognition accuracy.
CONCLUSION 
This study had looked at the GPU implementation of the sub-iris technique in the iris 
recognition system. The iris segmentation algorithm is based on the pixel property and active 
contour methods. The proposed segmentation was combined with the sub-iris technique and 
implemented on a GPU platform. Based on the results, the proposed method managed to 
achieve a fast execution time and acceptable recognition accuracy compared with the iris 
recognition system using the full-iris technique. The proposed method is suitable for screening 
identification, which is the first line of identification in the airport and immigration. It is also 
suitable for the non-ideal iris, in which the iris region is occluded by unwanted elements. 
Future research should look at how GPU performance may be increased by overclocking it 
to the higher clock speed by increasing the core voltage, core clock and memory clock. Other 
than that, the scalable link interface (SLI) can be used by linking two or more GPUs to carry 
out parallel processing in order to increase processing speed. The GPU is the future since most 
computers nowadays have a dedicated GPU, reducing upfront costs. The GPU offers great 
potential due to its advanced technology in terms of speed and memory.
ACKNOWLEDGEMENTS
The authors gratefully acknowledge Universiti Kebangsaan Malaysia (UKM) for funding this 
projec (Project Number: DPP-2015-009). The authors acknowledge the Ministry of Higher 
Education Malaysia (MOHE) and Universiti Teknologi MARA (UiTM) for making available 
their University Academic Training Scheme (SLAI) and Young Lecturers Scheme (TPM). In 
addition, the authors acknowledge CASIA for allowing the use of its iris database.
REFERENCES 
Abdullah, M. A., Dlay, S. S., & Woo, W. L. (2014). Fast and accurate method for complete iris 
segmentation with active contour and morphology. In IEEE International Conference on Imaging 
Systems and Techniques. (p. 123-128). Santorini, Greece: IEEE.
Aydi, W., Masmoudi, N., & Kamoun, L. (2014). A fast and accurate circular segmentation method for 
iris recognition systems. International Review on Computers and Software, 9(3), 468-477.
Chan, T. F., & Vese, L. A. (2001). Active contours without edges. IEEE Transactions on Image Processing, 
10(2), 266-277.
Chinese Academy of Sciences’ Institute of Automation (CASIA). (2002). CASIA iris image database. 
Retrieved from http://biometrics.idealtest.org/
GPU Implementation of Sub-Iris Technique
273Pertanika J. Sci. & Technol. 25 (S): 263 - 274 (2017)
Daugman, J. (1993). High confidence visual recognition of persons by a test of statistical independence. 
IEEE Transactions on Pattern Analysis and Machine Intelligence, 15(11), 1148-1161.
Daugman, J. (2007). New methods in iris recognition. IEEE Transactions on Systems, Man, and 
Cybernetics, Part B, 37(5), 1167-1175.
Daugman, J., & Downing, C. (2001). Epigenetic randomness, complexity and singularity of human iris 
patterns. Proceedings of the Royal Society of London B: Biological Sciences, 268(1477), 1737-1740.
Du, Y., Ives, R., Bonney, B., & Etter, D. M. (2005). Analysis of partial iris recognition. In Proc. SPIE 
5779. (p. 31-40). Orlando, Florida, USA: SPIE.
Flom, L., & Safir, A. (1987). U.S. Patent No. 4,641,349. Washington, DC: U.S. Patent and Trademark 
Office.
Getreuer, P. (2012). Chan-Vese segmentation. Image Processing On Line, 2, 214-224.
Hilal, A., Daya, B., & Beauseroy, P. (2012). Hough transform and active contour for enhanced iris 
segmentation. International Journal of Computer Science Issues, 9(2), 1-10.
Ito, K., & Aoki, T. (2013). Phase-based image matching and its application to biometric recognition. In 
Signal and Information Processing Association Annual Summit and Conference. (p. 1-7). Kaohsiung, 
Taiwan: IEEE.
Krichen, E. (2007). Recognition of people by iris in degraded mode (Doctoral thesis). Evry-Val Essonne 
University, France.
Masek, L. (2003). Recognition of human iris patterns for biometric identification (Master thesis). 
University of Western Australia, Australia.
Miyazawa, K., Ito, K., Aoki, T., Kobayashi, K., & Nakajima, H. (2006). A phase-based iris recognition 
algorithm. In International Conference on Biometrics. (p. 356-365). Hong Kong, China: Springer.
Muron, A., & Pospisil, M. L. (2000). The human iris structure and its usages. Acta. Univ. Palacki 
Phisica, 39, 87-95.
Nazneen, N., Shafiq, M., & Hameed, A. (2016). Template matching of aerial images using GPU. In 
International Bhurban Conference on Applied Sciences and Technology. (p. 206-212). Islamabad, 
Pakistan: IEEE.
Pauwels, K., Tomasi, M., Alonso, J. D., Ros, E., & Van Hulle, M. M. (2012). A comparison of FPGA 
and GPU for real-time phase-based optical flow, stereo, and local image features. IEEE Transactions 
on Computers, 61(7), 999-1012.
Qin, H., Wang, X., Liang, M., & Yan, W. (2013). A novel pupil detection algorithm for infrared eye 
image. In International Conference on Signal Processing, Communication and Computing. (p. 1-5). 
Kusnmin, Yunnan, China: IEEE.
Radman, A., Jumari, K., & Zainal, N. (2013). Fast and reliable iris segmentation algorithm. IET Image 
Processing, 7(1), 42-49.
Shahrizan Jamaludin, Nasharuddin Zainal and W. Mimi Diyana W. Zaki
274 Pertanika J. Sci. & Technol. 25 (S): 263 - 274 (2017)
Sakr, F. Z., Taher, M., Ei-Bialy, A. M., & Wahba, A. M. (2012). Accelerating iris recognition algorithms 
on GPUs. Cairo International Biomedical Engineering Conference. (p. 73-76). Giza, Egypt: IEEE.
Tozer, J. (2012). £9million down the drain as airports scrap iris passport scanners which were meant to 
speed up queues... because they are slower than manual checks. Retrieved from http://www.dailymail.
co.uk/news/article-2102076/Millions-drain-airports-SCRAP-iris-passport-scanners.html
Wildes, R. P. (1997). Iris recognition: An emerging biometric technology. Proceedings of the IEEE, 
85(9), 1348-1363.
Yu, L., & Zhou, X. (2012). Fast iris location based on window mapping method. Instrumentation, 
Measurement, Circuits and Systems, 519-526.
Zhao, Z., & Ajay, K. (2015). An accurate iris segmentation framework under relaxed imaging constraints 
using total variation model. Proceedings of the IEEE International Conference on Computer Vision. 
(p. 3828-3836). Santiago, Chile: IEEE.
Pertanika J. Sci. & Technol. 25 (S): 275 - 286 (2017)
SCIENCE & TECHNOLOGY
Journal homepage: http://www.pertanika.upm.edu.my/
ISSN: 0128-7680  © 2017 Universiti Putra Malaysia Press.
ARTICLE INFO 
Article history:
Received: 28 September 2016
Accepted: 03 February 2017
E-mail addresses: 
norhafizahjamain@yahoo.com (Norhafizah Jamain),
ismailbm@salam.uitm.edu.my (Ismail Musirin),
mhelmi@uniten.edu.my (Mohd Helmi Mansor),
mamat505my@yahoo.com (Muhammad Murtadha Othman),
aliyah385@johor.uitm.edu.my (Siti Aliyah Mohd Salleh) 
*Corresponding Author
Adaptive Particle Swarm Optimisation for Solving Non-Convex 
Economic Dispatch Problems 
Nurhafizah Jamain1, Ismail Musirin1, Mohd Helmi Mansor2*, 
Muhammad Murtadha Othman1 and Siti Aliyah Mohd Salleh2
1Faculty of Electrical Engineering, Universiti Teknologi MARA (UiTM), Shah Alam, Selangor, Malaysia
2Department of Electrical Power Engineering, College of Engineering, UNITEN, Kajang, Selangor, Malaysia
3Faculty of Electrical Engineering, Universiti Teknologi MARA (UiTM), Pasir Gudang, Johor, Malaysia
ABSTRACT
This paper presents adaptive particle swarm optimization for solving non-convex economic dispatch 
problems. In this study, a new technique was developed known as adaptive particle swarm optimization 
(APSO), to alleviate the problems experienced in the traditional particle swarm optimisation (PSO). 
The traditional PSO was reported that this technique always stuck at local minima. In APSO, economic 
dispatch problem are considered with valve point effects. The search efficiency was improved when a 
new parameter was inserted into the velocity term. This has achieved local minima. In order to show 
the effectiveness of the proposed technique, this study examined two case studies, with and without 
contingency.  
Keywords: Adaptive Particle Swarm Optimization (APSO), economic dispatch, valve-point effects  
INTRODUCTION
The aim to achieve secure power delivery with minimal cost is important. Thus, economic 
dispatch has become an important issue in power system operation and planning. Optimal 
results within the generators in a system 
need to be achieved at the lowest possible 
cost, operational constraints and subject 
to transmission (Momoh, 2001; Wood & 
Wollenberg, 1996). The US Energy Policy 
Act of 2005 defines economic dispatch as “the 
operation of generating facilities to produce 
energy at the lowest cost to reliably serve 
consumers, recognizing any operational limits 
of generation and transmission facilities” 
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(109th Congress, 2005). Economic dispatch is the short-term determination of the optimal output 
of a number of electricity generation facilities, to meet the system load, at the lowest possible 
cost, subject to transmission and operational constraints  and has non-convex characteristics 
(Lee & EI-Sharkawi, 2002). Characteristics of the input-output of generating units are not 
smooth due to valve-point loadings, prohibited operating zones and multi-fuel effects. Solving 
this problem using mathematical methods requires presentation as a non-convex optimisation 
problem with constraints (Park, Jeong, Shin, & Lee, 2010). Yare et al. introduced Heuristic 
Algorithms for solving convex and non-convex economic dispatch. Three heuristic algorithms, 
namely genetic algorithm, differential evolution and modified particle swarm optimisation, have 
been introduced to solve economic dispatch problem. The modified particle swarm optimisation 
offer a better solution to solve economic dispatch problem in terms of locating optimal 
solution compared with genetic algorithm and differential evolution (Yare, Venayagamoorthy, 
& Saber, 2009). Lin, Cheng and Tsay (2001) have applied integrated artificial intelligence 
which is evolutionary programming, tabu search and quadratic programming methods for 
solving non-convex economic dispatch problem. Based on the results, the proposed methods 
are effective compared with the previous evolutionary computation algorithm (Lin, Cheng, & 
Tsay, 2001). In the past few decades, many different methods have been developed to solve 
economic dispatch problems, such as gradient method, Newton method, lambda iteration, 
linear programming and quadratic programming method. However, most of these methods 
cannot solve non-convex economic dispatch problem and highly nonlinear solution space 
due to the curse of dimensionality or local optimality (Abdullah, Bakar, Rahim, Jamian, & 
Aman, 2012). Modern heuristic algorithm such as evolutionary programming (Yang, Yang, & 
Huang, 1996), genetic algorithm (Chen & Chang, 1995), simulated annealing, Hopfield neural 
network, evolutionary strategy optimisation, differential evolution, bacterial foraging algorithm, 
ant colony optimisation, tabu search (Lin et al., 2001), artificial immune system and particle 
swarm optimisation show potential to solve complex economic dispatch problems. Though 
these methods cannot guarantee to find global optima, they often achieve a near global optimal 
solution (Abdullah et al., 2012). Particle swarm optimisation (PSO) is a modern heuristic 
algorithm that is widely implemented in the economic dispatch problem because of the less 
storage requirement, simple implementation and able to find a global optimum solution. The 
PSO was introduced by Kennedy and Eberhart in 1995, inspired by the group behaviour of 
animals such as bird flocks or fish schools (Harman, 1995). It is also suitable to solve large 
scale of non-convex optimisation problems due to its simplicity (Basu, 2015).  However, 
PSO still has disadvantages such as insufficient capability to find nearby extreme points, 
lack of efficient mechanism to treat constraints and local optimal trapping due to premature 
convergence (Park et al., 2010).
This paper presents adaptive particle swarm optimization (APSO) to solve non-convex 
economic dispatch problem. In this study, a new parameter on velocity has been added to 
enhance search efficiency. In addition, local minimum has been achieved without exacerbating 
the speed of convergence and the quality of the structure of the particle swarm optimisation. 
To show effectiveness of the proposed algorithm, two case studies, namely with and without 
contingency, are examined in this study. Classical particle swarm optimization methods were 
also compared.
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METHOD
Problem Formulation
This section describes the objective function for the optimisation process and relevant 
mathematical equation of economic dispatch.
Objective Function
Cost minimisation of thermal generator is the main objective in economic dispatch. Various 
constraints need to be satisfied for this reason. Determination of optimal combination of power 
output to meet the demand at minimum cost while satisfying the constraints are also considered. 
The fuel cost production is given in (2):
                     [1]
                     [2]
where:
Ft :  total generation cost; N :  number of committed generators;
Fi  :  fuel cost for generator i; Pi :  power output of ith generating unit.
aj, bj, cj :  cost coefficients of ith generating unit;
The APSO is proposed to address economic dispatch problems considering valve point 
effects. Ripple in the heat rate function due to valve-point effects can result in the fuel cost 
function have multiple local optima, discontinuous and highly non-linear. Therefore, the cost 
function (2) considering valve-point effects can be described as follows:
                 [3]
where di and ei are the fuel cost coefficients of generator i with valve-point effects.
Equality and Inequality Constraints
Power balance equation. Power balance equation represents the relationship between the total 
generated power, load power and total transmission loss. The total generated power must be 
equal to total load demand and total transmission loss.
                      [4]
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Where Pload is the total load demand and Ploss is total transmission loss. The transmission 
loss can be represented using B coefficients as follows:
                     [5]
where Bij, Boj and Boi are B coefficients.
Minimum and maximum power limits. Corresponding inequality constraint for each 
generator power output should be within its minimum and maximum limits such as
                       [6]
where Pi,min and Pi,max are minimum and maximum limit output of generator i.
Optimisation Techniques
In this section, algorithms for optimisation techniques, namely the particle swarm optimization 
(PSO) and the proposed adaptive particle swarm optimization (APSO), are explained.
Particle Swarm Optimization (PSO). Particle Swarm Optimization (PSO) is an optimisation 
technique based on swarm algorithm. It emulates the behaviour of animals such as bird flocks or 
fish schools (Harman, 1995). Additionally, it is an optimisation tool that provides a population-
based search algorithm. It also searches in parallel style using a group of particles and each 
particle represents a solution to the problem. Particles change their states or positions with 
time and fly in multidimensional search space. Each particle approaches the optimum point 
through present velocity, previous experience and experience of its neighbours. The position 
and velocity of particle i in n-dimensional search space are represented as vectors Xi = (xi1,..., 
xin) and Vi = (vi1,…,vin) respectively. The updated velocity and position of each particle are 
calculated as follows:
                   [7]
                       [8]
where:
  : velocity of particle i at iteration k; rn1, rn2  : random numbers between 0 and 1
W : inertia weight factor;  : position of particle i at iteration k
c1, c2 : acceleration coefficients;
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Rate of convergence for PSO algorithm depends on the inertia weight factor, w. This 
parameter is used based on descending linear function. The mathematical relationship for w 
is expressed by the following equation: - 
                      [9]
Where iter is the current iteration, itermax is the maximum iteration number and wmax and 
wmin are maximum and minimum value of weighting factor respectively. 
Proposed Adaptive Particle Swarm Optimization (APSO). The PSO performance is affected 
by variation of its parameters, in particular the inertia weight and two acceleration coefficients. 
Modification of equation (7) is done by incorporating momentum for particles to search for 
broader space. The proposed updated velocity of APSO is given by the following relationship: -
                  [10]
Acceleration coefficients of c1 and c2 are random in nature ranging from 0 to 1.
                    [11]
                      [12]
Algorithm of APSO for Economic Dispatch Problem with Valve-Point Effects
Figure 1 is, the flowchart of the proposed APSO algorithm and the mechanics describe how 
to solve economic dispatch problem with valve-point effects. 
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The steps are as follows: -
Step 1:  Initialise the particle’s parameters randomly, such as position, velocity, iteration number 
and counter. The number of generating units in economic dispatch problem is the 
dimension in APSO. The initial velocity is set to zero. The ith particle for n-dimension 
is represented as:
                             [13]
 The particles of each dimension are generated randomly within the minimum and 
maximum bound as given in equation (14): -
                            [14]
Step 2: Objective function evaluation: In this step, computation of fitness for each particle 
is performed in order to determine whether the fitness needs to be minimised or vice 
versa. Minimisation of the fitness value is the objective function of the study which 
correlates with cost minimisation. In short, the objective function is minimisation 
of the fitness values in the problem formulations. The fitness equation is expressed 
below:-
                            [15]
 Where k is penalty parameter, Pi is input power of generator at bus i, PD is load demand 
at bus i and PL is loss at bus i.
Step 3:  Assign pbest and gbest are identified. From the whole population, pbest will be 
identified which is in matrix form. Pbest is identified after the population undergoes 
selection. 
Step 4:  Update the velocity and position of each particle by using equation (10). 
Step 5: Fitness evaluation (Fitness 2). Second fitness calculation is performed in order to 
evaluate their values once they have undergone updating process.
Step 6: Compare Fitness 1 and Fitness 2 values. In this phase, new values for pbest and gbest 
will be deduced. 
Step 7: Stopping criterion test. After number of iteration is reached, APSO algorithm will be 
terminated. If otherwise, otherwise goes to step 4.
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RESULTS AND DISCUSSION
Two case studies with contingency and without contingency were examined to show 
effectiveness of the proposed APSO technique. For each test system, 10 runs were conducted 
to minimise total fuel cost subjected to various constraints in a power system. The generator’s 
real power limits are:
Table 1 
Generator real power limits  
Gen. Min. MW Max. MW
1 100 500
2 50 200
3 80 300
4 50 150
5 50 200
26 50 120
Case Study 1: Normal condition
In this case, 26 generator bus with valve-point effects was examined. The values for c1 and c2 
were set to 2 for PSO technique, while in APSO c1 and c2 were set to random value from 0 to 
1. The idea is to use the best value of acceleration coefficients which is 2. It is used to avoid 
premature convergence using the full range of the search space with low social coefficient. 
The iteration was set to 300 in both methods. 10 runs have been done to get the best cost and 
to calculate the average cost of the system. Table 2 and Table 3 tabulate the results of the PSO 
and APSO for 10 runs respectively. 
Table 2 
Results of the PSO for 10 runs in normal condition 
No. 
of 
runs
e f P1
(MW)
P2
 (MW)
P3
 (MW)
P4 
(MW)
P5 
(MW)
P26 
(MW)
Gbest
($)
1 0.9364 0.6326 441.74 169.95 278.05 134.47 177.47 74.21 15447
2 0.5976 0.7745 440.82 165.48 261.41 127.66 200.00 80.49 15453
3 0.8866 0.4188 428.72 165.06 300.00 134.57 161.94 85.76 15447
4 0.4342 0.3691 488.91 127.17 256.37 116.29 167.54 120.00 15461
5 0.6244 0.547 423.89 179.28 256.75 126.88 169.31 120.00 15461
6 0.211 0.7667 449.70 200.00 257.93 129.41 168.19 70.72 15456
7 0.6323 0.0517 463.92 169.52 237.66 134.69 200.00 69.95 15453
8 0.3667 0.6112 432.82 165.73 257.93 150.00 187.92 81.17 15449
9 0.9565 0.0426 441.77 176.38 257.08 150.00 169.94 80.46 15449
10 0.8408 0.3715 445.03 143.86 252.92 150.00 164.02 120.00 15467
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It consists of the coefficient of c1, c2, e and f, output generator which is P1, P2, P3, P4, P5 
and P26 and the value of Gbest. The coefficients of c1, c2, e and f are in the ranges.
All of the output generators are in the generator real power limits. Table 4 shows a 
comparison of performance for PSO and APSO after 10 runs. From the results, PSO and APSO 
have the same value of best cost which is $15447. However, APSO shows lower average cost 
compared with PSO, which is $15447.3. It means APSO have achieved the global optimum 
solution as compared to PSO. The new acceleration coefficients in the APSO method can 
enhance search ability and minimise the fuel cost subjected to the various constraints of a 
power system.
Table 3 
The result of the APSO for 10 runs in normal condition 
No. 
of 
runs
c1 c2 e f P1
(MW)
P2
(MW)
P3
(MW)
P4
(MW)
P5
(MW)
P26
(MW)
Gbest 
($)
1 0.7725 0.411 0.9871 0.8752 445.48 170.57 262.05 133.65 175.73 88.36 15447
2 0.8322 0.1784 0.2839 0.0093 445.85 171.19 263.65 132.15 177.19 85.82 15447
3 0.6701 0.3788 0.0233 0.9787 446.11 170.94 263.57 134.13 175.59 85.49 15447
4 0.8935 0.8668 0.7143 0.3494 448.76 167.69 258.36 139.37 176.91 84.65 15447
5 0.1992 0.6033 0.8737 0.6297 481.11 166.94 253.02 150.00 174.73 50.00 15449
6 0.2472 0.6309 0.3465 0.5762 445.11 174.40 264.28 132.66 173.31 86.11 15447
7 0.6135 0.7282 0.8803 0.9149 448.09 169.83 264.40 131.56 176.75 85.22 15447
8 0.9994 0.9554 0.7175 0.9087 447.69 170.43 260.02 134.29 179.14 84.23 15447
9 0.7408 0.7437 0.0905 0.9543 446.87 171.09 261.97 135.61 176.97 83.29 15447
10 0.9189 0.5654 0.9147 0.5171 443.42 172.10 257.85 143.16 176.10 83.07 15448
Table 4 
Comparison of performance for PSO and APSO in normal condition  
Method Worst cost ($) Best cost ($) Average cost ($)
PSO 15467 15447 15454.3
APSO 15449 15447 15447.3
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Table 5 
The results of the PSO for 10 runs with contingency 
No. 
of 
runs
e f P1
(MW)
P2
 (MW)
P3
 (MW)
P4 
(MW)
P5 
(MW)
P26 
(MW)
Gbest
($)
1 0.7142 0.7477 449.45 171.73 259.57 138.17 175.97 81.24 15452
2 0.7411 0.2215 453.29 200.00 243.12 131.72 169.67 78.51 15461
3 0.2309 0.6416 444.95 167.58 256.40 150.00 172.64 84.39 15454
4 0.7507 0.0538 447.13 170.89 263.28 134.53 175.21 85.14 15452
5 0.1714 0.5278 421.56 184.21 260.10 150.00 171.03 89.08 15454
6 0.2324 0.5619 446.16 171.25 258.88 137.33 177.02 85.47 15452
7 0.5014 0.6109 437.31 200.00 242.44 116.63 160.37 #### 15481
8 0.1589 0.7631 440.72 142.41 300.00 124.40 200.00 68.93 15479
9 0.4725 0.8258 451.07 176.84 267.56 150.00 180.68 50.00 15465
10 0.5417 0.3579 476.67 145.33 257.58 133.05 176.68 86.96 15452
Case Study 2: Contingency condition
In this case, 26 generator bus with valve-point effects was examined. For PSO method, c1 and 
c2 values were set to 2 while in APSO c1 and c2 were set to random value which is from 0 to 
1. The idea is to use the best value of acceleration coefficients which is 2. It is used to avoid 
premature convergence using the full range of the search space with low social coefficient. The 
iteration was set to 300 in both methods. Ten runs were done to get the best cost and to calculate 
the average cost of the system. Table 5 and Table 6 show the results of PSO and APSO for 10 
runs respectively. It consists of the coefficient of c1, c2, e and f, output generator which is P1, 
P2, P3, P4, P5 and P26 and the value of Gbest. The coefficients of c1, c2, e and f are between 
the ranges. All of the output generators are in the range of the generator real power limits.
Table 6 
The results of the PSO for 10 runs with contingency
No. 
of 
runs
c1 c2 e f P1
(MW)
P2
(MW)
P3
(MW)
P4
(MW)
P5
(MW)
P26
(MW)
Gbest 
($)
1 0.7873 0.1716 0.4236 0.784 446.53 174.59 260.30 135.67 177.89 81.17 15452
2 0.1153 0.5452 0.4553 0.118 444.56 169.53 266.22 134.77 186.11 74.98 15452
3 0.5141 0.9474 0.0921 0.732 447.97 172.30 262.27 136.10 174.42 83.10 15451
4 0.6126 0.582 0.1081 0.793 446.23 170.58 263.11 139.19 176.38 80.63 15452
5 0.9747 0.6514 0.9751 0.981 447.00 171.18 260.41 136.93 175.66 84.96 15451
6 0.2291 0.7643 0.4568 0.132 431.61 164.91 265.19 137.46 200.00 76.93 15458
7 0.0619 0.9838 0.98 0.624 444.51 152.32 246.22 145.99 200.00 86.98 15459
8 0.0245 0.9388 0.8024 0.329 446.92 176.69 248.26 150.00 173.59 80.57 15455
9 0.3766 0.5573 0.3791 0.258 439.52 167.62 261.43 129.62 200.00 78.00 15458
10 0.9042 0.6085 0.8656 0.785 438.49 166.31 259.13 135.52 200.00 76.66 15458
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Table 7 compares performance for PSO and APSO after 10 runs with contingency. From 
the results, APSO methods displayed minimal cost compared with PSO which is $15451. 
This means APSO achieved global optimum solution compared to PSO. The new acceleration 
coefficients in the APSO method can enhance search ability and minimise fuel cost subjected 
to various constraints of a power system. 
Table 7 
Comparison of performance for PSO and APSO with contingency  
Method Worst cost ($) Best cost ($) Average cost ($)
PSO 15481 15452 15460.2
APSO 15459 15451 15454.6
CONCLUSION 
This paper had discussed adaptive particle swarm optimization (APSO) method for solving 
non-convex economic dispatch problem considering valve-point effects. A random value of 
acceleration coefficients or social parameter is assigned to enhance search ability and escape 
from a local minimum for two case studies which is in normal condition and contingency 
condition. Both cases show that APSO have lower average cost in the system. This means that 
APSO achieved global optimum solution compared with particle swarm optimization (PSO). 
The entire coefficients are in the range. The new acceleration coefficients in the APSO method 
can enhance search ability and minimise fuel cost subjected to the various constraints of a power 
system. Output of the generator shows that it is in the limit which means the power output 
meets the demand at minimum cost. Thus, it can be concluded that the objectives of this system 
are achievable which is able to minimise the fuel cost subjected to the various constraints of 
a power system and determine an optimal combination of power output to meet the demand 
at minimum cost. When classical particle swarm optimisation methods were compared, the 
proposed adaptive particle swarm optimization was able to provide better solution. Thus, APSO 
can be applied for solution of complex power system optimisation problems. 
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ABSTRACT
This paper proposes a 3D object recognition method based on 3D SURF and the derivation of the robot 
space transformations. In a previous work, a three fingered robot hand had been developed for grasping 
task. The reference position of the robot hand was programmed based on predetermined values for 
grasping two different shapes of object. The work showed successful grasping but it could not generate 
the reference position on its own since no external sensor was used, hence it is not fully automated. 
Later, a 2D Speed-Up Robust Features (SURF) and 3D point cloud algorithm were applied to calculate 
the object’s 3D position where the result showed that the method was capable of recognising but unable 
to calculate the 3D position. Thus, the present study developed 3D SURF by combining recognised 
images based on 2D SURF and triangulation method. The identified object grasping points then are 
converted to robot space using the robot’s transformation equation which is derived based on dimensions 
between robot and camera in the workplace. The result supported the capability of the SURF algorithm 
for recognising the target without fail for nine random images but produced errors in the 3D position. 
Meanwhile, the transformation has been successful where the calculated object positions are inclined 
towards the directions of actual measured positions accordingly related to robot coordinates. However, 
maximum error of 3.90 cm was observed due to the inaccuracy of SURF detection and human error 
during manual measurement which can to be solved by improving the SURF algorithm in future. 
Keywords: 3D SURF, object recognition, robot coordinates, robot hand, transformation, triangulation
INTRODUCTION
Image processing method has been used in 
many robot manipulator applications for 
object recognition and determination of 
grasping position by the end effector. Robots 
that can grasp object without damaging 
the object and themselves, must have the 
capability of recognising an object using 
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external sensors. Camera is one of the sensors that can provide visual information for object 
recognition purposes.
A suitable technique of image processing is needed for a fully autonomous robot to execute 
an assigned task without human intervention. Collet et al. (2009) built 3D models of objects 
from a set of images captured from different angles. Key point features of each image were 
extracted and matched with those from the 3D models. The pose estimation results were used 
by a Barret Hand to grasp the pre-identified objects. However, the work required a huge amount 
of image data during the training of the 3D models. Saxena et al. (2008) proposed a method for 
grasping several household objects based on training of predicted optimal grasping points of 
objects for a Barret arm robot manipulation. Their method did not require 3D model of object 
but instead identified grasping points were triangulated to obtain the 3D location. Sushkov 
et al. (2011) proposed a robot that could autonomously acquire object images and applied a 
recognition method to extract features from the multiple image frames captured. However, 
their robot faced problem in rotating the object to obtain multiple image views to be learned 
and therefore resulted in less efficient feature detection.
Object recognition using image processing can be implemented by finding object’s interest 
point correspondences between a target image which consists of only the target object and 
a scene image which consists of the target object in a cluttered background. Scale Invariant 
Feature Transform (SIFT) which has been introduced by Lowe (1999) is one of the most robust 
and stable object recognition methods that  detect objects despite a scale change or in-plane 
rotation in cluttered background. This method works best for objects that exhibit non-repeating 
texture patterns, which give rise to unique feature matches. The SIFT detects distinctive local 
keypoints using Laplacian of Gaussian approximated by Difference of Gaussians (DOG). 
Lee et al. (2006) combined SIFT and line geometric features in sequence of image frame 
captured by the camera to produce the 3D object recognition and pose estimation. Kuş et 
al. (2008) implemented SIFT technique with new features related to colour classification 
of local region to recognise traffic signs. The above studies showed the application of SIFT 
without implementation for robot task while the previous studies have applied SIFT for robot 
manipulation and (Collet et al., 2009; Sushkov et al., 2011).  
However, Wu et al. (2013) used SIFT to produce low extraction time and slow matching 
step compared with PCA-SIFT, GSIFT, CSIFT, SURF and A-SIFT due to the application of 
high 128-dimensional vector to describe each keypoint. For example, in order to improve the 
dimensionality vector of keypoint, Ke et al. (2004) introduced PCA-SIFT where Principal 
Component Analysis (PCA) has been used to replace gradient histogram to produce more 
accurate and quick results. Meanwhile, Bay et al. (2008)  proposed SURF with improvement 
key point detector and feature vector algorithms. Its computation time is  faster than SIFT  and 
shows similar performance (Kim et al., 2012). For example, Desai et al. (2015) applied SURF 
algorithm combined with frame difference method to detect the objects in real-time condition. 
While Anitha et al. (2014) used SURF descriptor and Harris corner detection for continuous 
recognition and tracking through video images. Desai et al. (2015) and Anitha et al. (2014) 
reported better detection rate as well as more accurate. Anh et al. (2012) proposed a high-speed 
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object tracking method based on a window approach and SURF descriptor. Using the window 
approach, the object region can be iteratively tracked to reduce the time for object recognition.
This paper  focuses on improving grasping capability of a 7-DOF three-fingered robot 
hand using an image processing method  discussed  in a previous work by Shauri et al. (2014). 
Based on this, Kasim et al. (2016) who  had successfully used PID control for grasping based on 
predetermined values of motor angles. However, the motor position was manually programmed 
by user since no external sensor was used. A 2D SURF and 3D point cloud algorithm were 
applied to recognise the object’s 3D position where it has been observed that the method was 
capable of recognising but unable to calculate the 3D position. Therefore, this study proposed 
an object recognition using 3D SURF method based on static images captured by a stereo 
camera and a robot space transformation to calculate the 3D object position related to robot 
coordinates.
METHOD
Object Recognition and 3D Position
There are two stages involved in this study: object recognition and robot space transformation. 
Object recognition is initially used to detect and locate the object position based on image 
coordinates. Then, it is transformed in relation to camera and robot coordinates to be used as 
reference for grasping in a later study.
Image Processing Using SURF
The SURF process can be divided into three main steps. In the first step, Hessian matrix based 
blob detector is used to find the interest points or object features at the distinctive locations in the 
image. The computation time is reduced significantly due to the application of integral image in 
finding the interest points. Next, Haar wavelet patterns are distributed to the neighbourhood of 
every interest point to produce the feature vector typically known as feature descriptor. Finally, 
the descriptor vector of the target and scene images are matched using Euclidean distance.
Calculation of 3D Object Position 
Initially, SURF produces object information in pixel values. It is necessary to transform the 
image data to provide reliable information for the robot’s operation. The 2D object’s centre 
point provided by SURF needs to be converted to 3D position in the robot plane. The conversion 
process involves mathematical calculation which will be discussed later.
After the location of the object is recognised in the scene image, the next step is to find the 
centre point of object related to image coordinates. The object position from SURF which is 
represented as polygon matrix is used to obtain the centre point by averaging its four corners. 
The conversion of (u, v) in image plane to (XC, YC) in camera plane which is from pixel to unit 
in centimetre is performed by using equation (1). Width and height represent the width and 
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height of the image respectively. Note that only left side camera is considered to perform the 
conversion of XC and YC as shown in Figure 1 (a).
                       [1]
The centre points of object from two cameras are used to calculate the 3D position (XC. YC, 
ZC). ZC is determined using triangulation formula in equation (2) and as illustrated in Figure 1 
(b). f is the focal length of image, T is the physical distance between the two lenses, Xleft and 
Xright are the projected x position on the left and right image planes, Oleft and Oright are the 
centre projection of both camera planes and Q is the distance of camera to object.
                   [2]
respectively. Note that only left side camera is considered to perform the 
conversion of  and  as shown in Figure 1 (a). 
 
                                                         [1] 
The centre points of object from two cameras are used to calculate the 3D 
position .  is determined using triangulation formula in equation (2) and 
as illustrated in Figure 1 (b).  is the focal length of image,  is the physical 
distance between the two lenses,  and  are the projected  position on 
the left and right image planes,  and  are the centre projection of both 
camera planes and  is the distance of c mera to object. 
 
    [2] 
				 	  
(a)     (b) 
Figure 1. 3D calculation of object position: (a) stereo camera setup; and (b) triangulation 
(top view) 
 
Robot Space Transformation 
Figure 1. 3D calculation of object position: (a) stereo camera setup; and (b) triangulation (top view)
Robot Space Transformation
Robot space transformation refers to data conversion from (XC , YC , ZC) in camera coordinates 
to (Xr,, Yr,, Zr) in robot coordinates. The relationship between both coordinates is depicted in 
Figure 2. rAPa which is the position vector for moving the end effectors towards the object 
based on (XC , YC , ZC) can be calculated using equation (3). In this equation, rACa represents 
the position of camera in the robot coordinates, while rCaPa represents the position of object in 
the camera coordinates. RotX (θc) and RotY (θc)   are the rotation matrices for camera in z and 
y axes respectively as written in equation (4).
                  [3]
                [4]
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Experimental Setup
A box which can fit r the size of the robot hand and has unrepeated pattern is selected as the 
target for the SURF experiment. Ten images which consist of the target object were placed 
at different positions in x, y and z axes of the robot coordinates. Two main objectives in this 
experiment were to detect the target object using SURF in a cluttered background and to verify 
its 3D position where the centre point of object in image were calculated related to camera and 
robot planes using the above transformation equations.
RESULTS AND DISCUSSION
Object Recognition
In early process of object recognition, interest points were extracted from the target image 
and the scene image. Figure 3 shows the set of extracted interest points from both images 
represented by circles. About 100 and 300 interest points have been extracted from the target 
image and the scene image respectively. After that, the descriptor of interest point from the 
target object is stored in the database as are reference for similarity test.
In the similarity test, as the target object is placed at ten different positions, both the feature 
vectors of the target image in the database and the scene image were compared. Based on the 
different positions of object, about 30-60 verified interest points have passed the similarity 
test using nearest neighbourhood algorithm before a target is found. Figure 4(a) shows the 
result of matching process where about 14 inlier points represented by the yellow lines were 
 Robot space transformation refers to data conversion from in camera 
coordinates to in robot coordinates. The relationship between both 
coordinates is depicted in Figure 2.  which is the position vector for moving 
the end effectors towards the object based on can be calculated using 
equation (3). In this equation,  represents the position of camera in the robot 
coordinates, while  represents the position of object in the camera coordinates. 
  and  are the rotation matrices for camera in z and y axes 
respectively as written in equation (4). 
 
 [3] 
 
 [4] 
 
	
(a) 
Figure 2. Camera and robot coordinates: (a) illustration of coordinates; and (b) coordinates in real setup
Object Camera
Robot
 
(b) 
Figure 2. Camera and robot coordinates: (a) illustration of coordinates; and (b) coordinates 
in real setup 
 
Experimental Setup 
A box which can fit r the size of the robot hand and has unrepeated pattern is 
selected as the target for the SURF experiment. Ten images which consist of the 
target object were placed at different positions in x, y and z axes of the robot 
coordinates. Two main objectives in this experiment were to detect the target object 
using SURF in a cluttered background and to verify its 3D position where the 
centre point of object in image were calculated related to camera and robot planes 
using the above transformation equations. 
 
RESULTS AND DISCUSSION 
Object Recognition 
In ly process of object reco nition, int rest points were extracted from the t rget 
image and the scene image. Figure 3 shows the set of extracted interest points from 
both images represented by circles. About 100 and 300 interest points have been 
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found. Finally, the result of SURF detecting the target object in the scene image is indicated 
by a transformed polygon line as shown in Figure 4(b).
3D Object Position and Robot Transformation
The conversion for the centre point of object from image plane to camera plane is tabulated in 
Table 1. L01 until L09 represent the scene images that consist of the target object captured by 
the stereo camera. L01 is where the target object is placed at the centre of robot origin while 
L02 until L05 is where the target object is displaced in the negative and positive directions along 
Yr axis. L06 and L07 is where the target object is displaced in the positive direction of Xr axis. 
Meanwhile, L08 and L09 are the locations of the displaced object in the negative direction of 
Zr  axis. rCaPa is the 3D centre point of object in camera plane in pixel values.
Next, rCaPa  in centimetre unit is compared with the manually measured distance from 
camera to object, rCaO. The difference between rCaPa  and rCaO is presented as Error 1 in Table 
1. As the position of target object is varied from the robot origin Or , rCaPa varied accordingly 
in x, y and z directions. However, when the object is placed far to the left of camera, the object 
detected by SURF produced bigger error as shown in Figure 5 for L03, L06 and L07 which 
can be shown by comparing the polygon lines.
Finally, the result of calculated object position from the robot rAPa is compared with 
manually measured distance from object to robot rAO in Table 2. The difference between rAPa 
and rAO is presented as Error 2. The 3D illustration of the data is shown in Figure 6.
When the object is placed at L01 the position error is almost zero. When it is displaced in 
the direction of Yr from 2.5 cm to 5 cm in L04 and L05, rAPa showed positive increments in y 
from 2.67 cm to 4.56 cm. When the object is displaced in the positive direction of Xr from 2.5 
cm to 5 cm in L06 and L07, L07 showed the highest error of 3.90 cm in x direction while L06 
showed error of only -2.16 cm. This is due to the error in ZC calculated from SURF which is 
as much as 2.27 cm. As the object position in Zr is displaced towards negative direction from 
-26.5 cm to -24.5 cm in L08 and L09, rAPa also showed negative increments in z direction from 
-28.47 cm to -26.38 cm which contributed by error from 1.88 cm to 1.97 cm. 
Figure 3. Detected feature points from box and scene: (a) interest point from a box; and (b) interest point 
from the scene
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interest point from the scene 
 
  
(a) (b) 
Figure 4. Features matching and detected object in scene image: (a) matching features; and 
(b) detected object in scene image 
 
 
 
 
 
 
 
 
 
SURF based 3D Object Recognition for Robot Hand Grasping
293Pertanika J. Sci. & Technol. 25 (S): 287 - 296 (2017)
Figure 4. Features matching and detected object in scene image: (a) matching features; and (b) detected object 
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Table 1 
Comparison of measured and calculated camera to object distance  
Image Axis Camera to object Error_1
rCaO Measured (cm) rCaPa Calculated (cm) rCaO - rCaPa (cm)
L01 Xc -3.50 -3.50 0.00
Yc 0.00 0.00 0.00
Zc 37.90 36.15 1.75
L02 Xc -6.00 -5.84 -0.16
Yc 0.00 -0.01 0.01
Zc 37.90 36.75 1.15
L03 Xc -8.50 -8.16 -0.34
Yc 0.00 -0.07 0.07
Zc 37.90 36.78 1.12
L04 Xc -1.00 -1.20 0.20
Yc 0.00 -0.06 0.06
Zc 37.90 37.21 0.69
L05 Xc 1.50 1.17 0.33
Yc 0.00 -0.04 0.04
Zc 37.90 37.24 0.66
L06 Xc -3.50 -3.55 0.05
Yc 0.00 0.20 -0.20
Zc 35.40 36.53 -1.13
L07 Xc -3.50 -5.71 2.21
Yc 0.00 0.50 -0.50
Zc 32.90 35.17 -2.27
L08 Xc -3.50 -3.63 0.13
Yc 6.00 4.21 1.79
Zc 37.90 37.47 0.43
L09 Xc -3.50 -3.63 0.13
Yc 8.00 6.46 1.54
Zc 37.90 37.84 0.06
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Table 2 
Comparison of measured and calculated robot to object distances 
Image Axis Robot to object Error_2
rAO Measured (cm) rAPa Calculated (cm) rAO - rAPa (cm)
L01 X 0.0 0.09 -0.09
Y 0.0 0.38 -0.38
Z -32.5 -32.44 -0.06
L02 X 0.0 1.60 -1.60
Y -2.5 -1.27 -1.23
Z -32.5 -33.29 0.79
L03 X 0.0 2.84 -2.84
Y -5.0 -3.01 -1.99
Z -32.5 -34.18 1.68
L04 X 0.0 0.00 0.00
Y 2.5 2.67 -0.17
Z -32.5 -31.36 -1.14
L05 X 0.0 -1.05 1.05
Y 5.0 4.56 0.44
Z -32.5 -30.39 -2.11
L06 X 2.5 0.34 2.16
Y 0.0 0.36 -0.36
Z -32.5 -32.23 -0.27
L07 X 5.0 1.10 3.90
Y 0.0 -1.68 1.68
Z -32.5 -33.03 0.53
L08 X 0.0 1.31 -1.31
Y 0.0 -1.08 1.08
Z -26.5 -28.47 1.97
L09 X 0.0 1.66 -1.66
Y 0.0 -1.94 1.94
Z -24.5 -26.38 1.88
Overall, the transformation was successful where the object positions inclined to the 
directions of the actual measured positions according to robot coordinates. However, the errors 
attributed to inaccuracy of SURF detection and human error during manual measurement. 
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CONCLUSION
This study used vision algorithm technique called SURF feature to detect a target object in 
cluttered backgrounds. In order to obtain the object position in robot coordinates, transformation 
was applied according to the translations and rotations of camera related to robot coordinates. 
The result showed that SURF algorithm can recognise the target object without fail for nine 
random images. Furthermore, the transformation was successfully implemented where the 
calculated 3D positions were observed to incline towards the direction of actual measured 
positions. However, the errors occurred in the 3D positions were due to the limitation in 
SURF as well as human error during manual measurements with the highest error observed at 
3.90cm. The SURF technique had displayed weaknesses when the object is rotated and when 
the camera’s viewpoint is changed. The result showed that the more the object is rotated, the 
bigger the error. Therefore, a combination of SURF with geometric algorithm or machine 
learning methods could be considered in future work to overcome these limitations.
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ABSTRACT
Two imines of different molecular sizes namely 3-(phenylimino) indolin-2-one (PII) and 3,3- 
(1,4-phenylenebis (azan-1-yl-1-ylidene) diindolin-2-one (PDI) were investigated for their corrosion 
inhibition on mild steel in 1 M HCl solution using electrochemical impedance spectroscopy (EIS). The 
bigger molecule PDI containing double the amount of isatin moiety exhibited higher inhibition efficiency 
of 87.3% while PII that contained monoisatin moiety showed a lower inhibition efficiency of 74.8%. Both 
compounds had an increase in inhibition efficiencies percentage as concentrations increased. Density 
functional theory (DFT) was used to determine the correlation between the corrosion inhibition efficiency 
and electronic parameters. The DFT calculations indicated that the corrosion inhibition efficiency was 
mainly dependant on the frontier orbital energy gap and the chemical softness/hardness of the imines. 
Keywords: Corrosion inhibition, DFT, Isatin, mild steel, Schiff base  
INTRODUCTION
Imines or Schiff bases are organic compounds 
synthesised from the condensation of amines 
and aldehydes/ketones, with characteristic 
C=N functional group (Shakir et al., 2009). 
They are prevalent due to ease of synthesis, 
facile fine tuning of electronic structure; 
the presence of lone pair of electrons on 
the imine nitrogen that make them  ideal 
chelating agents with metal centres, producing 
compounds that have interesting properties 
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and activities (Bahron et al., 1994). Imines are known for their various fields of application, 
including biological, physical and analytical chemistry (Vicini et al., 2003; Anouar et al., 
2013). Furthermore, they are widely used as effective organic corrosion inhibitors, especially 
in acidic environments, for various types of metal (Ghani et al., 2012; Daoud et al., 2014). 
Hydrochloric acid solutions are commonly used for the removal of rust and undesired scales 
on mild steel in many industrial purposes. To resolve the issue of the corrosion of mild steel 
in hydrochloric acid solutions many fundamental scientific studies and industrial studies have 
been conducted (Hegazy et al., 2009).
Density functional theory (DFT) calculations have been extensively used to show the 
interaction between the corrosion inhibitor and mild steel surface (Ju et al., 2008; Ghailane et al., 
2013). The corrosion inhibition efficiency mainly depends on the physicochemical, electronic 
properties of inhibitors, as well as the binding interaction between the inhibitor and the metal 
surface. For instance, frontier molecular orbitals (HOMO and LUMO) and the Mulliken atomic 
charge distributions are used in locating the active sites in the organic inhibitors (Daoud et al., 
2014; Ghailane et al., 2013).
The present study is aims to show the relationships between the inhibition efficiencies of 
two Schiff bases, 3-(phenylimino) indolin-2-one (PII) and 3,3-(1,4-phenylenebis(azan-1-yl-1-
ylidene) diindolin-2-one (PDI) on mild steel in 1 M HCl with physicochemical and electronic 
properties of the studied compounds. The DFT calculations were carried out using the hybrid 
functional B3LYP combined with 6-311+G (d,p) basis set.
METHOD
The synthesis, characterisation, preparation of working electrode and test solution of PII (4) 
and PDI (5) were based on Ghani et al. (2014).
Electrochemical Measurement
A conventional three-electrode system was employed for the electrochemical studies consisting 
of a mild steel working electrode, a platinum rod and Ag/AgCl electrode with a Luggin capillary 
as both counter and reference electrode. The mild steel working electrode was immersed for 15 
minutes in test solutions to achieve a steady state open circuit potential or OCP. Electrochemical 
impedance spectroscopy (EIS) measurements were done at open circuit potential over frequency 
ranging from 0.05 Hz to 100 kHz and sinusoidal potential perturbation was 10 mV in amplitude 
with data density of 10 points per decade.
Theoretical Details
The optimisation and frequency calculations of the ground states of the two Schiff bases and 
its precursor compounds as in Figure 1 were carried out using the DFT hybrid functional 
B3LYP combined with a triple-Pople-type basis set 6-311+G (d,p) as implemented in Gaussian 
software (Frisch et al., 2009). 
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To correlate the corrosion inhibition efficiencies of the compounds on mild steel, a set of 
electronic properties such as HOMO and LUMO energies, ionisation potential (IP), electronic 
affinity (EA), energy gap between the HOMO and LUMO, electronegativity (χ), chemical 
hardness/softness (η), electrophilicity (ω) and dipole moment (μ) were calculated. Mulliken 
atomic charges were calculated to determine the active sites for the titled inhibitors binding to 
the mild steel surface. The polarisable continuum model (PCM) were used to take the solvent 
effects into account when the compound is embedded into a cavity surrounded by solvent 
described by its dielectric constant ε (e.g., for water ε = 78.3553) (Tomasi et al., 2005). The 
frontier molecular orbitals were visualised with Molden software.
RESULTS AND DISCUSSION
Electrochemical Impedance Spectroscopy (EIS)
The corrosion behaviour of mild steel in 1 M HCl in absence of PII and PDI (blank solution) 
and in the presence of the PII and PDI at different concentrations are shown in Nyquists plots 
in Figure 2. The capacitive loops have the appearance of slightly depressed semicircles due to 
a phenomenon called “dispersing effect” where there is heterogeneity, roughness and porosity 
on the mild steel surface (Tang et al., 2013). The impedance values were significantly enhanced 
after the addition of both the inhibitors in the acidic solution. The diameter of the semicircles 
increased with the concentrations of both compounds, but more so in PDI, resulting from the 
effective surface coverage of the Schiff base inhibitors on mild steel substrate. 
 
Figure 1. Molecular structures of the precursor compounds: (1) Aniline; (2) p-phenyldiamine; (3) Isatin; 
and its Schiff bases; (4) PII; (5) PDI 
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Table 1 shows the parameters obtained from EIS fitting of both inhibitors using the 
equivalent circuit in Figure 3. Rs and Rp represent the solution resistance and the polarisation 
resistance respectively. Meanwhile, Constant phase element (CPE) is used in the equivalent 
circuit to replace a double layer capacitance (Cdl) for an accurate impedance spectra fit. 
The corrosion behaviour of mild steel in 1 M HCl in absence of PII and PDI (blank solution) and 
in the presence of the PII and PDI at different concentrations are shown in Nyquists plots in 
Figure 2. The capacitive loops have the appearance of slightly depressed semicircles due to a 
phenomenon called “dispersing effect” where there is heterogeneity, roughness and porosity on 
the mild steel surface (Tang et al., 2013). The impedance values were significantly enhanced 
after the addition of both the inhibitors in the acidic solution. The diameter of the semicircles 
increased with the concentrations of both compounds, but more so in PDI, resulting from the 
effective surface coverage of the Schiff base inhibitors on mild steel substrate.  
    
(a)       (b) 
Figure 2. Nyquist plots for mild steel in 1 M HCl with and without the presence of: (a) PII; and (b) PDI in 
different concentrations 
Table 1 shows the parameters obtained from EIS fitting of both inhibitors using the 
equivalent circuit in Figure 3. Rs and Rp represent the solution resistance and the polarisation 
resistance respectively. Meanwhile, Constant phase element (CPE) is used in the equivalent 
circuit to replace a double layer capacitance (Cdl) for an accurate impedance spectra fit.  
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Figure 2. Nyquist plots for mild steel in 1 M HCl with and without the presence of: (a) PII; and (b) PDI in 
different concentrations
Table 1 
Impedance parameters for mild steel electrode in 1 M HCl in the presence of different concentrations of PII 
and PDI.  
C (M) Rs (Ω cm2) Rp (Ω cm2) Yo (S.secn/cm2) n IE (%)
Blank 1 M HCl 0.13 31.9 197.2 x 10-6 0.89 -
PII 1 x 10-5 M 0.16 38.9 153.0 x 10-6 0.90 17.9
1 x 10-4 M 0.15 61.9 124.1 x 10-6 0.89 48.4
1 x 10-3 M 0.18 126.9 78.1 x 10-6 0.91 74.8
PDI 1 x 10-5 M 0.19 72.6 97.3 x 10-6 0.88 56.1
1 x 10-4 M 0.17 125.7 78.3 x 10-6 0.91 74.6
1 x 10-3M 0.24 250.9 36.9 x 10-6 0.86 87.3
Impedance parameters for mild steel electrode in 1 M HCl in the presence of different concentrations of 
PII and PDI. 
 C (M) Rs (Ω cm2) Rp (Ω cm2) Yo (S.secn/cm2) n IE (%) 
Blank 1 M HCl 0.13 31.9 197.2 x 10-6 0.89 - 
PII 1 x 10-5 M 0.16 38.9 153.0 x 10-6 0.90 17.9 
 1 x 10-4 M 0.15 61.9 124.1 x 10-6 0.89 48.4 
 1 x 10-3 M 0.18 126.9 78.1 x 10-6 0.91 74.8 
PDI 1 x 10-5 M 0.19 72.6 97.3 x 10-6 0.88 56.1 
 1 x 10-4 M 0.17 125.7 78.3 x 10-6 0.91 74.6 
 1 x 10-3M 0.24 250.9 36.9 x 10-6 0.86 87.3 
 
 
 
Figure 3. Equivalent circuit used to fit the Nyquist plots  
 
The impedance of constant phase element consists of Yo (proportional factor) and n 
(exponential parameter). n represents the degree of surface roughness where small deviations 
from 1 indicate a homogenous surface.  Rp values represent the degree of difficulty for corrosion 
reaction to occur, where increasing Rp values indicate decreasing corrosion rate. It can be 
observed from Table 1 that the Rp values increased with inhibitor’s concentrations upon which 
corrosion reactions were retarded, thus showing improved inhibition efficiency. This effect was 
more pronounced with PDI, which exhibited higher inhibition efficiency than PII. 
Figure 3. Equivalent circuit used to fit the Nyquist plots 
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The impedance of constant phase element consists of Yo (proportional factor) and n 
(exponential parameter). n represents the degree of surface roughness where small deviations 
from 1 indicate a homogenous surface. Rp values represent the degree of difficulty for corrosion 
reaction to occur, where increasing Rp values indicate decreasing corrosion rate. It can be 
observed from Table 1 that the Rp values increased with inhibitor’s concentrations upon which 
corrosion reactions were retarded, thus showing improved inhibition efficiency. This effect was 
more pronounced with PDI, which exhibited higher inhibition efficiency than PII.
The Bode plots for mild steel in the presence and absence of PII and PDI are presented in 
Figure 4. The Bode phase plots for both inhibitors show a onetime constant feature with only 
one peak detected per plot as shown in Figure 4(b) and 4(d). This can be correlated with the 
single semicircle acquired from the Nyquist plot. This one-time constant feature indicates that 
the inhibitors form intact homogenous layer of protection on the mild steel surface. These plots 
can also determine the capacitive and resistive behaviour of the system. Both inhibitors show 
a capacitive behaviour based on Bode phase plot with the phase angle in the range of 69-78° 
which is approaching 90°, denoting an ideal capacitive response. 
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inhibitors form intact homogenous layer of protection on the mild steel surface. These plots can 
also determine the capacitive and resistive behaviour of the system. Both inhibitors show a 
capacitive behaviour based  ode phase plot with the phase angle in the range of 69-78° which 
is approaching 90°, denoting an ideal capacitive response.  
 
 
Figure 4. Bode plots of mild steel in 1 M HCl:  (a) bode modulus of PII; (b) bode phase of PII; (c) bode 
modulus of PDI; and (d) bode phase of PDI 
Bode modulus plots 4(a) and 4(c) indicate the real impedance (Zreal) values from high to 
low frequency region.  Zreal at low frequency increases with the increase in concentration of the 
Figure 4. Bode plots of mild steel in 1 M HCl:  (a) bode modulus of PII; (b) bode phase of PII; (c) bode 
modulus of PDI; and (d) bode phase of PDI
Bode modulus plots 4(a) and 4(c) indicate the real impedance (Zreal) values from high to 
low frequency region.  Zreal at low fre ency increases with the increase in c ncentration of 
the Schiff base inhibitors. This demonstrates that at higher concentrations, the adsorption of 
inhibitors increases, hence improving the corrosion resistance.
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Theoretical Calculations
The corrosion inhibition efficiencies IE (%) and the calculated electronic properties of the 
compounds 1-5 are shown in Table 2. Simple and multiple linear regression curves between the 
inhibition efficiencies (IE) and the electronic parameters of the compounds 1-5 are displayed 
in Figure 5. 
Table 2 
Electronic properties (eV) of the 1-5 compounds calculated at the B3LYP/6-311+G (d, p) level of theory.  
εHOMO εLUMO IP EA εGap c h S ∆N µ (D) IE %
1 -5.69 -0.47 5.69 0.47 5.22 3.08 2.61 0.19 0.75 2.46 20.8
2 -4.81  -0.43 4.81 0.43 4.38 2.62 2.19 0.23 1.00 0.00 35.3
3 -6.84 -3.18 6.84 3.18 3.66 5.01 1.83 0.27 0.54 8.99 46.3
4 -6.37 -2.96 6.37 2.96 3.41 4.66 1.70 0.29 0.69 3.04 74.8
5 -5.92 -3.06 5.92 3.06 2.86 4.49 1.43 0.35 0.88 2.79 87.3
  
  
  
 
Figure 5. Regression curves between the corrosion inhibition efficiency and electronic properties of the 
compounds 1-5 
 
There were strong correlations between energy gap, hardness and softness parameters with 
correlation coefficients (R2) of 90, 90 and 93%, respectively. Moderate correlations were 
obtained with the electronic affinity and electrophilicity with R2 of 63 and 66% respectively. 
Figure 5. Regression curves between the corrosion inhibition efficiency and electronic properties of the 
compounds 1-5
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There were strong correlations between energy gap, hardness and softness parameters 
with correlation coefficients (R2) of 90, 90 and 93%, respectively. Moderate correlations were 
obtained with the electronic affinity and electrophilicity with R2 of 63 and 66% respectively. 
Surprisingly, weak correlations were obtained with the number of transferred electron, dipole 
moment and ionisation potential with R2 of 0.01, 0.03 and 13% respectively. 
In order to improve the correlation, different parameters were combined using multiple 
linear regressions. The combination of the gap energy, softness and hardness parameters give 
the best correlation with R2 of 96%. The band gap energy plays an important role in determining 
the inhibitors capability to donate/accept electrons to/from the mild steel surface. The energy 
gap of PDI and PII are 2.86 and 3.41 eV respectively. The low gap energy value for PDI is 
an indication that it is easier for the electrons to be transferred due to the low energy barrier 
between the HOMO and LUMO. Thus, explaining the higher inhibition efficiency value of 
PDI compared with PII.
The HOMO and LUMO molecular orbitals of compounds 1-5 are shown in Figure 6. The 
HOMO orbitals are well delocalised over the whole compounds, except for the PDI where 
the delocalisation is mainly in the central part. Similar observation has been obtained with the 
LUMO orbitals. HOMO and LUMO orbitals are useful to predict the adsorption centres of 
interaction between the inhibitor and metal surface (Fang et al., 2002; Bereket et al., 2002). 
which reported that the inhibition efficiency increased with electron-donating ability of the metal 
surface (∆N) (Torres et al., 2013).  
 
 
1- Aniline 
  
2- p-phenylenediamine 
  
3- Isatin 
  
4- PII 
  
5- PDI 
  
 HOMO LUMO 
 
Figure 6. Frontier molecular orbitals of the Schiff base inhibitors (Isovalue 0.03) 
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The efficient inhibitors are those donating electrons to d-orbital of the metal, and accepting 
electrons from the metal surface (Ju et al., 2008). The electronic density delocalisation of 
HOMO and LUMO orbitals clearly showed that the compounds have donor/acceptor electron 
to/from the metal surface.
The number of transferred electrons from the inhibitor to the metal (∆N) was calculated. 
The higher inhibition efficiency of PDI compared with PII is in good agreement with the 
increased ∆N values (0.69 and 0.88 for PII and PDI respectively). This is consistent with 
previous studies, which reported that the inhibition efficiency increased with electron-donating 
ability of the metal surface (∆N) (Torres et al., 2013). 
In order to determine the main active sites for the compounds, Mulliken atomic charges 
were calculated at the B3LYP level of theory as in Table 3 where some of the atomic centres 
possess negative charges, while others positive ones. As for aniline and PPD there are excess 
of negative charge on nitrogen heteroatoms (N7 and N8 with atomic charges of -0.49 and -0.53 
Cb in aniline and PPD respectively). These heteroatoms play the role of electron donors to the 
vacant d-orbitals of metal surface atoms. Meanwhile, the carbon atoms C1, C2, C4, C5, C22, 
C24 and C27 in aromatic rings of isatin, PII and PDI are the most active sites compared with 
nitrogen heteroatoms. Therefore, the adsorption/interaction between isatin, PII and PDI with 
the metal surface atoms are mainly related to the electrostatic interactions between aromatic 
rings in the compounds with the metal substrate. The N atoms are weaker adsorption centres 
due to the steric hindrance of benzyl rings. 
Table 3 
Mulliken atomic charges for the 1-5 compounds calculated at the B3LYP/6-311+G (d, p) level of theory  
Inhibitor 1 2 3 4 5
C1 -0.024 -0.023 -0.988 -0.705 -0.57991
C2 -0.075 -0.127 -0.923 -0.564 -0.57067
C3 -0.195 -0.126 -0.233 -0.234 -0.25756
C4 -0.189 -0.023 -0.064 -0.430 -0.24313
C5 -0.195 -0.127 -0.405 -0.509 -0.67136
C6 -0.075 -0.126 2.545 1.350 1.253635
N7 -0.490 -0.530 -0.170 -0.256 -0.21951
N8 - -0.530 - - -
C8 - - 0.382 0.398 0.102577
C9 - - -0.388 0.213 0.308284
O10 - - -0.407 -0.395 -0.35462
O11 - - -0.343 - -
N11 0.034 0.193489
C12 - - - 0.274 -0.42945
C13 - - - 0.027 0.229582
C14 - - - -0.426 0.229758
C15 - - - -0.093 -0.42937
C16 - - - -0.577 -0.0293
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Table 3 (continue)
CONCLUSION
The corrosion inhibition investigation through EIS showed that both Schiff base compounds 
displayed inhibitor properties where the inhibition efficiencies increased with concentration 
of inhibitors. The higher inhibition efficiency of PDI compared with PII was confirmed by 
DFT calculations. Simple and multiple linear regressions showed that the corrosion inhibition 
efficiency mainly depends on energy gap, chemical hardness and softness of the studied 
compounds. Frontier orbital delocalisation and Mulliken atomic charge clearly showed that 
the PDI compound have different active sites as donor or acceptor of electrons to/from mild 
steel, which promotes the protection of mild steel against corrosion in acidic solution. 
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ABSTRACT
A mononuclear and new tetranuclear metal complexes of Zn(II) with Schiff base ligands L1 and L2 
respectively, were synthesised. L1 was obtained through the condensation of salicylaldehyde with ortho-
phenylenediamine while L2 was the product of reaction between of ortho-vanillin with 2,4,6-trimethyl-
m-phenylenediamine. The ligands and complexes were characterised via elemental analysis, melting 
point, IR and NMR spectroscopy. The shifting of v(C=N), v(C-OH) and v(O-CH3) infrared peaks upon 
coordination with Zn(II) indicated that these three moieties play a significant role in the complexation. It 
was found that L1 acted as tetradentate ligand, coordinating with Zn(II) centres through phenolic oxygen 
and imine nitrogen.  The ligand L2 acted as a hexadentate ligand, bonded to metal via phenolic oxygen, 
imine nitrogen and methoxy oxygen, where four Zn(II) centres formed bridges to connect two ligands. 
Keywords: Schiff base, metal complexes, mononuclear, tetranuclear   
INTRODUCTION
The condensation reaction of primary amines with active carbonyl compounds results in the 
formation of Schiff base compounds and this was reported by Hugo Schiff in 1864 (Qin et al., 
2013). Schiff bases have the general formula 
of RR’C=NR’’ containing C=N functional 
group. Structurally, a Schiff base is a nitrogen 
analogue of an aldehyde or ketone in which 
the carbonyl group (C=O) is replaced by an 
imine or azomethine group (Abu-Dief  et al., 
2015). The formation of a Schiff base involves 
two steps: a nucleophilic addition of primary 
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amine followed by formation of a carbinolamine intermediate (Cordes & Jencks, 1963) before 
elimination of a water molecule.
Schiff bases can be effective chelating agents acting as mono-, di- or polydentate ligands 
depending on the number of donor atoms present in the molecule and can form generally 
five or six-membered chelate rings upon reaction with a metal ion (Alim et al., 2015).  Schiff 
bases with sulphur and nitrogen donor atoms in their structures act as good chelating agents 
for transition and non-transition metal ions. Coordination compounds to metal ions, such 
as copper, nickel, zinc, cadmium and cobalt, have been reported to enhance their biological 
activities (El-Sonbati et al., 2016).
METHOD
Materials
All the chemicals and solvents used were of analytical grade. Salicylaldehyde (Sal), ortho-
vanillin (Ovan), 2,4,6-trimethyl-m-phenylenediamine (3CH3-MPD), ortho-phenylenediamine 
(OPD), zinc(II) acetate dihydrate, methanol, ethanol, chloroform, deuterated chloroform and 
dimethylsulfoxide (DMSO) were purchased from Sigma Aldrich and used without further 
purification.  
Synthesis of Ligands and Metal Complexes
Synthesis of L1. Sal was mixed with OPD in 2:1 ratio in absolute ethanol. The mixture was 
refluxed and stirred under N2 for an hour. The orange precipitate formed was filtered off, rinsed 
with cold methanol and dried in-vacuo over blue silica gel, yielding 93.0%. The reaction 
scheme is shown in Figure 1.
Synthesis of L2. 3CH3-MPD and Ovan were mixed in absolute ethanol in 2:1 ratio. The mixture 
was refluxed and stirred under N2 for an hour. The orange precipitate formed was filtered off, 
rinsed with cold methanol and dried under vacuum over blue silica gel, yielding88.6%. The 
reaction scheme is shown in Figure 2.
Synthesis of ZnL1. L1 and zinc(II) acetate dihydrate were mixed in 1:1 ratio in ethanol and 
refluxed with stirring for an hour. The yellowish precipitate formed was filtered off, rinsed 
with cold ethanol and dried in desiccator over blue silica gel, yielding 97.0%.
Synthesis of Zn4L2. Synthesis of Zn4L2 was carried out via a microwave method where L2, 
zinc(II) acetate dihydrate, triethylamine and absolute EtOH were mixed in a microwave reaction 
capsule, heated at 160°C for 15 minutes in a microwave at 1000 rpm. A yellow precipitate was 
observed and the reaction mixture was chilled overnight. The solid was filtered off, rinsed with 
cold ethanol and dried in a desiccator over blue silica gel, yielding 50.4%.
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Physical measurement
The elemental analyses of the synthesised compounds were carried out using Flash EA 110 
Elemental Analyzer. IR spectra were recorded as KBr discs using Perkin Elmer FT-IR 1600 
Spectrometer from 450 cm-1 to 4000 cm-1. The 1H and 13C NMR spectra were recorded in CDCl3 
and deuterated DMSO using Bruker Avance 300 MHz spectrometer. The melting points of the 
compounds were recorded using Stuart Melting Point SMP10.
Spectrometer from 450 cm-1 to 4000 cm-1. The 1H and 13C NMR spectra were recorded in 
CDCl3 and deuterated DMSO using Bruker Avance 300 MHz spectrometer. The meltin
points of the compounds were recorded using Stuart Melting Point SMP10. 
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Figure 1. Reaction scheme for synthesis of L1 and ZnL1 
 
 
Figure 2. Reaction scheme for synthesis of L2 and Zn4L2 
 
RESULTS AND DISCUSSION  
Table 1 displays the physical properties and results of elemental analysis of the compounds.  
The melting points of the organic ligands were much lower than those of the metal 
complexes, as expected, mostly due to the larger molecular sizes of the complexes and 
presence of stronger dative covalent bond and ionic bond.  The experimental and calculated 
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RESULTS AND DISCUSSION  
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RESULTS AND DISCUSSION 
Table 1 displays the physical properties and results of elemental analysis of the compounds. 
The melting points of the organic ligands were much lower than those of the metal complexes, 
as expec ed, mostly due t  the lar er mol cular sizes of e complexes and presence of stronger 
dative covalent bond and ionic bond. The experimental and calculated C, H and N percentages 
were in close accord, indicating that the expected compounds have been obtained.
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Infrared Spectroscopy
The relevant infrared data are tabulated in Table 2. The spectra of L1 (Figure 3) and L2 (Figure 
4) exhibit a peak around 3200 cm-1 due to the O-H stretching vibrations in concordance with the 
report by Fugu et al. (2013) and this peaks are absent in the ZnL1 and Zn4L2 spectra, indicating 
deprotonation of phenolic oxygen upon coordination with zinc(II).  This was corroborated 
by the shifting to lower frequencies of the v(C-O) (phenolic) in both ZnL1 and Zn4L2 when 
compared with the parent ligands L1 and L2 respectively, indicating  direct involvement of 
phenolic O in complexation. 
The strong sharp peaks at 1612 and 1617 cm-1 in L1 and L2 respectively, are attributed 
to the v(C=N) as reported by Bahron et al. (2012) and Abdel-Kader et al. (2016).  These 
peaks shifted in ZnL1 and Zn4L2 spectra indicating that the imine nitrogen is involved in the 
coordination with Zn(II), where the lone pair of electrons on N is shared with the Zn centre 
in a dative manner.
Arshad et al. (2016) reported that the v(M-N) and v(M-O) peaks would appear in the 
region below 600 cm-1.  New weak bands at 550 cm-1 and 560 cm-1 in the spectra of ZnL1 and 
Zn4L2 respectively, are attributable to v(M-N). The peaks for v(M-O) were not detected, and 
expected to be below 500 cm-1. The v(C-O) of the methoxy group in Zn4L2 is observed in a 
lower frequency than in the parent ligand L2, signifying the involvement of methoxy oxygen in 
bonding with Zn to form the tetranuclear complex. This data supports the suggested structure 
of Zn4L2 in Figure 2.
L1 is indicated to act as a tetradentate chelating agent as it bonds to metal ion via two 
phenolic oxygens and two azomethine nitrogen. On the other hand, L2 acts as a hexadentate 
ligand, coordination to zinc(II) centres via two methoxy O, two phenoxo O and two imino N 
donor atoms.
Table 1 
Physico-chemical data of L1, L2, Zn(L1) and Zn4(L2)2  
Compound Molecular Formula (RMM) Melting Point Elemental Percentages Found 
(Calculated)
(°C) C (%) H (%) N (%)
L1 C20H16N2O2 170 75.07 5.10 8.32
Zn(L1) (316.36) (75.93) (5.00) (8.86)
C20H14N2O2Zn(CH3CO2) > 300 59.29 4.03 8.11
(CH3CO2) (438.72) (60.22) (3.91) (6.38)
L2 C25H26N2O4 151 71.74 6.38 6.57
(418.49) (71.75) (6.26) (6.69)
Zn4(L2)2 C50H48N4O8Zn4 > 300 53.60 4.44 4.35
(1094.47) (54.87) (4.42) (5.12)
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1H NMR Spectroscopy
1H NMR data provided additional support and significant evidence regarding the formation 
of complexes. The spectrum of L1 (Figure 5) shows signals at 13.12, 9.92 and 6.87-7.53 ppm 
corresponding to phenolic, azomethine and aromatic protons respectively. The O-H signal in 
Table 2 
Infrared data of L1, L2, Zn(L1) and Zn4L2 
Compound v(C=N) v(C-O) Phenolic v(C-O) Methoxy v(M-N)
L1 1612 1276 - -
ZnL1(CH3CO2) 1615 1179 - 550
L2 1617 1255 1088 -
Zn4L2 1607 1219 1076 560
L2 1617 1255 1088 - 
Zn4L2 1607 1219 1076 560 
 
 
Figure 3. The IR spectra of L1 and ZnL1 
 
 
Figure 4. The IR spectra of L2 and Zn4L2 
 
1H NMR Spectroscopy 
Figure 3. The IR spectra of L1 and Z L1
Figure 4. The IR spectra of L2 and Zn4L2
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L1 appears around 13.0 ppm, heavily shielded due to the presence of O and possible inter- or 
intramolecular hydrogen bonding. The absence of O-H peak in ZnL1 spectrum indicated the 
deprotonation of OH upon coordination with zinc(II) through the phenolic oxygen.
The imine proton signal shifted slightly upfield in ZnL1 complex indicating that the imine 
nitrogen is involved in coordination with the metal ion. Similar observation was made in 1H 
NMR spectra of L2 and Zn4L2 (Figure 6). The OH signal at 9.95 ppm disappeared in Zn4L2 
indicating deprotonation upon complexation. The singlet at 8.30-8.37 attributed the signal of 
azomethine proton of L1. This peak shows an upfield shift in Zn4L2 complex. The methoxy 
and methyl chemical shifts of both L2 and Zn4L2 appear at regions 3.95-3.89 ppm and 1.60-
2.30 ppm respectively.
The chemical shift at 0.85 ppm of ZnL1 assignable to acetate corroborated with elemental 
analysis data that shows the presence of acetate Najihah et al.(2010), either as part of the 
compound or as an impurity.
Table 3 
1H NMR data of L1, L2, Zn(L1) and Zn4(L2)2 
Compound N=C-H O-H Ar-H OCH3 CH3 CH3CO2
L1 9.92 (s) 13.12 (s) 6.87-7.53 (m) - - -
ZnL1(CH3CO2) 8.98 (s) - 6.47-7.85 (m) - - -
L2 8.30-8.37 (s) 9.95 (s) 6.92-7.29 (m) 3.95-4.10 (s) 2.07-2.30 (s) -
Zn4L2 7.88-8.37 (s) - 6.56-7.21 (m) 3.89-3.98 (s) 1.60-2.35 (s) 0.85 (s)
(s) (m) (s) (s) 
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3.89-3.98 
(s) 
1.60-2.35 
(s) 
0.85        
(s) 
 
 
Figure 5. 1H NMR spectra of L1 and ZnL1 
 
 
	
L1 
	
ZnL1 
	
	
 
                L2 
    
         Zn4L2 
	
Figure 5. 1H NMR spectra of L1 and Z L1
Synthesis and Characterisation of Zinc(II) Complexes
315Pertanika J. Sci. & Technol. 25 (S): 309 - 316 (2017)
CONCLUSION 
A mononuclear and new tetranuclear zinc complexes were synthesised by complexation of 
phenylenediamine Schiff base ligands L1 and L2 with zinc(II).  All compounds were successfully 
characterised using elemental analysis, melting point, 1H NMR and IR spectroscopy.
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ABSTRACT
The syntheses of salicylideneaniline (L1a) and 4-hydroxybenzalaniline (L1b) was carried out via 
condensation reaction giving yields of 80.74% and 81.65% respectively. The compounds were 
characterised by physical and spectroscopic techniques, namely melting point, micro elemental analysis 
(C, H and N), 1H Nuclear Magnetic Resonance (NMR) and Infrared (IR) spectroscopy. The characteristic 
n(C=N) peaks were observed at 1615 cm-1 and 1575 cm-1 respectively. Chronoamperometry (CA) was 
employed to electrodeposit both compounds on mild steel at 0.1 M inhibitor concentration in 0.3 M 
NaOH at three different potentials, +0.8 V, +1.05 V and +1.7 V.  Formation of yellow imine films was 
observed on the mild steel. The corrosion behaviour of coated and uncoated mild steel was studied 
using Linear Polarization Resistance (LPR) in 0.5 M NaCl. Coated mild steel showed better corrosion 
resistance and with the highest inhibition efficiency of 90.34%, L1a provides a better protection against 
corrosion for mild steel than L1b. 
Keywords: Azomethine, chronoamperometry, corrosion inhibition, electrodeposition, LPR  
INTRODUCTION
The use of mild steel is ubiquitous in everyday 
life in most constructions, vehicles, pipelines 
and even in household items. However, mild 
steel has its own disadvantages in which it 
has poor corrosion resistance. When iron or 
steel is exposed to atmospheric oxygen in 
the presence of water, the process of rusting 
takes place. Iron is degraded to ferric rust, 
a red-brown compound, which signals the 
electrochemical oxidation of the metal.
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Inhibitors are chemicals when added in small amount into a system can protect it from 
corrosion. The inhibitors retard corrosion by either increasing the anodic or cathodic polarisation 
resistance of the cell or preventing the diffusion of ions onto the metallic surface (Harun, 
2010). Many organic compounds have been studied for their corrosion inhibition potential, for 
example, the effect of organic nitrogenous compounds on the corrosion behaviour of iron and 
steel in acidic medium (Abdul Ghani et al., 2014) and these organic compounds are usually 
employed because of their rapid action (Myint et al., 1996; Behpour et al., 2009).
Azomethines or Schiff bases are commonly synthesised through condensation of primary 
amines with active carbonyl compounds and they were first reported in 1864 by Hugo Schiff 
(Cimerman et al., 2000). Schiff bases with their characteristic C=N functional group are known 
as nitrogen bearer inhibitors, commonly chosen due to the presence of lone pairs of electrons in 
their molecular structures. Their planarity increases the absorptivity on the active sites of metal 
surface as reported by several investigators (Hashim et al., 2014; Mallaiya et al., 2011; Ju et 
al., 2008).  Electronic tuning of the molecular structures to study their adsorption behaviour, 
hence corrosion inhibition, may include addition of electron rich aromatic rings as well as 
electron donating and withdrawing moieties as reported by Sauri et al. (2009).
The purpose of this study was to synthesise and characterise two Schiff bases, 
salicylideneaniline (L1a) and 4-hydroxylbenzalaniline (L1b) which have very similar chemical 
structures except for the position of –OH (Figure 1).  The corrosion behaviour of mild steel 
coated with L1a and L1b was studied in 0.5 M NaCl using linear polarisation resistance (LPR) 
and compared with that of the uncoated mild steel. The differences of inhibition efficiency of 
the compounds are explained based on their chemical structures. 
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FTIR spectrophotometer using KBr pellets was employed to record Infrared (IR) spectra of 
synthesised compounds in range of 4000-450 cm-1. 1H NMR spectra were analysed on a Bruker 
Varian-500 and 600 MHz spectrometer using deuterated chloroform (CDCl3) and deuterated 
dimethylsufoxide (DMSO) and expressed in a unit of parts per million (d, ppm).
Synthesis and Characterisation Of Salicylideneaniline (L1a)
A mixture of 20 mmol of salicylaldehyde and 20 mmol of aniline in absolute ethanol (15 
mL) was refluxed for three hours. The yellow precipitate formed was filtered off and washed 
thoroughly with cold ethanol, dried and weighed (3.185 g, 80.74%). Melting point 53°C, 
(Found: C, 78.16; H, 5.57; N, 6.95. C13H11NO requires C, 79.16; H, 5.62; N, 7.10 %); nmax 
(KBr): C=N, 1615; Ar-OH, 1274; C=C, 1400 cm-1; 1H NMR (CDCl3) δ/ppm: 7.24-7.31 (4 H, 
m, aromatic), 7.35-7.45 (4H, m, aromatic), 8.63 (1 H, s, CH), 13.27 (1H, s, OH).
Synthesis and Characterization of 4-hydroxylbenzalaniline (L1b)
A mixture of 20 mmol of 4-hydroxylbenzaldehyde and 20 mmol of aniline in absolute ethanol 
(15 mL) was refluxed for 3 hours. The light yellow precipitate formed was filtered off and 
washed thoroughly with cold ethanol. It was air dried and weighed (3.2208 g, 81.65%). Melting 
point 198°C, (Found: C, 78.15; H, 5.58; N, 6.90. C13H11NO requires C, 79.16; H, 5.62; N, 
7.10 %); nmax (KBr): C=N, 1575; Ar-OH, 1285; C=C, 1400cm-1; 1H NMR (DMSO) δ/ppm: 
7.17-7.24 (3H, m, aromatic), 8.46 (1 H, s, CH), 10.15 (1 H, s, OH).
Electrodeposition of Mild Steel and Corrosion Test
A conventional three-electrode cell was used consisting of mild steel as working electrode, an 
Ag/AgCl electrode as reference electrode and platinum rod as counter electrode. The working 
electrode of mild steel was prepared by embedding the mild steel in epoxy resin and exposing 
a flat surface area of 1 cm2. The working electrode was abraded with a series of silica carbide 
paper from 320 grit up to 4000 grit, and then polished to mirror finish using diamond paste. 
Finally, it was washed with distilled water, degreased with acetone and left to dry in a desiccator.
The electrodeposition was carried out via chronoamperometry (CA) technique in alkaline 
bath solution containing L1a or L1b at 0.1 M concentration. All electrolytes were freshly 
prepared for each experiment. The corrosion behaviour of coated mild steel in 0.5 M NaCl 
was studied using Linear Polarization Resistance (LPR). Before the measurement, the working 
electrode was immersed in electrolyte for 15 minutes to obtain a steady state open circuit 
potential (OCP).
RESULTS AND DISCUSSION 
The successful synthesis of L1a and L1b was indicated by the close agreement between the 
calculated and the experimental percentages of C, H and N. The signature IR peaks n(C=N) of 
azomethine were detected as strong bands at 1615 and 1575 cm-1 for L1a and L1b respectively. 
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Comparing these two compounds, it is interesting to note that the closer proximity of –OH to 
C=N in L1a, where the two functional groups are located ortho to one another, resulted in a 
stronger C=N bond indicated by the significantly higher IR absorption frequency than in L1b.
In the 1H NMR spectroscopy, the presence of –OH in L1a and L1b is indicated by the 
chemical shift at 13.3 and 10.15 ppm respectively. The phenolic proton in L1a is highly 
deshielded by the C=N which is close to –OH, making hydrogen bonding possible.  This 
causes the chemical shift to appear at the downfield region of 13.3 ppm, compared with the 
less deshielded –OH of L1b. Both the IR and NMR results showed intramolecular interaction 
between the hydroxyl and imine groups, especially for L1a.
Electrodeposition of L1a and L1b on Mild Steel
Chronoamperometry (CA) method was used to electrodeposit both compounds on mild steel. 
Figure 2 shows the chronoamperometric curves at three different potentials of 0.8 V, +1.05 
V and +1.7 V based on the potential obtained from a cyclic voltammogram curves. CA was 
carried out in 0.3 M NaOH containing either 0.1 M L1a or 0.1 M L1b and recorded for 15 
minutes of deposition. Current reduction was observed during the 15 minutes of deposition, 
particularly in the first minute.
For L1a, stationary current was achieved after about 5 minutes (300 seconds) for all 
deposition potentials used until deposition is completed. But for L1b, the stationary current was 
achieved after 10 minutes (600 seconds) for potentials at +0.8 V and +1.05 V, and 5 minutes 
(300 seconds) for +1.7 V. This shows that inhibitive layer of L1a forms faster than L1b. The 
suppression suggests that insulating properties of the film caused the disturbance of current 
flow causing current reduction (Genbour et al., 2000).  
Figure 2. Chronoamperometric curves of deposition of: (a) L1a; and (b) L1b coatings on mild steel at three 
different deposition potentials
(b)(a)
Corrosion Inhibition of Azomethines Containing Hydroxyl
321Pertanika J. Sci. & Technol. 25 (S): 317 - 324 (2017)
Potentiodynamic Polarization Measurements
The mild steel samples coated with L1a and L1b Schiff bases using chronoamperometry at 
three different deposition potentials were investigated for their corrosion inhibition efficiency. 
Figure 3 shows the Tafel polarisation curves of uncoated mild steel and mild steel coated with 
L1a (Figure 3(a)) and coated mild steel with L1b (Figure 3(b)) in 0.5M NaCl. 
Figure 3. Tafel polarisation curves of uncoated and coated mild steel with: (a) L1a; and (b) L1b prepared at 
different deposition potential in 0.5M NaCl 
Table 1 shows electrochemical parameters i.e. anodic Tafel slope (βa), cathodic Tafel 
slope (βc), corrosion potential (Ecorr), corrosion current density (icorr), corrosion rate (mm/yr), 
polarisation resistance (kΩ) and inhibition efficiency (IE%) . The inhibition efficiency of L1a 
and L1b Schiff bases was calculated using the following equation (Bagavathy & Ganesan, 
2015):
                      [1]
Where, iocorr and icorr are uncoated and coated current densities, respectively. 
(b)
(a)
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From Figure 3(a), it is observed that current densities of the polarisation curves have 
decreased for all mild steel coated with L1a compared with the blank uncoated mild steel. For 
L1a, the inhibition efficiencies of all deposition potentials have defeated those of L1b. The 
highest inhibition efficiency was recorded by mild steel coated at +0.8 V with 90.34% efficiency 
corresponding to 0.044611 mm/yr corrosion rate. Meanwhile, data extracted from Figure 4(b) 
indicates that the inhibition efficiency of L1b is lower than that of L1a. The highest inhibition 
efficiency by L1b was recorded to be 86.82% which was mild steel coated at +1.05 V.
Thus, it can be concluded that the inhibitive film formed using the azomethine with 
hydroxyl group at ortho position (L1a) is more protective than the corresponding compound 
with hydroxyl group at para position (L1b). This shows that the L1a inhibitive film formed 
on the mild steel using low deposition potential deposited from bath solution provided more 
efficient corrosion protection than L1b.
Generally, both Schiff bases (L1a and L1b) have good corrosion protection efficiency for 
mild steel in 0.5 M NaCl. It may be associated with the presence of: (a) aromatic π electrons 
with conjugated double bonds; (b) π electrons of azomethine group; and (c) the electronegative 
heteroatom (N) bearing lone pairs of electrons present in both compounds. In addition, high 
inhibition efficiencies of both compounds are also due to the presence of hydroxyl substituent 
group on the aromatic ring.
Electron donating hydroxyl group has the inductive effect which enriches electron density 
and activates the aromatic ring and C=N, giving good absorptivity for the inhibitors. It was 
also found that the position of –OH in azomethine compound is shown to affect the corrosion 
inhibition efficiency. L1a has –OH at the ortho position while L1b has –OH at the para position 
of the aromatic ring. The closer proximity of –OH to C=N in L1a can activate the lone pair 
of electrons on N for adsorption on mild steel better than L1b. The mechanism of this effect 
is illustrated in Figure 4.
Table 1 
Corrosion inhibition of L1a and L1b on mild steel in 0.5 M NaCl  
Compound Potential 
(V)
βa
(mV/dec)
βc
(mV/dec)
Ecorr
(mV)
icorr
(mA/cm2)
Corrosion 
rate
(mm/year)
Polarisation
resistance
 (kΩ)
Inhibition 
efficiency
(%)
Blank - 543.270 124.880 -485.120 35.3800 0.41111 1.24640 -
L1a +0.8V 118.840 63.3960 -462.600 3.83920 0.044611 4.67660 90.34
+1.05V 111.260 145.870 -412.950 4.62430 0.053734 5.92790 86.93
+1.7V 672.330 121.150 -420.890 8.35880 0.097129 5.33360 76.37
L1b +0.8V 187.510 90.0850 -443.780 10.7200 0.12457 2.46520 69.70
+1.05V 196.520 117.580 -431.530 4.66170 0.054169 6.85370 86.82
+1.7V 237.700 92.6370 -455.440 14.3040 0.16621 2.01170 59.57
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This mechanism is strongly supported by the spectral evidence discussed above. The 
relatively strong C=N bond in L1a apparent in the higher IR frequency of 1615 cm-1 is in 
concordance with its more active role in adsorption to mild steel, resulting in  stronger film 
coverage and better corrosion inhibition.
The lesser activated C=N in L1b due to the relative distance of –OH group showed a less 
efficient corrosion protection of mild steel.  It is clear that intramolecular interaction between 
the –OH and C=N moieties in both compounds affect their corrosion inhibition properties.
CONCLUSION
Both Schiff bases, L1a and L1b, were successfully synthesised and characterised. 
Electrodeposition using chronoamperometry technique shows good formation of both films 
on mild steel surface. Corrosion inhibition studies using linear polarisation resistance show 
that both compounds have inhibition properties. The highest inhibition efficiency was mild 
steel coated with L1a at +0.8 V with 90.34% efficiency corresponding to 0.044611 mm/yr 
corrosion rate, while the inhibition efficiency of L1b Schiff base was lower than mild steel 
coated with L1a in 0.5 M NaCl. The highest inhibition efficiency by L1b was 86.82% with 
mild steel coated at +1.05 V. The position of hydroxyl group nearer the imine (ortho position) 
group in L1a activated the lone pair of N more effectively than L1b.
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ABSTRACT
This study looked at mutagenic effectiveness of gamma rays d on two varieties of Zingiber officinale 
Roscoe: Bentong and Tanjung Sepat. The rhizomes were exposed to different doses (0, 5, 7, 9, 11, 13 and 
15 Gy) using Caesium-137 as source of the gamma rays. The effect of different gamma doses on the crude 
fibre composition of irradiated ginger was studied and genetic variability was assessed using molecular 
marker technique, RAPD. Findings showed different doses of gamma rays could induce variability in 
these two ginger varieties and the effect was found to be variety-dependent. Bentong variety irradiated 
with 9 Gy recorded 8.53% of crude fibre composition while Tanjung Sepat irradiated ginger with 5 Gy 
recorded 8.70% of crude fibre which gave the lowest composition compared with other irradiated ginger. 
A total of nine different arbitrary decamers were used as primers to amplify DNA from mutant plant 
material to assess their polymorphism level of ginger mutant lines. Polymorphism of all mutant lines was 
97.62% indicating that there were significant changes in genetic sequences in irradiated ginger genotypes. 
Keywords: Gamma rays, mutation, RAPD, Zingiber officinale Roscoe  
INTRODUCTION
Ginger (Zingiber officinale Roscoe) from the 
family Zingiberaceae, is a rhizomatous and 
monocotyledonous perennial herb. Much 
valued as a spice, medicine, it has pungent 
taste and a spicy aroma. In Malaysia, ginger 
has been cultivated commercially in Pahang, 
Selangor, and Sabah and Sarawak regions. 
The main ginger varieties that have been 
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cultivated in Malaysia are Bentong, Tanjung Sepat, Bara and China (Suhaimi et al., 2012). 
Ginger cultivation is seriously handicapped by  its low variability, absence of natural seed set, 
and asexual reproduction with exclusive vegetative propagation (Jatoi & Watanabe, 2013; Palai 
& Rout, 2007). Moreover, local farmers prefer ginger varieties with which have low crude fibre 
content suitable for local market and also for industrial processing at commercial scale. It is 
widely believed that the Tanjung Sepat ginger is highly fibrous and hence not suitable for local 
markets. Thus, broadening the genetic base of ginger through mutagenesis is an alternative way 
for variability modification of plant with desirable traits. Induced mutation using gamma rays 
is one of the most effective techniques for morphological and genetically variability in plants 
mainly among those with limited genetic background. Many crop improvement programmes 
apply this technique (Aziliana et al., 2015; Varsha, Gowda, & Ramesh, 2009; Mohammadzai 
et al., 2010), so it is a proven practical approach of creating or altering physiological characters 
within crop varieties to induce desired quality traits which either cannot be expressed in nature 
or lost during evolution (Iwo et al., 2012).
Molecular markers are gaining attention to determine the direct comparison of the effects 
of gamma rays at DNA level. Random Amplified Polymorphisms DNA (RAPD) provides a 
quick and efficient screen for DNA sequence based polymorphism due to the sum of  a very 
large number of loci (Kumari & Thakur, 2014). The mutation detection, PCR based RAPD 
technique, is reliable and reproducible and used in various mutant as shown by Varsha, 
Gowda and Ramesh (2009) on groundnut, Mullainathan et al., (2014) on chili, and Afrasiab 
and Iqbal (2012) on potato. The PCR based RAPD method provides excellent DNA profiling 
for phylogenetic analysis, population studies and molecular selection (Williams et al., 1990). 
Considering the effect of radiation on plants, the objective of this study is to determine the 
effect of gamma rays on crude fibre composition and assessment on the genetic variability in 
ginger mutant lines.
METHOD
Plant Materials and Gamma Irradiation
Rhizomes samples of Bentong and Tanjung Sepat varieties were obtained from Agricultural 
Department of Putrajaya, Malaysia. The rhizomes were cut into smaller pieces of about 4-5 cm 
long and contained 2 or 3-point buds. The rhizomes moisture content was equilibrated prior 
to irradiation. The irradiation treatments were 0 (control), 5, 7, 9, 11, 13 and 15 Gray at dose 
rate of 4.31 Gy per minute with eight replications. Gamma rays used in this study was emitted 
from the Caesium-137 source using Biobeam GM 8000 Germany machine at Agensi Nuklear 
Malaysia (AMN), Bangi, Selangor. The irradiated rhizomes bits were planted in a polyethylene 
bags containing a mixture of garden loam soil, sand and cocoa peat sowing media at the ratio 
of 3:2:1. The irradiated plants were placed in a rain shelter located at Universiti Teknologi 
MARA (UiTM), Kampus Puncak Alam, Selangor, Malaysia. The duration of the experiment 
was between March and December 2015.
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Determination of Crude Fibre Composition
Based on previous research by Kamaruddin et al., (2016), the optimum lethal dose for ginger 
was around 9 Gy thus only samples obtained from four treatments (0, 5, 7 and 9 Gy) were 
factored in the crude fibre and moisture content analysis. Fresh rhizomes were broken up 
so that all adhering soil could be removed during washing under the running tap water. The 
washed pieces were cut into 0.3 cm thick slices and stained using food colouring solution to 
observe the effect of gamma rays on crude fibre composition. Crude fibre composition was 
determined using Fibertec™ 2010 machines and was carried out at Malaysian Agricultural 
Research and Development Institute (MARDI) Serdang, Selangor, Malaysia. About 1.0 g of 
Celite 545 powder and ground rhizomes sample (W1) were added into a crucible. The function 
of Celite 545 was to simplify the filtration process. Later, 150.0 ml of pre-heated 1.25% H2SO4 
was poured followed by 150.0 ml of pre-heated of 1.25% NaOH solution into each column 
of crucible. The treatments were carried out to dissolve all the soluble and insoluble fibres 
in ginger. All crucibles were transferred to the Fibertec Cold Extraction Unit. The crucibles 
were dried for at least five hours at 105 ± 2°C and were weighed (W2). Later, samples were 
exposed to 525 ± 15°C for three hours to obtain ash. The crucible containing white and grey 
ash (free of carbonaceous material) was cooled in a desiccator and weighed (W3). The crude 
fibre content in ginger rhizome was estimated using the following formula:
                      [1]
Where, W1 = Fresh ground rhizomes, W2= Empty crucible, W3= Crucible + ash weight
Plant DNA Extraction and RAPD-PCR Condition
All irradiated ginger (except 15 Gy treatment dose) were assessed for genetic variability. 
Approximately 10 mg of young and partially opened ginger leaves were ground to powder in 
liquid nitrogen using a mortar and pestle. The DNA extraction was done using Qiagen Plant 
Mini Kit to achieve good quality, faster and high purity intact DNA. The nine primers in 
series OPA, OPD, OPN, OPP, OPU, RN and S designed primarily by Operon Technologies 
(Alameda, California, USA) (Table 1) were used for genetic variability study. The component 
of PCR reaction with single primer was performed in a final volume of 25 µl containing 30 ng 
template DNA, 5 µl 1XTaq Buffer, 1µl 100 µM deoxyribonucleotide triphosphate (dNTP), 3 
µl 1.5 mM MgCl2, 2 µl primer, 0.25 µl 0.5 U Taq DNA polymerase. PCR amplifications were 
performed with initial denaturation at 94°Cfor 4 min, followed by 35 cycles of amplification 
with denaturation at 94°C for 45 seconds, annealing at 37°C for 1 min and extension at 72°C 
for 2 min and finally at 72°C for 8 min. The amplified products were electrophoresed on 1.5 % 
agarose gel using 1X TAE buffer and pre-stained by adding 0.20 µL GelStar™ Nucleic Acid 
Gel stain into the buffer. The size of amplified DNA fragments was examined under UV light.
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PCR-RAPD Data Analysis
Data analysis was done using a gel documentation system (Gel Doc 1000 System, Sastec) to 
record the banding patterns on the agarose gel. Amplified products were scored using PYELPH 
(Version 1.4) software which showed sensitivity in detecting the presence (1) or absence (0) 
of homologous bands separately for each primer. This was used for estimating polymorphic 
loci and average linkage or Unweighted Pair Group Mean Averaging (UPGMA) dendrogram 
of the populations based on Nei’s (1972) genetic distance using the POPGENE (Version 1.32) 
(Yeh et al., 1999) software package. In order to determine pair wise similarity, a similarity 
index “S” was calculated from band-sharing data of each fingerprint following the formula 
(Nei & Lei, 1979):
                        [2]
Where, Nx = the total number of fragments detected in individual ‘x’, Ny = The total number of 
fragments shown by individual ‘y’ and Nxy = The number of fragments shared by individuals 
‘x’ and ‘y’.
RESULTS AND DISCUSSION 
Crude Fibre Composition
The average crude fibre composition of all mutant lines is presented in Table 2. Percentage 
of crude fibre Bentong mutant lines was between 8.53% and 13.6%. The control ginger had 
10.02% crude fibre composition, while mutant lines from ginger irradiated with 5 Gy had the 
highest composition (13.6%) in accordance with it cross section that showed it was highly 
fibrous (Figure 1) while the least 8.53 % was found in mutant lines irradiated with 9 Gy in 
Table 1 
The nucleotide sequences (5’ to 3’) of the primers from OPERON Tech., USA, RAPD-PCR (Gosh et al., 
2014; Harisaranraj et al., 2009)   
Primer’s name Primer sequences (G + C) %
OPA-12 5’ T C G G C G A T A G 3’ 60
OPA-27 5’ G A AA C G GG T G 3’ 60
OPA-28 5’ G T G A C G T A G G 3’ 60
OPN-10 5’ C A G C G A C T G T 3’ 60
OPN-15 5’A C A A C T G GGG 3’ 60
OPP-16 5’ C C A A G C T G C C 3’ 70
OPU-03 5’ C T A T G C C G A C 3’ 60
RN-08 5’ A C C T C A G C T C 3’ 60
S-11 5’ G T A G A C CC G T 3’ 60
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accordance with it cross section that showed it was less fibrous. For Tanjung Sepat mutant 
lines irradiated with various doses fibre composition was between 8.7% and 10.19%. The 
control ginger has 10.10% crude fibre content, while mutant lines irradiated with 9 Gy had 
the highest composition (10.19%). The lowest composition (8.70 %) was found in mutant 
lines irradiated with 5 Gy in accordance with it cross section that showed less fibrous content 
(Figure 2). Crude fibre content in Nigeria gingers varieties were between 8.30% and 21.90 as 
reported by (Ajayi et al., 2013) another study showed different ginger varieties had crude fibre 
content in average between 4.8% and 9.0% (Natarajan et al., 1972). Crude fibre analysis of both 
gingers varied significantly among the mutant lines and a slight decreased fibre composition 
was observed after irradiation. The decreasing pattern of crude fibre was in conformity with a 
study by Mohammadzai et al. (2010) and Abdelwhab et al. (2009)  on crude fibre content of 
dry irradiated beans and palm date respectively. Additionally, Bhat et al. (2009), and Bamidele 
and Akanbi (2013)  also reported a decrease in crude fibre content of irradiated lotus seed flour 
and pigeon pea flour respectively.
irradiated with 5 Gy in accordance with it cross section that showed less fibrous content 
(Figure 2). Crude fibre content in Nigeria gingers varieties were between 8.30% and 21.90 as 
reported by (Ajayi et al., 2013) another study showed different ginger varieties had crude 
fibre content in verage between 4.8% an  9.0% (Natarajan et al., 1972). Crude fibre analysis 
of both gingers varied significantly among the mutant lines and a slight decreased fibre 
composition was observed after irradiation. The decreasing pattern of crude fibre was in 
conformity with a study by Mohammadzai et al. (2010) and Abdelwhab et al. (2009)  on 
crude fibre content of dry irradiated beans and palm date respectively. Additionally, Bhat et 
al. (2009), and Bamidele and Akanbi (2013)  also reported a decrease in crude fibre content of 
irradiated lotus seed flour and pigeon pea flour respectively. 
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 Figure 1. The cross section of irradiated and non-irradiated rhizomes of Bentong variety. Arrow shows the 
fibre structure: (a) Control ginger; (b) Irradiated ginger at 5 Gy; (c) Irradiated ginger at 7 Gy; and (d) Irradiated 
ginger at 9 Gy
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Genetic variation analysis
In this study, 125 reproducible RAPD bands were scored across two varieties of ginger for all 
primers and used to evaluate genetic diversity relationships among mutant lines (Figure 3). 
Scores indicate three were monomorphic and 125 were polymorphic. The overall polymorphism 
was 97.6% and the rest monomorphic bands. The number of bands (DNA fragments) per primer 
ranged from six (OPA-12) (OPA-27) to 23 (RN-08), the average number of bands per primer 
being 13.89 per primer and 13.56 polymorphic bands per primers (Table 3).
  
  
Figure 1. The cross section of irradiated and non-irradiated rhizomes of Bentong variety. Arrow shows 
the fibre structure: (a) Control ginger; (b) Irradiated ginger at 5 Gy; (c) Irradiated ginger at 7 Gy; and 
(d) Irradiated ginger at 9 Gy 
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Figure 2. The cross section of irradiated and non-irradiated rhizomes of Tanjung Sepat variety. Arrow 
shows the fibre structure: (a) Control ginger; (b) Irradiated ginger at 5 Gy; (c) Irradiated ginger at 7 
Gy; and (d) Irradiated ginger at 9 Gy. 
Table 2 
Crude fibre of Bentong and Tanjung Sepat ginger 
Gamma rays Crude fibre (%) 
Figure 2. The cross section of irradiated and non-irradiated rhizomes of Tanjung Sepat variety. Arrow shows 
the fibre structure: (a) Control ginger; (b) Irradiated ginger at 5 Gy; (c) Irradiated ginger at 7 Gy; and (d) 
Irradiated ginger at 9 Gy
Table 2 
Crude fibre of Bentong and Tanjung Sepat ginger   
Gamma rays dosage (Gray) Crude fibre (%)
Bentong Tanjung Sepat
0 10.02±0.20 10.1±0.42
5 13.6±0.22 8.7±1.01
7 11.0±0.84 9.08±0.89
9 8.53±0.33 10.19±1.14
*Data are expressed as mean ± standard error
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Based on the Nei’s (1972) coefficient, the genetic distances of different irradiated ginger 
genotype were obtained (see Table 4). The maximum genetic distance of Bentong ginger 
(0.69) was found between irradiated ginger at 5 and 11 Gy. Minimum genetic distance (0.32) 
was found between control and irradiated ginger at 7 Gy. Two main clusters were delineated 
from the dendrogram (Figure 3). However, irradiated Bentong ginger at 5 Gy were found to 
be quite divergent and did not fall in any of the major clusters. Cluster 1 comprised irradiated 
ginger at 9, 11 and 13 Gy. Cluster 2 comprised control and irradiated ginger at 7. The proximity 
matrix based on RAPD analysis of Bentong mutants showed control ginger was more closely 
genetically related to irradiate ginger at 7 Gy. Other irradiated ginger showed highly genetic 
variation between them which revealed significant differences in the genotypic diversity 
among themselves. For Tanjung Sepat ginger, the maximum genetic distance (0.64) was found 
between control and irradiated ginger at 13 Gy while minimum genetic distance (0.32) was 
Table 3 
Analysis of RAPD banding pattern for Bentong and Tanjung Sepat ginger    
Primer’s name No. amplified products No. of polymorphic products Polymorphic loci (%) 
OPA-12 6 6
OPA-27 6 6
OPA-28 14 13
OPN-10 20 20
OPN-15 14 14 97.62
OPP-16 10 8
OPU-03 11 11
RN-08 23 23
S-11 21 21
Total 125 122
Average 13.89 13.56
OPP-16 10 8 
OPU-03 11 11 
RN-08 23 23 
S-11 21 21 
Total 125 122 
Average 13.89 13.56 
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Figure 3. RAPD pattern obtained in gamma ray induced mutant in ginger plant amplified using 
different primers: (a) OPA-28; and (b) S-11 
 
Based on the Nei’s (1972) coefficient, the genetic distances of different irradiated ginger 
genotype were obtained (see Table 4). The maximum genetic distance of Bentong ginger 
(0.69) was found between irradiated ginger at 5 and 11 Gy. Minimum genetic distance (0.32) 
was found between co trol nd irradiated ginger at 7 Gy. Two main clusters were delineated 
from the dendrogram (Figure 3). However, irradiated Bentong ginger at 5 Gy were found to 
be quite divergent and did not fall in any of the major clusters. Cluster 1 comprised irradiated 
ginger at 9, 11 and 13 Gy. Cluster 2 comprised control and irradiated ginger at 7. The 
Figure 3. RAPD pattern obtained in gamma ray induced utant in ginger plant amplified using different 
primers: (a) OPA-28; and (b) S-11
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found between irradiated ginger at 5 and 9 Gy (Table 5). Two main clusters were grouped 
from the dendrogram (Figure 4). Cluster 1 comprised control, irradiated ginger at 7 and 11 Gy 
while Cluster 2 comprised irradiated ginger at 5, 9 and 13 Gy.
Overall, both varieties showed genetic variability was not exactly proportional to the 
doses of gamma rays when genetic distances were examined. This is because  the trend of 
genetic variability sometimes was proportional to the doses of gamma rays within a certain 
range (Teng et al. 2008). However, the findings of this research provide insights for the RAPD 
analysis which had been found to be useful for detecting the mutation changes in plant DNA 
induced by gamma rays. The mutants showed differences in morphological traits from the DNA 
polymorphism analysis in PCR profile amplified by RAPD marker. Thus, it can be concluded 
that DNA polymorphism detected by RAPD analysis offers a useful molecular marker for the 
identification of mutants in gamma radiation treated plants. This finding was also supported 
by Musa et al., (2004) and Ashraf et al. (2014) who detected the genetic variation among three 
ginger varieties in Malaysia and subcontinent of India using RAPD markers. 
Table 4 
Genetic distance of five mutant lines of Bentong (BT) ginger   
BT 0 BT 5 BT 7 BT 9 BT 11 BT 13
BT 0 ***
BT 5 0.51 ***
BT 7 0.32 0.57 ***
BT 9 0.36 0.48 0.48 ***
BT 11 0.54 0.69 0.59 0.41 ***
BT 13 0.39 0.41 0.51 0.34 0.46 ***
Table 5 
Genetic distance of five mutant lines of Tanjung Sepat (TS) ginger   
TS 0 TS 5 TS 7 TS 9 TS 11 TS13
TS 0 ***
TS 5 0.50 ***
TS 7 0.45 0.43 ***
TS 9 0.50 0.32 0.51 ***
TS 11 0.51 0.61 0.50 0.55 ***
TS 13 0.64 0.48 0.51 0.41 0.58 ***
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CONCLUSION
The present study had examined the fibre content of the two locally consumed ginger varieties, 
Bentong and Tanjung Sepat, after gamma irradiation treatment. Results showed the difference 
in fibre content after gamma ray treatment. The genetic variation analysis through molecular 
markers provides a strong evidence for the existence of high level of variability among mutant 
lines of ginger.
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ginger genotypes according to RAPD genetic diversity analysis in: (a) Bentong (BT); and (b) Tanjung 
Sepat (TS) varieties 
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ABSTRACT
This study proposes a new method to evaluate the performance of palm oil extraction based on Predictive 
Scoring Index methodology. The variables, Oil Extraction Rate (OER) and Oil Loss (OL), were identified 
as important to develop a new extraction index based on three different steriliser systems. There were 
six performance categories:  Excellent, Very Good, Good, Average, Poor and Very Poor. Based on 75 
selected palm oil mills data from 2009-2013, Continuous Sterilizer (CS) system and Conventional 
Sterilizer (CV) system recorded 2.7% and 1.3% respectively under the Excellent category. The Compact 
Modular Concept (CMC) system only recorded ‘Very Good’ (20%) and ‘Good’ (13.3%). This study 
showed that EPI could be used to monitor palm oil extraction performance to ensure maximum oil 
extraction and minimum losses.  
Keywords: Extraction performance index, oil extraction rate, oil loss, palm oil mill  
INTRODUCTION
Currently, oil extraction rate (OER) is the 
only method used to assess the palm oil 
mill performance (Oberthur, 2014). At the 
management level, it is used to indicate 
the profitability of the plantation in order 
to measure the amount of oil extracted per 
hectare (Chang et al., 2003). The OER is 
defined as the percentage of oil recovered 
from the oil palm fresh fruit bunches (FFB) 
processed in the mill. Previous studies showed 
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that there were several factors affecting OER such as rainfall, crop variety, ergonomic practices 
and cage weight (Salmiyati et al., 2014; Vincent et al., 2014; Sambanthamurthi et al., 2009). 
At present, there is no study conducted to understand the effects of using different steriliser 
systems on OER and oil loss (OL). The standard types of sterilisation system widely employed 
in Malaysia are continuous steriliser (CS), conventional steriliser (CV) and compact modular 
concept (CMC) (Hadi et al., 2014; Sivasothy et al., 2006; Sivasothy et al., 2005). Nowadays, 
sustainability in the palm oil industry, especially in the aspect of environmental management, 
is a major concern for better biomass waste management (Choong & McKay, 2013; Umar et 
al., 2013). The largest palm biomass material produced at the mill are oil palm empty fruit 
bunches (EFB) (Baharuddin et al., 2013), palm oil mill effluent (POME) (Sulaiman et al., 2010; 
Rupani et al., 2010), oil palm mesocarp fibre (MF) (Nordin et al., 2013) and oil palm decanter 
cake (OPDC) (Adam et al., 2014; Sahad et al., 2014).  Abdullah and Sulaiman (2013) reported 
the presence of oil in palm biomass means it had a good potential to be recovered for various 
utilisation. The percentage of Oil Loss (OL) contained in palm biomass are between 0.25% 
and 1.38% dry EFB (Md. Yunos et al., 2015), 5% - 11% MF (Subramaniam et al., 2013; Nik 
Norulaini et al., 2008), 0.6% - 0.7% POME (Wan Sharifudin et al., 2015), and 12% OPDC 
(Sahad, 2015). Oil loss refers to the amount of crude palm oil absorbed in the palm biomass 
produced in the palm oil mill. An efficient palm oil milling process produces high OER whilst 
maintaining low OL. The OL is produced due to equipment inefficiency in extracting the 
maximum crude palm oil during the milling process and therefore the oil is absorbed in the palm 
biomass generated. Thus, high OL will reduce the palm oil extraction performance of the mill.
Nevertheless, the current extraction performance tool should be updated with the addition 
of a new factor in the consideration of sustainability issues in palm oil production (Cock 
et al., 2014). The objective of this study is to develop a new extraction performance index 
(EPI) with OER and OL as main variables due to their dependent relationship affecting the 
oil extraction performance (Juliano et al., 2013; Lin, 2011). This empirical study is unique 
as it analyses OL and the variables of existing palm oil mill production. The straightforward 
of OER and OL approach in EPI assist the performance assessment. Hence, the relationship 
between the variables and new EPI were studied for better understanding of their role in oil 
extraction performance. 
METHOD 
The approach in correlating the variables and new index through Predictive Scoring Index 
methodology was done in three steps; in the first step, the OER was calculated to represent 
the effectiveness of mill production. In the second step, the components involved in OL were 
identified and calculated to represent their effectiveness in palm oil production. The last step 
was to examine the composition of OER and OL in the EPI. The identification and equation 
development were essential steps to provide guidance and basic information on the index.
Project Framework and Data Collection
Predictive Scoring Index methodology was adapted for the analysis of variables and index 
formation (Inami et al., 2013; Bernabeu-Wittel et al., 2011; Chen & Yang, 2004). The method 
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adaptability enabled the identification of each variable related to the index. Index is the 
combination of score measurement between two or more types of variable. The OER and OL 
were identified as the main variables used in the index and equation measurement. OER, OL, 
fresh fruit bunches (FFB) were obtained from selected palm oil mills using different steriliser 
systems.  Due to confidential purposes, the identity of mills remains unclosed and 25 data were 
selected from each type of sterilizer systems. The study period was between 2009 and 2013.
Equation Development
The equation developments were formed for the identified variables. Each variable was 
expressed in a single equation. Eq. (1) shows the calculation of OER. 
                       [1]
Where;
OER  =  Oil extraction rate
CPOr  =  Crude palm oil recovered
FFBp  =  Fresh fruit bunches processed
For the OL, three main sources of palm biomass - Empty Fruit Bunches (EFB), Mesocarp 
Fibres (MF) and Palm Oil Mill Effluent (POME) - were selected for the equation. The selection 
process of the palm biomass was based on uniform availability across different steriliser systems 
in the mills. Eq. (2) represents the calculation for the OL. 
                      [2]
Where;
OL = Oil loss   
EFBR1 = Rate of OL from empty fruit bunches 
MFR2 = Rate of OL from mesocarp fibres
POMER3 = Rate of OL from palm oil mill effluent  
However, there is a certain level of OL imposed on the milling process. The standardised OL 
released into the palm biomass must not exceed 5% (MPOB, 2004). Hence, loss effectiveness 
(OLE) is defined by the total subtraction between the standard limit and OL
       OLE = 5.00 – OL                [3]
Where;
OLE  = Oil loss effectiveness
5.00 = Standard limit permitted for OL
OL  = Total oil loss calculation (Eq.2) 
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OER, OL and OLE Range Scale
Table 1 
Oil Extraction Rate (OER) scale 
Indicator OER Ranges
CS CV CMC
Very High ≥23.00 ≥23.00 ≥22.00
High 21.30-22.99 21.70-22.99 21.00-21.99
Average 19.60-21.29 20.40-21.69 20.00-20.99
Low 18.00-19.59 19.00-20.39 19.00-19.99
Very Low <18.00 <19.00 <19.00
Table 2 
Oil Loss (OL) scale 
Indicator OL Ranges
CS CV CMC
Very Low <1.10 <1.10 <1.30
Low 1.10-1.39 1.10-1.39 1.30-1.69
Average 1.40-1.69 1.40-1.69 1.70-2.09
High 1.70-1.99 1.70-1.99 2.10-2.49
Very High >2.00 >2.00 >2.50
Table 1 and 2 show the OER and OL ranges respectively, according to different steriliser 
systems. The range scale was statistically set according to data collected from palm oil mills. 
Each of the range has indicator remarks whereby positive OER performance increases along 
with the ranges, while the positive OL performance decreases along the ranges. The purpose 
of the range table is to categorise the OER and OL data trend series and compare them with 
the EPI application. 
Table 3 
Oil Loss Effectiveness (OLE) scale 
Indicator OLE Ranges
<4.01 Very High
4.00 – 3.01 High
3.00 – 2.01 Average
2.00 – 1.01 Low
>1.00 Very Low
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The oil loss effectiveness scale is shown in Table 3. Ranges of the OLE is determined 
based on  Equation 3  indicate the palm oil mill effectiveness in maintaining the OL limits set 
by the MPOB. The increases in OLE ranges indicate positive performance of palm oil mill 
maintaining its OL level. 
Extraction Performance Index (EPI) Equation Formulation
Index equation was defined using the function of geometric average. It is a function of the 
combination of each factor scores to aggregate the measurement into the equation and the 
derivation of the EPI equation (Pejman et al., 2015; Brigham & Houston, 2003). 
                        [4]
Where;
EPI     =  Extraction performance index 
OER  =  Oil extraction rate (Eq.1)
OLE  =  Oil loss effectiveness (Eq.3)
Table 4 
EPI Indicator 
Index Range Indicator Remarks
<6.00 Very Poor Unsatisfied mill performance with very low OER and OLR
6.00 – 6.79 Poor Poor mill performance with low OER and OLR.
6.80 – 7.49 Average Average mill performance with average OER and OLR.
7.50 – 8.29 Good Good mill performance with high OER and OLR.
8.30 – 8.99 Very Good Very satisfied mill performance with very high OER and OLR.
≥9.00 Excellent Excellent mill performance with both excellent in OER and OLR 
standards.
Equation 4 relates to OER and OLE index measurement. It shows the EPI of the composite 
between variables. Interpretation of EPI range is shown in Table 4 whereby the increase of EPI 
ranges shows positive result of the palm oil mill extraction performance. 
Statistical Analysis
Actual data of the selected palm oil mills (OER and OL) were analysed statistically using SPSS 
statistical software (Ver.19.0). Data ranges were presented with mean ± SD and interquartile 
range. The Likert - type scale was used as indicator for each range. The correlation between 
OER and OL were analysed using Pearson rank correlation coefficient. 
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RESULTS AND DISCUSSION
Validation of Extraction Performance Index
The final stage in new index development is the validation process. The purpose is to evaluate 
and measure the index effectiveness and describes the outcome of the variables in the sample 
selected. Midi et al. (2010) suggests index validation is needed to ensure the index measurement 
is compatible with field data and able to predict accurately the related measures. The OER and 
OL data series are shown in Table 1 and Table 2 respectively. For the EPI measurement, OER 
and OL are expressed in Equation  4 and its interpretation shown in Table 4.
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Figure 1 shows data trend of OER and OL in CS system. From the figure, the highest and 
lowest OER are 22.24 and 18.64 respectively. Table 1 shows overall OER trend recorded 
12% higher oil extraction, 68% average oil extraction and 20% low oil extraction. The 
highest and lowest OL (Table 2) are 1.57 and 1.16 respectively with an overall trend recorded 
showed 60% low OL and 40% average OL.  
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Figure 1 shows data trend of OER and OL in CS system. From the figure, the highest and 
lowest OER are 22.24 and 18.64 respectively. Table 1 shows overall OER trend recorded 12% 
higher oil extraction, 68% average oil extraction and 20% low oil extraction. The highest and 
lowest OL (Table 2) are 1.57 and 1.16 respectively with an overall trend recorded showed 60% 
low OL and 40% average OL. 
EPI result (Figure 2) referred to Table 3 were compared with trends in Figure 1. Highest 
EPI category is excellent (9.01) and the lowest category is good (8.25). According to Figure 
2, the CS16 is identified as “Excellent” EPI with the OER and OL recorded at 21.16 and 1.16 
respectively. Based on Table 1, CS16 recorded “Average” category of OER. However, the 
EPI showed the mill performed at the “Excellent” category. This supported by its oil loss 
effectiveness (OLE) which recorded high performance (see Table 3) and thus, it has lifted the 
CS16 level to excellent EPI.
Meanwhile, CS15 recorded lowest EPI in good category. Though its OER recorded low 
category, 1.35 (Table 1), the OLE result showed high performance; 3.65 in OL management. 
The OLE result complies with the EPI indicator on good performance as the CS15 achieved 
high OER and OLE. 
The overall EPI for CS system showed two mills (2.7%); Excellent, 21 mills (28%); Very 
Good and 2 mills (2.7%); Good. 
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EPI Application of CV System
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Data trend of OER (Figure 3) showed highest and lowest records at 22.20 and 19.65 
respectively. The CV system showed only 8% high oil extraction, 56% average oil extraction 
and 9% low oil extraction (Table 1). It is also reported 4% high OL, 40% average OL and 56% 
low OL (Table 2). The highest and lowest OL are 1.85 and 1.19 respectively. Figure 4 shows 
the EPI of CV system with the highest category 9.09 and lowest category 7.98.
CV3 has the highest EPI category with OER 22.20 and OL 1.28. According to Figure 3 
and 4   CV3 recorded excellent performance for its highest OER while maintaining low OL. 
The OLE (Table 3) also recorded high performance. 
Meanwhile CV21 showed lowest EPI in good performance. Despite recording low OER 
20.24 (Table 1) and high OL 1.85 (Table 2); CV21 showed good EPI performance. This can 
be explained by OLE result showing high performance; 3.15 (Table 3). CV21 complied with 
the EPI in terms of high OLE.
Similar to CS system, the CV system recorded one as “Excellent” (1.3%), while remaining 
21 mills (28%) as “Very Good” and 3 mills (4%) as “Good” EPI.
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Unlike the previous steriliser system, data trend of OER for CMC system (Figure 5) 
recorded 24% average oil extraction, 72% low oil extraction and 4% very low oil extraction 
with highest OER  20.53 and lowest OER  18.82. As for the OL, 20% average OL and 80% 
low OL were recorded.
Figure 6 shows the highest EPI is 8.63 and lowest is 7.64. CMC5 showed highest EPI 
with OER is 20.19 indicating “Very Good” performance. Though its OER is at the average 
performance, this is supported by OLE (Table 3) at high performance. Hence, the OLE had 
placed the CMC5 at “Very Good” category in EPI.
Meanwhile, the CMC25 showed lowest EPI, placing it in the good category. Similar to previous 
CMC5 performance, the CMC25 OER which is at the lowest category is also supported by 
the high OLE. 
In the CMC system, the EPI recorded only two categories of 15 mills namely “Very Good” 
(20%) and 10 mills (13.3%) as “Good”.
CONCLUSION
In this study, a new method to evaluate palm oil extraction performance was developed based 
on Predictive Scoring Index methodology. It looked at 75 selected palm oil mills: the EPI 
showed 4% ‘Excellent’, 76% ‘Very good’ and 20% ‘Good’. For each EPI related to steriliser 
systems, CS system recorded 2.7% ‘Excellent’, 28% ‘Very good’ and 2.7% ‘Good’ meanwhile 
CV system recorded 1.3% ‘Excellent’, 28% ‘Very good’ and 4% ‘Good’ performances. The 
CMC system only recorded ‘Very good’ (20%) and ‘Good’ (13.3%) performances. Among 
the steriliser systems, only CS and CV achieved the ‘Excellent’ EPI, which indicate excellent 
efficiency in OER extraction whilst sustaining OL level. Though the CMC system simply 
achieved ‘Very good’ EPI, the EPI result benefits from upgrading the system to achieve a 
higher category of EPI. 
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ABSTRACT
Tongkat Ali (Eurycoma longifolia) is one of the most popular tropical herbal plants as it is believed 
to enhance virility and sexual prowess. This study looked examined chromatographic fingerprint of 
Tongkat Ali roots and its products generated using online solid phase-extraction liquid chromatography 
(SPE-LC) combined with chemometric approaches. The aim was to determine its quality. Pressurised 
liquid extraction (PLE) technique was used prior to online SPE-LC using polystyrene divinyl benzene 
(PSDVB) and C18 columns. Seventeen Tongkat Ali roots and 10 products (capsules) were analysed. 
Chromatographic dataset was subjected to chemometric techniques, namely cluster analysis (CA), 
discriminant analysis (DA) and principal component analysis (PCA) using 37 selected peaks. The samples 
were grouped into three clusters based on their quality. The PCA resulted in 11 latent factors describing 
90.8% of the whole variance. Pattern matching analysis showed no significant difference (p>0.05) 
between the roots and products within the same CA grouping. The findings showed the combination 
of chromatographic fingerprint and chemometric techniques provided comprehensive evaluation for 
efficient quality control of Tongkat Ali formulation.  
Keywords: Chemometric, chromatographic fingerprint, cluster analysis, discriminant analysis, 
eurycomanone, online SPE-LC, principal component analysis  
INTRODUCTION
Recently, quality control of herbal medicines 
has become a major concern in consumer 
protection (Bhat & Karim, 2010). Tongkat 
Ali is one of the most well-known traditional 
herbs and it is attracting researchers’ interest 
due to its medicinal values (Mohamad et 
al., 2013). Tongkat Ali has active chemical 
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components such as quassinoids which contribute to its bitter taste. The five quassinoids 
markers are eurycomanone, eurycomanol, eurycomanol-2-O-β-D-glucopyranoside, 
13,21-dihydroeurycomanone, and 13α (21)-epoxyeurycomanone (Teh et al., 2011).
Currently, marker compounds are used in quality control and authentication of herbal 
products (Wang et al., 2015; Li et al., 2010). However, the use of a single compound may 
not be able to evaluate the quality consistency of herbal products (Li et al., 2010). Thus, it is 
important to provide a more comprehensive chemical profile of a sample for quality control 
purposes. Chromatographic fingerprint technology has been accepted by leading organisations 
such as the Federal Drug Administration (FDA), World Health Organization (WHO) and the 
British Herbal Medicine Association (Zaini et al., 2016).
In this study, online SPE-LC method was used in obtaining fast and comprehensive 
chromatographic fingerprint of Tongkat Ali. The chromatographic dataset was subjected to 
chemometric techniques by means of multivariate statistical analysis. Unsupervised pattern 
recognition techniques, principal component analysis (PCA) and cluster analysis (CA) were 
utilised for data visualisation by observing the relationship between samples and variables 
with no predetermined class. Supervised pattern recognition, discriminant analysis (DA) and 
pattern matching analysis were employed in supporting the clusters obtained by CA.
METHOD
Online Solid Phase Extraction-Liquid Chromatography (SPE-LC)
A Dionex Ultimate 3000 Liquid Chromatography system equipped with diode array detector 
(DAD) was used for online SPE-LC analysis, performed utilising polystyrene divinyl benzene 
(PSDVB) and C18 column by two pumps (right and left) operated simultaneously. Solvents 
carried by right pump were acetonitrile, methanol and ultrapure water, while left pump were 
5% ultrapure water and 95% Methanesulfonic acid (MSA). The identification of eurycomanone 
and eurycomanol were performed using Q Exactive Plus Liquid Chromatography-Mass 
Spectrometer (Thermo Fisher Scientific). For root samples, extraction was done using 
pressurised liquid extraction (Osman et al., 2016) prior to online SPE-LC. 
Chemometric Analysis
The chemometric analysis was done using XLSTAT Software (XLSTAT, 2015, Addinsoft, 
New York, NY, USA) for statistical analysis. A total 37 peaks were chosen and their areas 
were used as variables.
Cluster Analysis (CA). CA is used for classification of variables into clusters with high 
similarities within the class and high dissimilarity between different classes. 
Discriminant Analysis (DA). Subsequently, DA was applied to confirm the results of the CA 
analysis. DA specifies the variables that discriminate between two or more clusters obtained 
from CA (Goncalves et al., 2006). DA was performed to the raw data in standard, stepwise 
forward and stepwise backward modes.
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Principal Component Analysis (PCA). PCA provides information on the most significant 
factors that explain the total dataset by excluding the less meaningful factors with a minimum 
loss of original information (Goncalves et al., 2006). The PCA helps to determine in what 
respect one sample is different from another and which variables contribute most to this 
difference. It also helps to find out which variables contribute most to this difference, and 
whether those variables contribute in the same way (positively correlated) or are inversely 
correlated (Saim et al., 2009).
Pattern Matching. Pattern matching was conducted by plotting 2D-chromatograms. T-statistics 
was used to evaluate whether two groups differ from one another for a tested variable.
RESULTS AND DISCUSSION
Chromatographic Fingerprint 
Chromatographic fingerprints of four representative Tongkat Ali root samples from different 
sources in Malaysia and four of its products (Figure 1) were obtained using SPE-LC (Zaini et 
al., 2016). The main quassinoids of Tongkat Ali are eurycomanone and eurycomanol (Hajjouli 
et al., 2014), eluted at retention times of 5.6 and 5.7 minutes respectively. The chromatographic 
fingerprint clearly showed similarities and dissimilarities among the samples.
7	
	
 
 
Figure 1. Chromatographic fingerprint selected Tongkat Ali roots and products: (i) 
eurycomanone; and (ii) eurycomanol 
 
Chemometric Analysis 
In this study, 17 Tongkat Ali root samples (R1 to R17) from four states in Malaysia - R1 
(Sarawak), R2 to R8 (Pahang), R9 to R13 (Kedah) and R14-R17 (Perak) - and 10 
products (capsules) from various manufacturers were analysed. In order to perform 
chemometric analysis, 37 variables based of reproducible peak areas were selected. 
 
Cluster Analysis (CA). The dendrogram (Figure 2) clearly showed that all samples were 
formed into three clusters. All root samples from Kedah were clustered in cluster II. In 
addition, five root samples from Pahang and three from Perak were clustered in cluster 
III. However, two samples from Pahang were separated and clustered into cluster I, 
suggesting their dissimilarity in chemical constituents. The composition of Tongkat Ali 
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eurycomanol
Chemometric Analysis
In this study, 17 Tongkat Ali root samples (R1 to R17) from four states in Malaysia - R1 
(Sarawak), R2 to R8 (Pahang), R9 to R13 (Kedah) and R14-R17 (Perak) - and 10 products 
(capsules) from various manufacturers were analysed. In order to perform chemometric 
analysis, 37 variables based of reproducible peak areas were selected.
Cluster Analysis (CA). The dendrogram (Figure 2) clearly showed that all samples were formed 
into three clusters. All root samples from Kedah were c ustered in cluster II. In addition, five 
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root samples from Pahang and three from Perak were clustered in cluster III. However, two 
samples from Pahang were separated and clustered into cluster I, suggesting their dissimilarity 
in chemical constituents. The composition of Tongkat Ali may vary depending on cultivation 
conditions, maturity, soil properties, harvesting age, storage, and processing temperature (Li 
et al., 2010).
The clustering of products in the same group with the roots of Tongkat Ali may suggest 
that they were from the same source. As the products are formulated using Tongkat Ali extract, 
the extraction solvent used may affect the fingerprint composition (Locatelli et al., 2012). The 
CA provides initial evaluation based on dissimilarity between samples but it does not show 
details of these differences. Thus, CA should be confirmed by DA and PCA.
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Figure 2. Dendrogram showing the cluster of Tongkat Ali roots and products 
 
Discriminant Analysis (DA). In DA, the three clusters (CI, CII and CIII) obtained from 
CA in addition to sources or locations of Tongkat Ali were used as dependent variables. 
Peak areas of chromatographic fingerprints were the independent variables. The DA 
showed that each group differed from the others in terms of different compositions (Al-
Odaini et al., 2012). The results from standard, stepwise forward and stepwise backward 
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Discriminant Analysis (DA). In DA, the three clusters (CI, CII and CIII) obtained from CA 
in addition to sources or locations of Tongkat Ali were used as dependent variables. Peak areas 
of chromatographic fi gerprints were the independent variables. The DA showed that each 
group differed from the others in terms of different compositions (Al-Odaini et al., 2012). The 
results from standard, stepwise forward and stepwise backward modes gave 100% correct 
classification based on the c nfusion mat ix of th  stimation sample (Figure 3).
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Figure 3. Plot of discriminant functions showing three clusters of Tongkat Ali roots 
 
Stepwise backward mode yielded 100% correctly assigned with 19 discriminant 
peaks or variables whereas stepwise forward mode contributed 100% with only one 
discriminant peak. Stepwise forward mode yielded little difference in matching for each 
sample compared with the stepwise backward mode. The discriminant variable was 
determined by the value of p-value. Variable with p-value of <0.05 was considered as 
discriminant variable. Although some compounds have p-values of >0.05, they are still 
able to discriminate Tongkat Ali. Therefore, result obtained by stepwise backward mode 
was chosen, suggesting all 19 discriminant variables (Table 1) as significant in 
discriminating the quality of Tongkat Ali whereas the remaining 18 peaks did not 
correlate significantly in discriminating the Tongkat Ali. As shown in Table 1, A10 has 
the highest discriminant capacity (F) followed by A27 probably because the compounds 
have high variations of peak areas between clusters (Al-Odaini et al., 2011). 
Figure 3. Plot of discriminant functions showing three clusters of Tongkat Ali roots
Stepwise backward mode yielded 100% correctly assigned with 19 discriminant peaks 
or variables whereas stepwise forward mode contributed 100% with only one discriminant 
peak. Stepwise forward mode yield  little difference in matching for each sample compared 
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with the stepwise backward mode. The discriminant variable was determined by the value of 
p-value. Variable with p-value of <0.05 was considered as discriminant variable. Although some 
compounds have p-values of >0.05, they are still able to discriminate Tongkat Ali. Therefore, 
result obtained by stepwise backward mode was chosen, suggesting all 19 discriminant variables 
(Table 1) as significant in discriminating the quality of Tongkat Ali whereas the remaining 18 
peaks did not correlate significantly in discriminating the Tongkat Ali. As shown in Table 1, A10 
has the highest discriminant capacity (F) followed by A27 probably because the compounds 
have high variations of peak areas between clusters (Al-Odaini et al., 2011).
The Wilks’ Lambda value test gives Lambda value of 0.054 and p<0.0001. The null 
hypothesis stated that the mean vectors of the three clusters (roots and products) are equal. 
The alternative hypothesis, alongside, stated that at least one of the mean vectors is different 
from another. Since the computed p-value is lower than the significance level of alpha = 0.05 
(at 95% confidence level), one should reject the null hypothesis and accept the alternative 
hypothesis. The risk to reject the null hypothesis while it is true is lower than 0.01%. Thus, 
the three clusters are indeed different from one another.
Table 1 
Wilks’ lambda and F test of group means  
Variable Lambda F p-value
A3 0.832 2.116 0.146
A6 0.958 0.459 0.638
A7 0.864 1.656 0.215
A8 0.781 2.951 0.074
A10 0.457 12.461 0.000
A12 0.691 4.691 0.021
A14 0.893 1.255 0.306
A15 0.855 1.784 0.193
A16 0.805 2.541 0.103
A21 0.886 1.358 0.279
A25 0.960 0.440 0.650
A26 0.838 2.033 0.156
A27 0.590 7.308 0.004
A28 0.770 3.138 0.064
A31 0.788 2.821 0.082
A32 0.722 4.041 0.033
A33 0.952 0.531 0.596
A34 0.755 3.408 0.052
A35 0.829 2.166 0.140
Principal Component Analysis. In this study, the peak areas of 37 selected peaks were treated 
as variables. The principal components (PCs) generated by PCA are sometimes not readily 
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interpreted (Al-Odaini et al., 2011). Varimax rotations applied on the PCs with eigenvalues 
more than 1 are considered significant (Baharudin et al., 2014) in order to obtain new groups 
of variables called varimax factors (VFs).
The first two PCs (PC1 and PC2) were selected to provide the highest variation of data 
objects (31.15% and 9.30% of the variation). Figure 4 showed that the Tongkat Ali roots and 
products were distinctively separated. The result suggested that roots and products have their 
own unique chemical compositions. 
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 Figure 4. PCA plot of Tongkat Ali
Based on PCA analysis results, only the first 11 PCs with eigenvalue > 1 were considered 
to perform varimax rotations. The parameter loading for the 11 components from PCA of the 
data set after varimax rotation is given in Table 2. The results explain approximately 90.8% 
of the total variances, where a correlation greater than 0.75 is considered “strong”; 0.50-0.75, 
“moderate”; and 0.30-0.50 as “weak” significant factor loading. The higher the loading of the 
variable (either positive or negative), the more that variable contributes to the variatio accounted 
for the particular varifactors (Baharuddin et al., 2014).  Table 2 shows factor loadings of PCA, 
the first VF explained total variances of 31.15 % with 9 strong and 9 moderate factor loadings. 
The VF2 contributed 9.30% of data variability. The third factor described 6.17% of the variance 
in the dataset. VF4, VF5 and VF6 accounted for 7.46%, 5.25% and 4.38% of the total variances 
respectively. VF7 and VF8 exhibited moderate loadings for eurycomanol and eurycomanone, 
the major quassinoids in Tongkat Ali by 8.08% and 4.74% of the total variance respectively. 
VF9, VF10, VF11 demonstrated 4.78%, 5.29% and 4.16% respectively.
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Pattern Matching. Pattern matching is used in comparing the percentage similarities among 
the roots of Tongkat Ali and its products. Peak areas of 58 peaks were used as variables. Figure 
5 (a) shows 2D chromatogram of Tongkat Ali root and product within the same cluster (R6 
and P8 of cluster III) while Figure 5 (b) shows the 2D chromatogram of Tongkat Ali root and 
product of different clusters (R6 of cluster III, P1 of cluster I). At 95% confidence level, the 
computed p-value is greater than the significance level alpha = 0.05 for both groups (within 
same cluster and of different clusters). However, within the same cluster, a high percentage 
similarity (92.6 %) was obtained compared with that of different clusters (88.0 %).  
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Figure 5. 2D chromatograms of representative Tongkat Ali roots and products: (a) within same 
cluster; and (b) of different clusters 
 
CONCLUSIONS 
A fast, reliable and comprehensive chromatographic fingerprint of Tongkat Ali root was 
obtained using an online SPE-LC method. Chemometric techniques were applied on 
Tongkat Ali datasets to show the relationship between variables. The CA was useful in 
showing similarities among the roots and products forming three clusters. DA confirmed 
the results of CA and yielded 100% correct assignation with 19 discriminant compounds 
while PCA is able to differentiate between roots and products, resulted in 11 varifactors 
with a total variance of 90.8 %. For pattern matching, the root and product within the 
same cluster have high percentage of similarity, 92.6 %. The results showed that 
chromatographic fingerprint of Tongkat Ali obtained using online SPE-LC combined 
with chemometrics could be a promising approach for quality control of herbal 
formulation. 
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CONCLUSIONS
A fast, reliable and comprehensive chromatographic fingerprint of Tongkat Ali root was 
obtained using an online SPE-LC method. Chemometric techniques were applied on Tongkat 
Ali datasets to show the relationship between variables. The CA was useful in showing 
similarities among the roots and products forming three clusters. DA confirmed the results of 
CA and yielded 100% correct assignation with 19 discriminant compounds while PCA is able 
to differentiate between roots and products, resulted in 11 varifactors with a total variance of 
90.8 %. For pattern matching, the root and product within the same cluster have high percentage 
of similarity, 92.6 %. The results showed that chromatographic fingerprint of Tongkat Ali 
obtained using online SPE-LC combined with chemometrics could be a promising approach 
for quality control of herbal formulation.
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ABSTRACT
Distributed generator is one of the most common sources of electric power as it has many advantages. 
However, it might cause negative effects to the distribution system if appropriate conditions are 
undermined. Thus, this paper describes ways to optimise the use of distributed generator in a distribution 
system in order to reduce total power losses and to improve system performance by increasing stability 
of the voltage profile. This study focuses on the installation of distributed generator that is installed 
on 69-bus radial distribution system. Optimisation are done through Particle Swarm Optimization and 
Voltage Stability Indicator. The findings show that total power loss was reduced by 44.6%, and there 
was improvement in voltage profile stability.  
Keywords: Distributed generator, Particle Swarm Optimization, Voltage Stability Indicator  
INTRODUCTION
Distributed generator (DG) is an alternative source of energy to increase efficiency of a 
distribution system. Installation of DG is aimed at reducing overall power loss and the 
capability of DG to improve the voltage profile (Gallano & Nerves, 2014). The integration 
of DG units has contributed to system 
upgrade.  However, emission is a real concern 
aggravated by climate change. Thus, there is 
a need for low emission generating unit. As 
the machine requires a large amount of space 
(Davis, 2002a, 2002b), DGs can replace the 
generation station. Hence, the DG unit can 
serve as a good alternative as it only requires 
minimal space in the distribution system.
A DG unit is a type of generator that 
supplies small-scale electricity to consumers. 
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It is different from central generation station (Nara, Ishizu, & Mishima, 2005) in terms   size, 
effect on the environment and community, emission level, voltage stability and location. The 
DG is located at a site nearer to the customers compared with the generating station that has 
to be located at a certain distance from the consumers for safety reason and comfort issues.
A previous research used fmincon function in Matlab by considering the power demand 
and availability of the system generating units and equality restrictions. This was tested on 
three conditions: (i) the DG source connected to the system; (ii) the DG source not connected 
to the system; and (iii) steady state condition. It uses four generators and one load (Dulau 
& Bica, 2015). Other research used conventional optimisation techniques such as Genetic 
Algorithm (GA) to find the size and location of the capacitors, while another used a new 
method in determining a suitable location in placing the embedded generator. The latter was 
proposed based on new sensitivity indices that has been derived from the voltage stability 
improvement with respect to the changes in injected power towards the bus (Rahman, Rahim, 
& Musirin, 2004).
Installing a DG unit can present several challenges which include causing adverse effects 
if installed randomly, causing bigger total power loss towards the distribution system. This 
paper therefore explains how strategically installed DG compares favourably in terms of 
performance compared with randomly installed DG. Moreover, since the big central generation 
station needs a long transmission line, the DGs is a better solution. The objectives of this paper 
are to understand the characteristics of the DG in order to reduce total power losses in 69-bus 
distribution system and to improve the stability of the voltage profile and for this purpose, 
the study utilizes Voltage Stability Indicator (VSI) and Particle Swarm Optimization (PSO) 
algorithm. Both methods were implemented using Matlab (Dulau & Bica, 2015).
This study therefore aims to ensure installed DGs do not contribute to any negative issues, 
have the appropriate size, and reduce power losses during transmission from the generation 
part to the distribution part. By reducing the length of transmission lines, the chances of having 
lower total power losses is higher.
METHOD
The study used two methods to optimise the usage of DG units: which are Voltage Stability 
Indicator (VSI) and Particle Swarm Optimization (PSO). 
Voltage Stability Indicator
The voltage stability indicator (VSI) was proposed by Kayal and Chanda (2013). In this paper, 
VSI is used to find the optimal location to place the DG units in the distribution network. 
By using VSI, the stability of the voltage profile will increase. In this way, electricity can be 
delivered efficiently. The conventional power flow equations of the receiving bus is as follows 
(Kayal & Chanda, 2013):
                     [1]
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                       [2]
PL,i and QL,i are the active and reactive power losses of the line connected between two nodes 
respectively.  Equation (3) is the power balance equation that needs to be balanced at all time 
to ensure steady operation.
                      [3]
Pi+1 and Qi+1 can be found by using these two equations
                       [4]
                      [5]
After computing the previous calculation, the VSI is expressed as
                     [6]
Where Vi is the voltage magnitude while ri and xi is the resistance and impedance of each bus.
Particle Swarm Optimization
Particle Swarm Optimization (PSO) is a technique proposed by Kennedy and Eberhart in 1995. 
This algorithm is an intelligent-based optimisation that simulates the migration of bird flock 
when seeking for foods. The PSO actually finds the optimal solution by applying the movement 
trends of particle population and their interaction. It also finds the particle swarm and parallel 
global search. Figure 1(a) is the flowchart of PSO algorithm (Kai, Agalgaonkar, Muttaqi, & 
Perera, 2008; Rugthaicharoencheep, Lantharthong, & Auchariyamet, 2011).
The methods used in this paper are VSI and PSO; the former was used to determine the 
most suitable bus to install the DGs while the latter was used to obtain the value to be injected 
to the chosen bus. The ways to implement both methods are shown in Figure 1(b). First, the 
69-bus was loaded in the Matlab software. In this simulation, 69-bus was used with the details 
of the simulation parameters provided in Table 1. Next, load flow analysis was done using the 
Newton-Raphson method to determine the total power loss of the system. The losses on each 
bus were recorded. After that, the choice of either to apply the VSI or not was done. If the choice 
is yes, then data for VSI calculations are recorded. Data was taken from the workspace in the 
Matlab software and the data were real and reactive power, real and reactive power losses, 
voltage magnitude, resistance and impedance for each bus. Then, the priority list was made 
by sorting the VSI value in descending order. The installation of DGs was made according to 
the priority list. The top four buses will be installed with DGs. The DGs can also be added at 
any location without applying the VSI calculation. 
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A decision needs to be made whether to apply or not to apply the PSO algorithm. If yes, 
then the PSO program is run using Matlab and results analysed. From the result, the appropriate 
sizes of DGs are determined. Next, the DGs are added into the 69-bus. If the previous decision 
is no, the DGs can be added in random sizes. Finally, the last decision is made where, either all 
the conditions have been considered or not. If yes, the last step is to run the load flow and the 
Figure 1. (a) PSO algorithm; and (b) Flowchart of DG Optimisation
Table 1 
Simulation parameters of 69-Bus  
Bus Voltage 
magnitude (V)
Load Power loss Resistance (Ω Impedance (Ʊ)
(MW) (Mvar) (MW) (Mvar)
1-23 1.0000 to 0.9674 0.0000 to 0.0000 0.0000 to 0.0000 0.0000 to 0.0000 0.0000 to 0.0000 0.0003 to 0.3153 0.0007 to 0.1043
24-34 0.966 to 1.768 0.0280 to 0.0195 0.0200 to 0.0140 0.0010 to 0.0510 0.0000 to 0.0510 0.6832 to 1.9853 0.2259 to 0.6563
35-46 1.736 to 0.972 0.0060 to 0.0392 0.0040 to 0.02630 0.0480 to 0.0010 0.0480 to 0.0000 0.9197 to 0.6245 0.3040 to 0.3127
47-64 0.9997 to 0.9593 0.0000 to 0.2270 0.0000 to 0.1620 0.0030 to 0.0000 0.0070 to 0.0000 0.0552 to 1.0928 0.1352 to 0.5566
65-69 0.9612 to 0.9719 0.0590 to 0.0280 0.1620 to 0.0200 0.0000 to 0.0000 0.0000 to 0.0000 1.2734 to 0.0029 0.6428 to 0.0010
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Figure 1. (a) PSO algorithm; and (b) Flowchart of DG Optimisation 
 
Table 1 
Simulation parameters of 69-Bus 
(a) (b)
Optimisation of Distributed Generation Unit
359Pertanika J. Sci. & Technol. 25 (S): 355 - 362 (2017)
final losses recorded. However, if decision is no conditions were considered, then the next step is 
to run the load flow analysis and record the losses but after that, again, the consideration of VSI 
calculation needs to be made. Four cases were used in this paper. Those cases are as follows:
a) Apply both VSI and PSO
b) Apply only VSI
c) Apply only PSO
d) Without applying both PSO and VSI
Referring to Figure 2, the DGs are located at four chosen buses. The program then calculates 
the suitable size for each chosen bus. Each bus might have similar or different values which 
is determined by the program. Next, the total power loss in this system was calculated 
and displayed. The latest values were assumed as better than the values from the previous 
iteration(s). The current iteration number was checked in order to know whether the maximum 
iteration has been reached or not. If the maximum iteration has not been reached, it will repeat 
Step 2, if it has been reached, it will end the program.
11	
	
 
Figure 2. Flowchart of PSO implementation 
 
RESULTS AND DISCUSSION 
Table 2 presents the result of the total loss of 69-bus distribution system before and after the 
installation of DG units. The results showed that the total loss before installation of DG units is 
0.166 MW. The total loss after DG units installation by using both PSO and VSI methods are the 
least compared with the other three conditions where it conserves the power by 74 kW. The least 
power conservation, which is 10 kW, was demonstrated by the system with installed DG units 
that inly applied PSO method. The other two conditions that applied VSI only or neither 
algorithm in the installation of DG units both decreased the power loss by 69 kW and 52 kW 
Figure 2. Flowchart of PSO implementation
RESULTS AND DISCUSSION
Table 2 presents the result of the total loss of 69-bus distribution system before and after the 
installation of DG units. The results showed that the total loss before installation of DG units 
is 0.166 MW. The total loss after DG units installation by using both PSO and VSI methods 
are the least compared with the other three conditions where it conserves the power by 74 
kW. The least pow r conservation, which is 10 kW, was demonstrated by the system with 
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installed DG units that inly applied PSO method. The other two conditions that applied VSI 
only or neither algorithm in the installation of DG units both decreased the power loss by 69 
kW and 52 kW respectively. This proved that the system that installed DGs by applying both 
PSO and VSI successfully reduced 74 kW compared. This gives the system 44.6% reduction 
of total power loss.
Table 2 
Result of the total power loss before and after installation of DGs  
Conditions of Distribution System Total Power Loss
Real Power (MW) Reactive Power (Mvar)
Without DGs 0.166 0.132
With DGs (Considering VSI and PSO) 0.092 0.081
With DGs (Considering PSO) 0.156 0.119
With DGs (Considering VSI) 0.097 0.085
With DGs (Without considering VSI and PSO) 0.114 0.092
The first bar chart (see Figure 3) shows the system voltage profile without DGs installation 
and after DGs were installed using both VSI and PSO techniques. Bus 1 to 4 and 28 to 30 
do not show any difference while Bus 4 displays a slight difference. This condition is due to 
the selection of location of installed DG. It can affect only the buses. The other buses display 
quite clear differences between these two states. The highest difference was shown at bus 27 
which is 0.024 pu. 
Figure 4 shows the difference between part of the system without DG installed and with 
the DG installed after only using PSO method to determine the amount of power that needs to 
be injected into the system while the location of the DGs was selected randomly. The pattern 
of this bar chart is quite similar to Figure 3. Bus 1 to 4 and 28 to 30 once again does not show 
any differences. The same goes to Bus 5 that only shows a slight difference. However, in this 
case, the voltage profiles are quite wavy and show higher differences between both conditions 
compared with the previous figure. Moreover, the largest difference of voltage magnitude is 
shown by Bus 16 which is 0.033 pu. 
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Figure 3. Voltage profile for the first thirty buses before and after installing the DG using VSI and PSO 
 
As seen in Figure 5, the voltage profile after adding the DG units are also better, as shown 
in Figure 3 and Figure 4. The voltage profile shown in Figure 5 is pre-and post DG units 
installation but by only using the VSI method. Figure 5 shows quite similar patterns to Figure 3. 
However, there is a slight difference between these figures where the highest difference between 
both states was shown with Bus 12 by 0.023 pu. 
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Figure 3. Voltage profile for the first thirty buses before and after installing the DG using VSI and PSO
Optimisation of Distributed Generation Unit
361Pertanika J. Sci. & Technol. 25 (S): 355 - 362 (2017)
As seen in Figure 5, the voltage profile after adding the DG units are also better, as shown 
in Figure 3 and Figure 4. The voltage profile shown in Figure 5 is pre-and post DG units 
installation but by only using the VSI method. Figure 5 shows quite similar patterns to Figure 
3. However, there is a slight difference between these figures where the highest difference 
between both states was shown with Bus 12 by 0.023 pu.
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Figure 5. Voltage profile for the first 30 buses before and after installing the DG using VSI 
 
 
Figure 6. Voltage profile for the first 30 buses before and after installing the DG randomly 
 
As for Figure 6, the DGs were added but at random locations and sizes. This figure shows the 
least difference of voltage magnitude for the two conditions between all four figures explained 
previously. Although the same bus as Figure 3 shows the highest difference of voltage magnitude, 
the value of the difference differs. For Figure 6, the difference is only 0.132 pu. This is the lowest 
difference shown by all four conditions. 
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differences. The same goes to Bus 5 that only shows a slight difference. However, in this case, 
the voltage profiles are quite wavy and show higher differences between both conditions 
compared with the previous figure. Moreover, the largest difference of voltage magnitude is 
shown by Bus 16 which is 0.033 pu.  
Figure 3. Voltage profile for the first thirty buses before and after installing the DG using VSI and PSO 
 
As seen in Figure 5, the voltage profile after adding the DG units are also better, as shown 
in Figure 3 and Figure 4. The voltage profile shown in Figure 5 is pre-and post DG units 
installation but by only using the VSI method. Figure 5 shows quite similar patterns to Figure 3. 
However, there is a slight difference between these figures where the highest difference between 
both states was shown with Bus 12 by 0.023 pu. 
 
Figure 4. Voltage profile for the first 30 buses before and after installing the DG using PSO Figure 4. Voltage profile for the first 30 buses before and after installing the DG using PSO
As for Figure 6, the DGs were added but at random locations and sizes. This figure shows 
the least difference of voltage magnitude for the two conditions between all four figures 
explained previously. Although the same bus as Figure 3 shows the highest difference of voltage 
magnitude, the value of the difference diff rs. For Figure 6, the difference is o ly 0.132 pu. 
This is the low st differ nce shown by all four conditions.
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CONCLUSION
This paper has presented two ways to optimise the installation of DGs in the 69-bus distribution 
system which is by using PSO and VSI. It can be concluded that the implementation of both 
methods improves the performance of the system with installed DGs. The total power loss 
was successfully reduced by 44.6%. At the same time, the voltage profile of the system has 
also improved in the aspect of stability as the system installed with DGs by applying both PSO 
and VSI showed more consistency. This paper proves that the use of both methods provides 
the most stable distribution system and the least total power loss. For future research, it is 
recommended to include a few systems for comparison. Moreover, comparing these methods 
to others is also good for the development of a better distribution system.
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ABSTRACT
A free-standing film consisting of 49% PMMA grafted-natural rubber electrolytes was prepared. 
Potassium hydroxide (KOH) and propylene carbonate (PC) was added to the preparation and the properties 
of the electrolytes measured using complex impedance analysis at various temperatures. The addition 
of plasticiser in alkaline polymer electrolyte gives rise to the ionic conductivity up to 2.647 x 10-6 S 
cm-1 at composition consisting of 50wt.% of PC. The dielectric properties of the GPEs were studied 
and the relaxations at higher frequencies appear in both imaginary and real part of the permittivity. 
These relaxations are related with the interface ion polarisations at the polymer-electrode interface and 
segmental motion of the polymer electrolyte molecular chains. The influence of the impedance spectra on 
temperature was studied. Results showed rising temperature increased conductivity, top frequency (f*), 
relative dielectric constant (εr) and geometrical capacitance (Cg) due to the mobility of free ion carriers 
Keywords: Dielectric analysis, ionic conductivity, 
MG49, plasticised polymer electrolyte  
INTRODUCTION
Proton-conducting electrolytes have been 
identified as promising separator in batteries, 
supercapacitors and fuel cells (Qiao et al., 
2010, Zukowska et al., 2000). Alkali-based 
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electrolytes exhibit high proton conductivity even at temperatures below 370 K (Zukowska 
et al., 2000; Nikulin et al., 2014). Metal hydroxides containing hydrogen have been attracting 
attention as promising proton conducting materials with unique characteristic of occupying an 
intermediate position between electronic and ionic conductors (Qiao et al., 2010). Potassium 
hydroxide (KOH), the subject of investigation in this paper, is an alkali metal that provides 
hydrogen or proton charge carriers in the electrolytes (Nikulin et al., 2014). However, safety 
issues concerning the commercial batteries using alkaline liquid based electrolytes make them 
unsuitable for practical use. Thus, an alternative is solid polymer electrolytes as the problems 
resulting from usage of liquid electrolytes can be avoided to a great extent. Polymer electrolytes 
are known for their good mechanical properties and ease of fabrication (Mohamad et al., 2008; 
Chandra et al., 2002). Unfortunately, these solid polymer electrolytes suffer low conductivity 
at room temperature. Hence, to improve conductivity, several techniques are useful, such as 
grafting, plasticisation (Woo et al., 2013; Zaki et al., 2012), polymer blending (Alias et al., 
2012) and fillers (Adam et al., 2012). Plasticisation involves adding a substantial amount of 
plasticiser into the polymer matrix which produces gel polymer electrolytes (GPEs) (Kato 
et al., 2002). Plasticisers have been proven to soften the rigid polymer chain, allow greater 
mobility of charge carriers, and lower the glass transition temperature (Chandra et al., 2002; 
Alias et al., 2005; Kamisan et al., 2010). Plasticisers of low molecular weight and high dielectric 
constant are frequently selected, such as propylene carbonate (PC), ethylene carbonate (EC), 
dimethylformamide (DMF), etc (Latham et al., 2002). These plasticisers were reported to be 
compatible with poly (methyl methacrylate) (PMMA) and accommodate the enhancement of 
conductivity (Alias et al., 2005). The MG49 is a polymer consisting of natural rubber grafted 
with 49% PMMA and the former is suitable to be applied as polymer host of electrolytes. 
The MG49 contains functional groups of carbonyl (C=O) and carboxyl (C-O-O-H), which 
will covalently bond with the hydroxide ions (OH-) of KOH. The high permittivity and high 
dielectric constant of MG49 assist in ionization of salt providing high concentration of charge 
carriers.
This paper studies the properties of plasticised alkaline based polymer electrolyte using 
MG49 as the polymer host and KOH as the proton charge contributor. The existence of lone 
pairs in the molecular structure of the polymer host makes it possible for the complexation 
of salt-polymer, whereas the cation will be attracted to the lone pairs and enhancing the ion 
diffusion inside the polymer matrix simultaneously produces free ions (Mahmud et al., 2012). 
The diffusion and mobility of free ions contribute to ionic conduction while the electrolytes 
were introduced with propylene carbonate (PC) as the solvent (plasticiser). The electrical 
properties of MG49-KOH-PC polymer electrolytes are presented and discussed.
METHOD
Sample Preparation and Characterisation
The GPE films comprising MG49-KOH-PC were prepared by solution casting technique. 
MG49 (Rubber Research Institute of Malaysia, RRIM), potassium hydroxide (KOH) (Aldrich) 
and propylene carbonate (PC) (purity 98%, Aldrich) were used. The KOH salt was vacuum 
dried for 12 hours at 383 K prior used. 1.0 g of MG49 was dissolved in 25 ml tetrahydrofuran 
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(THF) (Aldrich, ≥99.9%) and was doped with potassium hydroxide (KOH). The solution was 
then stirred continuously with magnetic stirrer for several hours at room temperature. The 
homogeneous solution was then cast onto petri dish and allowed to naturally dry in the fume 
hood at room temperature. The remaining solvent in the cast solution was removed by drying it 
in vacuum oven for 48 hours at 333 K. Various stoichiometric ratios of KOH and MG49 were 
then repeated as above procedure. The sample with highest ionic conductivity was selected 
and added with different weight percent of PC to prepare GPEs in a similar way.  The obtained 
films were stored in desiccator for further use.
The prepared films were studied through impedance data taken from the impedance 
spectroscopy. The electrolyte films were first sandwiched between two stainless steel blocking 
electrodes with cross-sectional area of 0.196 cm2 and connected to HIOKI 3532-50 HiTester 
Impedance Spectroscopy. The impedance spectroscopy was logged over a frequency range of 
1-106 Hz. The samples were placed in a humidity chamber for controlled temperature between 
30ºC to 100ºC.
RESULTS AND DISCUSSION
Nyquist plot studies
Nyquists were plotted to study the ion interaction in the polymer electrolytes. Figure 1(a) 
and Figure 1(b) shows the Nyquist plot of cells assembled by MG49-KOH-PC electrolyte 
with stainless steel electrode at 303K. During the impedance test, the polymer electrolytes 
were placed in between two stainless-steels (SS). The SS acts as a blocking electrode for ion 
transportation, and an inert electrode for the polymer electrolyte. As a result, a linear line was 
observed at 10 and 20 wt.% of PC as in Figure 1(a). The plot however was transformed into 
an inclined arc at higher content of PC. The inclined arc is often observed in Nyquist plane 
for rough electrodes where a Faradaic reaction takes place in addition to capacitive charging 
(Bosco et al., 2008).
 
 
(a)	 (b)	
Figure 1. (a), (b) Nyquist plot for MG49-KOH samples of various wt. % PC 
 
The addition of 40 and 50 wt.% of PC results in one semicircle at high frequency range as 
in Figure 1(b). The intersection of the semicircle and the straight line reflects the bulk 
resistance Rb of the polymer electrolyte. The straight line in low frequencies is attributed to 
the ion diffusion in the electrolyte (Xu et al., 1998). The ionic conductivities were calculated 
based on the following equation: 
 
          [1] 
 
Where (Rb) is the bulk resistance, A and t are the electrolyte film surface area and 
thickness respectively. The ionic conductivities for each sample are shown in Table 1. At 
higher wt.% of PC, the Nyquist plot is compressed to smaller inclined arc (as in Figure 
1(b)), whereas the bulk resistance decreases to smaller values. This indicates that the 
addition of more plasticiser improves the electrode-electrolyte contact. Plasticiser helps 
improve the flexibility of the electrolyte, hence increasing its contact with the electrode. 
Figure 1. (a), (b) Nyquist plot for MG49-KOH samples of various wt. % PC
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The addition of 40 and 50 wt.% of PC results in one semicircle at high frequency range 
as in Figure 1(b). The intersection of the semicircle and the straight line reflects the bulk 
resistance Rb of the polymer electrolyte. The straight line in low frequencies is attributed to 
the ion diffusion in the electrolyte (Xu et al., 1998). The ionic conductivities were calculated 
based on the following equation:
                        [1]
Where (Rb) is the bulk resistance, A and t are the electrolyte film surface area and thickness 
respectively. The ionic conductivities for each sample are shown in Table 1. At higher wt.% 
of PC, the Nyquist plot is compressed to smaller inclined arc (as in Figure 1(b)), whereas 
the bulk resistance decreases to smaller values. This indicates that the addition of more 
plasticiser improves the electrode-electrolyte contact. Plasticiser helps improve the flexibility 
of the electrolyte, hence increasing its contact with the electrode. The bulk resistances of the 
samples were also reduced. The good electrode-electrolyte contact contributes to more surface 
contact area for the ion polarisation to induce and simultaneously increase the conductivity 
of the polymer electrolyte. The ion polarisation is further investigated through the dielectric 
relaxation of each sample. The presence of plasticiser also favours the ionic mobility that 
correlates with the flexibility of the polymer host due to the creation of free volume (Adam et 
al., 2012; Hashim et al., 2010).
Table 1 
Bulk Resistance (Rb) and conductivity values (σ) for MG49-KOH containing different wt. % of PC  
PC content (wt. %) Bulk Resistance, Rb (Ω) Conductivity, σ (S.cm-1)
10 5.34x107 2.408x10-10
20 3.25x108 4.210×10-11
30 9.52x106 1.348×10-9
40 8.01×103 1.331×10-6
50 3.23×103 2.647×10-6
Dielectric relaxation studies
Dielectric relaxation is studied to investigate the ion polarisation for samples of different wt.% 
of PC. The distributions of dielectric constants with frequency are shown in Figure 2. Both 
real and imaginary parts of dielectric constant rise abruptly at low frequencies (approximately 
< 3000 Hz) confirming a strong polarisation effect on the blocking electrodes. The ion 
polarisations are induced by the current flowed through the system. The dipoles within the 
polymer electrolyte tend to rotate and align according to the electric field applied, resulting 
in diffusion of ions which accumulate at the electrode-electrolyte interface (Mahmud et al., 
2012). The accumulation of ions results in polarisation effect, thus, producing high dielectric 
values (Sotta et al., 2010; Sheha et al., 2012). These dielectric constant values were observed 
to be larger at higher content of PC from 10 wt.% to 50 wt.%. The presence of low molecular 
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weight PC causes the polymer electrolyte to be more flexible, contributes to the increase of 
ion polarisation occurrence at the electrode-electrolyte interface due to higher surface contact, 
as proven by the Nyquist plot study. The flexibility is also due to the amorphous nature of the 
MG49 polymer electrolyte (Mahmud et al., 2012).
At high frequencies though, both real and imaginary dielectric constants were observed to 
decrease. In this stage, the dipoles are unable to follow the field variation at high frequencies 
as the periodic reversal is too fast for the dipole to orientate according to the field orientation, 
causing the dipole to appear ‘frozen’ (Saroj et al., 2013).
(Mahmud et al., 2012). The accumulation of ions results in polarisation effect, thus, 
producing high dielectric values (Sotta et al., 2010; Sheha et al., 2012). These dielectric 
constant values were observed to be larger at higher content of PC from 10 wt.% to 50 
wt.%. The presence of low molecular weight PC causes the polymer electrolyte to be more 
flexible, contributes to the increase of ion polarisation occurrence at the electrode-
electrolyte interface due to h igher  surface contact, as proven by the Nyquist plot study. 
The flexibility is also due to the amorphous nature of the MG49 polymer electrolyte 
(Mahmud et al., 2012). 
At high frequencies though, both real and imaginary dielectric constants were observed 
to decrease. In this stage, the dipoles are unable to follow the field variation at high 
frequencies as the periodic reversal is too fast for the dipole to orientate according to the 
field orientation, causing the dipole to appear ‘frozen’ (Saroj et al., 2013). 
 
  
(a) (b) 
Figure 2. (a) Real; and (b) imaginary part of dielectric constant versus frequencies for MG49 – 25 
wt.% KOH with different wt.% of PC 
Figure 2. (a) Real; and (b) imaginary part of dielectric constant versus frequencies for MG49 – 25 wt.% KOH 
with different wt.% of PC
Impedance analysis for varying temperatures
The electrical properties of MG49-KOH-PC samples at different temperatures were studied. 
The total impedance of the stainless steel (SS) electrode, Cr and Zw represent the bulk resistance, 
the real part of the electrolyte capacitance and the Warburg impedance. The real part of the 
polymer electrolyte capacitance can be expressed as,
                        [2]
where εo (equal to 8.85 x 10-14 F cm-1) is the dielectric constant of vacuum, εr is the real part of 
the dielectric constant of the studied electrolyte film, A is the electrolyte film surface area (cm2) 
and l is the electrolyte film thickness (cm).  The top frequency, f* of the impedance spectrum 
can be expressed as a function of ionic conductivity, σ as below,
                       [3]
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Utilising these equations, the relative dielectric constant (εr), ionic conductivity (σ), the top 
frequency (f*) and the real part capacitance (Cr) of MG49-KOH-PC film can be determined 
according to the impedance spectrum.
The ionic conductivity, top frequency, relative dielectric constant and geometrical 
capacitance at various temperatures for MG49-KOH-PC film were plotted as shown in Figure 
3(a), (b), (c) and (d). These four parameters appeared to increase with increasing temperature. 
This is due to the mobility of free ion carriers facilitated by the increment of the segmental 
motion of the polymer molecular (Woo et al., 2013; Xu et al., 1998; Mahmud et al., 2012). The 
increase in temperature significantly increases the amorphous nature of the polymer electrolytes, 
thus providing bigger free volume in the system and increasing the conductivity. Consequently, 
the increase of temperature will increase the internal energy to the polymer chain allowing it 
to push against its neighbouring atoms, thus creating more free volume.
conductivity. Cons quently, the increase of temperature will increase the internal energy to 
the polymer chain a l l o w i n g  i t  to push against its neighbouring atoms, thus creating 
more free volume. 
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(c)	 (d)	
Figure 3. The influence of temperature on the: (a) ionic conductivity (σ); (b) top frequency (f*); (c) 
relative dielectric constant (εr); and (d) geometrical capacitance (Cg) of MG49-25KOH-50PC 
 
Figure 3. The influence of temperature on the: (a) ionic conductivity (σ); (b) top frequency (f*); (c) relative 
dielectric constant (εr); and (d) geometrical capacitance (Cg) of MG49-25KOH-50PC
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CONCLUSION
This study had focused on the role of plasticiser in alkaline based polymer electrolytes in term 
of its impedance properties. The addition of plasticiser, PC, inside the polymer matrix were 
observed to increase the ionic conductivity up to 2.65 × 10-6 S cm-1, achieved by MG49-KOH 
sample containing 50 wt.% PC content. The PC consequently improved the polymer electrolyte 
flexibility, and provided better electrode-electrolyte contact, whereas its low molecular weight 
properties provided larger free volume inside the polymer system. The dielectric relaxation 
indicated improved electrode- electrolyte contact whereas more surface contact area for ions 
polarisation.
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