The high penetration of Renewable Energy Sources into electric networks shows new perspectives for the network's management: among others, exploiting them as resources for network's security in emergency situations. The paper focuses on the frequency stability of a portion of the grid when it remains islanded following a major fault. It proposes an optimization algorithm that considers the frequency reaction of the relevant components and minimizes the total costs of their shedding. The algorithm predicts the final frequency of the island and the active power profiles of the remaining generators and demands. It is formulated as a Mixed-Integer Non-Linear Programming problem and the high computation time due to a large-size problem is mitigated through a simplified linear version of the model that filters the integer variables. The algorithm is designed to operate on-line and preventively compute the optimal shedding actions to be engaged when islanding occurs. The algorithm is validated for a typical distribution grid: the minimum amount of shedding actions is obtained while the most frequency reactive resources are maintained in operation to assure a feasible frequency. Finally, time-domain simulations show that the optimal solution corresponds to the one at the end of the network's transients following the islanding.
Introduction
In recent years, the Renewable Energy Resources (RES) have dramatically increased their presence at both distribution and sub-transmission levels and thus provided the electric network with a high provision of green energy. However, the RES stochastic nature and the sub-optimal use for network operation led to integration issues, e.g., over-voltages and unpredictable congestions. Nevertheless, the regulatory framework is evolving towards solving these issues and provide an optimal management of the RES. This prioritizes the research of new methodologies for the best ways to exploit the RES. Due to the wide spread of RES in the electric networks, these proposals need to be de-centralized and they generally fall in the field of the so-called smart grids. Recent years have seen a large amount of research being carried out for the normal operation of the electrical networks: papers [1] [2] [3] and [4, 5] are just a few examples for the transmission and distribution levels, respectively. Article [1] shows an optimization procedure to optimally coordinate the DGs at distribution level to fulfill TSO voltage control requirements at the TSO-DSO interface, article [2] proposes a simple, but robust, on-line procedure to mitigate unpredictable congestions, while [3] shows how the RES the algorithm considers a simple but realistic economic model where the network users' availability to provide network restoration services is remunerated; thus, the algorithm considers this service as a tradable ancillary service.
Few papers proposing approaches in this particular direction have been published, namely [26] [27] [28] [29] . First, in both papers no economic model is used. The authors of [26] propose a model where the frequency-response characteristics are not present; in order to roughly approximate this, the model uses many user-defined parameters and intuitively formulated constraints. The resulting model is very hard to tune and is case dependent. The authors of [27] propose a model similar to [26] but they focus on the reactive power problem. The authors of [28] consider only the frequency-response of the conventional generators and roughly approximates the frequency-response of RES generators with the one of the conventional generators. Last, but not the least, the authors of [28] solve the proposed MINLP problem using Genetic Algorithms; as explained in the previous paragraph, this approach is not reliable for on-line applications. The authors of [29] propose an algorithm for finding the optimal islands in a network; here, the frequency-response of the synchronous generators is introduced for both the conventional and RES generators. However, the effect of this representation is not clear in the paper as the authors do not discuss it in the results part. The present paper considers explicitly the frequency-response of all the significant networks' components and proposes a deterministic procedure to tackle the non-linearity of the model and substantially reduce the computation times.
The paper is organized as follows: Section 2 describes the proposed algorithm; Section 3 shows the obtained results when the algorithm is applied for a typical distribution network; while Section 4 discusses the results and the strong points of the algorithm.
Island Feasibility Procedure

Frequency-Response Models of Power System Components
The Synchronous Generator Model
According to [30] , it is possible to model the frequency response of a synchronous generator i equipped with governor with a linear P-f characteristic, depicted in Figure 1 , where f 0 is the normal operation frequency while P 0 g,i is scheduled active power output of generator i. Few papers proposing approaches in this particular direction have been published, namely [26] [27] [28] [29] . First, in both papers no economic model is used. The authors of [26] propose a model where the frequency-response characteristics are not present; in order to roughly approximate this, the model uses many user-defined parameters and intuitively formulated constraints. The resulting model is very hard to tune and is case dependent. The authors of [27] propose a model similar to [26] but they focus on the reactive power problem. The authors of [28] consider only the frequency-response of the conventional generators and roughly approximates the frequency-response of RES generators with the one of the conventional generators. Last, but not the least, the authors of [28] solve the proposed MINLP problem using Genetic Algorithms; as explained in the previous paragraph, this approach is not reliable for on-line applications. The authors of [29] propose an algorithm for finding the optimal islands in a network; here, the frequency-response of the synchronous generators is introduced for both the conventional and RES generators. However, the effect of this representation is not clear in the paper as the authors do not discuss it in the results part. The present paper considers explicitly the frequency-response of all the significant networks' components and proposes a deterministic procedure to tackle the non-linearity of the model and substantially reduce the computation times.
Island Feasibility Procedure
Frequency-Response Models of Power System Components
The Synchronous Generator Model
According to [30] , it is possible to model the frequency response of a synchronous generator i equipped with governor with a linear P-f characteristic, depicted in Figure 1 , where is the normal operation frequency while , is scheduled active power output of generator i. Thus, for the ith generator described by the nominal power, , , slope , of the P-f characteristic and scheduled production of , , the response to an active power imbalance Δ calculated as the difference between the total demand and the total generation in the network is:
where, , is the production of the ith generator after the restoration of the power balance in the network; Δ , is the response of the ith generator to Δ ; , is the regulating energy of the ith generator and is the total available regulating energy calculated as the sum of , . Quantity , is calculated as: Thus, for the ith generator described by the nominal power, P n g,i , slope R g,i of the P-f characteristic and scheduled production of P 0 g,i , the response to an active power imbalance ∆I calculated as the difference between the total demand and the total generation in the network is:
∆P g,i = ∆I· e g,i e tot (1b) where, P 1 g,i is the production of the ith generator after the restoration of the power balance in the network; ∆P g,i is the response of the ith generator to ∆I; e g,i is the regulating energy of the ith generator and e tot is the total available regulating energy calculated as the sum of e g,i .
Quantity e g,i is calculated as:
Because of Equation (1), the system frequency becomes, f 1 :
where ∆ f , the frequency variation of the system following the power imbalance restoration, is
Thus, according to Equations (1)- (4), the frequency will increase in case of negative imbalance (excess of generation) and will decrease in case of positive imbalance (excess of load).
The RES Generator Model
Traditionally, the RES generating units are set to produce at the maximum power available from the primary renewable energy source, maximizing thus the exploitation of the clean and cheap energy source. However, they can be exploited to participate in stabilizing the frequency of a newly formed island in case of emergency, similarly to how the synchronous generators are used. Thus, a linear P-f response law can be imposed to the RES generating unit by adding an additional real power signal to the reference signal provided by the Maximum Power Tracking (MPT) that modifies the reference signal according to the imposed linear P-f response law, and, thus, according to the frequency measurement at the terminals of the RES plant. With respect to the synchronous generator model, a significant difference appears: since it is exploited at maximum available power from the primary source, the RES generator cannot increase its power; this means that the RES generating unit can only respond to over-frequencies. Figure 2 shows the resulting linear P-f response law for the jth RES generating unit. Here, the significance of the physical quantities is the same as in Figure 1 . Mathematically, the model shown in Equations (1)-(4) still holds except for the calculation of the regulating energy. Thus, substituting index i with j in Equations (1)-(4) and rewriting Equation (2) as (5), the model is fully described. 
Because of Equation (1), the system frequency becomes, :
where Δ , the frequency variation of the system following the power imbalance restoration, is
Traditionally, the RES generating units are set to produce at the maximum power available from the primary renewable energy source, maximizing thus the exploitation of the clean and cheap energy source. However, they can be exploited to participate in stabilizing the frequency of a newly formed island in case of emergency, similarly to how the synchronous generators are used. Thus, a linear P-f response law can be imposed to the RES generating unit by adding an additional real power signal to the reference signal provided by the Maximum Power Tracking (MPT) that modifies the reference signal according to the imposed linear P-f response law, and, thus, according to the frequency measurement at the terminals of the RES plant. With respect to the synchronous generator model, a significant difference appears: since it is exploited at maximum available power from the primary source, the RES generator cannot increase its power; this means that the RES generating unit can only respond to over-frequencies. Figure 2 shows the resulting linear P-f response law for the jth RES generating unit. Here, the significance of the physical quantities is the same as in Figure 1 . Mathematically, the model shown in Equations (1)-(4) still holds except for the calculation of the regulating energy. Thus, substituting index i with j in Equations (1)-(4) and rewriting Equation (2) as (5), the model is fully described. It is clear from Equation (5) that in case of under-frequency (positive imbalance) the regulating energy , is null and thus it will not be included in the total regulating energy of the system. Moreover, according to Equation (1) the RES will not respond to the positive imbalance, so its final real power output will be equal to the initial one. In case of over-frequency (negative imbalance), according to Equation (5) the regulating energy , is available and the RES generating unit behaves as a synchronous generator.
The Demand Response Model
It is clear from Equation (5) that in case of under-frequency (positive imbalance) the regulating energy e g,j is null and thus it will not be included in the total regulating energy of the system. Moreover, according to Equation (1) the RES will not respond to the positive imbalance, so its final real power Energies 2019, 12, 537 6 of 25 output will be equal to the initial one. In case of over-frequency (negative imbalance), according to Equation (5) the regulating energy e g,j is available and the RES generating unit behaves as a synchronous generator.
In general, according to [30] the demands are characterized by a natural P-f response. Figure 3 shows, with red line, such a response for demand k, initially absorbing the real power P 0 D,k . As one can see, the response is generally non-linear. However, since a feasible operation of the islanded network implies a final frequency close to the nominal one, i.e., to f 0 , a linearization around the initial operating point of the load (at f 0 ) is feasible. Thus, the blue line is obtained and the demand response model becomes analogous to the synchronous generator frequency response model. The main difference stands in the complementarity of the response to frequency variation: in case of over-frequency the demand increases while the generation output decreases (see Figures 1 and 2) , and vice-versa in case of under-frequency. The model Equations (1)- (4) still holds but this difference needs to be considered. Thus, the demand response model is described by Equations (3), (4) (6) and (7). network implies a final frequency close to the nominal one, i.e., to , a linearization around the initial operating point of the load (at ) is feasible. Thus, the blue line is obtained and the demand response model becomes analogous to the synchronous generator frequency response model. The main difference stands in the complementarity of the response to frequency variation: in case of overfrequency the demand increases while the generation output decreases (see Figures 1 and 2) , and vice-versa in case of under-frequency. The model Equations (1)- (4) still holds but this difference needs to be considered. Thus, the demand response model is described by Equations (3), (4) (6) and (7). 
Basic Optimization Model
The goal of the proposed optimization problem is to minimize the shedding actions, i.e., the disconnection of loads and generators, while assuring that the final frequency in the islanded network remains inside acceptable bounds. In doing this, an economic framework has been formulated: the users of the electrical network, i.e., the power plants and/or the demands, (i) can chose to provide emergency frequency restoration services and they are remunerated at a settled price if they are shed or, (ii) can chose not to provide these services thus, their supply becomes a priority and disconnecting them implies a very high cost for the System Operator. Under these circumstances, the minimization of the shedding actions becomes an economical objective, mathematically expressed as the following objective function (OF):
where _ is the total cost for shedding the generation, while _ is the total cost for shedding the demand. The two terms of Equation (8) are:
In the above equations is the set of synchronous generators in the islanded network, _ is the set of frequency responsive RES generators in the islanded network, i.e., the ones modeled according to Subsection 2.1.2, _ is the set of frequency unresponsive RES generators in the
minC shed_gen + C shed_load (8) where C shed_gen is the total cost for shedding the generation, while C shed_load is the total cost for shedding the demand. The two terms of Equation (8) 
In the above equations SG is the set of synchronous generators in the islanded network, RES_1 is the set of frequency responsive RES generators in the islanded network, i.e., the ones modeled according to Section 2.1.2, RES_2 is the set of frequency unresponsive RES generators in the islanded network, i.e., the ones operated in the traditional way i.e., at constant power output, while LOADS is the set of the demands in the islanded network. Further, Y i , Y j , Y l and Y k are binary variables quantifying the shedding status of the synchronous generators, RES generators and demands, respectively; if they are equal to 1 then the user is disconnected, otherwise they are equal to 0. Parameters C SG,i , C RES_1,j , C RES_2,l and C D,k are the costs associated with the shedding of the synchronous generators, RES generators and demands, respectively. In order to distinguish between the network users providing or not emergency frequency restoration services the costs of shedding the latter are assumed to have values much higher than the former.
The OF is subject to the constraints described as follows. First, the three frequency response models are put together in order to determine the final real power outputs of the network's components and the final system frequency. Since only the synchronous generators, the frequency responsive RES generators and the demand change their outputs, we have:
where, according to Equations (1b) and (6b):
In the above, Equations (1a) and (6a) are repeated for consistency. The real power imbalance, ∆I, resulting from the disconnection of the analyzed network from the main power system and the application of the shedding actions is defined as:
where P 0 loss is the real power losses at the moment of island formation. It can be determined from the real power imbalance of the network considering the total power exchanged by the analyzed network with the main power system, P exch , as:
In Equation (11b) a new binary variable, Y * j , has been introduced with the goal of modeling the piecewise linear P-f response law of the RES generators (see Figure 2) . Thus, this variable is 1 in case of negative imbalance, and 0 otherwise. Two conditions need to be simultaneously satisfied in order to have Y * j = 1: (i) the jth generator is connected, i.e., 1 − Y j = 0, and (ii) the imbalance ∆I < 0. While the first condition is mathematically obvious, the second one is harder to represent. For this purpose, another binary variable X j is used: it is 1 if the imbalance is negative, and 0 otherwise. Mathematically, this can be formulated as:
where, M j is the maximum value between 0 and −∆I. This variable is thus determined using the well-known linear model of the "maximum" function:
where θ j is an additional binary variable and ∆I 0 is a parameter equal to the imbalance at island formation and before the application of the shedding actions. The set of Equation (15) work as follows. If ∆I is positive then, between Equations (15a) and (15b), the latter is more stringent and forces M j to be higher or equal than zero. In Equation (15c) this is possible only if binary variable θ j is null: since the goal of the algorithm is to keep the frequency value close to nominal, the optimization problem tends to reduce the imbalance with respect to the initial one, thus |∆I 0 | is higher than |∆I| and Equation (15c) will define a reasonable positive upper bound for M j . With θ j = 0, Equation (15d) combined with Equation (15b) will limit M j to be both higher or equal than and lower or equal than zero in the same time: it follows that M j = 0. In contrast, when ∆I is negative Equation (15a) forces M j to be greater or equal than −∆I, a positive value. Therefore, according to Equation (15d) binary variable θ j must be equal to 1; hence, Equation (15c) will force M j to be lower or equal than −∆I and, so, in combination with Equation (15a) it follows that M j = −∆I.
It is now easy to understand the behavior of Equation (14) . When ∆I is positive, M j is zero and Equation (14) becomes 0 ≤ X j ≤ 0, thus X j = 0. When ∆I is negative, M j = −∆I, a real positive number. Writing (14) in a raw form, i.e., without the coefficients multiplying M j , X j would be equal to M j . Thus, the raw form of (14) needs to be relaxed to force X j to be one: as the value of ∆I is discrete and depends on the active powers of the loads and generators-see Equation (12), it results it cannot be lower than the minimum of these powers so it will be, in the worst case scenario, a few kW, i.e., 10 −3 MW (typical value of household loads); at maximum, ∆I can take values of tens of MW (typical installed load in distribution networks) or hundreds of MW (typical load for small areas of the transmission network). Therefore, multiplying M j with 0.0001 on the left guarantees a strictly positive and sub unitary lower limit for X j while multiplying M j with 1000 on the right guarantees a strictly positive and over unitary upper limit for X j : thus, binary variable X j can only be equal to one when ∆I is negative.
The binary variable Y * j is determined by the "logical AND" condition between X j and 1 − Y j . This variable is thus determined using the well-known linear model of the "logical AND" operator:
The set of Equation (16) forced to 1. When only one or both X j and 1 − Y j are 0, then the right-hand side of Equation (16a) is 0 or −1, respectively, so Y * j is not limit by Equation (16a). However, either one or both Equation (16b,c) force Y * j to 0. Further, the total available regulating energy, e tot , is given by:
Equations (10), (11) and (14)- (17) are completed by Equations (3) and (4) to obtain the complete representation of the frequency response of the islanded network. Furthermore, additional constraints are necessary to guarantee the security of the islanded network. First, the real power capability constraint for the regulating generators:
where
are the active power limits of the frequency responsive generators.
For the RES generators the actual production P 0 g,j is used as the maximum limit as they are producing at the maximum power available from the primary energy resource.
Constraints similar to Equation (18) need to be added for the frequency responsive loads in order to assure that the final value of the demanded power, P 1 D,k , is null when the demand is disconnected:
where number 1000 was introduced to assure a high enough upper margin for the frequency response of each demand. Following are the frequency reserve bands required to mitigate future variation of the load:
where B + and B − are the upward and downward system's frequency reserve bands, respectively. Parameter τ ≥ 0 is a user-defined constant quantifying the fraction of the load to be covered by the frequency reserve bands during island operation. Thus, the quantity on the right-hand side of Equation (20) represents the expected long-term variation of the load in islanding conditions. The frequency reserve bands are given by:
Finally, the steady-state operation frequency limits are given by:
where f MI N and f MAX are the minimum and maximum frequency steady-state operation limits, respectively. The value of f 1 is given by Equations (3) and (4) which are considered as constraints of the OF. Thus, the proposed optimization model is formed of the OF (8) constrained to Equations (3), (4), (10), (12), (14)- (22) . In brief, the model is designed to find the set of optimal demand/generation shedding actions, i.e., the optimal set of values for the binary variables Y i , Y j , Y l and Y k , that minimizes the total cost of shedding (maximizing, thus, implicitly the supplied load) but also assures that (i) the final steady-state frequency is inside acceptable limits-Equation (22); (ii) the regulating generators capabilities are satisfied-Equation (18) and (iii) there is enough regulation margin to assure the long term frequency stability of the network-Equation (20) . Finally, it should be noted that all the equations that form the optimization model are linear, except constraint Equation (11) which introduces non-linearity in the model due to the multiplication of e tot with the frequency response of the real power of the network's load and generators (∆P g,i , ∆P g,j and ∆P D,k ). The presence of this non-linearity determines the optimization model be a MINLP problem.
Advanced Optimization Model: Decomposition Model
The main disadvantage of the Base Model stands in its non-linearity: adopting a deterministic method to solve the problem (generally, a branch-and-cut method) will determine the exponential increase of the computation time with the size of the problem; it is therefore highly probable that the computation time will exceed the stringent tolerances required by a real-life implementation. In order to mitigate this, a procedure that gradually filters through the sheddable users in order to provide to the MINLP a substantially reduced set of variables is proposed. Figure 4 illustrates the flowchart of the main steps of the proposed procedure: (i) first, a simplified and linear version of the MINLP model is solved in quick times in order to have a decent estimation about the users the Base Model would shed then, (ii) this information is used together with the frequency-response capabilities and shedding costs to obtain a reduced set of sheddable users and, thus, drastically reduce the number of variables and constraints (second block in Figure 4 ), for the non-linear Base Model (third block in Figure 4 ). While the Base Model was already introduced previously, the first two blocks of Figure 4 are further detailed. 
The Linear Optimization Problem
The goal of this optimization problem is the same as the one of the Base Problem, therefore the same OF Equation (8) is used. The difference stands in the formulation of the constraints. In the base problem the non-linearity is given by the set of Equation (11) which are required to explicitly calculate the final real power and network's frequency in islanding conditions. Here, a simplified constraint is designed to implicitly consider this aspect and neglect the variables and constraints associated with the explicit calculation (the ones with superscript "1"). In order to clearly understand, the new constraint is explained in few logical steps.
First, a minimum and maximum frequency limits are defined, i.e., _ and _ , respectively. Since the linear model represents an approximation, these limits are slightly higher than the ones used by the Base Model, i.e., and , respectively. Then, it is considered that no shedding action occurs during islanding and the total regulating energy of the network for overfrequency,
, and under-frequency, , is calculating using Equation (17) where all and are considered equal to 0 and all * are considered 1 for over-frequency or 0 for under-frequency (see Figure 2 or Equation (5) for clarification). Then, and are used in combination with Equation (4) to calculate the theoretical imbalance the network's power plants should compensate, i.e., Δ and Δ , respectively, in order to bring the frequency at _ and _ , respectively. Mathematically, then:
This calculation is illustrated in Figure 5 only for the over-frequency case: the under-frequency case is analogous. Here, only the mth generator and kth demand are considered. Without losing the generality, the mth generator is considered a conventional unit and Δ , is the part of Δ 
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The Linear Optimization Problem
First, a minimum and maximum frequency limits are defined, i.e., f MAX_lin and f MI N_lin , respectively. Since the linear model represents an approximation, these limits are slightly higher than the ones used by the Base Model, i.e., f MAX and f MI N , respectively. Then, it is considered that no shedding action occurs during islanding and the total regulating energy of the network for over-frequency, e o f tot , and under-frequency, e u f tot , is calculating using Equation (17) where all Y i and Y k are considered equal to 0 and all Y * j are considered 1 for over-frequency or 0 for under-frequency (see Figure 2 or Equation (5) for clarification). Then, e o f tot and e u f tot are used in combination with Equation (4) to calculate the theoretical imbalance the network's power plants should compensate, i.e., ∆I o f and ∆I u f , respectively, in order to bring the frequency at f MAX_lin and f MI N_lin , respectively. Mathematically, then: where
This calculation is illustrated in Figure 5 only for the over-frequency case: the under-frequency case is analogous. Here, only the mth generator and kth demand are considered. Without losing the generality, the mth generator is considered a conventional unit and ∆I o f g,m is the part of ∆I o f provided by this unit. To be noted that when ∆I o f and ∆I u f are determined, the capability of the generators is considered.
i.e., Δ and Δ , respectively, in order to bring the frequency at _ and _ , respectively. Mathematically, then:
This calculation is illustrated in Figure 5 only for the over-frequency case: the under-frequency case is analogous. Here, only the mth generator and kth demand are considered. Without losing the generality, the mth generator is considered a conventional unit and Δ , is the part of Δ provided by this unit. To be noted that when Δ and Δ are determined, the capability of the generators is considered. Then the fraction of Δ and Δ occupies from to the total available frequency-responsive generated power is determined: Then the fraction of ∆I o f and ∆I u f occupies from to the total available frequency-responsive generated power is determined:
Finally, as the slopes of both the frequency-responsive generators and demands are generally very similar (a few per cents) it is reasonable to consider that in the presence of the shedding actions, the frequency-response characteristic of the network changes, averagely, very little in terms of slope (∆P/∆ f ); on the contrary, the regulating capacity can change substantially. Therefore, it is reasonable to assume that coefficients µ o f and µ u f do not change substantially when shedding actions are performed. Thus, considering them constants, the following constraint on the real power imbalance after islanding and application of the shedding actions, ∆I, can be formulated:
where ∆I is given by Equation (12) .
Since µ o f and µ u f are determined by f MAX_lin and f MI N_lin , it results that Equation (25) limits ∆I to values that will not violate the defined frequency limits once the frequency-response of the network components is stabilized. Therefore, constraint Equation (22) is now implicitly guaranteed for the relaxed limits f MAX_lin and f MI N_lin , respectively, and constraints Equations (10), (11) , (14)- (19) and (22) are no longer necessary. However, so as to guarantee a longer-term feasibility of the network, the constraints on the regulating bands available after islanding stabilization, i.e., Equations (20) and (21) in the Base Model, are still necessary. Since the final output of the generators can no longer be determined, these constraints are reformulated as:
It should be noted that the presence of ∆I in Equation (26) has the role to implicitly consider the frequency response of the generators after islanding.
To summarize, the Mixed-Integer Linear Programming (MILP) problem that constitutes the simplified model is composed of the OF Equation (8) constrained by Equations (4), (25)- (27) .
The Filtering Procedure
The solution obtained by solving the Linear Model can be depicted graphically in Figure 6 where the cumulated initial real power of the generators and demands is represented; moreover, the generators and the demands are sorted according to the shedding status given by the solution of the Linear Model. Then, both the users shed and not shed by the Linear model are classified independently according to the shedding costs in ascending order (e.g., from Gen 1 to Gen m, and Load 1 to Load n in Figure 5) ; the users of equal costs are further sorted according to their frequency-response performances: from the highest to the lowest regulating energy. With the users classified as described, it is clear from Figure 5 that the users outside the ∆I o f , ∆I u f area are clearly sheddable (the area above ∆I u f ) or clearly not sheddable (the area bellow ∆I o f ). However, since the Linear Model provides an implicit answer, the status of the few users in the area inside ∆I o f , ∆I u f is not clear. Thus, an explicit verification of the security constraints is required to determine exactly which users in the [Δ , Δ ] area to shed: for this, the Base Model is executed by setting (i) the binary variables ( , , and ) corresponding to the users in the area above Δ to 0; they form the subsets
of the sets , _ , _ , , (ii) the binary variables ( , , and ) corresponding to the users in the area bellow Δ 
Results
Test Network-Base Configuration
The proposed optimization models have been implemented in GAMS 24.0.2 modeling environment [31] , a software specially designed to represent and solve optimization problems. The Basic Model was solved using the LINDOGLOBAL 7.0.1 solver [32] . The solver uses a branch-andbound method to find the solution to the problem. The Linear Optimization Problem of the Advanced Model was solved using the CPLEX 12.5 solver [33] . The solver uses a branch and cut method which solves a series of continuous Linear Programing subproblems with a state-of-the-art dual simplex algorithm developed by IBM. All the employed methods are deterministic, so the disadvantages related to the heuristic method are mitigated. Moreover, in order to guarantee that the best possible feasible solution is found, the optimality gaps of the optimization methods where set to the smallest values allowed by the software. Last, but not least, the simulations were carried on a PC equipped with an Intel ® Core™ i5-2500 @3.3 GHz processor, 8 Gb RAM and 500 Gb HDD was used.
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Results
Test Network-Base Configuration
The proposed optimization models have been implemented in GAMS 24.0.2 modeling environment [31] , a software specially designed to represent and solve optimization problems. The Basic Model was solved using the LINDOGLOBAL 7.0.1 solver [32] . The solver uses a branch-and-bound method to find the solution to the problem. The Linear Optimization Problem of the Advanced Model was solved using the CPLEX 12.5 solver [33] . The solver uses a branch and cut method which solves a series of continuous Linear Programing subproblems with a state-of-the-art dual simplex algorithm developed by IBM. All the employed methods are deterministic, so the disadvantages related to the heuristic method are mitigated. Moreover, in order to guarantee that the best possible feasible solution is found, the optimality gaps of the optimization methods where set to the smallest values allowed by the software. Last, but not least, the simulations were carried on a PC equipped with an Intel ® Core™ i5-2500 @3.3 GHz processor, 8 Gb RAM and 500 Gb HDD was used.
The proposed procedures have been tested on the MV distribution network depicted in Figure 8 . The electric parameters and the network configuration are taken from [34] while the network generating units and demands has been set to represent a distribution network with a basic degree of penetration of distributed generation. This system is a 20-kV distribution network which is connected to the transmission grid via two units of step-down transformers (132/20 kV), rated 32 MVA each.
In Figure 8 there are 4 generation plants: two Mini-Hydro Plants producing 10 MW each, one Wind Power Plant producing 10 MW and one Photovoltaic Plant producing 5 MW. Each of these plants is made of 10 identical and sheddable generating units producing equal amount of power. While the hydro-generators are synchronous generators, so they form the set SG and they traditionally provide frequency-response due to their mechanical inertia, among the RES plants the wind generators were selected to form the set of frequency-response renewables, i.e., RES_1, while the photovoltaic generators were included in set RES_2, so they do not provide frequency response. The slopes of the frequency response characteristics of the generators, i.e., the R g coefficients, were randomly set in the range (0.06-0.09) according to a normal distribution; this range of values are typical for the generators in operation nowadays [30] . Further, there are 20 load plants connected at the buses of the network (the RLs (Restorative Loads) and NRLs (Non-Restorative Loads), in Figure 8 ). Each load plant is made of 10 identical and sheddable demands of which power consumption is reported in Table 1 . Moreover, Table 1 shows the frequency-response characteristics; these numbers were set according to the typical frequency-response characteristics of residential loads as indicated in [30] . were set according to the typical frequency-response characteristics of residential loads as indicated in [30] . The model of the network with the above characteristics has been implemented in the DIgSILENT 2018 [35] software, which was used to perform both steady-state calculations (power flows) and dynamic analysis. For the latter, standard models provided by the DIgSILENT library have been used for the generators and the demands. The models of the wind generators have been slightly modified to accommodate the linear frequency-response characteristic imposed to these plants: the active power reference of the electronic converters of these units was changed such to follow the P-f law; here, the set-point defined by the MPT is used as reference (the − point in The model of the network with the above characteristics has been implemented in the DIgSILENT 2018 [35] software, which was used to perform both steady-state calculations (power flows) and dynamic analysis. For the latter, standard models provided by the DIgSILENT library have been used for the generators and the demands. The models of the wind generators have been slightly modified to accommodate the linear frequency-response characteristic imposed to these plants: the active power reference of the electronic converters of these units was changed such to follow the P-f law; here, the set-point defined by the MPT is used as reference (the P g − f 0 point in Figure 2 ). Figure 9 illustrates the global characteristics of the network in terms of active power in the initial operating conditions of the grid (connected to the main network). A power flow calculation has been executed and the resulted power losses in the network are 1.19 MW while the test network absorbs 19.29 MW from the external grid, number which also represents the imbalance of the test network in case of islanding without taking any shedding actions; this imbalance is almost equal to the production of the generators in the grid and about 35% of the total load in the grid. In fact, the dynamic simulation of the islanding of the grid without shedding (opening of the TBC breaker, see Figure 8) shows that the frequency stabilizes at 48.4 Hz, as depicted in Figure 10 where the islanding occurs at t = 5 s. Comparing these values to the limits defined for the protection systems of the RES plants, i.e., 47.5-51.5 Hz (see, e.g., [36] ) it results is very critical: it is close to the minimum limit so any further disturbance in the islanded network risks to leave the island unsupplied. Comparing these values to the limits defined for the protection systems of the RES plants, i.e., 47.5-51.5 Hz (see, e.g., [36] ) it results is very critical: it is close to the minimum limit so any further disturbance in the islanded network risks to leave the island unsupplied. It is clear from the above that the proposed optimization model is required in order to reduce the imbalance in case of island formation and contain the value of the frequency, reducing thus substantially the risk of not supplying the remaining demand in the island. To run the algorithms, it is necessary to first set the shedding costs for the generation and demand units. For this, first the network's users were divided into frequency-restoration service providers and non-providers. The providers were selected to be the generators in the RES_2 set as they don't have frequency-response and a part of the demand (the RL loads in Figure 8 ). The non-providers were selected to be the generators in the SG and RES_1 sets, as they have frequency-response, so keeping them connected is a priority, and a part of the demand (the NRL loads in Figure 8 ). The prices for shedding the providers has been set according to the prices registered on the Italian Ancillary Service Market [37] where the average price for balancing services is of order of hundreds of €/MWh, while the prices for shedding the non-providers have been set to much higher values than the prices of the providers so to heavily penalize their shedding. Moreover, high priority to maintain the SG generators have been given. The resulted costs are shown in Tables 2 and 3 . It is clear from the above that the proposed optimization model is required in order to reduce the imbalance in case of island formation and contain the value of the frequency, reducing thus substantially the risk of not supplying the remaining demand in the island. To run the algorithms, it is necessary to first set the shedding costs for the generation and demand units. For this, first the network's users were divided into frequency-restoration service providers and non-providers. The providers were selected to be the generators in the RES_2 set as they don't have frequency-response and a part of the demand (the RL loads in Figure 8 ). The non-providers were selected to be the generators in the SG and RES_1 sets, as they have frequency-response, so keeping them connected is a priority, and a part of the demand (the NRL loads in Figure 8 ). The prices for shedding the providers has been set according to the prices registered on the Italian Ancillary Service Market [37] where the average price for balancing services is of order of hundreds of €/MWh, while the prices for shedding the non-providers have been set to much higher values than the prices of the providers so to heavily penalize their shedding. Moreover, high priority to maintain the SG generators have been given. The resulted costs are shown in Tables 2 and 3 . 
Results of the Base Configuration
Both optimization algorithms were executed with the following set-up: (i) three configurations for the f MI N -f MAX limits of the Basic Model were used, namely: 49.4-50.9 Hz, 49.6-50.6 Hz and 49.8-50.3 Hz, respectively; these configurations were set with the objective of constraining the frequency symmetrically with respect to the nominal frequency and to gradually force the final frequency, f 1 , in the vicinity of the nominal frequency; (ii) parameter τ was fixed to 0. Table 4 shows the global results of both models in terms of final island imbalance, ∆I, final frequency, f 1 , the total costs of the shedding actions, the shed demand in terms of total number of shed demands and the corresponding total amount of shed power and the computation times. Since the network in its initial state has much more load than generation, therefore under-frequency case, the minimum frequency limit is the critical one, reason why only its value is shown in the table. For the same reason, no generating unit is shed by, thus this information is not shown. As it can be seen the two algorithms produce similar results: the imbalance and, hence, the final frequency and the total shed load are very close. However, the Advanced Model introduces slightly higher costs but it has the major advantage of converging in considerably faster times. Further, the tightening of the frequency limits decreases the imbalance and, thus, increase the amount and number of shed demand.
Further, it is interesting to note that the final frequency of the island does not reach the limits but is close to them. It could be expected that the limit is reached in the optimal point as the frequency increases with the quantity of shed load so the costs increase accordingly (in other words, increasing the value of ∆I is contrary to minimizing the OF). This does not happen due to the discrete nature of the shed demand.
To test the feasibility of the solution in terms of its actual application, dynamic simulations are carried. The islanding (opening the TBC breaker) occurs at t = 5 s while the shedding actions (opening of breakers of the demands) at t = 5.2 s. A delay of 200 ms was considered in the application of the shedding actions in order to consider the communication delays between island detection and the shedding actions. It could be argued that also the delay associated with the computation time of the optimization models should be considered; this is not the case as the optimization models can be run preventively, in real time, reason why the computation time needs to be as small as possible. Figure 11 shows the dynamic response of the network's frequency for the considered cases and for the case when the shedding actions are not applied. As it can be seen, in all the cases when the shedding actions are applied the frequency stabilizes and its transients are well contained when compared to the no-shedding situation. Moreover, the transients resulted from the shedding actions optimization models should be considered; this is not the case as the optimization models can be run preventively, in real time, reason why the computation time needs to be as small as possible. Figure 11 shows the dynamic response of the network's frequency for the considered cases and for the case when the shedding actions are not applied. As it can be seen, in all the cases when the shedding actions are applied the frequency stabilizes and its transients are well contained when compared to the no-shedding situation. Moreover, the transients resulted from the shedding actions computed by the two Optimization Models are almost identical for all the cases. This validates the simplifications made for the Advanced Model also from the point of view of the transitory response. Finally, in order to fully validate the model, it is necessary to compare in detail the results of the two models with the actual network behavior. For this reason, Table 5 shows this comparison in terms of final frequency and production of the generating plants: the comparison is provided both in absolute values and relative percentual errors. The results are very similar both between the two optimization models and between the optimization results and the dynamic simulations.
High Penetration of Distributed Generation Configuration
The previous analyzed network configuration represents a basic low level of distributed generation. In this section additional generation is introduced to generate cases with high level of penetration of distributed generation. In brief, this was done by adding more plants with the same characteristics as the ones previously considered. Moreover, in order to obtain a larger number of possible situations, the generation output and demand power has been varied proportionally to the values of the previous analysis. Figure 12 illustrates the obtained network, while Table 6 shows the main characteristics of the generated scenarios. Additionally, this time the island formation is considered separately, for each transformer (the MV side breakers of both transformers are opened simultaneously) in order to create the following situations: (i) Generation greater than load (share of RES DGs > traditional DGs)-case 4 DN1 and 6 DN2; (ii) Generation greater than load (share of traditional DGs > RES DGs)-case 5 DN1 and 7 DN2; (iii) Load greater than generation (share of RES DGs > traditional DGs)-case 6 DN1 and 4 DN2; and (iv) Load greater than generation (share of traditional DGs > RES DGs)-case 7 DN1 and 5 DN2. In other words, according to Table 6 , cases 4-5 and cases 6-7 have the same initial imbalance, total generation and total load for both DNs, separately; only the proportion of the RES plants with respect to the total generation differs.
The optimization models were run with the same set-up as in the previous paragraph, except that only two configurations for the − limits of the Basic Model have been used, namely: 49.4-50.9 Hz and 49.8-50.3 Hz, respectively. The synthetized results are shown in Table 7 and they represent the same quantities as the ones from Table 4 . Depending on the case, only the most stringent frequency limit is reported. Finally, in order to fully validate the model, it is necessary to compare in detail the results of the two models with the actual network behavior. For this reason, Table 5 shows this comparison in terms of final frequency and production of the generating plants: the comparison is provided both in absolute values and relative percentual errors. The results are very similar both between the two optimization models and between the optimization results and the dynamic simulations. 
The previous analyzed network configuration represents a basic low level of distributed generation. In this section additional generation is introduced to generate cases with high level of penetration of distributed generation. In brief, this was done by adding more plants with the same characteristics as the ones previously considered. Moreover, in order to obtain a larger number Figure 12 illustrates the obtained network, while Table 6 shows the main characteristics of the generated scenarios. Additionally, this time the island formation is considered separately, for each transformer (the MV side breakers of both transformers are opened simultaneously) in order to create the following situations: (i) Generation greater than load (share of RES DGs > traditional DGs)-case 4 DN1 and 6 DN2; (ii) Generation greater than load (share of traditional DGs > RES DGs)-case 5 DN1 and 7 DN2; (iii) Load greater than generation (share of RES DGs > traditional DGs)-case 6 DN1 and 4 DN2; and (iv) Load greater than generation (share of traditional DGs > RES DGs)-case 7 DN1 and 5 DN2. In other words, according to Table 6 , cases 4-5 and cases 6-7 have the same initial imbalance, total generation and total load for both DNs, separately; only the proportion of the RES plants with respect to the total generation differs. In general, the performance of the models is qualitatively similar to the ones emphasized before. The two models give very similar results, but the Advanced Model tends to shed at marginally higher costs; however, the Advanced Model has the neat advantage of much reduced computation times (e.g., in one of the worst cases, case 6 DN1 f MIN = 49.8 Hz, the Basic Model converges in about 94 s while the Advanced Model in only 2 s). However, with respect to Table 4 , here there are some cases of over-frequency, when the generation is higher than the demand (see Table 6 ). For these cases, without any shedding action the final island frequency is 50.331 Hz and 50.401 Hz, for cases 4-5 DN1 The optimization models were run with the same set-up as in the previous paragraph, except that only two configurations for the f MI N − f MAX limits of the Basic Model have been used, namely: 49.4-50.9 Hz and 49.8-50.3 Hz, respectively. The synthetized results are shown in Table 7 and they represent the same quantities as the ones from Table 4 . Depending on the case, only the most stringent frequency limit is reported.
In general, the performance of the models is qualitatively similar to the ones emphasized before. The two models give very similar results, but the Advanced Model tends to shed at marginally higher costs; however, the Advanced Model has the neat advantage of much reduced computation times (e.g., in one of the worst cases, case 6 DN1 f MIN = 49.8 Hz, the Basic Model converges in about 94 s while the Advanced Model in only 2 s). However, with respect to Table 4 , here there are some cases of over-frequency, when the generation is higher than the demand (see Table 6 ). For these cases, without any shedding action the final island frequency is 50.331 Hz and 50.401 Hz, for cases 4-5 DN1 and cases 6-7 DN2, respectively. These values do not violate the maximum limit of f MAX = 50.9 Hz so in these cases, both models determine no shedding actions. When the limit is set to f MAX = 50.3 Hz this limit is marginally violated and both Models shed one generating unit from the RES_2 set for cases 4-5 DN1, and two generating units from the RES_2 set for cases 6-7 DN2, while no load is shed. These minimal actions help to reduce the frequency just below the limit, i.e., to 50.294 Hz and 50.3 Hz, respectively. Finally, comparing case 4 with 5 and case 6 with 7 for both DNs, independently, one can notice a high degree of similarity between the solutions: this means that the variation of the proportion of RES with respect to the total generation has a small impact on the results. Figure 13 shows the dynamic response of the frequency of the two DNs for the considered cases and for the case when the shedding actions are not applied. The same settings as in the base network configuration were used. Again, the frequency stabilizes and its transients are well contained in all the cases. Moreover, the transients resulted from the shedding actions computed by the two Optimization Models are almost identical for all the cases. Table 8 synthesizes the detailed comparison between the optimization model results and the dynamic simulations results: statistical information on the relative errors between the two is given for the final frequency and production of the generating plants. The errors are generally well contained, except in some cases where it gets in the vicinity of 1%. In these cases, they are calculated for small values of the absolute quantities so, in reality, they are still small. Thus, it can be said that the model correctly evaluates the dynamics of the network in terms of frequency response. 
Discussion
The islanding formation and the application of the shedding actions determined by the proposed models have been tested for the real behavior of the network by performing transient simulations using a proficient software, DIgSILENT 2018. The dynamic models that were used, i.e., the ones present in the standard library of the software, are industry standard and represent realistic models. Therefore, the dynamic simulations are reliable benchmarks. Thus, the fact that the proposed optimization models can accurately match the transient simulations validate them from a practical point of view: these models can be used in real life to optimize the security of the network and reduce the risks of full-network blackouts.
When compared to the methodologies present in literature and reviewed in the "Introduction" section of this paper, the obtained results clearly show the advantages of the proposed approach. When compared to the rough strategies of [19] [20] [21] [22] [23] [24] [25] it is clear that the proposed methodology offers a refined optimal solution: each network's user is here considered individually and its frequency response modeled correctly; thus, the frequency is pushed towards the defined limits in the same time with the active power imbalance, this determines a minimization of the number of the shedding actions and, hence, of the shedding costs; it is thus possible to accurately control the value of the frequency in the islanded network and, thus, keep it very close to the nominal. These things are not possible using rough strategies: even if the protection relays thresholds are optimized, it will still lead to a not-optimal shedding where the frequency sets in the vicinity of the last activated threshold (to be noted that these thresholds must be set reasonably distant from the nominal frequency of the network to prevent unwanted triggering). Continuing, the proposed method is directly comparable with the approaches proposed in [26] [27] [28] . Using these approaches, it is possible to obtain very close results (qualitatively identical) with the proposed approach. However, there are important differences that make the current approach the clear winner. Firstly, the previous approaches do not consider, or partially consider, the frequency response of the network components; instead, they use parameter dependent constraints to limit the active power imbalance and obtain the desired effect: as shown in these papers, these parameters are difficult to set and unreliable as they are strongly case dependent: this issue is successfully mitigated here by the accurate representation of the frequency response. Secondly, for similar size to our approach optimization problems, the computation time required by the previous approaches matches the computation time of the Base Model, here proposed: it can reach a couple of minutes. This makes the previous approaches harder to implement on-line: the quality of network's monitoring would be poor as updates of the network's state and shedding actions are possible every few minutes. This issue is successfully mitigated here by the well contained computation times of the Advanced Model. The immediate question is how to apply these models in real life. Clearly, even the short computation times of the Advanced Model are not fitted for an application at island formation: in the presence of high initial imbalance the frequency derivative can be so high that the relay protections would be immediately triggered. Thus, these procedures can be applied preventively, i.e., in normal operation of the network the set of shedding actions can be predetermined with a frequency of a few seconds and immediately triggered in case the islanding occurs. For this purpose, the simplifications introduced by the Advanced Model guarantee a fast computation time, while the Basic Model, applied here with a reduced set of variables, guarantees the accuracy of the solution.
However, the next question can be if such an algorithm is feasible from a practical point of view considering that, historically, unintentional islanding is not a frequent event and that putting in practice such an algorithm requires huge investment into monitoring the network, especially at distribution level. In a future perspective the answer is a sound yes. The power system generation is fast evolving from strongly programmable primary energy resources towards strongly non-programmable, i.e., the RES. The intrinsic uncertainty of the latter type of generation will definitely increase the probability of unintentional islanding. In this perspective, the tool developed in this paper is a much better alternative to the traditional, unoptimized load shedding scheme: it is especially designed to maximize the number of users (generating plants and demands) that remain connected to the islanded grid while the normal and secure island operation is guaranteed.
The proposed model gives also an economical perspective, even if it was formulated in a simple manner. It opens the possibility to emergency ancillary services for the RESs and demand plants, services that are remunerated. Already, at European level, the traditional ancillary services markets are gradually opening to the non-programmable generation and to the demand, with a full market integration in perspective for the near future.
Clearly, the algorithms developed in this paper represent a basic building brick, so they can be furthered evolved. With the capability to tackle the frequency behavior of the islanded network proven, other aspects not considered here can be developed by future research: (i) first, the integration into such a model of the voltage related problems; (ii) secondly, the definition of the optimal islanded area or areas such that the initial imbalance (before the application of the shedding actions) is minimized; and (iii) the presence of other frequency-response capable equipment, like storage.
