The digital cartographic representation of the elevation of the earth's surface created from discrete elevation points is defined as a digital terrain model (DTM). DTMs have been used in a wide range of applications, such as civil planning, flood control, transportation design, navigation, natural hazard risk assessment, hydraulic simulation, visibility analysis of the terrain, topographic change quantification, and forest characterization. Remote sensing, laser scanning, and radar interferometry become efficient sources for constructing high-accuracy DTMs by the developments in data processing technologies. The accuracy, the density, and the spatial distribution of elevation points, the terrain surface characteristics, and the interpolation methods have an influence on the accuracy of DTMs. In this study, uniform and random data reduction methods are compared for DTMs generated from airborne Light Detection and Ranging (LiDAR) data. The airborne LiDAR data set is reduced to subsets by using uniform and random methods, representing the 75%, 50%, and 25% of the original data set. Over the Mount St. Helens in southwest Washington State as the test area, DTM constructed from the original airborne LiDAR data set is compared with DTMs interpolated from reduced data sets by Kriging interpolation method. The results show that uniform data reduction method can be used to reduce the LiDAR datasets to 50% density level while still maintaining the quality of DTM.
INTRODUCTION
A digital elevation model (DEM) is defined as the digital cartographic representation of the elevation of the earth's surface in all its forms. The generic DEM normally implies elevations of the terrain void of vegetation and man-made features. This bare-earth DEM is is generally synonymous with a digital terrain model (DTM). DTMs frequently incorporate the elevation of the significant topographic features of the land, plus mass points and breaklines that are irregularly spaced so as to better characterize the true shape of the bare earth terrain (Maune et al., 2007) . DTMs provide a threedimensional (3D) representation of the bare earth/underlying terrain of the earth's surface that contains elevations of topography (ridgelines, stream courses, breaklines, etc.) where vegetation, buildings, and other non-ground objects have been removed. DTMs have found wide application in all geosciences and engineering tasks such as: civil planning, mine engineering, military purposes, landscape design, urban planning, environmental protection, forest characterization, hydraulic simulation, visibility analysis of the terrain, surface modelling, topographic change quantification, volume computation, geomorphological extraction, satellite imagery interpretation, cartographic presentation, and geographical analysis (Li et al., 2005; Tarolli et al., 2009; Cavalli and Tarolli, 2011) . DTMs can be derived by field surveying, photogrammetry or cartographic digitization of existing topographic maps. Besides the conventional methods for creating DTMs, new technologies such as satellite remote sensing, radar interferometry and airborne laser scanning revolutionize the construction of high quality DTMs in a cost-effective manner. Due to advancements in reliability and spatial resolution over the past decades, airborne Light Detection and Ranging (LiDAR) is becoming the privileged data acquisition technique for high-resolution and high-accuracy DTMs over large areas owing to providing 3D non-uniformly spaced dense point information very effectively (Ma and Meyer, 2005; Liu, 2008; Vianello et al., 2009; Razak et al., 2011; ArabSedze et al., 2014, Polat and Uysal, 2015; Yan et al., 2015) . LiDAR has become a well-established resource used to enhance spatial knowledge of the topography in order to construct DTMs while preserving high frequencies of the relief. The spatial distribution of usable data points is expected to be uniform for DTM construction in a broad application spectrum. Although, LiDAR do not produce regularly gridded points. The output of a LiDAR survey is a point cloud of hundreds of millions or billions of sample points representing the feature height. Each laser point is randomly located. In many cases, not all points may be required for defining the terrain surface. Therefore, the raw point clouds need to be processed (filtering and interpolation) in order to provide an approximation to a real-world continuous surface (Garnero and Godone, 2013) .
The accuracy of the features derived from DTMs depends on several factors originating from: (i) the accuracy, the density, and the spatial distribution of elevation points, (ii) the interpolation methods, (iii) the terrain surface characteristics (Gong et al., 2000; Chen and Yue, 2010; Liu et al., 2011; Sailer et al., 2014) . The first two factors are clearly errors (the objective problems with measurement/estimation), whereas the third should be considered a matter of uncertainty (less tangible issues). Alternatively, the first can be regarded as data-based, being strictly concerned with the source data, while the second and the third are model-based, being concerned with how well the resulting DTM approximates the real physiography (Fisher and Tate, 2006) . There has been extensive literature about these factors: the accuracy of data acquisition (Hodgson and Bresnahan, 2004; Rayburg et al., 2009; Mukherjee at al., 2013; Dorn et al., 2014) ; the data density (Aguilar et al., 2005; Chaplot et al., 2006; Liu et al., 2007) ; the spatial distribution of source data (Erdogan, 2010; Gumus and Sen, 2013; Fassnacht et al., 2014) ; the interpolation process (Yilmaz, 2007; Chen and Li, 2012; Arun, 2013; Tan and Xu, 2014) ; the terrain features (Aguilar et al., 2007; Aguilar and Mills, 2008; Chu et al., 2014) .
The contemporary airborne LiDAR systems can operate between 150.000 to 400.000 laser pulses per second, where achieved density (measurement resolution) exceeds 10 points per square meter (Renslow, 2012) . Nowadays, there are even 1 GHz (1.000.000 laser pulses) airborne LiDAR sensors available. The use of LiDAR has rapidly become a standard source of elevation data for building high quality DTMs. The DTM resolution has increased dramatically in the recent years as a consequence of higher LiDAR point densities. Modern LiDAR sensors allow simultaneously capturing topographic and bathymetric details from large geographical areas at the price of a highly increased data volume. When DTM of different resolution is required the common technique is removing data to produce a coarser resolution data set. Besides, the production of different horizontal resolution DTM from the same data source is important for predicting scale dependent environmental variables. The use of LiDAR offers the flexibility needed to produce multiple horizontal resolutions of DTM from the same data source. However, the high-density LiDAR data lead to a significant increase in the data volume, imposing challenges with respect to data storage, processing, and manipulation for producing DTM. Because of the copious number of LiDAR spot elevations returned on an areal basis, the effects of data density reduction on DTM of various horizontal resolutions is worthy of study, particularly for landscape scale studies. With a data reduction, a more manageable and operationally sized elevation data set is possible (Anderson et al., 2006) . Therefore, terrain data reduction (achieving an adjustment between density of data and volume of data) without losing relevant geometric details has become a research topic while constructing DTMs. However, there are particularly limited studies about data reduction for DTMs (e.g., Anderson et al., 2005; Anderson et al., 2006; Liu et al., 2007; Liu and Zhang, 2008; Immelman and Scheepers, 2011) . The main objectives of this study are to:
• Evaluate the effect of the data reduction algorithms on the accuracy of LiDAR-derived DTM construction.
• Examine to what extent a set of LiDAR data can be reduced while maintaining effectual accuracy for DTM construction.
The results of this study based on different data density are compared in terms of the mean error (ME), the mean absolute error (MAE), and the root mean square error (RMSE) with specific reference to the study area
THEORETICAL BACKGROUND

Airborne LiDAR
The airborne LiDAR is an active remote sensing technique providing its own illumination and measures the ranges (variable distances) to the terrain surface of distant objects. The LiDAR sensor sends out light in the form of a pulsed laser and records the energy scattered back from the terrain surface and the objects on the terrain surface. The range is determined by measuring the round trip time between the light emission and the detection of the reflection (Wehr and Lohr, 1999) . Each laser pulse may have multiple returns from features hit at different different ranges from the sensor, creating a cloud of geo-referenced points, including buildings and tree canopy, as well as elevations of bare-earth surface points. Airborne LiDAR is a multi sensor system, consisting of a laser scanner, a Global Navigation Satellite Systems (GNSS) receiver, and an inertial measurement unit (IMU). GNSS is needed to determine the 3D coordinates of the moving sensor according to one or more differential GNSS base stations. This establishes the origin of each of the thousands of laser pulses emitted each second. IMU directly measures the roll, pitch, and yaw angle of the aircraft in order to determine the angular orientation of the sensor in three dimensions in the flight. The LiDAR sensor measures the scan angle of the laser pulses. Combined with IMU data, this establishes the angular orientation of each of the thousands of pulses emitted each second. The LiDAR sensor also measures the time necessary for each emitted pulse to reflect off the ground (or aboveground features) and return to the sensor. Time translates into distance measured between the aircraft and the point being surveyed (Maune, 2008) .
Data Reduction Algorithms
LiDAR based cloud consist of hundreds of millions or billions of sample points, sometimes, requires reduction without losing spatial accuracy while constructing DTMs. Through data reduction, manageable dataset, improved efficiency in storage requirements and processing time can be ensured to achieve an operational and efficient DTM. Many algorithms have been proposed to reduce the 3D point cloud data in recent years. A good survey on approaches for data reduction is given in Heckbert and Garland (1997) . It is beyond the scope of this study to discuss even the most common data reduction algorithms in full detail, though the methods and modifications used within this study is provided.
Uniform data reduction (Lee et al., 2001 ) uniformly reduces the number of points in the point cloud by subdividing the model space into equally sized cubic cells and deletes all but remained one point from each cell. Random data reduction (Geomagic Support Center, 2014) randomly removes the points based on the specified percentage of the total points that need to be reduced. Each member of the point cloud has an equal chance of being selected (without subjectivity).
Interpolation Methods
The essential data of DTMs are the finite number of points, which have x/y coordinates with uniformly spaced z-values. Frequently, the spatial distribution of these points depends on the source of the data. The digital representation of the terrain surfaces via regular or irregular spaced points is possible by an interpolation method. Different interpolation methods applied over the same data may result in different surfaces and hence it is required to evaluate the comparative appropriateness of these techniques. The question of an optimal DTM interpolation method has stimulated several comparative studies, but there is still a lack of consensus about which interpolation method is most appropriate for the terrain data. In this paper, a commonly used interpolation method, Kriging (KRG) method is chosen.
Kriging (KRG) method (Krige, 1951 ) is a geostatistical and a flexible interpolation method which has been extensively used in diverse fields of mathematics, earth sciences, geography, and engineering and has proved to be powerful and accurate in its fields of use. KRG is also referred to as a linear least squares interpolation (Kraus and Mikhail, 1972 ) (more specialized to terrain modelling) and it is identical to simple Kriging. According to KRG, both the distance and the degree of variation between reference points are taken into account for optimal spatial prediction (Joseph, 2006) . KRG assigns a mathematical function to a certain number of points or all the points located within a certain area of effect in order to determine the output values for each location (Cressie, 1991) . KRG uses the semivariogram which describes the variability of data points depending on their distance and direction, and nearby values define the weights that determine the contribution of each data point to the prediction of new values at unsampled locations (Krivoruchko and Gotway, 2004) . In case the semi variogram is known, KRG constitutes the best linear unbiased estimator (BLUE) (Yilmaz and Gullu, 2014 (Fig. 1) . The study area defines approximately area of 116.6 km 2 . Its span is  11.9 km in the north-south direction and  9.8 km in the east-west direction. In order to evaluate the effect of the data reduction algorithms on DTM accuracy and to explore the data reduction extent for adequate DTM accuracy; initially, the data density is sequentially reduced through a selection of a predetermined percentage of the original LIDAR data set. Data reduction is performed using the Geomagic Studio  12 software. The original LiDAR data set (100%) is reduced to a series of subsets by using uniform, curvature, grid, and random algorithms, representing the 75%, 50%, and 25% of the original LiDAR data set. This reduction protocol is similar to the previous studies of Anderson et al. (2005 Anderson et al. ( , 2006 . Subsequent to the data reduction, the original LiDAR data set and the reduced data sets are used to produce a series of DTMs. At each data density level, DTMS are constructed via KRG interpolation method.
The evaluation of DTM accuracy is focused on the correspondent elevation differences between the reference DTM (based on the original dataset) and the test DTMs (based on the reduced datasets) using the equation below:
where ∆Z is the elevation residual, Z is the elevation value of nodes estimated from (reference and test) DTMs, and i represents the data density (i = 75, 50 and 25).
For the statistical analysis of elevation differences, minimum and maximum values of ∆Z are determined and the overall performance of DTMs is assessed through ME, MAE, and RMSE accuracy measures defined by:
where n is the number of the points used for the accuracy verification and k refers to the residual sequence. ME is a measure of underestimation or overestimation the true value of the interpolation method. MAE provides the average deviation that DTM surface deviates from the true value to measure the effect of the data reduction on DTM accuracy. RMSE is calculated to measure the overall accuracy of DTM surface.
CASE STUDY
For the evaluation process, the reference DTM of the study (Fig. 2) is constructed from the original LiDAR dataset using KRG method, implemented within the Surfer  13 software. The accuracy of the reference DTM is assessed through cross-validation technique. The reduced data sets, based on uniform and random algorithms, are used to construct the test DTMs of the study area using KRG method, at each data density level (75%, 50%, and 25%). The test DTMs (DTMi%; i = 75, 50, and 25) are subtracted from the corresponding reference DTMs (DTM100%) for quantifying elevation differences. Also, the graphical representations have been adopted for the comparative evaluation of the test DTMs by producing a residual map for each test DTM (Fig. 3 ) that indicates the occurrence and magnitude of elevation differences (Weng, 2006) , in relation to terrain characteristics (by overlaying the contour map of Mount St. Helens on the residual maps). 
COMPARATIVE RESULTS AND CONCLUSIONS
The visual analysis of the elevation residual maps shows that the deviation of the test DTMs from the reference DTM are getting smaller depending on the increase in data density, for both data reduction algorithms. From the visual interpretation of the elevation residual maps, it is evident that uniform algorithm gave better results than random algorithm.
Global statistics of elevation residuals based on uniform and random algorithms with KRG method at selected data density levels are presented in Table 2 . When the statistics summarized in Table 2 are evaluated, it can be concluded that uniform algorithm provides more accurate results than random algorithm at all data densities. MEs are recorded at the centimetre level at 25% data density for uniform and random data reduction algorithms (0.006 m. and -0.018 m.). KRG underestimated the terrain surface because of the predominantly concentric topography of the study area.
MEs are sub-centimeter at 50% and 75% data densities for uniform and random data reduction algorithms, indicating that interpolation biases were negligible.
Throughout the decreasing data densities, the test DTMs have increasing MAEs ranging from 0.021 m to 0.239 m. Terrain representations derived from the test DTMs based on uniform algorithm are better than the test DTMs based on random algorithms, at all data densities.
RMSEs ranged from 0.062 m. to 0.531 m. show significant increases for uniform and random data reduction algorithms as data densities decreased from 75% to 25%. As expected, the lowest RMSEs are obtained at 75% data density level. RMSEs of the test DTMs for data reduction algorithms have a decreasing sequence as uniform  curvature, at all data densities.
In terms of overall accuracy, there is no significant decrease for the test DTMs constructed from high data densities (75% and 50%). Hence, it becomes apparent that the test DTMs based on 75% and 50% point densities are sufficient for terrain representations
Based on the analysis results of comparison of data reduction algorithms in constructing DTMs, the following conclusions can be drawn based on this paper: (i) Uniform data reduction algorithm can be considered as a feasible technique due to better terrain representation for constructing LiDAR-derived DTMs.
(ii) KRG biases are negligible with lower RMSEs in terms of grid data reduction approach at higher data densities (75% and 50%). (iii) LiDAR datasets can be reduced to 50% density level while still maintaining the DTM accuracy.
Due to advancements and improvements in instrumentation, software, processes, applications, and understanding, airborne LiDAR is one of the most capable, effective, and reliable alternative to traditional systems for gathering high-accuracy and high-density 3D terrain data leading to mapping products. The limitations of the use of LiDAR data in constructing DTMs are the magnitude of data and the intense postprocessing that can be required to transform raw LiDAR data into point clouds and eventually DTMs and other data products. However, high-density data associated with LiDAR lead to imposing challenges with respect to data storage, processing and manipulation. Large data volumes procured from LiDAR often require data reduction without losing relevant geometric details while constructing DTMs because the quality of LiDARderived DTMs equates to how well it represents the terrain undulation and continuity. Ultimately, the results of this study show that uniform algorithm is favoured for data reduction due to its lowest RMSEs and MAEs. The identification of terrain feature points is important because all data points do not contribute optimally to the DTM accuracy. Therefore, the data should be reduced by keeping critical data (considering terrain features). Due to the required DTM accuracy, extensive attention should be paid to reducing LiDAR data without extraction critical terrain elements. In order to represent the terrain morphology with the reduced data, further studies using diverse data reduction algorithms for smaller data density intervals (in relation to landform types) are necessary to determine the effective data reduction algorithm and the threshold data density for constructing DTMs.
