In 1988 (see [7] ), S. V. Okhitin proved that for any field k of characteristic zero, the T -space CP (M2(k)) is finitely based, and he raised the question as to whether CP (A) is finitely based for every (unitary) associative algebra A for which 0 = T (A) CP (A). V. V. Shchigolev (see [9] , 2001) showed that for any field of characteristic zero, every T -space of k0 X is finitely based, and it follows from this that every T -space of k1 X is also finitely based. This more than answers Okhitin's question (in the affirmative) for fields of characteristic zero.
Introduction and preliminaries
Let k be a field of characteristic p and let X be a countably infinite set, say X = { x i | i ≥ 0 }. Then k 0 X denotes the free associative k-algebra on X, while k 1 X denotes the free unitary associative k-algebra on X.
Let A denote any associative k-algebra. For any H ⊆ A, H shall denote the linear subspace of A spanned by H. Any linear subspace of A that is invariant under every endomorphism of A is called a T -space of A, and if a T -space happens to also be an ideal of A, then it is called a T -ideal of A. For H ⊆ A, the smallest T -space of A that contains H shall be denoted by H S , while the smallest T -ideal of A that contains H shall be denoted by H T . If V ⊆ A is a T -space and there exists finite H ⊆ A such that V = H S , then V is said to be finitely based. In this article, we shall deal only with T -spaces and T -ideals of k 0 X and k 1 X . Occasionally, we shall consider H ⊆ k 0 X ⊆ k 1 X , and we may wish to have notation for both the T -space generated by H in k 0 X and the T -space generated by H in k 1 X so that both could appear in the same discussion. Accordingly, we shall write H S0 to denote the T -space of k 0 X that is generated by H, and let H S denote the T -space of k 1 X that is generated by H. Similarly, we may use H T0 to denote the T -ideal of k 0 X that is generated by H, and H T for the T -ideal of k 1 X that is generated by H. A nonzero element f ∈ k 0 X is called an identity of A if f is in the kernel of every homomorphism from k 0 X to A (every unitary homomorphism from k 1 X if A is unitary). The set of all identities of A, together with 0, forms a T -ideal of k 0 X (and of k 1 X if A is unitary), denoted by T (A). An element f ∈ k 0 X is called a central polynomial of A if f / ∈ T (A) and the image of f under any homomorphism from k 0 X (unitary homomorphism from k 1 X if A is unitary) belongs to C A , the centre of A. The T -space of k 0 X (or of k 1 X if A is unitary) that is generated by the set of all central polynomials of A is denoted by CP (A).
Let G denote the (countably) infinite dimensional unitary Grassmann algebra over k, so there exist e i ∈ G 0 , i ≥ 1, such that for all i and j, e i e j = −e j e i , e 2 i = 0, and B = { e i1 e i2 · · · e in | n ≥ 1, i 1 < i 2 < · · · i n }, together with 1, forms a linear basis for G. Let E denote the set { e i | i ≥ 1 }. The subalgebra of G with linear basis B is the infinite dimensional nonunitary Grassmann algebra over k, and is denoted by G 0 .
It is well known that
In 1988 (see [7] ), S. V. Okhitin proved that for any field k of characteristic zero, the T -space CP (M 2 (k)) is finitely based, and he raised the question as to whether CP (A) is finitely based for every (unitary) associative algebra A for which 0 = T (A) CP (A). Then in 2001, V. V. Shchigolev (see [9] ) showed that for any field of characteristic zero, every T -space of k 0 X is finitely based, and it follows from this that every T -space of k 1 X is also finitely based. This more than answers Okhitin's question (in the affirmative) for fields of characteristic zero.
For a field of characteristic 2, the infinite-dimensional unitary and nonunitary Grassmann algebras are commutative and thus each has finitely based T -space of central polynomials.
We shall show in the following that if p > 2 and k is an arbitrary field of characteristic p, then neither CP (G 0 ) nor CP (G) is finitely based, thus providing a negative answer to Okhitin's question.
We shall make frequent reference to the following familiar facts.
) for any positive integer n, and any u,
Proof. Parts (i) and (ii) are evident by direct calculation. We prove (iii) by induction on n. The result is trivial when n = 1, while (ii) establishes the case for n = 2. Suppose now that n ≥ 2 is an integer for which the result holds, and
The result follows now by induction. For (iv) and (v), see Latyshev [6] . (vi) follows immediately from (v), as we have [u, v] 
, again modulo T (3) . Then
and so the result follows by induction. Lemma 1.2. Let α 1 , α 2 be positive integers, and suppose that u ∈ k 0 X is central modulo
We assume from this point on that p > 2.
Definition 2.1. Let SS denote the set of all elements of the form
Let u ∈ SS. If u is of the form (i), then the beginning of u, beg(u), is t r=1 x αr ir , the end of u, end(u), is empty, the length of the beginning of u, lbeg(u), is equal to t and the length of the end of u, lend(u), is 0. If u is of the form (ii), then we say that beg(u), the beginning of u, is empty, end(u), the end of u, is , and lbeg(u) = t and lend(u) = s. Finally, let
, and Theorem 3 of Siderov [8] implies that BSS ∩T (G 0 ) = { 0 }.
Note that as SP SS ⊆ BSS, it follows from Lemma 2.
Proof. It suffices to prove that for any u, v
(we note that while the results of [4] were formulated for the case of characteristic zero, the proof of Lemma 4.1 is valid in general), for any u, v ∈ k 0 X , [u, v] can be written, modulo T (3) , as a sum of terms of the form [u i , x i ], where u i is a monomial in k 0 X and x i ∈ X. Now by Lemma 2.10 of [8] , modulo T (3) , each monomial of k 0 X can be written as a linear combination of elements of BSS, so it suffices to prove that modulo T (G 0 
. By Lemma 1.1 (iv) and (v), for each j, modulo T (G 0 ), d j is congruent either to 0 or (up to sign) to an element l j of SP SS since x ij has degree at most p − 1 in d j and appears in end(d j ), hence in end(l j ).
Proof. Let m ≥ 1. Then w m ∈ BSS, and w m / ∈ SP SS, so by Lemma 2.2,
In applications of the following result, it will be important to recall that S 2 is the T -space generated by [x 1 , x 2 ] in either k 1 X or k 0 X , and
To begin with, we shall prove that
We have
and by Lemma 1.1 (ii),
It is sufficient therefore to prove that
But by Lemma 1.2, together with a change of variable, we have
Since p − i − 1 = −(i + 1) and for each i with 0
, and thus
i , the result follows. To complete the proof, observe that by Lemma 1.1 (ii), for each i,
The following additivity result is fundamental for this work.
Corollary 2.2. For any
, for any i with 1 ≤ i ≤ 2m,
Proof. First we note that for any
), so it suffices to prove the result for even i. Thus we shall consider 1 ≤ i ≤ m, and let γ = m j=1 j =i κ(u 2j−1 , u 2j ).
Then γ is central modulo T (3) , and so
By Lemma 2.4,
and thus
). Finally, by Lemma 1.1 (ii) and the fact that γ is central modulo T (3) , we have for each r that
). It follows now that p−2 r=0 (r + 1)
Thus for any m ≥ 1, modulo S 2 + T (3) , w m is additive in each variable
In particular, if u, v ∈ k 0 X and α ∈ k, then κ(u, αv) = α p κ(u, v).
By Lemma 1.1 (vi), in any product expression with [u, v] and u as factors, u commutes within the product expression, modulo T (3) . Thus
Proof. This follows immediately from Lemma 2.5 since x p 1 ∈ T (G 0 ). Let Z + denote the set of positive integers.
Definition 2.4. For each m ≥ 1, let I m denote the set of all strictly increasing functions from
Proof. If V were finitely based, then for some n, V n would contain a basis for V , and thus V = V n V n+1 ⊆ V , which is not possible.
, by Corollary 2.2, it suffices to consider only linear combinations of elements of the form w m (u 1 , u 2 , . . . , u 2m ), u i ∈ k 0 X , and by Corollary 2.3, it suffices to consider only such elements where u i ∈ X for each i. For any subset of size 2m in Z + , say { i 1 , i 2 , . . . , i 2m }, there exists σ ∈ S 2m such that σ(i 1 ) < σ(i 2 ) < · · · < σ(i 2m ), and by Lemma
). In order to establish linear independence, suppose that u ∈ S 2 + T (G 0 ) is a linear combination of elements of W . Order the set I = ∞ m=1 I m lexically (so that for m 1 < m 2 , f 1 ∈ I m1 , and f 2 ∈ I m2 , we have f 1 < f 2 ). Then there exists a smallest f ∈ I such that for some nonzero α ∈ k, αw m (x f (1) , . . . , x f (2m) ) is a summand of u. Let θ denote the endomorphism of k 0 X that is determined by mapping x f (i) to x i for each i = 1, 2, . . . , 2m, and mapping all other elements of X to 0. Since
Since α = 0, we have a contradiction and thus the linear independence is established. Theorem 2.2. For any prime p > 2, and any field of characteristic p, the T -space CP (G 0 ) is not finitely based.
U m , and for each m ≥ 1, U m U m+1 , where the inequality follows from Lemma 2.7. It follows now from Lemma 2.6 that CP (G 0 ) is not finitely based.
The following result is the nonunitary analogue of [10] , Theorem 4.
is finitely based, which contradicts Theorem 2.2.
endomorphism of k 1 X that is determined by mapping x f (i) to x i for each i = 1, 2, . . . , 2m, and mapping all other elements of X to 0. Since U is a Tspace, βw m = θ(u) ∈ U . But by Lemma 3.3, w m / ∈ U , so β = 0. Since β = 0, we have a contradiction and thus the linear independence is established.
We are thus able to obtain the unitary analogues of the main results of Section 2. Let W ′ 0 = { 1 }, and for every m ≥ 1, let
For any prime p > 2, and any field of characteristic p, the T -space CP (G) is not finitely based.
Proof. By Lemma 3.2, CP (G) is equal to
, where the inequality follows from Lemma 3.5. It follows now from Lemma 2.6 that CP (G) is not finitely based.
The following result is basically Theorem 4 of [10] , extended in the sense that it holds for all fields of characteristic p > 2, not just infinite fields. 
is finitely based, contradicting Theorem 3.1. Thus R is not finitely based.
