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ON SOME DISCRETE RANDOM VARIABLES ARISING FROM RECENT
STUDY ON STATISTICAL ANALYSIS OF COMPRESSIVE SENSING
ROMEO MESˇTROVIC´
ABSTRACT. The recent paper [27] provides a statistical analysis for efficient detec-
tion of signal components when missing data samples are present. Here we focus
our attention to some complex-valued discrete random variables Xl(m,N) (0 ≤ l ≤
N − 1, 1 ≤ M ≤ N ), which are closely related to the random variables investi-
gated by LJ. Stankovic´, S. Stankovic´ and M. Amin in [27]. In particular, by using
a combinatorial approach, we prove that for l 6= 0 the expected value of Xl(m,N)
is equal to zero, and we deduce the expression for the variance of the random vari-
ables Xl(m,N). The same results are also deduced for the real part Ul(m,N) and
the imaginary part Vl(m,N) of Xl(m,N), as well as the facts that the kth moments
of Ul(m,N) and Vl(m,N) are equal to zero for every positive integer k which is not
divisible by N/ gcd(N, l). Moreover, some additional assertions and examples con-
cerning the random variablesXl(m,N), Ul(m,N) and Vl(m,N) are also presented.
1. MOTIVATION, DEFINITIONS AND RELATED EXAMPLES
Recently, LJ. Stankovic´, S. Stankovic´ and M. Amin [27] provided a statistical analy-
sis for efficient detection of signal components when missing data samples are present.
As noticed in [27], this analysis is important for both the area of L-statistics and com-
pressive sensing. In both cases, few samples are available due to either noisy sample
elimination of random undersampling signal strategies. For more information on the
development of compressive sensing (also known as compressed sensing, compressive
sampling, or sparse recovery), see [4], [7], [23, Chapter 10] and [24]. For an excellent
survey on this topic with applications and related references, see [29] (also see [17]).
In [27, Section 2] (cf. [28, Section II] and [21]) [21, Section 2]), the authors consid-
ered a set of N signal values Θ given by
Θ = {s(1), s(2), . . . , s(N)},
where a signal which is sparse in the Discrete Fourier Transform (DFT) domain can be
written as
(1) s(n) =
K∑
i=1
Aie
j2pik0in/N , n ∈ {1, 2, . . . , N},
and the level of sparsity is K ≪ N , while Ai and k0i denote amplitudes and frequen-
cies of the signal components, respectively. Notice that the relation K ≪ N means
that most of components of a considered signal are zero. The application of the DFT
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to the above sequence Θ leads to the set Φ(l, N) of the form (the set Φ in the equality
(3) of [27]):
(2)
Φ(l, N) = {e−j2nlpi/N : n = 1, 2, . . . , N} with some fixed l ∈ {0, 1, . . . , N − 1}.
As usually, throughout our considerations we use the term “multiset” (often written
as “set”) to mean “a totality having possible multiplicities”; so that two (multi)sets
will be counted as equal if and only if they have the same elements with identical
multiplicities.
Notice that (2) for l = 0 imlies that
Φ(0, N) = {1, 1, . . . , 1︸ ︷︷ ︸
N
}.
Moreover, it is obvious that Φ(l, N) given by (2) is a set consisting of N (distinct)
elements if and only if l and N are relatively prime positive integers.
LetM denote the collection of all multisets Φ(l, N) of the form (2), i.e.,
M = {Φ(l, N) : N = 1, 2, . . . ; l = 0, 1, . . . , N − 1}.
For simplicity and for our computational purposes, for fixed N ≥ 1 and l such that
1 ≤ l ≤ N − 1, in the sequel we shall often write w := e−j2lpi/N . Accordingly, for
each l = 1, 2, . . . , N − 1 the multiset Φ(l, N) defined by (2) can be written as
(3) Φ(l, N) = {w,w2, . . . , wN}.
Furthermore (see [27, Eq. (3)]), we have
(4) w + w2 + · · ·+ wN = 0,
or if we take x(n) = e−j2nlpi/N (n = 1, 2, . . .N), it is equivalent to
x(1) + x(2) + · · ·+ x(N) = 0.
Here, as always in the sequel, we will assume that the signal length N is an arbitrary
fixed positive integer. Accordingly, assuming that K = 1 and A1 = 1, for any fixed
l ∈ {1, 2, . . . , N − 1}, in [27] the authors considered a subset Ψ(l, N ;m) of Φ(l, N)
consisting ofm≪ N randomly positioned available samples (measurements), i.e.,
(5) Ψ(l, N ;m) = {y(1), y(2), . . . , y(m)} ⊂ Φ(l, N).
Then the random variable corresponding to the DFT over the available set of samples
from Φ(l, N) is given by
(6) Xl(m,N) =: Xl(m) =
m∑
n=1
y(n) =
N∑
n=1
(x(n) + ε(n)),
where
(7) ε(n) =
{
0 for remaining signal samples
−x(n) = − exp(−2jlpi/N) for removed (unavailable) signal samples.
Observe that Xl(m,N) defined by (6) is a complex-valued discrete random variable
formed as a sum ofm randomly positioned samples y(1), y(2), . . . , y(m) ∈ Ψ(l, N ;m)
⊆ Φ(l, N). Let us notice that the theory currently available on compressive sensing
predicts that sampling sets chosen uniformly at random among all possible sets of a
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given fixed cardinality work well (see, e.g., [7, Chapter 12]). For some variations
of this random variable see [26]. If the number m of randomly positioned available
samples (measurements) is not fixed, but randomly chosen (i.e., if the number of terms
in the sum (6) is itself a random variable), then the related random variable Xl(m,N)
can be replaced (generalized) with the corresponding the so-called compound random
variable. These random variables were firstly systematicaly studied by W. Feller in his
famous book [6]. A combinatorial approach to the introductory study of the compound
random variable followed by several examples was given in [12].
Notice that in the above definition of the random variable Xl(m,N) given by (6),
the number of randomly positioned samples, m, is a fixed positive integer such that
1 ≤ m ≤ N . We believe that in probabilistic study of sparse signal recovery it can
be of interest the complex-valued discrete random variable X˜l(m,N) which may be
considered as a random analogue (or “free companion” random variable) of the random
variableXl(m,N), and it is studied and defined in [14] as follows.
Definition 1.1. Let N , l and m be nonnegative integers such that 0 ≤ l ≤ N − 1
and 1 ≤ m ≤ N . Let Bn (n = 1, . . . , N) be a sequence of independent identically
distributed Bernoulli random variables (binomial distributions) taking only the values
0 and 1 with probability 0 andm/N , respectively, i.e.,
(8) Bn =
{
0 with probability 1− m
N
1 with probability m
N
.
Then the discrete random variable X˜l(m,N) is defined as a sum
(9) X˜l(m,N) =
N∑
n=1
exp
(
−2jnlpi
N
)
Bn.
From Definition 1.1 we see that the range of the random variable X˜l(m,N) consists
of all possible 2N−1 sums of the elements of (multi)set {e−j2nlpi/N : n = 1, 2, . . . , N}.
Observe that for l = 0 X˜l(m,N) becomes
(10) X˜0(m,N) =
N∑
k=1
Bk ∼ B
(
N,
m
M
)
,
where B (N,m/N) is the binomial distribution with parameters N and p = m/N and
the probability mass function given by
Prob
(
B
(
N,
m
N
)
= k
)
=
(
N
k
)(m
N
)k (
1− m
N
)N−k
, k = 0, 1, . . . , N.
Notice also that a Bernoulli probability model, similar to the distribution X˜l(m,N)
defined by (9), was often used in the famous paper [1] by Cande`s, Romberg and Tao.
Moreover, the random variables X˜l(m,N) have some similar probabilistic character-
istics to those of Xl(m,N).
Now we return to the random variable Xl(m) = Xl(m,N) defined by (6). Let
(ξ1, ξ2, . . . , ξN) be a n-tuple of integers ξn which are chosen uniformly at random from
the set {0, 1} under the condition that
ξ1 + ξ2 + · · ·+ ξN = m.
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Then the discrete random variable defined by (6) and considered in [27, p. 402] can be
written as a sum
(11) Xl(m) =
N∑
n=1
ξn exp
(
−2jnlpi
N
)
.
In fact, the above representationmeans that the sparse signal considered in [27] “comes”
from the set of values of the random variable Xl(m). In view of the above considera-
tions, in the form of its distribution law,Xl(m) may be defined as follows.
Definition 1.2. Let N , l and m be arbitrary nonnegative integers such that 0 ≤ l ≤
N − 1 and 1 ≤ m ≤ N . Let Φ(l, N) ∈M be a multiset defined as
(12) Φ(l, N) = {e−j2nlpi/N : n = 1, 2, . . . , N}.
Define the discrete complex-valued random variableXl(m,N) = Xl(m) as
Prob
(
Xl(m) =
m∑
i=1
e−j2nilpi/N
)
(13) =
1(
N
m
) · ∣∣{{t1, t2, . . . , tm} ⊂ {1, 2, . . . , N} : m∑
i=1
e−j2tilpi/N =
m∑
i=1
e−j2nilpi/N
∣∣
= :
q(n1, n2, . . . , nm)(
N
m
) ,
where {n1, n2, . . . , nm} is an arbitrary fixed subset of {1, 2, . . . , N} such that 1 ≤
n1 < n2 < · · · < nm ≤ N ; moreover, q(n1, n2, . . . , nm) is the cardinality of a collec-
tion of all subsets {t1, t2, . . . , tm} of the set {1, 2, . . . , N} such that
∑m
i=1 e
−j2tilpi/N =∑m
i=1 e
−j2nilpi/N .
Remark 1.3. The above definition is correct in view of the fact that there are
(
N
m
)
index
sets T ⊂ {1, 2, . . . , N} withm elements. Notice also that this quantity grows (in some
sense) exponentially with m and N . For a sake of understanding this definition, see
Examples 1.4 and 1.5 given below. Moreover, a very short, but not strongly exact
version of Definition 1.2 is given as follows.
Definition 1.2’. Let N , l and m be arbitrary nonnegative integers such that 0 ≤ l ≤
N − 1 and 1 ≤ m ≤ N . Let Φ(l, N) ∈M be a multiset defined as
Φ(l, N) = {e−j2nlpi/N : n = 1, 2, . . . , N}.
Choose a random subset S of sizem (the so-calledm-element subset) without replace-
ment from the set {1, 2, . . . , N}. Then the complex-valued discrete random variable
Xl(m,N) = Xl(m) is defined as a sum
Xl(m) =
∑
n∈S
e−j2nlpi/N .
Example 1.4. Consider the multiset
Φ(2, 6) = {e−j2npi/3 : n = 1, 2, 3, 4, 5, 6}.
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If for brevity we put ε = e−2jpi/3 = (−1 − j√3)/2, then obviously Φ(2, 6) can be
written as
Φ(2, 6) = {ε, ε, ε2, ε2, 1, 1}.
Then accordingly to Definition 1.2,X1(1) is the uniform random variable with
Prob (X1(1) = ε) = Prob
(
X1(1) = ε
2
)
= Prob (X1(1) = 1) =
2
6
=
1
3
.
If we put X1(1) = U + jV , where U is the real part and V is the imaginary part
of X1(1), then since ε
2 = e−4jpi/3 = (−1 + j√3)/2, a routine calculation gives the
following probability laws of U and V :
Prob(U = 1) =
1
3
,Prob
(
U = −1
2
)
=
2
3
;
Prob(V = 0) = Prob
(
V =
√
3
2
)
= Prob
(
V = −
√
3
2
)
=
1
3
.
From the above two distribution laws, we immediately obtain the following probability
laws of U2, V 2 and UV :
Prob(U2 = 1) =
1
3
,Prob
(
U2 =
1
4
)
=
2
3
,
Prob(V 2 = 0) =
1
3
,Prob
(
V 2 =
3
4
)
=
2
3
,
and
Prob(UV = 0) =
1
3
,Prob
(
UV =
√
3
2
)
=
1
9
,Prob
(
UV = −
√
3
2
)
=
1
9
,
Prob
(
UV =
√
3
4
)
=
2
9
,Prob
(
UV = −
√
3
4
)
=
2
9
.
Generally, if X = U + jV is a complex-valued random variable, then the expected
value of its square is defined as
(14) E[X2] = E[U2] + E[V 2]− 2jE[UV ].
This expression together with above derived probability law implies that
E[(X1(1))
2] =
(
1
3
+
1
6
)
+
1
2
− 2j · 0 = 1.
Example 1.5. Consider the set
Φ(1, 4) = {e−jnpi/2 : n = 1, 2, 3, 4}.
Since e−jpi/2 = −j, we have
(15) Φ(1, 4) = {1,−1, j,−j}.
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Then accordingly to Definition 1.2, the probability law of X1(2) is given by
Prob(X1(2) = 0) =
1
3
,Prob(X1(2) = 1 + j) = Prob(X1(2) = −1 + j)
= Prob(X1(2) = −1− j) = Prob(X1(2) = 1− j) = 1
6
.
If we set X1(2) = U + jV , where U is the real part and V is the imaginary part
of X1(2), then a simple calculation implies that both random variables U and V are
uniformly distributed, i.e.,
Prob(U = 0) = Prob(U = 1) = Prob(U = −1) = 1
3
,
Prob(V = 0) = Prob(V = 1) = Prob(V = −1) = 1
3
.
The random variable (X1(2))
2 is also uniformly distributed; namely,
Prob((X1(2))
2 = 0) = Prob((X1(2))
2 = 2j) = Prob((X1(2))
2 = −2j) = 1
3
.
Moreover, the distribution laws of (X1(2))
3 and (X1(2))
4 are respectively given as
follows:
Prob((X1(2))
3 = 0) =
1
3
,Prob((X1(2))
3 = 2 + 2j) = Prob(X1(2) = −2 + 2j)
= Prob((X1(2))
3 = −2 − 2j) = Prob(X1(2) = 2− 2j) = 1
6
,
Prob((X1(2))
4 = 0) =
1
3
,Prob((X1(2))
4 = 4) =
2
3
.
Notice that from the above described distributions it follows that
(16) E[X1(2)] = E[(X1(2))
2] = E[(X1(2))
3] = 0 and E[(X1(2))
4] =
8
3
.
Moreover, since
Prob(|X1(2)| = 0) = 1/3,Prob(|X1(2)| =
√
2) = 2/3,Prob(|X1(2)|2 = 0) = 1/3
and Prob(|X1(2)| = 2) = 2/3, by definition, we obtain that the variance of X1(2) is
equal to
Var[X1(2)] = E[|X1(2)|2]− |E[X1(2)]|2 = 4
3
− 0 = 4
3
.
Furthermore, using (15), a routine calculation shows that X1(3) is the uniformly
distributed random variable, i.e.,
Prob(X1(3) = 1) = Prob(X1(3) = −1) = Prob(X1(3) = j)
= Prob(X1(3) = −j) = 1
4
,
whence we see that X1(3) and X1(1) are equally distributed random variables.
Example 1.5 addresses the following curious question.
Question 1.6. Do there exist positive integers N ≥ 5, l and m such that 2 ≤ m ≤
N − 2 and 1 ≤ l ≤ N − 1 for which at least one of the following two assertions there
holds:
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(i) the real part Ul(m,N) of the random variable Xl(m,N) is uniformly dis-
tributed;
(ii) the imaginary part Vl(m,N) of the random variable Xl(m,N) is uniformly
distributed?
Let us now briefly describe the organization of the paper. In Section 2 we give
our main results followed by some remarks. Some of these results are also proved
or attributed in [27] and extended in [13]. Three examples and related two assertions
concerning certain classes of the random variables Xl(m) are presented in Section 3.
As applications, some combinatorial congruences are proved. In the last section, we
give proofs of the results of Section 2.
2. THE MAIN RESULTS
The following antisymmetric property of the random variablesXl(m,N), Ul(m,N)
and Vl(m,N) should be useful for related computational purposes.
Proposition 2.1. LetN ≥ 2, l andm be nonnegative integers such that 0 ≤ l ≤ N−1
and 1 ≤ m ≤ N − 1. Then the random variablesXl(m,N) and −Xl(N −m,N) are
equally distributed. The same assertion holds for the random variables Ul(m,N) and
Vl(m,N).
SinceXl(1, N) is the uniform random variable withProb
(
Xl(1, N) = e
−j2ilpi/N
)
=
1/N for every l ∈ {0, 1, . . . , N−1}, it follows from Proposition 2.1 thatXl(N−1, N)
is also the uniform random variable with Prob
(
Xl(N − 1, N) = −e−j2ilpi/N
)
= 1/N
for every l ∈ {0, 1, . . . , N − 1}.
Let Xl(m,N) = Ul(m,N) + jVl(m,N) be a random variable from Definition 1.2,
where Ul(m,N) and Vl(m,N) be its real and imaginary part, respectively. Since ob-
viously, the set Φ(l, N) given by (3) can also be expressed in the form
Φ(l, N) = {w,w2, . . . , wN},
we immediately have the following result.
Proposition 2.2. LetN ≥ 2, l andm be nonnegative integers such that 0 ≤ l ≤ N−1
and 1 ≤ m ≤ N . Then the imaginary part Vl(m,N) of the random variableXl(m,N)
is symmetrically distributed around zero (i.e., around the mean of Vl(m,N)) in the
sense that for each value x of Vl(m,N) there holds
Prob(Vl(m,N) = −x) = Prob(Vl(m,N) = x).
As an immediate consequence of Proposition 2.2, we obtain the following result.
Corollary 2.3. Let k be any positive odd integer. Then the kth moment µk[Vl(m,N)]
of the random variable Vl(m,N) defined above is equal to zero, that is,
(17) µk[Vl(m,N)] := E[(Vl(m,N))
k] = 0.
In the next section we give a direct combinatorial proof of the following expressions
(for another proof of (18) and (19) see [27]).
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Theorem 2.4. Let N ≥ 2, l and m be positive integers such that 1 ≤ l ≤ N − 1
and 1 ≤ m ≤ N . Then the expected value and the variance of the random variable
Xl(m,N) from Definition 1.2 are respectively given by
(18) E[Xl(m,N)] = 0,
and
(19) Var[Xl(m,N)] = E[|Xl(m)|2] = m(N −m)
N − 1 .
If we put Xl(m,N) = Ul(m,N) + jVl(m,N), where Ul(m,N) is the real part and
Vl(m,N) is the imaginary part of Xl(m,N), then
(20) E[Ul(m,N)] = E[Vl(m,N)] = 0.
If in addition, we suppose that 1 ≤ l ≤ N − 1 and N 6= 2l, then
(21) E[(Ul(m,N))
2] = E[(Vl(m,N))
2] =
m(N −m)
2(N − 1) .
As consequences of Theorem 2.4, we can easily obtain the following two results.
Corollary 2.5. Let N ≥ 2, l and m be positive integers such that 1 ≤ l ≤ N − 1 and
1 ≤ m ≤ N . If we take Xl(m,N) = Ul(m,N) + jVl(m,N), then
E[(Xl(m,N))
2] = E[(Ul(m,N))
2] + E[(Vl(m,N))
2]
(22) = Var[Xl(m,N)] =
m(N −m)
N − 1 ,
where E[(Xl(m,N))
2] is defined by (14).
Corollary 2.6. Let N ≥ 2, l and m be positive integers such that 1 ≤ l ≤ N − 1,
N 6= 2l and 1 ≤ m ≤ N . If we put Xl(m,N) = Ul(m,N) + jVl(m,N), then
(23) Var[Ul(m,N)] = Var[Vl(m,N)] =
m(N −m)
2(N − 1) ,
whereVar[Ul(m,N)] andVar[Vl(m,N)] are the variances of Ul(m,N) and Vl(m,N),
respectively.
Remark 2.7. Notice that the cases l = 0 and N = 2l which are excluded from the
above three assertions correspond to the real-valued casesX0(m,N) andXl(m, 2l) of
the random variableXl(m,N) considered by Examples 3.1 and 3.2, respectively.
From the expression (19) we see that the valueVar[Xl(m,N)] does not depend on l.
We believe that this fact would be important and helpful for some further investigations
of certain classes of the random variablesXl(m,N) and related applications.
Here we also extend the expression (18) of Theorem 2.4 as follows.
Theorem 2.8. Let N , l, m and k be positive integers such that 1 ≤ l ≤ N − 1
and 1 ≤ m ≤ N . If k is not divisible by N/ gcd(N, l) (gcd(N, l) denotes the greatest
common divisor ofN and l), then the kth moment µk of the random variableXl(m,N)
from Definition 1.2 is equal to zero, i.e.,
(24) µk := E[(Xl(m,N))
k] = 0.
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Remark 2.9. Notice that the equality (18) from Theorem 2.4 ia a particular case of the
equality (24) with k = 1. However, in Section 4, we give a direct proof of (18).
In view of Theorem 2.8, it remains an open problem to calculate E[(Xl(m,N))
k]
in the case when k is divisible by N/ gcd(N, l). From (16) of Example 1.5 we see
that generally, in this case E[(Xl(m,N))
k] 6= 0. However, we are able to prove the
following itself interesting result.
Proposition 2.10. LetN , l,m and k be nonnegative integers such that 0 ≤ l ≤ N −1,
1 ≤ m ≤ N and k ≥ 1. Then the kth moment E[(Xl(m,N))k] of the random variable
Xl(m,N) is a real number.
Notice that in Section 4 we give a constructive proof of Proposition 2.10 which is
based on Newton’s identities (Newton-Girard formula).
Remark 2.11. LetA be am×nmatrix over the fieldC (orR) and let a1, . . . , an ∈ Cm
(or ∈ Rm) be its columns. Then the coherence of A is the number µ(A) = µ defined
as
µ = max
1≤i<j≤n
|〈ai, aj〉|
‖ai‖2 · ‖aj‖2 .
It was noticed in [25, p. 159] (also see [22]) that the ratio
σ[Xl(m,N)]
m
=
√
N−m
m(N−1)
(where σ[Xl(m,N)] =
√
Var[Xl(m,N)] with Var[Xl(m,N)] given by (19)) is a cru-
cial parameter (Welch bound [32] for coherence µ of measurement matrix A) for cor-
rected signal detection. More precisely (for a particularly elegant and very short proof
of this bound see [8]; also see [7, Chapter 5, Theorem 5.7]), the coherence µ of a ma-
trix A ∈ Km×N , where the field K can either be R or C, with l2-normalized columns
satisfies the inequality
µ ≥
√
N −m
m(N − 1) ,
which under above notation can be written as
µ ≥ σ[Xl(m,N)]
m
.
Equality in the above two inequalities holds if and only if the columns a1, . . . , aN of the
matrixA form an equiangular tight frame. Ideally, the coherence µ of a measurement
matrixA should be small (see [7, Chapter 5]).
Let us observe that if m ≪ N , then this bound reduces to approximately µ(A) ≥
1/
√
m. There is a lot of possible ways to construct matrices with small coherence.
Not surprisingly, one possible option is to consider random matricesAwith each entry
generated independently at random (cf. [18, Chapter 11]).
Remark 2.12. Based on some recent results by R. Vershynin on sub-Gaussian random
variables ([30] and [31]), some new results concerning the random variable Xl(m,N)
are obtained in [13]. In particular, this our investigation is motivated by the fact that
Restricted Isometry Property (RIP) introduced in [2] holds with high probability for
any matrix generated by a sub-Gaussian random variable (see [3] and [20]).
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Furthermore, in [15] it was generalized the random variable Xl(m,N). It was also
derived the expression for related expected value and variance. By using these ex-
pressions, some probabilistic aspects of compressive sensing are considered in the
mentioned paper. In particular, motivated by the observation given in [25, p. 159],
the connection between Welch bound on the coherence of a particular m × N matrix
A over C and the variance of the associated random variable (defined in a suitable
manner) was established in [15].
3. SOME PARTICULAR CASES OF THE RANDOM VARIABLES Xl(m,N)
Here we consider some particular cases of the random variableXl(m,N) = Xl(m)
from Definition 1.2 with different related values N , m and l. We believe that these
examples will be of interest in future research related to the topics of this paper. Firstly,
we consider the only two cases whenXl(m) is a real-valued discrete random variable,
or equivalently, when the multiset Φ(l, N) defined by (2) consists of real numbers.
Example 3.1. For l = 0 and an arbitrary positive integer N ≥ 1, the equation (2)
yields
(25) Φ(0, N) = {1, . . . , 1︸ ︷︷ ︸
N
}.
Then in view of Definition 1.2, for any fixed m with 1 ≤ m ≤ N , X0(m) is the
constant random variable with
(26) Prob (X0(m) = m) = 1.
Example 3.2. Let l and N be positive integers such that l/N = 1/2, i.e., N = 2l.
Then the equation (2) yields
(27) Φ(l, 2l) = {1, . . . , 1︸ ︷︷ ︸
l
,−1, . . . ,−1︸ ︷︷ ︸
l
}.
Letm be any positive integer such that 1 ≤ m ≤ 2l. Notice that for each nonnegative
integer k with max{0, m − l} ≤ k ≤ min{m, l} from the multiset Φ(l, 2l) we can
choose k 1’s by
(
l
k
)
manners and (m − k) −1’s by ( l
m−k
)
manners. Since the sum of
sums of k 1’s and sums ofm−k −1’s is equal to 2k−m, it follows that the distribution
of the random variableXl(m) from Definition 1.2 is given by
(28)
Prob (Xl(m) = 2k −m) =
(
l
k
)(
l
m−k
)(
2l
m
) for each k = max{0, m− l}, . . . ,min{m, l}.
In particular, ifm = l, then (28) yields
(29) Prob (Xl(l) = 2k − l) =
(
l
k
)2(
2l
l
) , for each k = 0, 1, . . . , l.
Notice that the distribution given by (28) implies the following special case of one
of the most useful identities among binomial coefficients, well known as the Chu-
Vandermonde identity in Combinatorics and Combinatorial Numbwr Theory (see, e.g.,
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[19]):
min{m,l}∑
k=0
(
l
k
)(
l
m− k
)
=
(
2l
m
)
,
whose special case form = l is given as
l∑
k=0
(
l
k
)2
=
(
2l
l
)
.
Furthermore, from (29) it follows that the expected value of Xl(m) is equal to
E[Xl(m)] =
min{m,l}∑
k=max{0,m−l}
(2k −m)
(
l
k
)(
l
m−k
)(
2l
m
)
=
1(
2l
m
) · min{m,l}∑
k=max{0,m−l}
(2k −m)
(
l
k
)(
l
m− k
)
= (substitution k = m− t)
=− 1(
2l
m
) · (2t−m) min{m,l}∑
t=max{0,m−l}
(
l
m− t
)(
l
t
)
=− E[Xl(m)],
whence it follows that
(30) E[Xl(m)] = 0.
Notice that from (19) of Theorem 2.4 we obtain that the variance of Xl(m) is equal to
(31) Var[Xl(m)] =
m(2l −m)
2l − 1 .
On the other hand, by using (29) and (30), we find that
Var[Xl(m)] =E[(Xl(m))
2]− (E[Xl(m)])2
(32) =E[(Xl(m))
2] =
min{m,l}∑
k=max{0,m−l}
(2k −m)2
(
l
k
)(
l
m−k
)(
2l
m
)
=
1(
2l
m
) · min{m,l}∑
k=max{0,m−l}
(2k −m)2
(
l
k
)(
l
m− k
)
.
By comparing the equalities (31) and (32), we obtain the following combinatorial iden-
tity:
(33)
min{m,l}∑
k=max{0,m−l}
(2k −m)2
(
l
k
)(
l
m− k
)
=
m(2l −m)
(2l − 1)
(
2l
m
)
with 1 ≤ m ≤ 2l.
If we take l = m into (33), then it becomes
m∑
k=0
(2k −m)2
(
m
k
)2
=
m2
2m− 1
(
2m
m
)
,
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whence by using the identity m
2
2m−1
(
2m
m
)
= 2m
(
2m−2
m−1
)
, we get the following curious
combinatorial identity.
Identity 3.3. Letm be an arbitrary positive integer. Then
m∑
k=0
(2k −m)2
(
m
k
)2
= 2m
(
2m− 2
m− 1
)
.
Remark 3.4. Smilarly as in Example 3.2, we can obtain several combinatorial iden-
tities. For example, by determining directly the variance Var[Ul(m, 3l)] associated
to the multiset Φ(l, 3l) = {1, . . . , 1︸ ︷︷ ︸
l
,−1/2, . . . ,−1/2︸ ︷︷ ︸
2l
} (1 ≤ m ≤ 3l) and using the
expression (19) of Theorem 2.4, we arrive at the following identity:
min{m,2l}∑
k=max{0,m−l}
(2m− 3k)2
(
l
m− k
)(
2l
k
)
=
2m(3l −m)
3l − 1
(
3l
m
)
.
In particular, for l = m the above congruence becomes
m∑
k=0
(2m− 3k)2
(
m
k
)(
2m
k
)
=
4m2
3m− 1
(
3m
m
)
.
Similarly, by determining directly the varianceVar[Ul(m, 6l)] associated to the mul-
tiset Φ(l, 6l) = {1, . . . , 1︸ ︷︷ ︸
l
,−1, . . . ,−1︸ ︷︷ ︸
l
, 1/2, . . . , 1/2︸ ︷︷ ︸
2l
,−1/2, . . . ,−1/2︸ ︷︷ ︸
2l
} (1 ≤ m ≤ 6l),
we obtain the following identity:∑
∑
4
i=1mi=m
(2m1− 2m2+m3−m4)2
(
l
m1
)(
l
m2
)(
2l
m3
)(
2l
m4
)
=
2m(6l −m)
(6l − 1)
(
6l
m
)
,
where the summation ranges over all nonnegative integersmi (i = 1, 2, 3, 4) such that∑4
i=1mi = m.
Example 3.5. Let N = p be any prime number and let m be a positive integer such
that 1 ≤ m ≤ p. Then for l = 1, consider the set consisting of all pth roots of the
unity. Then if we put ε = e−2jpi/p, we have
Φ(1, p) = {1, ε, ε2, . . . , εp−1}.
Now we will prove that the random variable X1(m, p) from Definition 1.2 is the uni-
form random variable whose distribution is given by
(34) Prob (X1(m, p) = ε
n1 + εn2 + · · ·+ εnm) = 1( p
m
) ,
where {n1, n2, . . . , nm} is any subset of {0, 1, 2, . . . , p− 1} such that 0 ≤ n1 < n2 <
· · · < nm ≤ p − 1. In order to show this fact, for the sake of completeness, we will
prove the known fact in Number Theory that for every prime number p the polynomial
Pp−1(x) defined as
(35) Pp−1(x) = 1 + x+ · · ·+ xp−1, x ∈ R,
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is an irreducible polynomial of degree p − 1 over the field Q of rational numbers (or
equivalently, in the ring Z[x] of polynomials with integer coefficients). Namely, since
Pp−1(x) = (x
p−1)/(x−1) for each x 6= 1, then by replacing x−1 = y, i.e., x = y+1,
and using the binomisl expansion, we find that for each y 6= 0 there holds
Pp−1(x) = Pp−1(y + 1) =
(y + 1)p − 1
y
=
∑p
k=1
(
p
k
)
yk
y
=
p∑
k=1
(
p
k
)
yk−1 = yp−1 +
p−1∑
k=1
(
p
k
)
yk−1.
Applying the well known classical Eisenstein’s irreducibility criterion [5] from Num-
ber Theory to the above expression for the polynomial Pp−1(x), and using the fact that
by Kummer’s theorem (see, e.g., [11, Section 2, page 6]), the binomial coefficient
(
p
k
)
is divisible by a prime p for every k = 1, 2, . . . , p − 1, it follows that Pp−1(x) is an
irreducible polynomial over the field Q of rational numbers. Hence, the polynomial
Pp−1(x) given by (35) is the minimal polynomial of its root ε = e
−2jpi/p over the field
Q of rational numbers.
Now if we suppose that for some two distinct subsets {n1, n2, . . . , nm} and
{t1, t2, . . . , tm} of the set {0, 1, 2, . . . , p− 1} there holds
εn1 + εn2 + · · ·+ εnm = εt1 + εt2 + · · ·+ εtm ,
then obviously, the above equality can be reduced to the form
(36)
p−1∑
i=0
αiε
i = 0,
where the coefficientsαi ∈ {0,−1, 1}, at least twoαi 6= 0 for some i ∈ {0, 1, 2, . . . , p−
1} and at least one αk = 1 for some k ∈ {1, 2, . . . , p − 1}. Therefore, in view of the
above fact that the polynomial Pp−1(x) defined by (35) is the minimal polynomial
of ε over the field Q, we conclude that the expression on the left hand side of (36)
is 6= 0. A contradiction, and thus for all two distinct subsets {n1, n2, . . . , nm} and
{t1, t2, . . . , tm} of the set {0, 1, 2, . . . , p− 1} there holds
εn1 + εn2 + · · ·+ εnm 6= εt1 + εt2 + · · ·+ εtm .
This shows that for every prime number p, X1(m, p) is the uniform random variable
with distribution given by (34) and its range consists of
(
p
m
)
elements.
If l is any positive integer such that l ≤ p− 1, then in view of the fact that N = p is
a prime number, we have
Φ(l, p) = Φ(1, p) = {1, ε, ε2, . . . , εp−1}.
This together with the result proved above yields the following assertion.
Claim 3.6. Let N = p be any prime number and let m be a positive integer such
that 1 ≤ m ≤ p. Then X1(m), X2(m), . . . , Xp−1(m) are equally distributed uniform
random variables whose distribution law is given by (34).
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For a given prime number p and a nonnegative integer k consider the measurement
row matrixA (the basis function) defined by
A =
(
e−2kjpi/p, e−4kjpi/p, . . . , e−2pkjpi/p
)
.
Let k0 and m be nonnegative integers such that k0 6= k and 1 ≤ m ≤ p (cf. [27]). Let
Ψm denote the subset of all vectors (signals) x ∈ Cp whose elements are p-tuples of
the form (
δ1e
2k0jpi/p, δ2e
4k0jpi/p, . . . , δpe
2pk0jpi/p
)T
,
where δs ∈ {0, 1} for all s = 1, 2, . . . , p and
∑p
s=1 δs = m. Notice that the condition∑p
s=1 δs = m means that every (column) vector x ∈ Ψm has exactly m nonzero coor-
dinates, so that it is m-sparse vector. Then from considerations presented in Example
3.5 we immediately get the following assertion.
Claim 3.7. Let y ∈ C be a complex number such that under above notations and
definitions, the equation Ax = y has at least one solution x0 ∈ Ψm. Then this solution
is unique in the set Ψm. In other words, in this case the vector x0 is the unique m-
sparse solution of Ax = y with x0 ∈ Ψm.
Moreover, the exposition of Example 3.5 obviously yields the following result.
Claim 3.8. Under above notations and definitions, consider the equation Ax = 0,
where x ∈ Ψ := ∪p−1m=0Ψm (Ψ0 denotes the zero vector (0, 0, . . . , 0) ∈ Cp). Then the
null space kerA := {x ∈ Ψ : Ax = 0} does not contain any vector x ∈ Ψ other than
the zero vector. In other words, the matrix A is injective as a map from Ψ to C.
Of course, the previously proved fact that X1(m, p) is the uniform random variable
does not imply the fact/facts that its real or/and imaginary part is/are also uniformly
distributed (cf. Example 1.4).
Remark 3.9. The sufficient condition from Example 3.5 that N = p to be a prime
number in order that X1(m, p) to be an uniform random variable for some (and hence
for all) m with 2 ≤ m ≤ N − 1 is “probably” also necessary condition for this asser-
tion. This fact is suggested by some heuristic arguments and the following examples
of the random variables concerning the small composite integer values of N andm:
1) N = 4,m = 2, ε = j,X1(2) = {1,−1, ε,−ε} ⇒ 1− 1 = ε− ε = 0;
2) N = 6, m = 2; ε = (−1 + j√3)/2, X1(2) = {1,−1, ε,−ε, ε2,−ε2}} ⇒
1 + ε+ ε2 = −1− ε− ε2 = 0;
3) N = 8, m = 4; ε = (1 + j)
√
2/2, X1(4) = {1,−1, j,−j, ε,−ε, ε,−ε} ⇒
1 + (−1) + j + (−j) = ε+ (−ε) + ε+ (−ε) = 0.
Some computations and heuristic arguments suggest the following conjecture.
Conjecture 3.10. Let N ≥ 3, l and m be positive integers such that 1 ≤ l ≤ N and
2 ≤ m ≤ N−1 and both integers l andm are relatively prime toN . Then the random
variable Xl(m,N) from Definition 1.2 is uniformly distributed if and only if N is a
prime number.
A Number Theory approach to some probabilistic aspects of compressive sensing
problems is given in [16].
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4. PROOFS OF THE RESULTS
In order to prove Theorem 2.4, we will need the following known identities.
Lemma 4.1. Let N and l be positive integers such that l ≤ N − 1. Take ξ = e2jlpi/N .
Then
(37)
N∑
k=1
ξk =
N∑
k=1
cos
2klpi
N
=
N∑
k=1
sin
2klpi
N
= 0.
If in addition, we suppose that N 6= 2l, then
(38)
N∑
k=1
cos
4klpi
N
=
N∑
k=1
sin
4klpi
N
= 0.
Proof. Take
ξ = cos
2lpi
N
+ j sin
2lpi
N
= e2jlpi/N , S1 =
N∑
k=1
cos
2klpi
N
and S2 =
N∑
k=1
sin
2klpi
N
.
Then by de Moivre’s formula and the equality
∑N
t=1 ξ
k = 0, we immediately obtain
S1 + jS2 =
N∑
k=1
cos
2klpi
N
+ j
N∑
k=1
sin
2klpi
N
=
N∑
k=1
(
cos
2klpi
N
+ j sin
2klpi
N
)
=
N∑
k=1
(
cos
2klpi
N
+ j sin
2klpi
N
)
=
N∑
k=1
(
cos
2lpi
N
+ j sin
2lpi
N
)k
= (since ξ 6= 1)
N∑
k=1
ξk = ξ · ξ
N − 1
ξ − 1 = 0.
The above equality shows that S1 = S2 = 0, which yields (37).
Proceeding in the same manner as above, with the argument 4klpi/N instead of
2klpi/N , and using the fact thatw := cos 4lpi
N
+j sin 4lpi
N
6= 1 (because of the assumption
that N 6= 2l), we obtain both identities of (38). 
Proof of Proposition 2.1. Proof of Proposition 2.1 immediately follows from Defini-
tion 1.2 and the identities given by (37) of Lemma 4.1. 
Proof of Theorem 2.4. For brevity, take w = e−j2lpi/N and wi = w
i for every i =
1, 2, . . . , N . Firstly, we consider the case when N and l are relatively prime integers.
Then the set Φ(l, N) defined by (3) consists of N distinct elements; namely,
(39) Φ(l, N) = {w1, w2, . . . , wN}.
Then by Definition 1.2, we have
(40) E[Xl(m,N)] =
1(
N
m
) ∑
{i1,i2,...,im}⊂{1,2,...,N}
(wi1 + wi2 + · · ·+ wim),
where the summation ranges over all subsets {i1, i2, . . . , im} of {1, 2, . . . , N} with
1 ≤ i1 < i2 < · · · < is ≤ N . Since any fixed wis with s ∈ {1, 2, . . . , N} occurs
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exactly
(
N−1
m−1
)
times in the sum on the right hand side of (40), and using the fact that∑N
i=1wi = 0, we find that
E[Xl(m,N)] =
1(
N
m
) ((N − 1
m− 1
)
w1 +
(
N − 1
m− 1
)
w2 + · · ·+
(
N − 1
m− 1
)
wN
)
(41) =
(
N−1
m−1
)(
N
m
) (w1 + w2 + · · ·+ wN) = 0,
which implies (18). Both equalities from (20) immediately follow from (18) in view
of the fact that E[Xl(m,N)] = E[Ul(m,N)] + jE[Vl(m,N)].
Ifm = 1, then clearly,Xl(1, N) is the uniform random variable withProb(Xl(1, N) =
wi) = 1/N for each i = 1, 2, . . . , N , and so |Xl(1, N)| is the constant random variable
with Prob(|Xl(1, N)| = 1) = 1. Then since by (41) E[Xl(m,N)] = 0, we have
Var[Xl(m)] = E[|Xl(m)|2]− |E[Xl(m)]|2 = 1.
The above expression coincides with the expression (19) form = 1.
Now suppose thatm ≥ 2. Then we have
(42)
E[|Xl(m)|2] = 1(N
m
) ∑
{i1,i2,...,im}⊂{1,2,...,N}
(wi1+wi2+· · ·+wim)(wi1 + wi2 + · · ·+ wim),
where the summation ranges over all subsets {i1, i2, . . . , im} of {1, 2, . . . , N} with
1 ≤ i1 < i2 < · · · < im ≤ N . Notice that after multiplication of terms on the
right hand side of (42) we obtain that in the obtained sum every factor of the form
wiw¯i = |wi|2 (i = 1, 2, . . . , N) occurs exactly
(
N−1
m−1
)
times, while every factor of the
formwtw¯s with 1 ≤ t < s ≤ N , occurs exactly
(
N−2
m−2
)
times. Accordingly, the equality
(42) becomes
(43) E[|Xl(m)|2] = 1(N
m
) ((N − 1
m− 1
) N∑
i=1
|wi|2 +
(
N − 2
m− 2
) ∑
1≤t<s≤N
wtw¯s
)
,
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whence by using the Pascal’s formula
(
N−1
m−1
)
=
(
N−2
m−2
)
+
(
N−2
m−1
)
, the facts that |wi| = 1
(i = 1, 2, . . . , N),
∑N
i=1wi = 0 and the identity
(
N
m
)
= N(N−1)
m(N−m)
(
N−2
m−2
)
, we obtain
E[|Xl(m)|2] = 1(N
m
) ((N − 2
m− 1
) N∑
i=1
|wi|2
+
((
N − 2
m− 2
) N∑
i=1
|wi|2 +
(
N − 2
m− 2
) ∑
1≤t<s≤N
wtw¯s
))
=
1(
N
m
) ((N − 2
m− 1
) N∑
i=1
|wi|2 +
(
N − 2
m− 2
) ∑
1≤t≤s≤N
wtw¯s
)
=
1(
N
m
) (N(N − 2
m− 1
)
+
(
N − 2
m− 2
)( N∑
i=1
wi
)(
N∑
s=1
w¯i
))
=
N
(
N−2
m−1
)(
N
m
) = N(N−2m−1)
N(N−1)
m(N−m)
(
N−2
m−1
) = m(N −m)
N − 1 .
From the above expression and (18) we have
(44) Var[Xl(m)] = E[|Xl(m)|2] = m(N −m)
N − 1 .
This proves the expression (19).
It remains to prove the expressions (20) and (21). Since w = e−j2lpi/N , we have
that the real and imaginary part of wk are respectively equal to ℜ(wk) = cos 2klpi
N
and
ℑ(wk) = − sin 2klpi
N
for every k = 1, 2, . . . , N . Then by using the same argument
applied in the proof of (19) and the assumptions that 1 ≤ l ≤ N − 1 and N 6= 2l, we
obtain the following analogous equality to (43):
E[(Ul(m))
2] =
1(
N
m
) ((N − 2
m− 1
) N∑
k=1
cos2
2klpi
N
+
((
N − 2
m− 2
) N∑
k=1
cos2
2klpi
N
+
(
N − 2
m− 2
) ∑
1≤t<s≤N
cos
2tlpi
N
cos
2slpi
N
))
=
1(
N
m
)
(N − 2
m− 1
) N∑
k=1
cos2
2klpi
N
+
(
N − 2
m− 2
)( N∑
t=1
cos
2tlpi
N
)2
(45) =
(
N−2
m−2
)(
N
m
) N∑
k=1
cos2
2klpi
N
=
(
N−2
m−2
)(
N
m
) N∑
k=1
(
1 + cos 4klpi
N
2
)
=
(
N−2
m−2
)(
N
m
) (N
2
+
N∑
k=1
cos
4klpi
N
)
=
(
N−2
m−2
)(
N
m
) · N
2
=
(
N−2
m−2
)
N(N−1)
m(N−m)
(
N−2
m−2
) · N
2
=
m(N −m)
2(N − 1) .
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This proves the first equality of (20). Using this equality, (44) and the equality
E[|Xl(m)|2] = E[(Ul(m))2] + E[(Vl(m))2],
we obtain
E[(Vl(m))
2] =
m(N −m)
2(N − 1) .
which together with (45) implies (21). This completes proof of Theorem 2.4. 
Proof of Corollary 2.5. In order to prove Corollary 2.5, observe that by (21) of Theo-
rem 2.4, we have
E[(Xl(m))
2] = E[(Ul(m))
2] + E[(Vl(m))
2]− 2jE[Ul(m)Vl(m)]
=
m(N −m)
N − 1 − 2jE[Ul(m)Vl(m)].
Therefore, the equalities (22) are equivalent to the following one:
(46) E[Ul(m)Vl(m)] = 0.
Observe that
E[Ul(m)Vl(m)]
(47) =
1(
N
m
) ∑
{k1,k2,...,km}⊂{1,2,...,n}
{s1,s2,...,sm}⊂{1,2,...,n}
(
cos
2k1lpi
N
+ cos
2k2lpi
N
+ · · ·+ cos 2kmlpi
N
)
×
(
sin
2s1lpi
N
+ sin
2s2lpi
N
+ · · ·+ sin 2smlpi
N
)
,
where the summation ranges over all subsets {k1, k2, . . . , km} and {s1, s2, . . . , sm} of
{1, 2, . . . , n} with 1 ≤ k1 < k2 < · · · < km ≤ N and 1 ≤ s1 < s2 < · · · <
sm ≤ N . After multiplication of terms on the right hand side of (47) we obtain that in
the obtained sum every factor of the form cos 2klpi
N
sin 2slpi
N
(k, s = 1, 2, . . . , N) occurs
exactly
(
N−1
m−1
)2
times in related sum. Therefore, by using the trigonometric identity
cosα sin β = (sin(α + β) + sin(β − α))/2 and the identity (37) of Lemma 4.1, we
have
E[Ul(m)Vl(m)] =
1(
N
m
)2
((
N − 1
m− 1
)2 N∑
k=1
N∑
s=1
cos
2klpi
N
sin
2slpi
N
)
=
1
2
(
N
m
)2
((
N − 1
m− 1
)2 N∑
k=1
N∑
s=1
(
sin
2(k + s)lpi
N
+ sin
2(s− k)lpi
N
))
=
1
2
(
N
m
)2
(
N∑
k=1
N∑
s=1
sin
2(k + s)lpi
N
+
N∑
k=1
N∑
s=1
sin
2(s− k)lpi
N
)
(because of the periodicity of the function sin x)
=
1
2
(
N
m
)2
(
N ·
N∑
s=1
sin
2slpi
N
+N ·
N∑
s=1
sin
2slpi
N
)
= 0.
Hence, the equality (46) holds and the proof of the corollary is completed. 
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Proof of Corollary 2.6. . Both equalities given by (23) immediately follow from the
expressions (20) and (21) of Theorem 2.4, taking into account thatVar[X2] = E[X2]−
(E[X ])2 holds for arbitrary real-valued random variable X with the expected value
E[X ] and the variance Var[X ]. 
Proof of Theorem 2.8. Take w = e−j2lpi/N . Then the multiset Φ(l, N) defined by (3)
can be written as
Φ(l, N) = {1, w, w2, . . . , wN−1}.
Notice that by Definition 1.2, the random variableXl(m) is “uniformly” defined on the
set Σm of allm-element sums of Φ(l, N), i.e., on the set consisting of all sums formed
of some m elements of the set Φ(l, N). Therefore, the random variable (Xl(m))
k is
“uniformly” defined on the set
Sk := {(wi1 + wi2 + · · ·+ wim)k : 0 ≤ i1 < i2 < · · · < im ≤ N − 1}.
Notice that the set Sk is invariant under multiplication by w
k, i.e., there holds
wkSk := {wkz : z ∈ Sk} = Sk.
Accordingly, and taking into account that the random variable Xl(m) is “uniformly”
defined on the set Σm in the sense that Prob (Xl(m) = z) = 1/
(
N
m
)
for each z ∈
Σm, we conclude that the random variables (Xl(m))
k and wk(Xl(m))
k have the same
distribution. Therefore, we have
E[(Xl(m))
k] = E[wk(Xl(m))
k],
whence taking E[wk(Xl(m))
k] = wkE[(Xl(m))
k], we obtain
(1− wk)E[(Xl(m))k] = 0.
Since by the assumption of the theorem, k is not divisible by N/ gcd(N, l), it follows
that kl/N is not an integer and thus, wk = cos 2klpi
N
− j sin 2klpi
N
6= 1. In view of this
fact, the above equality yields
E[(Xl(m))
k] = 0,
as desired. 
Proof of Proposition 2.10. For brevity, take w = e−2jlpi/N . First notice that the asser-
tion holds for l = 0 sinceX0(m) is the constant random variable such that
Prob (X0(m) = m) = 1.
Now suppose that 1 ≤ l ≤ N − 1. By definition of E[(Xl(m))k] and using the
additive property for the expectation, we find that
(48) E[(Xl(m))
k] =
1(
N
m
) ∑
{i1,i2,...,im}⊂{1,2,...,N}
(wi1 + wi2 + · · ·+ wim)k,
where the summation ranges over all subsets {i1, i2, . . . , im} of {1, 2, . . . , N}with 1 ≤
i1 < i2 < · · · < im ≤ N . Consider the polynomial Pk(x1, . . . , xN ) ∈ R[x1, . . . , xN ]
of N real variables x1, . . . , xN defined as
(49) Pk(x1, . . . , xN) =
1(
N
m
) ∑
{i1,i2,...,im}⊂{1,2,...,N}
(xi1 + xi2 + · · ·+ xim)k,
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where the summation ranges over all subsets {i1, i2, . . . , im} of {1, 2, . . . , N} with
1 ≤ i1 < i2 < · · · < im ≤ N . Clearly, Pk is a homogeneous symmetric polyno-
mial of degree k. Let us recall that a polynomial in n real (or complex) variables,
P (x1, . . . , xn) ∈ R[x1, . . . , xn] (or P (x1, . . . , xn) ∈ C[x1, . . . , xn]) is known as a sym-
metric polynomial if for any permutation σ of the set {1, 2, . . . , n}, P (xσ(1), . . . , xσ(n)) =
P (x1, . . . , xn).
Then by fundamental theorem of symmetric functions, the polynomial Pk defined by
(49) can be expressed as a polynomial in the elementary symmetric polynomials on the
variables x1, . . . , xN , i.e.,
(50) Pk(x1, . . . , xN) = Qk(σ1, . . . , σN),
where Qk is a polynomial in R[x1, . . . , xN ] and σs (s = 1, . . . , N) are elementary
symmetric polynomials in R[x1, . . . , xN ] defined as
σs(x1, . . . , xN) =
∑
{i1,i2,...,is}⊂{1,2,...,N}
xi1 · · ·xis ,
where the summation ranges over all subsets {i1, . . . , is} of {1, . . . , N} with 1 ≤
i1 < · · · < is ≤ N . The N th power sum (or the N th power symmetric function)
pn ∈ R[x1, . . . , xN ] is defined as
pn(x1, . . . , xN ) =
N∑
i=1
xni .
Then by Newton’s identities (also known as the Newton-Girard formula; see, e.g., [9];
cf. [10, Lemma 2.1]), for all n ≥ 1 there holds
(51)
pn(x1, . . . , xN ) = (−1)n−1nσn(x1, . . . , xN ) +
n−1∑
i=1
σn−i(x1, . . . , xN )pi(x1, . . . , xN ).
Let us recall that the formulae (49), (50) and (51) are also valid for the complex
values xk = w
k (k = 1, . . . , N). Accordingly, for all n ∈ N we have
(52) pn(w, . . . , w
N) =
N∑
k=1
wkn =
{
0 if n is not divisible by N
gcd(N,l)
N if n is divisible by N
gcd(N,l)
.
We will prove by induction on n ≥ 1 that σn(w, . . . , wN) is a real number for all
n ∈ N. For n = 1 we have
σ1(w, . . . , w
N) =
N∑
t=1
wt = 0,
and thus, the induction base holds. Suppose that σi(w, . . . , w
N) is a real number for
each i ≥ 1 less than n. Then by the identity (51), we have
σn(x1, . . . , xN)
=
(−1)n−1
n
(
pn(x1, . . . , xN )−
n−1∑
i=1
σn−i(x1, . . . , xN)pi(x1, . . . , xN)
)
.
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The above formula with (w, . . . , wN) instead of (x1, . . . , xN) together with the equal-
ities (52) and the induction hypothesis implies that σn(w, . . . , w
N) is a real number,
which finishes the induction proof. Hence, if we substitute xk = w
k (k = 1, 2, . . . , N)
into (49) and (50) and ak = σk(w, . . . , w
N) into (50) (k = 1, . . . , N), and comparing
then (48) and (49), we immediately obtain
E[(Xl(m))
k] = Qk(a1, . . . , aN).
Since a1, . . . , aN and the all coefficients of the polynomial Qk are real numbers, we
conclude thatQk(a1, . . . , aN) is also a real number. Therefore, from the above equality
it follows that E[(Xl(m))
k] is a real number. This completes proof of the proposition.

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