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2 関連研究　-Sequence to Sequence-
Seq2Seqモデルは単語列の Encoder（青色部分）と Decoder
（黄色部分）の 2 つの RNN で構成される．まず Encoder 側で
入力文（図 1中 \ABC"）から特徴ベクトルを求める．次に文の








の計算方法は式 (1)～式 (3) の通りである．ここで hs，ht は
それぞれ Encoder，Decoder の隠れベクトル，Wc は学習パラ
メータを指す．Encoder 側の隠れ層を荷重 at(s) で加重平均し
た文脈ベクトル ct を求め， ~ht より出力を予想する．score は












~ht = tanh(Wc[ct;ht]) (3)
4 計算機シミュレーション
4.1 シミュレーション方法








は式 (4) によって与えられる．学習には RNN より長期依存を
学習できるよう，中間層に忘却・更新ゲートを導入した Gated
Recurrent Unit（GRU）を用いた．またミニバッチ学習という，
学習データ N個の内，ランダムな n（ N）個のデータを用いて
学習を行う方法を取り入れた．今回ミニバッチは 8 である．そ
の他の条件は表 1の通りである．
perplexity = eloss (4)
表 1 パラメータ設定
パラメータ 設定値 パラメータ 設定値
学習率 0.05 隠れ層のユニット数 512
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