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BLOW-UP SOLUTIONS FOR L2-SUPERCRITICAL GKDV
EQUATIONS WITH EXACTLY k BLOW-UP POINTS
YANG LAN
Abstract. In this paper we consider the slightly L2-supercritical gKdV equa-
tions ∂tu + (uxx + u|u|p−1)x = 0, with the nonlinearity 5 < p < 5 + ε and
0 < ε≪ 1. In the previous work of the author, we know that there exists a sta-
ble self-similar blow-up dynamics for slightly L2-supercritical gKdV equations.
Such solution can be viewed as solutions with single blow-up point. In this
paper we will prove the existence of solutions with multiple blow-up points,
and give a description of the formation of the singularity near the blow-up
time.
1. Introduction
1.1. Setting of the problem. We consider the following gKdV equations:{
∂tu+ (uxx + u|u|p−1)x = 0, (t, x) ∈ [0, T )× R,
u(0, x) = u0(x) ∈ H1(R),
(1.1)
with 1 ≤ p < +∞.
From the result of C. E. Kenig, G. Ponce and L. Vega [10] and N. Strunk [33],
(1.1) is locally well-posed in H1 and thus for all u0 ∈ H1, there exists a max-
imal lifetime 0 < T ≤ +∞ and a unique solution u(t, x) ∈ C([0, T ), H1(R)) to
(1.1). Besides, we have the blow-up criterion: either T = +∞ or T < +∞ and
limt→T ‖ux(t)‖L2 = +∞.
(1.1) admits two conservation laws, i.e. the mass and energy:
M(u(t)) =
∫
|u(t, x)|2 dx = M(u(0)),
E(u(t)) =
1
2
∫
|u(t, x)|2 dx− 1
p+ 1
∫
|u(t, x)|p+1 dx = E(u(0)).
For all λ > 0, uλ(t, x) = λ
2
p−1u(λ3t, λx) is also a solution. Moreover, the H˙σc
norm of the initial data with the index:
σc =
1
2
− 2
p− 1 , (1.2)
is invariant under this scaling.
We introduce the ground state Qp, which is the unique radial nonnegative func-
tion with exponential decay at infinity to the following equation:
Q′′p −Qp +Qp|Qp|p−1 = 0. (1.3)
Key words and phrases. KdV, supercritical, blow-up, multiple blow-up points, topological
argument.
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Qp plays a distinguished role in the analysis. It provides a family of travelling wave
solutions:
u(t, x) = λ
2
p−1Qp(λ(x − λ2t− x0)), (λ, x0) ∈ R∗+ × R.
For p < 5 or equivalently σc < 0, (1.1) is called L
2 subcritical. The mass and
energy conservation laws imply that the solution is always global and bounded in
H1.
For p = 5, the solution is called L2 critical. From variation arguments [34],
we know that if ‖u0‖L2 < ‖Q5‖L2 , then the solution to (1.1) is always global and
bounded in H1.
While for ‖u0‖L2 ≥ ‖Q5‖L2 , blow up may occurs. The blow up dynamics for
solution with slightly supercritical mass:
‖Q5‖L2 < ‖u0‖L2 < ‖Q5‖L2 + α∗ (1.4)
has been developed in a series paper of Martel and Merle [14, 15, 16, 26]. In
particular, they obtain the existence of blow up solutions with negative energy, and
the classification of the ground state Q5 as the unique global attractor for blow up
solutions in H1.
In [17, 18, 19, 20], Martel, Merle, Nakanishi and Raphae¨l, give a comprehensive
study of the asymptotic dynamics near the ground state: classification of the flow
near soliton; existence of the minimal mass blow up solutions; exotic blow up regime;
condimension 1 threshold manifold for unstable regime.
1.2. On the supercritical problems. Let us consider the focusing L2 supercrit-
ical nonlinear Schro¨dinger equations (NLS){
i∂tu+∆u+ u|u|p−1 = 0, (t, x) ∈ [0, T )× Rd,
u(0, x) = u0(x) ∈ H1(Rd),
(NLS)
with 1+ 4d < p < +∞. The blow up dynamics for supercritical NLS is mostly open.
Only until recently, a few special examples are known. From [28, 31, 32], there
exist blow-up solutions with log-log blow up rate for p = 5 and d ≥ 2 with radial
initial data. From [7, 35], there exist blow-up solutions with cylindrically symmetry
blowing up at log-log blow up rate for p = 3 and d ≥ 3. In cite In [27], Merle,
Raphae¨l and Szeftel construct a stable self-similar blow up dynamics for slightly
supercritical nonlinearity in low dimensions (i.e. d ≤ 5).
For supercritical gKdV equations the existence of blow up solution in energy
spaceH1 has been a long standing open problem. Numerical simulation [4] suggests
the existence of self-similar blow up solution in the slightly L2 supercritical case1 ,
where a self similar solution is a solution of the following form:
u(t, x) ∼ 1
[3b(T − t)] 23(p−1)
Vb
(
x
3
√
3b(T − t)
)
,
where b > 0. Direct computation shows that Vb should be a solution to the following
ODE2:
bΛVb + (V
′′
b − Vb + Vb|Vb|p−1)′ = 0. (1.5)
1From [16], there is no self-similar blow up solutions for L2 critical gKdV with slightly super-
critical mass.
2See Section 1.6 for the definition of “Λ”.
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The exact solution of (1.5) in slightly supercritical case has been constructed by
H. Koch [11]. It is related to an eigenvalue problem, i.e. for all p > 5 close enough
to 5, there exists a unique b = b(p) > 0 such that a unique solution Vb to (1.5) can
be found. Hence, this Vb leads to a self-similar blow up solution to (1.1) directly.
But unfortunately, the exact solution Vb constructed in [11], has a slowly decaying
tail:
Vb(y) ∼ 1|y| 12−σc , as |y| → +∞.
Thus, Vb belongs to L
p+1∩ H˙1, but always misses the critical Sobolev space H˙σc
(hence L2), which makes it impossible to obtain a stability result for the exact self-
similar blow up solution. Since, for typical Cauchy problem like (1.1), we can only
expect a stability result in a Cauchy space, i.e. a space where local wellposedness
holds. In our case, natural Cauchy spaces are the critical Sobolev space H˙σc and
the energy space H1 from [10], while Vb is not in neither of them. Hence, we cannot
use the profile Vb directly.
Despite the slowly decaying tail of Vb, we can choose a suitable cut-off of Vb
as an approximation, such that it is bounded in L2 with exponential decay on the
right. Based on this approximate self-similar profile, Lan [13] has construct a stable
self-similar blow-up dynamics for slightly L2 supercritical gKdV:
Theorem 1.1 (Existence and stability of a self-similar blow-up dynamics). There
exists a p∗ > 5 such that for all p ∈ (5, p∗), there exist constants δ(p) > 0 and
b∗(p) > 0 with
lim
p→5
δ(p) = 0 (1.6)
b∗(p) =
4π2
Γ(1/4)4
(p− 5) +O(|p− 5|2), as p→ 5 (1.7)
and a nonempty open subset Op in H1 such that the following holds. If u0 ∈ Op,
then the corresponding solution to (1.1) blows up in finite time 0 < T < +∞, with
the following dynamics: there exist geometrical parameters (λ(t), x(t)) ∈ R∗+ × R
and an error term ε(t) such that:
u(t, x) =
1
λ(t)
2
p−1
[Qp + ε(t)](x− x(t)
λ(t)
)
(1.8)
with
‖εy(t)‖L2 ≤ δ(p). (1.9)
Moreover, we have:
(1) The blow-up point converges at the blow-up time:
x(t)→ x(T ) as t→ T, (1.10)
(2) The blow-up speed is self-similar:
∀t ∈ [0, T ), (1− δ(p)) 3
√
3b∗(p) ≤ λ(t)
3
√
T − t ≤ (1 + δ(p))
3
√
3b∗(p). (1.11)
(3) The following convergence holds:
∀q ∈ [2, qc), u(t)→ u∗ in Lq as t→ T , (1.12)
where qc =
p−1
2 .
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(4) The asymptotic profile u∗ displays the following singular behavior:(
1− δ(p)) ∫ Q2p ≤ 1R2σc
∫
|x−x(T )|<R
|u∗|2 ≤ (1 + δ(p)) ∫ Q2p. (1.13)
for R small enough. In particular, we have for all q ≥ qc:
u∗ /∈ Lq.
1.3. Blow up solution with multiple blow up points. The existence of large
blow up solution is mostly open. One way to construct such solution is to consider
blow up solutions with multiple blow up points. There are several examples:
• Merle [24] for L2 critical NLS with conformal blow up rate;
• Planchon, Raphae¨l [30] and Fan [5] for L2 critical NLS with log-log blow
up rate;
• Merle [25] and Merle, Zaag [29] for nonlinear heat equation with ODE blow
up rate.
Such constructions correspond to the weak interaction case, i.e. the interaction
between the bubbles does not change the blow up rate of each bubble. There are
also some examples for strongly interacting bubbles:
• Martel, Raphae¨l [23] for L2 critical NLS;
• Corta´zar, Del Pino, Musso [2] for energy critical nonlinear heat equations
in domain;
• Jendrej [9, 8] for focusing energy critical wave equations.
The goal of this paper is to construct blow up solutions for slightly supercritical
gKdV with multiple bubbles, and each bubble concentrates at a finite point. First,
we need to give the definition of the blow up point for solution to (1.1).
Definition 1.2. Let u(t) be a solution of (1.1), which blows up in finite time T .
The blow-up set of u(t) is the set of all the points z such that:
lim inf
R→0
(
lim inf
t→T
1
R2σc
∫
|x−z|<R
|u(t)|2
)
≥ 1
2
∫
Q2p.
Remark 1.3. From the definition, the blow-up set is “invariant” under the symmetry
of the equation. More precisely, consider a solution u(t) of (1.1), which blows-up
in finite time T with blow-up set B. Then for all λ0 > 0, x0 ∈ R,
u¯(t, x) =
1
λ
2
p−1
0
u
(
t
λ30
,
x− x0
λ0
)
,
is still a solution to (1.1), which blows up in finite time T¯ = λ30T . Moreover, its
blow-up set is exactly:
B¯ =
{
λ0x+ x0|x ∈ B
}
.
Remark 1.4. For all solution u(t) mentioned in Theorem 1.1, we can see from the
proof of (1.13) in [13],
lim sup
R→0
lim
t→T
1
R2σc
∫
|x−z0|<R
|u(t)|2 ≤ δ(p), for all z0 6= x(T ),
1
R2σc
∫
|x−x(T )|<R
|u(t)|2 ∼
∫
Q2p, for R small enough.
Therefore, the blow up set of u(t) is exactly {x(T )}.
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1.4. Statement of the main theorem.
Theorem 1.5 (Main Theorem). There exist universal constants p∗ > 5, c > 0
such that for all p ∈ (5, p∗), k ∈ N+, if 2 ≤ k ≤ c| log(p−5)|, then for all k pairwise
distinct points x1, x2, . . . , xk ∈ R, there exists u0 ∈ C∞0 , such that the corresponding
solution u(t) of (1.1), blows up in finite time T < +∞. And for t close to T , there
exist scaling parameters λj(t) ∈ R+ and an error term u˜(t, x) with
u(t, x) =
k∑
j=1
1
λ
2
p−1
j (t)
Qp
(
x− xj
λj(t)
)
+ u˜(t, x). (1.14)
Here for all j = 1, . . . , k, and t close to T ,
(1− δ(p)) 3
√
b∗(p) ≤ λj(t)
3
√
T − t ≤ (1 + δ(p))
3
√
b∗(p), (1.15)
λj(t)
1−σc‖u˜x(t)‖L2 ≤ δ(p), (1.16)
where δ(p) and b∗(p) are the universal constants introduced in Theorem 1.1. Hence
the blow-up rate is self-similar, i.e.
c0(p)k
(T − t)(1−σc)/3 ≤ ‖ux(t)‖L2 ≤
C0(p)k
(T − t)(1−σc)/3 , (1.17)
for t close to T . Here 0 < c0(p) < C0(p) are two constants depending only on p.
Moreover, the blow-up set of u(t) is exactly {x1, x2, . . . , xk}.
Comments on Theorem 1.5:
1. Large blow up solutions. For solutions constructed in Theorem 1.5, we know
from the proof of Theorem 1.5 that ‖u0‖Lqc ∼ k‖Qp‖Lqc . For p close enough to 5,
c| log(p − 5)| is large, thus we prove the existence of blow up solutions with large
initial data (i.e. the critical Lebesgue norm is comparable to | log(p−5)|) for slightly
supercritical gKdV equations.
2. Higher regularity for multiple bubble blow up solutions. The initial data of the
solutions constructed in Theorem 1.5 is in C∞0 . However, the results of Theorem
1.5 hold true for u0 ∈ Ok,p ⊂ H2, where Ok,p is an infinite subset in H2 containing
functions which are not in C∞0 . Here, we will see in Section 3.1, in the multiple
bubble case (i.e. k ≥ 2), the minimal requirement on the regularity of the initial
data is u0 ∈ H2. This is in contrast with the single bubble case, where H1 is
enough for the analysis3. For the multiple bubble case, the H2 regularity on the
initial data is used to control the error term between the blow-up points4.
3. On the multiple bubble problem. There are two approach to this kind of
problem:
- The first approach is that we work from the the asymptotic expansion and move
the time backward to obtain a suitable initial data. This approach is suitable when
estimates are reversible (do not depend on whether the time move back or forward).
Typical example for this approach is [24] for L2 critical NLS.
- The second approach is that we work directly from the initial data to achieved
the result. Since we have to deal with some instability directions (for example the
translation of the blow-up point), we will need to adjust some finite dimensional
3From Theorem 1.1, in the single bubble case, the initial data set is a nonempty open subset
in H1, hence containing functions which are not in H2.
4See the proof of (3.11).
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parameters to have the right initial data (the so-called topological argument). These
approach is suitable when the estimates we are dealing with are only for time moving
forward, due to a parabolic effect. We conclude the proof by adjusting the finite
dimensional parameters using a Brouwer type theorem. There are several examples
of this approach: [5, 23, 25, 29] for multiple bubble blow up solutions, [3, 12, 21, 22]
for multi-soliton solutions.
While for supercritical gKdV, the estimates we are dealing with are only for
time moving forward due to a hidden parabolic nature of the Airy equation, so
it is natural to take the second approach. We mention here, due to the use of a
topological argument, the solutions obtained in Theorem 1.5 is not expected to be
stable.
4. Blow up speed. The blow up solution constructed in Theorem 1.5 corresponds
to the weak interaction case, i.e. the blow up speed is still self-similar, same as the
single bubble case. The existence of blow up solution to supercritical gKdV with
blow up rate other than self-similar still remains open.
1.5. Outline of the proof. The main idea in this paper is to construct a solution
which behaves like a decoupled sum of k self-similar blow-up solutions constructed
in Theorem 1.1. To do this, we start with a nonempty open subset of initial data
Uk,p ⊂ H2, consisting of H2 functions which can be written as a decoupled sum
of bubbles. Then we establish the geometrical decomposition and the modulation
estimates for the corresponding solutions just like what we do in [13]. Next we use a
topological argument to show that there exists a nonempty subset Ok,p ⊂ Uk,p, such
that the corresponding solution has exactly k blow-up points. Here for technical
reasons, we have to assume that the distance between the blow-up points is large.
Finally, by another topological argument and a standard argument of scaling, we
can show that the blow-up points can be chosen arbitrarily. To be specific, we have
the following steps:
1.5.1. Geometrical decomposition and modulation estimate (Section 2). We start
with initial data which can be written as a decoupled sum of bubbles plus a small
error term, i.e.
u0(x) =
k∑
j=1
1
λ
2
p−1
j,0
Qbj,0
(
x− xj,0
λj,0
)
+ u˜0(x), (1.18)
where Qb is the self-similar profile constructed in [13]. Moreover, we assume that
min
1≤i6=j≤k
|xi,0 − xj,0| ≥ b−100c , (1.19)
where bc is some universal constant with bc ∼ p− 5 > 0.
We then apply the standard argument of implicit function theory to establish
the following geometrical decomposition on some time interval [0, T ∗):
u(t, x) =
k∑
i=1
1
λi(t)
2
p−1
Qbi(t)
(
x− xi(t)
λi(t)
)
+ u˜(t, x), (1.20)
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with some orthogonality conditions on the error term u˜. Here the formal ODE
system of the parameters (λj(t), bj(t), xj(t)) is
1
λj
dλj
dsj
+ bj = 0,
1
λj
dxj
dsj
− 1 = 0,
dbj
dsj
= 0,
for all j = 1, . . . , k. (1.21)
Following from similar arguments as in [13] and [18], we can show the following
modulation estimates (which can be viewed as an approximation of (1.21)) hold:∣∣∣∣ 1λj dλjdsj + bj
∣∣∣∣+ ∣∣∣∣ 1λj dxjdsj − 1
∣∣∣∣ . b2c + ‖εj‖H1loc , (1.22)∣∣∣∣dbjdsj + cp(bj − bc)bc
∣∣∣∣ . b 52c + bc‖εj‖H1loc , (1.23)
sj(t) =
∫ t
0
1
λ3j(τ)
dτ, εj(t, y) = λ
2
p−1
j (t)u˜
(
t, λj(t)y + xj(t)
)
,
for all 1 ≤ j ≤ k, as along as the geometrical decomposition (1.20) holds.
1.5.2. Construction of the initial data set (Section 2). In Section 2, we will con-
struct the set of initial data which leads to multiple bubble blow-up solutions. We
start from the formal ODE system (1.21). We assume that bj(0) > 0 for all
5
j = 1, . . . , k. We can see the solution to (1.21) is:
λj(t) =
3
√
3bj(0)(Tj − t), bj(t) = bj(0),
for all j = 1, . . . , k and for all t < minj Tj, where
Tj =
λ3j(0)
3bj(0)
> 0.
Clearly, the solution has multiple blow-up points if and only if T1 = . . . = Tk, or
equivalently
λ31(0)
3b1(0)
= · · · = λ
3
k(0)
3bk(0)
. (1.24)
That is to say a special condition on the initial data is needed to ensure the solution
has exactly k blow-up points. We can also see that the condition (1.24) is not stable
under small perturbation in H2.
While for the approximation system (1.22) and (1.23), it seems hard to find
an explicit description (similar as (1.24)) of the corresponding condition on the
initial data. However, we may still use a standard topological argument to show
the existence of such a condition.
More precisely, we can find an infinite subset Ok,p ⊂ Uk,p such that
1
2k+1
≤ λi(t)
λj(t)
≤ 2k+1, (1.25)
5This is ensured by the choice of the open set Uk,p.
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for all j = 1, . . . , k as long as the geometrical decomposition holds. Here Ok,p is
defined as following6 :
Ok,p =
{
u0 =
1
λ
2
p−1
1,0
Qb1,0
(
x− x1,0
λ1,0
)
+
k∑
j=2
1
(λ∗j,0)
2
p−1
Qbj,0
(
x− xj,0
λ∗j,0
)
+ u˜0(x),
∣∣∣(~b0, ~x0, u˜0, λ1,0) is admissible.}
where {λ∗j,0}kj=2 depend continuously on (~b0, ~x0, u˜0, λ1,0). Here u˜0 is an H2 function
which is only assume to be small7. This is done by a standard topological argument8.
From (1.25), we can see that if the solution blows up in finite time, and the
geometrical decomposition holds for all time, then the solution has exactly k blow-
up points. Hence, a good control on the error term is required.
1.5.3. Estimates on εj by using monotonicity tools (Section 3). In Section 3, we will
derive some crucial control of the error term εj, for all 1 ≤ j ≤ k. More precisely,
for all9 sj ∈ [0, s∗j ), ∫
κB<y<b−20c
(
εj(sj)
)2
y
. b
55
7
c , (1.26)
d
dsj
Fj + µ
B
‖εj‖2H1loc . b
7
2
c , (1.27)
where κ, µ > 0 are some universal constants, B = b
−1/20
c is a large constant and
Fj =
∫ [
(εj)
2
yψB + ε
2
jζB −
2
p+ 1
(|εj +Qbj |p+1 −Qp+1bj − (p+ 1)εjQpbj)ψB],
for some well chosen weight function (ψB, ζB). S The derivation of these estimates
follows from almost the same strategy and computation as in [13, Section 4, Section
5], which is developed originally in [16] and [18]. The key observation is that the
interaction of the bubbles:
1
λ
2
p−1
j (t)
Qbj(t)
(
x− xj(t)
λj(t)
)
,
is extremely small due to the assumption of (1.19). For all j = 1, . . . , k, we may
ignore the bubbles with an index other than j, due to the choice of the weigh
function. Then the estimate of the error term is exactly the same to the single
blow-up point case.
There are only two different things. One is that we need the H2 assumption to
estimate εj on the interval between the blow-up points (clearly, there is no such
interval in the single blow-up point case). The other one is that the error term
u˜ behaves like a sum of k error terms introduced in [13]. So if k is too large, we
cannot obtain the smallness of any global norm10 of εj. That’s why we need to add
a restriction on k.
6See Section 2.4 for the definition of “admissible”.
7Hence, one may chose u˜0 ∈ C∞0 , so that we have u0 ∈ C
∞
0
.
8See Lemma 2.11 for more details.
9See Section 2.3 for the definition of s∗j .
10For example, (2.54) and (2.55).
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1.5.4. End of the proof (Section 4 and Section 5). Following from similar argument
as in [13, Section 6.1], the modulation estimates (1.22), (1.23) and the estimates on
the error term obtained in Section 3, we can see that for u0 ∈ Ok,p, the correspond-
ing solution blows up in finite time T . We will also see that the translation param-
eters {x1(t), . . . , xk(t)} converge to k pairwise distinct points {x1(T ), . . . , xk(T )}
as t→ T . Moreover, the blow-up set is exactly {x1(T ), . . . , xk(T )}.
Hence, we have already constructed solutions blow-up in finite time with exactly
k blow-up points, where the distance between the blow-up points is large11. Then we
can show that Theorem 1.5 follows from Proposition 2.16 by standard arguments.
Indeed for k given pairwise distinct points {x1, . . . , xk}, we first assume that the
distance between them is large enough, i.e.
min
1≤i6=j≤k
|xi − xj | ≥ b−120c .
Based on the following two facts
(1) the blow-up points are continuously depend on the initial data in Ok,p (due
to the continuity of the functions Fj , j = 2, . . . , k);
(2) the blow-up points are not too far away from the the translation parameters,
i.e.
max
1≤j≤k
|xj(0)− xj(T )| . b−1c , (1.28)
we can construct blow-up solutions whose blow-up set is exactly the set of these k
points by a topological argument12 (different from the one that is used to construct
the set Ok,p).
While for arbitrarily given k pairwise distinct points, from Remark 1.3, we may
use an argument of scaling to reduce to the case where the distance between the
points is large. Thus, we conclude the proof of Theorem 1.5.
1.6. Notations. We first introduce the scaling generator:
Λf =
2
p− 1f + yf
′. (1.29)
We denote the L2 scalar product by:
(f, g) =
∫
R
f(x)g(x)dx (1.30)
and observe the integration by parts:
(Λf, g) = −(f,Λg + 2σcg). (1.31)
Then we let Qp be the ground state. For p = 5, we simply write Qp as Q. We
introduce the linearized operators at Qp:
Lf = −f ′′ + f − pQp−1p f. (1.32)
A standard computation leads to:
L(Q′p) = 0, L(ΛQp) = −2Qp. (1.33)
We also denote by
ν =
1
1000
> 0, (1.34)
a small universal constant.
11See (2.52) for more details.
12See Lemma 5.1 for more details.
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Next, we denote by A . B (A & B), if there exists a universal constant13 C > 0
such that
A ≤ CB (A ≥ 1
C
B). (1.35)
Finally, we denote by δ(p) a small positive constant such that:
lim
p→5
δ(p) = 0. (1.36)
Acknowledgement. The author is grateful for his supervisors F. Merle & T.
Duyckaerts for suggesting this problem and giving a lot of guidance. The author
also thanks H. Koch for very helpful discussion about the self-similar profile.
2. Modulation estimate and Topological argument
2.1. Self-similar profile. Let us first recall the properties of the self-similar profile
Qb constructed in [13]:
Proposition 2.1 (H. Koch, [11]). There exists p∗ > 5, b∗ > 0 and 2 smooth maps:
γ(b, p) : [0, b∗) × [5, p∗) → R, v(b, p, y) : [0, b∗) × [5, p∗) × R → R, such that the
following holds:
(1) The self-similar equation:
b
(
(1 + γ(b, p))v + xv′
)
+ (v′′ − v + v|v|p−1)′ = 0, (2.1)
(v(b, p, ·),Q′p(·)) = 0, v(b, p, y) > 0. (2.2)
(2) For all p ∈ [5, p∗), there exists a unique b = b(p) ∈ [0, b∗) such that:
γ(b(p), p) = −1 + 2
p− 1 , b(5) = 0, (2.3)
Moreover,
db(p)
dp
∣∣∣∣
p=5
=
‖Q‖2L2
‖Q‖2L1
=
4π2
Γ(1/4)4
> 0, (2.4)
∂γ
∂b
∣∣∣∣
b=b(p)
= − ‖Qp‖
2
L1
8‖Qp‖2L2
+O(|p − 5|) < 0, (2.5)
1
2
∫
|vy(b(p), p, y))|2dy − 1
p+ 1
∫
|v(b(p), p, y)|p+1dy = 0. (2.6)
(3) v(b, p, ·) ∈ H˙1 ∩ Lp+1, v(b, p, ·) /∈ L2 if b > 0 and v(0, p, y) = Qp(y).
Moreover, let
wp(b, y) = v(b, p, y)−Qp(y),
then for all k, n ∈ N there holds:
|wp(b, y)| .

e−
1
3b (1 + b−2/3|1− by|)−1−γ if y > b−1,
b exp( 13b [(1 − by)3/2 − 1]) if b−1 ≥ y > 0,
b(1− by)−1−γ if y ≤ 0,
(2.7)
|∂ky∂nb v| .

e−
1
3b (1 + b−2/3|1− by|)−1−γ−k if y > b−1,
e−
y
10 if 0 ≤ y ≤ b−1,∣∣∂ky∂nb (b(1− by)−1−γ)∣∣+ ey if y ≤ 0. (2.8)
13In this paper, “universal constant” means a constant which does not depend on p and k.
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For p∗ > p > 5 fixed, we denote by bc = b(p) ∼ p − 5. We choose a smooth
cut-off function χ, such that χ(y) = 0 if |y| > 2, χ(y) = 1 if |y| < 1. We define the
localized profile as follows:
Qb(y) = v(b, p, y)χ(bcy).
Then Qb has the following properties:
Lemma 2.2 (Properties of the localized profile). Assume that bc is small and
|b˜| ≪ bc, then there holds:
(1) Estimates on Qb, for all ℓ ∈ N, q ∈ [1,+∞]:
|∂ℓyQb(y)| .ℓ e−
y
10 , for y ≥ 0, (2.9)
|∂ℓyQb(y)| .ℓ ey + b1+kc 1[−2b−1c ,0](y), for y ≤ 0, (2.10)
‖Qb −Qp‖Lq . b1−
1
q
c , ‖(Qb −Qp)y‖L2 . bc. (2.11)
Here 1I is the characteristic function of any interval I.
(2) Qb is an approximate self-similar profile: Let
− Φb = bΛQb + (Q′′b −Qb +Qb|Qb|p−1)′, (2.12)
then for ℓ = 0, 1:
∂ℓyΦb = Cpb˜bc∂
ℓ
yQb +O
(|b˜|2∂ℓyQb + b2c1[−2,−1](bcy) + e− 110bc 1[1,2](bcy)), (2.13)
where Cp =
dγ
db
∣∣
b=bc
< 0.
(3) Energy property of Qb:
|E(Qb)| . b3c + |b˜|. (2.14)
(4) Properties of the first order term with respect to b: let Pb(y) =
∂Qb
∂b (y), then
|Pb(y)| . e−
y
10 1{y>0}(y) + 1[−2b−1c ,0](y). (2.15)
Furthermore, we have:
(Pb,Qp) = 1
16
(∫
Qp
)2
+O(|p− 5|) > 0. (2.16)
2.2. Geometrical decomposition. We first give definition of the open subset
Uk,p such that the corresponding solution has at least one blow-up point.
Definition 2.3. Let p∗ > 5 and close enough to 5, for all p ∈ (5, p∗) we define Uk,p
as the set of all u0 satisfying the following conditions:
(1) Geometrical decomposition:
u0(x) =
k∑
i=1
1
λ
2
p−1
i,0
Qbi,0
(
x− xi,0
λi,0
)
+ u˜0(x). (2.17)
(2) bj,0 is near bc:
|bj,0 − bc| ≤ b5c . (2.18)
(3) Conditions on the scaling parameters:
0 < λj,0 < 1, (2.19)
1
2k
<
λi,0
λj,0
< 2k, for all i 6= j. (2.20)
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(4) Distance between the blow-up points:
|xi,0 − xj,0| > b−100c , for all i 6= j. (2.21)
(5) H2 smallness on the error term:
‖u˜0‖H2 < b50c (2.22)
Remark 2.4. It is easy to check that Uk,p is nonempty and open.
Remark 2.5. We will see in the next section why the assumption Uk,p ⊂ H2 is
necessary for k ≥ 2.
Now we can introduce the classical geometrical decomposition. From a standard
inverse function argument14, we know that for all u0 ∈ Uk,p, there exist a t∗ > 0
and geometrical parameters λi(t), bi(t), xi(t), such that the corresponding solution
u(t) satisfies the following for all t ∈ [0, t∗):
(1) Geometrical decomposition:
u(t, x) =
k∑
i=1
1
λi(t)
2
p−1
Qbi(t)
(
x− xi(t)
λi(t)
)
+ u˜(t, x). (2.23)
(2) Orthogonality condition:
(εj(t),Qp) = (εj(t),ΛQp) = (εj(t), yΛQp) = 0, for all j = 1, · · · , k, (2.24)
where Qp is the ground state and
εj(t, y) = λj(t)
2
p−1 u˜
(
t, λj(t)y + xj(t)
)
.
(3) Estimates on the parameters at the initial time: for all i 6= j,
0 < λj(0) < 2, (2.25)
2λi,0
3λj,0
<
λi(0)
λj(0)
<
3λi,0
2λj,0
, (2.26)
|bj(0)− bc| ≤ b4c , (2.27)
|xi(0)− xj(0)| ≥ b−80c , (2.28)
‖εj(0)‖L(p−1)/2 +
∥∥(εj(0))y∥∥H1 ≤ b30c (2.29)
(4) Continuity of the parameters: Consider u0,n ∈ Uk,p, u0,n → u0 in H1. Let
un(t) be the solution of (1.1) with initial data u0,n and λj,n(t), bj,n(t),
xj,n(t), u˜n(t, x) be the corresponding geometrical parameters and error
terms. Suppose there exists a t∗1 > 0 such that the geometrical decom-
position for all un(t) and u(t) hold on [0, t
∗
1), then for all 0 ≤ t < t∗1, we
have:
lim
n→+∞
(
λj,n(t), bj,n(t), xj,n(t), u˜n(t)
)
=
(
λj(t), bj(t), xj(t), u˜(t)
)
. (2.30)
Next, we want to define the localized H1 norm of εj . We first denote:
B = b
− 120
c , (2.31)
14See Lemma 1 in [14] and Lemma 2.5 in [18].
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and choose a smooth weight function ϕ such that:
ϕ(y) =

ey if y < −1,
+y if − κ < y < κ,
3 if y > 1.
ϕ′ ≥ 0 for all y ∈ R,
(2.32)
where κ is a small universal positive constant which will be chosen later.
Then we define the following localized H1 norm:
Nj(t) =
∫ (
(εj)
2
y + ε
2
j
)
ϕ′B , (2.33)
where ϕB(y) = ϕ(y/B).
Let us consider the maximal time T ∗ such that the geometrical decomposition
(2.23), orthogonality condition (2.24) and the following a priori estimates hold in
[0, T ∗):
0 < λj(t) < 3, (2.34)
1
2k+2
<
λi(t)
λj(t)
< 2k+2, (2.35)
|bj(t)− bc| ≤ b
3
2+ν
c , (2.36)
|xi(t)− xj(t)| ≥ b−70c , for all i 6= j, (2.37)
‖εj(t)‖Lp0 ≤ b
23
50
c , (2.38)∥∥(εj(t))y∥∥L2 ≤ b 23c , (2.39)
Nj(t) ≤ b3+6νc , (2.40)
where ν > 0 is a small universal constant to be chosen later, and
p0 =
5
2
.
Remark 2.6. It is easy to see from (2.25)–(2.29) and the continuity of the flow that
T ∗ > 0.
Remark 2.7. Our goal is to improve these estimates in [0, T ∗). Then from a standard
bootstrap argument, we have T ∗ = T , and these estimates actually hold on [0, T ),
where T is the maximal life span. Indeed, following from similar argument as in
[13], we can improve (2.34) and (2.36)–(2.40). But to improve the bound (2.35),
we need to assume that u0 ∈ Ok,p ⊂ Uk,p, where Ok,p is an infinite subset of Uk,p.
This subset can be constructed by a topological argument.
Remark 2.8. From (2.38), (2.39) and Gagliardo-Nirenberg’s inequality, we have for
all q0 ≥ p0, t ∈ [0, T ∗),
‖εj(t)‖Lq0 ≤ b
149q0−62
270q0
c . (2.41)
2.3. Modulation estimate. In this subsection, we will prove the modulation es-
timates for the geometrical parameters on [0, T ∗) by using the a priori estimates
(2.34)–(2.40). We first introduce a rescaled coordinate (sj , y) for all j = 1, . . . , k:
sj =
∫ t
0
1
λj(τ)3
dτ, y =
x− xj(t)
λj(t)
.
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Let
s∗j =
∫ T∗
0
1
λj(τ)3
dτ.
Now we can state the modulation estimates:
Proposition 2.9. For all j = 1, . . . , k, the following properties hold for all sj ∈
[0, s∗j):
(1) Equation of εj:
dεj
dsj
= (Lεj)y − bjΛεj +
(
1
λj
dλj
dsj
+ bj
)
(ΛQbj + Λεj) +
(
1
λj
dxj
dsj
− 1
)
(Qbj + εj)y
+Φbj −
dbj
dsj
Pbj − (Rbj (εj))y − (RNL(εj))y
+
k∑
i=1,i6=j
(
λj
λi
) 3p−1
p−1
[
Φbi
(
λj ·+xj − xi
λi
)
+
dbi
dsi
Pbi
(
λj ·+xj − xi
λi
)]
+
k∑
i=1,i6=j
(
λj
λi
) 3p−1
p−1
[(
1
λi
dλi
dsi
+ bi
)
ΛQbi +
(
1
λi
dxi
dsi
− 1
)
(Qbi)y
](
λj ·+xj − xi
λi
)
− p
k∑
i=1,i6=j
(
λj
λi
)2+ 2p−1[
εjQ
p−1
bi
(
λj ·+xj − xi
λi
)]
y
,
(2.42)
where
Φbi = −biΛQbi − (Q′′bi −Qbi +Qpbi)′,
Rbj (εj) = p(Q
p−1
bj
−Qp−1p )εj ,
RNL(εj) =
[
εj +
k∑
i=1
(
λj
λi
) 2
p−1
Qbi
(
λj ·+xj − xi
λi
)]p
− p
k∑
i=1
(
λj
λi
)2+ 2p−1
εjQ
p−1
bi
(
λj ·+xj − xi
λi
)
−
k∑
i=1
(
λj
λi
)2+ 2p−1
Qpbi
(
λj ·+xj − xi
λi
)
.
(2) Modulation estimates:∣∣∣∣ 1λj dλjdsj + bj
∣∣∣∣ . b2c +N 12j , (2.43)∣∣∣∣ 1λj dxjdsj − 1
∣∣∣∣ . b2c +N 12j , (2.44)∣∣∣∣dbjdsj + cpb˜jbc
∣∣∣∣ . b3c + bcN 12j , (2.45)
where cp = 2 +O(|p− 5|) > 0.
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Proof. The proof of this proposition is almost the same as Proposition 3.1 in [13].
The only difference here is that we need to deal with some terms like
Qbi
(
λj ·+xj − xi
λi
)
, Pbi
(
λj ·+xj − xi
λi
)
or Φbi
(
λj ·+xj − xi
λi
)
, (2.46)
for i 6= j.
We consider for example the following term
− p
k∑
i=1,i6=j
(
λj
λi
)2+ 2p−1[
εjQ
p−1
bi
(
λj ·+xj − xi
λi
)]
y
. (2.47)
Since Qbi is supported in [−2b−1c , 2b−1c ], if y belongs to the support of
Qp−1bi
(
λj ·+xj − xi
λi
)
,
then we have
xi − xj
λj
− 2b−1c
λi
λj
< y <
xi − xj
λj
+ 2b−1c
λi
λj
.
From (2.35) and (2.37), we know that if i 6= j,∣∣∣∣xi − xjλj ± 2b−1c λiλj
∣∣∣∣ ≥ b−70c − 2b−1c 2k+2 > b−10c ,
provided that 10k ≤ b−ν/4c for some small universal constant ν > 0. Since
bc ∼ p− 5,
this is implied by the condition
k ≤ c| log(p− 5)|,
if we choose
c =
ν
8 log 10
=
1
8000 log 10
> 0.
Since we are considering a scalar product of (2.47) and some functions with
exponential decay (i.e. Qp, ΛQp, yΛQp), these terms can be controlled by
k∑
i=1,i6=j
10k exp(− 1
10
b−10c ) ≤ b10c ,
provided that 10k ≤ b−ν/4c . Then we conclude the proof. 
2.4. First topological argument. In this subsection we will find a nonempty
subset Ok,p ⊂ Uk,p, such that the corresponding scaling parameters (i.e. λj(t)) are
comparable to each other.
Proposition 2.10. There exists a nonempty subset Ok,p ⊂ Uk,p, which contains
infinite many elements, such that for all solution u(t) with initial data in Ok,p, the
corresponding scaling parameters λj(t) satisfy:
1
2k+1
≤ λi(t)
λj(t)
≤ 2k+1, for all t ∈ [0, T ∗) and 1 ≤ i, j ≤ k. (2.48)
Proof. We first claim the following lemma:
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Lemma 2.11. For all t0 ∈ [0, T ∗), 1 ≤ i 6= j ≤ k, if λi(t0)/λj(t0) ≥ 109 , then for
all t ∈ [t0, T ∗), we have:
λi(t)
λj(t)
≥ 10
9
. (2.49)
Proof of Lemma 2.11. The proof of (2.49) is a consequence of the a priori assump-
tion (2.34)–(2.40) and the modulation estimates. Indeed, from (2.36), (2.40) and
(2.43), we have:
− 99
100
bc > (λj)tλ
2
j > −
101
100
bc.
Then we can compute the derivative of λi/λj with respect to t:
d
dt
(
λi
λj
)
=
(λi)tλj − (λj)tλi
λ2j
<
1
λ2j
(
− 99bcλj
100λ2i
+
101bcλi
100λ2j
)
=
bc
λjλ2i
[
− 99
100
+
101
100
(
λi
λj
)3]
.
Similarly, we have:
d
dt
(
λi
λj
)
>
bc
λjλ2i
[
− 101
100
+
99
100
(
λi
λj
)3]
.
The above two inequalities show that if for some time t0 ∈ [0, T ∗), we have
λi(t0)
λj(t0)
≥ 10
9
,
then we have:
d
dt
(
λi
λj
)∣∣∣∣
t=t0
> 0.
Hence, the lemma follows from a simple argument. 
For convenience we introduce the following notations:
(1) ~λ0 = (λ1,0, . . . , λk,0), ~b0 = (b1,0, . . . , bk,0), ~x0 = (x1,0, . . . , xk,0), and
F (~λ0,~b0, ~x0, u˜0) =
k∑
i=1
1
λ
2
p−1
i,0
Qbi,0
(
x− xi,0
λi,0
)
+ u˜0(x),
(2) Let C be the set of (~λ0,~b0, ~x0, u˜0) such that (2.18)–(2.22) hold (or equiva-
lently F (~λ0,~b0, ~x0, u˜0) ∈ Uk,p).
(3) For ℓ = 1, . . . , k, we let Cℓ be the set of (~λ0,~b0, ~x0, u˜0) such that (2.18)–
(2.22) hold with (2.20) replaced by
1
2k+1−ℓ
<
λi,0
λj,0
< 2k+1−ℓ.
Clearly, we have Ck ⊂ Ck−1 ⊂, . . . ,⊂ C1 = C. Proposition 2.10 is a simple conse-
quence of the following lemma
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Lemma 2.12. For all 2 ≤ ℓ ≤ k there exist continuous functions Fℓ:
R
k
+ × Rk ×H2 × Rk−ℓ+1+ → R+,
(~b0, ~x0, u˜0, λ1,0, λℓ+1,0, . . . , λk,0) 7→ Fℓ(~b0, ~x0, u˜0, λ1,0, λℓ+1,0, . . . , λk,0),
such that for all 2 ≤ j ≤ k and (λ1,0, λj+1,0, . . . , λk,0,~b0, ~x0, u˜0), if there exist
λ2,0, . . . , λj,0 > 0 such that
(λ1,0, λ2,0, . . . , λk,0,~b0, ~x0, u˜0) ∈ Cj ,
then the following holds:
(1) (λ1,0, λ
∗
2,0, . . . , λ
∗
j,0, λj+1,0, . . . , λk,0,
~b0, ~x0, u˜0) ∈ C1, where
λ∗j,0 = Fj(~b0, ~x0, u˜0, λ1,0, λj+1,0, . . . , λk,0) > 0,
λ∗j−1,0 = Fj−1(~b0, ~x0, u˜0, λ1,0, λ
∗
j,0, λj+1,0, . . . , λk,0) > 0,
...
λ∗2,0 = F2(~b0, ~x0, u˜0, λ1,0, λ
∗
3,0, . . . λ
∗
j,0, λj+1,0, . . . , λk,0) > 0.
(2) Let u(t) be the solution of (1.1) with initial data
u0 = F (λ1,0, λ
∗
2,0, . . . , λ
∗
j,0, λj+1,0, . . . , λk,0,
~b0, ~x0, u˜0),
and {λi(t)}ki=1 be the corresponding scaling parameters, then for all t ∈
[0, T ∗), 1 ≤ i1, i2 ≤ j, we have
1
2k+1
≤ λi1(t)
λi2(t)
≤ 2k+1.
Proof. We will prove Lemma 2.12 by induction on j. We first prove Lemma 2.12
for j = 2.
Consider (λ1,0, λ3,0, . . . , λk,0,~b0, ~x0, u˜0) such that there exists λ2,0 > 0 such that
(λ1,0, λ2,0, . . . , λk,0,~b0, ~x0, u˜0) ∈ C2.
We denote by S2, the set of all λ2,0 such that (~λ0,~b0, ~x0, u˜0) ∈ C1. Clearly S2 is a
nonempty interval. Next we define the following sets:
S<2 ={λ2,0 ∈ S2|The solution u(t) with initial data F (~λ0,~b0, ~x0, u˜0),
satisfies λ2(t0)/λ1(t0) <
1
2k+1
, for some t0 ∈ [0, T ∗).},
S>2 ={λ2,0 ∈ S2|The solution u(t) with initial data F (~λ0,~b0, ~x0, u˜0),
satisfies λ2(t0)/λ1(t0) > 2
k+1, for some t0 ∈ [0, T ∗).}.
For these two sets, we have the following observations:
(1) S<2 and S
>
2 are both contained in S2 and open. Here the openness comes
from (2.30).
(2) S<2 ∩ S>2 is empty. This is a direct corollary of Lemma 2.11.
(3) S<2 6= S2, S>2 6= S2. Since if S<2 = S2, then from the definition of C1 and
C2, we may always find some λ2,0 ∈ S2 such that
λ2,0
λ1,0
> 2.
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Then from (2.26), we have
λ2(0)
λ1(0)
>
2
3
× λ2,0
λ1,0
>
10
9
.
then from Lemma 2.11, we have for all t ∈ [0, T ∗),
λ2(t)
λ1(t)
>
10
9
,
which leads to a contradiction. Similarly, we have S>2 6= S2.
Since S2 is a nonempty interval (i.e. connected), the above observations imply
that S2/(S
<
2 ∪S>2 ) is not empty. On the other hand, it is easy to check that if δ > 0 is
small enough, then (inf S2+δ) ∈ S<2 . So we have inf S2/(S<2 ∪ S>2 ) ∈ S2/(S<2 ∪S>2 ).
We then choose
F2(~b0, ~x0, u˜0, λ1,0, λ3,0, . . . , λk,0) = inf S2/(S
<
2 ∪ S>2 ).
From Lemma 2.11 and (2.30), we know that F2 is continuous.
Next (if k ≥ 3), suppose for all 2 ≤ j ≤ j0 − 1 (3 ≤ j0 ≤ k), Lemma 2.12 holds,
i.e. there exists a continuous function F2, . . . , Fj , such that for all
(λ1,0, λj+1,0, . . . , λk,0,~b0, ~x0, u˜0),
if there exist λ2,0, . . . , λj,0 > 0 such that
(λ1,0, λ2,0, . . . , λk,0,~b0, ~x0, u˜0) ∈ Cj ,
then the following holds:
(1) (λ1,0, λ
∗
2,0, . . . , λ
∗
j,0, λj+1,0, . . . , λk,0,
~b0, ~x0, u˜0) ∈ C1, where
λ∗j,0 = Fj(~b0, ~x0, u˜0, λ1,0, λj+1,0, . . . , λk,0) > 0,
λ∗j−1,0 = Fj−1(~b0, ~x0, u˜0, λ1,0, λ
∗
j,0, λj+1,0, . . . , λk,0) > 0,
...
λ∗2,0 = F2(~b0, ~x0, u˜0, λ1,0, λ
∗
3,0, . . . , λ
∗
j,0, λj+1,0, . . . , λk,0) > 0.
(2) Let u(t) be the solution of (1.1) with initial data
u0 = F (λ1,0, λ
∗
2,0, . . . , λ
∗
j,0, λj+1,0, . . . , λk,0,
~b0, ~x0, u˜0),
and {λi(t)}ki=1 be the corresponding scaling parameters, then for all t ∈
[0, T ∗), 1 ≤ i1, i2 ≤ j, we have
1
2k+1
≤ λi1(t)
λi2(t)
≤ 2k+1.
Now for j = j0, we consider all (λ1,0, λj0+1,0, . . . , λk,0,
~b0, ~x0, u˜0), such that there
exist λ2,0, . . . , λj0,0 > 0, such that
(λ1,0, λ2,0, . . . , λk,0,~b0, ~x0, u˜0) ∈ Cj0 .
We similarly denote by Sj0 the set of all λj0,0 such that there exist λ2,0, . . . , λj0−1,0 >
0 such that
(λ1,0, λ2,0, . . . , λk,0,~b0, ~x0, u˜0) ∈ Cj0−1.
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It is easy to see from the definition of Cj0−1 and Cj0 , that Sj0 is an interval and not
empty. Moreover, from the induction hypothesis, for all λj0,0 ∈ Sj0 , we have:
(λ1,0, λ
∗
2,0, . . . , λ
∗
j0−1,0, λj0,0, . . . , λk,0,
~b0, ~x0, u˜0) ∈ C1,
where
λ∗j0−1,0 = Fj0−1(
~b0, ~x0, u˜0, λ1,0, λj0,0, . . . , λk,0) > 0,
λ∗j0−2,0 = Fj0−2(
~b0, ~x0, u˜0, λ1,0, λ
∗
j0−1,0, λj0,0, . . . , λk,0) > 0,
...
λ∗2,0 = F2(~b0, ~x0, u˜0, λ1,0, λ
∗
3,0, . . . , λ
∗
j0−1,0, λj0,0, . . . , λk,0) > 0.
Next we define S<j0 be the set of all λj0,0 ∈ Sj0 such that the solution u(t) with
initial data
u0 = F (λ1,0, λ
∗
2,0, . . . , λ
∗
j0−1,0, λj0,0, . . . , λk,0,
~b0, ~x0, u˜0),
satisfies λj0(t0)/λi0(t0) < 1/2
k+1, for some t0 ∈ [0, T ∗) and some i0 ∈ {1, . . . , j0 −
1}.
Similarly, we define S>j0 be the set of all λj0,0 ∈ Sj0 such that the solution u(t)
with initial data
u0 = F (λ1,0, λ
∗
2,0, . . . , λ
∗
j0−1,0, λj0,0, . . . , λk,0,
~b0, ~x0, u˜0),
satisfies λj0(t0)/λi0(t0) > 2
k+1, for some t0 ∈ [0, T ∗) and some i0 ∈ {1, . . . , j0 − 1}.
We have the same observations:
(1) S<j0 and S
>
j0
are both contained in Sj0 and open.
(2) S<j0 ∩S>j0 is empty. Otherwise, there exist λj0,0 ∈ Sj0 , i1, i2 ∈ {1, . . . , j0−1}
t0 ∈ [0, T ∗) such that λj0(t0)/λi1(t0) > 2k+1, λj0 (t0)/λi2(t0) < 1/2k+1.
Then we have λi1 (t0)/λi2(t0) < 1/2
2k+2, which is a contradiction due to
the choice of λ∗2,0, . . . , λ
∗
j0−1,0.
(3) S<j0 6= Sj0 , S>j0 6= Sj0 . Suppose we have S<j0 = Sj0 . From our induction
hypothesis, we know for all i1, i2 ∈ {1, j0 + 1, . . . , k},
1
2k+1−j0
<
λi1,0
λi2,0
< 2k+1−j0 .
Choose λj0,0 > 0, such that
λj0,0 = (2
k+2−j0 − δ)λi0,0,
where i0 ∈ {1, j0 + 1, . . . , k}, λi0,0 = mini∈{1,j0+1,...,k} λi,0, and δ > 0 is a
small enough constant. Then for all i1, i2 ∈ {1, j0, . . . , k}, we have
1
2k+1−(j0−1)
<
λi1,0
λi2,0
< 2k+1−(j0−1).
So there exist λ2,0, . . . , λj0−1,0 such that
(λ1,0, λ2,0, . . . , λj0−1,0, λj0,0, . . . , λk,0,~b0, ~x0, u˜0) ∈ Cj0−1,
or equivalently λj0,0 ∈ Sj0(= S<j0). From our induction hypothesis, we know
that
(λ1,0, λ
∗
2,0, . . . , λ
∗
j0−1,0, λj0,0, . . . , λk,0,
~b0, ~x0, u˜0) ∈ C1,
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where
λ∗j0−1,0 = Fj0−1(
~b0, ~x0, u˜0, λ1,0, λj0,0, . . . , λk,0) > 0,
λ∗j0−2,0 = Fj0−2(
~b0, ~x0, u˜0, λ1,0, λ
∗
j0−1,0, λj0,0, . . . , λk,0) > 0,
...
λ∗2,0 = F2(~b0, ~x0, u˜0, λ1,0, λ
∗
3,0, . . . , λ
∗
j0−1,0, λj0,0, . . . , λk,0) > 0.
But on the other hand, we have:
λj0
λ1,0
=
λj0,0
λi0,0
× λi0,0
λ1,0
> (2k+1−(j0−1) − δ)2−k−1+j0 > 9
5
,
if δ is small enough. From (2.26), we know that
λj0(0)
λ1(0)
>
2
3
× λj0,0
λ1,0
>
6
5
>
10
9
,
where {λℓ(t)}kℓ=1 are the scaling parameters of solution u(t) with initial
data
u0 = F (λ1,0, λ
∗
2,0, . . . , λ
∗
j0−1,0, λj0,0, . . . , λk,0,
~b0, ~x0, u˜0).
By Lemma 2.11, we reach a contradiction. The proof of S>j0 6= Sj0 is the
same.
Therefore, Sj0/(S
<
j0
∪ S>j0) is not empty. Then we only need to choose
Fj0(
~b0, ~x0, u˜0, λ1,0, λj0+1,0, . . . , λk,0) = inf Sj0/(S
<
j0
∪ S>j0),
which ends the argument of the induction and concludes the proof of the Lemma.

Now we turn back to the proof of Proposition 2.10. We call parameters (~b0, ~x0, u˜0, λ1,0)
admissible if and only if there exist λ2,0, . . . , λk,0 > 0 such that
(λ1,0, λ2,0, . . . , λk,0,~b0, ~x0, u˜0) ∈ Ck.
Recall that this means
u0 =
k∑
i=1
1
λ
2
p−1
i,0
Qbi,0
(
x− xi,0
λi,0
)
+ u˜0,
satisfies (2.18)–(2.22) with (2.20) replaced by
1
2
<
λi,0
λj,0
< 2.
Then we define Ok,p ⊂ H2 as following:
Ok,p =
{
F (λ1,0, λ
∗
2,0, . . . , λ
∗
k,0,
~b0, ~x0, u˜0)|(~b0, ~x0, u˜0, λ1,0) is admissible
}
,
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where
λ∗k,0 = Fk(~b0, ~x0, u˜0, λ1,0) > 0,
λ∗k−1,0 = Fk−1(~b0, ~x0, u˜0, λ1,0, λ
∗
k,0) > 0,
...
λ∗2,0 = F2(~b0, ~x0, u˜0, λ1,0, λ
∗
3,0, . . . , λ
∗
k,0) > 0.
It is easy to see that Ok,p is an infinite set.
On the other hand, the choice of {λ∗j,0}kj=2 implies that the scaling parameters
of solution u(t) with initial data in Ok,p satisfy:
1
2k+1
≤ λi(t)
λj(t)
≤ 2k+1,
for all 1 ≤ i, j ≤ k. This concludes the proof of Proposition 2.10. 
Remark 2.13. From the construction of the subset Ok,p, if one can show that the
functions Fj (j = 2, . . . , k) are actually in C
1, then the subset Ok,p has a codimen-
sion of k − 1 in H2. But this seems to be nontrivial.
Remark 2.14. From the proof of Lemma 2.12, the choice of λ∗j,0 (j = 2, . . . , k) may
not be unique15. Here in Lemma 2.12, we basically chose the “infimum” of all
possible λ∗j,0, which ensures that the functions Fj are all continues. This argument
is crucial to show that the blow-up points depend continuously on the initial data.
For this nonempty subset Ok,p, the most important feature is that for u0 ∈ Qk,p,
the estimates (2.34)–(2.40) can be improved on [0, T ∗). Hence from Remark 2.7,
we have T ∗ = T . More precisely, we have:
Proposition 2.15. If u0 ∈ Ok,p, then the following estimates hold on [0, T ∗):
0 < λj(t) < 2, (2.50)
1
2k+1
≤ λi(t)
λj(t)
≤ 2k+1, (2.51)
|xi(t)− xj(t)| ≥ b−75c , for all i 6= j, (2.52)
|bj(t)− bc| ≤ b
3
2+2ν
c , (2.53)
‖εj(t)‖Lp0 ≤ b
13
28
c , (2.54)∥∥(εj(t))y∥∥L2 ≤ b 34c , (2.55)
Nj(t) ≤ b3+8νc , (2.56)
From a standard bootstrap argument, we know that T ∗ = T . i.e. the estimates
(2.50)–(2.56) hold for all t ∈ [0, T ).
Indeed, if T ∗ < T , then since (2.50)–(2.56) are strictly stronger than (2.34)–
(2.40), together with the continuity of the geometrical parameters and the the
error term, we can see that the geometrical decomposition (2.23) and (2.34)–(2.40)
actually hold on [0, T ∗+ δ) for some δ > 0 small enough. This contradicts with the
definition of T ∗, since it is the maximal time that geometrical decomposition and
(2.34)–(2.40) hold. We will prove Proposition 2.15 in Section 4.1.
15The set Sj0/(S
<
j0
∪ S>j0 ) may contains more than one element.
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We know from Proposition 2.15 that (2.43)–(2.45) are approximations of (1.21).
Hence, after integrating (following from similar arguments as in [13, Section 6]),
they have similar behaviors. More precisely, we have:
Proposition 2.16. For all u0 ∈ Ok,p, we have:
(1) Finite time blow-up with self-similar rate: We have T < +∞, and for all
j = 1, . . . , k and t ∈ [0, T ):
3(1− ν)bc ≤
λ3j (t)
T − t ≤ 3(1 + ν)bc. (2.57)
(2) The translation parameters converge to pairwise distinct points: For all
j = 1, . . . , k,
xj(t)→ xj(T ), as t→ T, (2.58)
|xj(0)− xj(T )| . 1
bc
, (2.59)
xi(T ) 6= xj(T ) for all 1 ≤ i 6= j ≤ k. (2.60)
(3) Convergence in subcritical Lebesgue spaces: for all q ∈ [2, p−12 ),
u(t)→ u∗ in Lq. (2.61)
(4) For R small enough, we have:
(1− δ(p))
∫
Q2p ≤
1
R2σc
∫
|x−xj(T )|<R
|u∗|2 ≤ (1 + δ(p))
∫
Q2p, (2.62)
lim sup
R→0
1
R2σc
∫
|x−z|<R
|u∗|2 ≤ δ(p), for all z /∈ {x1(T ), . . . , xk(T )}, (2.63)
which implies that the blow-up set of u(t) is exactly {x1(T ), . . . , xk(T )}.
(5) The map from Ok,p to Rk:
u0 7→ (x1(T ), . . . , xk(T )) (2.64)
is continuous under the topology of H1 and Rk.
Remark 2.17. Proposition 2.16 implies that for all u0 ∈ Ok,p, the corresponding
solution will blow up in finite time with self-similar rate, and has exactly k blow-up
points.
3. Monotonicity tools and estimates on the error term
In this section, we will derive some crucial estimates on the error tern εj , which
imply the bootstrap bounds (2.55) and (2.56) immediately. Such estimates are
similar to [13, Lemma 4.1, Proposition 5.2], and are the continuation of the mono-
tonicity formula developed in [16] and [18].
3.1. Monotonicity of the energy. In this subsection we will give a control of
‖(εj)y‖L2 and ‖(εj)y‖L2(b−20c >y>κB), which implies the bootstrap bound (2.55).
These estimates provide a good control of the L∞ norm of εj on the right.
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Proposition 3.1. For all j = 1, . . . , k the following estimates hold for all sj ∈
[0, s∗j): ∫ (
εj(sj)
)2
y
. b
3
2+
ν
2
c , (3.1)∫
κB<y<b−20c
(
εj(sj)
)2
y
. b
55
7
c . (3.2)
Proof. The proof of (3.1) is a consequence of the energy conservation law. Indeed,
we have:
2λj(sj)
2(1−σc)E(u0) = 2E(Qj) +
k∑
i=1
(
λj(sj)
λi(sj)
)2(1−σc) ∫
(εi)y(Qbi)y
+
∫
(εj)
2
y −
2
p+ 1
∫ (
(Qj + εj)
p+1 −Qp+1j
)
,
(3.3)
where
Qj(sj , y) =
k∑
i=1
(
λj(sj)
λi(sj)
) 2
p−1
Qbi
(
λj(sj)y + xj(sj)− xi(sj)
λi(sj)
)
.
For the terms appear in the above summation, their supports are pairwise dis-
joint. So we have:∣∣E(Qj(sj , ·))∣∣ =
∣∣∣∣∣
k∑
i=1
E
((
λj(sj)
λi(sj)
) 2
p−1
Qbi
(
λj(sj) ·+xj(sj)− xi(sj)
λi(sj)
))∣∣∣∣∣
≤
k∑
i=1
6k+1(|bi − bc|+ b3c) ≤ 10kb
3
2+ν
c ≤ b
3
2+
ν
2
c .
Here we use the fact that 10k ≤ b−ν/4c . The rest terms can be estimated similarly
like what we do in [13]16, thus we conclude the proof of (3.1).
The proof of (3.2) is quite different from the single blow-up point case. We first
choose 2 smooth functions θ and η, such that θ > 0, θ(y) = e−|y| for |y| > 1 and
η(y) = 1 for y < 1, η(y) = e−y for y > 2.
We introduce the following notations:
Θ(y) =
∫ y
−∞ θ(y
′) dy′∫ +∞
−∞ θ(y
′) dy′
, y˜ =
y − κB√
B
,
ΨB(y) = Θ(y˜)η(b
20
c y).
Then we assume that for all t ∈ [0, T ∗), j ∈ {1, . . . , k},∫
y>κB
[
εj(t, y)
]2
ΨB(y) dy ≤ b
15
2
c . (3.4)
Since this estimate is satisfied for t = 0, so we only need to improve this estimate
to: ∫
y>κB
[
εj(t, y)
]2
ΨB(y) dy . b
55
7
c . (3.5)
16See details in the first part of Section 4 in [13].
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To do this, we fix t ∈ [0, T ∗). For τ ∈ [0, t], we introduce the localized energy:
E˜(τ) =
∫ (1
2
|ux(τ)|2 − 1
p+ 1
|u(τ)|p+1
)
ΨB
(
x− xj(τ)
λj(τ)
)
dx.
A direct computation shows:
λj(t)
2(1−σc)E˜(t)
=
1
2
∫ (
(Qbj )y + (εj)y
)2
ΨB(y) dy − 1
p+ 1
∫
|Qbj + εj|p+1ΨB(y) dy +O(b20c )
&
∫
y>κB
(εj)
2
y(t)ΨB − e−
κ
√
B
2
∫
y<κB2
(
|(Qbj )y|2 + |Qbj |p+1
)
−
∫
y>κB2
(
|(Qbj )y|2 + |Qbj |p+1
)
−
∫
y>κB2
|ε|p+1ΨB − e−κ
√
B
2
∫
y<κB2
|ε|p+1 − b20c ,
(3.6)
where we use the fact that ΨB(y) ≤ e−κ
√
B/4 if y < κB/2.
Next, we have:∫
y>κB2
|ε|p+1ΨB ≤
∥∥∥∥εj(t, ·) p02 +1η(b20c ·) p0+22(p+1−p0) ∥∥∥∥
2(p+1−p0)
p0+2
L∞(y>κB)
∫
εp0j .
For y > κB, we have the following estimate:∣∣∣∣|εj(t, y)| p02 +1η(b20c y) p0+22(p+1−p0) ∣∣∣∣ ≤ ∣∣∣∣|εj(t, y)| p02 +1η(b20c y) 12 ∣∣∣∣
≤
∣∣∣∣ ∫ +∞
y
(εj)y |εj|
p0
2 (t, y′)η(b20c y
′)
1
2 dy′
∣∣∣∣+ ∣∣∣∣b20c ∫ +∞
y
|εj(t, y′)|
p0
2 +1
η′(b20c y
′)
η(b20c y
′)
1
2
dy′
∣∣∣∣
. ‖εj‖
p0
2
Lp0
(∫
y′>κB
(εj)
2
yη(b
20
c y
′) dy′
) 1
2
+ b10c ‖εj‖
p0+2
2
Lp0+2
(∫ (
η′(y′)
)2
η(y′)
dy′
) 1
2
. b
173
40
c ,
where we use (2.38), (2.41), (3.4) and the basic fact that η(b20c y) ≤ 2ΨB(y) for
y > κB. Combining the above 2 estimates, we have (recall that p0 =
5
2 and p is
slightly larger than 5): ∫
y>κB
|εj |p+1ΨB . b
173p−156
90
c ≤ b
55
7
c (3.7)
On the other hand, from Sobolev embedding and (2.40), we have:∫
κB/2<y<κB
|εj |p+1ΨB ≤ ‖ε‖p+1H1(κB/2<y<κB) ≤ b9c. (3.8)
Injecting (3.7) and (3.8) into (3.6), we have:∫
κB<y<b−20c
εj(t)
2 . b
55
7
c + λj(t)
2(1−σc)E˜(t)
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Now it remains to estimate λj(t)
2(1−σc)E˜(t). To do this, we first use the Kato’s
localized identities for the energy to compute the derivative of E˜(τ):
d
dτ
E˜(τ) =− 1
2
∫
(uxx + u|u|p−1)2gx −
∫
u2xxgx
+ p
∫
u|u|p−2u2xgx +
1
2
∫
u2xgxxx
− xt(τ)
λ(τ)
∫ (1
2
|ux(τ)|2 − 1
p+ 1
|u(τ)|p+1
)
Ψ′B
(
x− xj(τ)
λj(τ)
)
dx
− λt(τ)
λ(τ)
∫ (1
2
|ux(τ)|2 − 1
p+ 1
|u(τ)|p+1
)(x− x(τ)
λ(τ)
)
Ψ′B
(
x− xj(τ)
λj(τ)
)
dx
(3.9)
where
g(x, τ) = ΨB
(
x− xj(τ)
λj(τ)
)
.
We claim there exists a universal constant C such that for all τ ∈ [0, t],
d
dτ
E˜(τ) ≤ Cb
62
7
c
λ(τ)3+2(1−σc)
(3.10)
We denote by
g1(x, τ) =
1√
Bλj(τ)
θ
(
x− xj(τ)√
Bλj(τ)
− κB
)
η
(
b20c
x− xj(τ)
λj(τ)
)
,
g2(x, τ) =
b20c
λj(τ)
Θ
(
x− xj(τ)√
Bλj(τ)
− κB
)
η′
(
b20c
x− xj(τ)
λj(τ)
)
,
g3(x, τ) =
1(√
Bλj(τ)
)3 θ′′(x− xj(τ)√Bλj(τ) − κB
)
η
(
b20c
x− xj(τ)
λj(τ)
)
.
Then we have
g = g1 + g2, gxxx − g3 = O
(
b20c(√
Bλj(τ)
)3).
So we can rewrite (3.9) as following:
d
dτ
E˜(τ) = I + II + III + IV + V,
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where
I = −1
2
∫
(uxx + u|u|p−1)2g2 −
∫
u2xxg2,
II = p
∫
u|u|p−2u2xg2 +
1
2
∫
u2x(gxxx − g3),
III = −xt(τ)
∫ (1
2
|ux(τ)|2 − 1
p+ 1
|u(τ)|p+1
)
g2(x, τ) dx,
IV = −λt(τ)
∫ (1
2
|ux(τ)|2 − 1
p+ 1
|u(τ)|p+1
)(x− x(τ)
λ(τ)
)
g2(x, τ) dx,
V = −1
2
∫
(uxx + u|u|p−1)2g1 −
∫
u2xxg1
+ p
∫
u|u|p−2u2xg1 +
1
2
∫
u2xg3
− xt(τ)
∫ (1
2
|ux(τ)|2 − 1
p+ 1
|u(τ)|p+1
)
g1(x, τ), dx
− λt(τ)
∫ (1
2
|ux(τ)|2 − 1
p+ 1
|u(τ)|p+1
)(x− x(τ)
λ(τ)
)
g1(x, τ) dx.
It is easy to estimate V by following the same argument as in [13, Section 4]. From
the properties of η (i.e. exponential decay on the right), we know that on the
support of g2 and gxxx − g3, the following term is negligible:
k∑
i=1
1
λi(τ)
2
p−1
Qbi(τ)
(
x− xi(τ)
λi(τ)
)
.
Together with (2.39), (2.40), (2.41) and (2.44) we have:∣∣II∣∣ . b20c
λj(τ)3+2(1−σc)
(
b100c +
∫ (|εj |p−1(εj)2y + (εj)2y)) ≤ Cb 627cλj(τ)3+2(1−σc) ,∣∣III∣∣ . b20c xsj
λj(τ)4+2(1−σc)
[
b100c +
∫ (
ε2j + |εj |p+1
)] ≤ Cb 627c
λj(τ)3+2(1−σc)
.
While for IV we have g2 ≤ 0, λt ≤ 0, and on the support of g2, (x−xj(τ))/λj(τ) ≥
0. So we have:
−λt(τ)
∫ (1
2
|ux(τ)|2
)(x− x(τ)
λ(τ)
)
g2(x, τ) dx ≤ 0.
Moreover, from (2.43) and the choice of η we have:∣∣∣∣λt(τ)∫ 1p+ 1 |u(τ)|p+1
(
x− x(τ)
λ(τ)
)
g2(x, τ) dx
∣∣∣∣
.
bc
λj(τ)3+2(1−σc)
∫
|ε(τ, y′)|p+1(b20c y′)η′(b20c y′) dy′
.
bc
λj(τ)3+2(1−σc)
∫
y′>κB
|ε(τ, y′)|p+1η(b20c y′)
99
100 dy′
≤ Cb
62
7
c
λj(τ)3+2(1−σc)
,
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where the last inequality follows from the same argument which is used to estimate
(3.7). Thus we obtain:
IV ≤ Cb
62
7
c
λj(τ)3+2(1−σc)
.
Finally, we deal with I. First of all, we have
I .
b20c
λj(τ)
(∫
(u2xx + |u|2p)
)
.
b20c
λj(τ)
∫
u2xx +
b10c
λj(τ)3+2(1−σc)
, (3.11)
where we use the fact that∫
|u|2p . 1
λj(τ)2+2(1−σc)
∫ (
|εj(τ)|2p +
k∑
i=1
(
λj(τ)
λi(τ)
) 3p+1
p−1
|Qbi(τ)|2p
)
.
10k
λj(τ)2+2(1−σc)
≤ b
−ν/4
c
λj(τ)2+2(1−σc)
.
While for
∫
u2xx, we can use pseudo-conservation law to estimate. Precisely, we
have the following estimate for all τ0 ∈ [0, τ ]:
d
dτ0
E2(τ0) .
∫
u3x|u|2p−3(τ0) +
∫
u5x|u|p−4(τ0), (3.12)
where
E2(τ0) =
∫
u2xx(τ0)−
5p
3
∫
u2x|u|p−1(τ0).
It is easy to prove (3.12) by integrating by parts.
Now we assume the following a priori estimate for all τ0 ∈ [0, τ ]:∫
uxx(τ0)
2 ≤ b
−8
c
λj(τ0)2+2(1−σc)
. (3.13)
Then Sobolev embedding implies that:
‖ux(τ0)‖L∞ ≤ ‖ux(τ0)‖
1
2
L2‖uxx(τ0)‖
1
2
L2 .
b−2−νc
λj(τ0)
1
2+2(1−σc)
,
where we use the fact that ∫
u2x(τ0) .
b
−ν/4
c
λj(τ0)2(1−σc)
.
From (3.12) and (3.13) we obtain
d
dτ0
E2(τ0) . ‖ux‖L∞‖u‖2p−3L∞
∫
u2x + ‖ux‖3L∞‖u‖p−4L∞
∫
u2x
.
b−6−10νc
λj(τ0)5+2(1−σc)
.
Note that for β > 3, ∫ τ0
0
1
λj(τ ′)β
dτ ′ ≤ 2
bc(β − 3)λj(τ0)β−3 .
We have:
E2(τ0) . E2(0) +
b−7−10νc
λj(τ0)2+2(1−σc)
.
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The conditions on the initial data lead to:
E2(0) .
b−10νc
λj(0)2+2(1−σc)
≤ b
−10ν
c
λj(τ0)2+2(1−σc)
.
Together with ∫
u2x|u|p−1(τ0) .
b−10νc
λj(τ0)2+2(1−σc)
,
we have for all τ0 ∈ [0, τ ], ∫
uxx(τ0)
2 ≤ b
−7−10ν
c
λj(τ0)2+2(1−σc)
.
From a standard bootstrap argument (if ν is small enough), we have shown that∫
uxx(τ)
2 ≤ b
−7−10ν
c
λj(τ)2+2(1−σc)
.
Injecting this into (3.11) we get
I ≤ b
10
c
λj(τ)3+2(1−σc)
,
which concludes the proof of (3.10), hence the proof of (3.5) and (3.2). 
The main goal of this subsection is to control the L∞ norm of εj on the right,
i.e.
Corollary 3.2. The following L∞ control hold for all t ∈ [0, T ∗):
‖εj(t)‖L∞(b−10c >y>κB) . b2c . (3.14)
Proof. Let η0 be a smooth function with η0(y) = 1 for y < 1, η0(y) = 0 for y > 2.
Let f(y) = εj(y)η0(b
10
c y). Applying the localized Gagliardo-Nirenberg inequality
to f , we have
‖f‖L∞(y>κB) ≤ ‖f‖
p0
p0+2
Lp0 ‖fy‖
2
p0+2
L2(y>κB)
. ‖εj‖
p0
p0+2
Lp0
(∥∥(εj)y∥∥ 2p0+2L2(b20c >y>κB) + (b5c‖εj‖L∞) 2p0+2
)
. b2c .

3.2. Monotonicity formula. In this subsection, we will derive a monotonicity
formula for the localized Sobolev norm of εj , which will imply the bootstrap bound
(2.56) immediately and is important in the derivation of the asymptotic dynamics of
the flow. This formula here is almost the same to the one in [13]. Such monotonicity
tools were introduced originally in [16] and [18] for critical gKdV.
Recall from (2.32), the definition of ϕ. We let ψ, η0 be 2 other smooth functions
such that:
ψ(y) =
{
ey for y < −1,
1 for y > −κ, ψ
′ ≥ 0, (3.15)
η0(y) =
{
1 for y < 1,
0 for y > 2,
η′0 ≤ 0. (3.16)
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Here, we observe that ψ(−κ) = ϕ(−κ) + κ, and ψ(y) = ϕ(y) for all y < −1, so we
may assume in addition:
ϕ(y) ≤ ψ(y) ≤ (1 + 3κ)ϕ(y), for all y ≤ −κ. (3.17)
Remark 3.3. It is easy to check that for every 12 > κ > 0, such ψ and ϕ exist.
Now, recall B = b
− 120
c . We let
ψB(y) = ψ(
y
B
)η0(b
10
c y), ζB(y) = ϕBη0(
y
B2
).
and then define the following Lyapunov functional for εj:
Fj =
∫ [
(εj)
2
yψB+(εj)
2ζB− 2
p+ 1
(|εj+Qbj |p+1−Qp+1bj −(p+1)εjQpbj)ψB]. (3.18)
Our main goal here is the following monotonicity formula for Fj :
Proposition 3.4 (The second monotonicity formula). There exists a universal
constant µ > 0 and 0 < κ < 12 , such that for all j = 1, . . . , k, sj ∈ [0, s∗j ), the
following holds:
(1) Lyapunov control:
d
dsj
Fj + µ
∫ (
(εj)
2
y + (εj)
2
)
ϕ′B . b
7
2
c ; (3.19)
(2) Coercivity of F : there exists a universal constant κ > 0 such that
Nj − b
7
2
c . Fj . Nj + b
7
2
c . (3.20)
Remark 3.5. The bootstrap bound (2.56) follows immediately from (3.19), (3.20)
and Grownwell’s inequality.
Proof. The proof of Proposition 3.4 is exactly the same to the one in [13, Section
5]. The idea is that the error term εj has been “localized” to the support of Qbj ,
due to our choice of the weight functions. Then the estimate is exactly the same
to the single blow-up point case.
The only difference here is that we add a cut-off on the right of ψB. This will
lead to some additional terms on the right hand side of (3.19). But if we check
the proof of [13, Proposition 5.1], we will see these additional terms can always be
bounded by
−b10c
∫
(εj)
2
y(sj , y
′)η′0(b
10
c y
′) dy′,
and hence bounded by b10c . 
4. Existence of blow-up solutions with exactly k blow-up points
This section is devoted to prove Proposition 2.15 and Proposition 2.16. Hence
for all u0 ∈ Ok,p, the corresponding solution has exactly k blow-up points.
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4.1. Closing the bootstrap. In this subsection we will finish the bootstrap ar-
gument and finally prove Proposition 2.15.
Proof of Proposition 2.15. The bounds (2.50)–(2.53) are consequences of the modu-
lation estimates (2.43)–(2.45). Indeed, (2.50) follows from the fact that 0 < λj(0) <
2 and that λj(t) is decreasing. (2.51) is just the definition of Ok,p. For (2.52), we
have
|xi(t)− xj(t)| ≥ |xi(0)− xj(0)| −
∫ t
0
|(xi)t|+ |(xj)t|
≥ b−80c − 2
∫ t
0
(
1
λ2i
+
1
λ2j
)
≥ b−80c +
1
bc
∫ t
0
(λi + λj)t ≥ b−75c .
While for (2.53), suppose for some sj,0 ∈ (0, s∗j ), we have b(sj,0) > bc + b
3
2+2ν
c .
By the choice of the initial data, i.e. (2.27), we can find some sj,1 ∈ [0, sj,0) such
that b(sj,1) = bc + b
3
2+
5
2ν
c and b(sj) ≥ bc + b
3
2+
5
2 ν
c for all sj ∈ [sj,1, sj,0). Then
bsj (sj,1) ≥ 0. From (2.40) and (2.45), we have:
bsj (sj,1) ≤ −cp
(
b(sj,1)− bc
)
bc + b
5
2+3ν
c = −cpb
5
2+
5ν
2
c + b
5
2+3ν
c < 0, (4.1)
if bc is small enough such that b
ν
c ≪ 1. We get a contradiction. The opposite bound
is similar.
The proof of (2.54)–(2.56) is parallel to the one for the single blow-up point case
in [13], using the similar monotonicity tools developed in the previous section.
Indeed, we can see (2.55) is a direct consequence of (3.1), and (2.56) follows from
(3.19), (3.20) and Grownwell’s inequality. Finally, similar as [13, Section 6.1], we
can prove (2.54) by a refined Strichartz estimates introduced in [6]. 
4.2. Proof of Proposition 2.16. First we prove the finite time blow-up and self-
similar result, i.e. (2.57). From Proposition 2.15 and (2.43), we know for all
t ∈ [0, T ), j ∈ {1, . . . , k},
(1− ν)bc ≤ −(λj)tλ2j ≤ (1 + ν)bc. (4.2)
Integrating (4.2) from 0 to t we know that for all j ∈ {1, . . . , k},
∀t ∈ [0, T ), (1 − ν)bct ≤ 1
3
λ3j (0) and hence T ≤
λ3j(0)
3bc(1− ν) < +∞. (4.3)
So the solution blows up in finite time. Then from local Cauchy theory, we know
limt→T ‖ux(t)‖L2 = +∞. But we know from the geometrical decomposition:
‖ux(t)‖L2 ∼
k∑
i=1
1
λi(t)1−σc
.
Combining with (2.51), we have for all j ∈ {1, . . . , k},
lim
t→T
λj(t) = 0.
We then integrate (4.2) from t to T to obtain:
∀t ∈ [0, T ), (1− ν)bc(T − t) ≤
λ3j (t)
3
≤ (1 + ν)bc(T − t),
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which implies (2.57).
While for (2.59), from (2.44), (2.25) and (4.3), we have for all j = 1, . . . , k,
|xj(0)− xj(T )| .
∫ +∞
0
|(xj)sj | dsj .
∫ T
0
dt
λj(t)
.
∫ T
0
dt
3
√
bc(T − t)
.
T 2/3
b
1/3
c
.
1
bc
.
The proof of (2.60)–(2.63) is exactly the same as the one in [13, Section 6.2].
Finally, for (2.64), from (2.30) and Lemma 2.12, we only need to show that the
blow-up time is continuous with respect to the initial data in Ok,p. More precisely,
we have:
Lemma 4.1. Consider {u0,n}+∞n=1 ⊂ Ok,p, u0 ∈ Ok,p, such that u0,n converges to
u0 in H
1 as n→ +∞. Let un(t), u(t) be the corresponding solutions to (1.1), and
Tn, T be the corresponding blow-up times, then we have
lim
n→+∞
Tn = T.
Proof. First of all, from a classical argument of continuity with respect to the initial
data (i.e. the perturbation theory17), we obtain:
lim inf
n→+∞
Tn ≥ T. (4.4)
On the other hand, for all δ > 0, there exists n(δ) > 0, such that if n > n(δ),
un(T − δ) exists. Integrating (4.2) from T − δ to Tn, we have
Tn < T − δ +
λ3j,n(T − δ)
3(1− ν)bc ,
where λj,n(t) is the j-th scaling parameter of the solution un(t). Let n→ +∞, we
will obtain:
lim sup
n→+∞
Tn ≤ T − δ +
λ3j(T − δ)
3(1− ν)bc ≤ T + 2δ.
Then let δ → 0, we have lim supn→+∞ Tn ≤ T , which concludes the proof of the
lemma. 
Therefore, we finish the proof of (2.64) and hence the proof of Proposition 2.16.
5. Proof of Theorem 1.5 by Brouwer’s theorem
In this section, we will prove Theorem 1.5. Actually, Proposition 2.16 has already
given the existence of solutions with exactly k blow-up points. And here we will
use another topological argument to show that the blow-up points can be chosen
arbitrarily.
Given any k points {x1, . . . , xk}, we want to find a solution whose blow-up set
is exactly {x1, . . . , xk}.
Step 1. First, we show that if
|xi − xj | ≥ b−120c , for all i 6= j, (5.1)
then there exists a solution u(t) satisfying (1.14) and (1.15), whose blow-up set is
exactly {x1, . . . , xk).
For j = 1, . . . , k, we let Ij = [xj − b−3c , xj + b−3c ]. Then for all xi,0 ∈ Ii, we have
|xi1,0 − xi2,0| ≥ b−100c , for all i1 6= i2.
17See for example Lemma 2.4 in [19].
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Next, we fix suitable λ1,0, b1,0, . . . , bk,0 > 0 and u˜0 ∈ C∞0 , such that for all
(x1,0, . . . , xk,0) ∈ I1 × · · · × Ik,
there exist (λ2,0, . . . , λk,0) such that conditions (2.18)–(2.22) is satisfied for
18
v0(x) = F ( ~λ0,~b0, ~x0, u˜0) =
k∑
i=1
1
λ
2
p−1
i,0
Qbi,0
(
x− xi,0
λi,0
)
+ u˜0(x).
Then, for all (x1,0, . . . , xk,0) ∈ I1 × · · · × Ik, we can consider the solution u(t)
with initial data
u0 = F (λ1,0, λ
∗
2,0, . . . , λ
∗
k,0,
~b0, ~x0, u˜0),
where19
λ∗k,0 = Fk(~b0, ~x0, u˜0, λ1,0) > 0,
λ∗i,0 = Fi(~b0, ~x0, u˜0, λ1,0, λ
∗
i+1,0, . . . , λ
∗
k,0) > 0, for i = 2, . . . , k − 1.
Obviously, we have u0 ∈ C∞0 .
Then, from Proposition 2.15, we know that the geometrical decomposition (2.23)
and the estimates (2.50)–(2.56) hold for all t ∈ [0, T ), where T is the maximal life
span of u(t). From Proposition (2.16), we know that u(t) blows up in finite time
(i.e. T < +∞), and has exactly k blow-up points, i.e. {x1(T ), . . . , xk(T )}. It is
easy to check that u(t) satisfies (1.14), (1.15) and (1.16), and the blow-up set of
u(t) is {x1(T ), . . . , xk(T )} (the limit of the translation parameters xj(t) as t→ T ).
Next, we define a map M from D = I1 × · · · × Ik to Rk as following:
M = M2 ◦M1,
where
M1 : D → Ok,p,
(x1,0, . . . , xk,0) 7→ u0 = F (λ1,0, λ∗2,0, . . . , λ∗k,0,~b0, ~x0, u˜0),
and
M2 : Ok,p → Rk,
u0 7→ {x1(T ), . . . , xk(T )} (the blow-up set of u(t).)
From (2.64) and the fact that Fj is continuous for all j = 2, . . . , k, it is easy to see
that the maps M1 and M2 are continuous. Hence M is continuous.
Now we claim there exists a (x1,0, . . . , xk,0) ∈ D such that
M(x1,0, . . . , xk,0) = (x1, . . . , xk). (5.2)
From the construction of geometrical decomposition (i.e. the argument of im-
plicit function theorem), we have
|xi,0 − xi(0)| ≪ 1,
for all i = 1, . . . , k. Together with (2.59), we have for all i ∈ {1, . . . , k},
|xi,0 − xi(T )| ≤ b−2c . (5.3)
We then introduce the following topological lemma, which is a corollary of the
Brouwer’s fixed point theorem, [1].
18We mention here that this is possible due to the assumption (5.1).
19Here, Fj , j = 2, . . . , k are the continuous functions defined in Lemma 2.12.
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Lemma 5.1. Let f be a continuous map from Rk to Rk, and Tr = [−r, r]k ⊂ Rk
be a cube centered at 0, for some r > 0. Suppose we have for all y ∈ ∂Tr,
|f(y)− y| < r, (5.4)
then there exists a y0 ∈ Tr such that f(y0) = 0.
Proof of Lemma 5.1. Suppose for all y ∈ Tr, f(y) 6= 0. Then we can define a map
g from Tr to ∂Tr as following:
g(y) = ∂Tr ∩ {tf(y)|t ≥ 0}.
It is easy to check that g is well-defined and continuous. The assumption (5.4)
ensures that for all y ∈ ∂Tr, and t ∈ [0, 1], we have
tg(y) + (1− t)y 6= 0,
which implies that g|∂Tr is homotopic to Id∂Tr . Indeed we can consider the following
map:
G : [0, 1]× ∂Tr → ∂Tr,
(t, x) 7→ ∂Tr ∩ {s[tg(y) + (1 − t)y]|s ≥ 0}.
It is easy to check that G is well-defined and continuous. Moreover, we have
G(0, y) = y, G(1, y) = g(y), for all y ∈ ∂Tr. Thus g|∂Tr is homotopic to Id∂Tr .
Then the homeomorphism of the homology groups induced by g (i.e. g∗: H∗(Tr)→
H∗(∂Tr)) is surjective. But this is a contradiction, sinceHk−1(Tr) = 0,Hk−1(∂Tr) =
Z. Therefore, we conclude the proof of Lemma 5.1. 
Now we apply Lemma 5.1 to f = M , and Tr = D with r = b
−3
c . From (5.3), we
can see that condition (5.4) is satisfied. Then we obtain (5.2), which concludes the
proof of Theorem 1.5 under the assumption of (5.1).
Step 2. Now for arbitrarily k pairwise distinct points {x1, . . . , xk}, choose λ > 0,
such that
min
1≤i6=j≤k
|λxi − λxj | ≥ b−120c .
Now from the above arguments, there exists a solution v(t) blowing up in finite
time Tv < +∞, whose blow-up set is {λx1, . . . , λxk}. Moreover, for t close to Tv,
there exist λj,v(t) and v˜(t, x) such that
v(t, x) =
k∑
j=1
1
λ
2
p−1
j,v (t)
Qp
(
x− λxj
λj,v(t)
)
+ v˜(t, x),
λ3j,v(t)
Tv − t ∼ 3bc, λj,v(t)
1−σc‖v˜x(t)‖L2 ≤ δ(p).
Then we let
u(t, x) = λ
2
p−1 v(λ3t, λx).
It is easy to see from Remark 1.3 that u(t) is a solution to (1.1) blowing up in finite
time Tu = λ
−3Tv < +∞. And its blow-up set is exactly {x1, . . . , xk}. Moreover,
u(t) satisfies (1.14), (1.15) and (1.16) with
λj(t) =
λj,v(λ
3t)
λ
, u˜(t, x) = λ
2
p−1 v˜(λ3t, λx), for all t close to Tu = λ
−3Tv.
Therefore, we conclude the proof of Theorem 1.5.
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