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Abstract—Encoders have been an inseparable part of robots
since the very beginning of modern robotics in the 1950s. As a
result, the foundations of robot control are built on the concepts
of kinematics and dynamics of articulated rigid bodies, which
rely on explicitly measuring the robot conﬁguration in terms
of joint angles – done by encoders.
In this paper, we propose a radically new concept for
controlling robots called Encoderless Robot Control (EnRoCo).
The concept is based on our hypothesis that it is possible to
control a robot without explicitly measuring its joint angles, by
measuring instead the effects of the actuation on its end-effector.
To prove the feasibility of this unconventional control approach,
we propose a proof-of-concept control algorithm for encoderless
position control of a robot’s end-effector in task space. We
demonstrate a prototype implementation of this controller in
a dynamics simulation of a two-link robot manipulator. The
prototype controller is able to successfully control the robot’s
end-effector to reach a reference position, as well as to track
continuously a desired trajectory.
Notably, we demonstrate how this novel controller can cope
with something that traditional control approaches fail to do:
adapt on-the-ﬂy to changes in the kinematics of the robot, such
as changing the lengths of the links.
I. INTRODUCTION
Since the very beginning of modern robotics in the 1950s
until present day, encoders have been an inseparable part of
robots. Even the very ﬁrst digitally operated robot ‘Unimate’,
invented by George Devol in 1954, had encoders [1]. As
a result, the foundations of modern robotics are built on
the concepts of kinematics and dynamics of articulated
rigid bodies, which rely on explicitly measuring the robot
conﬁguration in terms of joint angles – done by encoders.
In this paper, we propose a radically new concept for con-
trolling robots called Encoderless Robot Control (EnRoCo).
The concept is based on our hypothesis that it is possible to
control a robot without explicitly measuring its joint angles,
by measuring instead the effects of the actuation on its end-
effector. This is a non-trivial and non-obvious statement.
To make it clearer, a useful analogy from everyday life
is a person driving a car - he does not need to explicitly
measure the angle of the steering wheels in order to steer the
car. Instead, he can infer it by observing the car’s motion.
Similarly, the proposed EnRoCo approach can control a
robot by observing how the actuators affect the end-effector’s
motion, without explicitly measuring the joint angles.
Authors 1,3 are with the Department of Advanced Robotics, Istituto
Italiano di Tecnologia (IIT), 16163 Genoa, Italy {petar.kormushev,
darwin.caldwell}@iit.it.
Author 2 is with the Department of Electrical and Electronic
Engineering, Imperial College London, United Kingdom
y.demiris@imperial.ac.uk.
II. RELATED WORK
To the best of our knowledge, there is no existing en-
coderless robot control approach to this date that does not
rely on any type of joint angle measurement or estimation.
The reason for this stems from the well-established tradition
in robotics and control theory, to try to model explicitly the
system that needs to be controlled [2], [3]. For example, a
very recent paper on the topic of encoderless robot motion
control [4] still relies on joint angle estimation using the back
electromotive force of motors.
Among the existing robot control methods, the one that is
somehow closer to the proposed encoderless robot control is
visual servoing [5]. However, the similarity between EnRoCo
and visual servoing is only superﬁcial, to the extent that
both approaches use exteroception (external sensing - e.g.
a camera) for observing the robot’s motion. What they do
with the exteroceptive information is very different. In a
typical visual servoing control, the camera image is used
for calculating a desired velocity for the end-effector, which
is then sent to a conventional velocity controller that still
uses the joint encoders to execute the motion.
Unlike existing methods, EnRoCo does not use encoders
or joint angle estimation at all in the entire control architec-
ture. Instead, EnRoCo uses an external camera (one or more
if needed to deal with occlusions) to perceive the effects
that the actuators have on the robot’s motion, and then uses
learning algorithms to decide what actuation signals need to
be sent to the actuators in order to achieve the desired robot
motion. Since EnRoCo does not need joint angle information,
it does not make any assumptions regarding the kinematic
structure of the robot, meaning that EnRoCo does not need
a priori knowledge or model of the robot. This is the most
important distinction between EnRoCo and existing control
methods, as illustrated in Fig. 1.
In the ﬁeld of industrial power electronics, there is an
approach for sensorless/encoderless control of synchronous
machines, such as electric motors [6]–[10]. The principle
behind these approaches is dual-use of the motor simultane-
ously as an encoder. This is usually done by injecting high-
frequency signal in the main control signal sent to the motor,
and measuring the changes in the back-EMF. A similar dual-
use principle for encoderless position measurement is based
on hall effect sensor outputs of direct drive linear motors
[11]. Another related approach is used for direct torque con-
trol of brushless reluctance machines [12]. These principles
are completely different from the proposed encoderless robot
control concept in this paper.
The main challenge in the robot control problem is the
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Fig. 1. Illustration of the differences between the existing encoder-based robot control approaches - in (a) and (b), and the proposed encoderless robot
control (EnRoCo) - in (c). Among the many differences, the most important one is that EnRoCo is the only approach that does not use encoder feedback
(nor joint angle estimation) for controlling the robot. Instead, the feedback is done entirely through exteroception, and the human-designed analytic robot
model is replaced by a self-learned model.
complexity of the dynamics and the numerous uncertainties.
They arise from imprecise knowledge of kinematic and
inertia parameters, from joint and link ﬂexibility, actuator
dynamics, friction, sensor noise, and so on [3]. Modelling
explicitly all these effects by hand produces enormously
complex models. Instead, EnRoCo is able to model all this
autonomously and on-the-ﬂy while the robot moves.
EnRoCo is not the ﬁrst approach to use model learning
for controlling a robot. For example, approaches like body-
schema learning [13], learning forward models [14], motor
babbling [15], and reinforcement learning of robot skills [16]
employ machine learning techniques to help control a robot
with unknown or uncertain kinematic/dynamic properties.
However, unlike EnRoCo, all existing approaches ultimately
rely on encoder (or joint angle) feedback for estimating the
robot state (e.g. position, orientation, and velocity of the
end-effector). Therefore, this is the ﬁrst time an encoderless
robot control concept is being proposed that does not use any
joint angle estimation, to replace the conventional encoder-
based feedback control architecture with a learning-based
encoderless approach.
In the ﬁeld of neuroscience, a very interesting study pub-
lished in Nature [17] demonstrates how a monkey can learn
to control a robot arm without using any encoder feedback.
The robot is controlled by signals from the monkey’s brain,
and the only feedback available to the monkey is its own
vision. Conceptually, what the monkey achieves by learning
to control the robot arm purely based on visual feedback
is very similar to the concept of the proposed EnRoCo
controller. The fact that a monkey can learn to do this
efﬁciently gives evidence in support of the feasibility of the
proposed control concept.
III. PROPOSED APPROACH
A high-level conceptual ﬂowchart of the proposed En-
coderless Robot Control (EnRoCo) approach is shown in
Fig. 2. The main idea is that it is possible to obtain infor-
mation about the local combined kinematics and dynamics
of the robot (what we call ‘kinodynamics’) by generating
pseudo-random actuation control signals and observing their
effect on the robot’s end-effector. Then, after collecting
sufﬁcient observations, the local kinodynamics can be ap-
proximated and the EnRoCo controller can estimate what
actuation control signal is required to make the end-effector
move in a desired direction towards a given reference po-
sition. After each movement, the resulting effect on the
end-effector’s state is compared with the anticipated effect.
If the difference is signiﬁcant, this means that the local
kinodynamics is not known precisely enough, which triggers
a new exploratory phase. The most important components
from Fig. 2 are as follows:
• 1 A decision is made whether to collect more infor-
mation about the local kinodynamics (by triggering the
generator of exploratory behavior) or to use the already
collected information.
• 2 Based on the available local kinodynamics informa-
tion, the EnRoCo controller is trying to predict what
actuation signal would move the end-effector towards
the given reference position. One possible way to cal-
culate this is proposed in the next section.
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Fig. 2. A high-level diagram showing how the proposed Encoderless Robot Control (EnRoCo) approach works.
• 3 The calculated actuation signal from step 2 is
executed on the robot. Please note that this is a feed-
forward execution of the control signal (which could
be torque, voltage, current, or other signal supported by
the robot motor drivers) without any encoder/joint angle
feedback.
• 4 The effect of the actuation from step 3 is compared
to the predicted effect from step 2 . If the prediction
was not accurate enough, this triggers new exploratory
phase which adds more local kinodynamics information
which, in turn, improves the accuracy of the future
predictions.
• 5 The generator of exploratory behavior works by gen-
erating pseudo-random actuation control signals which
we call actuation primitives. These primitives have
parameters (such as magnitude and duration) which
can be modulated in order to produce different control
signals.
• 6 The generator has its own short-term memory which
helps to generate fewer primitives while simultaneously
optimizing the gained information about the local kin-
odynamics. For example, one possibility is to generate
primitives that are orthogonal in the space of primitive
parameters.
IV. PROPOSED IMPLEMENTATION
The description of EnRoCo in Section III is rather abstract
and it could be implemented in many different ways. In
this section, we propose one concrete implementation of
EnRoCo. To be more speciﬁc, we propose an EnRoCo
implementation for a 2-degree-of-freedom serial robot ma-
nipulator.
The proposed implementation is based on actuation prim-
itives. An actuation primitive produces a control signal τ(t)
(could be actuation torque, voltage, current, etc.) that is sent
to an actuator and is deﬁned as a function of time:
τ(t) =
⎧⎪⎨
⎪⎩
τp if t ∈ [t0, t0 + dp2 )
−τp if t ∈ [t0 + dp2 , t0 + dp]
0 if t ∈ (−∞, t0) ∪ (t0 + dp,∞)
(1)
where the parameter τp deﬁnes the magnitude (torque) of the
actuation primitive, dp deﬁnes the duration of the primitive,
and t0 denotes the starting time. Example primitives gener-
ated by EnRoCo are shown in Fig. 3. The proposed EnRoCo
controller generates actuation primitives with different values
for the parameters (τp and dp) and sends them to each
actuator of the robot. In the proposed implementation, the
primitives are sent sequentially and synchronously for all
actuators. In principle, it could also be possible to send them
asynchronously and/or in an overlapping way.
Please note that the order of the actuators does not
matter for the EnRoCo controller. In fact, the controller does
not even know which actuator corresponds to which joint.
By making no assumptions about the actuators and their
relationship to the joints, the EnRoCo controller becomes
agnostic to changes in the design of the robot, which is a
signiﬁcant advantage over traditional controller design.
While the EnRoCo controller is running, it is collecting a
dataset {pi} of actuation primitives that have been executed
on the robot, produced by the ‘Generator of exploratory
behavior’ (step 5 in Fig. 2). Then, every time at step 2 ,
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Fig. 3. Example actuation primitives as the ones used by the proposed
Encoderless Robot Control implementation. Three primitives are shown,
each with different parameters: duration dp and magnitude τp. The starting
time is ﬁxed at t0 = 0 for all of them for easier comparison.
the EnRoCo controller is estimating new parameters for an
actuation primitive to execute next. Here we describe exactly
how this is done.
Let pˆ be the desired primitive whose parameters τp(pˆ) we
would like to estimate, in order to move the end-effector to-
wards a desired goal position. The desired primitive includes
two components - one for each actuator:
b1 =
[
τ1p (pˆ)
τ2p (pˆ)
]
(2)
The idea is to represent pˆ as a linear combination of the k-
nearest neighbor (k-NN) primitives that have been previously
executed and recorded in the long-term memory. Let p1 . . . pk
be these k-NN primitives. The distance is calculated from
the current end-effector position to the starting position of
each primitive {pi}. Using some unknown weights x =
[x0, x1, . . . , xk]
T , the linear combination of the k-NN prim-
itives can be expressed in matrix form as follows:
A1x = b1, (3)
where the matrix A1 contains the parameters of the k-NN
primitives:
A1 =
(
1 τ1p (p1) τ
1
p (p2) · · · τ1p (pk)
1 τ2p (p1) τ
2
p (p2) · · · τ2p (pk)
)
2×(k+1)
, (4)
where τp(pi) is the magnitude of the i-th actuation primitive.
In order to ﬁnd suitable coefﬁcients {xi} for the linear
combination, we use the available information about the
outcomes of the k-NN primitives:
A2 =
⎛
⎜⎝
1 Δx(p1) Δx(p2) · · · Δx(pk)
1 Δy(p1) Δy(p2) · · · Δy(pk)
1 Δz(p1) Δz(p2) · · · Δz(pk)
⎞
⎟⎠
3×(k+1)
,
(5)
where [Δx(pi) Δy(pi) Δz(pi)]T is the relative displace-
ment of the end-effector after the execution of the primitive
pi. Using the information about the current end-effector posi-
tion and the target position, we can choose a speciﬁc desired
effect for the primitive we are generating. For example, this
effect can be either directly moving the end-effector to the
ﬁnal target position, or moving it towards the target at a
certain distance. The selected effect is expressed in terms of
the relative displacement of the end-effector as follows:
b2 =
⎡
⎢⎣Δx(pˆ)Δy(pˆ)
Δz(pˆ)
⎤
⎥⎦ (6)
Next, we can obtain the coefﬁcients {xi} by solving the
following equation for x:
A2x = b2 (7)
Please note that this is not necessarily a well-posed problem,
because the rank of matrix A2 might not be full, and thus
there might be many possible solutions for x. To go around
this problem, we use least squares regression to solve it by
ﬁnding the smallest (squared) vector x that is a solution.
Then, the calculated value for x can be substituted in (3)
and thus, ﬁnally, the desired primitive parameters τp(pˆ) can
be obtained from b1.
The described mechanism is somewhat similar to the
ARCHER algorithm [18], which also uses an iterative local
regression process, and already works well. However, it
does not take into account the different level of reliability
(conﬁdence) of the different k-NN primitives. For example,
primitives that are very close1 to the current state of the
end-effector should be considered to be more reliable2 than
further away primitives. To take this important information
into account, it is possible to apply instead a weighted least
squares approach for solving (7). The idea is to put differ-
ent weights w1 . . . wk to the different neighbors p1 . . . pk,
according to their distance1 from the current state. This can
be achieved by changing equations (3) and (7) to:{
A1Wx = b1
A2Wx = b2
(8)
where W = diag(1, w1, w2, . . . , wk). Please note that this
differs from the usual weighted least squares approach in
which the weights are put on feature columns, not on sample
rows as in our case.
This concludes the description of the proposed EnRoCo
implementation for encoderless position control of a two-link
robot manipulator.
V. EXPERIMENTS IN SIMULATION
A dynamics simulation of a robot arm was performed
using MATLAB/Simulink and a modiﬁed version of the
1The proximity between previously executed primitives and the current
end-effector position is calculated using Euclidean distance between the
beginning position of each primitive and the current end-effector position.
2The closest k-NN primitives are more reliable because they can better
approximate the local robot kinodynamics than further away primitives,
therefore they should be considered with higher weights when calculating
the new primitive.
TABLE I
ROBOT KINEMATIC AND DYNAMIC SPECIFICATIONS
Link lengths
Base: 0.35 [m]
L1: 1.00 [m] 1.20 [m]*
L2: 1.00 [m] 1.20 [m]*
Link masses
L1: 1 [kg]
L2: 1 [kg]
* The kinematic changes for the experiment in Fig. 7.
Robotics Toolbox [19]. The kinematic and dynamic speci-
ﬁcations of the simulated robot used for the experiments are
shown in Table I. Please note that this information is not
given to the EnRoCo controller in any way.
The EnRoCo controller was implemented as described
in Section IV using the k = 4 nearest neighbor primi-
tives and the weighted least squares method with weights
[1 0.75 0.5 0.25]T for all experiments. Since the experi-
ments were performed in simulation, there was no need to
use a camera. Instead, the end-effector state was obtained
internally from the simulator.
Three types of experiments were performed using the
proposed EnRoCo controller implementation, as follows:
1) Reaching a single reference/target position with the
end-effector (shown in Fig. 4 and Fig. 5);
2) Tracking a continuous reference trajectory with the
end-effector (shown in Fig. 6);
3) Adapting to changes in the robot kinematics while
tracking a reference trajectory (shown in Fig. 7).
The experiments and their results are explained in detail
below. The video accompanying this paper contains motion
sequences from all experiments. A longer version of the
video is also available online [20].
A. Reaching a reference position
In these experiments, the EnRoCo controller is given a
desired reference position that needs to be reached with the
robot’s end-effector. Four experiments of this type are shown
in Fig. 4. In each experiment, the EnRoCo controller starts
from a blank state (i.e. without any prior knowledge about the
robot) and performs a brief exploratory behavior produced by
the generator in step 5 of Fig. 2. Since the given reference
position is very far from the current end-effector position, the
EnRoCo controller generates intermediate reference/target
positions that lie on a straight line between the end-effector
and the ultimate target position. This is done at step 2 of
Fig. 2. Each intermediate target is generated to be not too
far from the current end-effector position, bounded above
by a constant maximum distance (in these experiments
0.04 [m] was used). The reason for this is to limit the
effect of each primitive to a relatively small neighborhood
around the current end-effector position, because the robot
kinodynamics is only known locally around this position to
EnRoCo. As the EnRoCo controller explores bigger parts
of the reachable state space of the robot, this maximum
distance bound can be relaxed (i.e. increased). The speciﬁc
value of this bound is not critical, because if the effect of a
Fig. 4. These experiments demonstrate how the EnRoCo controller
can reach a desired reference/target position for the end effector. Four
experiments are shown, one for each of the four targets indicated by the
big concentric circles with a cross. The numbers in the ﬁgure indicate the
sequence of executed actuation primitives. The end-effector trajectory is
indicated with a cyan line. The end-effector tip is shown with a yellow
circle. The small blue crosses indicate the intermediate reference positions
generated on a straight line towards the target position for each primitive.
The actual positions reached by the end-effector at the end of each primitive
are indicated with smaller red circles. In all four cases, the EnRoCo
controller successfully reaches the target position. A video clip of these
experiments is available online [20].
generated primitive differs substantially from the anticipated
outcome, the EnRoCo controller will trigger automatically
an exploratory behavior (step 4 of Fig. 2).
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Fig. 5. The recorded joint positions (in degrees) and control signals (in
Nm) sent to the actuators as a result of the generated actuation primitives.
These data correspond to the last experiment in Fig. 4 in which the target
position is in the bottom-right corner at coordinates (1.7, -0.2).
To demonstrate the generated actuation primitives, Fig. 5
shows the sequence of executed primitives and the recorded
robot movement for the last of the four experiments from
Fig. 4. In these experiments, the durations of the primitives
are kept constant (at 0.2 [s]) and only their magnitude is
adjusted by the EnRoCo controller.
Fig. 6. This experiment shows how the EnRoCo controller can track a
continuous reference trajectory. The reference ﬁgure-8 trajectory is indicated
with blue circles. The end-effector trajectory is indicated with a cyan line.
The end-effector tip is shown with a yellow circle. The zoomed-in square
area shows a magniﬁed view of the following: (i) three consecutive actu-
ation primitives, numbered 103, 104 and 105; (ii) the three corresponding
reference/target positions for each primitive, indicated with blue crosses;
(iii) the actual positions reached by the end-effector, indicated with smaller
red circles. A video clip of the experiment is available online [20].
B. Tracking a continuous reference trajectory
In these experiments, the EnRoCo controller is given
a whole continuous reference trajectory that needs to be
tracked by the robot’s end-effector. Fig. 6 shows one ex-
periment in which the trajectory has a ﬁgure-8 shape. The
EnRoCo controller is able to track the reference trajectory in
task space very well. Please note that the reference trajectory
is speciﬁed only in the task space and not in the time domain.
This allows the EnRoCo controller to take its time to perform
exploratory behavior as necessary, without penalizing the
tracking performance. The goal of this experiment is also
to demonstrate that EnRoCo can reuse the accumulated
knowledge about the robot kinodynamics which is reﬂected
by the reduced need for exploratory behavior when the robot
re-visits previously explored areas of the state space.
C. Adapting to changes in the robot kinematics
One of the most important advantages of EnRoCo over
conventional encoder-based controllers is its non-reliance
on prior kinematics knowledge. This means that EnRoCo
does not need robot kinematics information and does not
use conventional forward/inverse kinematic calculation in
order to control the robot’s motion. To demonstrate this, we
conducted a trajectory-tracking experiment during which the
kinematics of the robot is changed. In particular, the lengths
of two links are increased by 20%, as indicated in Table I.
A conventional inverse-kinematics-based controller cannot
cope with such a change on-the-ﬂy, because its internal
kinematics model needs to be manually updated to reﬂect
the changed kinematics. EnRoCo, on the other hand, auto-
matically adapts to the changes and continues tracking the
trajectory after a brief exploratory period. The comparison
between the conventional controller and EnRoCo is shown
in Fig. 7.
VI. DISCUSSION
The proposed proof-of-concept implementation of En-
RoCo clearly demonstrates the feasibility of the proposed
novel robot control approach. However, the proposed im-
plementation has a few drawbacks. For example, it does
not take into account the effects of gravity. Because of
this, the motion of the two-link manipulator was kept in a
horizontal plane during the presented experiments. Another
limitation is the fact that the actuation primitives are executed
synchronously and are kept with a constant duration. In the
future, we plan to investigate more elaborate algorithms that
are able to modify not only the magnitude, but also the
duration of the actuation primitives.
The goal of the proposed encoderless robot control ap-
proach is not necessarily to eliminate the use of encoders,
but to design a robot controller that can work even without
encoders. A straightforward application would be as a fail-
safe controller.
Currently, robots are designed with stiff links to avoid
bending (in order for the kinematic calculations to work).
By not relying on encoders for controlling robots, EnRoCo
will open up exciting possibilities for the mechanical design
of future robots. For example, the links will no longer need
to be so stiff, and the kinematics will no longer need to
be ﬁxed. As an illustration, imagine a lightweight prosthetic
arm or a robot exoskeleton that can grow, bend, and adapt
to accommodate its patient. Such a device would be very
difﬁcult to control with the existing control methods.
Moreover, EnRoCo can provide robot cost reduction
by eliminating the need for encoders thus simplifying
their design. Further applications include robotic micro-
manipulation, where a major difﬁculty is the miniaturization
of encoders, and EnRoCo could eliminate them altogether.
To summarize, the beneﬁts from breaking the depen-
dency on joint encoders are surprisingly many, not only
for controlling existing robots, but also for the design of
new robots. Potential applications include lower-cost robots
due to simpler design, safer human-robot interaction due
to lighter robots, modular and reconﬁgurable robots whose
kinematics changes over time (e.g. evolving hardware), etc.
VII. CONCLUSION
We have presented a novel approach for encoderless
control of a robot manipulator. The approach does not rely
on any joint angle information or estimation and does not
require any a priori knowledge about the robot kinematics
or dynamics. The approach works by generating actuation
primitives and perceiving their effect on the robot’s end-
effector, thereby building a local kinodynamic model of the
robot. We have proposed a concrete implementation of this
approach and conducted proof-of-concept experiments with
it in simulation. The experimental results show that this
novel control approach can reach a reference position and
track a continuous reference trajectory. More importantly, the
Fig. 7. This experiment shows how the EnRoCo controller copes with changes in the robot kinematics on-the-ﬂy, while tracking a reference trajectory.
The reference ﬁgure-8 trajectory is indicated with blue circles. The time and place where the kinematics change event occurs is indicated with the green
dashed line. Left: A conventional inverse-kinematics-based position controller cannot adapt to the changes in the kinematics and fails to track the reference
trajectory after the kinematics change event. Right: The proposed EnRoCo controller automatically adapts to the changes in the kinematics and successfully
tracks the reference trajectory even after the kinematics change event. In both cases, the blue robot is the original robot that starts the movement, and
the red robot is the kinematically-modiﬁed robot which has 20% longer lenghts of links L1 and L2, compared to the initial (blue) robot. Neither one
of the two controllers is notiﬁed about the kinematics change. The end-effector trajectory is shown with a cyan line before, and with a red line after the
kinematics change event. A video clip of the experiment is available online [20].
controller can adapt on-the-ﬂy to changes in the robot kine-
matics, which is something very difﬁcult for conventional
controllers. The proposed control approach looks promising
and has many potential applications not only for the control
of existing robots, but also for new robot designs.
Regarding future work, a major issue remaining to be
investigated is scalability of EnRoCo to multi-DOF robot
manipulators, as well as practical real-world implementation
issues, both of which are beyond the scope of this introduc-
tory paper.
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