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Abstract
This paper proposes a formal approach to learning and planning for agents operating in a priori unknown, time-varying
environments. The proposed method computes the maximally likely model of the environment, given the observations about the
environment made by an agent earlier in the system run and assuming knowledge of a bound on the maximal rate of change
of system dynamics. Such an approach generalizes the estimation method commonly used in learning algorithms for unknown
Markov decision processes with time-invariant transition probabilities, but is also able to quickly and correctly identify the system
dynamics following a change. Based on the proposed method, we generalize the exploration bonuses used in learning for time-
invariant Markov decision processes by introducing a notion of uncertainty in a learned time-varying model, and develop a
control policy for time-varying Markov decision processes based on the exploitation and exploration trade-off. We demonstrate
the proposed methods on four numerical examples: a patrolling task with a change in system dynamics, a two-state MDP with
periodically changing outcomes of actions, a wind flow estimation task, and a multi-arm bandit problem with periodically changing
probabilities of different rewards.
I. INTRODUCTION
A variety of intelligent agents — notably, autonomous systems — are commonly required to operate in unknown environments
[1]–[3], necessitating the use of learning in order to complete their tasks. While methods for learning and planning for agents in
unknown environments exist in a variety of frameworks [4]–[8], most of them assume that the environment in which the agent
operates is unchanged over the course of the agent’s operation. Such an assumption is useful for two reasons. Firstly, it ensures
predictability of the outcomes of the actions performed by the agent after it ceases to learn. Secondly, in environments with
stochastic dynamics, it allows construction of an estimate of the dynamics by performing repeated experiments and observing
the outcomes [6], [8]–[14]. However, this assumption is often not realistic for systems operating on long-term missions outside
a strictly controlled environment, e.g., a laboratory testbed. Taking an example of an extraterrestrial rover mission, changes in
the environment may be a consequence of regular, predictable events such as intra-day or seasonal temperature variations [15]
or may result from more complex phenomena that are difficult to predict: e.g., terrain changes due to wind (see references in
[16] for a detailed study).
In contrast to assuming time-invariance, accounting for time-varying changes in the environment presents a major challenge
to learning and planning. A naive approach — restarting the learning process whenever the environment changes — does
not make sense: the environment is possibly continually changing. Restarting the learning process whenever the environment
sufficiently changes, or sufficient length of time passes, would both neglect the environmental changes between the process
restarts and rely on heuristics in deciding when to restart learning. Restarting too often will lead to the agent spending too
much time on learning, and lacking time to perform its task. On the other hand, restarting the learning process too rarely can
lead to unreliable learning outcomes.
This paper develops a method that neither assumes that the environment is time-invariant, nor uses discrete learning episodes
to artificially adapt the agent to a changing environment while discarding all old learned information. The framework of this
paper is one of time-varying Markov decision processes (TVMDPs) [17], i.e., discrete-time, finite-state stochastic control
processes where transitions from one state to another are governed by a time-varying transition probability function. Building
on the maximum-likelihood approach to learning and planning in unknown time-invariant environments [18]–[20], we propose
a change-conscious maximum likelihood estimate (CCMLE) that computes a time-varying transition probability function that
is maximally likely, given (i) the previously observed outcomes of the agent’s actions and (ii) a priori known bounds on the
rate of change of the transition probabilities. In our motivational narrative, such bounds may come from prior study of the
causes behind the changes in transition probabilities — for example, wind or temperature change [21].
Using the proposed estimation method, we additionally propose an active learning policy, seeking to ensure that the agent
estimates the system dynamics as quickly as possible during a single system run, and incorporate such a policy in a joint
learning and planning mechanism, enabling the agent to use active learning in order to accomplish its control objective.
An attractive feature of the proposed estimation method for TVMDPs is its interpretation as a generalization of a standard
estimation method on time-invariant MDPs, described in [11]. Namely, if the environment is time-invariant, i.e., the rate of
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2change of the environment is known to be 0, the proposed method provides estimates that match the estimates provided by the
method used for time-invariant MDPs. Such a property ensures that the proposed method retains all the appealing theoretical
results afforded to the previously used estimation method when the environment is time-invariant, while allowing for successful
estimation when the environment is known to change over time.
While the framework of TVMDPs has been described in [17], the work contained therein solely discusses optimal control
policies for a priori known TVMDPs. Our interest is in learning and planning for unknown TVMDPs; to the best of our
knowledge, such a problem has not been discussed previously.
Frameworks similar to TVMDPs include the following:
• Time-dependent MDPs [22], where the dependence of transition probabilities on time is encoded by appending a continuous
time stamp as a coordinate in the state space, thus yielding a continuous-state MDP.
• Time-varying Markov-switching models [23], which do not include a notion of a control action.
• Semi-Markov decision processes and related frameworks [9], [24], [25], where the transition probabilities themselves are
time-invariant, but the time needed to perform a transition may vary.
• ε-stationary MDPs [26]–[28], which allow for time-varying transition probabilities only inasmuch as they remain close to
constant over time.
Learning and planning for agents operating in the last two frameworks have been discussed at length; see, e.g., [9], [27].
However, the nature of these frameworks — with transition probabilities that, potentially disregarding bounded disturbances,
do not change over time — yields reinforcement learning methods that are not useful in the setting where transition probabilities
may significantly vary over long periods of time. Learning of time-varying Markov-switching models (see, e.g., [29]) is more
similar to the problem of learning for TVMDPs. However, as that framework does not include explicit decision-making, learning
simply relies on passively collecting data from multiple system runs. While similar in the estimation part — although with
technical differences due to different assumptions on previous knowledge — our proposed method seeks to make the agent
actively learn by performing those actions that are expected to reduce the uncertainty in the learned model. Finally, time-
dependent MDPs naturally fall into the category of continuous-state MDPs. However, learning methods for continuous-state
MDPs are generally computationally intractable [30].
The organization of this paper is as follows. Section II recalls the definition of a TVMDP and poses problems of optimal
learning — during a single system run — and optimal control for an agent operating in a TVMDP with a priori unknown
transition probabilities. Section III introduces the key element of the proposed learning method: a change-conscious maximum
likelihood estimate (CCMLE) of the TVMDP’s transition probabilities, given prior observations and knowledge about the rate
of change of probabilities. It additionally relates the CCMLE to estimates produced by standard estimation in the case of
time-invariant MDPs, and provides theoretical results describing the CCMLE for the case when the transition probabilities
change over time. Section IV develops a measure of uncertainty of a CCMLE and relates it to measures of uncertainty used in
learning and planning techniques for time-invariant MDPs. Section V uses this notion of uncertainty to propose optimal learning
and control policies for an agent operating in an unknown, time-varying environment. In particular, Section V-A considers a
policy that minimizes the agent’s uncertainty, while Section V-B uses the measure of uncertainty as an “exploration bonus” in
proposing a control policy based on the exploration-exploitation framework, seeking to minimize the uncertainty while directing
the agent to progress towards its objective. Building on the theoretical results of the previous section, Section VI illustrates
the developed theory by considering learning and planning for an agent in two simple scenarios: Section VI-A discusses a
scenario of a one-off change in transition probabilities during a patrolling mission, while Section VI-B considers a setting of
regular, periodic changes in transition probabilities on a two-state MDP that models a two-arm bandit. In these sections, we
compare results attained by the proposed method to the methods introduced in previous work, and show that the proposed
method indeed leads to smaller estimation errors and expedited completion of control objectives. Proofs of theoretical results
are provided in Appendix A. Finally, Appendix B builds on Section VI to describe numerical results obtained in two more
complicated settings: Appendix B-A describes estimation of wind flow using a pilot balloon with CCMLE, and Appendix B-B
modifies the two-arm bandit setting to a multi-arm bandit.
Notation. Symbol N0 denotes all nonnegative integers. Function d : Rn × Rn → [0,+∞) denotes the Euclidean distance on
Rn. For a set P ⊆ Rn, diam(P) denotes the diameter of the set: diam(P) = sup{d(x, y) | x, y ∈ P}. For a set X , |X|
denotes its cardinality.
II. PROBLEM STATEMENT
Consider a time-varying Markov decision process (TVMDP) [17] M = (S,A, P ), where S = {s1, . . . , sn} is the state
space, A is the set of actions, and
P : S ×A× S × N0 → [0, 1]
is a transition probability function. Namely, P (s, a, s′, t) denotes the probability that an agent positioned at state s ∈ S at time
t ∈ N0 will, after performing action a ∈ A, transition to a state s′ ∈ S at time t + 1. Naturally,
∑
s′∈S P (s, a, s
′, t) = 1 for
all s ∈ S, a ∈ A, t ∈ N0. If s0 is the agent’s initial state, the agent’s path until time T ∈ N0 is denoted by σ = (s0, . . . , sT ),
while the agent’s corresponding actions are given by α = (a0, . . . , aT−1). A time-varying policy on a TVMDP M is a
3sequence pi = (pi1, pi2, . . .), where pit ∈ A depends on time t, the agent’s position st, as well as the agent’s previous positions
s0, . . . , st−1. If the transition probability function P is a priori unknown, pit may also depend on the agent’s estimate of P at
time t. A time-invariant policy on a TVMDP M is a policy that depends solely on the agent’s position st, i.e., with a slight
abuse of notation, pi : S → A.
TVMDPs seek to model an environment in which the agent dynamics may change over time. This framework is a
generalization of classical time-invariant Markov decision processes (MDPs); in standard MDPs, transition probability function
P is not dependent on time. In the remainder of the paper, if a transition probability is time-invariant, we will denote it by
P (s, a, s′, ∗).
We assume that the transition probability function P is unknown to an agent at the beginning of the system run, i.e., prior
to t = 0. As in the previous work [6], [10], [12], [14], [31] on time-invariant MDPs, we study two objectives:
(i) learning the transition probabilities as efficiently and correctly as possible during a single system run, and
(ii) for a reward function R : S ×A→ R, maximizing the agent’s expected collected reward over a period of time.
In time-invariant MDPs, because the transition probabilities do not change over time, it is possible to learn the transition
probabilities at every state-action pair (s, a) with an arbitrarily small error, by repeatedly visiting the state s, performing the
action a, and observing the outcome. By the law of large numbers,
lim
#(s,a)→∞
#(s, a, s′)
#(s, a)
= P (s, a, s′, ∗) (1)
with probability 1, where #(s, a) denotes the number of times that action a was performed at state s, and #(s, a, s′) denotes
the number of times that performing action a at state s led to the agent immediately moving to state s′. Hence, while the
meaning of learning “as efficiently and correctly as possible” in (i) depends on the particular formal definition, it is — under
some ergodicity assumptions — possible to learn the transition probabilities P (·, ·, ·, ∗) within one system run and with an
arbitrarily small error. After learning these probabilities, it is then straightforward (see, e.g., [32]) to determine a policy that
comes arbitrarily close to maximizing the agent’s expected collected reward, thus solving objective (ii).
In the case of TVMDPs, it is impossible to learn the transition probabilities during a single system run with an arbitrarily
small error, as these probabilities may continually change. In fact, if the transition probabilities at different times are entirely
independent, the agent would only have one time step (i.e., one action) to learn the transition probabilities at |S||A| state-action
pairs. In such a case, any attempt at learning is meaningless. Even if the transition probabilities are not independent, i.e., it is
known that there exists εt ∈ [0, 1) such that
|P (s, a, s′, t+ 1)− P (s, a, s′, t)| ≤ εt (2)
for all s, s′ ∈ S, a ∈ A and t ∈ T , perfect knowledge of all transition probabilities P (s, a, s′, τ) for τ 6= T only implies that
P (s, a, s′, T ) ∈ [P (s, a, s′, T − 1)− εT−1, P (s, a, s′, T − 1) + εT−1] and
P (s, a, s′, T ) ∈ [P (s, a, s′, T + 1)− εT , P (s, a, s′, T + 1) + εT ],
and just one sample collected from (s, a) at time T is not sufficient to determine the value of P (s, a, s′, T ).
The above discussion behooves us to interpret objective (i) in the following way.
Problem 1 (Optimal learning in TVMDPs). Determine a policy pi∗ such that, at every time t ≥ 0, after taking action pi∗t ∈ A,
the uncertainty in the estimated transition probabilities P (·, ·, ·, t) is minimized.
We purposefully leave the notion of uncertainty vague at this point. Sections III, IV, and V-A of this paper will be dedicated
to designing a meaningful estimate of transition probabilities, defining the notion of uncertainty of such an estimate, and
determining a policy pi that solves the optimal learning problem.
Our interpretation of objective (ii) also follows from the time-varying nature of the environment. Since the transition
probabilities change, the optimal policy should also be time-varying. Hence, we are interested in maximizing the expected total
reward collected during a single system run. Largely for notational purposes, we express the problem in terms of expected
average rewards on an infinite system run.
Problem 2 (Optimal control in TVMDPs). Determine a policy pi∗ that maximizes
E
[
lim inf
T→∞
∑T
t=0R(st, pi
∗
t , st+1)
T
]
,
where st is the agent’s state at time t.
In both the optimal learning and optimal control problems, we allow pi∗t to depend on the agent’s path until time t and its
estimates of transition probabilities.
By appending the state space S by the time coordinate and interpreting the transition probabilities and rewards as being
defined on the state space S × N0, the optimal control problem on TVMDP M is equivalent to a standard optimal control
4problem on a countably infinite MDP Mˆ, with a finite set of actions A and an averaged reward objective. A detailed discussion
of such a problem in the context of infinite MDPs is given in [32]. With a slight change to a discounted reward objective
instead of an averaged reward, the work in [32] shows that such a problem admits a stationary optimal policy, which naturally
translates to a time-varying optimal policy on M. However, such a policy can only be found if the transition probabilities are
a priori known. Finding an optimal control policy under the stipulation that P is unknown at the beginning of the system run is
clearly impossible. In Section V-B we will propose a method motivated by the exploration-exploitation framework of previous
work [6], [10], [12], [14], [31], seeking to actively learn about the transition probabilities in order to be able to collect higher
rewards.
We now proceed to discuss the initial building block of our method for learning and planning in TVMDPs: estimating the
transition probabilities.
III. CHANGE-CONSCIOUS MAXIMUM LIKELIHOOD ESTIMATE
The objective of this section is to develop a method for estimating the transition probabilities P (s, a, s′, t), t ≤ T , given
the observations of the agent’s motion until time T . To this end, we develop a change-conscious maximum likelihood estimate
(CCMLE) which produces a set of probability distributions P (s, a, ·, t) for all s ∈ S, a ∈ A, and t < T , for which the probability
of the agent’s observed path σ = (s0, s1, . . . , sT ) until time T is maximal, given the agent’s actions α = (a0, . . . , aT−1) and
an known a priori on the rate of change of transition probabilities over time.
Let us now consider the path σ = (s0, s1, . . . , sT ). For ease of notation, we assume that A = {a}, i.e., that the TVMDP
M is a time-varying Markov chain; if |A| > 1, we can separate the agent’s paths into |A| (possibly disconnected) paths, one
for each action. The probability of the agent following the path σ is
P(σ) =
T−1∏
t=0
P (st, a, st+1, t). (3)
We note that P(σ) as defined in (3) depends on the values P (s, a, s′, t), with t < T . Given the agent’s path σ, we want to
determine the parameter set {P˜ (s, a, s′, t) | s, s′ ∈ S, t < T} (in future to be denoted by P˜t<T ) which is most likely to have
produced such a path [33]. In other words, we want to find a transition probability function P˜t<T that maximizes P(σ), i.e.,
a solution to the problem
max
P˜t<T
T−1∏
t=0
P˜ (st, a, st+1, t)
s.t. P˜ (s, a, s′, t) ≥ 0 for all s, s′ ∈ S, t < T ,∑
s′∈S
P˜ (s, a, s′, t) = 1 for all s ∈ S, t < T .
(4)
The set of solutions to problem (4) is trivially given by{
P˜t<T | P˜ (st, a, st+1, t) = 1 for all t < T
}
.
Such a result is intuitive: without any additional constraints, transition probabilities at different times are possibly independent.
Thus, the transition probability function that will generate the observed outcomes with the highest probability is the one that
ensures that all the observed outcomes happen with probability 1. However, learning transition probabilities is impossible in
this framework, as all observations at times t < T make no impact on the estimate of transition probabilities for time t = T .
Thus, learning needs to be based on additional knowledge of the relationship between transition probabilities at different times.
We do not assume any specific knowledge about the changes other than the maximal rate of change of transition probabilities,
i.e., εt ∈ [0, 1], t ∈ N0, which satisfy (2). Thus, the CCMLE problem is given by
max
P˜t<T
T−1∏
t=0
P˜ (st, a, st+1, t)
s.t. P˜ (s, a, s′, t) ≥ 0 for all s, s′ ∈ S, t < T ,∑
s′∈S
P˜ (s, a, s′, t) = 1 for all s ∈ S, t < T .
P˜ (s, a, s′, t+ 1)− P˜ (s, a, s′, t) ≤ εt for all s, s′ ∈ S, t < T ,
P˜ (s, a, s′, t)− P˜ (s, a, s′, t+ 1) ≤ εt for all s, s′ ∈ S, t < T ,
(5)
where the decision variables are P˜ (s, a, s′, t) for all s, s′ ∈ S, t < T .
Noting that the product in the objective function of (5) is nonnegative, and the logarithm function is monotonic, (5) can be
replaced by the constrained log-likelihood problem
5min
P˜t<T
−
T−1∑
t=0
log P˜ (st, a, st+1, t)
s.t. P˜ (s, a, s′, t) ≥ 0 for all s, s′ ∈ S, t < T ,∑
s′∈S
P˜ (s, a, s′, t) = 1 for all s ∈ S, t < T ,
P˜ (s, a, s′, t+ 1)− P˜ (s, a, s′, t) ≤ εt for all s, s′ ∈ S, t < T ,
P˜ (s, a, s′, t)− P˜ (s, a, s′, t+ 1) ≤ εt for all s, s′ ∈ S, t < T ,
(6)
with the understanding that log 0 = −∞.
The optimization problem in (6) is a convex optimization problem with a linear set of constraints and T |S|2 decision variables
P˜ (s, a, s′, t); for |A| > 1, there would be T |S|2|A| decision veriables. Alternatively, as discrete distributions P˜ (s, a, ·, t) for
different s are not coupled by any of the constraints, we can instead treat (6) as |S| problems with T |S| decision variables,
which we will do in the remainder of the paper.
The maximal value of the objective function in (6) is not +∞ because P˜t<T defined by P˜ (s, a, s′, t) = 1/|S| for all
s, s′ ∈ S and t < T is in the feasible set, and produces a real value for the objective function. Thus, by continuity, the
objective function attains a minimum in the feasible set. Such a minimum may not be unique. In the remainder of the paper,
we use P˜T : S × A × S × {0, 1, . . . , T − 1} → [0, 1] or P˜Tt<T to denote any CCMLE obtained from the observations until
time T , i.e., immediately before taking action aT .
The following result, with the proof in Appendix A, shows that the CCMLE directly generalizes the estimate from (1) for
the case of time-invariant transition probabilities.
Proposition 3. Assume that εt = 0 for all t ∈ N0. Then, P˜T (s, a, s′, ∗) = #(s, a, s′)/#(s, a) for all s, s′ ∈ S, a ∈ A, T ∈ N0,
where #(s, a, s′) = |{t ∈ {0, . . . , T − 1} | st = s, at = a, st+1 = s′}| and #(s, a) = |{t ∈ {0, . . . , T − 1} | st = s, at = a}|.
As discussed in Section II, due to the time-varying nature of transition probabilities, it is generally not possible to ensure
that the solution to (6), or any other estimation method, indeed correctly estimates the transition probabilities of the TVMDP.
Nonetheless, Proposition 3 shows that, if the transition probabilities are known to be time-invariant, the produced estimates
will be asymptotically correct with probability 1. We now generalize this claim to the case in which the transition probabilities
are known to become time-invariant after finitely many time steps.
Theorem 4. Let N ∈ N0. Assume that εt = 0 for all t ≥ N . Then,
lim
#(s,a)→∞
P˜T (s, a, s′, T − 1) = P (s, a, s′, T − 1)
for all s, s′ ∈ S, a ∈ A with probability 1.
The proof of Theorem 4 is in Appendix A. Theorem 4 states that, asymptotically, the CCMLE will disregard the possible
changes in the transition probabilities that occur at the beginning of the system run, as long as the transition probabilities are
known to be time-invariant after a finite time. Such a property is shared with the estimate #(s, a, s′)/#(s, a) ≈ P (s, a, s′, t)
which implicitly assumes that the transition probabilities are time-invariant from the start of the system run. The following
theorem shows that, under the condition that P (s, a, s′, t) = 1 after some t = N , the CCMLE actually learns P (s, a, s′, t)
correctly in finite time, as opposed to asymptotically, and without requiring knowledge that P (s, a, s′, t) is constant in t.
Theorem 5. Let N ∈ N0, s, s′ ∈ S, and a ∈ A. Assume that εt = ε ∈ (0, 1] for all t ∈ N0. Let P (s, a, s′, t) = 1 for all
t ≥ N . Then, P˜T+1(s, a, s′, T ) = 1 for all T ≥ N + 1/ε such that (sT , aT ) = (s, a).
We again invite the reader to see Appendix A for the proof of Theorem 5.
Remark 6. If (s, a) is not visited at time T , any probability distribution P˜T+1(s, a, ·, T ) which satisfies the constraints in (6)
can be chosen without any impact on the objective function. Such a possibility reflects the agent’s lack of knowledge about
the drift of P (s, a, s′, ·) since the last time that the agent obtained any information about it.
The conditions of Theorem 4 and Theorem 5 require the system to be eventually time-invariant (ETI). ETI systems appear
naturally in settings where changes occur on short time scales between long periods of unchanged behavior, e.g., weather
fronts [34]. ETI TVMDPs are also a stochastic discretization of classical ETI control systems [35].
Theorem 5 proves that the CCMLE holds a significant advantage over the estimate given by #(s, a, s′)/#(s, a) ≈ P (s, a, s′, t)
in the case where a transition probability changes over time and ultimately becomes 1. Although #(s, a, s′)/#(s, a) will
converge to 1 as #(s, a) → ∞, such convergence will be slow: if (s, a) has been visited v times prior to P (s, a, s′, t)
becoming constantly 1, it is simple to see that it can take up to v(1 − η)/η additional visits to (s, a) for the estimate of
P (s, a, s′, T ) to have an error no larger than η, and the error may never become 0. On the other hand, after a single visit
to (s, a) at time no earlier than 1/ε after P (s, a, s′, t) becomes constantly 1, the estimating procedure (6) is guaranteed to
produce the correct transition probability.
6It is possible to modify the classical estimate #(s, a, s′)/#(s, a) ≈ P (s, a, s′, t) in order to satisfy Theorem 5: we can
simply make the agent “forgetful” (as discussed in related frameworks in, e.g., [36], [37]) and only calculate the estimate
based on the outcomes of actions performed in the last 1/ε time steps. In that case, assuming that the transition probabilities
satisfy the very specific condition of Theorem 5, the estimate produced in such a way would satisfy the claim of Theorem 5.
However, choice of 1/ε would be arbitrary; an analogous claim to that of Theorem 5 would hold for an estimate with any finite
memory length, and it is possible that an estimate with a longer or shorter memory would provide better results in general.
The same notion of forgetfulness gives rise to an attractive heuristic to reduce the complexity of computing the CCMLE.
Instead of solving an optimization problem with up to T |S| variables at every time step — thus, a problem that grows without
bound in size as the system run progresses — we can choose to “forget” the variables, i.e., transition probabilities, that are
far enough before the current time. Theorem 5 guarantees that, if we choose to exclude all variables that correspond to time
steps that occurred more than 1/ε steps ago, such a forgetful CCMLE of P˜T (s, a, s′, T − 1) will not be affected under the
conditions of Theorem 6. In general, forgetfulness is not without effect — and, unlike for the classical estimate — we have
no reason to believe that the error of the estimates produced by a forgetful CCMLE will be smaller than the one produced by
a CCMLE without forgetting. However, the simulations in Section VI will show that the difference between a CCMLE and
a forgetful CCMLE may be small, while the CCMLE requires significantly more computational power. In particular, for each
action the number of decision variables in the forgetful CCMLE is |S|/ε — a value independent of T — while in the CCMLE
it is T |S|.
Having described the CCMLE method for estimating the time-varying transition probabilities, we now continue to the second
step in our solution of the optimal learning problem: quantifying how unsure we are about transition probabilities given the
agent path.
IV. UNCERTAINTY IN ESTIMATION
The definition of uncertainty proposed in this paper arises out of two previously identified intuitive causes for uncertainty
of an estimate [38]. Namely, (i) if a single additional observation makes a large difference in an estimate, such an estimate is
highly unstable [38], and (ii) if there multiple parameter sets that produce the observed data with the same likelihood — as
mentioned, a CCMLE, produced by solving (6), is not necessarily unique. In case (i), while an estimate might be unique, its
instability indicates that it is not credible [38], while in case (ii) it is uncertain which of the produced estimates, if any, is the
correct one. In order to define uncertainty, we first provide a simple description of the set of all solutions to (6).
Lemma 7. Let the state-action pair (s, a) be visited at times 0 ≤ T0 < T1 < . . . < Tk < T . Then, P˜T (s, a, sTi+1, Ti) are
uniquely defined.
As with nearly all theoretical proofs, the proof of Lemma 7 is in Appendix A. We do provide the proof of the following
result within this section, as it provides a method for computation of all CCMLEs.
Theorem 8. The set of solutions to (6) is a polytope.
Proof. By Lemma 7, the estimates of the transition probabilities P˜T (st, at, st+1, t) obtained from (6) are uniquely defined for
all t ∈ {0, . . . , T − 1}. Since the other values in P˜Tt<T do not feature at all in the objective function, the set of solutions to (6)
is given by any P˜Tt<T where P˜
T (st, at, st+1, t) are the uniquely defined optimal solutions, and all other P˜T (s, a, s′, t) satisfy
the constraints in (6). All of those constraints are affine, i.e., the set of solutions to (6) is a bounded intersection of finitely
many halfspaces. Hence, it is a polytope.
By Lemma 7 and the proof of Theorem 8, in order to compute the set of all CCMLEs PT , we first determine a single solution
P˜T∗t<T by solving a convex optimization problem. Then, the set PT of all other solutions P˜Tt<T is a polytope in R|S|
2|A|T given
by constraints
P˜T (st, at, st+1, t) = P˜
T∗(st, at, st+1, t) for all t < T ,
P˜T (s, a, s′, t) ≥ 0 for all s, s′ ∈ S, a ∈ A, t < T ,∑
s′∈S
P˜T (s, a, s′, t) = 1 for all s ∈ S, a ∈ A, t < T ,
P˜T (s, a, s′, t+ 1)− P˜ (s, a, s′, t) ≤ εt for all s, s′ ∈ S, a ∈ A, t < T ,
P˜T (s, a, s′, t)− P˜ (s, a, s′, t+ 1) ≤ εt for all s, s′ ∈ S, a ∈ A, t < T .
(7)
We are now ready to define the uncertainty in the estimate P˜T (·, ·, ·, T − 1).
7Definition 9. For all s ∈ S, a ∈ A, t ≤ T , let PTσ,α(s, a, t) ⊆ R|S| be the polytope where each point is a probability
distribution P˜T (s, a, ·, t) obtained from the set of all CCMLEs based on the agent’s previous trajectory σ = (s0, . . . , sT ) and
actions α = (a0, . . . , aT−1). The uncertainty of estimates P˜T (s, a, ·, T ) under (σ, α), denoted by Uσ,α(s, a), is defined by
Uσ,α(s, a) = max
diam (PTσ,α(s, a, T )) ,maxs′∈S maxx∈PTσ,α(s,a,T )
y∈PT+1σ
s′ ,α
(s,a,T )
d(x, y)
 , (8)
where σ and α denote a trajectory and set of actions equal to σ and α, with an additional transition (s, a, s′) observed at
time T and an action a performed at the same time.
In Definition 9 we make use of estimates P˜T (·, ·, ·, T ). While (6) only considered P˜Tt<T , we can introduce additional variables
P˜T (·, ·, ·, T ) which still need to satisfy the constraints of (6). A CCMLE produced by (6) is then certainly not unique, as
P˜T (·, ·, ·, T ) can be freely chosen, as long as they respect the constraints. This lack of uniqueness is intuitive: it represents
the agent’s lack of certainty about the current transition probabilities, even if it has all the possible knowledge about transition
probabilities at the previous times. We also note that σ is not necessarily a legitimate path for an agent, as the agent’s position
sT at time T in σ does not necessarily equal the starting position for the transition (s, a, s′) observed at time T . Nonetheless,
a CCMLE can be equally produced using (6), with the objective function
−
T−1∑
t=0
log P˜T+1(st, at, st+1, t)− log P˜T+1(s, a, s′, T ).
An intuitive explanation of formula (8) is as follows: the first term in the max represents the size of the current set of
CCMLEs. If two very distant probability transition functions produce the observed path with the same probability, this term
will be large. However, even if the first term is small, it is possible that an additional observation will significantly change
the estimate. We are more certain in our knowledge of the transition probabilities if a single “outlier” observation cannot
significantly change the estimate. We note that Uσ,α(s, a) ≤
√
2, as all probability distributions P˜T (s, a, ·, t) necessarily
belong to the probability simplex, which has the diameter
√
2.
Remark 10. As all sets PTσ,α(s, a, T ) are polytopes, u1 is the maximal distance between the vertices of PTσ,α. On the other
hand, u2 is the maximum of distances between any point of PTσ,α(s, a, T ) and any point in ∪s′∈SPT+1σs′ ,α(s, a, T ). The maximum
distance between points in any two polytopes is, by convexity, achieved when both of those points are vertices of corresponding
polytopes. Thus, computing u2 also reduces to checking all distances between vertices of PTσ,α(s, a, T ) and vertices of |S|
polytopes PT+1σs′ ,α(s, a, T ). Hence, Uσ,α(s, a) can be computed by determining vertices of 1 + |S| polytopes and their pairwise
distances.
The notion of uncertainty emulates the role of functions 1/(1 + #(s, a)) and 1/
√
#(s, a) in the setting of time-invariant
MDPs, where #(s, a) denotes the number of times a pair (s, a) has been visited until the current time. In [10] and [11],
respectively, those functions — multiplied by a tuning parameter β — are used to determine which transition probabilities
P (s, a, ·, ∗) are not yet known and should be visited. The intuition behind these functions relies on the law of large numbers:
as previously discussed, as #(s, a)→∞, the estimate #(s, a, s′)/#(s, a) converges to P (s, a, s′, ∗) with probability 1, while
both of the above functions converge to 0. Theorem 11, proved in Appendix A, shows that U defined in (8) satisfies the same
property, and in particular relates U to the function β/(1 + #(s, a)) used by [10].
Theorem 11. Assume that εt = 0 for all t ∈ N0. Let σ be an agent’s path until time T , and let α be the actions that the
agent takes until time T − 1. Then, for all T ≥ 0, s ∈ S, and a ∈ A,√
1− 1/|S|
1 + #(s, a)
≤ Uσ,α(s, a) ≤
√
2
1 + #(s, a)
,
where #(s, a) denotes the number of times that (s, a) has been visited until time T − 1.
We note that, from the proof of Theorem 4, it also directly follows that Uσ,α(s, a) → 0 as #(s, a) → ∞ for the case of
transition probabilities which eventually become time-invariant.
We now proceed to the final step of developing an optimal learning and control policy for an agent in a TVMDP: using the
uncertainties of state-action pairs to determine which action to perform.
V. CONTROL POLICY DESIGN
In designing the optimal policy, we follow the “exploration bonus” framework used by previous work [10], [11], [14], [31].
In other words, instead of always pursuing actions estimated to be the most useful to satisfying its control objectives, the agent
may take into account the value of a particular action to the learning process, with the goal of minimizing the error in the
estimated transition probabilities, hence again helping to achieve the control objectives.
8A. Optimal Learning Policy
As discussed in Section II, we interpret the agent’s objective as minimization of the total uncertainty U(t) =
∑
(s,a) Uσ,α(s, a)
about the environment, where σ and α are the sequences of agent’s states and actions, respectively, until the beginning of
time step t. That is, we wish to determine a policy pi to minimize
∑
tU(t). Such a sum may be finite, discounted-infinite, or,
alternatively, we may only be interested in retaining U(t) to be as low as possible as t→∞.
Analogously to the requirement that arises when attempting to construct an optimal policy in an unknown time-invariant
MDP, determining an optimal policy in a TVMDP requires knowledge of the time-varying evolution of U. This evolution
depends on the transition probabilities in the underlying TVMDP, which we do not know a priori and are changing over time.
Faced with the lack of knowledge about the future uncertainties, we propose the following time-varying policy. At time T ,
given a CCMLE of current and future transition probabilities, construct a time-invariant policy
ψ∗T (s) = argmin
ψ
E
∑
t≥0
Uψ(T + t)
 , (9)
where Uψ denotes the uncertainty if the agent follows a time-invariant policy ψ starting at s. Then, piT = ψ∗T (sT ).
Naturally, there are no guarantees that the proposed policy pi will indeed minimize the total uncertainty about the system.
Policy pi represents a heuristic attempt to always follow whichever action seems to be optimal at reducing the future uncertainty.
We note that at every time T it depends on the current CCMLE of transition probabilities, including probabilities P (·, ·, ·, T+t)
for t ≥ 0. As discussed before, such a CCMLE may not be unique. We also note that we are being non-committal about
the horizon length (or possible discounts) for the sum in (9). Its choice depends on the horizon of our learning objective; we
reserve further discussion for the subsequent section.
B. Optimal Control Policy
We now amend the above discussion about optimal active learning by considering an agent that desires to maximize the
collected state-action-based rewards. This framework is the setting of [6], [10], [31], which deal with the possibly conflicting
exploration and exploitation objectives — learning to improve the accuracy of the estimated transition probabilities (and thus
lead to better planning in the future) and attempting to collect rewards using the current estimates — by adding a learning
bonus to the agent’s collected reward. In other words, instead of using the policy
pi∗T = argmax
pi
E
∑
t≥0
R(sT+t, piT+t)
 ,
the agent determines a policy
pi∗T = argmax
pi
E
∑
t≥0
R(sT+t, piT+t) + f(sT+t, piT+t, T + t)
 ,
where f(t) relates to the “amount of information” that the agent will collect by visiting (st, pit) at time t. As mentioned, [10]
defines f(s, a, t) = β/(#(s, a) + 1), where #(s, a) denotes the number of times #(s, a) has been visited before time t. The
results in [10] show that, for time-invariant MDPs, such a bonus will, with high probability, lead to eventual learning of an
almost-optimal policy (in the Bayesian sense, as defined in [10]). Our framework does not allow for such a result, as there
is a constant need for learning due to the change in transition probabilities. Nonetheless, we adapt the approach of [6], [10],
[31] and define an optimal control policy to be a policy
pi∗T = argmax
pi
E
∑
t≥0
R(sT+t, piT+t) + βUT+t(sT+t, piT+t)
 , (10)
where β ≥ 0 and Ut denotes the uncertainty of the agent about the estimates of transition probabilities associated with the
particular state-action pair, given the agent’s motion and actions until time t. As shown in Theorem 11, in the case of time-
invariant MDPs policy, the bonus defined in (10) is indeed similar to the form of the bonus in [10]. We again note that the
expectation in (10) is computed using the CCMLE computed at time t. Thus, as in the previous section, the agent needs to
recompute and reapply the proposed policy during the system run in order to make use of its learning.
Naturally, policy proposed in (10) depends on the length of the horizon that is considered; [10] provides a theoretical
discussion of an optimal horizon length for the policy used in that work. As computing predictions of the future uncertainties
is computationally difficult, solving (10) comes with a heavy computational burden for long horizons. Predictions of future
uncertainties also become increasingly unreliable with the horizon length, so E[Ut(st, pit)] may not be meaningful for large t.
For this reason, in the work of Section VI and Appendix A we concentrate on (i) computing policy (10) with horizon 1 and
(ii) computing policy (10) with β = 0, the latter of which does not promote active learning, but nonetheless enables the agent
to improve its estimates of transition probabilities by observing new transitions.
9VI. SIMULATIONS
In this section, we illustrate the proposed CCMLE method on two numerical examples. The first example is within the
classical gridworld-based patrolling (or pickup-delivery) domain [39]–[41], where probabilities of the agent moving in a
particular direction when using a given action does not depend on the system state. For the purposes of our investigation,
we consider the case where those probabilities change over time, and investigate the agent’s success at learning the transition
probabilities and performing its task. The second example is that of a two-state MDP with periodically changing transition
probabilities. In addition to learning transition probabilities, we consider a reward maximization objective. Such a problem
can be interpreted as a semi-Markov two-armed bandit problem [42], [43]: a two-armed bandit where the arms take different
lengths of time to pull. In our setting, the reward on one of the arms periodically varies over time. For more involved examples,
we avert the reader’s attention to Appendix B, where we discuss more realistic scenarios, with complicated rules governing
environmental changes, and poor choices of bound ε.
A. Patrol with One-Time Change of Dynamics
The scenario we are simulating is as follows: an agent is moving on an n × n grid, starting in one of the grid corners. A
5 × 5 illustration is shown in Figure 1. At every time step, if the agent is at a non-edge tile in the grid, it will move north,
east, south, west, or stay in place. At the grid edges (“walls”), the agent “bounces back”, i.e., moves to the nearest non-edge
tile in the next step.
Fig. 1. An illustration of the grid world in the simulated scenario. The walls are denoted in gray. The possible motions of an agent during one time step are
denoted in red; an agent can also remain in place during a time step. If the agent’s action results in the agent moving into a wall, the agent automatically
returns to its last non-wall position in the subsequent time step (denoted in black).
The transition probabilities at every non-edge tile in the grid are known to the agent to be the same, and the agent can
use one of 5 actions at every point in time: A = {1, 2, 3, 4, 5}. At the beginning of the system run, action 1 results in the
agent moving north (if it is at a non-edge tile), 2 in moving east, 3 in moving south, 4 in moving west, and 5 in remaining
in place. However, during the system run, actions 1 and 3 are slowly switching their outcomes, and so are actions 2 and 4.
More precisely, at time t, action 1 (2, 3, 4, respectively) will result in the agent moving north (east, south, west, respectively)
with probability 1− t/100 for t ≤ 100 and 0 for t > 100 and in the agent moving south (west, north, east, respectively) with
probability t/100 for t ≤ 100 and 1 for t > 100.
We consider two settings: in the first one, the agent solely seeks to learn the transition probabilities, while in the second
one, it seeks to satisfy a patrolling objective.
1) Learning: In this setting, the agent’s sole goal is to learn the transition probabilities: its control action is always the action
that has been least used so far in the system run. We compare two ways of agent’s learning: (i) by performing classical estimation
— assuming that the transition probabilities are time-invariant, counting outcomes, and dividing by the number of times that an
action was taken — and (ii) by using the knowledge that the change in transition probabilities between consecutive time steps
is no larger than 0.01 and obtaining the CCMLE. While method (i) will lead the agent to converge to the correct transition
probabilities (as they are time-invariant after t = 100), such convergence is only asymptotic. On the other hand, the CCMLE
method in (ii) takes into account the possible change in transition probabilities, and implicitly quickly rejects those samples that
were collected much earlier during the system run. The average error
∑
s,a,s′ |P˜ (s, a, s′, t− 1)− P (s, a, s′, t− 1)|/(|S|2|A|)
in estimated transition probabilities at time t is given in Figure 2. We note that all the results in this section correspond to
the 5× 5 grid. However, since the probabilities of moving in a particular direction in the grid do not depend on the state, the
results for grids of all sizes are largely the same.
The CCMLE method produces significantly better results than classical estimation. Near the start of the system run, the
importance of changes over time is small, and the two methods perform similarly. As the transition probabilities continue
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Fig. 2. Average error in the transition probability estimates. The red curve indicates the error with classical estimation that assumes time-invariant transition
probabilities. The blue curve indicates the error with the CCMLE method.
changing, classical estimation is unable to adapt, and the error in the estimated transition probabilities continues growing.
While the CCMLE method is also unable to provide entirely correct estimates, its estimates are generally better than the
classical one, and, at around t = 90 — even before the transition probabilities stop changing — the error begins to quickly
decrease. While Theorem 5 only guarantees that the CCMLE method will produce correct estimates of transition probabilities
at time t = 200, this result already occurs t = 120, i.e., only 20 time steps after the transition probabilities cease changing.
On the other hand, classical estimation continues having a comparatively large (albeit diminishing) average error.
We note that the average error for both methods is no larger than 0.2 at any point in time, which may not seem excessive.
However, such a measure is somewhat deceptive, as there may be one or two transition probabilities with a significantly larger
error. Fig. 3 illustrates the maximal error maxs,a,s′ |P˜ (s, a, s′, t−1)−P (s, a, s′, t−1)| in the transition probabilities at time t.
The maximal error for both methods goes up to 0.7. However, while the two methods are roughly similar in terms of maximal
error until t = 90, once the transition probabilities become time-invariant, the error using the CCMLE quickly decreases to
0, while the maximal error with classical estimation remains large. The effect of such an error will be explored in the setting
with a control objective.
Finally, we consider a situation that is not covered by the theoretical work of previous sections: the transition probabilities
changing more rapidly than the bound εt. In particular, we retain the above scenario, and the agent still counts on the
transition probabilities changing by no more than 0.01 between two consecutive steps. However, the transition probabilities
proceed to change by 1 in a single step: instead of shifting in slow increments as before, the switch in outcomes between
actions 1 and 3, as well as actions 2 and 4, happens instantaneously at time t = 20. Fig. 4 illustrates the average error∑
s,a,s′ |P˜ (s, a, s′, t−1)−P (s, a, s′, t−1)|/(|S|2|A|) in the estimated transition probabilities at time t using classical estimation,
unconscious of possible changes in transition probabilities, and the CCMLE.
While the error in the estimates was naturally high immediately after the switch for both methods, the CCMLE method
identifies the correct transition probabilities significantly more quickly, and in fact obtains an entirely correct model around
40 time steps after the sudden, extreme change. The estimated transition probabilities remain correct at all times afterwards.
On the other hand, while classical estimation converges towards the correct transition probabilities, it does so slowly and
asymptotically, with the rate of convergence as discussed under Remark 6. For instance, 50 time steps after the switch, the
error is still greater than the error of the CCMLE at 25 time steps after the switch, and the error of the classical estimation
will never reach 0.
2) Planning: In this setting, the agent seeks to satisfy the following control objective: reach the eastern wall of the grid,
then reach the southern wall, then the western wall, then the northern wall (in this order), and repeat the process indefinitely.
Such an objective is a patrolling task in the sense of [41], and is a version of the pickup-delivery objective from [40], where
there are multiple pickup and delivery points.
If we encode the described control objective into a reward function, the rewards that the agent obtains are time-varying, i.e.,
depend on the agent’s previous path. While such a framework technically differs from the setting of the previous sections, the
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Fig. 3. Maximal error in the transition probabilities estimates. The red curve indicates the error with classical estimation that assumes time-invariant transition
probabilities. The blue curve indicates the error with the CCMLE method.
Fig. 4. Average error in the transition probability estimates, in the scenario where the change occurs more rapidly than expected. The red curve indicates the
error with classical estimation that assumes time-invariant transition probabilities. The blue curve indicates the error with the CCMLE method.
agent is still able to compute the optimal policy (10) at every time, given the rewards at that time, and then recompute it once
the rewards change. In our framework, the agent uses the policy (10) with β = 0 and with a horizon long enough to ensure
that it has the incentive to visit the desired wall as soon as possible.
Given that we set β = 0, the agent seeks to achieve its objective without any regard to conscious exploration: it always takes
an action that, by its current estimate, should take it in the desired direction with the highest probability. Fig. 5 illustrates how
often the agent is able to reach its objective wall. The two methods enjoy a comparable success rate at the beginning. However,
the agent that learned using the CCMLE is able to adapt to the changes in transition probabilities much more quickly than the
agent using a classical estimation method.
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Fig. 5. Satisfaction of control objectives. The red curve indicates the number of times the agent reached a correct wall until time t when using the plan that
assumes time-invariant transition probabilities, and the blue curve indicates the number of times the agent reached a correct wall until time t when using the
CCMLE-based plan conscious of changes in dynamics.
While the above simulation, along with other simulations in this section and Appendix B, does not present the effect of
different initial states on the CCMLE and subsequent learning and control policies, we remark that such an effect is not difficult
to deduce — at least on an informal level — given the time-varying nature of dynamics. Namely, for a state space where an
agent may not visit a particular state-action pair for a substantial number of steps, its estimate of states that have not been
recently visited will necessarily be incorrect using any estimation method, as the dynamics will have changed since the last
visit. Thus, two agents with different initial states and different trajectories will necessarily have different estimates for those
parts of the state space that they last visited at substantially different times. On the other hand, for a “small” state space where
an agent frequently visits each state-action pair regardless of its starting state, the estimates will be similar for all initial states.
We thus omit in-depth discussions of different initial states from the remainder of the section.
B. Periodically Changing Transition Probabilities
The scenario we simulate in this section is that of a 2-state TVMDP illustrated in Fig. 6. As in Section VI-A, we first
consider solely estimation, i.e., learning, and then joint learning and planning. Since the TVMDP given in Fig. 6 only contains
a single action, for the discussion of planning we will append an additional action.
1+sin(t/100)
2
1+sin(t/100)
2
1−sin(t/100)
2
1−sin(t/100)
2s
1 s2
Fig. 6. The scenario of periodically changing transition probabilities. The time-varying transition probabilities, a priori unknown to the agent, are indicated
next to the arrows indicating transitions.
1) Learning: As in the previous section, we compare classical estimates, produced by assuming that the transition proba-
bilities are time-invariant, to the CCMLE. In particular, we assume that it is a priori known that the transition probabilities
change by no more than
ε =
1
2
(
1− cos 1
100
+ sin
1
100
)
. (11)
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However, the agent does not know the exact change in the transition probabilities, nor is it aware that the transition probabilities
are periodic.
Fig. 7 shows the estimate of the probability of a switch: a transition that moves the agent from s1 to s2 or vice versa.
Classical estimation that assumes time-invariant transition probabilities obviously produces estimates that converge towards the
mean of the time-varying transition probability. Thus, the obtained estimates are increasingly less accurate as time progresses.
On the other hand, the CCMLE tracks the true transition probability with remarkable accuracy.
Fig. 7. Estimates of the transition probability which results in a switch. The black curve indicates the true probability. The red curve indicates the estimates
with classical estimation that assumes time-invariant transition probabilities. The blue curve indicates the estimates with the CCMLE method.
As mentioned in Section III, classical learning can be heuristically made aware of the changes in the transition probabilities
by making the estimation forgetful, i.e., counting only the samples obtained within finitely many previous steps (“sliding
window”). On the other hand, making the CCMLE method — which is already explicitly aware of the bound on the changes
of transition probabilities — forgetful can be useful to reduce the complexity of the relevant optimization problems. The
results of Section III indicate that 1/ε may be an appropriate amount of memory. Fig. 8 gives the comparison between the two
forgetful learning methods. The classical estimation method, now made forgetful, identifies the transition probabilities with a
delay — by the time it collects enough samples about a particular transition probability, the probability has changed. On the
other hand, introduction of forgetfulness into the CCMLE does not result in a significant impact on its quality. The CCMLE,
with or without forgetfulness, still largely outperforms the classical estimation, even when the classical method is improved
by introducing forgetfulness.
2) Planning: In order to discuss the optimal control policy, we slightly modify the TVMDP introduced in Fig. 6, as shown
in Fig. 9. The setting in Fig. 9 introduces a single deterministic action (black) available at state s2. We define the reward
for such an action by R(s2, black) = 3. State s1 admits two available actions: action blue is deterministic and we define
R(s1, blue) = 1, while action red may end up in two outcomes, as shown in Fig. 9, and its reward is given by R(s1, red) = 0.
The agent’s starting position is s1.
We note that the described setting corresponds to the two-armed bandit problem in the sense of [42], [43]: action blue
represents one of the bandit arms, which produces a reward of 1 and remains active for 1 time step, while action red (and
potential subsequent action black) represents the other bandit arm, which produces either a reward of 0 or 3, and remains
active for 1 or 2 time steps, respectively. However, in keeping with the narrative of the remainder of the paper, we continue
using the notation from the MDP setting throughout this section. We consider a multi-armed bandit in Appendix B-B, using
the standard notions of bandit problems.
Throughout this example, we assume that the agent is a priori aware that the actions blue and black are deterministic. Hence,
its uncertainty is only about action red; again, the agent knows that the rate of change does not exceed ε given in (11). The
problem of computing the agent’s uncertainty, as given in Definition 9, can be made computationally more simple owing to the
fact that action red only has two possible outcomes: agent’s total uncertainty and the uncertainty in the estimated probability
of a switch are scalar multiples, the former being larger by a factor of
√
2.
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Fig. 8. Estimates of the transition probability which results in a switch, using forgetful learning methods. The black curve indicates the true probability. The
red curve indicates the estimates with forgetful classical estimation that assumes time-invariant transition probabilities within the time period in its memory.
The blue curve indicates the estimates with the forgetful CCMLE.
1+sin(t/100)
2
1−sin(t/100)
2
R = 0
R = 1
R = 0
R = 3
s1 s2
Fig. 9. The scenario of periodically changing transition probabilities, with control actions. The transition probabilities when using the black and blue actions
are 1; those actions are deterministic. The transition probabilities when using the red action are as indicated.
In order to maximize its average collected reward, the agent applies the optimal policy given in (10), with the horizon length
equal to 1, and recomputes and reapplies it at every time step. In other words, at every time the agent cares only about the
results of its current and next step. We compare the agent’s average reward between three cases: (a) when the agent bases its
decision on the estimates obtained by classical estimation, (b) when the agent uses CCMLE, but does not use active learning,
and (c) when the agent uses CCMLE with active learning, i.e., β > 0.
An agent that uses learning based on classical estimation, with or without a learning bonus as used in [10], [11], would
choose action red when its estimate of transitioning to state s2 with the red action is greater than 2/3, or it receives a sufficient
bonus, and choose action blue otherwise. Note that such an agent will eventually always choose action blue: learning bonuses
will eventually converge to 0, and the estimate of the probability of a switch for an agent that uses classical learning eventually
converges to 1/2 < 2/3. Thus, the average reward of an agent that assumes that probabilities are not changing will converge
to 1 = R(s1, blue).
An agent that uses the CCMLE without active learning, i.e., applies (10) with β = 0, would essentially fall into the same trap.
Once its estimate of the probability of a switch falls under 2/3 once — which is likely to happen, due to the oscillating nature
of the transition probabilities and the good quality of estimation exhibited by an MLE-based learner in previous examples —
the agent will again cease to learn, and will use solely action blue. Thus, its average reward will converge to 1.
However, if β > 0, the agent may choose action red in order to reduce its uncertainty. Thus, even after its estimate of the
probability of a switch falls under 2/3, it may still occasionally perform action red, thus allowing itself to observe the changed
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transition probabilities and restart collecting higher rewards in the periods when the transition probability is higher than 2/3.
An example of such behavior is exhibited in Fig. 10, for β = 3/
√
2.
Fig. 10. The blue line indicates the average reward obtained by an agent who uses the CCMLE with an uncertainty-based learning bonus. The dotted line
denotes indicates the asymptotic average reward obtained by an agent who has perfect a priori knowledge of the transition probabilities. The red line indicates
the asymptotic average reward obtained by an agent that uses classic estimation unconscious of the change in the transition probabilities and the CCMLE
without active learning.
As Fig. 10 shows, the average reward obtained by an agent who uses policy 10 with β = 3 converges to around 1.15. This
is a significant improvement over the average reward of 1: an agent with perfect knowledge who chooses to use action red
whenever the transition probability of a switch is greater than 2/3 and action blue otherwise will obtain an asymptotic average
reward of around 1.2. Even so, slightly higher gains may be obtained by a different choice of β.
VII. CONCLUSIONS
The work in this paper concentrated on presenting an integrative method for estimation, learning, and planning of an agent
operating in an unknown TVMDP. The proposed method is founded on introducing three notions:
• change-conscious maximal likelihood estimation (CCMLE), which exploits the knowledge on the maximal possible rate
of change of transition probabilities to produce time-varying estimates based on the observed outcomes of agent’s actions;
• uncertainty of an estimate, which quantifies the lack of knowledge about transition probabilities at a particular time during
the system run; and
• optimal control policy with an uncertainty-based learning bonus, which aims to enable the agent to actively learn about
transition probabilities in order to increase its long-term attained reward.
As shown in Proposition 3, when used in a time-invariant MDP, the CCMLE produces the same estimates as the classical
method based on the frequency of all previously observed outcomes. On the other hand, as indicated by the theoretical
results of Section III and validated on the numerical examples in Section VI and Appendix B, in a time-varying setting
the CCMLE produces significantly better estimates of transition probabilities than the method based on the frequency of all
previously observed outcomes, which implicitly assumes that the transition probabilities are time-invariant. Similarly, the notion
of uncertainty introduced in Section IV reduces to previous methods for describing the lack of knowledge about transition
probabilities in time-invariant MDPs, while providing a novel measure of the lack of knowledge about transition probabilities
in the time-varying setting. As proposed in Section V, such a measure can then be used to design a learning bonus for a
learning and control policy of an agent operating in a TVMDP, once again generalizing the active learning and control policies
previously introduced for time-invariant MDPs. Numerical examples of Section VI and Appendix B show that the proposed
policies enable an agent to successfully learn the transition probabilities and achieve its control objective, both in comparison
with classical method lead to successful learning, and to theoretical maxima achievable by an agent with a priori knowledge
of transition probabilities.
The work presented in this paper presents an initial discussion of optimal estimation and learning methods for time-varying
stochastic control processes. While theoretical results and numerical examples encourage future exploration of the CCMLE and
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CCMLE-based learning and planning, these results are by no means exhaustive. Namely, the behavior of the CCMLE in the
case of changing transition probabilities has been theoretically explored only in the case when one of the transition probabilities
eventually equals 1. A natural next step would be to obtain theoretical bounds for estimation error and convergence to correct
transition probabilities in the case when all transition probabilities are in [0, 1). On the side of active learning, Theorem 11
relates the measure of uncertainty introduced in this paper to exploration bonuses used in time-invariant MDPs. However, there
are currently no formal guarantees — parallel to the work that uses classical exploration bonuses — on the convergence to
optimal control policy when using an uncertainty-based learning bonus, either in a time-varying or time-invariant setting. The
role of bonus multiplier β remains to be discussed — while for β = 0 the agent does not actively learn, and for β →∞ the
agent solely learns and does not have any incentive to maximize its collective reward, it is currently unknown how β should
be chosen to obtain an optimal policy.
Finally, we note that while the current paper presents the CCMLE solely in the framework of TVMDPs. The same method,
however, may be easily adapted to the framework of general online learning, where the problem is to estimate a time-varying
parameter from a time series of observations, where the parameter is known to change with a rate no greater than some a
priori known bound. A similar problem has been considered in [44]; however, instead of the CCMLE approach of attempting
to find the most likely time-varying parameter satisfying the constraint on the maximal rate of change, [44] attempts to find
the time-varying parameter that offers the least regret against a comparison sequence that satisfies a similar constraint. The
CCMLE problem for general online learning, with all the questions resolved and opened in this paper, thus remains wide open.
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APPENDIX A
PROOFS OF THEORETICAL RESULTS
Proof of Proposition 3. To simplify notation, assume that |A| = 1, i.e., A = {a}. When εt = 0, (6) devolves into
min
P˜T (·,a,·,∗)
−
T−1∑
t=0
log P˜T (st, a, st+1, ∗)
s.t. P˜T (s, a, s′, ∗) ≥ 0 for all s, s′ ∈ S,∑
s′∈S
P˜T (s, a, s′, ∗) = 1 for all s ∈ S.
(12)
As discrete distributions P˜ (s, a, ·, ∗) for different s ∈ S never appear together in the constraints of (12), this problem can be
separated into |S| problems
min
P˜T (s,a,·,∗))
−
τs∑
i=0
log P˜T (s, a, sνi;s , ∗)
s.t. P˜T (s, a, s′, ∗) ≥ 0 for all s′ ∈ S,∑
s′∈S
P˜T (s, a, s′, ∗) = 1,
(13)
where νi;s designates the time at which state s has been visited i-th time (out of τs). Problem (13) is a standard maximum
likelihood estimation problem for a multinomial distribution, and it can be easily shown (see, e.g., [45]) that the minimum of
the objective function is achieved if and only if P˜T (s, a, s′, ∗) = |{i ∈ {0, . . . , Ti} | sνi;s = s′}|/τs = #(s, a, s′)/#(s, a).
Proof of Theorem 4. Let T > N . As in the proof of Proposition 3, we decouple the transition probabilities at different state-
action pairs (s, a). To emphasize that the transition probabilities PT (s, a, ·, t) for t ≥ n are time-invariant for t ≥ N , we denote
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them by P (s, a, ·, ∗t≥N ), and, analogously, their estimates by P˜ (s, a, ·, ∗t≥N ). By [45], or easily by direct computations, the
probabilities P (s, a, ·, ∗t≥N ) are a unique solution to
min
P˜T (s,a,·,∗t≥N )
−
∑
s′∈S
P (s, a, s′, ∗t≥N ) log P˜T (s, a, s′, ∗t≥N ) (14)
s.t. P˜T (s, a, s′, ∗t≥N ) ≥ 0 for all s′ ∈ S, (15)∑
s′∈S
P˜T (s, a, s′, ∗t≥N ) = 1. (16)
Hence, they also make up a solution to the optimization problem with the same objective function, but with additional decision
variables P˜T (s, a, s′, t), t < N , that satisfy
P˜T (s, a, s′, t) ≥ 0 for all s′ ∈ S, t < n,∑
s′∈S
P˜T (s, a, s′, t) = 1 for all t < n,∣∣∣P˜T (s, a, s′, t+ 1)− P˜T (s, a, s′, t)∣∣∣ ≤ εt for all s′ ∈ S, t < n− 1, and∣∣∣P˜T (s, a, s′, ∗t≥N )− P˜T (s, a, s′, N − 1)∣∣∣ ≤ εN−1 for all s′ ∈ S.
(17)
Additionally, for all solutions to this modified problem, P (s, a, ·, ∗t≥N ) are always the same by above.
Now, at time T , the objective function in (6) will equal
−
τ ′s∑
i=0
log P˜T (s, a, sνi;s , νi;s)−
∑
s′∈S
(#(s, a, s′)− |{t ≤ N | st = s′}|) log P˜T (s, a, s′, ∗t≥N ), (18)
where τ ′s indicates the number of times that s is visited until t = N . We note that τ
′
s and |{t ≤ N | st = s′}| are independent
of T . Hence, by the law of large numbers, the objective function (18), when divided by #(s, a), converges with probability
1 on the compact set given by (15)–(17) pointwise to the objective function in (14) as #(s, a) → ∞. Since there is a
unique solution P˜T (s, a, s′, ∗t≥N ) = P (s, a, s′, ∗t≥N ) of (14)–(17), it can be shown (e.g., by Theorem 7.33 in [46]) that any
solution P˜T (s, a, s′, ∗t≥N ) = P˜T (s, a, s′, T − 1) to the problem of minimizing (18) under conditions (15)–(17) converges to
P (s, a, s′, ∗t≥N ) = P (s, a, s′, T − 1) as #(s, a)→∞.
Proof of Theorem 5. Suppose first that (s, a) has not been visited before t = N . Let N ≤ T0 < T1 < . . . denote the times at
which (s, a) is been visited. After decoupling (6) into |A||S| optimization problems by fixing s ∈ S and a ∈ A, the choice
P˜Ti+1(s, a, s′, ·) = 1 and P˜Ti+1(s, a, s′′, ·) = 0 for all s′′ 6= s′, for all i ≥ 0, clearly minimizes the objective function
−
i∑
r=0
log P˜Ti+1(s, a, s′, Tr)
for all i ≥ 0, while satisfying the constraints of (6).
We now consider the case when (s, a) has been visited before t = N . Let T0 be the last time at which (s, a) is visited
before t = N , and let T0 < T1 < . . . < Tk−1 < N + 1/ε ≤ Tk < Tk+1 < . . ., k ≥ 1, denote all times at which (s, a) is
visited starting at T0. We claim that
P˜Ti+1(s, a, s′, Ti) ∈
[
min
(
1, P˜Ti−1+1(s, a, s′, Ti−1) + (Ti − Ti−1)ε
)
, 1
]
(19)
for all i ≥ 1.
Assume that (19) does not hold. Since P˜Ti+1(s, a, s′, Ti) ≤ 1, we have
P˜Ti+1(s, a, s′, Ti) < min
(
1, P˜Ti−1+1(s, a, s′, Ti−1) + (Ti − Ti−1)ε
)
. (20)
Now, define an alternative choice of transition probabilities as follows:
P
Ti+1
(s, a, s∗, T ) =
{
P˜Ti−1+1(s, a, s∗, T ) for all s∗ ∈ S, T ≤ Ti−1,
min
(
1, P˜Ti−1+1(s, a, s′, Ti−1) + (Ti − Ti−1)ε
)
if s∗ = s′ and T = Ti.
(21)
Let d1P = P
Ti+1
(s, a, s′, Ti)− P˜Ti−1+1(s, a, s′, Ti−1) > 0. We define PTi+1(s, a, s∗, Ti) for s∗ 6= s′ in the following way: if
S = {s1, . . . , sn}, where s′ = s1, then recursively define
P
Ti+1
(s, a, sr, Ti) = max
(
0, P˜Ti−1+1(s, a, sr, Ti−1)− dr−1P
)
,
dr = P˜Ti−1+1(s, a, sr, Ti−1)− PTi+1(s, a, sr, Ti),
drP = d
r−1
P − dr
(22)
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for r ≥ 2. We also define d1 = d1P .
We will show that P
Ti+1
(s, a, ·, Ti) ≥ 0 as defined in (21)–(22) is a legitimate discrete probability distribution:
1) By definition, P
Ti+1
(s, a, sr, Ti) ≥ 0 for all r.
2) By (21) and (22),
n∑
r=1
P
Ti+1
(s, a, sr, Ti) =
n∑
r=1
P˜Ti−1+1(s, a, sr, Ti−1) + d1 −
n∑
r=2
dr = 1 + d1 −
n∑
r=2
dr = 1 + dnP ≥ 1.
We claim that dnP = 0. If P˜
Ti−1+1(s, a, sr, Ti−1) ≥ dr−1P for any r ≥ 2, then drP = 0, and dnP = dn−1P = · · · = drP = 0.
Thus, if dnP > 0, then P˜
Ti−1+1(s, a, sr, Ti−1) < dr−1P for all r ≥ 2. Hence, by (22), P
Ti+1
(s, a, sr, Ti) = 0 for all r ≥ 2.
Then,
1 + dnP =
∑
r=1
P
Ti+1
(s, a, sr, Ti) = P
Ti+1
(s, a, s1, Ti) ≤ 1,
where the inequality holds by (21). Thus, dnP ≤ 0, contradicting the assumption dnP > 0.
Additionally, by (22), dr ≥ 0 and dr ≤ dr−1P ≤ dr−2P ≤ · · · ≤ d1P ≤ (Ti − Ti−1)ε for all r. Thus,∣∣∣PTi+1(s, a, sr, Ti)− P˜Ti−1+1(s, a, sr, Ti−1)∣∣∣ ≤ (Ti − Ti−1)ε
for all r. Hence, for all s∗ ∈ S, we define PTi+1(s, a, s∗, T ) for T ∈ {Ti−1 + 1, . . . , Ti − 1} by
P
Ti+1
(s, a, s∗, T ) =
Ti − T
Ti − Ti−1P
Ti+1
(s, a, s∗, Ti−1) +
T − Ti−1
Ti − Ti−1P
Ti+1
(s, a, s∗, Ti), (23)
thus ensuring that |PTi+1(s, a, s∗, T + 1) − PTi+1(s, a, s∗, T )| ≤ ε remains satisfied for all T . It can also be easily verified
that P
Ti+1
(s, a, s∗, T ) ≥ 0 for all s∗, and that these values sum up to 1.
We verified that P
Ti+1
t<Ti+1, as defined in (21)–(23), satisfies all the constraints in (6). The value of the objective function
for P
Ti+1
t<Ti+1 is strictly lower than for P˜
Ti+1
t<Ti+1
: the values for P
Ti+1
t<Ti−1+1 have been chosen to be optimal, and the only other
element present in the objective function, P
Ti+1
(s, a, s′, Ti), satisfies P
Ti+1
(s, a, s′, Ti) > P˜Ti+1(s, a, s′, Ti) by (20) and (21).
Thus, we reached a contradiction with P˜Ti+1t<Ti+1 being a CCMLE.
Claim (19) is thus proved. Now, for each i ≥ 1 we either have P˜Ti+1(s, a, s′, Ti) ≥ P˜Ti−1+1(s, a, s′, Ti−1) + (Ti −
Ti−1)ε or P˜Ti+1(s, a, s′, Ti) = 1. Assume that P˜Ti+1(s, a, s′, Ti) < 1 for some i ≥ k, i.e., for Ti ≥ N + 1/ε. Then,
P˜Ti−1+1(s, a, s′, Ti−1) < 1 − (Ti − Ti−1)ε. Continuing onwards, we obtain that P˜T0+1(s, a, s′, T0) < 1 − (Ti − T0)ε. Since
Ti − T0 ≥ 1/ε, we obtain P˜T0+1(s, a, s′, T0) < 1, i.e., a contradiction.
Proof of Lemma 7. After decoupling (6), the objective function for (s, a) equals
−
k∑
i=0
log P˜T (s, a, sTi+1, Ti).
Assume that there exist two solutions P˜T1 (s, a, sTi+1, Ti) and P˜
T
2 (s, a, sTi+1, Ti) yielding the same minimal value of the
objective function. Then, by a simple convexity argument (see, e.g., [47]), λP˜T1 (s, a, sTi+1, Ti) + (1 − λ)P˜T2 (s, a, sTi+1, Ti)
all need to yield the same value, for all λ ∈ [0, 1]. Thus,
−
k∑
i=0
log
(
λP˜T1 (s, a, sTi+1, Ti) + (1− λ)P˜T2 (s, a, sTi+1, Ti)
)
(24)
is a constant function of λ ∈ [0, 1]. Taking the derivative of (24) with respect to λ, we obtain
k∑
i=0
P˜T1 (s, a, sTi+1, Ti)− P˜T2 (s, a, sTi+1, Ti)
λP˜T1 (s, a, sTi+1, Ti) + (1− λ)P˜T2 (s, a, sTi+1, Ti)
= 0
for all λ ∈ (0, 1). Taking the second derivative, we obtain
k∑
i=0
(P˜T1 (s, a, sTi+1, Ti)− P˜T2 (s, a, sTi+1, Ti))2
(λP˜T1 (s, a, sTi+1, Ti) + (1− λ)P˜T2 (s, a, sTi+1, Ti))2
= 0.
In other words, P˜T1 (s, a, sTi+1, Ti) = P˜
T
2 (s, a, sTi+1, Ti) for all i.
Proof of Theorem 11. If #(s, a) = 0, the claim is obvious, as PTσ,α(s, a, ∗) is the entire probability simplex, so Uσ,α =
√
2.
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Assume now that #(s, a) ≥ 1. By the proof of Proposition 3, PTσ,α(s, a, ∗) ⊆ R|S| contains a single element given by
components P˜T (s, a, s′, ∗) = #(s, a, s′)/#(s, a), where #(s, a, s′) denotes the number of times that transition (s, a, s′) has
occurred among the first T − 1 transitions. Thus, the diameter of PTσ,α(s, a, ∗) is 0.
For each s′′ ∈ S, again by the proof of Proposition 3, set PT+1σs′′ ,α(s, a, ∗) also contains a single element given by
P˜T+1(s, a, s′′, ∗) = (#(s, a, s′′) + 1)/(#(s, a) + 1) and P˜T+1(s, a, s′, ∗) = #(s, a, s′)/(#(s, a) + 1) for all s′ 6= s′′.
Thus, the maximum distance between elements of polytopes PTσ,α(s, a, ∗) and PT+1σs′′ ,α(s, a, ∗) equals√√√√(#(s, a, s′′) + 1
#(s, a) + 1
− #(s, a, s
′′)
#(s, a)
)2
+
∑
s′ 6=s′′
(
#(s, a, s′)
#(s, a) + 1
− #(s, a, s
′)
#(s, a)
)2
=
1
#(s, a)(#(s, a) + 1)
√∑
s′ 6=s′′
#(s, a, s′)2 + (#(s, a)−#(s, a, s′′))2.
(25)
On one hand, by the power mean inequality [48], the value of (25) is greater than or equal to
1
#(s, a)(#(s, a) + 1)
√√√√(∑s′ 6=s′′ #(s, a, s′))2
|S| − 1 + (#(s, a)−#(s, a, s
′′))2 =
√|S| (#(s, a)−#(s, a, s′′))
#(s, a)(#(s, a) + 1)
√|S| − 1 . (26)
We are interested in determining the maximal value of (25) over different s′′ ∈ S. There exists s′′ such that #(s, a, s′′) ≤
#(s, a)/|S|. By plugging in this s′′ into (26), we obtain that the value of (25) is greater than or equal to √1− 1/|S|/(1 +
#(s, a)).
On the other hand, the value of (25) is trivially less than or equal to
1
#(s, a)(#(s, a) + 1)
√√√√(∑
s′∈S
#(s, a, s′)
)2
+#(s, a)2 =
√
2
#(s, a) + 1
for any s′′. By (8), we obtain the desired claim.
APPENDIX B
ADDITIONAL SIMULATIONS
A. Wind Flow Estimation
While the examples of Section VI were largely constructed to vividly describe and support the obtained theoretical results,
we now provide a more realistic estimation example, simultaneously featuring (i) changes of multiple transition probabilities
by different amounts, (ii) complex, time-varying, and partly random rates of change, and (iii) a poorly chosen a priori bound
ε on the rate of change of transition probabilities, i.e., a bound that is sometimes overly conservative — allowing for a larger
change than it actually is — and sometimes incorrect, expecting only changes smaller than the actual ones.
The setting of this simulation is that of an unpowered aerial vehicle without extensive instrumentation, i.e., a pilot balloon.
The movement of such a vehicle — tracked from the ground or using a GPS receiver as its sole instrument — is commonly
used to estimate the dynamics in the balloon’s area of operation [49]. As the balloon is not equipped with any instruments
apart from possibly a GPS receiver, the estimation is based solely on the observed trajectory. In this section, we will develop
a CCMLE-based method for estimating the balloon’s dynamics in a changing wind flow.
We develop our model of the system dynamics based on the work of [50], which devises and discusses a scheme to convert
wind direction into transition probabilities on an MDP. Given that the balloon is unpowered, an MDP reduces to a Markov
chain, i.e., to an MDP with a single action. Additionally, as the balloon cannot intentionally keep revisiting the same state,
the natural underlying assumption is that the dynamics in the area of operation are uniform, i.e., do not vary across the state
space. However, the wind flow and the subsequent dynamics are time-varying.
We discretize the state space as a grid similar to the one used in Section VI-A, although we allow such a grid to be
infinite or arbitrarily large. At every time step, the balloon moves by one tile in one of four possible directions, denoted
by their angle with the positive ray of the x-axis: north (pi/2), east (0), south (3pi/2), or west (pi). Combined with the
assumptions of uniformity and time-varying nature of the wind flow, the presented setting yields a probability transition
function P : {0, pi/2, pi, 3pi/2} × N0 → [0, 1], where P (o, t) signifies the probability at time t that the balloon will move in
the direction denoted by o.
For simplicity, we consider wind speed to be constant, and only consider changes in its direction d(t) ∈ [0, 2pi). Adapting the
work in [50], we develop the following model for transition probabilities. Given the wind direction d, the balloon movement
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o ∈ {0, pi/2, pi, 3pi/2} is a discrete random variable obtained by rounding O to the nearest pi/2 (modulo 2pi), where O is a
normal random variable with mean E[O] = d and variance σ2 = 1/2. In other words,
P(o|d) =
∞∑
n=−∞
∫ 2npi+o+pi/4−d
2npi+o−pi/4−d
2√
pi
e−t
2
dt.
The transition probability P (o, t) is then naturally given by P (o, t) = P(o|d(t)). We emphasize that the estimator is neither
aware of the wind direction at any time, not aware of the relationship between d and o. The estimator is not attempting to
establish the wind direction d(t), but solely estimate the transition probabilities P (·, t).
We simulate the wind flow given by
d(t+ 1) = d(t)− 3pi/180 +X(t),
d(0) = D0,
where X(t) is a random variable whose value is drawn from a uniform distribution on [−pi/180, pi/180], and Y (t) is a random
variable whose value is drawn from a uniform distribution on [0, 2pi]. In other words, the wind changes direction by 2 to 4
degrees at every time step, resulting in continually changing transition probabilities.
To demonstrate the strength of the CCMLE approach, we chose ε = 0.03 as the bound on rate of change in P . For greater
realism of the example, such a bound is — as in the setting illustrated in Fig. 4 — intentionally incorrect. the actual change
in P can be computed from the equations above to be between 0.01 and 0.04. Fig. 11 compares the maximal error in the
transition probabilities of a CCMLE approach and a classical approach. It illustrates the estimation errors for 240 time steps,
allowing the wind direction vectors to make around two full circles.
Fig. 11. Maximal error in the transition probability estimates for the wind flow estimation problem. The red curve indicates the error with classical estimation
that assumes time-invariant wind flow. The blue curve indicates the error with the CCMLE method.
Even though the simulated setting is not covered by the developed theory of CCMLE, the CCMLE approach results in
significantly better estimation than the classical estimation method. While “spikes” in errors are provably unavoidable — when
the transitions are non-deterministic, any arbitrarily large sequence of low-probability outcomes will eventually occur — the
error from the CCMLE exceeds the error of classical estimation only on a handful of occasions. The average of the maximal
CCMLE error over time equals 0.2, while the average of the classical estimation method is 0.39. We emphasize that these
results were obtained in the case where ε was not given correctly, and none of the developed theoretical results were thus
guaranteed to hold.
B. Multi-Armed Bandit
In this example we modify the two-armed bandit setup used in Section VI-B. Unlike Section VI-B, we will use the standard
terminology of theory of multi-armed bandits [42]. We consider n arms. Each arm pull lasts a single time step, and at each
time step, exactly one bandit arm must be pulled. Arm 1 always produces the reward of 1. For each i, i ∈ {2, . . . , n}, arm i
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produces one of the two rewards: a reward of i with probability 0.95(sin(αit+ βi) + 1)/i, and a reward of 0 with probability
1− 0.95(sin(αit+ βi) + 1)/i. While the possible rewards are known to the planner, their probabilities are not.
It is clear that, as t → ∞, the average reward produced by each arm i, i ∈ {2, . . . , n}, converges to 0.95. Thus, an agent
that uses classical estimation for learning and planning and pulls the arm that is estimated to bring the highest reward will
always eventually begin solely using arm 1. The average collected reward will thus converge to 1.
On the other hand, if sets {αi | i ≥ 2} or {βi | i ≥ 2} are “sufficiently different”, at every time there will exist an arm
producing a reward greater than 1. Thus, by choosing the bandit arms wisely, an agent may collect an average reward greater
than 1: the primary challenge is in deciding when to choose which arm to pull. In combination with the CCMLE, the notion of
uncertainty introduced in Section IV and the subsequent control policy introduced in Section V-B provide a possible solution.
By performing exploratory pulls when the uncertainty of probabilities in a particular arm becomes high, the agent is able to
detect when an arm yields a high probability of rewards.
We simulated a 5-arm bandit during 10000 time steps, with all αi chosen uniformly at random in [0, 1/5] and βi chosen
uniformly at random in [0, 2pi). We use the same horizon length as in Section VI-B. Bound ε is 0.25. Such a bound is extremely
loose — namely, more than three times larger than the amount of maximal change on any arm, and more than 40 times larger
than the amount of the maximal change on the third arm. Uncertainty weight β is chosen to be 3/(2
√
2). We remark that the
computational complexity of the CCMLE method and subsequent planning depends only linearly on the number of bandits,
as the optimization problems for computation of a CCMLE and uncertainties are performed separately on each bandit. While
the number of variables in the optimization problems grows linearly with elapsed time, this dependence can be removed by
adopting a notion of forgetfulness explored in Section VI-B. We adopt such a notion in the simulation, and limit the memorized
history of outcomes for each bandit to 1 + 1/ε, in line with the discussion at the end of Section 5.
Fig. 12 shows the collected average reward collected by an agent that follows the CCMLE method of estimation and decides
which arms to pull based on the sum of expected reward and uncertainty bonus. The planner achieves a reward that is 25%
higher than the average reward of an agent that does not use CCMLE or an uncertainty bonus. We emphasize that these results
were obtained without any tuning of the weight β or bound ε, the latter of which was intentionally poorly chosen.
Fig. 12. The blue line indicates the average reward obtained by an agent who uses the forgetful CCMLE with an uncertainty-based learning bonus to choose
the best among the 5 bandit arms. The dotted line denotes indicates the expected average reward obtained by an agent who has perfect a priori knowledge of
the transition probabilities. The red line indicates the asymptotic average reward obtained by an agent that uses classic estimation unconscious of the change
in the transition probabilities.
