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Abstract
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tributions of parameter estimates in a linear time trend with a change in slope with or without a
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memory stationary, I(0), or have an autoregressive unit root, I(1). We extend their analysis to
cover the more general case of fractionally integrated errors for values of d in the interval ( 0:5,
1:5) excluding the boundary case 0:5. Our theoretical results uncover some interesting features.
For example, when a concurrent level shift is allowed, the rate of convergence of the estimate of
the break date is the same for all values of d in the interval ( 0:5; 0:5). This feature is linked
to the contamination induced by allowing a level shift, previously discussed by Perron and Zhu
(2005). In all other cases, the rate of convergence is monotonically decreasing as d increases.
We also provide results about the so-called spurious break issue. Simulation experiments are
provided to illustrate some of the theoretical results.
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1 Introduction
Economic relationships are often subject to structural changes. Hence, testing for a structural
break and estimating the break date have been important topics in both economics and statistics;
see Perron (2006) for a review. To test for a structural break, or instability of the parameters,
important contributions include Andrews (1993) and Andrews and Ploberger (1994). Bai (1994,
1997) showed that the break date can be estimated consistently by minimizing the sum of squared
residuals (SSR) from the unrestricted model and derived the limiting distribution of the estimate
of the break date, which can be applied to constructing condence intervals for the true break date.
Bai and Perron (1998, 2003) considered statistical inference related to multiple structural changes
under general conditions.
In the literature, most of the work assumed that the regressors and the errors are short-memory
stationary processes. Structural breaks in trend regressors and non-stationary processes are also
important from a practical perspective. Perron (1989) showed that the Dickey and Fuller (1979)
type unit root test is biased in favor of a non-rejection of the unit root null hypothesis when the
process is trend stationary with a structural break in slope. Work related to changes in trend
include the following. Feder (1975) considered estimating the joint points of polynomial type
segmented regressions. Bai (1997) and Bai and Perron (1998) provided inference results with
trending regressors. In order to obtain the limiting distribution, the trending regressors are assumed
to be a function of t=T , say g(t=T ), with T the sample size. Deng and Perron (2006) analyzed the
consequences of specifying the trend function in scaled form when a structural break is involved.
Bai et al. (1998) analyzed the limiting distribution of the estimated break date for multivariate
time series with a change in slope. Chu and White (1992) suggested a testing procedure for a
change in a trend function with short-memory stationary errors. Perron (1991) and Vogelsang
(1997) considered testing a structural break in trend when the errors are either short-memory
stationary, I(0), or having an autoregressive unit root, I(1). Vogelsang (1999) devised a test whose
limiting distribution does not change depending on whether the noise component is I(0) or I(1).
Recently, Perron and Yabu (2009) considered testing for structural changes in the trend function
of a time series without any prior knowledge about whether the errors are I(0) or I(1). Their
testing procedure adopts a quasi-feasible generalized least squares (GLS) approach that uses a
super-e¢ cient estimate of the sum of the autoregressive parameters  when  = 1. Harvey et al.
(2009) proposed a GLS-based trend break test that is asymptotically size robust with I(0) or I(1)
errors. Sayginsoy and Vogelsang (2011) (SV, henceforth) suggested xed-b asymptotics-based slope
change tests with either I(0) or I(1) errors. Since the limiting null distributions of the tests vary
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depending on the structure of the noise component, i.e., I(0) or I(1), a scaling factor approach
to align the two distributions for a given signicant level has been adopted. Yang and Vogelsang
(2011) applied the xed-b theory to a sup-LM type test in order to test a level shift. Interestingly,
they found that there is a bandwidth such that the xed-b asymptotic critical value is the same
for both I(0) and I(1) errors. With respect to the problem of estimating the break date of the
change in the slope of a linear trend with or without a concurrent level shift, Perron and Zhu (2005)
(PZ, henceforth) analyzed the consistency, rate of convergence and the limiting distributions of the
parameter estimates when the errors are either I(0) or I(1). The results of PZ and Perron and
Yabu (2009) have been used in Kim and Perron (2009) to provide unit root tests with improved
power that allow for a change in the trend function under both the null and alternative hypotheses.
Fractionally integrated processes have been popular in the economics and statistics literature,
in particular following the introduction of the ARFIMA processes by Granger and Joyeux (1980)
and Hosking (1981). Kuan and Hsu (1998) considered a change in mean model and established
the consistency and the rate of convergence of the least square estimate of the break date when
the errors are fractionally integrated; see also Lavielle and Moulines (2000). They found that the
convergence rate depends on the order of integration d. Moreover, when no such change in mean
is present, the estimate of the break date obtained by minimizing the sum of squared residuals
indicates a spurious break date when d 2 (0; 0:5). Hsu and Kuan (2008) showed that the least
square estimate of the break date in a mean change model is not consistent when the errors are
fractionally integrated with d 2 (0:5; 1:5), and that the spurious feature also occurs. Gil-Alana
(2008) executed a set of Monte Carlo simulations to conrm that both the order of fractional
integration and the break date can be estimated simultaneously by minimizing the SSR considering
a range of grid values for d and the break date T1. In the context of testing for a structural change
in the framework of fractionally integrated processes, the following work are relevant. Shao (2011)
proposed a simple testing procedure to test for a level shift in a stationary long memory time series
based on the self-normalization idea of Shao (2010). More recently, Iacone et al. (2013a) proposed
a robust test for a slope change in trend when the order of fractional integration d in the errors
is located in an interval [0; 1:5) excluding the boundary case 0.5. Iacone et al. (2013b) considered
the same problem, but the testing procedure is based on xed-b asymptotics developed by SV.
By developing d-adaptive critical values, the proposed test is (asymptotically) size controlled and
improves power when d = 1 compared to the test of SV. Iacone et al. (2014) analyzed a change
in mean model and suggested a sup-Wald test based on xed-b asymptotics.
The main contribution of this paper is to extend PZs analysis to cover the more general case
of fractionally integrated errors for values of d in the interval ( 0:5; 1:5) excluding the boundary
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case 0:5. We establish the consistency, rate of convergence, and the limiting distributions of the
parameter estimates in models when the trend function exhibits a slope change with or without
a concurrent change in level. Our theoretical results uncover some interesting features. First,
when a concurrent level shift is allowed, the rate of convergence of the estimate of the break
fraction is the same for all values of d in the interval ( 0:5; 0:5). This feature is linked to the
contamination induced by allowing a level shift, previously discussed by PZ. In all other cases,
the rate of convergence is monotonically decreasing as d increases. Second, the coe¢ cient of the
slope change can be estimated consistently for all d 2 ( 0:5; 0:5) [ (0:5; 1:5) while the level shift
coe¢ cient is asymptotically unidentied for d 2 (0:5; 1:5). We extend Hsu and Kuans (2008)
result to the slope change model with a concurrent level shift. Third, we also provide results about
the so-called spurious break issue. For d 2 (0; 0:5)[(0:5; 1:5), it is very likely to estimate a spurious
break when there is no break in the data generating process. Simulation experiments are provided
to illustrate some of the theoretical results in the paper.
The structure of the paper is as follows. In section 2, we review fractionally integrated processes,
fractional Brownian motion and useful related functional central limit theorems. Section 3 presents
the models, the assumptions and a key inequality used throughout the proofs. Section 4 provides
the main contributions related to the limit properties of the estimates: consistency (Section 4.1),
rate of convergence (Section 4.2), limit distributions of the estimate of the break date (Section
4.3) and limit distributions of the estimates of the other parameters (Section 4.4). The problem
of the possibility of a spurious break is discussed in Section 5. Section 6 provides brief concluding
remarks. All technical derivations are relegated to an online Supplementary Material.
2 Fractionally Integrated Processes and Functional Central Limit Theorem
In this section, we briey dene fractionally integrated processes and review results to be used in
subsequent developments. We follow the notation of Wang et al. (2003) and Robinson (2005).
Dene rst
 a =
1X
j=0
j(a)L
j ; j(a) =
 (j + a)
 (a) (j + 1)
(1)
where L is the lag operator,  = 1   L is the di¤erence operator and   is the Gamma function
with  (a) = 1 for a = 0; 1; : : :, and  (0)= (0) = 1. Let ft; t = 0;1; : : :g be a zero-mean
short-memory covariance stationary process, with spectral density that is bounded and bounded
away from zero. For d 2 ( 0:5; 0:5),
t = 
 dt; t = 0;1; : : : ; (2)
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is covariance stationary and invertible for d >  0:5. The truncated version of t is dened as
#t = t1t1; t = 0;1; : : : ; (3)
where 1A is the indicator function for the event A. For an integer m  0,
ut = 
 m#t ; t = 0;1; : : : (4)
is called a type I I(m + d) process. A zero-mean short-memory covariance stationary process t
can be represented as a one-sided moving average:
t =
1X
j=0
 jt j ; t = 0;1; : : : ; (5)
where  0 = 1,
P1
j=0  
2
j < 1, and t, t = 0;1; : : : are independent and identically distributed
(i.i.d.) random variables with mean zero. Let D[0; 1] be the space of functions on [0; 1] which
are right continuous and have left limits, equipped with the Skorohod topology. Let ) denote
weak convergence in distribution under the Skorohod topology and
p! convergence in probability.
Denote by [a] the integer part of a 2 R. The order of integration is d = m + d with m 2 N0 1.
Wang et al. (2003) derived a functional central limit theorem (FCLT) for m  0 which includes
the non-stationary cases. To consider general non-stationary fractional processes, the following
condition is required.
 Condition A:  j ; j  0 in (5) satisfy
P1
j=0 j
1=2 dj j j <1 and  (1) 
P1
j=0  j 6= 0. Also,
E(j0jmaxf2;2=(1+2d)g) <1.
We summarize their results insofar as they will be relevant for subsequent derivations.
Lemma 1 (Wang et al., 2003, Theorem 2.2) Let ut satisfy (4) with m = 0 and assume Con-
dition A holds. Then, for d 2 ( 0:5; 0:5),
1
(d)T 1=2+d
[Tr]X
t=1
ut ) Bd(r); (6)
where (d)2 = f (1)2 (1   2d)E(20)g=f(1 + 2d) (1 + d) (1   d)g and Bd() is a type I fractional
Brownian motion on D[0; 1], i.e.,
Bd(t) =
1
 (d+ 1)
Z 0
 1
[(t  s)d   ( s)d]dB(s) +
Z t
0
(t  s)ddB(s)

;
with B() a standard Brownian motion.
Lemma 2 (Wang et al., 2003, Theorem 3.1) Let ut satisfy (4) with m = 1 and assume Con-
dition A holds. Then, for d 2 ( 0:5; 0:5), a) [(d)T 1=2+d] 1u[Tr] ) Bd(r), b) [(d)T 1=2+d+1] 1P[Tr]
t=1 ut )
R r
0 Bd(s)ds, c) [
2(d)T 2(d+1)] 1
P[Tr]
t=1 u
2
t )
R r
0 [Bd(s)]
2ds.
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3 The Models
We consider the series of interest yt as consisting of a systematic part ft and a random component
ut, namely, yt = ft + ut. For the noise component ut, the following two assumptions hold.
 Assumption A1: ut is a type I I(m+ d) process dened by (1)-(5).
 Assumption A2: The conditions of Lemmas 1 and 2 are satised.
For the systematic part ft, we consider two cases. The rst, labeled Model I, species that ft is
a rst-order linear trend with a single change in slope. In this case, the trend is joined at the time
of break and there is no concurrent level shift. The second, labeled Model II, species that ft is a
rst-order linear trend with a concurrent break in both intercept and slope. Let  = T1=T denote
a generic break fraction with a postulated break date T1, whose true value is T 01 .
 Model I (Joint Broken Trend): The deterministic component ft is specied as
ft = 1 + 1t+ bBt;
where Bt is a dummy variable for the slope change dened by Bt = t   T1 if t > T1 and 0
otherwise. Hence, the slope coe¢ cient changes from 1 to 1 + b at time T1. Note that
the trend function is continuous at the time point T1, hence the labeling of a joint broken
trend.
 Model II (Local Disjoint Broken Trend): The deterministic component is specied by
ft = 1 + 1t+ bCt + bBt;
where Ct is a dummy variable for the level shift dened by Ct = 1 if t > T1 and 0 otherwise.
At the break date T1, there is a slope change with a concurrent level shift. The magnitude
of the level shift is b, which is asymptotically negligible compared to the level of the series
1 + 1T1, hence the labeling of a local disjoint broken trend.
In matrix notation, the models dened above can be specied as Y = XT1 + U , where Y =
[y1; : : : ; yT ]
0, U = [u1; : : : ; uT ]0, XT1 = [x(T1)1; : : : ; x(T1)T ]0, with x(T1)0t = [1 t Bt] and  =
[1 1 b]
0, for Model I, while for Model II, x(T1)0t = [1 t Ct Bt] and  = [1 1 b b]0.
Note that the matrix XT1 depends on the candidate break date T1.
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Remark 1 In the literature, the following high level assumption on the regressors is standard.
D 1T [
P[T]
t=1 x(T1)tx(T1)
0
t]D
 1
T
p! Q() uniformly in  2 [0; 1] for some DT , where Q() is a positive
semi-denite, symmetric, and an absolutely continuous, monotonically increasing function of .
We do not introduce this assumption explicitly because it automatically holds for both Models I and
II. Later, this high level assumption with assumptions A1 and A2 are used to obtain asymptotic
results for the so-called spurious break issue.
The break date can be estimated by using a global least-squares criterion:
T^1 = argmin
T12
Y 0(I   PT1)Y
where PT1 is the matrix that projects on the range space of XT1 , i.e., PT1 = XT1(X
0
T1
XT1)
 1X 0T1
and  = [T; (1   )T ], 0 <  < 1=2. With XT^1 constructed using the estimate T^1, the OLS
estimate of  is ^ = (X 0
T^1
XT^1)
 1X 0
T^1
Y and the SSR, for an estimated break fraction ^ = T^1=T , is
S(^) =
TX
t=1
u^2t =
TX
t=1

yt   x(T^1)0t^
2
= Y 0(I   PT^1)Y
where PT^1 is the projection matrix associated with XT^1 . We denote the true value of each parameter
with superscript 0: 0 = [01 
0
1 
0
b ]
0 in Model I, 0 = [01 
0
1 
0
b 
0
b ]
0 in Model II, T 01 , and 
0 = T 01 =T .
Hence, the data generating process (DGP) is specied as
Y = XT 01 
0 + U =
h
x(T 01 )1 ::: x(T
0
1 )T
i0
0 + U: (7)
Throughout, we assume that there is at least a change in slope as stated in the following assumption.
 Assumption A3: 0b 6= 0 and 0 2 (; 1  ) for some  2 (0; 1=2).
This assumption is required to ensure that there is a break in slope and that the pre and
post break samples are asymptotically large enough to obtain consistent estimates of the unknown
coe¢ cients. This is a standard assumption needed to derive any useful asymptotic result.
As in PZ, a key inequality plays a crucial role in proving the asymptotic results. By construction,
we have for all T , S(^)  S(0), or equivalently, Y 0(I   PT^1)Y  Y 0(I   PT 01 )Y . Using (7), this
inequality can be written as Y 0(PT 01   PT^1)Y  0, or equivalently,
(00X 0T 01 + U
0)(PT 01   PT^1)(XT 01 
0 + U)
= 00X 0T 01 (PT 01   PT^1)XT 01 
0 + 200X 0T 01 (PT 01   PT^1)U + U
0(PT 01   PT^1)U
= 00(XT 01  XT^1)
0(I   PT^1)(XT 01  XT^1)
0 + 200(XT 01  XT^1)
0(I   PT^1)U + U 0(PT 01   PT^1)U  0
 (X^X^) + 2(X^U^) + (U^ U^)  0 (8)
where we use the fact that X 0
T 01
PT 01 = X
0
T 01
and X 0
T 01
(I   PT 01 ) = 0.
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4 Asymptotic Results
We consider in turn the consistency, rate of convergence and limit distributions of the estimates,
concentrating on the estimate of the break fraction.
4.1 Consistency
We show that ^ is a consistent estimate of 0 when the errors are fractionally integrated with
parameter d 2 ( 0:5; 0:5) [ (0:5; 1:5). The idea behind the proof is the following. Unless ^ p! 0,
the rst term in (8) would asymptotically dominate the others since it is positive provided the
event fT 01 = T^1g does not hold for all T , which occurs with probability one. It means that the
key inequality does not hold if ^ does not converge to 0 in probability, which leads to the desired
contradiction. The following theorem states the consistency result.
Theorem 1 Under Assumptions A1-A3, in Models I and II, ^
p! 0, 8d 2 ( 0:5; 0:5)[ (0:5; 1:5).
4.2 Rate of Convergence
The following theorem shows that the rate of the convergence of the estimate of the break fraction,
^, depends on the order of fractional integration d. It also di¤ers across the two models being
faster with no concurrent level shift.
Theorem 2 Under Assumptions A1-A3, for every d 2 ( 0:5; 0:5): 1) For Model I:
^  0 =
8<: Op(T 3=2+d) if m = 0Op(T 1=2+d) if m = 1,
2) For Model II:
^  0 =
8<: Op(T 1) if m = 0Op(T 1=2+d) if m = 1.
Theorem 2 implies that the rate of convergence is slower when allowing for a concurrent level
shift, even if none is present, for d 2 ( 0:5; 0:5). It is, however, the same when d 2 (0:5; 1:5).
These results accord with those from PZ who considered I(0) and I(1) processes. For Models I
and II with I(1) errors, ^   0 = Op(T 1=2). On the other hand, for Model I with I(0) errors,
^ 0 = Op(T 3=2) and for Model II with I(0) errors, ^ 0 = Op(T 1). PZ presented an intuitive
explanation for the change in convergence rate induced by introducing a level shift. Briey, a
random deviation from a deterministic trend function is subject to be captured as if it were a level
shift. Hence, it can have an e¤ect on the precision of the estimate.
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The results show that the rate of convergence is linearly decreasing as d increases for all models
except Model II for d 2 ( 0:5; 0:5). The result for this latter case is quite interesting as the rate
of convergence is the same for all d 2 ( 0:5; 0:5). The explanation for this feature is again related
to the contamination induced by allowing a concurrent level shift, which implies added noise. If
the process is stationary, d 2 ( 0:5; 0:5), this added noise dominates and renders the rate of
convergence invariant to d. If the process is non-stationary, d 2 (0:5; 1:5), the noise is small
compared to the signal and we are back essentially to the case with no concurrent level shift.
4.3 The Limiting Distribution of the Estimate of the Break Date
Given results about the consistency and the rate of convergence of the estimate of the break fraction
^, we can now consider its limiting distribution. The results are stated in the following theorem.
Theorem 3 Under Assumptions A1-A3, we have for every d 2 ( 0:5; 0:5): 1) For Model I: a) if
m = 0, T 3=2 d(^ 0))  4(d)=[0(1 0)0b ], b) if m = 1, T 1=2 d(^ 0))  4(d)
R 1
0 B

d(r)dr
=[0(1  0)0b ], where
 =
Z 1
0
dBd(r) +
1  0
2
Z 1
0
dBd(r)  3(1  
0)
20
Z 1
0
rdBd(r)  3(2
0   1)
20(1  0)
Z 1
0
(r   0)dBd(r);
and Z 1
0
Bd(r)dr =
Z 1
0
Bd(r)dr +
1  0
2
Z 1
0
Bd(r)dr   3(1  
0)
20
Z 1
0
rBd(r)dr
  3(2
0   1)
20(1  0)
Z 1
0
(r   0)Bd(r)dr:
2) For Model II: a) if m = 0, dene a stochastic process S(v) on the set of integers as follows:
S(0) = 0, S(v) = S1(v) for v < 0 and S(v) = S2(v) for v > 0, with
S1(v) =
0X
k=v+1
(0b + 
0
bk)
2   2
0X
k=v+1
(0b + 
0
bk)uk; v =  1; 2; : : : ;
S2(v) =
vX
k=1
(0b + 
0
bk)
2 + 2
vX
k=1
(0b + 
0
bk)uk; v = 1; 2; : : : :
If ut is strictly stationary with a continuous distribution, T (^ 0)) argminv S(v). b) If m = 1,
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dene
1 =
Z 1
0
Bd(r)dr;
Z 1
0
rBd(r)dr;
Z 1
0
Bd(r)dr;
Z 1
0
(r   0)Bd(r)dr
0
;
2 =

0; 0; Bd(
0);
Z 1
0
Bd(r)dr
0
;
3 =
Z 0
0
[(3r2   2r0)=(0)2]dBd(r);
4 =
Z 1
0
[(r   1)(3r   20   1)=(1  0)2]dBd(r);

1 =
26666666664
4
0
  6
(0)2
2
0
6
(0)2
  6
(0)2
12
(0)3
  6
(0)2
  12
(0)3
2
0
  6
(0)2
4
0(1 0)
6(1 20)
(0)2(1 0)2
6
(0)2
  12
(0)3
6(1 20)
(0)2(1 0)2
12f3(0)2 30+1g
(0)3(1 0)3
37777777775
;

2 =
266666664
  4
(0)2
12
(0)3
  2
(0)2
  12
(0)3
12
(0)3
  36
(0)4
12
(0)3
36
(0)4
  2
(0)2
12
(0)3
4(20 1)
(0)2(1 0)2
12f3(0)2 30+1g
(0)3(0 1)3
  12
(0)3
36
(0)4
12f3(0)2 30+1g
(0)3(0 1)3
36f4(0)3 6(0)2+40 1g
(0)4(1 0)4
377777775
:
Also dene Z(v) as: Z(0) = 0, Z(v) = Z1(v) for v < 0 and Z(v) = Z2(v) for v > 0, with
Z1(v) = (
0
b)
2jvj3=3 + v2(d)0b4 + v(d)2[202
11   01
21]; v < 0;
Z2(v) = (
0
b)
2jvj3=3 + v2(d)0b3 + v(d)2[202
11   01
21]; v > 0:
Then, T 1=2 d(^  0)) argminv Z(v).
Theorem 3 implies that the limiting distributions have interesting qualitative di¤erences across
models. First, in Model I, even though the magnitude of the break is xed, the limiting distributions
of the estimate of the break fraction do not depend on the structure of the error process, except
via (d) which is required to properly scale the distribution. This feature contrasts with results
for stationary regressors. Bai (1997), among many others, showed that the limiting distribution of
the estimate of the break fraction depends on the exact distributions of both the regressors and
the errors in linear regression models with stationary regressors. To avoid this issue, the so-called
shrinking shift framework was introduced, whereby the magnitude of break decreases as the sample
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size increases. Theorem 3, however, shows that we do not have to rely on such a shrinking shift
framework to obtain the limiting distributions with a joint-segmented trend.
Second, in Model II, the limiting distributions are functions of a two-sided random process in
which many nuisance parameters are involved. In particular, when d 2 ( 0:5; 0:5), the limiting
distribution depends on the exact distributions of the errors. On the other hand, for d 2 (0:5; 1:5),
the limiting distribution does not depend on the exact distribution of the errors. Hence, a condence
interval for the break date can be formed by estimating the nuisance parameters consistently and
simulating the various functionals of the fractional Brownian motions.
Third, comparing Models I and II, we nd that including a level shift component as a regressor,
even if irrelevant, has an important e¤ect on the asymptotic distributions. For illustrative purpose,
assume that the DGP does not have a level shift, i.e., 0b = 0. While Model I does not allow a
level shift, Model II introduces a dummy variable Ct to incorporate an irrelevant level shift. From
Theorem 2, we know that the rate of convergence of the estimated break fraction is slower in Model
II when d 2 ( 0:5; 0:5). Furthermore, the asymptotic distributions are di¤erent across models. In
Section 6, we provide simulation experiments to further analyze the implications of incorporating
a level shift component.
4.4 The Limiting Distribution of the Estimates of the Other Parameters
We turn to the limiting distribution of the other parameter estimates in the models, that is
(^1; ^1; ^b) for Model I, and (^1; ^b; ^1; ^b) for Model II.
Theorem 4 Under assumption A1-A3, the following results hold for all d 2 ( 0:5; 0:5). 1) For
Model I: 266664
T 1=2 d(^1   01)
T 3=2 d(^1   01)
T 3=2 d(^b   0b)
377775)  1a 0 if m = 0;
266664
T 1=2 d(^1   01)
T 1=2 d(^1   01)
T 1=2 d(^b   0b)
377775)  1a 1 if m = 1;
where
 1a =
26664
(0+3)
0
 3(0+1)
(0)2
3
(0)2(1 0)
 3(0+1)
(0)2
3(30+1)
(0)3
 3(20+1)
(0)3(1 0)
3
(0)2(1 0)
 3(20+1)
(0)3(1 0)
3
(0)3(1 0)3
37775 ;
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0 = (d)
0BBB@
Z 0
0
26664
3(0)2 20 60r+6r
(0)2
(0)3 0 2(0)2r+3r
(0)2
 (1 0)2(0+3r)
(0)2
37775 dBd(r) +
Z 1
0
26664
 3(0+1 2r)
1 0
 (0)2 30 2+20r+4r
1 0
 20 + 4r   2
37775 dBd(r)
1CCCA ;
and
1 = (d)
0BBB@
Z 0
0
26664
3(1 0)r2+(30 2)0r (0)2
(0)2
f3 2(0)2gr2 20f1 (0)2gr (0)2
2(0)2
(1 0)2f3r2 20r (0)2g
2(0)2
37775 dBd(r) +
Z 1
0
26664
3fr2 (1+0)r+0g
1 0
(0+2)fr2 (1+0)r+0g
1 0
2fr2   (1 + 0)r + 0g
37775 dBd(r)
1CCCA :
2) For Model II:2666666664
T 1=2 d(^1   01)
T 3=2 d(^1   01)
T 1=2 d(^b   0b)  T 1=2 d0b(T^1   T 01 )
T 3=2 d(^b   0b)
3777777775
) (d)
1
26666664
R 1
0 dBd(r)R 1
0 rdBd(r)R 1
0 dBd(r)R 1
0(r   0)dBd(r)
37777775 if m = 0:
Hence, ^b is asymptotically unidentied and ^b 0b ) 0b argmin S(), as dened in Theorem 3;2666666664
T 1=2 d(^1   01)
T 1=2 d(^1   01)
T 1=2 d(^b   0b)  T 1=2 d0b(T^1   T 01 )
T 1=2 d(^b   0b)
3777777775
) (d)
1
26666664
R 1
0 Bd(r)drR 1
0 rBd(r)drR 1
0 Bd(r)drR 1
0(r   0)Bd(r)dr
37777775 if m = 1:
This implies that ^b is asymptotically unidentied because T
 1=2 d[(^b 0b) 0b(T^1 T 01 )]) 3+4,
where 3 and 4 are random variables dened in Theorem 3.
Note that except for the unidentied intercept shift ^b, the other parameters, (^1; ^1; ^b), have
the same stochastic order for Models I and II. As noted in PZ, the exact model specication does
not matter if one wants to make asymptotic inference on these parameters.
5 Spurious Break
In this section, we consider the properties of the least square estimate of a structural break date
when no break is present in the data generating process. Nunes et al. (1995) and Bai (1998)
showed that the least square estimate of the break date can lead to a spurious break date when
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the error is an I(1) process, in the sense that the estimate will not gather around either end of
the sample. Kuan and Hsu (1998) considered a change in mean model for a fractionally integrated
process with d 2 ( 0:5; 0:5) and showed that a spurious break can be estimated if d 2 (0; 0:5).
Hsu and Kuan (2008) conrmed the possibility of estimating a spurious mean break if the series is
a non-stationary fractionally integrated process, i.e., d 2 (0:5; 1:5). Here, we consider the issue of
spurious breaks in the context of Model II with a disjoint-segmented trend. The data generating
process is specied as:
yt = 
0
1 + 
0
1t+ ut;
with ut =  m
#
t for t = 0;1;2; : : : as dened in (4). Let S(T1) denote the sum of squared
residuals related to a generic break date T1, that is, S(T1) = Y 0(I   PT1)Y . We have that
T^1 = argminT1 S(T1) = argminT1 fS(T1)  
PT
t=1 u
2
t g because
PT
t=1 u
2
t is independent of T1. If
no structural change is allowed, then
MT (T1)   
 
S(T1) 
TX
t=1
u2t
!
=
 
T1X
t=1
x0tut
!0 T1X
t=1
x0txt
! 1 T1X
t=1
x0tut
!
+
0@ TX
t=T1+1
x0tut
1A00@ TX
t=T1+1
x0txt
1A 10@ TX
t=T1+1
x0tut
1A
where xt = (1; t). Let MT (T1) be the normalized version of MT (T1), that is,
MT (T1)  T 2(d+m)MT (T1)
= T (d+m)
 
T1X
t=1
x0tut
!0
D 12T
 
D 12T
T1X
t=1
x0txtD
 1
2T
! 1
D 12T T
 (d+m)
 
T1X
t=1
x0tut
!
+ T (d+m)
0@ TX
t=T1+1
x0tut
1A0D 12T
0@D 12T TX
t=T1+1
x0txtD
 1
2T
1A 1D 12T T (d+m)
0@ TX
t=T1+1
x0tut
1A
whereD2T = diagfT 1=2; T 3=2g andm 2 f0; 1g. Note that T^1 = argmaxT1MT (T1) = argmaxT1MT (T1)
because the normalization T 2(d+m) does not depend on T1. We start with the case d 2 ( 0:5; 0:5)
with m = 1. If assumptions A1-A2 hold, we have
MT (T1))M()  (d)2

G()0Q() 1G() + [G(1) G()]0[Q(1) Q()] 1[G(1) G()]	 (9)
where G() = (Bd();
R 
0 rdBd(r))
0, G(1) G() = (Bd(1) Bd();
R 1
 rdBd(r))
0,
Q() =
0@  2=2
2=2 3=3
1A ; Q(1) Q() =
0@ 1   (1  2)=2
(1  2)=2 (1  3)=3
1A :
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Taqqu (1977) showed that for d 2 ( 0:5; 0:5), Bd(t); t 2 R satises the following law of iterated
logarithms: for some positive constant c1,
lim sup
t!1
Bd(t)
(c1t1+2d
 log log t)1=2
= 1 almost surely (a:s:):
Since Bd(t) is self-similar with self-similarity parameter 0:5+d, for any c2 > 0 it satises, Bd(t)
d
=
c
 (0:5+d)
2 Bd(c2t), where
d
= denotes equality in distribution. Applying the law of iterated logarithms
to Bd(1=t) and self-similarity, we have
lim sup
t!0
Bd(t)
(c2t1+2d
 log log(1=t))1=2
= 1 a:s:
Then, for d 2 ( 0:5; 0],
lim sup
!0
Bd()p

= lim sup
!0
q
c2d

log log(1=) =1 a:s:
It is easy to verify that Bd(1)  Bd() is also a fractional Brownian motion Bd(s) with s = 1  .
For d 2 ( 0:5; 0],
lim sup
!1
Bd(1) Bd()p
1   = lim sups!0
Bd(s)p
s
=1 a:s:
On the other hand, for d 2 (0; 0:5),
lim sup
!0
Bd()p

= lim sup
!1
Bd(1) Bd()p
1   = 0 a:s:
Since the above are almost sure limits, we can dene M(0) and M(1) as the almost sure limit of
M() as ! 0; 1, respectively. Hence, with probability 1,
M(0) =M(1) = 12(d)2
(
1
3
Bd(1)
2  
Z 1
0
rdBd(r)

Bd(1) +
Z 1
0
rdBd(r)
2)
:
Theorem 5 Under assumptions A1-A2, i) for d 2 ( 0:5; 0], lim sup!0M() = lim sup!1
M() =1 a:s:; ii) for d 2 (0; 0:5), there exist some  2 (0; 1) s.t. M(0) =M(1) < M() a.s.
Theorem 5 implies that no spurious break is estimated if the order of fractional integration is a
value in ( 0:5; 0]. It is not the case for d 2 (0; 0:5) as M(0) = M(1) is stochastically bounded
while M() can be arbitrarily large with s close to either ends.
Now, consider the possibility of estimating a spurious break date when the errors are non-
stationary, i.e., d 2 (0:5; 1:5). Here, Theorem 1 in Bai (1998) is generalized to incorporate a
non-stationary fractional process with a deterministic trend.
Proposition 1 Under assumptions A1-A2, for d 2 (0:5; 1:5), sup2(0;1)M() = Op(1).
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Proposition 1 implies that M() is stochastically bounded even when  ! 0 or  ! 1 for
d 2 (0:5; 1:5). Of interest is the limit behavior of M() when  gets closer to either 0 or 1. From
(9), M(0) = (d)2G(1)0Q(1) 1G(1) using the fact that G()0Q() 1G() ! 0 as  ! 0. The
latter follows from the fact that (d)2G()0Q() 1G() is the limit of the rst term in MT (T1).
Then,
T (d+1)
 
T1X
t=1
x0tut
!0 T1X
t=1
x0txt
! 1 T1X
t=1
x0tut
!
T (d+1)  T 2(d+1)
[T]X
t=1
u2t
and T 2(d+1)
P[T]
t=1 u
2
t
p! 0 as ! 0. Thus, M(0) = lim!0M(), thereby M() is continuous
at  = 0. Similarly, M(1) = (d)2G(1)0Q(1) 1G(1) is dened as the limit of M() as ! 1.
Theorem 6 Under assumptions A1-A2, for d 2 (0:5; 1:5), with probability 1, M(0) = M(1) <
M() for every 0 <  < 1.
Theorem 6 implies that M() cannot attain a maximum at zero or one almost surely.
6 Simulation Experiments
In this section, we provide simulation experiments to illustrate various theoretical results. We
rst assess whether the asymptotic distributions are good approximations to the nite sample
distributions. We highlight the bimodality of the distribution induced by an irrelevant level shift
included in the regression. We also illustrate the spurious break problem.
6.1 Finite Sample and Limiting Distributions
We start with simulations showing that the nite sample distributions of various estimates are well
approximated by their asymptotic distributions. Of interest are three estimates: T^1 (break date),
^b (slope change), and ^b (level shift). Throughout, we use 2,000 replications and two sample sizes
T = 200 and 800. Whenever the asymptotic distributions are non-normal, we use simulations of the
fractional Brownian motion2 and estimates of the various parameters to evaluate the probability
density function using a kernel-based method applied to the simulated realizations3.
We rst consider the following DGP:
yt = x(T
0
1 )
0
t
0 + ut = 
0
1 + 
0
1t+ 
0
bBt + ut; (10)
where ut =  m(t1t1), t =  dt, t  i:i:d:N(0; 2) for t = 0;1; : : :, m 2 f0; 1g, and
Bt = (t   T 01 )1t>[T0] with T 01 = [T0]. We set the various parameters at the following values:
0 = 0:5, 01 = 1:72, 
0
1 = 0:03, 
0
b =  0:02, 2 = 0:1 for stationary case, and  = 0:01 for
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non-stationary case. The congurations are the same as those in PZ, chosen to obtain distributions
that easily reveal the main features of interest. Using DGP (10), we consider two regression models:
the joint broken trend (Model I) and the local disjoint broken trend (Model II).
Figure 1 presents the nite sample and asymptotic probability density function (pdf) of the
normalized estimates of the break date and the slope change when the order of fractional integration
d = 0:2 and 2 = 0:1. For Model I, the normalized estimate of the break date is given by
T 1=2 d(T^1   T 01 ) and the normalized estimate of the slope change is T 3=2 d(^b   0b). Simulation
results pertaining to Model I are in the top panels. The results reveal that the nite sample
distribution is well approximated by the asymptotic distribution for both estimates. For Model
II, the normalized estimates (T^1   T 01 ) and T 3=2 d(^b   0b) are considered and the results are
presented in the bottom panels. Since we set 0b = 0, Model II incorporates an irrelevant level shift.
We nd that the nite sample distribution of the estimate of the break date is clearly bimodal.
Furthermore, the asymptotic distribution is a good approximation to the nite sample distribution
when T = 800 but less so when T = 200. For the slope change, when T = 200, the nite sample
distribution is right-skewed. However, as the sample size increases, the nite sample distribution
approaches the limiting distribution.
Figure 2 presents a similar set of results for the non-stationary case. The DGP is still (10) but
with d = 1:2 and  = 0:01. For both Models I and II, the normalized statistics are T 1=2 d(T^1 T 01 )
and T 1=2 d(^b   0b). When the regression from Model I is used (which is well specied), the
asymptotic distribution is a good approximation to the nite sample distribution for these two
parameters. On the other hand, when the regression from Model II is used (which introduces an
irrelevant level shift regressor), the asymptotic distribution of the estimated break fraction exhibits
a minor bimodal pattern that is not present in the nite sample distribution when T = 200 or
T = 800. However, increasing T to 1600, the nite sample distribution indeed also exhibits a
slight bimodal pattern and the approximation is satisfactory. For the slope change, the asymptotic
approximation is still good.
Figure 3 presents the nite sample and asymptotic distribution of the estimate of the level shift
^b from the regression Model II. The DGP is given by (10) where d
 = 0:2 and 2 = 0:1 in panel
(a), while d = 1:2 and  = 0:01 in panel (b). The values of the other parameters remain as stated
above. In panel (a), with d = 0:2, the distributions are clearly bimodal and the approximation
is quite satisfactory with T = 800. We explain the feature in detail below. When the errors are
non-stationary with d = 1:2, we only plot in panel (b) the nite sample distributions, which show
little changes between T = 200 and 800.
Remark 2 In Theorem 2, we show that introducing a level shift regressor reduces the rate of con-
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vergence of the estimate of the break fraction when the order of fractional integration d is in
( 0:5; 0:5) and that the rate of convergence is invariant in Model II. Furthermore, it induces bi-
modality in the distribution of this estimate (both in nite samples and in the limit). PZ (Section
5) provided an intuitive explanation for this phenomenon. Since the level shift regressor Ct can cat-
egorize random departure from the trend line around the true break date as a level shift, this induces
increased randomness in the estimate of the break date. This is referred to as a contamination.
In the proof of Theorem 4.(2), we show that ^b   0b = 0b(T^1   T 01 ) + op(1) when d 2 ( 0:5; 0:5).
Accordingly, since T^1 is contaminated by the level shift regressor Ct, it also has an e¤ect on the
estimate ^b, referred to as a feedbacke¤ect. Because of the feedbacke¤ect, the true parameter
of the level shift 0b cannot be identied.
Figures 4 and 5 consider the case with a genuine level shift, i.e., 0b 6= 0. The DGP is
yt = x(T
0
1 )
0
t
0 + ut = 
0
1 + 
0
1t+ 
0
bCt + 
0
bBt + ut; (11)
where Ct = 1t>[T0]. We consider the regression from Model II to estimate the parameters. In
Figure 4, we present the results pertaining to the case where the errors are stationary with d = 0:2
and 2 = 0:1. We make a comparison between the nite sample distribution and the limiting
distribution derived in Theorem 4. In panel (a), 0b =  0:1 and the asymptotic distribution shows
strong bimodality (the right mode being more important). Moreover, the asymptotic distribution
is a good approximation to the nite sample distribution when the sample size is large, T = 800,
but less so with T = 200. In panel (b), 0b = 0:3 and the left mode clearly dominates. The
asymptotic distribution approximates the nite sample distribution better compared to the case
where 0b =  0:1. In panel (c), we plot a set of the asymptotic distributions changing the value
of 0b . As the absolute value of 
0
b increases, one mode dominates the other and is more centered
around 0. This implies that a large level shift is helpful in identifying the true break date.
Figure 5 presents similar results for non-stationary errors with d = 1:2 and  = 0:01. We set
0b = 0:01 in panel (a),  0:02 in panel (b), and 0:05 in panel (c). To understand the implications of
the results in Figure 5, rst note that the level shift parameter 0b does not appear in the limiting
distribution of the estimated break date in Model II for m = 1, i.e., when d 2 (0:5; 1:5). As the
sample size increases, the magnitude of the level shift 0b is relatively small compared to the level
of the trend function. In the limit, the level shift e¤ect is concealed by random variations in the
non-stationary errors. Hence, the asymptotic distribution is an appropriate approximation when
the magnitude of the level shift 0b is relatively small. The adequacy of the approximation decreases
as 0b increases. For a large level shift, we can expect that 
0
b would a¤ect the limiting distribution.
PZ suggested to use an asymptotic expansion under this circumstance (see their Theorem 5).
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6.2 Spurious Break
We consider simulation experiments to illustrate the issue of a potential spurious break. The data
generating process is specied by
yt = 
0
1 + 
0
1t+ ut;
where ut =  m(t1t1), t =  dt, t  i:i:d:N(0; 2) for t = 0;1; : : : andm 2 f0; 1g. Without
loss of generality, we set 01 = 
0
1 = 0 and consider d
 2 f 0:3; 0:2; 0:7; 1:2g. The sample sizes used
are T = 200 and 2000. For each value of d, the results are obtained from 10,000 replications. We
consider estimating the date of a structural break using Model II (locally disjoint broken trend).
Figure 6(a) presents histograms of the estimates T^1 when T = 200. For d =  0:3, the estimates
are concentrated at the two end points (1 and T ) indicating that the estimate of the break date is
consistent and no spurious break feature is present, consistent with Theorem 5. For d = 0:2, the
histogram of the estimate T^1 spreads out across all admissible break dates with the exception of the
end points. For d 2 f0:7; 1:2g, the estimates of the break date T^1 tend to cluster near the middle
of the sample, which falsely indicates that there is a break in the sample. Figure 6(b) presents
histograms of the estimate T^1 with T = 2000. With this larger sample, the estimates often occur
near the boundaries, though there is no mass at or very near 0 or 1 with d 2 f0:2; 0:7; 1:2g. Hence,
the theoretical results are supported by the simulations.
These results reinforce the feature discussed in the literature to the e¤ect that structural change
and long memory imply similar features in the data, and it is di¢ cult to distinguish one from the
other at least in small samples. This suggests the importance of implementing a proper testing
procedure for a structural break which should be robust to any a priori unknown order of integration.
Recently, Harvey et al. (2009) and Perron and Yabu (2009) suggested testing procedures for a
structural change in trend function designed to be robust to I(0) or I(1) errors. Iacone et al.
(2013) presented a sup-Wald type test for a change in the slope of a trend function which is robust
across fractional values of the order of integration.
7 Conclusion
In this paper, we establish the consistency, rate of convergence and limit distributions of parameter
estimates in models where the trend function experiences a slope change at some unknown date, with
or without a concurrent level shift, when the errors are fractionally integrated processes with the
order of fractional integration d 2 ( 0:5; 0:5)[(0:5; 1:5). It is worth noting that introducing a level
shift has a crucial e¤ect on the asymptotic results. Our theoretical results uncover some interesting
features. First, when a concurrent level shift is allowed, the rate of convergence of the estimate of
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the break date is slower, and it is the same for all values of d 2 ( 0:5; 0:5). This feature is linked
to the contamination induced by allowing a level shift. In all other cases, the rate of convergence
is monotonically decreasing as d increases. Second, the level shift coe¢ cient b is asymptotically
unidentied when the errors are non-stationary fractionally integrated processes, i.e., d 2 (0:5; 1:5)
while the slope change coe¢ cient b can be estimated consistently for all d
 2 ( 0:5; 0:5)[(0:5; 1:5).
Third, we also provide results about the so-called spurious break issue and show that it cannot occur
in the limit when d in the interval ( 0:5; 0]. Lastly, via the simulation experiments, we conrm
that an irrelevant level shift induces bimodality in the distribution of the break date estimates, but
a relevant level shift improves the precision of the estimate.
The results in this paper can be useful for subsequent work. For instance, Lobato and Velasco
(2007) considered e¢ cient Wald test for a unit root against a fractionally integrated process with
unknown order. However, their procedure does not allow a break under both the null and alternative
hypotheses. Accordingly, an interesting avenue would be to extend the Kim and Perron (2009) unit
root testing procedure that allows a structural change in the trend function under both the null
and alternative hypotheses. Just as the results of Perron and Zhu (2005) and Perron and Yabu
(2009) were useful to achieve this task, one could use our results and those of Iacone et al. (2013)
to extend the test of Lobato and Velasco (2007). This is currently the object of ongoing research.
Notes
1. The restriction that d 6= 0:5 is standard in the long memory literature (e.g. Iacone et al.,
2013). Tanaka (1999) showed that the case with d = 0:5 needs to be treated separately from the
case with d 6= 0:5.
2. To generate one dimensional fractional Brownian motion Bd(t) on t 2 [0; 1], we use the
MATLAB code hurst.m of Kroese and Botev (2013) that applies the Fast Fourier Transform
(FFT) to a circulant covariance matrix.
3. For a set of statistics fxigi=1;:::;n, the pdf at a value x is estimated by g^(x) = (Nhx) 1
Pn
i=1K((x 
xi)=hx) where K() is a kernel function and hx is the bandwidth. We use the standard normal ker-
nel and n = 2; 000. As mentioned in PZ, the cross-validation method for choosing the optimal
bandwidth does not work well because the estimates of the break date are discrete integers. As a
rule of thumb, the bandwidth is set to hx = 0:3^x where ^x is the estimated standard deviation of
the sample statistics fxigi=1;:::;n.
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Figure 1: Finite sample and asymptotic distributions in Models I and II with d∗ = 0.2: µ0b = 0.
The statistics are normalized as follows: T 1/2−d(Tˆ1 − T 01 ) for the break date in Model I (panel
(a)) but Tˆ1 − T 01 in Model II (panel (c)); and T 3/2−d(βˆb − β0b ) for the slope change in both
models (panels (b) and (d)). The finite sample distributions are obtained using ut = ζt1t≥1,
ζt = ∆−dηt and ηt ∼ i.i.d.N(0, σ2) with 2,000 replications. The values of the parameters are
set to λ0 = 0.5, µ01 = 1.72, β01 = 0.03, β0b = −0.02, σ2 = 0.1. Because the limiting distributions
are non-standard, we use 5,000 simulated values to construct the pdf.
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Figure 2: Finite sample and asymptotic distributions in Models I and II with d∗ = 1.2: µ0b = 0.
The statistics are normalized as follows: T−1/2−d(Tˆ1 − T 01 ) for both models (panels (a) and
(c)); and T 1/2−d(βˆb − β0b ) for the slope change in both models (panels (b) and (d)). The finite
sample distributions are obtained using ut = ζt1t≥1, ζt = ∆−dηt and ηt ∼ i.i.d.N(0, σ2) with
2,000 replications. The values of the parameters are set to λ0 = 0.5, µ01 = 1.72, β01 = 0.03, β0b =
−0.02, σ = 0.01. Because the limiting distributions are non-standard, we use 5,000 simulated
values to construct the pdf.
−1.5 −1 −0.5 0 0.5 1 1.5
0
0.2
0.4
0.6
0.8
1
1.2
1.4
Unidentified Level Shift in Model II (m=0,d=0.2)
 
 
Limiting
T=200
T=800
(a)
−0.015 −0.01 −0.005 0 0.005 0.01 0.015
0
50
100
150
200
250
300
Unidentified Level Shift in Model II (m=1,d=0.2)
 
 
T=200
T=800
(b)
Figure 3: Unidentified level shift in Model II: µ0b = 0. The statistics are normalized as follows:
µˆb−µ0b for d∗ = 0.2 (panel (a)); and T−1/2−d(µˆb−µ0b) for d∗ = 1.2 (panel (b)). The finite sample
distributions are obtained using ut = ζt1t≥1, ζt = ∆−dηt and ηt ∼ i.i.d.N(0, σ2) with 2,000
replications. The values of the parameters are set to λ0 = 0.5, µ01 = 1.72, β01 = 0.03, β0b = −0.02.
Moreover, σ2 = 0.1 if d∗ = 0.2 and σ = 0.01 if d∗ = 1.2. Because the limiting distributions are
non-standard, we use 5,000 simulated values to construct the pdf in panel (a).
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Figure 4: Finite sample and asymptotic distributions in Model II with d∗ = 0.2: µ0b 6= 0. The
statistic for the break date is normalized as Tˆ1−T 01 . The finite sample distributions are obtained
using ut = ζt1t≥1, ζt = ∆−dηt and ηt ∼ i.i.d.N(0, σ2) with 2,000 replications. The values of
the parameters are set to λ0 = 0.5, µ01 = 1.72, β01 = 0.03, β0b = −0.02, σ2 = 0.1. Because the
limiting distributions are non-standard, we use 5,000 simulated values to construct the pdf. In
Panel (a), where µb = −0.1, we compare the finite sample distributions for T = 200 and 800
against the limiting distribution; in Panel (b), we let µ0b = 0.3; in Panel (c), we compare the
limiting distributions of Tˆ1 − T 01 varying µ0b .
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Figure 5: Finite sample and asymptotic distributions in Model II with d∗ = 1.2: µ0b 6= 0. The
statistic for the break date is normalized as T−0.5−d(Tˆ1 − T 01 ). The finite sample distributions
are obtained using ut = ζt1t≥1, ζt = ∆−dηt and ηt ∼ i.i.d.N(0, σ2) with 2,000 replications.
The values of the parameters are set to λ0 = 0.5, µ01 = 1.72, β01 = 0.03, β0b = −0.02, σ = 0.01.
Because the limiting distributions are non-standard, we use 5,000 simulated values to construct
the pdf. In Panel (a), where µb = 0.01, we compare the finite sample distributions for T = 200
and 800 against the limiting distribution; in Panel (b), we let µ0b = −0.02; in Panel (c),
µ0b = 0.05.
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Figure 6: Empirical distributions of Tˆ1 when there is no change
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We consider the proofs of Theorems 1-4 for Models I and II separately, for ease of exposition. The
proofs of Theorems 5-6 and Proposition 1 related to a spurious break are also provided. Note
that here and throughout the text, !denotes uniform convergence of a sequence of non-random
elements, 
p!convergence in probability, and )weak convergence in the space D[0; 1] under
the Skorohod topology. We use the label O(T a) and Op(T a) in its strict sense, i.e., it cannot imply
o(T a) and op(T a), respectively. All limit statements are taken as T ! 1. We start with the
following lemma.
Lemma A.1 Dene
(XX) = 00(XT 01  XT1)
0(I   PT1)(XT 01  XT1)
0
(XU) = 00(XT 01  XT1)
0(I   PT1)U
(UU) = U 0(PT 01   PT1)U:
Under Assumptions A1-A3, the following results hold for all d 2 ( 0:5; 0:5) uniformly over all
generic T1 2 [T; (1  )T ] for some arbitrarily small  such that 0 2 [; 1  ].
1) Model I: a) if m = 0:
(XX) = jT1   T 01 j2O(T )
(XU) = jT1   T 01 jOp(T 1=2+d)
(UU) = jT1   T 01 jOp(T 1+2d);
b) if m = 1:
(XX) = jT1   T 01 j2O(T )
(XU) = jT1   T 01 jOp(T 3=2+d)
(UU) = jT1   T 01 jOp(T 1+2d):
2) For Model II: a) if m = 0:
(XX) = jT1   T 01 j3O(1)
(XU) = jT1   T 01 j3=2+dOp(1)
(UU) = jT1   T 01 j1=2+dOp(T 1=2+d);
b) if m = 1
(XX) = jT1   T 01 j3O(1)
(XU) = jT1   T 01 j2Op(T 1=2+d)
(UU) = jT1   T 01 jOp(T 1+2d):
1
A.1 Results for Model I
Model I can be represented in matrix notation as
Y = XT1 + U =
h
 t BT1
i26664
1
1
b
37775+ U
where Y = (y1; : : : ; yT )0, U = (u1; : : : ; uT )0,  = (1; : : : ; 1)0, t = (1; 2; : : : ; T )0, BT1 = (B1; : : : ; BT )0,
and  = (1; 1; b)
0. Note that the matrix XT1 depends on the candidate break date T1. In the
proof, we only consider the case T1 > T 01 . It is straightforward to apply the same arguments to the
case where T1 < T 01 . For T1 > T
0
1 , let
eb(t) =
8>>><>>>:
0 if 1  t  T 01
t T 01
T1 T 01
if T 01 < t < T1
1 if T1  t  T ;
and for T1 = T 01 , let
eb(t) = b(t) =
8<: 0 if 1  t  T 011 if T 01 < t  T :
For ease of notation, we suppress t and write eb. With this notation, we can write
(XT 01  XT1)
0 = 0b(T1   T 01 )eb:
Note that eb([Tr]) converges to a continuous function feb(r) over [0; 1] dened by, for  > 0,
feb(r) =
8>>><>>>:
0 if 0  r  0
r 0
 0 if 
0 < r < 
1 if   r  1;
and by, for  = 0,
feb(r) = fb(r) =
8<: 0 if 0  r  01 if 0 < r  1:
Pertaining to the proof of Lemma A.1, we rst consider the term (XX). We have
(XX) = 00(XT 01  XT1)
0(I   PT1)(XT 01  XT1)
0 = (T1   T 01 )2(0b)2e0b(I   PT1)eb
where the second equality holds because the rst two columns of (XT 01  XT1) are zeros by construc-
tion. Note that e0b(I   PT1)eb is the sum of squared residuals from a regression eb on [ t BT1 ].
Dene
ST = e0b(I   PT1)eb:
2
Next, consider the continuous time least-squares projection of the function feb(r) on (1; r; fB(r)),
where fB(r) = (r )1r. Let (^; ^;  ^) denote the estimates of the coe¢ cients and let S1 denote
the resulting SSR. From the denition of a Riemann integral, T 1ST ! S1, where
S1 =
Z 1
0

feb(r)  ^  ^r    ^fB(r)
2
dr:
If ^ = ^ = 0, then S1 > 0 from the denitions of feb(r) and fB(r). Otherwise, we have
S1 
Z minf;0g
0

feb(r)  ^  ^r    ^fB(r)
2
dr =
Z minf;0g
0
(^+ ^r)2dr > 0
where the equality holds due to the denitions on feb(r) and fB(r) and the fact that both  and
0 are bounded away from zero. Moreover, S1 is bounded uniformly in  2 (0; 1) since
S1 <
Z 1
0
(feb(r) + j^j+ j^jr + j ^jfB(r))2dr < sup
2(0;1)
(1 + j^j+ j^j+ j ^j)2  K;
where the second inequality holds due to the denitions on feb(r) and fB(r) and using the fact
that ^, ^ and  ^ (which are implicitly functions of ) are bounded uniformly in  2 (0; 1) whose
proof is straightforward but tedious and, hence, omitted. Therefore, ST = O(T ) uniformly in T1 2
[T; T (1  )]. Intuitively, S1 is bounded and positive being a continuous time SSR. Accordingly,
(XX) = (T1   T 01 )2(0b)2O(T )
uniformly in T1 2 [T; T (1  )]. Next, we consider the term (XU). We have
(XU) = 00(XT 01  XT1)
0(I   PT1)U = 0b(T1   T 01 )e0b(I   PT1)U:
Dene efeb(r) as the projection residuals from a least-squares regression of feb(r) on (1; r; fB(r)).
Under assumptions A1-A3, by the continuous mapping theorem, we have in  2 (0; 1)
T (d+1=2)e0b(I   PT1)U ) (d)Z 1
0
efeb(r)dBd(r) if m = 0:
Dene F eb(r) = R r0 efeb(s)ds. By the properties of orthogonal projections and the result for (XX),
F eb(1) =
Z 1
0
efeb(r)dr = Z 1
0

feb(r)  ^  ^r    ^fB(r)

dr = 0;
hence,
T (d+3=2)e0b(I   PT1)U ) (d)Z 1
0
efeb(r)Bd(r)dr = (d)[Bd(r)F eb(r)]10   Z 1
0
F eb(r)dBd(r)

=  (d)
Z 1
0
F eb(r)dBd(r)

if m = 1:
3
Note that, by the continuous mapping theorem, for T1 = [T ] and any M > 0,
P
 
sup
2(0;1)
jT (d+1=2)e0b(I   PT1)U j > M
!
) P
 
sup
2(0;1)
j(d)
Z 1
0
efeb(r)dBd(r)j > M
!
if m = 0 and
P
 
sup
2(0;1)
jT (d+3=2)e0b(I   PT1)U j > M
!
) P
 
sup
2(0;1)
j   (d)
Z 1
0
F eb(r)dBd(r)

j > M
!
if m = 1. We show the uniform boundedness of
R 1
0
efeb(r)dBd(r) and R 10 F eb(r)dBd(r) in  2 (0; 1).
sup
2(0;1)
Z 1
0
efeb(r)dBd(r)  sup
2(0;1)
Z 1
0
j efeb(r)jdBd(r) < pK Z 1
0
dBd(r) = Op(1);
and
sup
2(0;1)
Z 1
0
F eb(r)dBd(r)  sup
2(0;1)
Z 1
0
jF eb(r)jdBd(r)  sup
2(0;1)
Z 1
0
Z 1
0
j efeb(s)jds dBd(r)
<
p
K
Z 1
0
dBd(r) = Op(1);
where K = sup2(0;1)(1 + j^j + j^j + j ^j)2 as dened above. Therefore,
R 1
0
efeb(r)dBd(r) = Op(1)
and
R 1
0 F
eb(r)dBd(r) = Op(1) uniformly in  2 [; 1  ], which implies
e0b(I   PT1)U =
8<: Op(T d+1=2) if m = 0;Op(T d+3=2) if m = 1;
uniformly in  2 [; 1  ]. Accordingly,
(XU) =
8<: 0b(T1   T 01 )Op(T d+1=2) if m = 0;0b(T1   T 01 )Op(T d+3=2) if m = 1;
uniformly in  2 [; 1 ]. Finally, we consider the term (UU). DeneDT = diag(T 1=2+d; T 3=2+d; T 3=2+d)
with d 2 ( 0:5; 0:5). We have
(UU) = U 0(PT 01   PT1)U = U
0fXT 01 (X
0
T 01
XT 01 )
 1X 0T 01  XT1(X
0
T1XT1)
 1X 0T1gU
= U 0(XT 01  XT1)D
 1
T [D
 1
T X
0
T 01
XT 01D
 1
T ]
 1D 1T X
0
T 01
U
+ U 0XT1D
 1
T [D
 1
T X
0
T1XT1D
 1
T ]
 1D 1T [X
0
T1XT1  X 0T 01XT 01 ]D
 1
T [D
 1
T X
0
T 01
XT 01D
 1
T ]
 1D 1T X
0
T 01
U
+ U 0XT1D
 1
T [D
 1
T X
0
T1XT1D
 1
T ]
 1D 1T (XT 01  XT1)
0U:
Applying the FCLT for d 2 ( 0:5; 0:5) and m = 0,
T (d+1=2)
TX
t=1
ut ) (d)Bd(1);
4
T (d+3=2)
TX
t=1
tut ) (d)[Bd(1) 
Z 1
0
Bd(r)dr] = (d)
Z 1
0
rdBd(r):
Also, from Lemma 2, we have for m = 1,
T (d+3=2)
TX
t=1
ut ) (d)
Z 1
0
Bd(r)dr;
T (d+5=2)
TX
t=1
tut ) (d)
Z 1
0
rBd(r)dr:
In addition, it is easy to show that
T 3
TX
t=T1+1
(t  T1)2 !
Z 1

(r   )2dr;
T 3
TX
t=T1+1
(t  T1)t!
Z 1

(r   )rdr;
T 2
TX
t=T1+1
(t  T1)!
Z 1

(r   )dr;
with each result holding uniformly in  2 (0; 1). We next consider each term in (UU).
1. D 1T X
0
T1
XT1D
 1
T and D
 1
T X
0
T 01
XT 01D
 1
T are O(T
 2d) uniformly in .
2. When m = 0,
D 1T X
0
T1U =
26664
T (d+1=2)
PT
t=1 ut
T (d+3=2)
PT
t=1 tut
T (d+3=2)
PT
t=T1+1
(t  T1)ut
37775)
26664
(d)Bd(1)
(d)
R 1
0 rdBd(r)
(d)
R 1
 (r   )dBd(r)
37775
and D 1T X
0
T1
U and D 1T X
0
T 01
U are Op(1) uniformly in  since
P
0@ sup
2(0;1)
jT (d+3=2)
TX
t=[T ]+1
(t  [T ])utj > M
1A) P  sup
2(0;1)
j(d)
Z 1

(r   )dBd(r)j > M
!
and sup2(0;1) j(d)
R 1
 (r   )dBd(r)j has a well-dened bounded distribution. When m = 1,
T 1D 1T X
0
T1U =
26664
T (d+3=2)
PT
t=1 ut
T (d+5=2)
PT
t=1 tut
T (d+5=2)
PT
t=T1+1
(t  T1)ut
37775)
26664
(d)
R 1
0 Bd(r)dr
(d)
R 1
0 rBd(r)dr
(d)
R 1
 (r   )Bd(r)dr
37775
5
and D 1T X
0
T1
U and D 1T X
0
T 01
U are Op(T ) uniformly in , since
P
0@ sup
2(0;1)
jT (d+5=2)
TX
t=[T ]+1
(t  [T ])utj > M
1A) P  sup
2(0;1)
j(d)
Z 1

(r   )Bd(r)drj > M
!
and sup2(0;1) j(d)
R 1
 (r   )Bd(r)drj has a well-dened bounded distribution.
3. U 0(XT 01  XT1)D
 1
T . It su¢ ces to consider the third column of (XT 01  XT1) because the rst
two columns are zeros. We have
T (d+1=2+m)U 0(BT 01  BT1) = T
 (d+1=2+m)
T1X
t=T 01+1
(t  T 01 )ut
+ T (d+1=2+m)(T1   T 01 )
TX
t=T1+1
ut
= jT1   T 01 jOp(1) for m 2 f0; 1g:
4. D 1T [X
0
T1
XT1  X 0T 01XT 01 ]D
 1
T . As noted earlier, it su¢ ces to consider the terms in which BT1
and BT 01 are involved. We have:
B0T 01BT 01  B
0
T1BT1 = jT1   T 01 jO(T 2);
B0T 01 t B
0
T1t = jT1   T 01 jO(T 2);
B0T 01  B
0
T1 = jT1   T 01 jO(T );
hence, we have
D 1T [X
0
T1XT1  X 0T 01XT 01 ]D
 1
T = jT1   T 01 jO(T (1+2d)); for m 2 f0; 1g:
Based on the results 1-4,
(UU) =
8<: jT1   T 01 jOp(T 1+2d) if m = 0;jT1   T 01 jOp(T 1+2d) if m = 1;
uniformly in  2 [; 1  ]. This completes the proof of Lemma A.1 for Model I.
A.1.1 Proof of Consistency (Theorem 1)
From the proof of Lemma A.1, we know that for Model I, if m = 0,
(X^X^) = (T 01   T^1)2O(T )
(X^U^) = (T 01   T^1)Op(T 1=2+d)
(U^ U^) = jT 01   T^1jOp(T 1+2d);
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and, if m = 1,
(X^X^) = (T 01   T^1)2O(T )
(X^U^) = (T 01   T^1)Op(T 3=2+d)
(U^ U^) = jT 01   T^1jOp(T 1+2d);
uniformly in  2 [; 1  ]. (X^X^) is positive provided the event fT 01 = T^1g does not hold for all T ,
which is the case if ^ does not converge in probability to 0. We consider the proof for m = 0 (the
proof form = 1 is similar). Suppose that ^ does not converge in probability to 0. Then, the results
above imply that (X^X^) = Op(T 3), (X^U^) = Op(T 3=2+d), and (U^ U^) = Op(T 2d) for d 2 ( 0:5; 0:5).
Therefore, for su¢ ciently large T , the term (X^X^) dominates the others with some probability. It
implies that the key inequality (X^X^) + 2(X^U^) + (U^ U^)  0 cannot hold with probability 1. Since
this inequality is valid for all T , we have a contradiction. Hence, we can conclude that ^
p! 0.
A.1.2 Rate of Convergence (Theorem 2)
Consider the set
V () = fT1 : jT1   T 01 j < T;8 > 0g:
From the consistency of T^1 in Theorem 1, Pr(T^1 2 V ()) ! 1 as T ! 1. Hence, it su¢ ces to
consider the behavior of S(T1) for all T1 2 V (). Consider another set Vc() dened by
Vc() = fT1 : jT1   T 01 j < T and jT1   T 01 j > CT 1=2+d+m; 8 > 0; 8d 2 ( 0:5; 0:5)g;
for m = f0; 1g. Note that Vc()  V (). Since S(T^1)  S(T 01 ) with probability 1, it su¢ ces to show
that T^1 =2 Vc() by showing that for each  > 0, there exists a constant C > 0 such that
Pr

min
T12Vc()
fS(T1)  S(T 01 )g  0

< : (A.1)
Equation (A.1) is equivalent to
Pr

min
T12Vc()
f(XX) + 2(XU) + (UU)g  0

< :
Based on the results derived in Lemma A.1, we can apply the following normalizations to these
three terms in the set Vc(). If m = 0, then
(XX)
jT1   T 01 jT 1=2+d
=
jT1   T 01 j2O(T )
jT1   T 01 jT 1=2+d
>
CT 1=2+dO(T )
T 1=2+dT
> aC + o(1);
(XU)
jT1   T 01 jT 1=2+d
=
jT1   T 01 jOp(T 1=2+d)
jT1   T 01 jT 1=2+d
= Op(1);
(UU)
jT1   T 01 jT 1=2+d
=
jT1   T 01 jOp(T 1+2d)
jT1   T 01 jT 1=2+d
= op(1):
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If m = 1, then
(XX)
jT1   T 01 jT 3=2+d
=
jT1   T 01 j2O(T )
jT1   T 01 jT 3=2+d
>
CT 1=2+dO(T )
T 1=2+dT
> aC + o(1);
(XU)
jT1   T 01 jT 3=2+d
=
jT1   T 01 jOp(T 3=2+d)
jT1   T 01 jT 3=2+d
= Op(1);
(UU)
jT1   T 01 jT 3=2+d
=
jT1   T 01 jOp(T 1+2d)
jT1   T 01 jT 3=2+d
= op(1);
where a is a positive constant. Here, we simply use the fact that jT1   T 01 j < T and jT1   T 01 j >
CT 1=2+d+m in Vc(). For a given , we can choose a constant C that is large enough to satisfy
(A.1). Therefore, T^1 cannot be in Vc(), which implies that for every  > 0, there exists a C > 0
such that Pr((^  0)  CT 3=2+d+m) <  for su¢ ciently large T .
A.1.3 Limiting Distribution of the Estimate of the Break Date
Consider rst the case with m = 1. Dene the set D(C) = fT1 : jT1   T 01 j < CT 1=2+dg, for some
positive number C, and mT = T 1=2 djT1   T 01 j. We analyze
argmin
T12D(C)
[S(T1)  S(T 01 )]:
For T1 2 D(C), we have jT1   T 01 j = O(T 1=2+d). Hence, (XX) = jT1   T 01 j2O(T ) = O(T 2+2d),
(XU) = jT1   T 01 jOp(T 3=2+d) = Op(T 2+2d) and (UU) = jT1   T 01 jOp(T 1+2d) = Op(T 3=2+3d). Then,
for d 2 ( 0:5; 0:5),
argmin
T12D(C)
[S(T1)  S(T 01 )] = argmin
T12D(C)
[(XX) + 2(XU) + (UU)]=T 2+2d
= argmin
T12D(C)
[(XX)=T 2+2d + 2(XU)=T 2+2d + op(1)];
hence we only need to consider the rst two terms. Note that on the setD(C), j 0j = O(T 1=2+d)
for d 2 ( 0:5; 0:5). Using this fact, we can derive the following results that will subsequently be
used:
T 2dD 1T X
0
T1XT1D
 1
T =
26664
1 1=2 (1  0)2=2
1=2 1=3 (1  0)2(2 + 0)=6
(1  0)2=2 (1  0)2(2 + 0)=6 (1  0)3=3
37775+ o(1)
 a + o(1);
and the inverse is T 2d(D 1T X
0
T1
XT1D
 1
T )
 1 =  1a + o(1) with
 1a =
26664
(0 + 3)=0  3(0 + 1)=(0)2 3=((0)2(1  0))
 3(0 + 1)=(0)2 3(30 + 1)=(0)3  3(20 + 1)=((0)3(1  0))
3=((0)2(1  0))  3(20 + 1)=((0)3(1  0)) 3=((0)3(1  0)3)
37775 :
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We have
(XX) = (0b)
2(BT 01  BT1)
0(I   PT1)(BT 01  BT1)
= (0b)
2f(BT 01  BT1)
0(BT 01  BT1)  (BT 01  BT1)
0XT1D
 1
T (D
 1
T X
0
T1XT1D
 1
T )
 1D 1T X
0
T1(BT 01  BT1)g:
Consider rst the second term in (XX).
T 1(BT 01  BT1)
0XT1D
 1
T = jT1   T 01 jT 1=2 dT 1=2+de0bXT1D 1T
= mT
h
1  0 1 (0)22 (1 
0)2
2
i
+ o(1)
where mT = T 1=2 djT1   T 01 j. Using the results above,
T 1 2d(BT 01  BT1)
0XT1D
 1
T (D
 1
T X
0
T1XT1D
 1
T )
 1 = mT
h
 1 02 3(1 
0)
20
3(20 1)
20(1 0)
i
+o(1): (A.2)
Hence,
T 2 2d(BT 01  BT1)
0XT1(X
0
T1XT1)
 1X 0T1(BT 01  BT1) =
(1  0)(4  0)
4
m2T + o(1) (A.3)
and
T 2 2d(BT 01  BT1)
0(BT 01  BT1) = T
 2 2djT1   T 01 j2e0beb = m2TT 1e0beb
= (1  0)m2T + o(1):
Combining (A.2) and (A.3), we obtain
T 2 2d(BT 01  BT1)
0(I   PT1)(BT 01  BT1) =

(1  0)0
4

m2T + o(1):
Next,
(XU) = 00(XT 01  XT1)
0(I   PT1)U = 0b(BT 01  BT1)
0(I   PT1)U:
We have,
T 2 2d(BT 01  BT1)
0U = jT1   T 01 jT 1=2 dT 3=2 de0bU
= mT(d)
Z 1

(1  r=)Bd(r)dr + op(1);
T 2 2d(BT 01  BT1)
0XT1(X
0
T1XT1)
 1X 0T1U
= T 2 2d(BT 01  BT1)
0XT1D
 1
T (D
 1
T X
0
T1XT1D
 1
T )
 1D 1T X
0
T1U
= T 1(BT 01  BT1)
0XT1D
 1
T T
 2d(D 1T X
0
T1XT1D
 1
T )
 1T 1D 1T X
0
T1U;
and
T 1D 1T X
0
T1U = T
 1
24T 1=2 d TX
t=1
ut T
 3=2 d
TX
t=1
tut T
 3=2 d
TX
t=T1+1
(t  T1)ut
350
=
24T 3=2 d TX
t=1
ut T
 5=2 d
TX
t=1
tut T
 5=2 d
TX
t=T 01+1
(t  T 01 )ut + op(1)
350 :
9
Hence, for d 2 ( 0:5; 0:5) and m = 1, we have
T 2 2d(BT 01  BT1)
0(I   PT1)U
= (d)
 Z 1
0
Bd(r)dr +
1  0
2
Z 1
0
Bd(r)dr
  3(1  
0)
20
Z 1
0
rBd(r)dr   3(2
0   1)
20(1  0)
Z 1
0
(r   0)Bd(r)dr

0bmT + op(1)
= (d)0bmT
Z 1
0
Bd(r)dr + op(1);
where Bd(r) is the residuals function from a continuous time least-squares regression of Bd(r) on
f1; r; (r   0)1r>0g. Therefore,
mT = T
 1=2 djT^1   T 01 j = argmin
mT2D(C)
[(XX)=T 2+2d + 2(XU)=T 2+2d + op(1)]
= argmin
mT2D(C)

m2T (
0
b)
2
0(1  0)
4
+ 2(d)mT
0
b
Z 1
0
Bd(r)dr

+ op(1)
by the continuous mapping theorem. Note that the objective function does not change if T1 T 01 < 0.
We can conclude that
mT = T
 1=2 djT^1   T 01 j )  
4(d)
R 1
0 B

d(r)dr
0(1  0)0b
:
Next, consider the case with m = 0. Dene mT = T 1=2+djT1   T 01 j for this case. Note that
T 1=2 de0bU ) (d) R 10 dBd(r). For (XX), we have the same results as for m = 1. For (XU), we
have:
(XU) = 0b(BT 01  BT1)
0(I   PT1)U = T 1=2 d0bmTe0b(I   PT1)U
= T 1=2 d0bmTe0bU   T 1=2 d0bmTe0bXT1D 1T (D 1T X 0T1XT1D 1T ) 1D 1T XT1U
= 0bmT(d)
26664
Z 1
0
dBd(r) 

0   1
2
3(1  0)
20
3(20   1)
20(1  0)
26664
R 1
0 dBd(r)R 1
0 rdBd(r)R 1
0(r   0)dBd(r)
37775
37775+ op(1)
= 0bmT(d)
"Z 0
0
0   (0)2   3r + 3r0
20
dBd(r) +
Z 1
0
0(2 + 0   3r)
2(1  0) dBd(r)
#
+ op(1)
 0bmT(d) + op(1):
For (UU), we know that U is an I(d) process with d 2 ( 0:5; 0:5). It is easy to show that
U 0(XT 01   XT1)D
 1
T = jT1   T 01 jOp(T 1), D 1T X 0T 01U = Op(1), and D
 1
T X
0
T 01
XT 01D
 1
T = Op(T
 2d).
Hence, (UU) = jT1   T 01 jOp(T 1 2d) which is dominated by (XU) asymptotically. The optimal
mT is therefore given by
mT = T
3=2+d(^  0))  4(d)
0b
0(1  0) :
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A.1.4 Limit Distributions of the Estimates of the Other Parameters
The OLS estimates of the regression coe¢ cients  is
^ = (X 0
T^1
XT^1)
 1X 0
T^1
Y = (X 0
T^1
XT^1)
 1X 0
T^1
XT 01 
0 + (X 0
T^1
XT^1)
 1X 0
T^1
U
= 0 +D 1T (D
 1
T X
0
T^1
XT^1D
 1
T )
 1D 1T X
0
T^1
(XT 01  XT^1)
0 +D 1T (D
 1
T X
0
T^1
XT^1D
 1
T )
 1D 1T X
0
T^1
U:
Hence,
DT (^   0) = (D 1T X 0T^1XT^1D
 1
T )
 1[D 1T X
0
T^1
(XT 01  XT^1)
0 +D 1T X
0
T^1
U ]:
First, for m = 0,
D 1T X
0
T^1
(XT 01  XT^1)
0 +D 1T X
0
T^1
U = D 1T X
0
T^1
0b jT1   T 01 jeb +D 1T X 0T^1U
= D 1T X
0
T^1
0b jT1   T 01 jT 1=2 debT 1=2+d +D 1T X 0T^1U = mT0bT 1=2+dD 1T X 0T^1eb +D 1T X 0T^1U
)  4(d)
0(1  0)
266664
1  0
1 (0)2
2
(1 0)2
2
377775+ (d)
26664
R 1
0 dBd(r)R 1
0 rdBd(r)R 1
0(r   0)dBd(r)
37775
= (d)
0BBB@
Z 0
0
26664
3(0)2 20 60r+6r
(0)2
(0)3 0 2(0)2r+3r
(0)2
 (1 0)2(0+3r)
(0)2
37775 dBd(r) +
Z 1
0
26664
 3(0+1 2r)
1 0
 (0)2 30 2+20r+4r
1 0
 20 + 4r   2
37775 dBd(r)
1CCCA  0:
Since T 2d(D 1T X
0
T^1
XT^1D
 1
T )
 1 p!  1a , T 2dDT (^   0))  1a 0.
Second, for m = 1,
T 1DT (^   0) = (D 1T X 0T^1XT^1D
 1
T )
 1[T 1D 1T X
0
T^1
(XT 01  XT^1)
0 + T 1D 1T X
0
T^1
U ]:
Then, we have
T 1D 1T X
0
T^1
(XT 01  XT^1)
0 + T 1D 1T X
0
T^1
U
= D 1T X
0
T^1
0b jT1   T 01 jT 1=2 debT 1=2+d + T 1D 1T X 0T^1U
= mT
0
bT
 1=2+dD 1T X
0
T^1
eb + T 1D 1T X 0T^1U
)  (d)
Z 1
0
Bd(r)dr
266664
4
0
2(1+0)
0
2(1 0)
0
377775+ (d)
266664
R 1
0 Bd(r)drR 1
0 rBd(r)drR 1
0(r   )Bddr(r)
377775
= (d)
0BBB@
Z 0
0
26664
3(1 0)r2+(30 2)0r (0)2
(0)2
f3 2(0)2gr2 20f1 2(0)2gr (0)2
2(0)2
(1 0)2f3r2 20r (0)2g
2(0)2
37775 dBd(r) +
Z 1
0
26664
3fr2 (1+0)r+0g
1 0
(0+2)fr2 (1+0)r+0g
1 0
2fr2   (1 + 0)r + 0g
37775 dBd(r)
1CCCA
 1:
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Therefore,
T 1 2dDT (^   0))  1a 1:
A.2 Results for Model II
We now consider results for Model II. The proof of the consistency is similar to that for Model I.
In any event, the relevant bound will be derived in the proof of the limit distribution.
A.2.1 Consistency (Theorem 1)
From Lemma A.1, for m = 0:
(X^X^) = (T 01   T^1)3O(1)
(X^U^) = (T 01   T^1)3=2+dOp(1)
(U^ U^) = jT 01   T^1j1=2+dOp(T 1=2+d);
and for m = 1:
(X^X^) = (T 01   T^1)3O(1)
(X^U^) = (T 01   T^1)2Op(T 1=2+d)
(U^ U^) = jT 01   T^1jOp(T 1+2d):
The proof of consistency is similar to that for Model I. Suppose that ^
p9 . Then, with m = 1,
(X^X^) = O(T 3), (X^U^) = Op(T 5=2+d) and (U^ U^) = Op(T 2+2d) for all d 2 ( 0:5; 0:5). With some
positive probability, (X^X^) dominates the other two terms, so that this result cannot be compatible
with the key inequality (X^X^) + 2(X^U^) + (U^ U^)  0. Hence, we have a contradiction and conclude
that ^
p! .
A.2.2 Rate of Convergence (Theorem 2)
We consider the set
eVc() = fT1 : jT1   T 01 j < T and jT1   T 01 j > CTm(d+1=2);8 > 0;8d 2 ( 0:5; 0:5)g
where m 2 f0; 1g. Given the results in Lemma A.1, if m = 0:
(XX)
jT1   T 01 j3=2+d
=
jT1   T 01 j3O(1)
jT1   T 01 j3=2+d
= jT1   T 01 j3=2 dO(1) > C3=2 dO(1) = aC + o(1);
(XU)
jT1   T 01 j3=2+d
=
jT1   T 01 j3=2+dOp(1)
jT1   T 01 j3=2+d
= Op(1);
(UU)
jT1   T 01 j3=2+d
=
jT1   T 01 j1=2+dOp(T 1=2+d)
jT1   T 01 j3=2+d
= op(1);
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and if m = 1:
(XX)
jT1   T 01 j2T 1=2+d
=
jT1   T 01 j3O(1)
jT1   T 01 j2T 1=2+d
>
CT 1=2+dO(1)
T 1=2+d
= aC + o(1);
(XU)
jT1   T 01 j2T 1=2+d
=
jT1   T 01 j2Op(T 1=2+d)
jT1   T 01 j2T 1=2+d
= Op(1);
(UU)
jT1   T 01 j2T 1=2+d
=
jT1   T 01 jOp(T 1+2d)
jT1   T 01 j2T 1=2+d
= op(1)
for every d 2 ( 0:5; 0:5) where a is a positive constant. We can claim that T^1 =2 eVc() by choosing
a su¢ ciently large C > 0 such that for any  > 0,
Pr
 
min
T12eVc()fS(T1)  S(T
0
1 )g  0
!
< :
This completes the proof.
A.2.3 Limit Distribution of the Estimate of the Break Date
Given the results in Theorem 2, we work on the set D0(C) = fT1 : jT1   T 01 j < Cg if m = 0 and
D1(C) = fT1 : jT1   T 01 j < T 1=2+dCg if m = 1, for some positive C. In other words, for  = T1=T ,
j  0j = Op(T 1) with m = 0 and j  0j = Op(T 1=2+d) with m = 1. In Model II,
XT1 =
h
 t CT1 BT1
i
where  = (1; : : : ; 1)0, t = (1; 2; : : : ; T )0, CT1 = (C1; : : : ; CT )0, BT1 = (B1; : : : ; BT )0 and  =
(1; 1; b; b)
0. For T1 > T 01 ,
CT 01  CT1 =
8<: 1 if T 01  t  T10 otherwise;
and
BT 01  BT1   (T1   T
0
1 )CT1 =
8<: t  T 01 if T 01  t  T10 otherwise:
When T1 < T 01 ,
CT 01  CT1 =
8<:  1 if T1  t  T 010 otherwise;
and
BT 01  BT1   (T1   T
0
1 )CT1 =
8<:  (t  T 01 ) if T1  t  T 010 otherwise:
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We shall use the following notations. For T 01 > T1,
g1(T1   T 01 ) =
T 01X
t=T1+1
[0b + 
0
b(t  T 01 )]; h1(T1   T 01 ) =
T 01X
t=T1+1
[0b + 
0
b(t  T 01 )]2
and for T 01 < T1,
g2(T1   T 01 ) =
T1X
t=T 01+1
[0b + 
0
b(t  T 01 )]; h2(T1   T 01 ) =
T1X
t=T 01+1
[0b + 
0
b(t  T 01 )]2:
We rst consider the term (XX). Noting that (T1   T 01 )(I   PT1)CT1 = 0, we have
(XX) = 00(XT 01  XT1)
0(I   PT1)(XT 01  XT1)
0
= [(CT 01  CT1)
0
b + (BT 01  BT1   (T1   T
0
1 )CT1)
0
b)]
0(I   PT1)
 [(CT 01  CT1)
0
b + (BT 01  BT1   (T1   T
0
1 )CT1)
0
b)]
=
T1X
t=T 01+1
[0b + 
0
b(t  T 01 )]2  
T1X
t=T 01+1
[0b + 
0
b(t  T 01 )]x(T1)0tD 1T (D 1T X 0T1XT1D 1T ) 1
D 1T
T1X
t=T 01+1
x(T1)t[
0
b + 
0
b(t  T 01 )]
where DT = diag(T 1=2+d; T 3=2+d; T 1=2+d; T 3=2+d). Note that for T1 > T 01 ,
T1X
t=T 01+1
[0b + 
0
b(t  T 01 )]x(T1)0tD 1T
= T d
T1X
t=T 01+1
[0b + 
0
b(t  T 01 )][T 1=2 tT 3=2 0 0]
= T 1=2 d
T1X
t=T 01+1
[0b + 
0
b(t  T 01 )][1 t=T 0 0]
= T 1=2 d
T1 T 01X
k=1
[0b + 
0
bk][1 (k + T
0
1 )=T 0 0]
= T 1=2 dg2[1 T 01 =T 0 0] + T
 1=2 d
T1 T 01X
k=1
[0b + 
0
bk][0 k=T 0 0]
 T 1=2 djg2j[1 T 01 =T 0 0] + jg2jT 1=2 d
jT1   T 01 j
T
[0 1 0 0]
= Op(jg2jT 1=2 d)
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where the last step follows from the fact that jT1   T 01 j=T
p! 0 and
(D 1T X
0
T1XT1D
 1
T )
 1 = Op(T 2d)
on both D0(C) and D1(C). Hence, the second term in (XX) is such that
00(XT 01  XT1)
0PT1(XT 01  XT1)
0 = Op(g
2
2T
 1) = op(h2)
because j   0j = Op(T 1) if m = 0 and j   0j = Op(T 1=2+d) if m = 1 where d 2 ( 0:5; 0:5).
Therefore,
(XX) =
8<: h2 + op(h2) if T1 > T 01h1 + op(h1) if T1  T 01 :
This implies that
(XX) = jT1   T 01 j3O(1)
since 0b is xed. Consider now the term (XU). For m = 1, we have
(XU) = 00(XT 01  XT1)
0(I   PT1)U
=
T1X
t=T 01+1
[0b + 
0
b(t  T 01 )]ut
  f
T1X
t=T 01+1
[0b + 
0
b(t  T 01 )]x(T1)0tD 1T g(D 1T X 0T1XT1D 1T ) 1D 1T X 0T1U:
We consider each term of this expression.
1. Since m = 1, ut =  1
#
t = uT 01 +
Pt
i=T 01+1
#i = uT 01 + vt for t > T
0
1 . When T
0
1 < T1,
T 1=2 d
T1X
t=T 01+1
[0b + 
0
b(t  T 01 )]ut = T 1=2 d
T1 T 01X
k=1
[0b + 
0
bk](uT 01 + vT 01+k)
= T 1=2 dg2uT 01 + T
 1=2 d
T1 T 01X
k=1
[0b + 
0
bk]vT 01+k
= g2(d)Bd(
0) + op(g2):
2. T 2dD 1T X
0
T1
XT1D
 1
T = 

 1
1 + o(1), where

1 =
26666666664
4
0
  6
(0)2
2
0
6
(0)2
  6
(0)2
12
(0)3
  6
(0)2
  12
(0)3
2
0
  6
(0)2
4
0(1 0)
6(1 20)
(0)2(1 0)2
6
(0)2
  12
(0)3
6(1 20)
(0)2(1 0)2
12f3(0)2 30+1g
(0)3(1 0)3
37777777775
; (A.4)
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and

 11 =
26666666664
1 12 1  0 (1 
0)2
2
1
2
1
3
(1 0)2
2
(1 0)2(2+0)
6
1  0 (1 0)22 1  0 (1 
0)2
2
(1 0)2
2
(1 0)2(2+0)
6
(1 0)2
2
(1 0)3
3
37777777775
:
3. T 1D 1T X
0
T1
U ) (d)1, where
1 =
26666666664
R 1
0 Bd(r)drR 1
0 rBd(r)drR 0
0 Bd(r)drR 1
0(r   0)Bd(r)dr
37777777775
=
26666666664
R 1
0 (1  r)dBd(r)R 1
0
1 r2
2 dBd(r)R 0
0 (1  0)dBd(r) +
R 1
0(1  r)dBd(r)R 0
0
(1 0)2
2 dBd(r) +
R 1
0
(1 0)2 (r 0)2
2 dBd(r)
37777777775
(A.5)
using integration by parts.
4. When T 01 < T1,
T1X
t=T 01+1
[0b + 
0
b(t  T 01 )]x(T1)0tD 1T
= T 1=2 d
T1X
t=T 01+1
[0b + 
0
b(t  T 01 )][1 t=T 0 0]
= T 1=2 dg2[1 0 0 0] + T 1=2 d
T1 T 01X
k=1
[0b + 
0
bk][0 k=T 0 0]
= T 1=2 dg2[1 0 0 0] + op(g2T 1=2 d):
Combining the results 1-4, we obtain that
(XU) = T 1=2+dg2(d)fBd(0)  [1 0 0 0]
11 + op(1)g
= T 1=2+dg2(d)3 + op(T
1=2+dg2):
After some algebra, we have
3 = Bd(
0)  [1 0 0 0]
11 =
Z 0
0

3r2   20r
(0)2

dBd(r):
We can show that when T 01 > T1,
T 1=2 d
T 01X
t=T1+1
[0b + 
0
b(t  T 01 )]ut = g1(d)Bd(0) + op(g1)
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and
T 01X
t=T1+1
[0b + 
0
b(t  T 01 )]x(T1)0tD 1T = T 1=2 dg1[1 0 1 0] + op(g1T 1=2 d):
Hence,
(XU) = T 1=2+dg1(d)4 + op(T
1=2+dg1)
where
4 =
Z 1
0
[(r   1)(3r   20   1)=(1  0)2]dBd(r):
These results imply that
(XU) =
8<: T 1=2+d(d)g23 + op(1) if T 01 < T1T 1=2+d(d)g14 + op(1) if T 01 > T1
and
(XU) = jT1   T 01 j2Op(T 1=2+d):
We nally consider the term (UU). We have
(UU) = U 0(PT 01   PT1)U
= U 0(XT 01  XT1)D
 1
T (D
 1
T X
0
T 01
XT 01D
 1
T )
 1D 1T X
0
T 01
U
+ U 0XT1D
 1
T (D
 1
T X
0
T 01
XT 01D
 1
T )
 1D 1T [X
0
T1XT1  X 0T 01XT 01 ]D
 1
T (D
 1
T X
0
T 01
XT 01D
 1
T )
 1D 1T X
0
T 01
U
+ U 0XT1D
 1
T (D
 1
T X
0
T1XT1D
 1
T )
 1D 1T (XT 01  XT1)
0U:
We rst have
T 1=2 dU 0(CT 01  CT1) = (d)(T
0
1   T1)
Z 1
0
Bd(r)dr + op(1);
T 3=2 dU 0(BT 01  BT1) = (d)(T
0
1   T1)
Z 1
0
rBd(r)dr + op(1):
Hence,
U 0(XT 01  XT1)D
 1
T = (T1   T 01 )[(d)02 + op(1)]
where 02 = [0 0
R 1
0 Bd(r)dr
R 1
0 rBd(r)dr]. For the second term in (UU), we have
D 1T [X
0
T1XT1  X 0T 01XT 01 ]D
 1
T =  (T1   T 01 )T 1 2df + op(1)]
with
f =
2666666664
0 0 1 1  0
0 0 0 1 (
0)2
2
1 0 1 1  0
1  0 1 (0)22 1  0 (1  0)2
3777777775
:
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Hence,
T 1+2dU 0XT1D
 1
T (D
 1
T X
0
T 01
XT 01D
 1
T )
 1D 1T [X
0
T1XT1  X 0T 01XT 01 ]D
 1
T (D
 1
T X
0
T 01
XT 01D
 1
T )
 1D 1T X
0
T 01
U
=  (T1   T 01 )T 1+2d(d)2[01
21 + op(1)]
where

2 = 
1f
1 =
266666664
  4
(0)2
12
(0)3
  2
(0)2
  12
(0)3
12
(0)3
  36
(0)4
12
(0)3
36
(0)4
  2
(0)2
12
(0)3
4(20 1)
(0)2(1 0)2
12f3(0)2 30+1g
(0)3(0 1)3
  12
(0)3
36
(0)4
12f3(0)2 30+1g
(0)3(0 1)3
36f4(0)3 6(0)2+40 1g
(0)4(1 0)4
377777775
:
Collecting the results above, we have
(UU) = (T1   T 01 )T 1+2d(d)2[202
11   01
21 + op(1)]:
This implies that with m = 1,
(UU) = jT1   T 01 jOp(T 1+2d):
Dene mT = (T1   T 01 )T 1=2 d. It is easy to show that both h1 and h2 are asymptotically equiv-
alent to T 3=2+3d(0b)
2jmT j3=3 and both g1 and g2 are asymptotically equivalent to T 1+2dm2T0b=2,
therefore
T 3=2 3d(XX) = (0b)
2jmT j3=3 + op(1);
2T 3=2 3d(XU) =
8<: (d)m2T0b3 + op(1) if mT > 0(d)m2T0b4 + op(1) if mT < 0
T 3=2 3d(UU) = mT(d)2[202
11   01
21] + op(1):
Dene Z(v;0; 0b ; (d)) as follows: Z(0) = 0, Z(v) = Z1(v) for v < 0 and Z(v) = Z2(v) for
v > 0, with
Z1(v;
0; 0b ; (d)) = (
0
b)
2jvj3=3 + v2(d)0b4 + v(d)2[202
11   01
21] + op(1);
Z2(v;
0; 0b ; (d)) = (
0
b)
2jvj3=3 + v2(d)0b3 + v(d)2[202
11   01
21] + op(1):
By the continuous mapping theorem, we have
mT  T 1=2 d(T^1   T 01 )) argmin
v
Z(v;0; 0b ; (d)):
Now, consider the case with d 2 ( 0:5; 0:5) and m = 0. The following argument applies to the set
D0(C) = fT1 : jT1   T 01 j < Cg
in which we have j  0j = Op(T 1) for  = T1=T . As in the case with m = 1,
(XX) =
8<: h1 + op(h1) if T1 < T 01h2 + op(h2) if T1 > T 01 :
18
If T1 > T 01 ,
(XU) =
T1X
t=T 01+1
[0b + 
0
b(t  T 01 )]ut
  f
T1X
t=T 01+1
[0b + 
0
b(t  T 01 )]x(T1)0tD 1T g(D 1T X 0T1XT1D 1T ) 1D 1T X 0T1U:
We next consider each term of (XU).
1.
T1X
t=T 01+1
[0b + 
0
b(t  T 01 )]ut =
T1 T 01X
k=1
[0b + 
0
bk]uT 01+k
=
T1 T 01X
k=1
0buT 01+k + 
0
b
T1 T 01X
k=1
kuT 01+k = Op(jT1   T
0
1 j3=2+d):
2.
T1X
t=T 01+1
[0b + 
0
b(t  T 01 )]x(T1)0tD 1T
= T 1=2 d
T1X
t=T 01+1
[0b + 
0
b(t  T 01 )][1 t=T 0 0]
= T 1=2 d
T1 T 01X
k=1
[0b + 
0
bk][1 (k + T
0
1 )=T 0 0]
= T 1=2 d
T1 T 01X
k=1
[0b + 
0
bk][1 k=T 0 0] + T
 1=2 d
T1 T 01X
k=1
[0b + 
0
bk][1 
0 0 0]
= Op(jT1   T 01 j2T 1=2 d):
3. (D 1T X
0
T1
XT1D
 1
T )
 1 = Op(T 2d):
4. D 1T X
0
T1
U = Op(1):
Since we search in a set where jT1   T 01 j < C for some C > 0 and j   0j = Op(T 1),
00(XT 01  XT^1)0PT1U is dominated by 00(XT 01  XT^1)0U asymptotically. Hence,
(XU) = jT1   T 01 j3=2+dOp(1):
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We can derive the results for T 01 > T1 in a similar way and we obtain,
(XU) =
8>>><>>>:
PT1
t=T 01+1
[0b + 
0
b(t  T 01 )]ut + op(1) if T1 > T 01
0 if T1 = T 01
 PT 01t=T1+1[0b + 0b(t  T 01 )]ut + op(1) if T1 < T 01 :
Next, consider the term (UU). We have
T 1=2 dU 0(CT 01  CT1) = T
 1=2 d
maxfT1;T 01 gX
t=minfT1;T 01 g+1
ut
= T 1=2 djT1   T 01 j1=2+djT1   T 01 j 1=2 d
maxfT1;T 01 gX
t=minfT1;T 01 g+1
ut
= T 1=2 djT1   T 01 j1=2+dOp(1);
and
T 3=2 dU 0(BT 01  BT1) = T
 1(T 1=2 dU 0BT 01   T
 1=2 dU 0BT1) = T
 1jT 01   T1jOp(1):
Hence,
U 0(XT 01  XT1)D
 1
T = jT1   T 01 j1=2+dOp(T 1=2 d):
Then following the same arguments as for Model I, we have
(UU) = jT1   T 01 j1=2+dOp(T 1=2 d)Op(T 2d)Op(1) = jT1   T 01 j1=2+dOp(T 1=2+d):
Following Bai (1997), we dene a stochastic process S() on the set of integers as follows:
S() =
8>>><>>>:
S1() if  < 0
0 if  = 0
S2() if  > 0
with
S1() =
0X
k=+1
(b + bk)
2   2
0X
k=+1
(b + bk)uk;  =  1; 2; : : : ;
S2() =
X
k=1
(b + bk)
2 + 2
X
k=1
(b + bk)uk;  = 1; 2; : : : :
Under the assumption that ut is strictly stationary and has a continuous distribution, the rest of
the proof is omitted since it is similar to that of Bai (1997, p.562) with the results of Theorem
3.2 in Kuan and Hsu (1998) pertaining to the Hájek-Rényis inequality with fractionally integrated
processes.
20
A.2.4 Limit Distributions of the Estimates of the Other Parameters
As for Model I, we use the facts that
DT (^   0) = (D 1T X 0T^1XT^1D
 1
T )
 1[D 1T X
0
T^1
(XT 01  XT^1)
0 +D 1T X
0
T^1
U ];
and
T 2d(D 1T X
0
T^1
XT^1D
 1
T )
 1 = 
1 + o(1):
Hence, when m = 0; we obtain
T 2dDT (^   0)
= 
1
0BBBBBB@
0
b jT^1   T 01 jT 1=2 d
26666664
1  0
1 (0)2
2
1  0
(1 0)2
2
37777775+ (d)
26666664
R 1
0 dBd(r)R 1
0 rdBd(r)R 1
0 dBd(r)R 1
0(r   0)dBd(r)
37777775
1CCCCCCA+ op(1)
= 0b jT^1   T 01 jT 1=2 d
26666664
0
0
1
0
37777775+ (d)
1
26666664
R 1
0 dBd(r)R 1
0 rdBd(r)R 1
0 dBd(r)R 1
0(r   0)dBd(r)
37777775+ op(1):
Note that the limiting distribution of ^b depends on that of jT^1   T 01 j. Similarly, it is easy to show
that, when m = 1,
T 1 2dDT (^   0)
= 0b jT^1   T 01 jT 1=2 d
26666664
0
0
1
0
37777775+ (d)
1
26666664
R 1
0 Bd(r)drR 1
0 rBd(r)drR 1
0 Bd(r)drR 1
0(r   0)Bd(r)dr
37777775+ op(1):
Therefore, the limiting distribution of ^b depends on that of jT^1 T 01 j while the limiting distributions
of the estimates of the other parameters do not. We can derive the result in Theorem 4 using (A.4)
and (A.5).
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A.3 Results for a Spurious Break
Proof of Theorem 5. Consider rst the case with d 2 ( 0:5; 0]. After some algebra, we have
M() = 12(d)2

Bd()
2
3
 
Z 
0
rdBd(r)

Bd()
2
+
Z 
0
rdBd(r)
2
1
3
+
1  3
3(1  )3
[Bd(1) Bd()]2
1    
1  2
(1  )4
Z 1

rdBd(r)

[Bd(1) Bd()]
+
1  
(1  )4
Z 1

rdBd(r)
2
:
Given that lim!0
R 
0 rdBd(r) = 0 and lim!1
R 1
 rdBd(r) = 0, we can show that lim sup!0M
() =
lim sup!1M() =1 almost surely (a:s:) for d 2 ( 0:5; 0] due to the law of iterated logarithms
for a fractional Brownian motion.
Second, for d 2 (0; 0:5),
M(1) M()
= 12(d)2

Bd(1)
2
3
 
Z 1
0
rdBd(r)

Bd(1) +
Z 1
0
rdBd(r)
2
  Bd()
2
3
+
Z 
0
rdBd(r)

Bd()
2
 
Z 
0
rdBd(r)
2
1
3
  1  
3
3(1  )3
[Bd(1) Bd()]2
1  
+
1  2
(1  )4
Z 1

rdBd(r)

[Bd(1) Bd()]  1  
(1  )4
Z 1

rdBd(r)
2
= 12(d)2

Bd(1)
2
3
  Bd()
2
3
  1  
3
3(1  )3
[Bd(1) Bd()]2
1   +A()

< 12(d)2

Bd(1)
2
3
  Bd()
2
3
  [Bd(1) Bd()]
2
3(1  ) +A()

= 12(d)2

  (Bd(1) Bd())
2
3(1  ) +A()

where A() =  (R 10 rdBd(r))Bd(1) + (R 10 rdBd(r))2 + (R 0 rdBd(r))Bd() 2   (R 0 rdBd(r))2 3 +
(1 + (1  ) 3(R 1 rdBd(r))[Bd(1) Bd()]  (1  ) 3(R 1 rdBd(r))2 and the inequality holds for
 2 (0; 1). For  2 (0; ),  (R 0 rdBd(r))2 3 dominates the other terms in A() because of the
law of iterated logarithms for a fractional Brownian motion and the order of . Similarly, so does
 (R 1 rdBd(r))2(1   ) 3 for  2 (1   ; 1). It implies that M(0) = M(1) < M() for some
 2 (0; ) [ (1  ; 1), which completes the proof.
Proof of Proposition 1. For any arbitrary z and an arbitrary projection matrix P , we have
z0Pz  z0z, then for d 2 (0:5; 1:5), it follows from Lemma 2 that
MT (T1)  T 2(d+1)
TX
t=1
u2t ) (d)2
Z 1
0
[Bd(r)]
2dr
for all T1 2 [1; T ]. Since MT (T1) is uniformly bounded in probability, its limit M() is also
uniformly bounded in probability for  2 (0; 1).
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Proof of Theorem 6. The proof is similar to Theorem 2 in Bai (1998), who also provided
a useful lemma, which we now state. Dene a matrix H as follows; for arbitrary positive denite
matrices A and B with A > B (p p)
H =
0@(A B) 1  A 1  (A B) 1
 (A B) 1 (A B) 1 +B 1
1A :
Let D = (A B) 1 +B 1 > 0, (A B) 1  A 1 = (A B) 1D 1(A B) 1, and
C =
0@(A B)D I
0 D 1(A B) 1
1A :
We obtain
C 0HC = diag(D; 0)  0:
It implies that H is a positive semidenite matrix because C has full rank. For arbitrary vectors x
and y (p 1), let z = (x0; y0)0, then we have
 z0Hz = x0A 1x  y0B 1y   (x  y)0(A B) 1(x  y)  0: (A.6)
M(0) M()  0 if and only if
G(1)0Q(1)G(1) G()0Q()G()  [G(1) G()]0[Q(1) Q()] 1[G(1) G()]  0:
The above inequality follows from Bais lemma (A.6) by letting A = Q(1), B = Q(), x = G(1),
and y = G(). Furthermore, M(0) M() < 0 if and only if  0H < 0 where  = (G(1); G())0
with G() = (
R 
0 Bd(r)dr;
R 
0 rBd(r)dr)
0. Let  be an orthogonal matrix such that 0H =
diag(1; 2; 3; 4) with 1  2  3  4, where is are the eigenvalues of H. Because H  0
and H 6= 0, the maximum eigenvalue of H is positive. Moreover,
 0H =  ()0diag(1; 2; 3; 4)()   &21
where & is the rst component of . Given that G() has a continuous distribution for each , so
does . Hence,  is a vector of continuous random variables and P (&2 = 0) = 0, which implies
that  &2 < 0 with probability 1. We conclude that  0H < 0, which completes the proof.
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