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This article is concerned with hierarchical prior distributions and the effect of 
replacing the distribution of a component in the hierarchy with a diffuse dis- 
tribution where all nondiffuse distributions are multivariate normal. Let j denote 
the posterior density function and g = g,, the approximation to jobtained by trun- 
cating the hierarchy at stage m. The Kullback-Leibler information index, I( j, g) = 
[ j log( j/g), will be used to measure the accuracy of g to avoid declaring specific 
objectives such as estimation or prediction. It is intuitively plausible that g will be 
increasingly more accurate as m increases; we show by theorems and two examples 
that this is sometimes but not always true. In the second example the behavior of 
I(j, g) depends on both the data and fs parameters and it may reach a minimum 
at an intermediate value of m which would then be optimal. $1 1986 Academic Press. 
Inc. 
1. INTRODUCTION 
This article is concerned with hierarchical prior distributions and the 
effect of replacing the distribution of a component in the hierarchy with a 
diffuse distribution. The analysis is carried out for the case where the sam- 
pling and prior distributions are multivariate normal because in this case 
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explicit answers are obtainable. However, it is believed that our results 
shed some light on the general situation. 
The prior distribution of the parameter, 8,, of interest involves a 
hierarchy of hyperparameters, &,..., 8,+ 1, where ok+ I is specified. The 
sequence, e, ,..., ek + I has the Markov property. The prior in question is the 
conditional distribution of e1 1 tIk + , and this is obtained by marginalization 
from the joint distribution of the 19’s given 8, + , . 
These hyperparameters arise in a variety of ways. They may be artifacts 
of the process of constructing the prior (see, e.g., Akaike [2]). They may 
derive from the process of introspection itself (see, e.g., Lindley [16] and 
Lindley and Smith [17]). Indeed they may well facilitate this process by 
reducing a complex problem to a sequence of simpler ones as when e1 is of 
high dimension and the other 8’s are of successively lower dimensions. 
Finally, the hyperparameters may represent conceptually real objects in the 
problem under consideration by the experimenter (see, e.g., Haitovsky, 
Aigner, and Fiebig [ 131, and de Jong and Zehnwirth [8]). In the latter 
case they may be of interest in their own right (see Goel and DeGroot 
[lOI). 
Because the hierarchical model may be conceptually or mathematically 
complex there is interest in finding simpler alternatives, notably by replac- 
ing the conditional prior distribution of say 8, IO,+ 1 by a diffuse 
approximation at some stage m, m = 1,2,..., k. This is done by Lindley 
[ 161, Lindley and Smith [ 171, and Smith [20], for example, when m = 3. 
This approximation may in some cases be justified by appealing to the 
principle of precise measurement (see, e.g., Savage et al. [ 191, and Box and 
Tiao [S]). Although there is disagreement as to whether the 
marginalization paradox of Dawid, Stone, and Zidek [7] is really a 
paradox (see Jaynes [ 14]), it does urge caution against the uncritical use 
of such an approximation. It is clear that the adequacy of this 
approximation must be considered in specific cases (Dickey [9]). And the 
adequacy of such approximations have been discussed (see, e.g., Stein 
[22], Stone [23], and Akaike [2]). None, as far as we know, has dealt 
specifically with the role of the truncation level, m, in determining the ade- 
quacy of the approximation proposed above for the hierarchical prior. It is 
intuitive as Goel and DeGroot point out that 
“...the decisions that the scientist must make will often be less sen- 
sitive to the values of the higher-level hyperparameters than to the 
values of e2’v 
(Goel and DeGroot [lo, p. 1401); this makes use of the proposed 
approximation tentatively appealing. But whereas Goel and DeGroot [lo] 
are ultimately concerned with the sensitivity to the data of inferences about 
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the hyperparameters we are concerned about the sensitivity to the hyper- 
parameters of inferences about 8,. 
Like Goel and DeGroot [lo] we take our measure of sensitivity from 
information theory. Let 8, denote the data vector and f =f(0,\ tIO, ok + i ) 
the posterior density function with respect to an underlying measure which 
is assumed given and fixed throughout our discussion. Let g = g, = 
g,(Bi 10,) denote the posterior density function obtained by truncating the 
hierarchy at stage m as outlined above. Then 
u g)= jfhuk)~ (1.1) 
the Kullback-Leibler information index (cf. Kullback [15]), will denote 
the effect of this truncation. Akaike [2] cites Sanov [ 181 in support of the 
use of this criterion. Additional support is found in Aczel and Pfanzagl [ 11. 
Bernard0 [4] derives f f log g as the utility of g. Since utility scales have 
arbitrary origins, J f log( g/f) would equally well represent g’s utility and 
hence Z(f, g), “negentropy” in Akaike [3], is g’s negative utility or the loss 
of utility incurred from using g instead off: By adopting Z(f, g) as our 
criterion we quantify the penalty for using g instead offwhile avoiding the 
declaration of specific objectives such as estimation or prediction. 
Two somewhat divergent points of view lead to distinct approaches to 
the problem under consideration. In this work we adopt one of these points 
of view and an approach which might be called retrospective. The other 
which is not pursued here would then constitute a prospective evaluation. 
In the retrospective approach it is assumed that f has been determined 
and then consider what would have been lost had the analyses been ter- 
minated at stage m with the adoption of g. By making this calculation for 
m = 2,..., k we can seek a stage, m <k, if any, when the process might have 
been terminated either optimally or without significant loss. If such a stage 
is found the corresponding g might then be adopted for simplicity instead 
off: 
In the other approach, we consider prospectively whether it is worth 
continuing to stage m + 1 from stage m. If the successive conditional dis- 
tributions, Bi 1 ei+ i, become increasingly diffuse, it is likely that at some 
stage i = m, the distribution of Bi 1 Bi + i might be replaced by a diffuse alter- 
native without significant loss. 
In either case the choice of a diffuse approximant is an issue. Since our 
results deal only with the normal case in which the 8’s are location 
parameters the choice of Lebesque measure would seem to be noncon- 
troversial. In other contexts an analysis like that of Akaike’s (see, Akaike 
[2]) might well be appropriate. 
To obtain results in an explicit form we restrict ourselves to an impor- 
tant special case, the multivariate normal family with known covariance 
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structure. This model is presented in Section 2 along with some useful 
preliminary general results. 
In Sections 3 and 4 we present two examples each of interest in its own 
right. The first is provided by the 2k-factorial design with fully 
exchangeable treatments. The second involves the multivariate distribution 
and a nested sequence of exchangeability assumptions about the coordinate 
means. These examples suggest various considerations relevant to the 
choice of a level in the hierarchy for inserting a vague prior approximant. 
These considerations are presented in Sections 3 and 4 and in the con- 
cluding remarks of Section 5. 
2. PRELIMINARIES 
If fi denotes the density function of the p-dimensional multivariate nor- 
mal distribution with mean pi and covariance Ci>O, then 
s filogh= -~lOg~Zil-~(lOg2~+1) (2.1) 
(cf. Kullback [ 15, Chap. 9, Eq. (1.2)]). In our application of this result, fi 
and f2 will be f and g, respectively, i.e., the posterior and approximate 
posterior density functions respectively. 
Suppose f2 = g and f2 = h are competing approximations to fi. Then g 
will be said to be “better than h” if Z(f, , g) < Z(f, , h). Since S, g, and h all 
depend on the data, the superiority of an approximation will, in general, be 
relative to the data. However, there are circumstances in which this order- 
ing will be uniform over all possible samples. Such circumstances for the 
multivariate normal distribution are given in the next theorem which is 
concerned with approximations of the sort that arise in our subsequent 
analysis of the hierarchical model, 
In the statement of the theorem S=D(G-‘- H-l) D, and Q = 
S+ G-H. For any matrix A > 0, A - will denote the generalized inverse 
given by A - = P Diag{a-‘, 0} PT when A, of rank r say, is given by A = 
P Diag{a, 0} PT with a = Diag{a i ,..., a,} > 0 and P being the matrix whose 
columns are the right eigenvectors of A. Note in particular that A = AA -A. 
Let Q = 0 Diag{q, 0} Or be decomposed in this manner with 0 = 
(019 0,). 
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THEOREM 1. Suppose f,, g, and h are the densities of the distributions 
N,(Dd, D), N,(Gp,, G) and N,(Hp,, H), respectively, where d= p + p,,, and 
D, G, H, H - G > 0. Then g is better than h for all ,a0 if and only if Q 6 0, 
Qx = Sp has a solution, x, and 
O<y-p=(S-SQ-S),, (2.3) 
where y = log(G-‘H( - tr D-IS. 
Proof From Eq. (2.1) it easily follows that 
d=XKf,,g)-4f,,h)l= -y+p;Qpo+2&Sp+~~~~. 
The condition A 6 0 for all p0 of necessity implies Q < 0. Let p = OTSp and 
&, = OTp,,. Then 
A= -y+ i qi(ji,i)'+2 f: fioifii+~TS~ 
i=l i=l 
with qi < 0, i = l,..., r if rank(Q) = r < p. A < 0 for all p0 implies fii = 0, i = 
r+l ,..., p, i.e., 0: Sp = 0, i.e., Qx = Sh has a solution. Finally A is 
maximized by ,& = -4; *pi or 0 according to whether i < r or i > r. This is 
equivalent to QpO = -Sp which has a solution, as has just been shown, 
when 0; I Sp. The maximum value of A is 
or 
,u=(S-SQ-S),-y. 
Observe that since S- SQ -S >, 0, A < 0 for all pLo implies y > 0. The 
necessity of the hypothesized conditions now follows. Their sufliciency is 
immediate. 
The necessary and sufficient conditions of the theorem may fail because 
y < 0. Or if y 2 0 they may fail because p is insufficiently close to the origin. 
In particular, since pTSp < p=(S - SQ ~ S) CL, it may be possible to 
demonstrate the existence of a p for which these conditions fail simply 
because pTSp is unbounded over the space of admissible p-values. An 
illustration of such a failure is provided in Secion 4. On the other hand, p 
need not be arbitrary and ~‘SP need not be unbounded. In fact, we will 
show in Section 3, it is quite possible to have Sp = 0 for all feasible p in a 
given problem. Essentially condition (2.3) places a bound on the distance p 
may be from the origin while g, the more narrowly dispersed distribution, 
retains its superiority over h. A useful consequence of the Theorem is the 
easily proved. 
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COROLLARY 2. Under the conditions of Theorem 1, g is better than h if 
QGO, O<y and Sp=O. 
These results are now specialized to the hierarchical model. Suppose 
F~~I~~,~~,~~N~UOI~INN(~~~~, C,), PL~I~&,ANN(A~&, C,), and &Iz&N 
N(A,j&, c,) then 
where 
p1=ppq 
- - 
1 ,+(C2+A2C&-’ (2.5) 
and 
- - 
;E= q-C;‘& + (C* + A,C,A;)y‘z,A,p,. (2.6) 
This result is given by Lindley and Smith (1972) who point out that 
(C,+A,C,AT)-‘=C,‘-C,‘A,(ATC;‘6,+C,’)-’A,TC;’. In par- 
ticular if Z& is known, i.e., & = A,,&, and c, = 0 then B-’ = 
ArC;‘A,+C,‘, a=aTC;lj&,+C,lA,&. On the other hand if & 
has the (improper) uniform distribution over its Euclidean space of 
possible values, i.e., if CT’ = 0 then &’ = ATC; ‘2, + C;’ - 
c;lA,(ayc;lA,)-‘ATC,’ while a=ArC;‘j&. 
In our applications of these results j&, = 8, will denote the vector of suf- 
ficient statistics, i.e., the vector of sample averages. 
The general hierarchical model in the case of the multivariate normal 
family has the form 
Pi- l= Ai/ii + Ejy i = l,..., k + 1, (2.7) 
where A i = Z (of appropriate dimension), the { .si} are independent error 
vectors, EON N(0, C,), i = l,..., k + 1. This model is presented and analysed 
by Haitovsky [ 111 and Goel and DeGroot [lo]. 
Equation (2.7) implies that p. I pl ,..., pk+, wpu, I pl ~AQl, Cl). Further- 
more, ~C1l~~,...,~Lk+l~~ll~L,~ N( Bl,pL,, C,,) where 
and Cm+l,,+l=C~==++BBmjCj+lB~j+C,+l. 
B, = A i+ 1 . . . A, 
Finally, PmlPk+l* 
N(B,,k + 1 pk + 1, c, + 1,k + 1 h where Ck + 2 = 0, i.e., pk + 1 is known. 
Equation (2.4) may now be applied with jo= po, ii1 =pl, ,ii2 = p,,,, 
z&=P~+~, 6,=Z, A2=B1,, A3=B,k+lr C1=C,, C2=C2,,,, and Cj= 
C m  + 1,k + 1 to obtain the conditional distribution of pl 1 po, pk+ i, i.e., the 
posterior distribution of pl, If p,,, is assigned the uniform distribution we 
may again appeal to the above results to obtain an approximate posterior 
distribution for p 1 . Thus pljpo,pk+l-N(Dd,D) where D-l= 
C;‘+ c- &+1 and d=C;lpo+C~~+lBl,k+lpk+l. The mth stage 
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approximant with density g,, say, is pi (ZA,,NN(D,~&,, D,) where D;’ = 
Cl’+ C,-,l- C,-,‘B,,(B~mC~~B,m)-’ Br’C,-,’ and j&,= C;‘,U~. Thus by 
Eq. (2.21, 
Z(f, g,)= -~{log(D;lD(-tr(D~lD-Z) 
- tr D;‘(Dd- D&,)(&Z- D,j&)‘}. (2.8) 
The following result makes possible the direct application of Theorem 1 
to the hierarchical model. 
LEMMA3. D,:,-D,‘>O. 
Proof. Observe that 
for any m = 2,..., k. By applying twice the matrix identity of Lindley and 
Smith [20], the following result is obtained: 
Placing a vague prior on p,,, + , is equivalent to letting C;: z = 0 and hence 
C,:I,k+l =O; D-’ reduces to 0,: 1 in that case. Replacing m + 1 by m 
and letting C;: 1 = 0 as well yields D;‘. These representations imply 
421- D,‘=C,-,‘B JR-‘-(R+K)--‘I B~,C,-,‘, 
where R=BT,C,-,‘B1, and K=C~~~-C~~~A~~,(A~~,C~~~A~+~)~~ 
A;+,C,:,- It is obvious that K>O and hence that R-’ 2 (R + K)-‘. The 
conclusion follows. 
The optimal choice of m is m* =inf{m: Z(f, g,) =inf{Z(f, g,,): 
1 <m’< k}}. Even if m* = k, it may well be that Z(f, g,) -Z(J g,*) is 
negligible for values of m near m* so that m <m* may be chosen as the 
level of support for the vague prior for expediency even if it is suboptimal. 
In the example of Section 3, Z(f, g,) is decreasing in m whatever the data, 
but this is not true in general as the example of Section 4 will show. 
Theorem 1 shows when Z(f, g, + i) < Z(f, g,) uniformly in ,uuo. 
COROLLARY 3. For the hierarchical model g,+, is better than g, 
uniformly over all samples if and only if Q, d 0, Qmx = S,ji has a solution 
and 
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where S,, Q, and y,,, are obtained from their counterparts in Theorem 1 by 
replacing G and H, respectively, by D,, , and D, and B = 
G/i+ ,B I.k+lpk+l. 
3. THE 2k-F~~~o~~~~ DESIGN 
This section is concerned with a 2k factorial experiment where the cell 
means are exchangeable a priori with respect to each factor. All variances 
and covariances are assumed to be known. 
All errors are independent and normally distributed. 
This prior model would, in the case k = 2, for example, imply that the 
vectors of cell means corresponding to the two levels of the first treatment, 
say (pir, ~1~~) and &,, pz2), are exchangeable with the same mean vector 
p = (pi, p2), say. This view might well emerge at the first stage of the 
elicitation process. The elements of c correspond to the levels of the second 
treatment and in the second stage of elicitation the model proposed here 
supposes that pL1 and pL2 are also exchangeable with a common mean, p, 
say. 
Our distributional assumptions are I&= 8, + E, where 8, is the 2k x 1 
datavectorofcellmeansand8i=Ai+18i+,+&i+l,whereAir+,=(Z(k-i), 
Z(k- i)), Z(m) is the 2”’ order identity matrix for all m and Ed- 
N(0, ofZ(k + 1 -i)) are independent, i= 1, 2 ,..., k. The scalar 13~~ ,, the 
remotest hyper-parameter in the hierarchy, is known. 
In the Appendix it is shown that 
where g = g,, 
Z(f, g)=v+tA+p?, (3.1) 
k--m+1 
Y= 1 l,h(l-v&J, 
i= 1 
(3.2) 
h(x)=x-logx- 1, Zi=2’-*, i=2 ,..., k, I, = 1, v,=C!=, ~,~FcJ;*, j= 
2,..., k + 1, 
(3.3) 
CI~ is the first coordinate of H(k) /3,,= (a;, a:,..., a:+ ,), a, is 1 x 1, ai is 
2’-* x 1, i = 2,..., k + 1, H(k) is the k-fold Kronecker product of 
H= 
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and 
k-m+2 
V= 1 V~+‘~~jlIai/01112~ 
i=2 
(3.4) 
Equation (3.1) may be interpreted as the loss incurred as a result of 
replacing the prior for the hyperparameters at stage m in the hierarchical 
model under consideration by a diffuse approximant. Recall that g = g, is 
the approximate posterior density of 19, which is obtained as a result. 
Equations (3.2), (3.3), and (3.4) reveal that of the three components of 
this loss, only Y and %‘I2 depend on m and these are decreasing. This 
would seem to be a particular form of the intuitive idea of Goel and 
DeGroot [lo, p, 1401 which is quoted in the Introduction. A variant of 
this idea would be that these decisions are more sensitive to errors or 
variations in the prior distributions introduced at the lower levels of the 
hierarchy. Our result indicates that the use of diffuse priors is more 
tolerable at higher levels than at lower levels. 
A surprising implication of Eq. (3.1) is that the loss incurred from using 
g, in place off has a fixed component, f&’ which is independent of m. This 
would seem to be because these diffuse priors are centered at 0 so that g is, 
in effect, centered at c~i. Thus J%’ is the result of mismatching the locations 
off and g and does not depend on the stage, m, at which the diffuse prior is 
introduced. 
Recall that .4%?=v;l,rj2 where q2= (a, -~k+1)2a;2v~~1, where &+i = 
2k/28 k+l and, a priori, q N N(0, 1) (Eq. A.6). Thus J? will be large if a, is 
inconsistent with this Bayesian’s prior expectation of it. As well, v,++ 1 = 
(o:+r:+,)a;*, where t:+,=o:+20:+ ... +2k-1.;5+1, so the factor, 
v~i, tends to deflate JZ. Here vi + i summarizes the uncertainty in the prior 
distribution. The degree to which this factor deflates JZ will depend on the 
relative sizes of o:, the sampling variance, and 7: + , . If crf is small, that is, if 
the data is of relatively high quality, J# will be small even when a, is incon- 
sistent with this Bayesian’s prior expectations of it. Conversely, if 0: is 
large, greater importance attaches to this Bayesian’s prior and the 
introduction of a diffuse prior will be unacceptable if (a, - pk + , ) a,- ’ is 
large in magnitude. Making the interpretation of &! precise would entail 
the calibration of Ks scale of possible values, perhaps by the methods of 
utility theory but this aspect of the problem is not explored here. 
Similar considerations apply to 9?. Observe that a priori, v;i 3 ~ Jai/a, I( *, 
i= 2,..., k + 1, are independent chi-squared random variables with 2i-2 
degrees of freedom (see Eq. (3.7)) and these variables are independent of 
JZ. Note also that unlike A, % does depend on m. The number of main 
effects and interactions included in %? decreases as m increases. Like J%‘, %? 
will be small if of is small. 
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V also is small if 0: is small because then v~i z _ i will be approxmately 0 
and so, in consequence, will h( 1 - vri2- ;). In summary, if 0: is small, 
Z(f, g) will be close to 0 and the use of a diffuse prior will be acceptable. 
This formalizes the principle of precise measurement. 
Conversely, if vi12-i were close to 1, h( 1 - viJzPi) would be an unac- 
ceptable approximation off if k - m + 1 > i, that is m < k - i + 1. 
In the last few paragraphs the size of 0: relative to 0: + 20: + ... + 
2”-‘ai plays a key role, m = 2,..., k. The latter quantity summarizes the 
prior uncertainty about the value of 0, given 8,. The validity of this for- 
mula for this quantity is easily preceived from an alternative representation 
of our hierarchical model for 8,: 8,=eT(m-l)@tI,+e’(m-2)@ 
Em + . . . + eT(0) 0 s2 where e(r) is the repeated r-fold Kronecker product of 
the column vector (1,O)‘. The coefficient of OK, 2” - ‘, is the dimension of 
e(m - 2), and it inflates considerably, the component of uncertainty, ai, 
introduced at stage m. Thus unless the sequence, a:,...&+ 1, decreases 
rapidly towards 0: + z = 0, the overall prior uncertainty, 0: + * * . + 2” ~ 2a,,, 
may actually increase as m increases. This can then entail a decrease in the 
relative size of r~f even when the sequence, (T:,..., 0: is decreasing. 
To conclude this discussion we will evaluate Z(f, g) in a numerical exam- 
ple to see what this function of m might look like in practice and how its 
appearance might depend on parameters which determine the prior dis- 
tribution. An example of a 24-factorial design is given by Cochran and Cox 
[6, p. 1581. The treatments are labelled K, M, N, and P. The elements of 
the data vector, LX, correspond to the vector consisting of the overall mean 
p, main effects and interactions: (p, IV, N, MN, P, PM, PN, PMN, K, KM, 
KN, KMN, KP, KMP, KNP, KMNP)*. More precisely, a, = 219, 
a2= -36, a3=(-43,7)*, a4=(-12,0,7,3)T, a,=(-49, -15, 22, 18, 7, 
-2, - 1, - 3)‘. Although our theory assumes 0: is known we approximate 
it here with 0: = 91, the result given by the usual estimator which is based 
on the residual sum of squares. It follows that /aill’/a~ is 14, 21, 2 and 38, 
respectively, for i = 2, 3, 4, and 5. 
As a further concession to simplicity, we assume that CJ~ = p+‘oz, m = 
2, 3,4, 5, p > 0. It follows that 
vj= 1+ [f~~/of][({2p}~-‘-- 1)/(2p- l)] or 1+ L-am- 11 
as p # or = 4. Because i&? does not depend on m we compute Z(f, g) - i& 
instead of Z(L g) and thereby achieve some additional simplicity without 
losing the shape of Z. 
There remain then just two parameters to be specified, namely 0; and p. 
For each choice of the pair, (p, G:), Z(f, g,) - f& will be computed for 
m = 2, 3, and 4. 
Numerical results are shown in Table I. 
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TABLE I 
Values of I(f; g,) - fd, m = 2,3,4 for the Factorial Design Case: 
The Example of Cochran and Cox 163 
2 3 4 
2 2 0.0 0.0 0.0 
1 0.1 0.1 0.0 
0.05 1.9 1.8 1.7 
1 2 0.1 0.0 0.0 
1 0.3 0.2 0.1 
0.05 4.4 4.1 1.6 
0.5 2 0.2 0.1 0.0 
1 0.9 0.7 0.1 
0.05 8.2 7.7 3.1 
Whether or not the use of a noninformative prior at any stage m, m = 
2, 3,4, of the hierarchical model is acceptable for this example will of course 
depend on the size of t&! = tv,2(a; -~~)~a;~. Beyond this it depends on 
Z(f, g) - +JX = 4% + V which depends on m and-Table I gives the values of 
f%? + V for various values of the parameters +J: and p. A large value of 
~Z/G! or of p tends to favor the use of g, as an approximation toJ: Table I 
shows, for example, that if f.M is sufficiently small, the use of even g, will 
be acceptable. In general, it seems that if g, is acceptable, then g, will be as 
well. This derives, we presume, from the particularly large value of 
IIa,ll */o:, namely, 21 which is introduced when m decreases from 4 to 3. On 
the other hand the seemingly large value of Ila,ll ‘/o:, 14, which comes into 
the computation when m decreases to 2 from 3, does not greatly increase 
the value of 1% + Y because of particularly small values of its deflationary 
factor, v;*. Thus, although by a priori considerations both of these values, 
21 and 14 are inconsistently large, the latter inconsistency is more readily 
forgiven than the former. 
4. EQUALITY OF HIERARCHICALLY SUCCESSIVE MEANS 
Here we envisage the estimation of k + 1 means from k + 1 related sam- 
ples, with identical variances, assumed to be known. Initially, the scientist’s 
prior belief is that the last two means are exchangeable, while the first k - 1 
are not and the (conditional) prior variances of all k + 1 means are equal 
and assumed known. At successive stages, i, i = 2 ,..., k, { ,ug, j = l,..., k - i} 
are assumed to have means {pi+ I,i, j= l,..., k - i} while pLk- i+ 1 and 
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Ilk-i+2 have mea* pi+l,k--i+l. At each stage the means are conditionally, 
normal, independent and homoscedastic. 
When the prior stages are combined, all k + 1 means are a priorily 
assumed identical with different variances expressing different levels of 
uncertainty about their hypothesized common value. Their conditional 
independence at each stage is lost in the combination. 
The example will now be presented in the notation of Eq. (2.7) as 
‘d,=l,,,,~{=[zk;l-i p,1, i= l,..., k+ 1, 
where j, is an 2 x 1 vector of ones, with the pL;s dimensioned conformally. 
It is easy to confirm that Bji= [‘k+$’ 
BjiB;= [‘k+d-’ 
j,+9J, i,j= l,..., k+ 1 and hence 
J,:,_,], where .Zi = j,j’, a i x i matrix of ones. 
Assuming now C1 = (T:Zk+, and Ci = c:Zk+ 3- i, i = 2,..., k, the uncon- 
ditional prior is then given by 
where 
B l,k+l~k+I=Jk+l~k+l~ 
and 
c z&+1= i a;+,B,,B;= i 02,~ (zk’d-i IO) 
i=l i= 1 I 
verifying that the unconditional prior states that all means are identical 
with varying degree of uncertainty and covariances. 
The associated posterior distribution is given by 
where 
D-‘=O;2zk+l+c-1 2.k + 1 
and 
where ji, is the least squares estimates of the means, i.e., the corresponding 
sample means. 
For brevity we will not derive Z(f, g,) explicitly. Instead, in Table II, we 
give numerical values for the case k + 1 = 4 and various parameter values. 
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TABLE II 
Values of I(f, g,,,), M = 1, 2, 3 for the Equality of Means Case: 
The Example of Snedecor [21] 
Lb: -10 0 10 
44 P m m m 
1 2 3 1 2 3 1 2 3 
(a) 
2 
1 
0.5 
(b) 
2 
1 
0.5 
2 0.645 
1 3.50 
0.05 34.5 
2 2.29 
1 11.3 
0.05 19.9 
2 7.50 
1 31.5 
0.05 146 
2 0.691 
1 3.63 
0.05 34.4 
2 2.44 
1 11.6 
0.05 19.3 
2 7.85 
1 32.2 
0.05 145 
0.608 0.615 
3.46 3.49 
34.4 34.4 
2.19 2.22 
11.2 11.3 
19.6 79.5 
0.0739 0.0374 0.0332 0.233 0.197 0.184 
0.236 0.199 0.193 1.09 1.06 1.02 
2.08 2.04 1.99 9.70 9.66 9.60 
0.232 0.135 0.121 0.798 0.701 0.660 
0.748 0.650 0.628 3.48 3.38 3.29 
4.86 4.16 4.63 22.4 22.3 22.2 
7.28 1.36 0.664 0.446 0.403 2.50 2.28 2.18 
31.3 31.6 2.06 1.84 1.78 9.53 9.31 9.13 
145 145 9.04 8.82 8.54 41.0 40.8 40.5 
0.645 0.620 
3.58 3.52 
34.3 34.2 
2.31 2.23 
11.5 11.4 
19.2 79.0 
0.100 0.049 0.0344 0.233 0.182 0.181 
0.283 0.231 0.198 1.06 1.01 1.01 
2.07 2.02 1.94 9.82 9.17 9.71 
0.301 0.169 0.124 0.787 0.655 0.652 
0.868 0.736 0.641 3.38 3.25 3.26 
4.83 4.10 4.50 22.1 22.6 22.5 
7.58 7.40 0.815 0.536 0.413 2.45 2.17 2.16 
31.9 31.6 2.30 2.02 1.79 9.35 9.07 9.09 
145 144 8.96 8.68 8.29 44.7 44.4 41.1 
The data are taken from Snedecor [21, p. 2691 who presents results 
obtained in a one-way layout with 8 levels. Table II(a) uses the sample 
means for the first four categories while II(b) involves the last four. In each 
case, for convenience fs; = pm - “0:) m = 3,4 as in Section 3. The values of 
the overall prior mean pLk + , = p4, were chosen arbitrarily. 
Table II shows that, contrary to the previous example, the 
approximations obtained at stages two and three (i.e., m = 2,3) are com- 
petitive, that is, either may dominate, depending on the data and the prior 
parameters. For instance, in the first part of Table II, we find that if p = 1 
or 2 and pLq = -10, then the stage two approximant is “better” than that of 
stage three. In the second part, however, the same results are obtained for 
pa = 10 and p = 1. The explanation lies in the fact that the sample means 
for Table II(a) are 2.84, 2.66, 3.53, and 3.40, while those for Table II(b) are 
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2.84, 3.87, 2.38, and 3.13, so that the relative order of the sizes of the two 
middle means are reversed in the two cases. 
Although it can be shown mathematically for the model under con- 
sideration that the stage one approximant cannot dominate that of stage 
two, we find in Table II(a) a somewhat surprising result that it can 
dominate that of stage three. Note that this occurs for p = 1, p4 = -10 and 
~$7~ equals 0.5 or 1, where the respective pairs (m = 1, m = 3) of values of 
Z(f, g,) are (11.2948, 11.2959) and (31.5301, 31.5656). 
5. CONCLUDING REMARKS 
The Kullback-Liebler discrimination, i.e., information measure, Z(f, g,), 
of g, relative to f, which we have adopted in this paper, is a convenient 
and natural criterion by which to measure the efficacy of any proposed 
approximation. It eliminates the need to specify a particular objective such 
as estimation or hypothesis testing for the analysis, while at the same time 
it places the work into the context of utility theory and decision analysis 
(Bernardo, [4] ), 
The density f may or may not have been determined. In the former case 
g, may be chosen to achieve simplicity. In this case our results may be 
interpreted as an indication of how to choose this approximation to f 
judiciously. If f were unknown it could not be used for this, however. In 
this case our results may be interpreted as indicating what can occur when 
an approximation g, is chosen without regard to f and possibly to avoid 
the expenditure of the effort needed to determine f: Such approximations 
are sometimes chosen on an intuitive or ad hoc basis. 
There appear to be no simple patterns in terms of the data and 
parameters off which determine the character of Z(f, g,). A major con- 
sideration is the effect that the vague component has of “centering” the 
resulting (approximate) prior at the origin. If the prior mean is not in the 
proximity of the origin, Theorem 1 of Section 2 and the results of Section 4 
indicate that if a vague prior is to be introduced, then the earlier the better. 
In fact, this would be true of any problem whose structure did not render 
pTS,u 5 0 for all admissible (prior) p-values for an appropriately defined 
matrix S (see Sect. 2). 
We have not discussed another related problem, that in which at higher 
levels, m, either the true component prior becomes increasingly diffuse or 
alternatively there is an increasingly greater risk of misspecification of the 
component priors. It seems plausible that in either case the introduction of 
a vague component at these higher levels would be increasingly well sup- 
ported by the information criterion. 
An alternative natural approximation, h,, to f is h(0, IO,, 0,) with 8, 
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replaced by a natural estimate. Such approximations are used in stochastic 
modelling and empirical Bayesian methods. In the linear hierarchical set-up 
considered in this paper, h, = g,, the approximation obtained by letting 
8, have an uninformative prior (Smith [20]). Thus the results of this 
paper apply to these other areas as well. 
As the referees have suggested, it would be interesting to know to what 
extent the qualitative results we have obtained really depend on the infor- 
mation criterion which underlies our analysis. One of them also suggested 
the possibility of introducing a point measure where in our analysis we 
used a diffuse component in order to avoid problems with improper priors. 
And Professor A. P. Dawid questioned, in discussion following a talk on 
these results given by the second author, whether similar results would 
obtain if at the last stage in the hierarchy, a diffuse prior were introduced 
instead of a point measure. Thenf would be the resulting posterior while g 
would be the result of introducing the diffuse distribution even earlier. 
These and other issues remain to be resolved. 
APPENDIX 
The following notation is used in our analysis: 
e= 
H= 
Observe that H is orthogonal. Let A(n) = A @ ... @A (n factors where A 
is any matrix and @ is the Kronecker product, n = 0, 1,2,..., and A(0) = 1). 
Let &: 2k x 1 denote the vector of sample means and 6,) the corresponding 
vector of actual, but unknown, cell means. The prior distribution of 8, is 
hierarchical. In summary 
&I= Cw)om)l~, +&I, 
Oi= C1(l)Bz(k-i)] Qj+l +Ei+Iy 
(A.21 
for i = 1,2,..., k, where si N N(0, afZ(k + 1 - i)) and the Ei are independent, 
i = l,..., k, and ok+,: 1 x 1 is known. It is easily shown that for m = 
2,..., k + 1, 
O,=[l(m-l)@Z(k+l-m)]O,+ 2 [l(i-2)0Z(k+2-i)]q. 64.3) 
i=2 
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and therefore, if f,,, = Cov(B, IO,), that 
r,= f a$Z(i-2)@Z(k+2-i)], m = 2,..., k + 1, (A.4) 
i=2 
it is easily verified that 
T;‘=fZ(k)[A;‘@Z(k+2-m)] H(k), (A.5) 
where for any m 
4 = Diag{A,,,..., 4+ii,m}r ~,m=& 
/ii,=rt+l-iZ(i-2), i=2 ,..., m-l 
m-i+1 
lj=2j-2 and z;+,-~= C ljaj2, i = l,..., m - 1. 
j=2 
A quantity which will play a significant role in later developments is c1= 
H(k) fIO= (a:, a;,..., al+I)T, where a1 is 1 x 1 and aj is 2jP2 x 1, i= 
2,..., k + 1. Equations (A.3) and (AS) imply that a 1 Ok+ 1w 
iv CPk + I > o,..., 01 ‘3 a:Z(k) + Ak + 1 @ I), where ,& + I = 2k’2ek + 1. In other 
words, 
(al-~k+l)61’lek+INN(o, vk+l) (‘4.6) 
and 
aio?iek+l -N(O, Vk+3-iZ(i-2)), i = 2,..., k + 1, (A.7) 
where vi= (0: + rj’)/a:, j= 2,..., k + 1. Observe that a, is 2k’2 times the 
overall average of observed cell means. The remaining a’s are multiples of 
the usual estimates of main and interaction effects. 
Since e. I 8, -wl,mC)) and 81iek+1”N(i(k)ek+1,Tk+1), Ws. 
(2.4)-(2.6) imply that 8r I&,, &+r - N(Dd, D) where D-’ = oc2Z(k) + 
Z-‘ii, and d=a F26d-& l(k)ek+l. These last expressions may be sim- 
plified (see Haitovsky and Zidek [ 121 for the details of this and subsequent 
calculations): 
D-‘=H(k)[<@Z] H(k), (A.8) 
(A.9) 
where c=Diag{[,, c2Z(0), cjZ(l),..., c,Z(k-2)) is a 2k-1 ~2’~~ matrix, 
(,.=c~~+T~~~-~, i=l,..., k, and the r’s are defined just after Eq. (A.5). 
Let us now compute the approximation to 8,‘s posterior distribution 
which is obtained by terminating the construction of 8,‘s prior distribution 
683/19/l-5 
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at stage m and assigning to 8, its uniform (improper) distribution on 
Euclidean 2k+ ’ -m-space. According to the theory of Section 2 d1 IO,- 
N(CBo/af, C) where if A, = l(m - 1) @ Z(k + 1 - m), 
c-l = a,2Z(k) + r,-’ -r,-‘A,(A~r,-‘A,)-‘A~r,-‘. (A.lO) 
Using Eq. (A.5) this expression can be simplified: 
CP1=H(k)[j?@Z(k+l-m)]H(k) (A.ll) 
where B = Diag{fii, p2Z(0), /13Z(1),..., /?,Z(m - 2)}, a 2’+’ x 2”-’ matrix 
and p,=c~~, fii=a;2+e;:2Pi, i=2 ,..., m. 
The loss incurred by using the approximate posterior in place of the 
correct one can now be evaluated using Eq. (2.2). To apply it, make the 
following substitutions: p1 = Dd, C, = D, p2 = C0&, C, = C. Let f and g 
denote, respectively, the posterior and approximate posterior density 
functions of 8,. Apply (2.4). The result is 
2Z(f, g)= -log(C’DI +tr[C-‘D-Z(k)] +(pL1 --P~)~C-‘(~~ --p2). 
But if &=r,-:,&+, I(k), 
(A.12) 
(PI - P2)Tc-1(Pl -P2) 
=0 -4f3~(D-C)C-1(D-C)&,+2~l-2~TDC-1(D-C)~o+~TDC-’D~. I 
(A.13) 
The evaluation of these three terms is carried out by first applying Eqs. 
(A.8) and (A.1 1) to obtain explicit forms of D and C, respectively. In sub- 
stituting these forms for C and D in (A.12), c1= H(k) 8,, and H(k) E = 
(pk+l/T:+l)e(k) are obtained. As well, [-‘@I-/3-‘@Z(k+l-m), is 
obtained from D - C where c and /I are defined following equations (A.8) 
and (A.ll), respectively. Because ci=/Iek+ 1 = (~;~+r~~,-~) for i= 
k - m + 2,..., k, the lower diagonal block of this diagonal matrix difference is 
the null matrix and this results in the elimination of the corresponding 
(lower) elements of ~1. As a result 
where 
(~l--2)TC~1(~l-~2)=~+~, (A.14) 
dt = %:‘(~I - pk+ 1)2a;2 (A.15) 
and 
k--m+2 
WC 1 v~~~-i/lai/~1/12~ 
i=2 
(A.16) 
HIERARCHICAL NORMAL PRIORS 65 
The evaluation of the remaining terms in Eq. (A.12) is also 
straightforward. The result is 
-loglC-‘D( + tr[C-‘D - I(k)] =2-Y-, (A.17) 
where 
k-m+1 
Y-= 1 l,h(l-l&J, 
i=l 
(A.18) 
h(x) =x -log x- 1 and Ii= 2’-*, i= 2 ,..., k, I, = 1. By combining Eqs. 
(A.12)-(A.17) we obtain 
I(f, g)=“Ir+~J+p%. (A.19) 
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