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Abstract
An Independent Parallelism Theorem is proven in the theory of ad-
hesive HLR categories. It shows the bijective correspondence between
sequential independent and parallel independent direct derivations in the
Weak Double-Pushout framework, see [2]. The parallel derivations are
expressed by means of Parallel Coherent Transformations (PCTs), hence
without assuming the existence of coproducts compatible with M as in
the standard Parallelism Theorem. It is aslo shown that a derived rule
can be extracted from any PCT, in the sense that to any direct derivation
of this rule corresponds a valid PCT.
1 Definitions
We use a number of definitions and results from [1], that we recall (and simplify)
here.
A (finite) source in a category C is a pair S “ pA, pfiq
p
i“1q with an object A
and morphisms fi : A Ñ Ai for 1 ď i ď p (where p P N); A is the domain and
pAiq
p
i“1 the codomain of S. For any morphism f : B Ñ A we write S ˝ f for
the source pB, pfi ˝ fq
p
i“1q. S is a mono-source if for all pair f, g : B Ñ A, the
equation S ˝ f “ S ˝ g (i.e., fi ˝ f “ fi ˝ g for all 1 ď i ď p) implies f “ g. A
mono-source S is extremal if for every source S 1 and epimorphism e such that
S “ S 1 ˝ e, then e is an isomorphism [1, Definitions 10.1-11]. The notions of
sink, epi-sink and extremal epi-sink are dual to these [1, 10.63].
A source pA, pfiq
p
i“1q with codomain pBiq
p
i“1 is natural for a sink ppgiq
p
i“1, Cq
with domain pBiq
p
i“1 if gi ˝fi “ gj ˝fj for all 1 ď i, j ď p. A limit of ppgiq
p
i“1, Cq
is a source S natural for ppgiq
p
i“1, Cq such that for all source S
1 natural for
ppgiq
p
i“1, Cq there exists a unique morphism f such that S “ S
1 ˝ f . A limit
of pg1, g2, Cq is called a pullback [1, Definitions 11.3-8]. The notions of natural
sink, colimit and pushout are dual to these [1, 11.27-28].
A limit is essentially unique in the sense that, if S is a limit of a sink, then
any natural source for this sink is a limit iff it is of the form S ˝ h where h
is an isomorphism [1, 11.7]. Besides, every limit is an extremal mono-source
[1, 11.6]. By duality, colimits are essentially unique and every colimit is an
extremal epi-sink [1, 11.29].
If the following diagram commutes,
1
CA B
D
E
F
(1) (2)
then the outer rectangle is a pushout whenever (1) and (2) are both pushouts
(pushout composition), and if (1) and the outer rectangle are pushouts then so
is (2) (pushout decomposition), see [1, 11.10] for the dual result.
2 Parallel Coherent Transformations
The material in this section is taken from [2], with some modifications.
Definition 2.1. A weak span ρ is a diagram L
l
ÐÝ K
i
ÐÝ I
r
ÝÑ R in C. Given
an object G of C and a weak span ρ, a direct transformation γ of G by ρ is a
diagram
L K I R
G D H
= PO
l i r
m k
f
k ˝ i
g
n
such that f ˝ k “ m ˝ l and pg, n,Hq is a pushout of pI, r, k ˝ iq; we then write
G
γ
ùñ H. Let ∆pG, ρq be the set of all direct transformations of G by ρ. For a
set R of weak spans, let ∆pG,Rq
def
“
Ţ
ρPR∆pG, ρq.
If pf,m,Gq is a pushout of pK, l, kq, then γ is called Weak Double-Pushout.
Let ∆POpG,Rq be the set of Weak Double-Pushouts in ∆pG,Rq.
As ρ is part of any diagram γ P ∆pG, ρq, it is obvious that ∆pG, ρq X
∆pG, ρ1q “ ∅ whenever ρ ‰ ρ1. A span is of course a weak span where I “ K and
i “ idK , and in this case a Weak Double-Pushout is a standard Double-Pushout
diagram.
In the rest of the paper, when we refer to some weak span ρ, possibly indexed
by a natural number, we will also assume the objects and morphisms L, K, I,
R, l, i and r, indexed by the same number, as given in the definition of weak
spans. The same scheme will be used for direct transformations and indeed for
all diagrams given in future definitions.
Definition 2.2. Given an object G of C, two weak spans ρ1 and ρ2, and direct
transformations γ1 P ∆pG, ρ1q and γ2 P ∆pG, ρ2q, if there exist two morphisms
j21 : I1 Ñ D2 and j
1
2 : I2 Ñ D1 such that the diagram
L2 K2 I2 R2
G D2 H2
l2 i2 r2
m2
k2
f2
k2 ˝ i2
g2
n2
L1K1I1R1
D1H1
l1i1r1
m1
k1
f1
k1 ˝ i1
g1
n1
j2
1
j1
2
2
G C H
...
...
L1
K1
D1
I1
R1
F1
Lp
Kp
Dp
Ip
Rp
Fp
PO
PO
l1
m1
k1
f1
i1
r1
o1
e1
s1 h1
d1
lp
mp
kp
fp
ip
rp
op
ep
sp hp
dp
j1
1
j
p
p
j1
p
j
p
1
limit colimit
Figure 1: A parallel coherent transformation (or PCT)
commutes, i.e., f2 ˝ j
2
1 “ f1 ˝ k1 ˝ i1 and f1 ˝ j
1
2 “ f2 ˝ k2 ˝ i2, then we say that
γ1 and γ2 are parallel coherent.
A parallel coherent diagram for G is a commuting diagram Γ in C constituted
of diagrams γ1, . . . , γp P ∆pG,Rq for some p ě 1, and morphisms j
b
a : Ia Ñ Db
for all 1 ď a, b ď p.
Note that for any γ P ∆pG,Rq, the diagram γ extended with j “ k ˝ i is
parallel coherent. For any parallel coherent diagram Γ, it is obvious that γa and
γb are parallel coherent for all 1 ď a, b ď p, and that
G
D1
Dp
Ia
...
f1
fp
j1
a
j
p
a
is a sub-diagram of Γ for all 1 ď a ď p, hence commutes.
We can now consider the parallel transformation of an object by parallel
coherent diagram. The principle is that anything that is removed by some
direct transformation should be removed from the input G, and all right hand
sides should occur in the result.
Definition 2.3. For any object G of C and Γ a parallel coherent diagram for
G, a parallel coherent transformation (or PCT) of G by Γ is a diagram as in
Figure 1 where:
• pC, e1, . . . , epq is a limit of pf1, . . . , fp, Gq,
3
• for all 1 ď c ď p, dc : Ic Ñ C is the unique morphism such that for all
1 ď a ď p, jac “ ea ˝ dc,
• for all 1 ď a ď p, psa, oa, Faq is a pushout of pIa, ra, daq,
• ph1, . . . , hp, Hq is a colimit of pC, s1, . . . , spq.
If such a diagram exists we write G
Γ
ùñ H.
See [2] for examples.
We now assume a class of monomorphisms M of C that confers pC,Mq
a structure of adhesive HLR category. We do not give here the rather long
definition of this concept, which can be found in [3]. In the results below we
use the following properties of adhesive HLR categories.
1. M contains all isomorphisms, is closed under composition and under de-
composition, i.e., if g ˝ f PM and g PM then f PM.
2. M is closed under pushouts and pullbacks, i.e., if a square
A B
C D
f
f 1
is a pushout and f PM then f 1 PM; if it is a pullback and f 1 PM then
f PM.
3. Every pushout along a M-morphism is a pullback.
4. The M-POPB decomposition lemma: in the commuting diagram
C
A B
D
E
F
u
v
w
if the outer square is a pushout, the right square a pullback, w PM and
(u PM or v PM), then the left and right squares are both pushouts and
pullbacks.
5. The cube POPB lemma: in the commuting diagram
D1
B1
C 1
A1
D
B
C
A
4
where all horizontal morphisms are in M, the top face is a pullback and
the left faces are pushouts, then the bottom face is a pullback iff the right
faces are pushouts.
In this theory, the morphisms in production rules are elements of M, and
the direct derivations are Double Pushouts.
Definition 2.4. AM-weak span ρ is a weak span whose morphisms l, i, r belong
toM. The associated span ρˇ of ρ is the diagram L
l
ÐÝ K
r1
ÝÑ R1 where pi1, r1, R1q
is a pushout of pI, i, rq.
The associated span always exists and is a M-span by the closure proper-
ties of M. This association is reflected in the following equivalence of direct
derivations.
Lemma 2.5. For all objects G,H of C and M-weak span ρ, we have
Dγ P ∆POpG, ρq s.t. G
γ
ùñ H iff Dδ P ∆POpG, ρˇq s.t. G
δ
ùñ H.
Proof. Only if part. Since r PM there exists a pushout pg, n,Hq of pI, r, k ˝ iq,
then n ˝ r “ g ˝ k ˝ i, hence there is a unique morphism n1 : RK Ñ H such that
n1 ˝ i1 “ n and n1 ˝ r1 “ g ˝ k. By pushout decomposition pg, n1, Hq is a pushout
of pK, r1, kq.
G
L K
D
I R
R1
H
l
i
r
m k
f g
n
i1
r1
n1
If part. Since r P M the r1 P M hence there exists a pushout pg, n1, Hq of
pK, r1, kq, then by pushout composition pg, n1 ˝ i1, Hq is a pushout of pI, r, k ˝
iq.
This lemma suggests that weak spans can be analyzed with respect to the
properties of their associated spans, on which a wealth of results is known.
3 Sequential and Parallel Independence
Definition 3.1. For any M-weak span ρ, object G and γ P ∆POpG, ρq, let
γˇ P ∆POpG, ρˇq be the diagram built from γ in the proof of Lemma 2.5.
Given M-weak spans ρ1 and ρ2, an object G of C and direct transformations
γ1 P ∆
POpG, ρ1q and γ2 P ∆
POpG, ρ2q, γ1 and γ2 are parallel independent if γˇ1
and γˇ2 are parallel independent, i.e., if there exist morphisms j1 : L1 Ñ D2 and
j2 : L2 Ñ D1 such that f2 ˝ j2 “ m1 and f1 ˝ j2 “ m2.
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L2 K2 I2 R2
G D2 H2
l2 i2 r2
m2
k2
f2
k2 ˝ i2
g2
n2
L1K1I1R1
D1H1
l1i1r1
m1
k1
f1
k1 ˝ i1
g1
n1 j1j2
Given direct transformations γ1 P ∆
POpG, ρ1q such that G
γ1
ùñ H1 and γ2 P
∆POpH1, ρ2q, γ1 and γ2 are sequential independent if γˇ1 and γˇ2 are sequential
independent, i.e., if there exist morphisms j11 : R
1
1 Ñ D2 and j
1
2 : L2 Ñ D1 such
that f2 ˝ j
1
1 “ n1 and g1 ˝ j
1
2 “ m2.
L2 K2 I2 R2
H1 D2 H2
l2 i2 r2
m2
k2
f2
k2 ˝ i2
g2
n2
R11K1
I1 R1
D1G
L1 r
1
1
i1
1i1
r1
n1
k1
g1
l1
f1
m1 j
1
2
j1
1
It is obvious that if γ1 P ∆
POpG, ρ1q and γ2 P ∆
POpG, ρ2q are parallel
independent then they are also parallel coherent, and therefore that there is a
parallel coherent diagram Γ corresponding to γ1 and γ2 with j
2
1 “ j1 ˝ l1 ˝ i1
and j12 “ j2 ˝ l2 ˝ i2, in the sequel this Γ will be written pγ1, γ2q.
Theorem 3.2 (Independent Parallelism Theorem). For any M-weak spans ρ1,
ρ2, objects G, H1, H and direct transformation γ1 P ∆
POpG, ρ1q such that
G
γ1
ùñ H1, then
1. (analysis) to any γ2 P ∆
POpG, ρ2q such that γ1, γ2 are parallel independent
and G
pγ1,γ2q
ùùùùñ H, we can associate a γ12 P ∆
POpH1, ρ2q such that G
γ1
ùñ
H1
γ1
2
ùñ H is sequential independent,
2. (synthesis) to any γ12 P ∆
POpH1, ρ2q such that G
γ1
ùñ H1
γ1
2
ùñ H is sequen-
tial independent we can associate a γ2 P ∆
POpG, ρ2q such that γ1, γ2 are
parallel independent and G
pγ1,γ2q
ùùùùñ H,
3. and these two correspondences are inverse to each other up to isomor-
phism.
Proof. 1. We consider a direct transformation G
γ2
ùñ H2 with morphisms
j1 : L1 Ñ D2, j2 : L2 Ñ D1 such that f2 ˝ j1 “ m1, f1 ˝ j2 “ m2, and a
parallel coherent transformation G
pγ1,γ2q
ùùùùñ H with morphisms j21 : I1 Ñ
D2, j
1
2 : I2 Ñ D1 such that f2 ˝ j
2
1 “ f1 ˝k1 ˝ i1, f1 ˝ j
1
2 “ f2 ˝k2 ˝ i2. Since
pushout squares commute, we get f2 ˝ j
2
1 “ m1 ˝ l1 ˝ i1 “ f2 ˝ j1 ˝ l1 ˝ i1,
and sinceM-morphisms are stable by pushouts we have f2 PM, hence f2
is a monomorphism so that j21 “ j1 ˝ l1 ˝ i1. Symmetrically we get f1 PM
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GC
H
L1 K1
D1 H1
I1 R1
R11
F1
L2
K2 D2
H2
I2
R2 F2
(1)
(2) (3)
l1
i1
r1
m1
k1
f1
s1
g1
i1
1
r1
1
n1 o1
j1
1
e1
h1
f 1
2
j1
d1
1
d1
l2
i2
r2
m2
k2
f2
s2g2
n2
o2
e2
h2
j2
d1
2
d2
Figure 2: Analysis
and j12 “ j2 ˝ l2 ˝ i2; hence these two morphisms need not be depicted in
Figure 2.
Since (2) is a pullback and f2 ˝ j1 ˝ l1 “ m1 ˝ l1 “ f1 ˝ k1, then there is a
(unique) morphism d11 : K1 Ñ C such that e1˝d
1
1 “ k1 and e2˝d
1
1 “ j1˝ l1.
By definition d1 is the unique morphism such that e1 ˝ d1 “ k1 ˝ i1 and
e2˝d1 “ j
2
1 “ j1˝ l1˝i1. But e1˝d
1
1˝i1 “ k1˝i1 and e2˝d
1
1˝i1 “ j1 ˝ l1˝i1,
hence d1 “ d
1
1 ˝ i1. Symmetrically we get a morphism d
1
2 : K2 Ñ C such
that e1 ˝ d
1
2 “ j2 ˝ l2, e2 ˝ d
1
2 “ k2 and d2 “ d
1
2 ˝ i2.
By definition of G
pγ1,γ2q
ùùùùñ H the square p1q ` p5q below is a pushout,
hence s1 ˝ d
1
1 ˝ i1 “ o1 ˝ r1, and since (1) is also a pushout then there
exists j11 : R
1
1 Ñ F1 such that s1 ˝ d
1
1 “ j
1
1 ˝ r
1
1 and o1 “ j
1
1 ˝ i
1
1, hence by
decomposition (5) is also a pushout.
R1
I1 K1
R11
C
F1
D1
H1
(1) (5) (3)
i1
r1 r11
i1
1
d1
1
s1
j1
1
d1
o1
e1
g1
f 1
2
k1
n1
Similarly the square (5)+(3) is a pushout, hence g1 ˝ e1 ˝ d
1
1 “ n1 ˝ r
1
1 and
there exists f 12 : F1 Ñ H1 such that g1 ˝ e1 “ f
1
2 ˝ s1 and n1 “ f
1
2 ˝ j
1
1, and
by decomposition (3) is a pushout. In the diagram
7
L2
K2 C
D1
D2
G
(6) (2)
d1
2
l2 e1
j2 f1
e2
f2
k2
m2
the square p6q ` p2q is a pushout and (2) is a pullback, hence by the
M-POPB decomposition lemma, (6) is a pushout. By composition we
deduce that (6)+(3) is a pushout, and similarly for the right pushout of
the following γ12 P ∆
POpH1, ρ2q where m
1
2 “ g1 ˝ j2, k
1
2 “ s1 ˝ d
1
2 and
n12 “ h2 ˝ o2.
L2 K2 I2 R2
H1 F1 H
l2 i2 r2
m1
2
k1
2
f 1
2
k1
2
˝ i2
h1
n1
2
R11K1
D1
r1
1
n1
k1
g1
j2 j
1
1
Here, γ1 is only partially depicted. We have f
1
2 ˝ j
1
1 “ n1, hence G
γ1
ùñ
H1
γ1
2
ùñ H is sequential independent.
2. We consider a direct transformation G
γ1
2
ùñ H as above, with morphisms
j11 : R
1
1 Ñ F1 and j2 : L2 Ñ D1 such that f
1
2 ˝ j
1
1 “ n1 and g1 ˝ j2 “ m
1
2.
Since l2 P M then f
1
2 P M hence there exists pC, e1, s1q such that the
square (3) in Figure 3 is a pullback, so that e1 PM as well.
We have g1 ˝ k1 “ n1 ˝ r
1
1 “ f
1
2 ˝ j
1
1 ˝ r
1
1, hence there exists a unique
d11 : K1 Ñ C such that e1 ˝ d
1
1 “ k1 and s1 ˝ d
1
1 “ j
1
1 ˝ r
1
1. Similarly, we
have f 12˝k
1
2 “ m
1
2˝ l2 “ g1˝j2˝ l2, hence there exists a unique d
1
2 : K2 Ñ C
such that e1 ˝ d
1
2 “ j2 ˝ l2 and s1 ˝ d
1
2 “ k
1
2.
Since l1 PM then there exists pj1, e2, D2q such that the square (7) in the
diagram below is a pushout.
L1
K1 C
D2
D1
G
(7) (2)
d1
1
l1 e2
j1 f2
e1
f1
k1
m1
We have m1 ˝ l1 “ f1 ˝ k1 “ f1 ˝ e1 ˝ d
1
1, hence there exists a unique
f2 : D2 Ñ G such that f2 ˝ j1 “ m1 and f2 ˝ e2 “ f1 ˝ e1. Since p7q ` p2q
is a pushout then by decomposition (2) is a pushout, and since e1 PM,
then it is also a pullback.
In the diagram below
8
GC
H
L1 K1
D1 H1
I1 R1
R11
F1
L2
K2D2
H2
I2
R2F2
(1)
(2) (3)
(4)
l1
i1
r1
m1 k1
f1
s1
g1
i1
1
r1
1
n1
e1
h1
f 1
2
n1
2
j1
d1
1
d1
l2
i2
r2
m1
2
j1
1
k1
2
f2
s2g2
n2
o2
e2
h2
j2
d1
2
d2
Figure 3: Synthesis
L2
K2 C
D1
F1
H1
(6) (3)
d1
2
l2 e1
j2 g1
s1
f 1
2
k1
2
m1
2
we know that (3) is a pullback and that p6q ` p3q is a pushout. Besides,
r1 PM and (1) is a pushout, hence r
1
1 PM and similarly g1 PM, hence
by the M-POPB decomposition lemma (6) and (3) are pushouts. By
composition we have that p6q ` p2q is a pushout, and since r2 PM then
there exists a pushout pn2, g2, H2q of pI2, e2 ˝ d
1
2 ˝ i2, r2q. This yields the
direct transformation γ2 P ∆
POpG, ρ2q depicted below,
L2 K2 I2 R2
G D2 H2
l2 i2 r2
m2
k2
f2
k2 ˝ i2
g2
n2
L1K1
D1
l1
m1
k1
f1
j2 j1
where k2 “ e2˝d
1
2 andm2 “ f1˝j2. By definition of f2 we have f2˝j1 “ m1,
hence γ1 and γ2 are parallel independent.
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Let j21 “ j1˝l1˝i1, we have f2˝j
2
1 “ m1˝l1˝i1 “ f1˝k1˝i1, and since (2) is
a pullback there exists a unique d1 : I1 Ñ C such that e1 ˝d1 “ k1 ˝ i1 and
e2 ˝ d1 “ j
2
1 , and as above we easily see that d1 “ d
1
1 ˝ i1. Let o1 “ j
1
1 ˝ i
1
1,
in the diagram below
R1
I1 K1
R11
C
F1
D1
H1
(1) (5) (3)
i1
r1 r
1
1
i1
1
d1
1
s1
j1
1
d1
o1
e1
g1
f 1
2
k1
n1
we know that (3) is a pullback, p5q ` p3q is a pushout and r11, f
1
2 P M,
hence by the M-POPB decomposition lemma (5) is a pushout, but so is
(1), hence by composition p1q ` p5q is a pushout.
Let j12 “ j2 ˝ l2 ˝ i2 “ e1 ˝ d
1
2 ˝ i2 (by definition of d
1
2), we have f1 ˝ j
1
2 “
f2 ˝ e2 ˝ d
1
2 ˝ i2 “ f2 ˝ k2 ˝ i2, and since (2) is a pullback there exists a
unique d2 : I2 Ñ C such that e1 ˝ d2 “ j
1
2 and e2 ˝ d2 “ k2 ˝ i2, and as
above we easily see that d2 “ d
1
2 ˝ i2.
Since r2 PM then there exists pF2, s2, o2q such that the square (8) below
is a pushout.
R2
I2 C
F2
F1
H
(8) (4)
d2
r2 s2
o2 h2
s1
h1
k1
2
˝ i2
n1
2
We have h1 ˝ s1 ˝ d2 “ h1 ˝ k
1
2 ˝ i2 “ n
1
2 ˝ r2 (by definition of d
1
2 and
γ12), hence there exists a unique h2 : F2 Ñ H such that h2 ˝ o2 “ n
1
2 and
h2 ˝ s2 “ h1 ˝ s1. But p8q ` p4q is a pushout, hence by decomposition (4)
is a pushout, which yields a PCT G
pγ1,γ2q
ùùùùñ H .
3. Since pushouts and pullbacks are unique up to isomorphism, the PCT
G
pγ1,γ2q
ùùùùñ H is determined (up to isomorphism) by γ1, γ2, j
2
1 and j
1
2 .
But we have seen that j21 “ j1 ˝ l1 ˝ i1 and j
1
2 “ j2 ˝ l2 ˝ i2, i.e., they
are determined by j1 and j2 (ρ1 and ρ2 being invariant in the considered
correspondences). But it is easy to see that these are determined by γ1
and γ2, for instance if there is a j
1
2 such that g1 ˝ j
1
2 “ n2 “ g1 ˝ j2, since
g1 P M is a monomorphism then j
1
2 “ j2. As γ1 is also invariant, the
PCT is determined by γ2. Since e1 ˝ d
1
2 “ j2 ˝ l2 and e1 PM, then d
1
2 is
determined as well by γ2.
For the same reasons γ2 (resp. γ
1
2) is determined by k2 (resp. k
1
2). In
the first correspondence above we associate to k2 “ e2 ˝ d
1
2 the morphism
k12 “ s1 ˝ d
1
2, while in the second one we associate to k
1
2 “ s1 ˝ d
1
2 the
10
morphism k2 “ e2 ˝d
1
2. We have seen that e2, s1 and d
1
2 are all determined
by k2, hence the two correspondences are inverse to each other.
This means that a PCT of G by two parallel independent direct transforma-
tions yields a result that can be obtained by a sequence of two direct transforma-
tions, in any order (they are sequential independent). This can be interpreted as
a result of correctness of PCTs w.r.t. the standard approach to (independent)
parallelism of algebraic graph transformations. In this sense, parallel coherence
is a conservative extension of parallel independence.
As mentioned in the abstract, contrary to the standard Parallelism Theorem
[3] Theorem 3.2 does not need to assume that C has coproducts compatible with
M, i.e., such that f ` g PM whenever f, g PM.
4 Derived Rules
Definition 4.1. Given a binary relation $ beween objects of C and G, H such
that G $ H, a derived rule of G $ H is a span σ in C such that G
σ
ùñ H and
for all objects G1, H 1 of C, if G1
σ
ùñ H 1 then G1 $ H 1.
For any objects G, H and weak-span ρ, we write G $ρ H if there exists a
diagram γ P ∆POpG, ρq such that G
γ
ùñ H. We write G ,R H if there exists a
parallel coherent diagram Γ where γ1, . . . , γp P ∆
POpG,Rq such that G
Γ
ùñ H.
By Lemma 2.5, for everyM-weak span ρ and every objects G,H such that
G $ρ H , the associated span ρˇ is a derived rule of G $ρ H . The span ρˇ does
not depend on G or H , but this is not generally true of derived rules.
Lemma 4.2. For any p ě 2, any sink pf1, . . . , fp, Gq of domain pDaq
p
a“1, any
limit pB, g2, . . . , gpq of pf2, . . . , fp, Gq and any source pC, e1, . . . , epq of codomain
pDaq
p
a“1, then pC, e1, . . . , epq is a limit of pf1, . . . , fp, Gq iff there exists a mor-
phism x : C Ñ B such that ga ˝ x “ ea for all 2 ď a ď p and the diagram
B
C
G
D1
x
e1
f1
f2 ˝ g2
is a pullback.
Proof. If part. We assume that pC, e1, xq is a pullback of pf1, f2 ˝ g2, Gq,
G
D1
D2
...
Dp
B
C
f1
f2
fp
g2
gp
e1
x
it is then easy to prove that pC, e1, g2 ˝x, . . . , gp ˝xq is a limit of pf1, . . . , fp, Gq.
Only if part. We assume that pC, e1, . . . , epq is a limit of pf1, . . . , fp, Gq,
11
GD1
D2
...
Dp
B
C C 1
f1
f2
fp
g2
gp
e1
e2
ep
x x1
e1
1
y
then f2 ˝ e2 “ ¨ ¨ ¨ “ fp ˝ ep, and since pB, g2, . . . , gpq is a limit then D!x : C Ñ B
such that ea “ ga ˝ x for all 2 ď a ď p, and the ga’s are monomorphisms. Let
pC 1, h11, x1q such that f1 ˝ e
1
1 “ f2 ˝ g2 ˝ x
1, since f2 ˝ g2 “ ¨ ¨ ¨ “ fp ˝ gp then by
the hypothesis D!y : C 1 Ñ C such that e11 “ e1 ˝y and ga ˝x
1 “ ea ˝y “ ga ˝x˝y
for all 2 ď a ď p. But pB, g2, . . . , gpq is a mono-source hence x
1 “ x ˝ y, which
proves that pC, e1, xq is a pullback of pf1, f2 ˝ g2, Gq.
Lemma 4.3. For all p ě 1 and sink pf1, . . . , fp, Gq with f1, . . . , fp PM, there
exists a limit pC, e1, . . . , epq of pf1, . . . , fp, Gq with e1, . . . , ep PM.
Proof. By induction on p. If p “ 1 then pD, idDq is a limit of f1 : D Ñ G, and
idD PM.
Assume it is true for p ´ 1 ď 1, then there exists a limit pB, g2, . . . , gpq of
pf2, . . . , fp, Gq with g2, . . . , gp PM. Since f1 PM then there exists a pullback
pC, x, e1q of pf1, f2 ˝ g2, Gq and x P M, so that ga ˝ x P M for all 2 ď a ď p.
Similarly f2 ˝ g2 PM hence e1 PM, and by Lemma 4.2 pC, e1, g2 ˝x, . . . , gp ˝xq
is a limit of pf1, . . . , fp, Gq.
Lemma 4.4. For all p ě 1, sink pf1, . . . , fp, Gq with f1, . . . , fp P M, limit
pC, e1, . . . , epq of pf1, . . . , fp, Gq with e1, . . . , ep P M, morphisms g : G Ñ G
1,
c : C Ñ C 1 and ta, f
1
a, e
1
a below,
G1
G
g
Da
D1a
fa
f 1
a
ta
C
C 1
ea
e1
a
cp1aq p2aq
if p1aq and p2aq are pushouts for all 1 ď a ď p, and the diagram
G1
D11
D1p
C 1
...
f 1
1
f 1
p
e1
1
e1
p
commutes then it is a limit.
Proof. Induction on p. For p “ 1, since pD1, idD1q is a limit of pf1, Gq then
e1 is an isomorphism, hence e1 P M and e
1
1 P M. It is easy to see that
e11 ˝ pidC1 , c˝e
´1
1
, C 1q “ pe11, t1, D
1
1q, an extremal epi-sink since p21q is a pushout.
Hence e11 is an isomorphism and pC
1, e11q is therefore a limit of pf
1
1, G
1q.
Assume that the property is true for p´1 ě 1, let pC, e1, . . . , epq be a limit of
pf1, . . . , fp, Gq with fa, ea PM and pushouts p1aq and p2aq such that f
1
a ˝ e
1
a “
12
f 11 ˝ e
1
1 for all 1 ď a ď p. By Lemma 4.3 there exists a limit pB, g2, . . . , gpq
of pf2, . . . , fp, Gq with g2, . . . , gp P M. Hence by Lemma 4.2 there exists a
morphism x : C Ñ B such that ea “ ga ˝ x for all 2 ď a ď p and
B
C
G
D1
(1) x
e1
f1
f2 ˝ g2
is a pullback. But f1 P M, hence x P M and therefore there is a pushout
px1, b, B1q of pC, x, cq (square (2) below) and x1 PM.
G1
G
g
Da
D1a
fa
f 1
a
ta
B
B1
ga
b
g1
a
C
C 1
x
x1
ea
e1
a
cp1aq p3aq p2q
Since (2) is a pushout and e1a ˝ c “ t1 ˝ ea “ ta ˝ ga ˝ x for all 2 ď a ď p
then there exists a unique morphism g1a : B
1 Ñ D1a such that g
1
a ˝ x
1 “ e1a and
g1a ˝ b “ ta ˝ ga. We thus have f
1
a ˝ g
1
a ˝ x
1 “ f 1a ˝ e
1
a “ f
1
2 ˝ e
1
2 “ f
1
2 ˝ g
1
2 ˝ x
1 and
f 1a ˝g
1
a ˝ b “ g ˝fa ˝ga “ g ˝f2 ˝g2 “ f
1
2 ˝g
1
2 ˝ b, and since px
1, b, B1q is an epi-sink
then f 1a ˝ g
1
a “ f
1
2 ˝ g
1
2. Besides, since p2q ` p3aq “ p2aq is a pushout then by
decomposition p3aq is a pushout. We may thus apply the induction hypothesis
to the limit pB, g2, . . . , gpq and the pushouts p1aq and p3aq, which yields that
pB1, g12, . . . , g
1
pq is a limit of pf
1
2, . . . , f
1
p, G
1q.
We now consider the cube
G1
B1
D11
C 1
G
B
D1
C
f 1
2
˝ g1
2 x
1
e1
1
f 1
1
g
b
c
t1
f2 ˝ g2 x
e1f1
It is obvious that all horizontal morphisms are in M. The top face is the
pullback (1), the vertical faces are the pushouts p12q ` p32q, p11q, (2) and p21q.
The bottom face commutes since f 11 ˝ e
1
1 “ f
1
2 ˝ e
1
2 “ f
1
2 ˝ g
1
2 ˝ x
1, hence the
cube commutes and we may apply the cube POPB lemma, which yields that
the bottom face is a pullback. Hence by Lemma 4.2 pC 1, e11, . . . , e
1
pq is a limit of
pf 11, . . . , f
1
p, G
1q, which completes the induction.
Note that this lemma generalizes the if part of the cube POPB lemma to the
case where the top “face” is a limit diagram. A similar result holds for colimits,
that is not restricted to adhesive HLR categories.
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Lemma 4.5. For all p ě 1, source pC, s1, . . . , spq, colimit ph1, . . . , hp, Hq of
pC, s1, . . . , spq, morphisms h : H Ñ H
1, c : C Ñ C 1 and t1a, s
1
a, h
1
a below,
H 1
H
h
Fa
F 1a
ha
h1
a
t1
a
C
C 1
sa
s1
a
c p4aqp3aq
if p3aq and p4aq are pushouts for all 1 ď a ď p, and the diagram
H 1
F 11
F 1p
C 1
...
h1
1
h1
p
s1
1
s1
p
commutes then it is a colimit.
Proof. Let pz1, . . . , zp, Xq such that za ˝ s
1
a “ z1 ˝ s
1
1 for all 1 ď a ď p. Then
za ˝ t
1
a ˝ sa “ za ˝ s
1
a ˝ c “ z1 ˝ s
1
1 ˝ c “ z1 ˝ t
1
1 ˝ s1, hence there exists a unique
morphism y : H Ñ X such that y ˝ ha “ za ˝ t
1
a for all 1 ď a ď p. We thus have
z1 ˝ s
1
1 ˝ c “ y ˝ h1 ˝ s1, and since by composition p31q ` p41q is a pushout then
there exists a unique morphism x : H 1 Ñ X such that z1 ˝ s
1
1 “ x ˝ h
1
1 ˝ s
1
1 and
y “ x ˝ h.
Since p4aq is a pushout then y ˝ ha “ za ˝ t
1
a yields a unique morphism
xa : H
1 Ñ X such that za “ xa ˝ h
1
a and y “ xa ˝ h. But then we have
xa ˝ h
1
1 ˝ s
1
1 “ xa ˝ h
1
a ˝ s
1
a “ za ˝ s
1
a “ z1 ˝ s
1
1, hence by unicity of x we
have xa “ x, which yields x ˝ h
1
a “ za for all 1 ď a ď p, which proves that
ph11, . . . , h
1
p, H
1q is a colimit of pC 1, s11, . . . , s
1
pq.
Theorem 4.6. For any set R of M-weak spans and any objects G, H, then
any parallel coherent transformation G ,R H has a derived rule.
Proof. Let Γ be a parallel coherent diagram for G and pi be a PCT of G by Γ,
as in Figure 1, and σ be the span G
l
ÐÝ C
r
ÝÑ H where l “ f1 ˝e1 and r “ h1 ˝s1,
so that G
σ
ùñ H . Assume that G1
σ
ùñ H 1, then there is a diagram
G1
G C
C 1
H
H 1
(1) (2)
l
g c
f g
r
h
where (1) and (2) are pushouts. Obviously fa, ea, sa, ha PM for all 1 ď a ď p,
hence there exists a pushout pe1a, ta, D
1
aq of pC, ea, cq, the square p2aq below
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G1
G
g
Da
D1a
fa
f 1
a
ta
C
C 1
ea
e1
a
c
l
f
p1aq p2aq
and since (1) commutes then there is a unique morphism f 1a : D
1
a Ñ G
1 such
that f 1a ˝ e
1
a “ f and f
1
a ˝ ta “ g ˝ fa, and by decomposition p1aq is a pushout.
Hence by Lemma 4.4 pC 1, e11, . . . , e
1
pq is a limit of pf
1
1, . . . , f
1
p, G
1q.
Similarly, there exists a pushout ps1a, t
1
a, F
1
aq of pC, sa, cq, the square p3aq
below
H 1
H
h
Fa
F 1a
ha
h1
a
t1
a
C
C 1
sa
s1
a
c
r
g
p4aqp3aq
and since (2) commutes then there is a unique morphism h1a : F
1
a Ñ H
1 such
that h1a ˝ s
1
a “ g and h
1
a ˝ t
1
a “ h ˝ ha, and by decomposition p4aq is a pushout.
Hence by Lemma 4.5 ph11, . . . , h
1
p, H
1q is a colimit of pC 1, s11, . . . , s
1
pq.
By hypothesis for all 1 ď a ď p there is a γa P ∆
POpG, ρaq for some ra P R,
pictured below.
La Ka Ia Ra
G Da Ha
PO POpγaq
G1 D
1
a H
1
a
p1aq PO
la ia ra
ma ka
fa
ka ˝ ia
ga
na
g ta n
1
a
f 1
a
g1
a
g ˝ ma n1a ˝ na pγ
1
aq
Since ra PM then ga PM hence there is a pushout pg
1
a, n
1
a, H
1
aq of pDa, ga, taq,
hence by pushout composition there is an obvious γ1a P ∆
POpG1, ρaq.
Since Γ is a parallel coherent diagram there exist morphisms jba : Ia Ñ Db
such that fb˝j
b
a “ f1 ˝j
1
a for all integers 1 ď a, b ď p. Let j
1b
a “ tb ˝j
b
a : Ia Ñ D
1
b,
then
f 1b ˝ j
1b
a “ g ˝ fb ˝ j
b
a “ g ˝ f1 ˝ j
1
a “ f
1
1 ˝ j
11
a ,
hence the diagram Γ1 constituted of the diagrams γ11, . . . , γ
1
p and the morphisms
j1ba is a parallel coherent diagram. By the property of C
1 there exists a unique
morphism d1a : Ia Ñ C
1 such that j1ba “ e
1
b ˝ d
1
a. But from pi we have morphisms
da : Ia Ñ C such that j
b
a “ eb ˝ da, and we see that e
1
b ˝ c ˝ da “ tb ˝ eb ˝ da “
tb ˝ j
b
a “ j
1b
a , hence by unicity d
1
a “ c ˝ da.
Finally, we see by pushout composition that ps1a, t
1
a ˝ oa, F
1
aq is a pushout of
pIa, ra, d
1
aq, and hence that the diagram
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G1 C 1 H 1
...
...
L1
K1
D11
I1
R1
F 11
Lp
Kp
D1p
Ip
Rp
F 1p
l1
g ˝ m1
t1 ˝ k1
f 1
1
i1
r1
t1
1
˝ o1
e1
1
s1
1
h1
1
d1
1
lp
g ˝ mp
tp ˝ kp
f 1
p
ip
rp
t1
p
˝ op
e1
p s1
p
h1
p
d1
p
j11
1
j
1p
p
j11
p
j
1p
1
is a PCT of G1 by Γ1. This proves that G1
Γ
1
ùñ H 1 and hence that G1 ,R H
1.
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