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Computeranwendungen
Reconstruction of objects from their projections.
A simple reconstruction algorithm, theoretical and simulation studies
By G. Kowalski
Summary
An algorithm, based on the convolution technique, is investigated, which reconstructs a two dimensional plane
by means of its one dimensional projections. The reconstruction is based on a finite number of discrete samples
of the initially continuous projection. Ihe modulation transfer function as well as formulas for the rms-erro1°
of the reconstruction image are given. Examples of the reconstruction of an artificial object show the influence
of various spatial filter shapes.
Zusammenfassung
Auf der Grundlage der Convolutionstechnik wird ein Algorithmus untersucht zur Rekonstruktion von zweidimensio-
nalen Objekten aus ihren eindimensionalen Projektionen. Die Rekonstruktionen verwenden nur eine begrenzte Anzahl
von diskreten Abtastwerten der ursprünglich kontinuierlichen Projektionen. Sowohl die Modulations-Übertragungs-
Funktion als auch Gleichungen fur den mittleren quadratischen Fehler der Rekonstruktionen werden angegeben.
Beispiele von Rekonstruktionen künstlicher Objekte zeigen den Einfluß verschiedener räumlicher Filterungen.
I. Introduction
In radiology it is of interest to achieve the picture of
only a single layer of a three dimensional object, usually
a section of a human body. Recently a new approach to
this problem had been attained, the so-called computerized
transverse axial tomography, see e.g. [l,2]. These systems
scan only one layer of the object by means of a narrow
collimated beam thus mathematically reducing the problem
to the reconstruction of a two dimensional plane - the
scanned object layer - from a finite set of projections -
the measurement data.
This problem can be solved as shown e.g. in [3,Aj, by the
so-called convolution technique. Difficulties in inter-
polation arise by the enforced restriction to a finite
number of projections, the measurement data, which are
only sampling points of a continuous function of two var-
iables, the tilting angle and the displacement of the
narrow collimated beam„
In chapter II the convolution technique is written in a
direct matrix formulation, which avoids the inversion of
any matrix. This solution accomplishes a continuous inter-
polation between the polar coordinate system of the scan-
ning geometry and the cartesian grid of the display. This
formulation holds for a set of parallel scans as well as
for a fan-beam scanning geometry. It is also valid for
a sampling with a varying sampling distance and a vary-
ing incremental angle.
The next chapter III sinplifies the interpolation scheme.
The kernel of the convolution method need only be known at
discrete points, thus forming a step function. The inter-
polation reduces to a mere attachment of any picture ele-
ment to the nearest sample point. This facilitates compu-
tation as it avoids any involved arithmetic operation such
as multiplications. Thus this algorithm is well matched
to a hardware realization. The resulting modulation trans-
fer function of the entire reconstructions process is
given in chapter IV.
Chapter V demonstrates typical artifacts caused by dif-
ferent spatial filtering and noisy measurement data.
The overshoot artifacts vanish if the ideal low-pass is
replaced by a cosine-squared filter.
In the chapters III and IV the reconstruction is based on
different sets of projections from different angles in the
range of OO ... 1800 with a constant incremental angle.
Within each of these sets, the measurement data are con-
sidered to be generated by a parallel scanning, e.g. by
shifting the narrow collimated beam, This is no signifi-
cant restriction even in the case when one source is
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used and an array of detectors is provided to avoid the
mechanical shifting, as proposed in [§]. The arrangement
produces a fan-beam geometry, which can be converted by
interpolation [5] into a pseudo parallel scan. However,
it is possible as well to generate directly a parallel
set of projections from this fan-beam geometry. For this
purpose it is necessary to use a continuous emitting
source and to samle each detector independently, each
tine when a relevant detector is situated at a required
tilting angle during the rotation of the source and de-
tector array arrangement.
II. Convolution technique
Since the convolution technique is a well-known method
[§,A,5,6], it shall not be reported here in detail. The
formula for the reconstruction of a two dimensional func-
tion of the absorption coefficient u (x y) which is hereob ° ”
referred to as the object, is based on the projections by
GK1 = .Üdn dä w(š'š1) *
uOb(g cos ek-n sin GK, E sin ek+n cos GK) (1)
with the restriction
f«„<g><1g = 1 <2)
The coordinate system §,n is defined by fig. 1.
Here μob is the object which has been projected by a set
of parallel projections, each sampling point of one
parallel projection beeing defined by its distance from
the center gl. The sets of parallel projections differ
according to the tilting angle ek, see fig. 1. These pro-
Fig. 1: Configuration for the generation of the
projections
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jections, which in a real arrangement are obtained by
measurement, are described in eq. (1) by a strip integral
centered around a central ray path of each detector.
This central ray path is tilted over an.angle ek, k=1...K,
and shifted from the origin by gl, l=-l„..+L, so that it
hits the center of the concerned detector. Perpendicular
to this central ray path of any sampling point of each
projection a weighting function w(g) is assumed. If w(g)
is a delta function eq. (1) yields a line integral along
the central ray path. If an assembly of different detec-
tors is used to achieve the measurement data 0 simulta-
neously in real equipment, the w(g) represents the nor-
malized spatial sensitivity distribution of any detector,
e.g.
s
1/1/S1 |š| Sël
<„<.=;> =1 <3)
¶\ O otherwise
Here sl is referred to as the width of the detector,
centered around
l+l
= /2 /2 4gl so + l'š±ısl, + sl ( )
(lower sign for l < O)
and qk as the increment angle centered around
14-1 »
Sk = ql/2 + Ã qk, + qk/2 (Ua)iv-1
The weighting function of eq. (3) yields a strip integral
over a strip with the width sl, displaced from the origin
by the displacamanzšl and tilted by the tilting angle
Gk. Based on these projections the convolution technique
yields reconstruction of the object according to
K L
μ(X,y) = Z Z Sl qk a(gl- X Cos ek- y Sin ek) økl (5)1<=1 1:-L I
Usually a constant increment of the tilting angle is
assumed, e.g.
ek =l“'K <ı<-ı> <6)
qk = % (öa)
The kernel of the convolutional series, a(1), can be
defined easily by a Fourier integral, as
Q)
a(r) = 2 f G(f) f COS (2†rfr) df (7)
O
Here f is the spatial frequency and G(f) is an arbitrary
function. It can be interpreted as the modulation trans-
fer function of the convolutional process. According to
the sampling theorem there is an upper limit for the
spatial frequency which can be reconstructed. For an equi-
distant sampling, that means sl=s for all l, the upper
frequency limit is
fmax = 0.5/S (7a)
The most simple filter is an ideal low pass filter
limit[1 fíf
8mm= ()lo
Assuming an equidistant samling, thus
otherwise
§1 = l - s (Sa
and the upper frequency limit flimit = fmax yields the
formulas well known from the literature [3,A].
If only a finite number of picture elements are required,
eq. (5) can be written in a discrete formulation as
K L
umn = kël l§_LSlqka (tklmn) okl <9)
Here
tklmn = El - xm cos Sk - yn sin Bk (10
is the distance between any picture point Pmn, defined
by its coordinates xm and yn, and the central ray path
defined by šl and Sk, see fig. 2. An equidistant rectangu-
lar mesh is assumed for the displayed picture points, as
indicated in fig. 2. The coordinates of the picture
points are defined by
xm = dm. m = - M ... + M
yn = dn n = - M ... + M
(11
Rearranging the matrix elements umn line after line thus
forming one vector out of all picture elements and ar-
Fig. 2: Reconstruction of a rectangular mesh
of picture points
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ranging the measurement datacíkl forming one vector yields
ui = š qij oj (12)
with the new index schedule
i = (n+M) (2M+1) + (m±M) + 1
j = (k-1) (2L+1) + (l+L) + 1
i = 1,2,...,(2M+1)2
j = l,2,...,K (2L+l)
(13a)
(lšb)
(130)
ílšd)
Eq. (12) can be written as well in a matrix equation as
μ=qo (lil)
mm
qij 2 Sıqka (tkimn) (15)
The arrow denotes that the variable is a matrix or
a vector. In [7] a matrix formulation is proposed but it
needs an inversion of a tremendous large matrix. The direct
formulation using the convolution technique avoids this
inversion.
This formulation gives also the possibility to reconstruct
a picture by means of fan-like projections instead of a
parallel one. In this case the tilting angle Sk has to be
burdened by a second index "l", that means to associate
any detector of the kth projection a different tilting
angle of the center ray path thus yielding
tkımn Z 51 ` Xm COS ekı ' yn Sin Ski (15a)
Here El has to be interpreted as the distance of the cen-
ter ray path to the origin.
III. Step function interpolation
In this chapter an interpolation technique is considered
which avoids the necessity to evaluate the convolution
kernel, a(T), at arbitrary points.
In eq. (5) the sampling points at the position gl are in-
terpolated by the continuous function a(T). As can be
prooved by the sampling theorem.[8] this restores the orig-
inal function without any errors provided that the orig-
inal projection of the object has no frequency components
which exceed a certain limit fmax. Here the fact is neg-
lected, that the angle is a sampled function as well. But
simulations show that the influence of the discrete angles
is of subordinate importance [§]. For an equidistant sam-
ling, sl¶= s for all l, this upper frequency is deter-
mined by fmax = 0.5/s. If this condition does not hold
for the current object, aliasing errors will occur. Never-
theless, it is a very recommended way of interpolation,
though it needs a large amount of numerical calculations.
To reduce the extended calculation time, different inter-
polation techniques have been proposed [§,6].
Here an interpolation technique is described which is very
simple and thus well matched for a fast computation and
also well recommended if the reconstruction will be made
in a hardware processor.
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For this reason eq. (5) can be split in the case of paral-
lel sets of projections in a backprojection process of
"filtered" projections 3 and a filtering of the projec-
tions. For the backprojection each projection defined by
a tilting angle ôk is smeared back on the picture plane,
thus forming a two dimensional function, and all these
patterns will be superimposed to form the final picture.
Mathematically this can be defined by
K
μ(x,y) = so 2 qkok (x cos GK + y sin Sk) (16)
k=l
Here the tilde indicates a preceding filtering. This pre-
processing of the projections, the so-called convolution
process, is defined as
Laka) = lš_Lš-C1? a<.«:l-1) am (17)
To simplify this convolution process an approximation is
applied for eq. (17) defined by
Laka-› fe lšüšš a.<al-gl.) am ua)
with
s s
T --§l- < il, < T + 52- (19)
This approximation has a constant value over the width of
any detector thus forming a step function. This step width
\
is equal to the detector~width and the approximation
equals the exact value in the center of any step. The back-
projection pattern looks like an assembly of continuous
strips. The approximation stated by eq. (18) can as well
be expressed by introducing a modified kernel a instead
of a in eq. (17). This modified kernel is also a step
function which equals the exact function a at
§1 (l = -L...L). It is obtained by
L
a(T) - l)::_L a(šl) w(†-El) (20)
with
íı |.„| ssl/2
W(t) = (21)
`L O otherwise
This yields
5k(t) e lš_Àšš- a(šl-El.) okl = lš_Àšš a (El-1) Oki (22)
As the result of eq. (22) is a step function, it can as
well be written in a discrete formulation with one sample
for each step, that is
„ _ L S1 - _ L S1
Ükl " l'g_L'š'6 a<šl_E;l|) Okly“l'2:_L"š a›(šl_šl¶) gkly
or by a matrix formulation
ök = a ak (2Ll)
To investigate the influence of the step function inter-
polation a can be interpreted as a Fourier transformed
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filter function G(f) according to eq. (7). By retransfor-
mation, a filter shape is obtained as
/ sin (Àfs)
_*-'¶f†S'*~'-~' fOr' < 0.5/S
ë<f> = (25)
undefined otherwise
According to eq. (25) the step function results in a
slightly decreasing modulation transfer function. But this
may be easily compensated for by an initial filter func-
tion G(f) in eq. (7) which has the reciprocal value of
Ö(f). The Fourier transform of a is undefined for fre-
quencies above lf|_z 0.5/s. This can be explained by the
fact that the steps themselves generate high frequency
components. Therefore the reconstructedipicture has to be
low pass filtered to suppress these higher frequency com-
ponents. This necessary low pass filtering can be per-
formed approximately by an integration over a finite area.
Usually only a finite number of picture points are re-
quired, e.g. the values of the reconstructed picture at
the cross points xm, yn of a rectangular mesh as shown
in figure 2 or 5. The values of the reconstruction of
these points are replaced by an integration over a small
finite area around these points, as
-ELμmn ` d2
Ö d
im _`2 yn -.2
u(x,y) dxdy (26)
This means that each strip, which results from the out-
smearing of the step function, contributes an amount to
Fig. 5: Modified interpolation. The weighting factors
correspond to the hatched areas.
“K
q\ \\
o o O\› ~ \`~ o o
O O O
ly
'ZK
\
\\\ \
\\ \\\\
O \ \
o o`\ \\¶` ib o FT“
o o <9 o o\\ ääââÀgik o
°\.O 0 O O '\ \\
O 0 0 O O O O\ \O X
menue mement
O- O O O
O O O O O O
\ \o o\\ \`
0 °\.\\\
o o o o o o o o q\;ëı ë2'4<§;J
F E; Ükjn
Ükl-2
O O 0 O O O
a final picture. This anpunt is proportional to the mutual
area of the strip and the picture element, defined by a
small area surrounding this picture point, see fig. 5.
Eq. (26) can be written also in a matrix equation
μ=vö (27)
with
v.. = 2- {mutual area between picture element i (28)ij 2 . .Ö and strip j }
Since one picture element is concerned with only few
strips, three or less for s = d, most of the elements of
v are zero. Formula (27) and (2U) can be combined to one
equation as
μ = R o (283)
with __ ._
a 0 0
O a .
R.= v (29)
0 0 o ı ø ı a
Here 0 denotes a matrix with all elements being zero.
This matrix formulation can be compared with eq. (1H) and
it leads to comparable results. But the matrix equation
presented here has some advantages. The second matrix on
the right side of eq. (29) is assembled only out of ele-
ments with the values a(§l), l = -L ... +L, unless the
elements are zero. It needs only small storage capacity.
The first matrix in eq. (29), V, is a sparse matrix which
can be stored with a very small amount of storage capacity
§§gp_í: Approximation of the weighting factors, K = 5
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Fig. 5: Convergency of the rms-error of a reconstruc-
tion of an artificial object versus the accu-
racy of the interpolation weightings, repre-
sented by the figure K(5O)
In addition only few bits, e.g. three bits, are necessary
for each element of'v which is non zero. The proof of
this statement will be given below.
To avoid the storage of any matrix, the recalculation of
the elements of V should be very simple to avoid involved
computations. For this reason the number of picture points
is increased by a factor K2, see fig. A, where an example
is given with K = 5. One final picture point will be the
mean value of the K2 surrounding picture points according
to fig. A. This expanded number of picture points are re-
constructed without any low pass filtering, that means
eq. (26) has been dropped. The elements of the matrix V
for this expanded number of picture points are either
zero or one according to whether the current picture ele-
nent is situated in the strip or not. The summation of the
K2 picture points to a final one can be interpreted as
a replacement of the exact weighting factors according to
eq. (28) by the hatched areas given in fig. A.
In fig. 5 the convergence of the rms-error of the re-
constructed picture of one artificial object is plotted
versus the factor K. Since the object and the necessary
definition are identical with those of [5], they are not
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repeated. But the remarkable result is that K = 5 is suf-
sicient to neglect the errors caused by the approximated
weighting factors. The approximated weighting factors, see
the hatched areas in fig. A, yield the sane results as
when we restrict the admissable values of vij to a set of
discrete values, such as
1 2
:"ı;'â ' {O_,1,2_,.~ıK]'
This gives the proof that the elements vij, unless they
are zero, may be expressed by a number with only few bits,
e.g. some three or four bits, as stated above.
l
IV. The influence of the finite detector width
and the final modulation transfer function
Usually the detector will have a finite sensitive area,
that means that w(š) cannot be approximated by a delta
function. This has necessarily to be the case in medical
application as there is the necessity to detect as many
X-ray quanta as possible to reduce the patient's dose rate
If the object fulfills the sampling theorem, stated above
in eq. (7a), the result of a finite sensor width can be
described as a filtering of the object with a filter func-
tion
2.
_ 2 -2¶jf§n(f) - Sf w(š) e dš (31)
2
and a subsequent sampling with a pointlike detector.
Since the object does not fulfill the sampling restric-
tion of eq. (7a), which will really be the case in most
applications, the finite sensor sensitivity is a low pass
filtering before the sampling process. Thus it is recom-
mended to reduce the aliasing errors. If a constant sen-
sitivity is assumed over the entire detector surface the
resulting modulation transfer function (MTF) of the re-
construction algorithms will be
MrF<f› = @<f> ~ ë<f› - G<f› = lëiëçågíëlí G<f› <s2>
Here G(f) is still an arbitrary function according to
eq. (7).
In formula (52) the filtering process caused by the inte-
gration over a finite area, see eq. (26), has not been
considered as it is an anisotropic one. Hence the display
has an anisotropic behaviour as well, so if a rectangular
mesh of picture points is displayed the anisotropic be-
haviour of the modulation transfer function is well match-
ed to that of the display. The corresponding modulation
transfer function can be found in [1Q], as
sin (nf d) si (-f d)
X n Tr Y (33)'n'f'XC1 1|'fyd
Here fx and fy denote the spatial frequencies in the x
and y direction, respectively. This yields the final
modulation transfer function
sin(¶f d) sin(¶f d) 2_ . X y ' (Àf )lMTFto†:a1(f><=fy)" -frfxd nfyd *islçffs S fG(f> (339)
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for the usage of eq. (26) and
l 2 d 2 df : -- _. .__ __ __.MTFtOtal(fX, Y) -{9 + 9 cos(2¶ fx 5)+ 9 cos(2¶fy 3)
A d d sin(nfs) 2+ 9 @@s<21†fX 3›@os(2†f fy 3>]> {--E5.-_ G(f) mb)
for an approximation according to the previous chapter
with K = 5. Eqs. (55a) and (55b) are only valid for
f_í 0.5/s due to the undefined function of eq. (25).
V. The influence of different filter techniques
In the considerations above the function G(f) is an ar-
bitrary one. In the conventional convolution technique it
is usually chosen according to eq. (8). SHEPP and LOGAN
ltÀ chose a slightly altered version.
But there are a few good reasons to use a modified version.
The first one is the fact that the sharp low pass filtering
causes an overshoot at any sharp steps within the object.
These overshoot artifacts can be reduced using a contin-
uously decreasing filter function. The second reason to
use an improved filter function is the possibility to re-
duce the reconstruction errors caused by aliasing, if an
oversampled system is used, that means to use an upper
frequency limit which is significantly below 0.5/s.
A third reason which is considered in detail in [9] is
the reduction of noise caused by the uncertainty of the
measuring data.
Tb show the differences between different filter func-
tions the following filter shapes have been considered.
1) Ideal low pass filter
1 for f < f . _G<f› = " llmlt (sl)
O otherwise
a<†> = 2 fåimit g <2¶fflímit>; a<@> = fšimit (sua)
2) Cosine filter
cos (nf/f . . )for f f . .G(f) :<{ `2 limit 5~ limit (35)
O otherwise
a<f> = f§imi,tg<g~2¶Tflimi,> + g<g+2¶†fli„,t>1 <ssa>
_ A(¶-2) 2
am " “T fiimitN
5) Cosine-square filter
cos2(g~š---) for f_§ flimit
G(f) = lm“ (36)
O otherwise
fiimitä(T) =-§--- {%(¶+2¶ tflimit)
+ g(¶-2¶ Tflímit) + 2g (2¶ Tflimit)} (56a)
2 2am = (i ` 7) fiimit
TT
. f l
fmax
›- -†.„ _ .w _
= am
_*<1-,{$äF„5-'-11%-§21«
0.7
- . =.›, er
J.., ¬,:«:`s~3›_iiV1"uf\{ff›šz;f¶
U
0.5
..í;_...`, "1 Ös\.
*Q-
' ,. 1“-~_, „__ ı
lv
With . . 2
e(†) = 5'-1-“LT-(fl - 0.5 { } (37)
This selection was made, because for these functions the
convolution coefficients, see eq. (7), can be evaluated
analytically. To see the influence on the overshoot arti-
facts as well as on the noise the computer generated pro-
jections o have been disturbed by an artificial noise by
adding statistical numbers with a well defined rms-value.
This was done also in [5] and as the model was identical
and the same computer generated projection had been used,
it is not necessary to repeat the details here. The object
diameter was 80 times the width of one picture element
and the detector width was equal to the picture element
width. The added noise corresponds to a measurement of the
projection values okl with an accuracy of approximately
0.ü% for the ray paths which track the object. If this
error is caused by quantum statistics in an X-ray appli-
cation, this would require 62 500 quanta for each measured
data. The displayiunage elements have the same width as
the detectors, that means s = d. The reconstruction has
Fig. 6 (links): Reconstruction with an inherent ideal
low pass filtering with various upper fre-
quency limits (flimit)
Left column: entire grey level range
Right column: expanded grey level range
Fig. 7 (unten): The same as Fig. 6 but with an inherent
cosine filter
fi
fmax
1.0
_7., ._. V
'-ff . _ `›' .` _
'ëw
e
0.5
sa«
f if
`š*íë-*sa~ `›„ ı
been made with 52 projections, a number which was found
to be sufficient for neglecting the influencec¿`the anguläf
sampling.
As seen in the figures 6 to 8 the ideal low pass filter
yields the most overshoot artifacts and the cosine-square
filter the smallest. In all the displayed pictures the
noise is no longer a "white noise". This is the result
of the factor f in eq. (8) by which the higher frequencies
of the initially white noise will be emphasized. This is
a significant drawback as it conceals the visibility of
the small details within the object. Parts of the picture
are plotted with an expanded gray level scale. Due to the
hardware used in the display only few gray levels remain
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Fig. 8: The same as Fig. 6 but with an inherent cosine-
square filter
for these pictures, in the displayed region from 0.59 to
0.M2 only 8 gray levels instead of 256 for the entire
range from - 0.12 to 0.99U.
VII. Conclusion
Based on the convolution technique a matrix method has
been presented for the reconstruction. To overcome the
problem of interpolation between the sampling points of
the projections a simple method has been tested. This
technique is very simple and needs neither a tremendous
amount of storage capacity nor involved calculations.
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It can be used also for more comlicated scanning geome-
trics, e.g. a fan beam scanning. The resulting modulation
transfer function hed been deduced, irpluding one arbi-
trary function which can be chosen by the user. For one
artificial object, which is a rough approximation to a
skull the influence of different arbitrarily chosen modu-
lation transfer functions has been shown. From the in-
vestigated filter function the cosine-squared filtering
is recommended for the reduction of overshoot artifacts.
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Die Erfassung des Herzschlagvolumens mit Hilfe einer
computergesteuerten Patientenüberwachungseinheit
Von E. Freye
Zusammenfassung
Ausgehend von dem fundamentalen Konzept zur Messung des Herzschlagvolumens mit Hilfe des exspiratorischen
pC02 nach KIEL RAHN und FARHI erfolgt die Ableitung des "momentanen Blut-Gas-Austauschquotienten" R und des
Schlagvolumens mit Hilfe der Exspirationsgase. Die mathematische Beschreibung der Massenaustauschprozesse,
die in diesem System stattfinden, geht von der Voraussetzung aus, daß Veränderungen in der alveolären Gaszu-
sammensetzung innerhalb einer Zeitspanne von dem kontinuierlichen Gasaustausch mit dem Blut herrühren.
Exspiratorische Gasproben repräsentieren somit Veränderungen in der alveolären Gaszusammensetzung. Per Compu-
terprogramm werden die alveolären Gasveränderungen aus der exspiratorischen Gaszusammensetzung durch kurven-
lineare Regression errechnet. Hierdurch sind mögliche Fehlerquellen (Ventilations-Perfusions-Störungen etc.)
berücksichtigt worden.
Summary
The deviation of the instantenous blood-gas exchange ratio and cardiac output from the analysis of expired gas
is based on an extension of the fundamental work of'R¶lL RMHW, and FARHI. The mathematic description of the mass
transfer processes occuring in the respiratory system assumes that changes in the composition of aveolar air with
time result from continuing gas exchange with the blood, and expiratory samples represent changes in alveolar gas
composition as a whole. V
With the aid of a computer program alveolar gas-changes are computed by means of the curve-linear regression
from the expiratory gas concentration. With this arrangement abnormal conditions which most frequently affect
respiratory behaviour (e.g. shunts, ventilation-perfusion ratio inequality etc.) are taken into account.
Einleitung Hypothese aus, daß Vorgänge, die außerhalb eines Systems
gemessen werden können, Informationen über Vorgänge inner-
Das Problem der nlchtlnvaslven Bestlmmung des HZV (Herz- halb des Systems selbst geben. Das Modell ist einfach ge-
zeitvolumens) ist von vielen Untersuchern schon angegangen halten, vernachlässigt lokale Einwirkungen und bedarf der
worden, wobei die Technik des pulmonalen Transportes lös- Berücksichtigung abnorme? Verhältnisse, die das reSpira_
llcher Gase (Z'B' Acythylen) angewandt wurde [1]' die Rück- torische System beeinflussen (Ventilations-Perfusions-
atmung eines spezifischen Gasgemisches [2-A] während einer Störungen uqw )
zeitlich fest bestimmten respiratorischen Phase L5-7], so-
wie die Methodik des Atemanhaltens [8-9] zur Anwendung
kam- Die Bestimmung des Herzschlagvolumens aus einem einzigen
Die genannten Methoden erwiesen sich jedoch in der Praxis Atemzug (theoretische Überlegungen)
und für den Routinegebrauch als ungenügend. Im Jahre 1965
haben erstmals KIM, RAHN und FARHI [10] eine Methodik pu- . .definiert:
bliziert, die sowohl die venöse als auch die arterielle _ _
Bestimmung des Partialdrucks von C02 durch die Analyse (1) Q 2 VbCO2/(CVCO2 ~ CaCO2)
eines einzigen etwas verlängerten Exspirationszyklus wäh- oder anders ausgedrückt:
Das Herzschlagvolumen ist durch die Fick'sche Gleichung
rend der normalen Respıration ermoglicht. Im folgenden (2) Q 2 vbO2/(caog _ C602)
eeii, auf der Arbeit ven Kiifi, Rum und Fimiii [iii besie-
rend, jedoch von den Arbeiten anderer Untersucher theore- glerbel bedeutet:
tisch abweichend [12,15l, die mathematische Ableitung des Q : Herzschlagvolumen
Blut-Gas-Verteilungsquotienten R und in weiterer Folge die VbC02 = die Flowrate von C02 zwischen Blut und Alveolen
Bestimmung des Herzschlagvolumens entwickelt werden. Die (C0 -Produktion pro Zeiteinheit)2
'b h ` ` ` - . .zu beschrei ende Met odik braucht zu ihrer Anwendung nicht CVCO2 : CO2_KOnZentratlOn lm venösen Blut
viel Zeit, da eine vollständige Bestimung aus einem ein-
zigen Atemzug während der Exspiration und seiner Gasana- VbO2 2 Flowrate von O2 Zwischen Alveolen und Blut
lyse durchgeführt werden kann. Wir gehen dabei von der CVO2 = 02-Konzentration im venösen Blut
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Ca002 = C02-Konzentration im arteriellen Blut
Ca02 = 02-Konzentration im arteriellen Blut
Ein Punkt über dem Symbol deutet auf eine Zeitableitung
(1.) hin.
Das Gasaustauschverhältnis zwischen Blut und Alveole ist
durch folgende Gleichung definiert:
(3) Rb = vbcog/vbog
Hierbei bedeutet:
Rb = momentaner Blut-Gas-Verteilungs-Quotient.
Im folgenden wird nun Gleichung 1 und Gleichung 2 in Glei-
chung 3 eingesetzt, und man erhält nach Umstellung:
(A) Rb = (06002 - cacog)/(caog - 0502)
Während eines normalen Exspirationszyklus bleiben VbC02
und Ca02 - CVO2 (i.e. die C02-Produktion und die arterio-
venöse Sauerstoffdifferenz) relativ konstant, da die Oxy-
hämoglobindissoziationskurve bei p02-Werten größer als
70-80 mmHg einen flachen Verlauf zeigt. Es nähert sich
dann die arterielle C02-Konzentration der gemischt-venösen
002-Konzentration (CaC02 --› CVCO2) in dem Maße, wie der
pC02 zwischen den Pulmonalkapillaren und der Alveolarluft
sich verringert. Abhängig vom sich verringernden pC02 wird
sich dann auch der Wert für VbC02 verkleinern. Da die 002-
Dissoziationskurve eine ziemlich gerade Linie im normalen
physiologischen Bereich annimmt (siehe Abb. 1), kann das
Verhältnis zwischen CaC02 und Pa002 (dem Partialdruck von
C02 im arteriellen Blut) folgendermaßen ausgedrückt werden
(5) CaC02 = A + 4.55 ° PaC02
Hierbei bedeutet:
A = eine Konstante
ü.55 = die Neigung der C02-Dissoziationskurve
in ml/Liter/mmPC02
Die Punkte der Abb. 1 V und a repräsentieren das venöse
bzw. arterielle Blut. Während der Exspiration steigt die
arterielle C02-Konzentration an, und Punkt a bewegt sich
auf der Geraden nach rechts oben.
Indem nun Gleichung 5 in Gleichung M eingesetzt wird
erhält man:
(6) Rb = /06002 - A - 4.55 - Paco )/(cao - 060 )2 2 2 I ,/
Durch Multiplikation mit der arterio-venösen Sauerstoff-
differenz erhält man:
(7) Rb (cacog - 06002) = 05002 - A - u.55 - Paco, 50 I f//
/
IIndem nun von Gleichung 7 Rb auf die andere Seite gebracht
wird, ergibt dies:
(8) u.55 - Paco, = 06002 - A - Rb (caog - 0602)
Gleichung 8 wird jetzt als Funktion der Zeit differenziert
und man erhält folgende Gleichung:
(9) A.55 - dPa002/dt = d¿b/dt (caog - 0502)
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Gleichung 9 wird jetzt zur arteriovenösen Sauerstoffdif-
ferenz hin aufgelöst:
(10) (ca02 - C602) = A.55 - aPa002/dab
Durch Einsetzen der Gleichung 10 in Gleichung 2 erhält
man Gleichung 2 in folgender Form:
(11) 0 = vbog/(A.55 ~ dracog/dab)
Da Hb, die Zahl für den "momentanen Blut-Gas-Austausch-
Quotienten", linear sich zum PaC02 (denıC02-Partialdruck
im arteriellen Blut) verhält, ist es augenscheinlich, daß
der Quotient dPaC02/dRb die Neigung der Geraden darstellt,
die beim Verbinden der Koordinatenpunkte PaC02 gegen Rb
entsteht.
Die Ableitung von Rb basiert auf dem "zusammengesetzten
Alveolarmodell" der Lunge, welches annimmt, daß Verände-
rungen in der Zusamensetzung der Alveolarluft innerhalb
einer gewissen Zeitspanne aus dem kontinuierlichen Gas-
austausch mit dem Blut herrühren. Exspiratorische Analysen
der Atemluft repräsentieren somit Veränderungen in der
alveolären Gaszusammensetzung der Lunge als Ganzes, wobei
die langsamen Entleerungen von Alveolen mit unterschied-
lichen Ventilations-Perfusions-Verhältnissen in der Be-
stimmung mit eingeschlossen sind.
Das Volumen von C02 in den Alveolen zur Zeit t beträgt:
t_ t,
(12) vac02(t) = 0 + of vbcog - dt - of vec02 - dt
Hierbei bedeuten:
VaC02 = Volumen von C02 im Alveolarraum
C = eine Konstante, die darauf hinweist, daß schon
vorher ein gewisses Volumen von C02 sich im Al-
veolarraum.befand
Abb. 1: Die normale C02-Dissoziationskurve des Menschen.
Entnommen aus: Dill DB, Edwards HT, Conzolazio WV:
Blood as a physiochemical system. Män at rest.
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VbC02 = Flowrate von 002 zwischen Blut und Alveolen
(C02-Austausch pro Zeiteinheit zwischen Blut-
Alveolen)
Ve002 = Flowrate von C02 in der Exspirationsluft
(C02-Menge pro Zeiteinheit in der Exspiration)
Anders geschrieben lautet es dann:
t t _
(15) Fa002(t)-Va(t) = C + f vbC02 dt -I FaC02(t)'Ve dt
o o
Hierbei bedeuten: ~
FaC02 = C02-Konzentration in den Alveolen
Va = Alveolarvolumen
Ve = Exspiratorische Flowrate (Exspirationsvolumen
pro Zeiteinheit)
Durch Umsetzen erhält man:
t
(1A) jvbcog dt = Fa002(t) ~ va(t) +
O t
1- fFac02(t) - ve dt - 0
O
Die Gleichung wird jetzt als Funtkion der Zeit differen-
ziert. Unter Berücksichtigung der allgemeinen Ableitungs-
regeln gilt, daß eine Sume von Funktionen gliedweise
abgeleitet werden darf, ein konstanter Sumand beim.Ab-
leiten wegfällt und die Differentiation die Umkehrung der
Integration ist:
(15) vbcog = dracog/dt - va + Fa002 - va + F300, - ve
Indem die letzte Gleichung vereinfacht geschrieben wird,
erhält man:
(16) vbcog = dracog/du - va + Fac02(va + ve)
Für Sauerstoff gilt, daß sein Volumen zur Zeit t in den
Alveolen folgenden Wert beträgt:
t t
(17) va02(t) = K - J vbog dt - J veog dt
O O
Hierbei bedeuten:
Va02 = Volumen von 02 im.Alveolarraum
K = Konstante, die darauf hinweist, daß schon vor
der Bestimmung sich ein konstantes Volumen an
02 im Alveolarraum befand.
Vb02 = Flowrate von 02 zwischen Alveolen und Blut
(Austausch pro Zeiteinheit)
Ve02 = Flowrate von 02 in der Exspirationsluft
(02-Menge pro Zeiteinheit)
Anders geschrieben lautet es dann:
t t
(18) Fa02(t) - va(t) = K - j V00, dt - j Fa02(t) - ve dt
o o
Hierbei bedeuten:
Fa02 = 02-Konzentration in den Alveolen
Va = Alveolarvolumen
Ve = Exspiratorische Flowrate (Exspirations-
volumen pro Zeiteinheit)
Durch Umsetzen erhält man:
t_ t _
(19) - f vb02 dt = Fa02(t) - va(t) + f Fa02(t) - ve dt - K
O O
Die Gleichung wird jetzt unter Berücksichtigung der all-
gemeinen Ableitungsregeln als Funktion der Zeit differen-
ziert und vereinfacht geschrieben:
(20) -vbog = aFa02/dt - va + FA02 (va + ve)
Da für Stickstoff (N2) zur Zeit t die gÀeichen Bedingungen
gelten wie für Sauerstoff (02), kann unter Umgehung der
Zwischenschritte die Flowrate von N2 zwischen Alveolen
und Blut (Stickstoffaufnahme des Blutes pro Zeiteinheit
= VbN2) gleich wie folgt geschrieben werden:
(21) -vbN2 = draw,/dt - va + FaN2 (V + ve)
Hierbei bedeuten:
FaN2 = N2-Konzentration in den Alveolen
Va = Alveolarvolumen
Ve = Exspiratorische Flowrate (Exspirationsvolumen
pro Zeiteinheit)
Eslennıangenommen werden, daß N2 im.Blut relativ unlös-
lich ist, bzw. der Volumeneinstrom von N2 aus den Alveo-
len in das Blut im Vergleich mit dem Volumeneinstrom von
02 bzw. Volumenausstrom von C02 während des Exspirations-
zyklus vernachlässigt werden kann. Es gilt dann:
(22) -vbN2 = 0
Indem jetzt Gleichung 26 in Gleichung 25 eingesetzt wird,
erhält man bei gleichzeitiger Division durch FaN2 und
Umsetzen:
(23) - (v'+ ve) = draw,/dt - (va/FaN2)
Es gilt jedoch:
Die Gleichung wird jetzt als Funktion der Zeit differen-
ziert:
(25) dFaN2/dt = - (dFaCO2/dt + dFaO2/dt)
Indem jetzt Gleichung 2M und Gleichung 25 in Gleichung
23 eingesetzt wird, erhält man:
(26) (va + ve) = (dFac02/dr + draog/dt) - (va)
/: (1 - FaC02 - Fa02)
Indem Gleichung 26 in Gleichung 16 eingesetzt wird, er-
hält man:
(27) vbcog = dFa002/dt - va + Faco (dFa002/an2
+ draog/dt) /- (va/1 - Fa002 - Faog)
Indem jetzt Gleichung 26 in Gleichung 20 eingesetzt
wird, erhält man:
(28) -vbog = 0Fa02/dt ~ va + Faog (dFa002/dc
+ dFa02/dt) /- (Va/1 - Fa002 - Fa02)
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Da der "momentane Blut-Gas-Austausch-Quotient" aus
Gleichung 5 definiert wird als
Rb = VbC02/Vb02
und indem Gleichung 27 und Gleichung 28 in Gleichung
3 eingesetzt werden, erhält man:
(29) Rb = - (dFaCO2/dt - dFaCO2/dt ' FaO2
+ dFa02/dt ' Fa002) : (dFa02/dt
- dFa02/dt ° FaC02 + dFaC02/dt - Fa02)
Aus dieser Formel wird ersichtlich, daß der momentane
Blut-Gas-Austauschquotient (Rb) notwendig zur weiteren
Bestimmung des Herzschlagvolumens sich leicht aus den al-
veolaren Konzentrationen von 02 und C02 - ohne Umrechnung
auf die jeweiligen Partialdrucke - bestinnen.läßt.
Praktisches Vorgehen bei der exspiratorischen Daten-
sammlung durch ein computergesteuertes Monitor-System
zur Berechnung des Herzschlagvolumens
Die respiratorische Meßapparatur, die bei der nichtinva-
siven Bestimmung des Herzschlagvolumens benutzt wird, ist
ein Teil eines "computergesteuerten Patienten-Überwachungs-
systems" [14], wobei ein IBM-1800 Datensammel- und Kon-
trollsystem benutzt wird (Abb. 2). Der Patient atmet durch
einen aufgeheizten Fleisch-Pneumotachographen (Abb. 3),
welcher an einen Statham PM 5 Differentialdruckmesser so-
wie ein Massenspektrometer (Perkin-Elmer) angeschlossen
ist. Analoge Signale vom Druckwandler werden alle 10 Minu-
ten gesamelt und aufgezeichnet. Die Analysenfrequenz be-
trägt 62 1/2 Punkte pro sec über einen Zeitraum von 50 sec
wobei durch den Druckabfall im Pneumotachographen die
Luftstromgeschwindigkeit (Flow) in der Exspirationsphase
durch Integration erfaßt wird. Exspirationsflow und Par-
tialkonzentrationen von 02 und C02 in der Ausatemluft wer-
den auf einer IBM 1810 Datenplatte gespeichert. Obgleich
jede Gasprobe, die an der Mundöffnung während der Exspira-
tion gemessen, die Gaszusammensetzung in der Lunge aus
einer vorangegangenen Zeit repräsentiert, ergeben doch
die Kurven der exspiratorischen 02- und C02-Konzentratio-
nen im Verhältnis zur Zeit, so wie sie an der Mundöffnung
gemessen werden, ein verzerrtes Bild von den Gaszusammen-
setzungen in den Alveolen.
Dies liegt in der Tatsache begründet, daß die Zeit, in
der Gas von der Lunge bis zur Mundöffnung transportiert
wird, abhängig ist vom Exspirationsflow und dem Volumen
des Totraumes, die jede Gasprobe passieren muß. Um jedoch
die genauen Kurvenverläufe für C02 und 02, wie sie in den
Alveolen stattfinden, zu bestimmen, werden die rohen, an
der Mundöffnung gemessenen Daten, nachdem sie den jewei-
ligen Veränderungen im Exspirationsflow und Totraumvolumen
entsprechend korrigiert worden sind, erneut bestimmt.
Dies geschieht mit Hilfe einer modifizierten Formel der
Bohr'schen Gleichung für den respiratorischen Totraum.
Computeralgorithmen bestimmen den Totraum aus der Formel:
Vd = Ve (X - y) / X
wobei
Vd = Totraum
Ve = Exspirationsvolumen
x = end-exspiratorische C02-Konzentrationen
y = mittlere exspiratorische C02-Konzentrationen
bedeuten.
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Abb. 2 (links): Diagrammatische Darstellung
des Monitorsystems zur kontinuierlichen
respiratorischen Überwachung
Abb. 5 (oben): Der modifizierte Fleisch-
Pneumotachograph. Von links nach rechts
sind folgende Schläuche zu differen-
zieren:
1. Druckmeßschlauch hinter den
kapillaren Röhren
2. Elektrisches Leitungskabel zum
Heizelement
3. Druckmeßschlauch vor den kapillaren
Röhren
Orte,-iul pressure _» keyboclrds | ll. Schlauch zur Entnahme der Gasprobe
in der Exspirationsluft
5. Schlauch zum.Durchströmen mit war-
mer Luft, um die vorherige Gasprobe
aus Schlauch M herauszudrücken
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Abb. 4 (links): Typische Datenaufzeichnung für den ex- 0, D usw. angewendet werden. Dieser Prozeß läuft solange
spirationsflow (untere Kurve) sowie exspirato- _ _ . _rische CO2_AnreiCherung (mittíere Kurve) und ab, bis alle Datenpunkte der C02 Gasnessung korrespondie
02-Abnahme (obere Kurve) im Verhältnis zur Zeit, rende Zeiten erhalten haben, in denen.sich die Gasprobe
wie Sie an der Mundöffnung gemessen Werden' noch in der Lunge befand. In der Praxis wird dieses Vor-
Abb. 5 (Mitte): Exspirationsflow und 002-Anreicherung
______' im Verhältnis zur Zeit. Das gestrichelte Gebiet gehen Sowohl für CO2 als auch für O2_KurVen angewandt'
unterhalb der Atemflewkurve enteprieht in Sei- Die Datenpunkte von Abb. M sind nach der erfolgten Korrek-
nem Integral dem Totraumvolumen. Auf der Ab- . . _ . .Szisse Zeigt das gestrichelte Gebiet die Zeit tur in Abb. 6 erneut aufgezeichnet worden. Die eigentli
an, in der Gasprobe A von der Lunge zur Mund- che Berechnung erfolgt mit Hilfe der Methodik der kurven-
Offnung geiangi lst' _ linearen Regression unter Zuhilfenahme des Computers und
Abb. 6 (rechts): Die nach Totraumvolumen und Exspira-
tionsflow korrigierten Datenpunkte für C02- Benutzung der Formel:
Anreicherung und 02-Abnahme, wie sie sich in den _ 2
den Alveolen darstellen. X ` AY + BY + C
Hierbei bedeutet:
X = die Zeit die rückintegriert werden mußAus Abb. 4 wird ersichtlich, wie sich die Daten für die ”
an der Mundöffnung gemessene exspiratorische C02- und Y 202- bzw' CO2_Datenpunkte
O2_KOnZentratiOn Sowie dem Atemflow Verhalten' Die Daten- A, B und 0 sind Koeffizienten einer Parabel. Des weiteren
pmkte A und A' koffespondieren Zeitlich auf der CO2' und muß dem die erste Ableitung für die Funıcßienen drecog/di:
Atemflowkurve (Abb. 5). Indem nun von dem Punkt A an.dem° und dFa0 /dt errechnet werden, damit sie später in Glei-
die 002-Gasprobe an der Mundöffnung gemessen wurde, über 2 - - „chung 29 zur Bestimmung von Rb eingesetzt werden konnen.
die ganze Kurve hinweg rückintegriert wird, bis das Inte-
gral über dem Atemflew gleieh dem errechneten Tetreum- Jeder FaC02-Wert wird im Verlauf der weiteren Berechnung
volumen entspricht (angezeigt durch das gestrichelte Ge- von Q in Seinen jeweilígen Päftieldfnek umgewandelt
biet auf Abb. 5), bedeutet die Zeitspanne unter dem ge- (PaC02 = FäC02 ' Ätnmeepnärendfuek), Weräuf dnfen den Cem-
strichelten Gebiet die Zeit, die verstreicht, bis Gasprobe pu¿er eine Gerade mit Hilfe der Datenpunkte PaC02 in Ab-
A von.der Lunge bis zur Mundöffnung gelangt ist. Indem hängigkeit von Rb bestimmt wird. Die erste Ableitung der
nun diese Transportzeit von dem Zeitpunkt subtrahiert Funktion dPa002/dRb wird schließlich dazu benutzt, um das
wird, an dem die Gasprobe A an der Mundöffnung gemessen Herzschlagvolumen Q in Gleichung 11 zu errechnen (Abb. 7).
wurde, kann man die Zeit bestimen (und damit auch die Da man im allgemeinen am mittleren Herzschlagvolumen in-
jeweilige Gaskonzentration), zu der sich Gasprobe A noch teressiert ist, wird in der Praxis zur Bestimmung von
in der Lunge befand. Der gleiche Prozeß, über die Atemflow- Vb02 (= der Flowrate von 02 zwischen Alveolen und Blut
kurve rückzuintegrieren, kann für alle anderen Punkte B, = Sauerstoffverbrauch) der mittlere Sauerstoffverbrauch
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Abb. 7: Das Herzschlagvolumen, wie es der Computer auf
dem Fernsehmonitor darstellt.
Bedeutung der Symbole:
C0 = Herzschlagvolumen
AVDIF02 = art.-venöse 02-Differenz
E002 = abgeatmete C02-Menge
BED = Patientenbett No
TIME = Uhrzeit der Bestimmung
Linkes Koordinatensystem:
Abszisse = Rb
Ordinate = Pa002
Rechtes Koordinatensystem:
Abszisse = Zeit in sec
Ordinate = 002-Konzentration (Untere Kurve) und
C02-Abnahme (0bere Kurve)
über eine Minute hinweg bestimmt. Hierzu wird die Diffe-
renz von in-zu exspiratorischer 02-Konzentration über den
Zeitraum von 50 sec hinweg errechnet und für 1 Minute
extrapoliert. Nach erfolgter Berechnung kann dann auch
der Zähler in Gleichung 11 eingesetzt werden.
Diskussion
 ;i._
Die nicht-invasive Methode, das Herzschlagvolumen mit
Hilfe der exspiratorischen Gase zu bestimmen, kann als
Alternative zu den Direktmethoden angesehen werden. Unter
Berücksichtigung seiner einfachen Handhabung hat das be-
sprochene Verfahren zweifellos eine gewisse Attraktivität
es führt zu keiner Belästigung des Patienten, es benötigt
keine Blutgasanalysen und es ist schließlich sehr schnell
durchführbar. Die Anwendung ist jedoch durch gewisse Vor-
aussetzungen begrenzt:
1. Gleichmäßige Sättigung des Pulmonal-arteriellen Blutes
2. Homogenität der alveolären Gase
5. Linearität der 002-Dissoziationskurve, und
M. Relative Unlöslichkeit von N2 im Blut.
Die gleichbleibende Sättigung des Pulmonal-arteriellen
Blutes:
Die Methode verlangt, daß unter steady-state-Bedingungen
CvC02 (d.h. die mittlere G02-Konzentration im venösen
Blut) und Cv02 (d.h. die mittlere 02-Konzentration im
venösen Blut) während der Gasanalyse einer einzigen Ex-
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spiration sich nicht grundlegend verändern. Für die
Praxis gilt, daß die Bedingungen einer gleichmäßigen Sät-
tigung eingehalten werden, da die Zeit für eine Rezirkula-
tion 5-10 mal länger ist als die Zeit, die für die Exspi-
ration benötigt wird. Sogar in Fällen körperlicher An-
strengung ist dies eine ziemlich zuverlässige Annahme, da
Zusamensetzungen des alveolären Gasgehaltes schneller
vonstatten gehen und die Atemzüge im Verhältnis zur Re-
zirkulation kürzer werden.
Homogenität der alveolären Gase:
Änderungen in der exspiratorischen Gaszusammensetzung
werden einer asynchronen bzw. sequentiellen Entleerung
von Alveolen mit unterschiedlicher Gaszusammensetzung zu-
geschrieben. Der Beweis für diese Interpretation beruht
auf der Beobachtung, daß abgeatmete Gase unregelmäßige
Exspirationskurven für die C02-Konzentration aufweisen.
In der vorliegenden Studie konnten solche Phänomene eben-
falls beobachtet werden. Dies trat besonders in Erschei-
nung, wenn die rohen Daten an der Mundöffnung gemessen
und in Abhängigkeit von der Zeit aufgezeichnet wurden.
Sofern bei Anwendung dieser Methode die rohen Daten nach
Berücksichtigung der Veränderungen im Exspirationsflow
und im Totraumvolumen korrigiert waren, verschwanden die
Unregelmäßigkeiten in den Kurven der abgeatmeten Gase
fast vollständig. Die Ergebnisse lassen vermuten, daß
Veränderungen in der alveolären Gaszusammensetzung zeit-
liche Änderungen einer homogenen alveolären Gasphase re-
flektieren und keine asynchrone Entleerung von Alveolen.
Diese Ergebnisse entsprechen dem Modell eines "zusammen-
gesetzten Alveolarraumes", wo mehrere kleine Alveolarab-
teile als ein großer zusammengesetzter Alveolarraum bezüg-
lich des Gasaustausches angesehen werden können. Auch
andere Untersucher [IH] konnten nachweisen daß, obgleich
die verschiedensten Lungenabschnitte des Menschen ein
weitgefächertes Ventilations-Perfusions-Verhältnis zeig-
ten, bezüglich der exspiratorischen Gaszusamensetzung
jedoch ihr Anteil in konstanten Verhältnissen abgegeben
wurde.
Linearität der C02-Dissoziationskurve:
So lange wie sich die Analyse im normalen physiologischen
Bereich für PC02 zwischen 50 und 60 mmHg bewegt, ist der
Fehler, daß keine Linearität vorliegt, sehr gering. Eine
Verschiebung der Kurve nach oben oder nach unten spielt
keine Rolle, da nur der Anstiegswinkel interessiert. Wie
KIM schon festgestellt hat [i0], ist eine Veränderung des
Neigungswinkels seltener zu beobachten als ursprünglich
angenommen wurde. Keine oder nur eine geringe Veränderung
des Anstiegswinkels wird durch Pufferbasen-Retention bzw.
deren Verlust und Veränderungen im Plasmaproteingehalt
hervorgerufen. Der einzige wichtige Faktor von Bedeutung
ist der Gehalt an Hämoglobin im.Blut. Unter ungünstigen
Bedingungen wie z.B. in großen Höhen, wo neben dem nie-
drigen p02 eine chronische Hyperventilation zu einem nie-
drigen p002 führt, ist die Methodik mit einem zu großen
Fehler behaftet.
Unlöslichkeit von N2 im Blut:
Um die Gleichung für Rb, dem.momentanen Blut-Gas-Austausch-
Quotienten, aufzulösen, war die.Voraussetzung von Bedeu-
tung, daß der Austausch von N2 zwischen Alveolen und Blut
(VbN2) gleich 0 ist. Um genau zu sein, würde ein stetiger
Anstieg von pN2 in den Alveolen eine Diffusion von N2 aus
den Lungen in das Blut zur Folge haben. Der Verlust an
N2 ist jedoch sehr gering, da ein niedriger Löslichkeits-
quotient vorliegt (1.5 Vol% pro 1 atü pN2) Während einer
normalen Exspiration würden ungefähr 0.1 ml N2 verloren
gehen. Bei einer Lunge von U Litern ist dies sicherlich
ein zu vernachlässigender Wert.
Das beschriebene analytische Vorgehen setzt voraus, daß
die Gaszusammensetzung in den Pulmonalkapillaren identisch
ist mit der Zusammensetzung in den Alveolen. Dies kann
nur angenomen werden, wenn kein C02 im Lungengewebe wäh-
rend der Exspiration zurückgehalten wird. wird jedoch ein
Teil des C02, welches das Blut verläßt, im Lungengewebe
gespeichert, muß der "momentane Blut-Gas-Austausch-Quo-
tient" R des alveolären Gases während der Exspiration
kleiner sein als der des Blutes. Da die Speicherkapazität
des Lungengewebes (ohne Blut) ziemlich groß ist [15], wür-
de dies eine erkennbare Wirkung auf die Berechnung von R
ausmachen. Es kann jedoch mit schnellen Gasveränderungen
gerechnet werden, so daß man annehmen kann, daß nur das
Gewebe, welches in unmittelbaren Kontakt mit Blut und Gas
gerät, den zyklischen Veränderungen im pC02 ausgesetzt
ist, während das peribronchiale Gewebe und die intersti-
tiellen Elemente, die den größten Teil der Lungenmasse
ausmachen, erst auf viel größere Schwankungen im pC02 re-
agieren. Das entblutete Lungengewebe bindet ungefähr
0.2 mi/100 g für jeden Anstieg von 1 mHg im pc02 [15].
15% des kapillaren Blutvolumens entfällt auf die Blut-Gas-
Phase in der Lunge, wobei die restlichen 85% des kapilla-
ren Blutvolumens auf den restlichen Körper entfallen [16].
Somit beträgt das Gesamtvolumen von C02, welches von den
Kapillarwänden der Lunge aufgenomen wird, ungefähr
0.0ü ml/mmHg pC0 -Anstieg. Beträgt das Alveolarvolumen2
5000 ml, wird der Wechsel im C02-Gehalt etwas mehr als
H ml/mmHg pC02 ausmachen. Man kann also annehmen, daß das
Binden und Freisetzen von C02 an der Blut-Gas-Schranke in
der Lunge den Blut-Gas-Austausch-Quotienten um weniger
als 1% beeinflußt. Obgleich dies eine grobe Schätzung
darstellt, würden auch bei einer Verdoppelung oder Ver-
dreifachung des Faktors, der die Teilnahme des Lungen-
parenchyms am Gasaustausch beinhaltet, die Ergebnisse kaum
beeinflußt werden.
an
Herrn E. deWath,.Institute for Medical Sciences,
San Francisco, California, USA, sei herzlich für die
Entwicklung und die mathematischen Ableitungen gedankt.
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Statistische Verfahren
Biometrische Gesichtspunkte beim Tonometervergleich
Von H. Fink*)
Zusammenfassung
Mit der gesetzlichen Eichung der Ibnometer sind die Grundlagen für einen klinischen Ienometervergleich geschaffen
worden. Ein solcher Vergleich muß als "kontrollierte klinische Studie" durchgeführt werden. Die statistische
Methodik der Materialprüfung ist hierfür ungeeignet, vermengt sie doch Tonometerunterschiede mit intra- und inter-
individuellen Einflüssen von Arzt und Patient sowie mit deren Wechselwirkungen.
Ein Prüfplan für den intraindividuellen Vergleich von 3 Zbnometern mit oder ohne Standardtonometer wird vorge-
schlagen, welcher unverzerrte Schätzungen und Prüfungen dieser Einflüsse gestattet.
Summarg
With legislation about calibration of tonometers the basis fer clinical comparison of tonometers has been given.
Such comparison should be planned as a "controlled clinical study". Statistical methods of stuff examination
are not suited for this purpose as they confound differences in tonometers with intra- and interindividual in-
fluences of'physician and patient as well as with interactions between both of them and tonometers.
A design for intraindividual comparison of 3 tonometers with or without standard is suggested which allows
unbiased estimates and tests of these influences.
1. Problemstellung
Ebenso wie viele biophysikalische Größen kann der Augen-
innendruck nur im Tierversuch direkt gemessen werden, beim
Patienten wird er aus einem auf die Hornhaut ausgeübten
Gegendruck bestimmt. Dieser Vorgang wird technisch nach
verschiedenen Prinzipien mit zahlreichen Varianten reali-
siert, und es gibt für diese Varianten eine Reihe von Pro-
totypen und im Handel befindlichen Tonometern.
Die Diskussion über das derzeit "beste" Tonometer wird
teils normativ, teils nach Auswertung von Vergleichsreihen
geführt. Die Literatur zu diesem Thema ist seit 1970 um-
fangreich. Ohne Anspruch auf Vollständigkeit und ohne Wer-
tung wurde sie zusammengestellt. Eingeschlossen wurde die
Literatur über Tonographie, also Mehrfachmessungen mit be-
stimmten Tonometern unter definierten Bedingungen über
definierte Zeiträume zu diagnostischer Abklärung eines
Krankheitsprozesses.
Wenn die widersprüchlichen Schlußfolgerungen der Autoren
rational begründet sind, könnte dies darin seine Ursache
haben, daß irgendwelche "Wechselwirkungen" oder "Inter-
aktionen" zwischen Arzt, Patient und Tonometer existieren,
daß z.B. der eine Arzt mit diesem, der andere mit jenem
Tonometer bessere Meßergebnisse erzielt oder daß der intra-
sie
*)Herrn Prof. weigeiin zum 60. Geburtstag gewidmet
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okulare Druck bei dem einen Patienten nut diesem, bei dem
anderen mit jenem Tonometer genauer zu bestimmen ist usw..
Den Ophthalmologen interessiert aber die Frage, ob derar-
tige Wechselwirkungen tatsächlich existieren und - falls
ja - ob trotzdem verallgemeinerungsfähige Schlüsse aus dem
Vergleich von Tonometern gezogen werden können.
2. Skalierung der Tonometer
Herkömliche Geräte sind in mm Hg oder individuell ska-
liert, künftig soll die Skalierung in Nüllibar oder in
Kilo-Pascal erfolgen. Man kennt etwa 20 physikalische Di-
mensionen des Druckes im_metrischen und angelsächsischen
Bereich. Alle diese Skalen (x,y) sind durch Beziehungen
der Art
y = bX (1)
also durch proportionale Skalendehnung oder -stauchung
ohne Skalenverschiebung voneinander herleitbar. Ist b in
(1) eine Potenz von 10, spricht man von kohärenten, ist
sie eine andere Konstante, spricht man von nicht-kohärenten
Einheiten. Die Beziehungen der neuen Skalierungen von Tono-
metern zu der alten
1 m bar = 0,75 mm Hg
1 k Pa = 7,50 mm Hg
sind also nicht-kohärent.
Solange Transformationen der Art (1) von einer Druck-
Dimension in eine andere erfolgen, hat dies für biometri-
sche Schätz- und Testverfahren keine Konsequenzen. Denn
sowohl der Mittelwert als Lageparameter wie auch die Stan-
dardabweichung als Streuungsparameter folgen ihr. Der Fak-
tor b in (1) hebt sich beim Prüfen von Hypothesen heraus.
Es werden bevölkerungsstatistische, physikalisch-physio-
logische und empirisch-biometrische Gründe dafür geltend
gemacht, daß nicht mit den Augeninnendruckwerten selbst,
sondern mit deren Logarithmen gerechnet werden sollte.
(1) wird dann zu
log y = log b + log x (2)
Die Transformation (2) verschiebt den Mittelwert der loga-
rithmierten Tonometerwerte auf der Achse um.den Betrag
log b, läßt aber die Standardabweichung unbeeinflußt.
Skalentransformationen nach (1) sind daher auch ohne Ein-
fluß auf die statistische Analyse logarithmierter Augen-
innendruckwerte.
5. Eichung der Tonometer
Die Eichung der Tonometer ist in der Bundesrepublik
Deutschland seit dem 10.M.1968 insbesondere auf Initiative
von WEIGELIN und JESSEN gesetzlich vorgeschrieben. Sie
löste eine Fülle von physikalischen, optischen, technischen
und auch von ophthalmologischen Problemen, ließ aber an-
dere Probleme erst ins Blickfeld treten. Keineswegs alle
Fehlermöglichkeiten können durch Eichung ausgeschaltet
werden. Manche Tonometer müssen z.B. nach erfolgter Mes-
sung auseinandergenommen und gereinigt werden (LEYDHECKER).
Ä. Referenz-Tonometer
Gibt es beim Tonometer-Vergleich einen Standard, an wel-
chem.man andere Tonometer, z.B. Neuentwicklungen, messen
kann ? Dies ist eine wichtige Frage, da sich die direkte
Messung des intraokularen Druckes beim Patienten ja unse-
ren Möglichkeiten entzieht. Gibt es etwa bestimte Eigen-
schaften, aufgrund derer ein Tonometer unter den übrigen
hervorgehoben werden könnte ? Diese Frage bejaht STEPANIK
für das Applanationstonometer von GOLDMANN nach Postulie-
rung von 7 Kriterien und ausdrücklicher Würdigung anderer
Entwicklungen, und viele Autoren stimmen ihm zu. Andere
Autoren, z.B. DITTMAR, vertreten den Standpunkt, daß gegen-
wärtig noch kein Gerät Standardqualität habe. Gibt es an-
dererseits statistische Maßzahlen, welche die Heraushebung
eines bestimmten Gerätes rechtfertigen ? Ist z.B. hierzu
der Variationskoeffizient, oft zitiert und bei Ingenieuren
sehr beliebt, brauchbar ?
Der Variationskoeffizient (VK) wird auf verschiedene Weise
definiert, z.B. als relativer, d.h. auf den Mittelwert
normierter, mittlerer Fehler (5) oder als relative Stan-
dardabweichung der Einzelmessungen (Ä):
S.-
vKl = -35 - 100% (3)
X
SX
3 -_-°-' '
xi/H
S
VK2 = -f_í - 100% (L1)
X
Wie man sieht, ist (5) abhängig von der Anzahl der Beob-
achtungen n, strebt gegen Null, wenn diese Anzahl sehr
groß wird. In dieser Definition ist der Variationskoeffi-
zient daher gänzlich unbrauchbar. (Ä) ist unabhängig
von n, oder besser, strebt gegen den wahren unbekannten
Wert, wenn n sehr groß wird und die Messungen im Einklang
mit der statistischen Theorie durchgeführt werden.
(Ä) ist darüber hinaus aber unabhängig von Änderungen der
Skalierung entsprechend (1) nur dann, wenn nicht-logarith-
mierte Meßwerte betrachtet werden. Bei Betrachtung von
Logarithmen wird er nach (5) kleiner, falls b>1, dagegen
größer, falls b<1 ist.
f.l_2.s_:»1=..Ü9_s.„1ı>_s=_.__SLl9_s_>i__ <5)
log y log bx log b + log x
Der Variationskoeffizient hat noch weitere unangenehme
statistische Eigenschaften, weswegen von seiner Verwen-
dung abzuraten ist. Es gibt aber auch einen praktischen
Grund, ihn nicht zur Heraushebung eines bestimmten Tono-
meters heranzuziehen: die Standardabweichung der Einzel-
messung ist nämlich nicht nur bei einem präzisen, vielmehr
auch oft bei einem trägen Gerät klein !
Ein Referenz-Tonometer kann daher nicht aufgrund statisti-
scher Maßzahlen zu einem solchen gemacht werden, schon gar
nicht, wenn hierzu eine bestimmte Maßzahl herangezogen
wird, von deren Gebrauch dringend abzuraten ist.
Wird das Applanationstonometer von GOLDMANN als Referenz-
Tonometer akzeptiert, kann dies nur aus anderen als stati-
stischen Gründen geschehen; hierdurch vereinfacht sich
die Problemstellung hinsichtlich des Bezugssystems, sie
verändert sich jedoch nicht prinzipiell.
Jeder Versuch, Streuungsmaße zu standardisieren, indem man
sie auf die Einheit eines Lagemaßes normiert, muß zu In-
dices führen, die in der Praxis wenig brauchbar sind. Nach
der biometrischen Methodenlehre sind vielmehr die Streu-
ungen zu zerlegen und die einzelnen Streuungsanteile ihren
Ursachen zuzuordnen. '
5. Tonometervergleich
Die relative Standardabweichung (H) sollte auch nicht zum
Vergleich von beliebigen Tonometern herangezogen werden.
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Es gibt nämlich nach KRIEGLSTEIN Tonometer tl und t2,
welche im gesamten Meßbereich systematisch voneinander
abweichen, für welche also die Beziehung gilt
t2 = a + ti (6)
Aus (6) folgt
St, Sa+t1 St,
:If Z "T:::: = '"í:: (7)t2 a+t1 a+t1
Mißt ein bestimmtes Tonometer systematisch zu hoch, hat
es bei gleicher Standardabweichung die kleinere relative
Standardabweichung. Es würde also fälschlicherweise als
das "bessere" Tonometer klassifiziert, falls man sich am
Variationskoeffizienten orientierte. _
Die meisten Autoren, die einen statistischen Zugang zum
Vergleich von Tonometern suchen, argumentieren mit Zusam-
menhangsmaßen. Sie betrachten der Einfachheit halber nur
lineare Zusammenhänge, was bei Beschränkung des Aussage-
bereiches zulässig sein kann, und verallgemeinern (6) zu
t2 = a21 + b21 ti (8)
t1 2 312 + b12 t2 (9)
P12 2 “B21 ` b12 (10)
a, der Schätzwert für den Interzept oder den Ordinaten-
abstand, b, der Schätzwert für das lineare Steigungsmaß
oder den Regressionskoeffizienten, und r, der Schätzwert
für das lineare Zusammenhangsmaß oder den Korrelations-
koeffizienten, sind allgemein bekannt. Es treten dann
Ä Fälle auf, je nachdem ob der Vertrauensbereich (VB) für
a den Wert 0 und der Vertrauensbereich b den Wert 1 ein-
schließt oder nicht, nämlich
1) VB (a) schließt 0 ein,
VB (b) schließt 1 ein:
es ist kein Unterschied zwischen den Tono-
metern tl und tg zu sichern (kein Niveau-
und kein Profilunterschied)
2) VB (a) schließt 0 nicht ein,
VB (b) schließt 1 ein:
die Tonometer tl und t2 weichen systematisch
über den ganzen Meßbereich voneinander ab
(Niveau-Unterschied)
5) VB (a) schließt 0 ein,
VB (b) schließt 1 nicht ein:
die Tonometer tl und t2 weichen im Skalen-
anfang nicht, dann aber proportional zuein-
ander ab (Profil-Unterschied)
M) VB (a) schließt 0 nicht ein,
VB (b) schließt 1 nicht ein:
die Tonometer tl und tg weichen in einer
komplizierten Weise voneinander ab (Niveau-
und Profilunterschied)
Zur Schätzung von a und b, aber auch zur Konstruktion von
deren Vertrauensbereichen müssen zuvor die Varianzen von
tl und tg sowie die Kovarianz zwischen ti und t2 geschätzt
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werden. Dieses Problem wäre einfach, wenn es sich um eine
Materialprüfung handelte. Die in der Literatur des Tono-
meter-Vergleichs mitgeteilte statistische Prüfmethodik
ist aber zumeist der Materialprüfung entnomen l
In der Materialprüfung hat jede Probe eines Materials den-
selben konstanten Meßwert, die Messung kann mehr oder
weniger automatisch erfolgen. Es ist hierbei gleichgültig,
ob m Proben je 1 mal, oder 1 Probe m mal gemessen werden.
Im Tonometervergleich hat der Mensch, der an einer be-
stimmten Krankheit leidet, einen Augeninnendruck, der
charakteristisch ist für diese Krankheit und - darüber
hinaus innerhalb dieser Krankheit - für ihn selbst. Dieser
Augeninnendruck ist nicht konstant, sondern zeigt zeit-
liche Veränderungen, die man - sehr grob - wie folgt
klassifizieren kann in:
Kurzzeittrend : Anpassung an das Gerät,
Regulation und Gegenregulation
Mittelzeittrend: biologischer Rhythmus
Langzeittrend : Änderung durch Nülieuwechsel
(Klinikaufenthalt) und
therapeutische Neßnahmen
Die Messung kann nicht automatisch erfolgen, sondern muß
von einem Arzt ausgeführt werden, der wiederum seine bio-
logische Variabilität oder zeitlichen Trends in die Mes-
sung einbringt. Es resultiert also ein.großer Unterschied,
ob bei m Patienten der intraokulare Druck je 1 mal, oder
ob er bei einem Patienten m.mal gemessen wird.
Die Berücksichtigung der biologischen Variabilität hat
Prüfpläne und Prüfmethoden der mathematischen Statistik
kompliziert und das spezialisierte Fach "Biometrie" ge-
schaffen, das in rascher Entwicklung begriffen ist. Die
Einbeziehung von Wechselwirkungen zwischen Arzt, Patient
und Prüfobjekt hat innerhalb dieses neuen Faches die Ent-
wicklung der Methodik der "kontrollierten klinischen
Studie" (controlled clinical trial) ausgelöst. Kontrol-
liert werden dann alle Haupt- und Nebeneinflüsse, ob regi-
striert oder nicht, ob in das mathematische Modell einbe-
zogen oder nicht. In der Literatur des Tonometervergleichs
trägt offenbar nur die Untersuchung von KAHN u.a. diesen
methodischen Anforderungen Rechnung.
Wendet man die wesentlich einfachere statistische Methodik
der Materialprüfung auf den Tonometervergleich an, prüft
man also jeweils bei einem Patienten den Augeninnendruck
mit 2 oder 5 Tonometern verschiedener Konstruktion,
schätzt dann die Beziehungen (8), (9) und (10) oder -
falls ein Referenz-Tonometer akzeptiert wird - nur (8) und
evtl. noch (10), sind diese Schätzungen und ihre Streu-
ungsmaße mit Sicherheit verzerrt (biased), hat man nicht
Sorge getragen, daß die Anteile an individuellen Einflüs-
sen von Arzt und Patient sowie an zeitlichen und anderen
Effekten durch eine formalistische Versuchsplanung unver-
mengt und voneinander abtrennbar zu schätzen sind.
6. Biometrische Modellvorstellungen
Modellvorstellungen, wie (8) und (9), welche keine Ein-
flüsse von Individuen, seien es Ärzte oder Patienten, be-
rücksichtigen und keine Gliederung für Zeittrends enthal-
ten, nennt man Regressionsmodelle. Sie schätzen als Ziel-
größe den Augeninnendruck, gemessen mit den zu prüfenden
Tonometern, aus den Augeninnendruckwerten, gemessen mit
einem.Standardtonometer, und prüfen, wie gut oder schlecht
diese Schätzungen sind.
Biometrische Modelle enthalten dagegen Terms für die Ein-
flüsse von Ärzten, Patienten, zeitlichen Trends und deren
Wechselwirkungen. Sie erlauben damit, den Streuungsanteil
abzutrennen, der von den Tonometern unabhängig ist. Bio-
metrische Modelle enthalten weiter Glieder für die Effek-
te der Tonometer und deren Wechselwirkungen mit den an-
deren Einflußgrößen. Man ist hierbei völlig frei, eines
der Tonometer als Referenz-Tonometer zu definieren oder
nicht.
Es ergibt sich, daß biometrische Modelle viel komplizier-
ter sind als Regressionsmodelle. Ihre zusätzlichen Terms
betreffen in der Regel keine Meßgrößen. Biometrische Model-
le sind daher varianzanalytische Modelle, da sie die Streu-
ung zu analysieren, d.h. zu zerlegen und ihren Ursachen
zuzuordnen gestatten. Je mehr Glieder ein Modell enthält,
uneo instabiler wird jedoch die Schätzung der entsprechen-
den Parameter insbesondere dann, wenn keine voneinander
unabhängigen Schätzungen und Prüfungen der Terms möglich
sind. Hieraus ergeben sich folgende Forderungen:
1) weniger Glieder als alle möglichen Einflüsse und
deren Wechselwirkungen in ein Modell einzubeziehen
2) die Prinzipien der biometrischen Versuchsplanung zu
befolgen
5) für eine orthogonale Datenstruktur, d.h. insbesondere
für einen symmetrischen Versuchsaufbau ohne fehlende
Werte, zu sorgen.
Alle von der Problemstellung her interessierenden Glieder
müssen natürlich ins Modell aufgenommen werden. Einige
für den Tonometervergleich wichtige Parameter sind in
Tab. 1 zusammengestellt.
Tabelle 1: Parameter eines biometrischen Tonometer-
vergleichs
Unterschiede zwischen
Tonometern Modellglied für
generell Tonometer
im Niveau individuell WMHCbnometer/Ärzte _
_ zeitlich WW:Tonometer/Tage , g
generell WW:Tonometer/Wertebereiche
im Profil individuell WW:Tonometer/Wertebereiche/Ärzte
zeitlich WW:Tbnometer/Wertebereiche/Tage
Es ist jedoch keineswegs damit getan, sich ein solches
biometrisches Modell auszudenken und aufzustellen, viel
wichtiger ist die Konzeption eines Versuchsplanes, der
erst unverzerrte Schätzungen und Prüfungen der Glieder
dieses Modells erlaubt.
7. Biometrischer Versuchsplan für den Vergleich
von 5 Tonometern
Es sollen die Tonometer von GOLDMANN (G), DRAEGER (D) und
LANGHAM (L) verglichen werden. Individuelle Einflüsse von
Ärzten und Patienten sowie zeitliche Trends sollen unver-
mengt mit Unterschieden der Geräte schätz- und prüfbar
-sein. Insbesondere sollen Wechselwirkungen zwischen Ärzten
und Patienten kontrolliert werden. Der Vergleich soll dem-
nach als "controlled clinical trial", und zwar intra-
individuell erfolgen. Damit der Einfluß der Interaktionen
wirksam unter Kontrolle kommt, sollte jeder Arzt bei jedem
Patienten mit jedem der 5 Tonometer den Innendruck nur
eipeê Auges messen. Da 9 Messungen pro Untersuchung noch
ethisch vertretbar sind, sollten sich 5 Ärzte an der Prü-
fung beteiligen. Die Ärzte sollten "heterogen" sein.
Gemeint ist damit, daß ihre Meßergebnisse in bestimmten
Wertebereichen oder mit bestimmten Geräten eher unter-
schiedlich als übereinstimend sein sollten.
Die 9 Messungen pro Patient werden in einem sog. latei-
nischen Quadrat geordnet, z.B. nach Tab. 2:
Tabelle 2: lateinisches 5x5-Standardquadrat
Messung Nr.
1 2 5
Arzt Nr.
1 D G L
2 G L D
5 L D G
wobei die Buchstaben die Tonometer bedeuten und die Rei-
henfolge der Messungen von links nach rechts und von oben
nach unten erfolgt. Damit wird der.Kurz- und Mittelzeit-
trend von Tonometerunterschieden abtrennbar.
Es gibt 12 dieser 5x5-lateinischen Quadrate. Je 6 davon
enthalten gleiche Buchstaben auf der Hauptdiagonalen
(von links oben nach rechts unten), je 6 auf der Neben-
diagonalen (von rechts oben nach links unten). Diese 12
Quadrate werden aus dem in Tab. 2 abgebildeten Standard-
quadrat, das die Buchstaben in der 1. Zeile und Spalte
in alphabetischer Reihenfolge enthält, durch systematische
Vertauschung von Zeilen und Spalten gebildet.
Alle 5x5-lateinischen Quadrate mit gleichen Elementen auf
der Hauptdiagonalen sind zu allen Quadraten mit gleichen
Elementen auf der Nebendiagonalen orthogonal, d.h. in ge-
wissem Sinne voneinander unabhängig. Ordnet man die eine
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Untermenge der lateinischen Quadrate in der Vorspalte,
die andere in der Kopfleiste eines 6x6-Quadrates und
ordnet man weiter den Zeilen dieses größeren Quadrates den
1. Untersuchungstag, den Spalten den 2. Untersuchungstag
zu, dann werden auch die Unterschiede zwischen den Tagen,
der Langzeittrend, unvermengt abtrennbar. Diesen 56 Tupeln
von je 2 orthogonalen lateinischen 5x5-Quadraten werden
anschließend anhand einer Tabelle von Zufallszahlen "random
numbers" für die Patienten zugeordnet. Die Zufallszahlen
legen die Reihenfolge der Patienten für die Prüfung ent-
sprechend ihrem Aufnahmedatum in die Klinik fest. Derselbe
Vorgang wird wiederholt, jetzt aber unter Vertauschung
von Vorspalte und Kopfleiste. Dem einen Satz von 56 Tupeln
orthogonaler 5x5-lateinischer Quadrate werden Patienten
mit Augeninnendruck im etwa normalen Bereich, dem anderen
Satz Patienten mit Augeninnendruck im erhöhten Bereich
zugeordnet.
Bleibt nur noch, die Ärzte in eine systematisch wechseln-
de Reihenfolge zu bringen. Dies ist bei 5 Ärzten auf 6-
fache Weise möglich. Da den Patienten nicht zugemutet
werden kann, daß zu der 9-maligen Messung bei einer Unter-
suchung jedesmal ein anderer von 5 Ärzten erscheint, er-
folgt diese Zuordnung systematisch. Eine Randomisierung
ist hier nicht möglich, weil ansonsten die orthogonale
Datenstruktur gestört würde. So entsteht der Versuchsplan
gemäß Tabb.5 und U. Hierin bezeichnen die Numern in den
Zellen die Zufallszahlen für die Patienten, die Zahlen in
Klammern die Quadrate-Tupel.
Tabelle 5: Prüfplan für die Patienten mit etwa normalem
Augeninnendruck
Dieser Versuchsplan erscheint sehr formalistisch. Dies
ist jedoch der Preis für die Möglichkeit einer Trennung
unvermengter Einflüsse und deren Wechselwirkungen. Er
berücksichtigt die U Forderungen der biometrischen Metho-
denlehre, nämlich
1. Wiederholung (Tage)
(Reihenfolge der Patienten hinsicht-
lich Untersuchungsmodus)
(lateinische Quadrate für Reihenfolge
der Tonometer und Zeittrends, Quadra-
te-Tupel für niedrige und hohe Werte-
bereiche)
2. Randomisierung
5. Blockbildung
(orthogonale Paare von lateinischen
Quadraten, Reihenfolge der Ärzte,
den lateinischen Quadraten zugeordnet)
Ä. symmetrischer
Aufbau
8. Zahl der Probanden und Trennschärfe des Versuchsplanes
Will man beide möglichen Fehler einer Schlußfolgerung aus
der Tonometerprüfung mit je 5%iger Irrtumswahrscheinlich-
keit gleich klein halten, nämlich einerseits den Irrtum,
einen Unterschied von mindestens 2 mm Hg zwischen zwei
Tonometern anzunehmen, wenn in Wirklichkeit kein solcher
Unterschied besteht, und andererseits den Fehler, einen
solchen Unterschied zu übersehen, obwohl er existiert,
benötigt man unter der auf Emirie gegründeten Annahme
einer Standardabweichung von s = 5 mm Hg nach den Gesetzen
der statistischen Versuchsplanung für den intraindividuel-
len Vergleich etwa 90 Patienten. Zu derselben Größenord-
nung kommt JESSEN aus dem Verhalten des Korrelationskoef-
fizienten bei Simulationsversuchen mit empirischen Daten.
Tabelle M: Prüfplan für die Patienten mit erhöhtem
Augeninnendruck
kein Glaukom Glaukom
2.Tag
1.Tag
M:DLG
B:LGD
E:GDL
M:GLD
E:LDG
B:DGL
B:GDL
E:DLG
M:LGD
B:LDG
M:DGL
E:GLD
E:LGD
M:GDL
B:DLG
E:DGL
B:GLD
M:LDG
2.Tag
1.Tag
M:LGD
B:DLG
E:GDL
M:DGL
E:LDG
B:GLD
B:DLG
E:GDL
M:LGD
B:GLD
M:DGL
E:LDG
E:GDL
M:LGD
B:DLG
E:LDG
B:GLD
M:DGL
M : GLD
B 2 DGL
E : LDG
Nr.18
(07)
Nr.15
(10)
Nr.02
(11)
Nr.06
(08)
Nr.08
(09)
Nr.15
(12)
M :
B :
E :
DGL
GLD
LDG
Nr.15
(30)
Nr.15
(24)
Nr.05
(18)
Nr.19
(12)
Nr.5Ä
(06)
Nr.27
(36)
M : DLG
E : GDL
B : LGD
Nr.1Ä
(13)
Nr.51
(16)
Nr.0Ä
(17)
Nr.56
(14)
Nr.16
(15)
Nr.17
(18)
M : LGD
E : GDL
B : DLG
Nr.0M
(27)
Nr.08
(21)
Nr.56
(15)
Nr.02
(09)
Nr.28
(03)
Nr.07
(33)
B : LDG
E : GLD
M : DGL
Nr.52
(31)
Nr.12
(54)
Nr.55
(35)
Nr.22
(32)
Nr.01
(33)
Nr.05
(56)
B : GLD
E : LDG
M : DGL
Nr.18
(23)
Nr.16
(22)
Nr.14
(16)
Nr.29
(10)
Nr.25
(OA)
Nr.55
(BM)
B :
M :
E :
GDL
LGD
DLG
Nr.25
(01)
Nr.27
(OA)
Nr.10
(05)
Nr.21
(02)
Nr.5Ä
(03)
Nr.28
(06)
B : 2
M :
E :
DLG
LGD
GDL
Nr.21
(25)
Nr.06
(19)
Nr.25
(13)
Nr.50
(07)
Nr.11
(01)
Nr.10
(31)
E : DGL
M : LDG
B : GLD
Nr.20
(19)
Nr.26
(22)
Nr.29
(25)
Nr.19
(20)
Nr.09
(21)
Nr.11
(2U)
E :
M :
B :
LDG
DGL
GLD
Nr.20
(26)
Nr.09
(20)
Nr.22
(14)
Nr.5;
(08)
Nr.01
(02)
Nr.05
(32)
E : LGD
B : DLG
M : GDL
Nr.05
(25)
Nr.2U
(28)
Nr.25
(29)
Nr.50
(26)
Nr.07
(27)
Nr.55
(50)
E :
B :
M :
GDL
DLG
LGD
Nr.2Ä
(29)
Nr.17
(23)
Nr.12
(17)
Nr.52
(11)
Nr.26
(05)
Nr.51
(35)
M = Dr. Messer G =
B = Dr. Besser D =
E = Dr. Esser L =
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Goldmann M = Dr. Messer G
Draeger B = Dr. Besser D
Langhanı E = Dr. Esser L
Goldmann
Draeger
Langham
Der vorgeschlagene Versuchsplan in vollständigen Blöcken
orthogonaler Tupel von BXB-lateinischen Quadraten benötigt
72 Patienten. Falls sein Wirkungsgrad 7?-= 1,25 übersteigt,90
ist er trennschärfer. Hiervon kann mit Sicherheit ausge-
gangen werden. Die Trennschärfe der Prüfung ist dann im
Bereich der Einheit (mm Hg) der gegenwärtig gültigen Ska-
lierung zu suchen.
Diese Zahl der Patienten kann aber - anders als in der
Materialprüfung - auf keinen Fall dadurch reduziert wer-
den, daß man den intraokularen Druck an beiden Augen mißt
und diesen Meßvorgang wiederholt. Es würde die durch den
Versuchsplan ermöglichte Trennung von inter- und intra-
individueller Streuung, Zeittrends und methodischem Feh-
ler sowie die Erwartungstreue der Schätzungen zunichte
machen.
9. Versuchsdurchführung
Welche Patienten in die Prüfung einbezogen werden und
welche nicht, wird durch Ein- und Ausschlußkriterien defi-
niert. Dann werden alle einbezogenen Patienten, die ihr
Einverständnis zur Prüfung geben, nach ihrem klinischen
Befund entweder der Gruppe mit etwa normalem Augeninnen-
druck oder derjenigen mit erhöhtem Augeninnendruck zuge-
ordnet. Innerhalb dieser Gruppen werden die Patienten in
der Reihenfolge ihrer Klinikaufnahme numeriert. Der zeit-
liche Abstand der beiden Messungsreihen sowie der Einzel-
messungen innerhalb einer Messungsreihe wird verbindlich
festgelegt. Man einigt sich weiter dahingehend, welches
Auge untersucht wird, z.B. dasjenige mit dem pathologische-
ren Befund. Für jede Patientennummer liegt ein verschlosse-
ner Umschlag beim Prüfungsleiter. Dieser Umschlag enthält
ein Datenerfassungsformular mit genauer Anweisung für die
Reihenfolgen von Ärzten und Tonometern im oberen und mit
einem Satz von Daten und leeren Datenfeldern im unteren
Teil. Der Datensatz selbst ist redundant, gestattet daher
formale und logische Plausibilitätsprüfungen. In die lee-
ren Datenfelder werden die Meßergebnisse eingetragen. In
Abb. 1 ist dieses Formular für den Glaukom-Patienten Nr. 17
aus Tab. M wiedergegeben.
Das Erhebungsformular besteht aus vier Datenfeldern in
Rechteckform. Das oberste Datenfeld dient der Patienten-
identifikation mit Diagnose in Klartext. Es ist ebenso wie
das zweite Datenfeld, welches die Reihenfolge von Ärzten
und Tonometern für diese Patienten festlegt, als Orientie-
rungshilfe der messenden Ärzte gedacht. Das dritte Daten-
feld ordnet einem sprechenden Patientencode, bestehend aus
Wertebereich (Diagnose), Random- und Tupel-Nummer, die üb-
Patient-Nr. 17 Name: . . . . . . . . . . . . Vorname: . . . . . . . . .
iPatienten mit oder mit Verdacht auf Glaukom „ii
*T`Tag Reihenfolge der Ärzte Reihenfolge der T onometer Auge
1 _ _
Dr.Esser
1 IDr.Besser
Dr. Messer
Goldmann, Drae ge r, Langham
Draeger, Langham, Goldmann
Langham, Goldmann, Draeger
Dr. Messer
2 Dr. Esser
, Dr.Besser
Draeger, Goldmann, Langham
Langham, Drae ger, Goldmann
Goldmann, Langham, Draeger
nur'
rechts/links
bitte nicht Zutreffen-
des streichen
Pat. Code Auge Alter Geschlecht Körpergew. Körpergr.
1= re 2=lí (Jahre) 1=d'2=9 k ícmi
lichen Patientenbasisdaten zu; diese
dienen der statistischen Struktur-
analyse und evtl. einer Kovarianten-
korrektur bei der Auswertung. Die
,gemessenen Augeninnendruckwerte
kommen in das unterste Datenfeld,
genau in der Reihenfolge des zweiten
Datenfeldes. Hierdurch wird die
Gefahr von Verwechslungen bei der
Datenerhebung verringert. Die Re-
dundanz wird erreicht, indem jede
Nessung nochmals gekennzeichnet
wird durch:
R = Reihenfolge (kombinatori-
sches Muster)
N:
C
Ä
'Tag R(A›l N(A)`@c(A) R(T)lN(T) o('-r) `N(M)` Meßwert
_ _ı
Q-i-1
1,6
<_oo Q-ı-I
I-^ l-^ I-*
¬1_
L\3 [\D N
Nummer
Code
Ärzte
T
IVI
10. Versuchsauswertung
CAD Q0 OO
Q-N %-ı.\'› 4-co
ı-› N ›l>
[Q 03 U1
A' 1
00 I-^ CD
<--w\/ (--ı-I Q-01
I-1 OO -J
L\D P-* @
OO l\3 CO
é-i-1
` 2 2
Q-ı-1 6-›:=~
F-4 l\9 l-*
l\9 I-^ l\3
03 O3 C/O
%-N
_ i
<--oa é-oa
›- oo ›J>~
l\7 [.\3 U1
03 i-* CD
. 3 í
\/ g \/ 'L
i .
<--N é-ro
i›-4 P-^ -§1
NJ 00 OO
00 [0 CO
_1
der Wertebereiche
Tonometer
Messung
. Die Auswertung erfolgt varianzana-
lytisch. Verteilung, Varianz-
stabilität und Autokorrelation
sind zuvor zu prüfen, um zu ent-
scheiden, ob die Daten transformiert
werden müssen. Die A Fehlerterms:
zwischen Patienten innerhalb
Abb. 1: Datenerfassungsformular
für den Glaukom-Patienten
Nr. 17
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Tabelle 5: orthogonale Zerlegung von Tonometer-Unter-
schieden bei Akzeptierung des GOLDMANN-
Gerätes als Standard
G D L Vergleich
I -2 +1 +1 Nichtstandard-/Standardtonometer
II 0 -1 +1 Draeger-/Langham-Tonometer
zwischen Patienten innerhalb der Wertebereiche / Tage
innerhalb der Patienten und Wertebereiche
innerhalb der Patienten und Wertebereiche / Tage
können u.U. weiter aufgespalten, u.U. aber auch gepoolt
werden. Unterschiede zwischen den Tonometern und carry-
over-Effekte der Tonometer werden gegen den letztgenannten
Fehlerterm getestet. Die Prüfung von Ärzte-Effekten hängt
davon ab, ob man diese als fix oder als random ansieht.
Dasselbe gilt für Wechselwirkungen zwischen Ärzten und
Tonometern, von denen es eine Vielzahl gibt, da auch carry-
over-Effekte von Ärzten definiert werden können. Entschei-
det man sich für die Anerkennung des GOLDMANN-Tonometers
als Standard, bietet sich die orthogonale Aufgliederung
der Tonometereffekte und ihrer Wechselwirkungen gemäß Tab.5
für die Auswertung an. Es kann aber auch eine andere Auf-
gliederung vor Versuchsbeginn vereinbart werden.
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Zum Stichprobenfehler von Varianzkomponenten und von deren Quotienten*)
in pflanzenzüchterischen Versuchsserien 1
Von H. F. Utz
Zusammenfassung
Für balancierte Versuchsserien wird die Berechnung der Stichprobenvarianz von Varianzkomponenten, der operativen
Heritabilität und des Selehtionsgewinnes beschrieben. In einer Übersicht werden Schätzwerte für Varianzkomponenten
und ihre Fehler zusammengestellt. Im Mittel betragen die Interaktionsvarianzen der Genotypen mit den Orten bzw.
den Jahren je ungefähr das o,5-fache der genotypischen Varianz, die Interaktionsvarianz mit den Orten und Jahren
das 1,5-fache und die Fehlervarianz das 4-fache. Als optimale Allokation ist eine möglichst große Zahl von Geno-
typen bei 2 Wiederholungen und bei etwa 2 bis 4 Orten bzw. Jahren anzustreben.
Summary
For balanced series of experiments the estimation of sampling variances of variance components, of operative
heritability, and of gain from selection is described. In a list, estimates of variance components and their
.errors extracted from the literature are compared. On the average, the genotypexplace and the genotypexyear
interaction variances are the o.5-fold each, the genotypexplacexyear interaction variance the 1.5-folaß and the
error variance the 4-fold of the genotype variance. Optimum allocation is reached, if the number of genotypes
is as great as possible with 2 replications and with approximately 2 to 4 places or years.
1- Eínlêitunå ten recht gut überein. Eine neueste allgemeine Übersicht
Um Selektionsverfahren in der Pflanzenzüchtung optimal
planen zu können, müssen die genetischen und umweltbeding-
ten Varianzen und deren Quotienten, wie etwa die Heritabi-
über Anlagen und Schätzung von Varianzkomponenten gab
ANDERSON ( 1975 ).
Im folgenden sollen zuerst die notwendigen Formeln für die
lität, bekânllil Sein. ZU. ÖIGSGITI ZWGCK WGl"dG1'l in dêlí' ZÜCl'1'CUl'lg Berechnung der Stighprgbenfehlgr besghrieben Werden, Auf-
recht häufig Varianzkomponenten geschätzt. Der Schätzfehler grund Vereehiedener gehätzwerte aus der Literatur eei dann
wird dabei oft wenig beachtet, obwohl er überaus groß ist.
Wegen der Größe des Fehlers ist der Wert solcher Schät-
zungen sogar grundsätzlich in Frage gestellt worden
(GILBERT 1973).
Das Problem, ob für pflanzenzüchterische Verhältnisse gute
Varianzkomponentenschätzungen erreichbar sind und mit wel-
chem Aufwand, ist selten behandelt worden. HANSON (1959)
fand, daß die genotypische Varianz insbesondere für Merk-
male mit niedriger Heritabilität nur mit ungenügender Re-
produzierbarkeit geschätzt werden kann. COMSTOCK und MOLL
(1963) diskutierten an einem Zahlenbeispiel den Standard-
fehler von Varianzkomponentenschätzungen in Versuchsserien
Für die Heritabilität gaben PESEK und BAKER (1971) sowie
GORDON et al. (1972) die Stichprobenvarianz an. In beiden
Arbeiten wies auch die Heritabilität einen großen Stan-
dardfehler auf. Die effiziente Schätzung von genetischen
Varianzkomponenten im Einzelversuch untersuchten PEDERSON
(1971) sowie NAMKOONG und ROBERDS (1974). Theoretisch zu
erwartende und empirisch gefundene Standardfehler von Vari-
anzkomponenten wurden von COMPTON et al. (1965) an umfang-
reichem genetischen Datenmaterial verglichen, beide stimm-
*) Überarbeitete Fassung eines Referates beim
22. Biometrischen Kolloquium 1976 in Bad Nauheim
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die optimale Zuteilung der Parzellen für Varianzkomponen-
tenschätzungen untersucht.
2. Berechnung der Stichprobenvarianzen von Varianz-
komonenten und von deren Quotienten
In einer für die Pflanzenzüchtung typischen Versuchsserie
werden T Genotypen in einem randomisierten Blockversuch
mit R Wiederholungen an P Orten in Q Jahren geprüft. Eine
derartige Serie wird üblicherweise, siehe etwa COMSTOCK
und MOLL (1963), nach folgendem.Modell ausgewertet:
x = u + p + q + pq + t + tp + tq + tpq + r + e, (1)
wobei x der Beobachtungswert, u der allgemeine Mittelwert,
t, p, q, r die Effekte des Genotyps, des Ortes, des Jahres
und der Wiederholung, e der Fehler der Parzelle und die
Kombinationen von Symbolen entsprechende Interaktionen dar-
stellen. Es wird angenommen, daß die Effekte unabhängig
und normalverteilt sind. So folgt zum Beispiel die Inter-
aktion der Genotypen mit den Orten der Verteilung
N(0, ošp). Erwartungstreue Schätzwerte für die einzelnen
Varianzkomponenten können nach allgemein bekannter Weise
berechnet und mittels eines F-Testes geprüft werden.
Pflanzenzüchterisch gesehen sind von insgesamt neun Vari-
„ „ . 2 .2 2 2 2anzkomponenten funf, namlich ot, Otp› 0tq› Otpq und oe,
bedeutsam, so daß nur letztere hier behandelt werden sol-
len. Die Berechnungsprozedur für die fünf Varianzkompo-
nenten ist in Tabelle 1 zusammengestellt und dient als
Ausgangspunkt für die anschließenden Überlegungen.
Neben der Schätzung der Varianzen besteht häufig auch der
Wunsch, Verhältnisse von Varianzen zu bestimmen, etwa
2/ 2 odeOi Oj P
2
2 _ °f
he ` 2 2 2 * 2 ” 27 ' (2)Gt + dtp/P + otq/Q + otpq/(PQ) + oe/(PQR)
Der Quotient hš, der von STRUBE (1967, S.36) als "operative
Heritabilität" bezeichnet worden ist, kann zur Berechnung
des Selektionsgewinnes nach Auslese der besseren Genotypen
benutzt werden.
Gemäß statistischer Theorie sind Varianzkomponenten line-
are Funktionen von mittleren Abweichungsquadraten (MQ),
die unabhängig als Vielfache von X2-Variablen verteilt
sind, wenigstens soweit es sich um.balancierte Daten han-
delt. Die Koeffizienten der Funktionen weisen dabei posi-
tive und negative Vorzeichen auf. Für derartige Funktionen
existiert keine geschlossene Form der Verteilung, was be-
stimmte Konsequenzen für die Schätzung und Testung von
Varianzkomonenten sowie von Funktionen von Varianzkompo-
nenten hat. Näheres kann bei SEARLE (1971) eingesehen wer-
den, der einen eingehenden Überblick über die Literatur
gibt. Die besagte Schwierigkeit wird oft mit einer Ap-
proximation von SATTERTHWAITE (1946) umgangen, der fand,
daß lineare Funktionen von MQ unter bestimmten Vorausset-
zungen näherungsweise entsprechenden X2-Verteilungen fol-
gen. Daneben können die Verteilungen numerisch berechnet
werden, siehe etwa bei VERDOOREN (1974).
Aus der allgemeinen Theorie ergibt sich für den vorliegen-
den Anlagentyp, daß die Stichprobenvarianz einer Varianz-
komponente erwartungsgetreu geschätzt werden kann (siehe
auch SEARLE 1971):
^ 2
v<ø§› = ggg Mš/<FG,+2> , <3)
l
wobei mit dem Index i die Varianzkomponenten oi, oåp, ešq,
2 q und oâ der Reihe nach bezeichnet seien. In der Formelo _
išš über diejenigen MQ zu summieren, die in der Schätz-
funktion der dazugehörigen Varianzkomponente enthalten
sind, siehe Tabelle 1. Mit dem Divisor dieser Schätzfunk-
tion ist ri identisch. Die Größe 2 wird im Nenner addiert,
sofern es sich bei den MQ um Schätzwerte handelt. Als ein
Beispiel sei die Varianz von.8âp ausgeführt:
„ 2 2 Mg Miv<a.,p>= 21 + ei.(QR) Fc2+2 Fc,+2
Der Standardfehler der i-ten Varianzkomponente ergibt sich
als Wurzel aus (3). Varianzen von Varianzkomponenten sind
demnach Funktionen der Varianzkomponenten selbst. Dabei
bleiben die relativen Varianzen unverändert, solange die
Relation der Varianzkomponenten untereinander sich nicht
ändert.
Für praktische Belange dürfte es ausreichend sein, Konfi-
denzintervalle der Varianzkomponenten mit der SATTERTHWAITE-
Approximation zu berechnen (GRAYBILL 1961, S.369):
P{ni8§/X2<ni,a/2) 5 eâ 3 niâš/x,2<ni,1-e/2)} = 1-er, (Li)
wobei 1-a der Konfidenzkoeffizient ist und ni die Anzahl
. . . ,_ 2der Freiheitsgrade der approximativen.zentralen X
Variablen darstellt:
2 .
_ ^4 1 2ni _ ei/(;_~l M5/Fcj) .
1 J
Die Summation erfolgt wiederum nur über diejenigen MQ,
die in der Schätzfunktion von Gi enthalten sind. Die X2-
Werte werden entsprechenden Tabellen entnommen. Da ni
selten ganzzahlig ist, muß interpoliert werden oder auf
den nächstliegenden Tabellenwert zurückgegriffen werden.
Nach GRAYBILL (1961) sollte die Approximation (4) nur be-
nutzt werden, wenn Gi positiv und ni > 30 ist. Für ni-< 30
emfiehlt er, die Korrektur von WELCH (1956) zu benutzen.
Anzumerken ist, daß für.oâ nach Formel (4) das exakte Kon-
fidenzintervall mit ng = FG5 erhalten wird.
Erwartungstreue Schätzungen von Quotienten aus Varianz-
komponenten können, da die Verteilungen im allgemeinen
Tabelle 1: Schätzung der Varianzkomponenten
Ursache FG MQ E(MQ) Varianzkomponente
2 ^2 2 2 2 A2 _ .Genotypen T 1 M1 oe+Rotpq+PRotq+QRotp+ PQRot ot - (M1 M2 M3+Mu)/(PQR)
GenotypenxOrte (T-1)(P-1) M2 gâ+Roê +QReš Sš = (M -M )/(QR)
2 AGenotypenxJahre (T-1)(Q-1) M2 0e+Roâp +PRoâq câq
Q
GenOt.xOTÜexJa. (T-1)(P-1)(Q-1) Mu 0è+Rotpq
Zus.gef.Fehler (T-1)(R-1)PQ
2 2 A2
Ot
pq p p 2 4
= (M3-Mu)/(PR)
pq = (M,-M5)/R
2 ^2 _M5 oè oe - M5
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Tabelle 2: Schätzwerte für die Varianzkomponenten und deren Standardfehler (Ertrag in (dt/ha)2)
°t
Autor Frucht- Größe des Experim.* Varianzkomponente und Standardfehler für
^2 A2 A2 A2 A2T P Q R 0 ip “td “tre Ge
BAKER (1969)
BIERI (1967)
BIERI (1967)
KALTSIKES und
LARTER (1970)
UTZ (unveröff.)
UTZ (unveröff.)
BIERI (1967)
BIERI (1967)
i:iviMi=_:R et ai.
(1934)
RASMUSSON und
LAMBERT (1961)
BIERI (1967)
6
6,7
7,2
5
13,7
18
5,8
4,7
10
6
5
9
14,2
535
5
10
5
2,1
1,3
6
8
5,5
2,8
2,3 4 1,5 +
6 5,9 i
2,2 4 1,2 +
2,8 4 2,0_±
4 4,1_±
6 7,1_i
2 5,9_±
4 3,2 +
3 2,0_±
3 4,3 ±
2,3 4 2,9 +
3,4 2,2 + 0,8
2,0 2,6 + 1,7
J
3,5 4,3 + 1,8
3,1 2,0 + 0,8
2,5 0,4 + 1,1
4,1 2,0 + 3,7
2,2 2,5 + 2,6
1,2 1,8 + 0,9
2,6 0,1 + 0,6
3,0 2,2 + 2,1
O 3,9 + 1,8
0
3
3,7
2,3
1,2
1,8
1,0
0,1
1,2
2,2
,5
3
1,6
+
+
+
+
+
+
+
+
+
+
+
0,
2,
1,
1,
0,
1,
3,
1,
O3
0,
2,
1 A 5,1
0 6,6
2 4,7
6 6,7
9 8,0
0 5,0
8 7,9
7 4,5
5 2,0
6 1,6
0 1,6
-l-
+
+
+
+
+
+
+
+
+
+
0,7
1,9
1,1
1,7
0,9
1,5
5,2
2,6
0,9
1,2
2,1
6,1
21,1
11,6
10,7
12,3
7,2
22,7
15,5
6,7
12,1
11,8
+
+
+
+
+
+
+
+
+
+
+
0,3
1,3
1,0
0,7
0,1
0,8
3,2
2,1
0,6
1,0
1,7
Nüttelwerte
Mittelwerte
relativ zu 8%
8,0 6,8 3,0 4 3,7_±
1,0 +
2,7 2,2 + 1,6 1,7 + 15 4 5,4 + 1,9 12,9 + 1,2
0,7 0,6 + 0,1 0,5 + 0,4 1,5 + 0,5 3,5 + 0,3
Z _... .-- .__
Standardabw.
(abs. und in %) 2,0_i 54 1,2 + 57 1,0 + 61 1,7 + 32 5,5 ±_42
* T = Anzahl der Genotypen P = Anzahl der Orte Q = Anzahl der Jahre R = Anzahl der Wiederholungen
§ W = Weizen G = Gerste H = Hafer
nicht bekannt sind, nur in bestimmten Fällen gegeben werden
(FEDERER 1951, GRAYBILL 1961). So ist etwa 02/02 erwartun s-t e g
treu durch (Gi/8â)(FG5-2)/FG schätzbar. Analoges gilt für5
2 2 2 2 „ 2 2 ^2 A2qtp/ge, otq/oe, wahrend gtpq/ee durch ßetpq/ee.-22/(R
(FG -2))](FG -2)/FG5 zu schätzen wäre. Wenn 0%/oe durch„2 §2 5oi/oe geschätzt wird, ergibt sich daher eine positive Ver-
zerrung. Sie ist umso geringer, je größer die Anzahl der
Freiheitsgrade FG5 ist. Für eine größere Anzahl von Frei-
heitsgraden, was für FG5 meist zutrifft, kann diese Ver-
zerrung vernachlässigt bzw. gegenüber dem Standardfehler
als bedeutungslos angesehen werden. Ähnliches gilt für
einen Schätzer von hâ, den SPRAGUE und FEDERER (1951) auf-
grund obiger Quotienten vorgechlagen haben. Dieser unter-
scheidet sich nur wenig von der anderen Schätzmöglichkeit,
nämdich in Ausdruck (2) die Schätzwerte êâ direkt einzu-
setzen, weshalb üblicherweise nach dem letzten Verfahren
geschätzt wird.
Die Stichprobenvarianz von Quotienten von Zufallsvariablen
kann unter gewissen Voraussetzungen berechnet werden
(KENDALL und STUART 1963; S.232). Eine Formel für V(hâ)
für beliebige P, Q und R geben PESEK und BAKER (1971) und
für P=Q=R=1 GORDON et al. (1972). Hier soll eine kurze,
leicht zu berechnende Umformung vorgeschlagen werden, näm-
lich
^ 2 ^ ^2 2vrßoi = v<o,>/[M1/<P0R)i7 - 2â§<2-ñ§>/<FG,+2›, <5)
wobei hå nach der einfachen Prozedur berechnet wird.
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Testverfahren für Varianzkomponenten, etwa um die Null-
hypothese oi = oš bzw. oš/oš = 1 zu prüfen, hat COCHRAN
(1951) beschrieben, sie beruhen meist auf der SATTERTHWAITE-
Approximation.
Die entscheidende Größe bei der Planung von Selektions-
experimenten ist der Selektionsgewinn. Er läßt sich unter
Annahme einer Normalverteilung vorhersagen mit
0 = iw) øt nf), (6)
wobei i(a) die Selektionsintensität bei einer selektierten
Fraktion a = n/N ist. Bezüglich der Berechnung von i(a)
bei endlicher und unendlicher Stichprobengröße N sei auf
BURROWS (1972) verwiesen. Dieser Autor gibt (1975) auch
die Varianz von (6) an, nämlich
'v<6> = i1-h§<1-v(„>l oi/n , <7)
wobei v(a) die Varianz der Selektionsintensität i(u) ist.
Der Koeffizient v(a) hat für N + w einen asymptotischen
Wert mit
1 - 1(a) <1(,)-xa) + <1-d›<1(a)-Xa)2 , <6)
wobei xa die Abszisse des Stutzungspunktes für eine Frak-
tion d in einer standardisierten Normalverteilung ist.
Auen fiir Formel (6) nnd (7) dürften meinee Eraontene
brauchbare Schätzwerte zu gewinnen sein, wenn die geschätz-
ten Varianzkomponenten einfach eingesetzt werden.
3. Schätzwerte für Varianzkomponenten
und deren Standardfehler
Aus zahlreichen Versuchsserien sind Varianzkomponenten
geschätzt und veröffentlicht worden. Einige solcher Schätz-
werte sind in Tabelle 2 für den Kornertrag bei Getreide
zusamengestellt. Dabei wurden nur Versuche mit einem Um-
fang von T>M, P>2, Q>1 und R>1 einbezogen. Teilweise wur-
den die Varianzkomponenten und ihre Standardfehler erst
aus den Varianzanalysen berechnet, außerdem sind alle
Schätzwerte der besseren Vergleichbarkeit wegen in
(dt/ha)2 angegeben.
In jeder der elf Versuchsserien ist der zusammengefaßte
Fehler (ai) die größte der Varianzkomonenten. Die Inter-
aktion der Genotypen mit Orten (ââp) und der Genotypen
mit Jahren (âšq) weisen die kleinsten Werte auf. Dazwischen
liegen die genotypische Varianz (Si) und die Interaktion
der Genotypen mit Orten und Jahren (ââpq). Bezieht man die
Komponenten auf die genotypische Varianz, dann erhält man
die relativen Größen, die in der zweitletzten Zeile von
Tabelle 2 dargestellt sind. Für Planungszwecke genügt es
meist, die relative Größenordnung der Varianzkomponenten
zu kennen, sie kann aufgrund der vorliegenden Schätzwerte
im Durchschnitt mit
oi : oíp : oíq : Oípq : Oâ = 1 : 0,5 : 0,5 : 1,5 : A (9)
angegeben werden. Übrigens ist Relation (9) schon früher
für eine umfangreichere Zusammenstellung von Schätzwerten
ermittelt worden (UTZ 1969).
Die Relevanz der Größenunterschiede zwischen den fünf
Varianzkomponenten soll aus den Daten der Tabelle 2 mit-
tels eines t-Testes bei gepaarten Beobachtungen wenigstens
approximativ überprüft werden. Dabei ist bei einer Signi-
fikanzschwelle von P = 5% kein signifikanter Unterschied
zwischen Öšp und öšq festzustellen, wobei mit dä der Mit-
telwert der i-ten Varianzkomponente symbolisiert sei.
Hingegen ist (62 +62 )/2 signifikant kleiner als 62 , 62
kleiner als 62 tpunâqög kleiner als 62. tpq t
P99 Üpq G
Die Varianz zwischen den Schätzwerten derselben Komponente,
berechnet und angegeben als Standardabweichung in der
letzten Zeile von Tabelle 2, ist im Vergleich zum.Varianz-
komponentenschätzwert überaus hoch. Diese Variation ist
natürlich zu einem erheblichen Teil durch den großen Stich-
probenfehler der Varianzkomponenten bedingt. Die beiden
Variationsmaße sind denn auch in der gleichen Größenord-
nung, wenn man vom Fehler absieht. Letzterer variiert sehr
viel stärker, als aufgrund der Stichprobenvariation zu
erwarten ist. Die Fehlervarianzen müssen daher als hetero-
gen angesehen werden (nach dem BARILETT-Test bei P < 0,5%),
was durch die verwendeten, unterschiedlichen Parzellen-
größen auch leicht zu deuten ist. Bei den anderen Kompo-
nenten ist eine Heterogenität nicht nachweisbar, obwohl
die Genotypen der einzelnen Serien verschiedenartige Sub-
populationen repräsentieren dürften.
Überraschenderweise ist die Standardabweichung der ersten
vier Komponenten sogar niedriger als der durchschnittliche
Standardfehler. Solches könnte man danüt erklären, daß ein
Versuchsansteller geneigt ist, Experimente mit extremen
Resultaten, etwa mit negativen Varianzkomponenten, selte-
ner zu publizieren. Die Wahrscheinlichkeit, daß negative
Varianzkomponenten auftreten, kann nach LEONE und NELSON
(1966) berechnet werden. Sie beträgt für ââp ungefähr 2,5%,
für ôêq ungefähr 3,5% und für ââpq weniger ele 0,1%, falle
ein mittlerer Versuchsumfang von T=8, P=7, Q=3 und R=4 und
die mittleren Varianzkomponenten vorausgesetzt werden.
Eine andere Erklärungsmöglichkeit könnte in einer unter-
schiedlichen Korrelation der Effekte liegen, wie sie
COMSTOCK und MOLL (1963) ausführlich beschrieben haben.
Bei den tpq-Effekten sind solche Einwirkungen am wenigsten
zu erwarten, da hier genügend Freiheitsgrade vorhanden
sind und Interaktionen höheren Grades wohl weniger durch
eine unausgewogene Stichprobenahme beeinflußt werden. So
findet men denn, des bei âåpq die beebeentete stenderdeb-
weichung kaum kleiner als der theoretische Standardfehler
ist. Außerdem zeigt diese Varianzkomponente den geringsten
Variationskoeffizienten von allen Komponenten (letzte Zei-
le der Tabelle 2) und ist somit die Komponente mit der
geringsten relativen Variabilität in der Tafel.
Die Genotypen der elf Experimente stellen zumeist eine
Stichprobe von besseren Sorten oder Experimentalsorten dar.
Insbesondere Oi ist also für eine solche Grundgesamtheit
geschätzt. In nichtselektierten, züchterisch jüngeren Popu-
lationen dürfte daher 0š'bedeutend höher liegen.
Die Standardfehler der Varianzkomponenten sind für Gi, Oâp
und Oíq, wenn man sie mit der Größâ der Komponenten ver-
gleicht, erheblich höher als für gtpq und ge. Daher soll
im nächsten Abschnitt untersucht werden, ob durch eine an-
dersartige Allokation bessere Schätzungen erreicht werden
können.
M. Optimale Allokation
Die Präzision der Varianzkomponentenschätzung kann durch
Vergrößern des Stichprobenumfanges natürlich verbessert
werden. Da der Umfang jedoch nicht unbegrenzt zu steigern
ist, gilt es, eine gegebane Zahl von Parzellen C so auf die
Genotypen, Orte, Jahre und Wiederholungen zu verteilen, daß
ein minimaler Standardfehler bei den Varianzkomponenten
resultiert.
Nach Formel (3) wird die Stichprobenvarianz kleiner, wenn
die Nenner, nämlich die FG der betroffenen MQ größer wer-
den. Das jeweilige Optimum bezüglich der Anzahl der Geno-
typen T, der Orte P, der Jahre Q und der Wiederholungen R
ist von der relativen Höhe der Varianzkomponenten abhängig.
Dadurch ergibt sich für jede einzelne Varianzkomponente
eine spezifische optimale Allokation.
Detaillierte, numerische Resultate können an dieser Stelle
nicht gegeben werden, vielmehr mag es genügen, in Tabelle 3
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Tabelle 3: Relativer Standardfehler der genotypischen
Varianzkomponente 02 und relative Standard-
fehlersumme der fünf Varianzkomponenten für
verschiedene Allokationen und Gesamtzahlen an
Parzellen C
(erste Zeilen für
zweite Zeilen für
dritte Zeilen für QQQ
C†i\)Ci'I\)<†í\)
2 2 2 - 2= 1 ctp = 0,5 otq = 0,5 ot q = 1,5 oe = 4
_ 2 _ 2 _ 2 _ _
-10'tp-1 Otq-1 gtpq-1 0'-
2 2 2 __ 1 etp _ 0,1 etq _ 0,1 qtpq _ 0,1 0 _fDi\.)(`Di\J
Allokation
P Q R T
Relativer Standard-
fehler § von 0%
C=256 C=512 C=102Ä
Relative Standard-
fehlersumme*
C=256 C=512 C=102U
2 2 2 C/8 0,76
0,69
0,29
0,53
0,08
0,21
0,38
0,30
0,15
2,27
1,05
1,01
1,59
0,70
0,71
1,12
0,52
0,50
U 2 2 C/16 0,72
0,76
0,00
0,50
0,55
0,28
0, 55
0, 57
0 , 20
1,80
1,06
0,95
1,28
0,73
0,66
0,90
0,51
0,M6
U Ä 2 C/32 0,80
0,87
0,57
0,55
0959
0,39
0,38
0,01
0,27
1,58
1,10
0,96
1,08
0,75
0,66
0,75
0,52
0,A6
M A M 0/6M 1,16
1,51
0,87
0,76
0,86
0,57
0,52
0,58
0,39
2,02
1,62
1,30
1,32
1,06
0,88
0,90
0,72
0,60
16 U 2 C/128 1,72
1,90
0,99
1,10
0,65
0,72
2,01
2,19
1,39
1,27
0,91
0,83
1,A6 0,84 0,55 1,88 1,09 0,71
§ berechnet als VV(8š)/gi
A2 A* berechnet als V(gi)/gi
l
summarisch die Abhängigkeit der Standardfehler von der ge-
wählten Allokation, der Gesamtzahl an Parzellen C und der
Varianzkomponentenrelation zu zeigen. In dieser Tabelle
ist neben dem Standardfehler der Komponente Öš ein Krite-
rium zu finden, in das simultan alle fünf Stichprobenvari-
anzen als Wurzel der Summe eingehen.
Die relativen Standardfehler der Varianzkomponenten sind
umso höher, je größer die Interaktionsvarianzen und die
Fehlervarianz gegenüber der genotypischen Varianz sind, -
man könnte auch sagen, je geringer die Heritabilität des
Merkmals ist. Dies geht aus dem.Vergleich des Summenpara-
meters hervor, der in den ersten Zeilen jeweils am größten
ist. Die Grundgesamtheit der ersten Zeilen ist durch die
für den Kornertrag gefundene Varianzrelation beschrieben
(Merkmal mit niedriger Heritabilität). Bei den zweiten Zei-
len sind alle Varianzkomponenten als gleich groß angenomen
während bei den dritten Zeilen die maskierenden Varianzen
gegenüber der genotypischen Varianz stark zurücktreten
(Merkmal mit hoher Heritabilität).
Verdoppelt man die Gesamtzahl der Parzellen C, so reduziert
sich der Standardfehler jeweils um weit weniger als die
Hälfte.
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Die Komponente dä wird am besten geschätzt, wenn T2groß2
gegenäber P, Q und R gewählt wird. Hingegen wird Otp, otq
und otpq optimal geschätzt, wenn T, P und Q ungefähr gleich
groß sind und R möglichst klein ist. Aus diesem Grunde
zeigt der Summenparameter sein Minimum bei mittleren Allo-
kationsverhältnissen. Für Oâ ist ein gleich großes T und
R bei kleinem P und Q günstig, allerdings unter der Voraus-
setzung, daß die Fehlervarianz homogen ist.
Eine Anzahl der Wiederholungen von R>2 dürfte selten für
Varianzkomponentenschätzungen vorteilhaft sein, da Oâ auf
jeden Fall besser geschätzt wird als die anderen Komponen-
ten. Die optimale Allokation, sofern alle Komonenten gleich-
wertig zu schätzen sind, verlangt ein möglichst großes T,
wobei P und Q zwischen 2 und A liegen sollten. Falls mit
Covarianzen zwischen den Effekten zu rechnen ist, dürften
die höheren Zahlen vorzuziehen sein. Die Allokationen, die
den Experimenten von Tabelle 2 zugrunde liegen, können also
kaum als optimal bezeichnet werden. Freilich dürften sie
primär für einen anderen Zweck als für eine Varianzkompo-
nentenschätzung angelegt worden sein.
5. Diskussion
Die häufigste Anlageart der Pflanzenzüchtung ist vermutlich
die Versuchsserie. Wenn aus solchen Anlagen als Nebenzweck
auch Varianzkomponenten geschätzt werden, muß die gezogene
Stichprobe an Genotypen, Orten und Jahren für die Zielpopu-
lation repräsentativ sein. Da Varianzkomponentenschätzwerte
mit einem hohen Stichprobenfehler behaftet sind, und dazu
stark von Ausreißern verfälscht werden können, weisen Schätz-
werte aus einer einzelnen Versuchsserie nur eine geringe Zu-
verlässigkeit auf. Es ist daher notwendig, Information aus
mehreren ähnlichen Serien zu akkumulieren.
Oft werden aus nichtbalancierten Datensätzen balancierte
Kerne entnommen, um die Berechnungen.mdt statistischen Stan-
dardmethoden durchführen zu können. Dies hat jedoch zur
Folge, daß die Freiheitsgrade für die Genotypen geringer
werden und daß die Repräsentativität der Stichprobe gemin-
dert oder gar zerstört wird. Es wäre daher wünschenswert,
solche Datensätze komplett auszuwerten.
Ein charakteristischer Datensatz dürfte prinzipiell den
semibalancierten L-, S- und C-Anlagen, wie sie ANDERSON
(1975) als vorteilhaft für Varianzkomonentenschätzungen
besprochen hat, ähneln, aber eine vermehrte Unbalance zei-
gen. Denn durch den jährlichen, teilweisen Wechsel der
Genotypen in manchen Serien der Pflanzenzüchtung entsteht
gleichfalls eine stärkere Besetzung der Diagonalen in der
Zweiwegetafel der Genotypen mit den Jahren. Sofern man im
Modell berücksichtigt, daß durch Züchtungsmaßnahmen die
mittleren Leistungen im Laufe der Zeit ansteigen, was durch
eine hierarchische Untergliederung der genotypischen Effek-
te geschehen könnte, müßte es möglich sein, aus den voll-
ständigen Datensätzen aussagekräftigere Schätzwerte zu er-
halten. Allerdings würde die Auswertung komplizierter wer-
den, was aber heute mit der EDV zu lösen ist. I
Der Fehler von geschätzten Varianzkomponenten ist selbst
bei größten Versuchsumfängen sehr hoch. Für den Ertrag zum
Beispiel sank der Standardfehler der genotypischen Varianz,
wie aus Tabelle 3 zu ersehen war, nie unter 35%. Damit
dürften kritische Vergleiche zwischen Populationen bezüg-
lich der genotypischen Varianz kaum möglich sein, zumindest
nicht bei Merkmalen mit niedriger Heritabilität. Auch
HANSON (1959) zog ähnliche Folgerungen aus seinen Kalkula-
tionen. Immerhin ist es möglich und sinnvoll, nach Zusam-
menfassen vieler experimenteller Schätzungen die Variations-
ursachen ihrer relativen Größe nach zu beurteilen und so
zukünftige Versuche zweckmäßiger zu gestalten.
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Informationsgewinn durch Einbezug zusätzlicher Merkma|e*)
Von H. Thöni
Zusammenfassung
In vielen Fällen können bei der Interpretation von Versuchsergebnissen die Aussagen detaillierter und verfeinerter
formuliert werden, wenn bei der Auswertung neben der Zielgröße noch Messungen weiterer Merkmale mitberücksichtigt
oder mehrere gleichwertige Merkmale gemeinsam analysiert werden. An einfachsten Beispielen zur Kovarianzanalyse
und zur multivariaten Technik wird der so erzielbare Informationsgewinn aufgezeigt. Auf einschlägige Literatur
wird hingewiesen.
Summary
In many cases the interpretation of experimental results can be improved and refined by including additional
variables into the analysis of the data. Analysis of covariance and multivariate analysis are discussed as
examples of such methods, which lead to an increase of information about treatment effects on experimental
units.
1. Einleitung
Das Ziel eines Experimentes besteht darin, Einblick zu
gewinnen in die Art der Reaktion von Versuchseinheiten
auf äußere Einflüsse (Behandlungen, Verfahren). Dazu wer-
den die Versuchseinheiten aufgrund einer geeignet geplan-
ten Anordnung (Versuchsplan) den verschiedenen Verfahren
ausgesetzt und die Reaktion durch Messung eines oder meh-
rerer Merkmale ermittelt. In der Regel beschränkt man sich
auf Messungen eines einzigen Merkmals y, an dessen Aus-
prägung bzw. Veränderung unter dem.Einfluß der gewählten
Behandlungen der Experimentator interessiert ist. Diese
Beschränkung auf ein einziges Merkmal ("Zielgröße") hat
den Vorteil, daß sowohl Messung wie nachfolgende statisti-
sche Auswertung im allgemeinen relativ einfach sind, kann
aber den großen Nachteil nach sich ziehen, daß dadurch u.U.
wesentliche Einblicke in die Art der Reaktion der Versuchs-
einheiten auf die Versuchsfaktoren verborgen bleiben.
Die nachfolgenden Ausführungen sollen einige Hinweise ge-
ben, wie durch Einbeziehung zusätzlicher Messungen in die
Auswertung eine vertiefte Einsicht in die Zusammenhänge
zwischen Behandlungen und Reaktion der Versuchseinheiten
gewonnen werden kann. Dabei soll vor allem.auf Methoden
hingewiesen werden; für eine ausführliche Beschreibung
der Rechenvorgänge wird auf die einschlägige Literatur ver-
wiesen.
Wesentliche Eigenschaft dieser Methoden ist, daß an den
Versuchseinheiten nicht nur das- oder diejenigen Merkmale
gemessen werden, welche als "Zielgröße(n)" im unmittel-
baren Zentrum des Interesses stehen, sondern daneben noch
weitere Merkmale, um damit mehr über den Einfluß der Be-
handlungen auf die Versuchseinheiten zu erfahren, und daß
- 
* ıı ı ı ı) Uberarbeltete Fassung elnes Referates beim
22. Biometrischen Kolloquium 1976 in Bad Nauheim
30 EDV in Medizin und Biologie 1/1977
die Auswertung dieser Beobachtungen nicht für jedes Merk-
mal gesondert erfolgt, sondern für alle Merkmale in einem
einzigen gemeinsamen Rechenvorgang.
Solche Verfahren sind im weitesten Sinn als "multivariat"
zu bezeichnen, da sie auf der Analyse von Beobachtungs-
vektoren yi = (x1i,x2i,...,xpi)' beruhen. Aus praktischen
und historischen Gründen unterscheidet nen dabei zwei Grenz-
fälle:
(i) Stellt nur eine der p Variablen die "Zielgröße" dar,
über deren Reaktion der Versuch Aufschluß geben soll,
und betrachtet man die restlichen p-1 Variablen als
"Kovariable", deren Reaktionen von untergeordneter
Bedeutung sind und die allenfalls zusätzliche Infor-
mation liefern können, so bezeichnet man die hierzu
entwickelten Verfahren als "Kovarianzanalysen".
(ii) Betrachtet man alle p Variablen als "Zielgrößen"
und wünscht man Aufschluß über deren gemeinsame Reak-
tion, so bezeichnet man die Auswertung als "multivariat"
Zwischen diesen beiden Extremen besteht kein prinzipieller
Unterschied, sondern es sind fließende Übergänge möglich
(q "Zielgrößen" und p-q "Kovariable", vgl. z.B. RAO, 1966).
Anhand von zwei einfachen Beispielen soll dargelegt werden,
in welcher Weise durch den Einbezug einer Kovariablen bzw.
durch multivariate Auswertung ein Informationsgewinn er-
zielt werden kann.
2. Die Kovarianzanalyse
In Abbildung 1 ist der einfachste Fall eines Versuchsresul-
tates dargestellt, an welchem der Informationsgewinn auf-
grund einer Kovarianzanalyse aufgezeigt werden kann.
Gegeben sind zwei Stichproben von Versuchseinheiten, welche
zwei verschiedenen Behandlungen unterworfen waren. Der Ver-
fahrenseinfluß soll anhand der Reaktion der Zielgröße y
beurteilt und geschätzt werden. Betrachtet man nur die Meß-
ergebnisse der Zielgröße y, so läßt sich der Verfahrensein-
fluß durch die Differenz der beiden Stichprobenmittelwerte
schätzen und aus der Varianz innerhalb der Stichproben der
Standardfehler dieser Differenz berechnen.
Berücksichtigt man neben der Zielgröße noch die Werte eines
weiteren Merkmales, welches mit der Zielgröße korreliert
ist, so kann man aus der gleichzeitigen Auswertung beider
Merkmale zusätzliche Information über den Verfahrenseinfluß
gewinnen. Daneben ergibt sich u.U. ein Gewinn an Präzision
für die Schätzung des Verfahrenseinflusses.
Da ein Teil der Variabilität der Zielgröße auf den Einfluß
der Kovariablen zurückzuführen ist, kann dieser Teil der
Varianz rechnerisch eliminiert und damit der Versuchsfehler
verkleinert werden.
Rechnerisch läßt sich ermitteln, wie groß der Verfahrens-
unterschied der Zielgröße im Mittel ausfallen würde, wenn
alle Versuchseinheiten denselben Wert der Kovariablen auf-
weisen würden (bereinigter Verfahrenseinfluß). Dabei muß
vom.Versuchsansteller sorgfältig überlegt werden, ob eine
solche Bereinigung der Verfahrenseinflüsse sinnvoll und
von der Fragestellung her zu begründen ist, oder ob eine
sinnvolle Interpretation nur für die unbereinigten Verfah-
renseinflüsse möglich ist. Trotzdem kann auch im letzteren
Fall eine Kovarianzanalyse zu vertieften Einsichten führen.
Bezüglich des Verhaltens der Kovariablen sind verschiedene
Fälle zu unterscheiden:
i) Sind die Mittelwerte der Kovariablen in beiden Stich-
proben gleich oder annähernd gleich, so sind unbe-
Abb. 1: Kovarianzanalyse. Unbereinigte und bereinigte
Verfahrensdifferenz unterscheiden sich je nach
der Größe der Differenz zwischen den Mittel-
werten der Kovariablen. Es muß in jedem Fall
aufgrund der Fragestellung entschieden werden,
wie ein solcher Unterschied zu interpretieren
ist und welche der beiden Differenzen für die
Problemstellung von Bedeutung ist.
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Kovariable
reinigter und bereinigter Verfahrensunterschied eben-
falls gleich bzw. annähernd gleicrn Der Vorteil der
Kovarianzanalyse liegt in der Reduktion des Versuchs-
fehlers und damit in einem Schärfegewinn der Prüfver-
fahren (vgl. z.B. BANOROFT, 1968; Abb. 1a).
ii) Besteht ein Unterschied zwischen den Mittelwerten der
Kovariablen, so ergibt sich eineIDifferenz zwischen
unbereinigtem.und bereinigtem Verfahrenseffekt, wel-
cher proportional zur Differenz zwischen den Mittel-
werten der Kovariablen zunimmt. Bei der Interpretation
der Versuchsergebnisse muß die Frage geprüft werden,
ob dieser Unterschied auf einen Verfahrenseinfluß zu-
rückzuführen ist, oder ob er sich lediglich durch die
Auswahl und Zuteilung der Versuchseinheiten zu den
Verfahrensgruppen ergeben hat. Ist ein Einfluß der
Verfahren auf die Ausprägung der Kovariablen ausge-
schlossen (die Beantwortung dieser Frage sollte nicht
nur eine Sache von Signifikanztests sein, sondern
evtl. auch von sachlogischen Argunenten und/oder Vor-
kenntnissen abhängen), so erscheint eine Bereinigung
des Verfahrensunterschieds sinnvoll (vgl. Abb. 1b).
iii) Lassen die Daten den Schluß zu, bzw. ist diese Tat-
sache aus Vorversuchen bekannt, daß die Verfahren
nicht nur die Zielgröße, sondern auch die Kovariable
beeinflussen (wobei durch geeignete Maßnahmen bei der
Zuteilung der Versuchseinheiten zu den Versuchsgruppen
sicherzustellen ist, daß solche Unterschiede nicht nur
vorgetäuscht oder umgekehrt evtl. auch verwischt wer-
den können), so müssen die Versuchsergebnisse je nach
der Fragestellung unterschiedlich.interpretiert werden.
Ist der Verfahrenseinfluß auf die Kovariable nur ein
unerwünschter, aber unvermeidbarer Nebeneffekt, so
liefert der bereinigte Verfahrenseffekt die gewünschte
Aussage über den Einfluß der Verfahren auf die Ziel-
größe, wenn die Kovariable nicht beeinflußt würde bzw.
wenn sich dieser Einfluß vermeiden ließe. Je nach
Sachlage kann der bereinigte Verfahrenseinfluß kleiner
oder größer als der unbereinigte ausfallen, vgl. dazu
Abb. 1c und 1d.
Steht jedoch der Einfluß auf die Zielgröße im Vorder-
grund der Untersuchung, und ist der Einfluß auf die
Kovariable von untergeordneter Bedeutung, so ist u.U.
der unbereinigte Verfahrenseffekt der Fragestellung
eher adäquat. Die Kovarianzanalyse erlaubt hier jedoch
zusätzliche Aussagen darüber, ob z.B. ein Verfahrens-
unterschied der Zielgröße ausschließlich über eine
Beeinflussung der Kovariablen zustande kommt (Abb. 1c),
oder ob z.B. eine gegensinnige Beeinflussung von Ziel-
größe und Kovariable auftritt (Abb. 1d).
Kovarianzanalysen können mit mehr als zwei Versuchsgruppen
durchgeführt werden und sind für sämtliche Arten von Ver-
suchsplänen anwendbar. Ebenso besteht die Möglichkeit,
mehr als eine Kovariable in die Auswertung einzubeziehen.
Ausführliche Darstellungen der Rechenoperationen finden
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Abb. 2: Multivariater Mittelwertvergleich. Nur die
multivariate Analyse vermag zwischen der in
2, und b. dargestellten Situation zu differen-
zieren._Die univariaten Mittelwertvergleiche
für die Variablen yl und y2 ergeben in beiden
Fällen das gleiche Resultat.
sich in vielen Lehrbüchern (RASCH et al. 1973, SNEDECOR
and COCHAN 1968, BANCROFT 1968, OSTLE 1960) und in Zeit-
schriften (Biometrics, September 1957).
3. Die multivariate Auswertung
Besteht die Zielgröße aus p gleichwertigen Variablen
yi = (y1i,...,ypi)', so könnte jede Variable einzeln aus-
gewertet und für jede Variable getrennt Schlußfolgerungen
gezogen werden. Bei diesem Vorgehen verzichtet man jedoch
auf wesentliche Information, welche bei einer gleichzeitigen
gemeinsamen Auswertung aller Variablen zusätzlich gewonnen
werden kann.
Das in Abbildung 2 dargestellte Beispiel soll diesen Sach-
verhalt illustrieren. Betrachtet man die beiden Variablen
yl und y2 der beiden Stichproben einzeln, so kann aufgrund
der beobachteten Mittelwertsdifferenz und der Stichproben-
varianzen die Nullhypothese nicht verworfen werden, daß
die beiden Stichproben aus Grundgesamtheiten mit identischen
Mittelwerten stammen, und zwar sowohl für Merkmal 1 wie für
Merkmal 2. Betrachtet man jedoch beide Merkmale gleichzeitig
und berücksichtigt dadurch die Korrelation zwischen den bei-
den Merkmalen, so können sich trotz gleicher Randverteilungen
ganz unterschiedliche Verhältnisse ergeben:
a) Die beiden Merkmale sind stark miteinander korreliert.
Die Beobachtungen der beiden Stichproben sind scharf
voneinander getrennt und mittels einer geeignet berech-
neten Prüfgröße kann die Nullhypothese, daß beide Stich-
proben aus identischen Grundgesamtheiten stammen, ver-
worfen werden.
b) Die Korrelation zwischen den beiden Merkmalen ist sehr
Multivariate Analyseverfahren sind praktisch für alle Daten-
strukturen beschrieben, für welche auch univariate Verfahren
existieren. Für Einzelheiten sei auf die umfangreiche Lite-
ratur verwiesen (AHRENS und LÄUTER 1970, MORRISON 1967,
SEAL 1960, RAO 1966, JÖRESKOG 1973, Biometrics, March 1972).
Eine Reihe von interessanten Anwendungebeispielen hat
KREUTER (1975) zusammengestellt.
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gering; die beiden Stichproben können durchaus aus einer Anschrift des Verfassers:
einzigen Grundgesamtheit stamen.
Ohne Durchführung einer multivariaten Auswertung, d.h. nur
aufgrund der einzeln analysierten Merkmale, wäre eine Unter-
scheidung dieser beiden Sachverhalte nicht möglich.
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Programminformationen
ONEWAY: An integrated parametric/nonparametric analysis
of variance program package
Von R. Langeheine
Summary
Recent information on program libraries and data analysis systems does reveal that existing programs for single
factor analysis of variance are not very flexible. An integrated parametric/nonparametric program package
covering 8 different approaches is presented therefore.
Zusammenfassung
Neuere Information über Programmbibliotheken und Datenanalysesysteme zeigt, daß verfügbare Programme für ein-
fache Varianzanalysen nicht besonders flexibel sind. Es wird daher ein integriertes parametrisches/nicht-
parametrisches Programmpaket vorgestellt, das 8 verschiedene Ansätze ermöglicht.
Generally speaking, one may appreciate the fact that
multivariate data analysis is growing steady. As has been
pointed out by ERTEL (1965), univariate treatment of data
may lead to the following shortcomings:
(1) Neglecting one or more aspects of the phenomenon
that are as necessary as the aspect under considera-
tion (one cannot give a correct picture of a multi-
colored reality by one color only).
(2) Error in defining a chosen aspect that in fact is
a mixed aspect having portions of two independent
aspects (cf. color orange). -
Nevertheless, there will be a lot of problems which may
be adequately analyzed by a univariate approach, e.g.,
the family' of univariate analysis of variance designs.
In this paper a program package developed for single fac-
tor analysis of variance designs is presented that is
flexible concerning
(1) the number of sanples (2 or k),
(2) independent and dependent samples, and
(3) parametric and nonparametric tests.
In fact, recent information on program libraries and
data analysis systems (BONGARTZ et al. 1975, NIE et al.
1975) reveals, that certain program systems either do
not allow certain analyses at all (e.g., SPSS: there is
no possibility to perform.nonparametric analogues of the
t-test or analysis of variance), or that in most of the
other cases separate analyses have to be performed with
the one set of data, running a parametric program.version
first and a nonparametric finally. These shortcomings
will be overcome by the package at hand, the capabilities
of which may be seen from Table 1.
Table 1: Summary of procedures incorporated into ONEWAY
2-sample case k-sample case
Independent samples Dependent samples
§
Independent samples Dependent samples
§
Parametric t-test t-test
correl. observ.
Analysis of variance Analysis of variance
repeat. meas. design
Nonparametric Mann-Whitney-test Wilcoxon-test Kruskal-Wallis-test Friedman-test
§ unequal group size possible
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Description
The structural model being basic to all of the parametric
tests is the model I = fixed effects model (cf. HAYS 1973,
WINER 1970). The null hypothesis tested is: HO:μ1=μ2
...=μk, (alternative hypothesis: H1:μ1†μ2...†μk), i.e.,
all tests performed are two-tailed. Assumptions underly-
ing this model (more accurately, the F-test) are three-
fold:
(1) Data gathered should be measured on at least an in-
terval scale. The researcher will be the one to de-
cide, whether this assumption is met. No program can
do this.
(2) Within each group/treatment data should be normally
distributed. Whether this assumption is legitimate
concerning one's specific data is still another
question (cf. GUTJAHR 1968, LYKKEN 1968, RENN 1975).
So far no tests for skewness, kurtosis and irregu-
larities of the distribution are provided by the
program. Both, the chi-square for best fitting (cf.
GUILFORD & FRUCHTER 1973) as well as the Kolmogorov-
smirnev-teet (ef. IBM ssP 1970, KREYSZIG 1973) may
be reasonably applied only with large samples, which
will not be available in most cases. A promising
alternative may be seen in the Shapiro-Wilk W-test
(SHAPIRO & WILK 1965, SHAPIRO et al. 1968), which
is intended to be incorporated into a future version
of the program, Someone having large samples may
check normality assumptions via another program of the
author (LANGEHEINE 1975 a,b).
(3) Population variances or error variances, respective-
ly, should be equal for all groups/treatments. The
Bartlett-test for homogeneity of variances (cf. WINER
1970, HOFSTÄTTER & WENDT 1967) Will be performed to
check whether this assumption is met.
It has been stressed, however, by different authors
(000LEY 8 LOHNEs 1975, HAYS 1973, wlNER 1970), :nat neder-
ate departures from these assumptions do not seriously
affect the accuracy of decisions arrived at by the F- or
t-test. "ANOVA has the reputation of being robust", as
MEREDITH et al. (1970) put it. If, on the other hand, the
researcher seriously questions these assumtions for his
particular data, the only alternative is in the use of
nonparametric procedures (cf. LIENERT 1973, SIEGEL 1956),
the advantages of which have been summarized by RENN
(1975): (a) No assumtions are necessary concerning nor-
mal distribution, (b) these procedures may be applied
with even very small samples, and (c) measurement on an
ordinal scale is sufficient, i.e., these procedures nor-
mally are more adequate for data gathered in the social
sciences. The one disadvantage may be seen in the lower
power of these procedures as compared with parametric
ones. This counterargument becomes nearly insignificant,
however. For, if all assumptions are met, one would ana-
lyze parametrically and not throw away information. If,
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on the other hand, assumptions are violated seriously,
it is useless to speculate about the power of parametric
tests (cf. RENN 1975).
Whatever the design may look like, the following steps
will be performed by the ONEWAY program:
(1) Computation of mean and variarpe for each group/
treatment.
(2) Check for homogeneity of variances by Bartlett's
test.
(3) Parametric test.
(3.1) Analysis of variance - k samples.
(a) Independent samles, or,
(b) dependent samples, i.e., repeated measurement
design.
(3.2) t-test - 2 samles.
(a) Independent sanples, or,
(b) dependent samples, i.e., correlated obser-
vations.
Actually, an analysis of variance F-test is per-
formed, which is equivalent to the t-test if two
samples are considered (in fact, F is t-distribu-
ted when the numerator has df=1, i.e., F1 dfg =
2 .9
t df2)'
(0) Omega-square (cf. HAYS 1973). Very often results
of the F- or t-test turn out to be highly signifi-
cant. Nevertheless, the strength of association
between independent and dependent variables repre-
sented by a significant finding may be quite low.
Omega-square, therefore, provides a useful help in
interpretating one's results. Notice, that omega-
square is set to zero, if the computed value turns
out to be negative. The reader is furthermore re-
ferred to the respective chapters in HAYS (1973).
(5) A posteriori tests for all pairs of means. Usually,
the researcher is not only interested in whether
there is a significant overall main effect but also
wants to get some information on which groups differ
significantly from each other. There are quite a lot
of possibilities to perform a posteriori tests in
the k-samle case (cf. WINER 1970). The one used
here is the Scheffê-test which is not only stricter
than all the others in being more conservative with
respect to type I error but also exact, even for
unequal group sizes.
(6) Nonparametric analogues of parametric tests.
However the results of a parametric test may turn
out, at any rate a nonparametric analogue will
follow the parametric analysis.
(6.1) k-samle case.
(a) Independent sanples: Kruskal-Wallis-test, or,
(b) dependent samples: Friedman-test.
(6.2) 2-sample case.
(a) Independent samles: Mann-Whitney-test, or,
(b) dependent samles: Wilcoxon-test.
Finally, as far as possible, exact probabilities associ-
ated with the respective statistics are given.
Input
Normal input is by cards. The program may be easily modi-
fied, however, to process input from other media, e.g.,
disk or tape.
Programing language, capacity and running time
The program has been written in FORTRAN-IV, so to make it
easily adaptable to other systems having a standard
FORTRAN-IV compiler. All functions/subroutines called are
provided. Current capacity is set to max. 10 groups/treat-
ments having max. 100 persons each. Redimensioning may be
easily' arranged due to dynanüc subroutine dimensioning.
As to running time, the program seems to be quite fast.
So far, however, the author did not run a data set re-
quiring maximum.dimensioning. The program did work suf-
ficiently on both 26 sets of test data as well as about
50 sets of empirical data, irrespective of whether execu-
ted on a PDP-10 or Telefunken TR000, the latter being
about comparable to IBM 360/65.
Availability
Rolf Langeheine, Institut für Soziologie, Christian-
Albrechts-Universität, Olshausenstr. 00-60,
D 2300 Kiel 1 (West Germany).
A detailed documentation concerning input, dimensioning,
logical units, and functions/subroutines called is given
in the coment of the program. Copies can be loaded on
magnetic tape or DEC-tape. The cost is $ 30.
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Simulation multivariater Stichproben in FORTRAN
Von R. Baptist
Zusammenfassung
Es wird gezeigt, wie multivariate, normalverteilte Stichproben aus Pseudozufallszahlen erstellt werden können.
Ein Programm in FORTRAN ist als Primärprogrammliste wiedergegeben.
Summary
It is described how to derive multivariate, normally distributed samples from pseudo-random numbers.
A program in FORTRAN is given as a source list.
Einleitung Zu diesen Werten gelangt man, indem zunächst Beobachtungs-
Die stochastische Simulation ist zu einem wichtigen Hilfs- Vektoren generiert Weroen› für die die Nottelwerte den Er_
nüttel in vielen Wissenschaften, bei praktischen Entschei- Wertungewert null» die Varianzen den Erwartungswert eins
dungsprozessen und in der Lehre geworden. Theoretische Ab- uno die Korrelationen die Erwertungswerte der Matrix C
leitungen können mit ihrer Hilfe empirisch überprüft Wer_ haben. Sind diese Beobachtungen mit vi, bezeichnet, so er-
den, das Durchspielen von Modellen vertieft den Einblick gibt Sion Xij ouron Treneformieren:
in Zusammenhänge und kann zu neuen Hypothesen Anlaß geben. Xij = vij O5 + μj (j = 1,___,k ung_ 1 = 1,___,n)(1)
Die für diese Zwecke von den Computerherstellern angebote-
ne Software ist zumeist nur ein einfacher Pseudozufalls- Der i`te Beooeontungsvektor Vi1›"'>Vik ergibt Sion aus
zahlengenerator. Die Simulation von Beobachtungsvektoren k einneitenormelverteílten› uneonängigen PeeuooZufellsZan`
mit beliebig vielen Variablen, welche untereinander in len Zij Wie folgt:
charakteristischer Weise korreliert sind, erfordert eine vil = Zi,
Nenipulation der Pseudozufallszahlen. Hierfür mögen bereits
- - . - ~ V12 = b21 V11 + b22 Z12Programs entwickelt worden sein, jedoch scheint es keine
publizierte, allgemein zugängliche Programmbeschreibung V13 : o31 V11 + b32 V12 + b33 213
zu geben [f]. _
Eine multivariate, normalverteilte Grundgesanmheit mit Oder allgemein,
k Variablen ist durch die folgenden Parameter beschrieben.
V11 Z Z11
Nüttelwerte: j_i
P 2 (“1°“2>"'°“l<) Via' _ mii bim Vim + bij zii' (2)
Standardabweichungen: (i = 1,...,n; j = 2,...,k)
S Z (o1”O2°"'°Uk) Die Koeffizienten bjm sind standardisierte partielle Re-
Kerrelationen Zwischen den Variablen, gressionskoeffizienten für die multiple Abhängigkeit der
._ __ Variablen j = 2,...,k von den Variablen, deren Index
... P . . . . . .1 D12 ik kleiner als j ist. Der Koeffizient bjj errechnet sich aus
_ dem Bestimmtheitsmaß (Re) für diese Abhängigkeit:C - D21 1 ... 02k j
_ . 0.. ei/1-R?~ - .ia J
p p ...
__k1 ke 1 _, Man erhält diese.Koeffizienten also aus einem multiplen
Eine Stichprobe von Beobachtungsvektoren aus einer sol- Regpessionsansatz mit j _ 1 NOrmalgleiChungen` Die linken
chen Grundgesamtheit habe den Umfang n. Eine Datenmatrix Seiten des Gleichungssystems werden durch die j _ 1 ersten
hat dann folgenden Aufbau, Spalten und Zeilen der Matrix C repräsentiert, und den
rechten Seiten entsprechen die ersten j - 1 Elemente der
X11 X12 Xík Spalte j'in Matrix C.
X21 X22 X2l<
Fortranprogramm
Das Generieren von multivariaten Stichproben wurde in
xml Xn2 Xnk FORTRAN programmiert. Der in Abb. 1 dargestellte Progranmr
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ausschnitt zeigt nur die für das Generieren eines Beob-
achtungsvektors nötigen Schritte. Für ein ablauffähiges
Hauptprogramm sind praktisch nur zusätzliche Ein-Ausgabe-
anweisungen erforderlich, für eine Subroutine müßten ent-
sprechende Ein- und Rücksprungsanweisungen und eine For-
malparameterliste zugefügt werden. Dem Program sind die
Parameter der Grundgesamtheit vorzugeben, nämlich die An-
eindimensionalen Feld spalten- bzw. zeilenweise gespei-
chert. Auf die Möglichkeit, bei der Eingabe die Zahl der
Korrelationskoeffizienten wegen der Symmetrie der Matrix
auf (k-1)k/2 zu beschränken, sei hier nur hingewiesen.
Zunächst berechnet das Programm anhand der Korrelations-
matrix die Koeffizienten bjm und bjj der Gleichung (2).
Für die hierbei notwendig werdende Matrixinversion und
zahl der Variablen (3_1), die Mittelwerte, Standardabwei- -multiplikation werden übliche Unterprogramme herangezogen
chungen, Korrelationen und ein Anfangswert für den Zufalls- [?]. Danach erfolgt das eigentliche "Stichprobenziehen".
zahlengenerator. Die Korrelationsmatrix C ist in einem Aus den mit dem Unterprogram N01 erzeugten einheits-
(¬C5f3('1f'3(Üf7C'1(`$(5('5f3(`.
f_¬J(¬('3(')
C
C
C
f'$f1C'1f1('if'1
C
C
C
C
normalverteilten
šfPRocrAmwrfscu@;1wt«c fwaμ ııf f¿z¿unrmt wuL†1vAPIA1Ev s†ıcnPRoaeN. š 1¿BbmÜ%i%¶1
1-~.ı.»--.›~_--.-...-__.---....-.<.._...±.-._-«_-_¬-__q~¬_
NVÄRZ .fi?~«ZMfL fitfšı \ı'›5\*7I/i.i'íL'.'ı`..
WWW! FtLP REF ÄVßR PbPULP†IÜN$VITT§LHEPTE
SIGMÃZ FFLD hf“ HV3f STANPALDßFwtICHUNCEN
CWC FFLD [19 NVAÜ*hVüR YUFFFLÄTIONFN
IX: INI†íRLwYRT FU?? CFL ZUFALLSZßHLEhGEHERATOF
7 f rV2 GLSUCHTKF ÜEÜFÄCHTURCSVEKTJR
AKTUELLF wF¿T* vÀw Àv¿f,P“w,SIfwA,cM UND lx Finn u&%&P E1wsAeE,COMMONBE-
REICH JLEP ÄPGu¿?nTFHLIS†§ FULGEMDFM PR0ßQAvfnuSSCHNI†1 v0RZuGFBFN.
ıı~±ıııı@ı~›±-ıı¿ıø-__
11311311
-ıı~ø---v--ı-ıaıııı-4-ıı-_-ıı.~›.›ııı-ı›ııı ÜÃÃ-.. uıı-._±±@--ı›ı›±ıııııı›@ı±QıQ -'¦______ ...... ....=*.. Pseudozufallszah-
' * len wird entspre-
chend Gleichung
(2) ein einheits-
normalverteilter
Beobachtungsvektor
erstellt, der dann11111111111111"-__--_-___----Eals roıtcuuı wıucwcınuxßvıuc aııf FUER wßxıvøı S vaeıßsıe. sie KANN  á
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um S 1=
oo S J=1
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'Ö\ı I\f¬L"
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II=YI-1
: Cı
oo 10 J=1,ıI
no in v=1,ıı
I00 2“ K1=?,~vr ';V.
Lf'-(J-1)*'.“\//\P`+ı(
'4=›\/'+1'
13 CMT(*)=LN(L)
DO 11 I=1,II
K=(I-1)*wvAu+11+1
11 RHN(I)=("(Y)
cALL vıNv(cu†,ı1,L,Lı,M†›
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k = 5, ui = 50, oi = 5 und.pij = 0.2, (i = 1,...,5),
(j # i). An l = 5 Stichproben mit n = 2000 wurde gefunden:
Anzahl
(K-1) min max Mittel
Standard-
abweichung
innerh.der
Variablen
Mittelwerte 25 A9,8A 50,28
Standard- 2 M 8
abweichungen 5 ° 5 5'O7
Korrelationen 50 0,16 0,2A
50,050
4,978
0,199
0,119
0,06m
0,020
In einem weiteren Test war k = 3, ui = 100, di = 10 und
gj = 0.9, (i = 1,2,3), (j i i). An l = 20 Stichproben
mit n = 50 wurde gefunden:
Anzahl
(k-1) min max Nüttel
Standard-
abweichung
innerh.der
Variablen
N¿ttelwerte
Standard-
abweichungen
Korrelationen
60
60
60
97,53 103,30
7,20 11,96
0,82 10,95
100,2u0
9,856
0,893
1,553
1,003
0,035
Nachrichten und Berichte
Die generierten Stichproben lagen danüt im Erwartungs-
bereich. Obwohl die Prüfungskriterien erweitert und ver-
schärft werden könnten, läßt sich sagen, daß das Programm
befriedigende Stichproben liefert.
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ZUMA - Zentrum.für Umfragen, Methoden und Analysen
Am 1. Januar 197A hat die Deutsche Forschungsgemeinschaft
(DFG) das Zentrum für Umfragen, Methoden und Analysen
(ZUMA) als eine Hilfseinrichtung mit Sitz in Mannheim ge-
gründet. Nach den Vorstellungen des Senats und des Haupt-
ausschusses der DFG sowie nach der jetzt vorliegenden
Satzung soll ZUMA
1. die sozialwissenschaftliche Forschung an Universitäten
und vergleichbaren Forschungseinrichtungen bei der
Durchführung von Umfragen und verwandten Untersuchungen
unterstützen,
2. sozialwissenschaftliche Untersuchungsansätze und
-instrumente entwickeln und verbessern,
5. unterschiedliche andere Disziplinen bei der Anwendung
sozialwissenschaftlicher Untersuchungsansätze bera-
tend unterstützen.
Bei der Gründung wurde u.a. von folgenden Überlegungen
ausgegangen:
a) Zunächst einmal haben die Entwicklung der empirischen
Sozialwissenschaften auf der einen und die außerordent-
lichen Strukturveränderungen der deutschen Universi-
tät auf der anderen Seite zu einem zunehmenden Ungleich-
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gewicht zwischen Forschungsvoraussetzungen und realen
Forschungsmöglichkeiten geführt.
b) Es zeigte sich immer stärker, daß eine jeweils projekt-
bezogene ad-hoc-Organisation der Forschung die kon-
tinuierliche und systematische Ansammlung von methodo-
logischem und technologischem.Wissen behindert.
c) Schließlich wurde es als problematisch empfunden, daß
die Zusammenarbeit mit den komerziellen Markt- und
Meinungsforschungsinstituten einen wesentlichen Teil
des sozialwissenschaftlichen Datenerhebungsprozesses
der Kontrolle des auftraggebenden Wissenschaftlers mehr
oder weniger vollstädig entzog.
Auf der Grundlage dieser Überlegungen bestimmt sich der
Charakter von ZUMA als Dienstleistungsinstitution und
Träger von methodologischer Grundlagenforschung.
Grundsätzlich stehen die allgemeinen Beratungsleistungen
von ZUMA allen Wissenschaftlern in Hochschulen und wissen-
schaftlichen Forschungsinstituten zur Verfügung. Da diese
Beratung in der Regel einen konkreten Projektbezug auf-
weisen wird, soll die Prioritätensetzung innerhalb der
Nachfrager durch drei hauptsächliche Kriterien vorgenommen
werden.
Zunächst einmal kommt eine Mitarbeit von ZUMA an einem
Projekt grundsätzlich nur dann in Frage, wenn Auftraggeber
und Geldgeber des Projektes eine verbindliche Zusicherung
der Öffentlichkeit und Veröffentlichbarkeit aller Ergeb-
nisse erteilen. Darüberhinaus sollen in der Regel die Daten
in standardisierter Form dem Zentralarchiv in Köln zugäng-
lich gemacht werden.
Ein weiteres Kriterium ist die Art der Nüttelvergabe.
Erste Priorität genießen Vorhaben, deren Projektmittel
nach Durchlauf durch ein wissenschaftliches Begutachtungs-
verfahren vergeben worden sind oder aus den Hochschul-
etats stammen.
Als dritter Gesichtspunkt sollten Satz 2 und 5 des 2. Ab-
satzes (Außerdem ...) unbedingt erhalten bleiben.
Ianüt kann.und soll natürlich für ZUMA keine Generalkom-
petenz beansprucht werden, und es erscheint ohne weiteres
denkbar, daß ZUMA bei einer Reihe von Projekten als Partner
nicht in Frage kommt oder zur Durchführung des Projektes
neues qualifiziertes Personal zu rekrutieren hat. Daher
muß neben den konkreten Dienstleistungen ein wichtiger
Infrastruktureffekt von ZUMA darin bestehen, daß es Wissen-
schaftlern, denen es in ihren Heimatinstitutionen an
Gesprächs- und Informationsmöglichkeiten fehlt, ein offener
und interessierter Zuhörer ist.
Zentrum für Umfragen, Methoden und Analysen
Hilfseinrichtung der Deutschen
Forschungsgemeinschaft
132,1
6800 Mannheim 1
22. Jahrestagung der GMS
5. - 5. Oktober 1977 in Göttingen
Rahmenthema
Informationsverarbeitung in der Medizin
- Wege und Irrwege -
Veranstalter: Prof. Dr.med. C.Th. Ehlers
Lehrstuhl für Med. Dokumentation
und Datenverarbeitung
Universitätsklinikum
Robert-Koch-Str. A0
BAOO Göttingen
SYSTEMS 77
17. - 21. Oktober 1977 in München
Veranstalter: Kongreßbüro SYSTEMS 77
Kongreßzentrum München - Messegelände
Theresienhöhe 15
8000 München 2
Workshop 7
"Simulationsmethoden in der Medizin und Biologie"
29. September bis 1. Oktober 1977
Med. Hochschule Hannover
T99I1191:l§.1:9i§9 =
Simulationsverfahren - Methodik
Simulation biologischer, ökologischer,
sozialer und ökonomischer Systeme
Anwendungen
Vortragsanmeldungen bis 51. 5. 77
Veranstalter: Abtl. für Biometrie und Abtl. für Bio-
medizinische Technik,
Medizinische Hochschule Hannover
Postfach 610 180
3000 Hannover 61
NAG Library Reaches New Level of Technical Excellence
The NAG Library, a library of numerical algorithms pro-
duced by Numerical Algorithms Group Ltd with the support
of university and government research workers in the UK,
has reached a current total of 51 different implementa-
tions for 16 computer ranges. These include machines from
Burroughs, CDG, DEC, Honeywell, IBM, ICL, Prime, Siemens,
Telefunken, Univac and Varian. A new, Mark 5, version of
the NAG Library has been issued, to a higher standard of
portability, containing more than 500 routines in both
Fortran and Algol 60 computer languages for a number of
different compilers.
Later this year NAG will issue the first 1A0 routines of
the Library in Algol 68, and expects within the next two
years to make the comlete library available in this
language.
NAG claims that the technical excellence of the Library
is now "better than ever". The Mark 5 version is more ro-
bust in performance, more accurate in computation and
faster in execution than the Mark A version.
The Library is already being used comercially by A3 sites
in the United Kingdom and overseas. These include in-
dustrial organisations and government laboratories, poly-
technics and overseas universities. This is in addition
in all the UK universities, who are using the NAG Library
on a total of 67 university sites.
The present high standard of the Library is due not only
to the quality of the software but also to the consider-
able contribution made by some of the world's top numeri-
cal analysts. As a result the NAG Library is now acknowl-
edged to be one of the best two in the world. Several
computer manufacturaßshave discontinued production of
their own numerical algorithm library routines, as not
being of sufficiently good quality compared with the NAG
Library.
For further information please contact:
NAG Central Office
7 Banbury Road
Oxford OX2 6NN
United Kingdom
Tel.f (0865) 511295
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Buchbesprechungen
BERGER, J. at a1. (Ed.)
Mathematical Models in Medicine
Workshop, Mainz, March 1976
Lecture Notes in Biomathematics, Vol. 11
1976, 281 S., DM 28.-
Springer-Verlag, Berlin-Heidelberg-New York
Dieser Band enthält die Hauptvorträge sowie die wesent-
lichen Diskussionsbeiträge einer Arbeitstagung über
Mathematische Modelle in der Medizin„ Dabei sind ins-
besondere solche Beiträge ausgewählt worden, bei denen
konkrete Anwendungen der mathematischen Modelle existieren
Von hier aus ist auch die Beschränkung auf drei Problem-
kreisc zu verstehen. Behandelt wurden: Epidemiologie,
Zellenmodelle und Pharmakinetik.
Es ist erfreulich, daß durch diese Veröffentlichung die
Referate dieser Tagung einem größeren Leserkreis zu-
gänglich gemacht wurden. Ge.
HÜÀHEER,HIL(HßgJ
Computergestützte Unternehmensplanung
Fachberichte und Referate Vol. 1
1977, U95 S. DM 46~-
SRA, Stuttgart
Der vorliegende Band enthält die Referate eines Wirt-
schaftsinformatik-Symposiums der IBM vom Oktober 1976.
Von den verschiedensten Seiten wird hier der momentane
Stand der Einsatzmöglichkeiten des Computers für Planungs-
aufgaben dargestellt. Dabei werden u.a. der Aufbau von
Modellen, der Einsatz von Simulationstechniken und der
Zugriff auf Daten von Datenbanken sehr eingehend behandelt
Zusammen mit den jeweils angegebenen Literaturhinweisen
erhält der Leser einen umfassenden Überblick.
Ge.
HACKL, 0.
Schaltwerk- und Automatentheorie II'
Sammlung Göschen Bd. 7011
1973, 152 S., DM 1A.80
W. de Gruyter & Co., Berlin
In der "Informatik"-Reihe der Sammlung Göschen werden in
den zwei Bänden über Schaltwerk- und Automatentheorie
Verfahren und Methoden untersucht, die zur Beschreibung
komplexer Systeme Verwendung finden.
Im vorliegenden zweiten Band werden zunächst asynchrone
Schaltwerke zur Auswahl einer Zustandskodierung beschrie-
ben. Die abschließende Darstellung komplexer Systeme
reicht bis zur Behandlung der Mikroprogrammierung.
Ge.
VAN E0M0ND, J. (Ed.)
Information Systems for Patient Care
Proceedings of the IFIP Working Conference on Informa-
tion Systems for Patient Care Review, Analysis and
Evaluation.
1976, M79 s. Us $ A2,50 /Dfı. 110.00
North-Holland Publishing Company, Amsterdam - New York
Die wachsende Zahl von Entwicklungen von Informations-
systemen im Gesundheitswesen haben die TCA-Gruppe der
IFIP veranlaßt, eine Tagung zu organisieren, bei der
Experten über Erfahrungen und Planungen berichtet haben.
Die vorliegenden Proceedings enthalten neben den einge-
ladenen Referaten die wichtigsten Thesen der Diskussionen.
Sie geben damit einen Überblick über den Stand der
Arbeiten in diesem Teilgebiet. '
Ge.
DITTMANN, E.-L.
Datenunabhängigkeit beim Entwurf von Datenbanksystemen
1977, 2A0 S., DM A6.-
S. Toeche-Mittler Verlag, Darmstadt
Datenbanken werden immer mehr in der Praxis eingesetzt.
Um auch Nichtprogrammierer für die Benutzung von Daten-
banksystemen zu gewinnen, muß die Architektur solcher
Systeme die Anwender von allen unnötigen Kenntnissen
über die Daten und ihre Speicherung befreien. Diese
Forderung wird als Datenunabhängigkeit bezeichnet. Aus-
gehend von dieser Forderung werden vorhandene Datenbank-
systeme verglichen und das Modell eines datenunabhängigen
Datenbanksysteme entwickelt. '
Ge.
TYSON, J.J.
The,Belousou-Zhabotinskii,Reaction
Lecture Notes in Biomathematics Vol. 10
1976, 128 S., DM 18.-
Springer Verlag, Berlin-Heidelberg-New York
In zunehmendem Maße sind Biologen und Biochemiker
speziell an Oszillationen bei chemischen Reaktionen
interessiert. Für die Mathematiker ergibt sich hier
ein neues Anwendungsfeld für die modernen Methoden
der Lösung von Differentialgleichungen. - In der
vorliegenden Monographie werden vorrangig die mathe-
matischen Aspekte dieses Problemkreises behandelt.
1 Ge.
KLOSE, Fr.
,Prozeßdatenverarbeitung
- Anwendungen -
1977, 219 S., DM A9.-
Verlagsges. R. Müller, Köln
Die Abgrenzung zwischen Mini- oder Nhkrocomputern,
Prozeßrechnern und EDV-Anlagen wird immer schwieriger.
Dennoch ist z.Zt. allein von den Anwendungen her das
Einsatzgebiet der Prozeßrechner noch relativ klar
definiert.
Das vorliegende Buch gibt eine gute Einführung in diese
Materie. Insbesondere wird eine große Anzahl von Anwen-
dungsbeispielen behandelt, die manche Anregung vermit-
teln können. Ge
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