Abstract. This paper studies the convergence of numerical quadratures of singular integrands. The singularities are ignored in the sense that whenever a singularity occurs the integrand is redefined to be zero. Several convergence theorems are proved under the assumption that the integrand can be dominated near each singularity by a monotone, integrable function.
Introduction.
The primary purpose of this paper is to develop and analyze some practical numerical methods for handling weakly singular quadrature, that is, for ///(0 dt where / is Lebesgue integrable on / (so-called "improper integrals"). We also extend this development and analysis to the case where some derivative of / is Lebesgue integrable and has finitely many unbounded points on /. We shall be particularly interested in obtaining "best" possible order estimates for compound quadratures.
It is known (although possibly not well known) that Peano's theorem can be applied to analyze the error in "low continuity" numerical quadrature, for example, $T0t1/2dt approximated by the trapezoidal rule:
Let h > 0, Nh = T, E(T) = error. Then \e(t)\ è ly* \rl/2\Q dtYy* i*«)!'*}1". One could proceed further and analyze the constant k(q) = (p+ iy1/p{2/(2-q)\x/\ subject to \/p + \/q = 1,1 ^ q < 2. One can conclude (by very tedious manipulations) that k(q), for 1 ^ q < 2, takes on its minimum at q = 1. In this case, k(l) = 2. Hence, the minimum estimate on \E(T)\ by this application of the Holder inequality to Peano's theorem is
\E(T)\ g (Vm/2 (h = T/N).
Although this estimate is optimal (in the above sense), it is overly pessimistic, because one can show that E{T) = 6(h3/2). This can be seen in Example 2 in Section 3 below. Indeed, with a little extra care, one can sharpen the result in Example 2 to show that
| ^ h~3/2E(T) ^ è + tV (h = T/N).
This then clearly demonstrates that applying the Holder inequality to Peano's theorem may possibly yield substantially less information than is desirable. In Section 2, we shall show how Peano's theorem and the Holder inequality can be applied in general to singular quadrature questions. In particular, we generalize the first type of analysis presented above for fT0tl/2dt where E(T) = 6(h). In Section 3, we shall refine our analysis to obtain better information. In particular, we generalize the second type of analysis alluded to above for the case JT0t1/2dt where E(T) = 6(h3/2).
The drawbacks for the usual HöTder-Peano approach become even more exaggerated for jT0f1/2dt where the integrand itself has a weak singularity. Since the hypothesis of Peano's theorem requires absolute continuity and since /(/) = t~1/2 is not even continuous at zero, Peano's theorem cannot be applied directly. In Section 4, we show how this situation can be remedied. We propose a simple modification of the usual compound quadrature rule which we call the method of "avoiding the singularity." We then establish general error bounds along with convergence rates for this numerical quadrature of weakly singular integrands.
The use of Peano's theorem to obtain error estimates for quadrature of functions with low continuity is known. For example, Stroud [2] has recently studied certain aspects of this method. Numerical quadrature of singular functions has also been studied. Davis and Rabinowitz [3] establish various convergence theorems with interesting lim inf results which were extended by Rabinowitz [4] . Gautschi [5] applied some of the work of Rabinowitz and obtained convergence theorems for two quadratures of interpolatory type. In none of these papers are error bounds explicitly given, although, for example, the proofs in [2] may be used to obtain certain estimates (see [2, line (3.7)], and the proof of Theorem 3). All of these results require that the integrand be monotone in a neighborhood of the singularity. Fox [6] gives some error bounds for singular quadratures. His work is very special and does not seem to generalize.
The main results of this paper predict rather slow convergence rates for weakly singular numerical quadratures. Various numerical experiments verify these predictions. Moreover, there may be no advantage in using a better rule (e.g. Simpson rather than trapezoid); see [7, p. 77 ] for a striking example of this. If one knows enough about the integrand, it may be possible to change variables or otherwise to eliminate the singularity; see for example [7, pp. 72-73] or [8, pp. 346-352] . In other cases, one might wish to use special numerical quadrature methods which are specifically designed for particular singular integrands. Two examples of such methods are given in Atkinson [9, Sections 2.1 and 2.2] and Schweikert [10] .
In Section 5, we apply our results of the earlier sections to the question of singular quadrature in the convolution case. This work in particular will be used in its full generality by the authors in a sequel paper which studies numerical solution of weakly singular Volterra integral equations of the form
Jo where / and G are smooth but a(t) may be singular at t = 0; (a(i) = f1/2).
Basic Estimates.
Consider an approximate quadrature rule defined on the standard interval, 0 5S t ^ 1: j
Jo
It will always be assumed that the abscissas x, satisfy the inequalities 0 x 0 < Xi < • ■ ■ < Xj ^ 1. In addition, we shall assume some or all of the following hypotheses in the sequel:
(Al)/G C"_1[0, l]wheren ^ 1 is a fixed integer and/<n_1) is absolutely continuous on 0 £ t á 1. For our purposes, the following special case of Peano's theorem will suffice; cf.
[1, P. 14]. In this notation, (3) reads \eu,r)\ g iijr.il, um«.
In general, the calculations of the U norms of K" may be difficult if 1 û p < °°.
Since the number ||ivn||" is easy to obtain numerically, then it may be convenient to use the estimate \\Kn\\p ^ ||-K.||». If this is not sufficient, then it is possible to obtain a universal estimate under the additional hypothesis (A3). For any integer 7Y è 0, let WS(iO denote the set of all functions / which are weakly singular of order v. For example, if 0 < r < 1 and F = 1, then /(f) = log t and g(f) = sin (f *) are in WS(0). In these two cases, a0(t, ft = -log t and a0(t, g) á t~T. In general, /(f) = f'"', 0 < r < 1, is of class WS(iv) so that each class WS(¡>) is not empty. Lemma 1. Ifj G WS(j<), then |/""(í)| á a,(t, f) on the intervalo < t g F. Moreover, a,(t, f) is nonincreasing in t.
Proof. Fix / in WS(j>). The absolute continuity of /<p) implies that f'\t) = f'\T) -f* f'+1\s) ds for any t in the interval 0 < t g F. This formula and (7) imply that |/("(0| g |/("(D| + f' \f'+1\s)\ ds = a,it, ft when 0 < t ^ T.
From (7) it follows that a, is absolutely continuous on e ^ f ^ F and that
Thus, a, is nonincreasing on the interval e ^ f ^ F. Since e > 0 can be made arbitrarily small, the proof is complete. Q.E.D. It is easy to compute a^t) = \fx'2 and l\a.fS) dt = hU2. Therefore, (8) implies that |F*(f1/2)l á A{è + i}A1/2 = |A3/2.
Even less computation is required to see that (9) implies \EN(tU2)\ g Ití"2.
Either result shows that the error is of order 0(A3/2) as A = 1/7V -» 0. The estimates in Section 2 were 0(A).
Theorem 2 above cannot be applied if the integer n in hypothesis (A2) is equal to one but / G WS(¡/) for some integer v g 1. However, such situations are already covered by Corollary 3 above. For example, if the midpoint rule M is applied to /(/) = f1/2, then, by Corollary 3, the error is 0(A1/2). The reverse situation v = 0 and « gt 1 is more complicated. This situation is the topic of the next section. Some computations were recomputed in double precision. The numerical evidence obtained in this way suggests that round-off errors had no effects on the calculations over the full range of values of A. Experiments were made using both the method of "ignoring" the singularity (see [3] ) and the method of "avoiding" the singularity (Section 3 above). "Avoiding" is easier to handle theoretically while "ignoring" was a bit easier to program. Ignoring gives slightly better accuracy for monotone integrands while avoiding may be a bit better for oscillating integrands. for the value a = -\. Simpson's rule was employed with A = 2 * and k = 1(1)15. The constants C(A) in Table 1 were computed by putting the error in the form
These values of C(A) appear to be converging as A -► 0. As a second check on the possible asymptotic form of the error, one can assume that E(h) = CoA" (at least asymptotically). Then p may be calculated using the formulas
(One can also calculate C0 in this manner.) The last column in Table 1 is computed using (17). Table 1 
