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predicting the Young’s Modulus 
of silicate Glasses using High-
throughput Molecular Dynamics 
simulations and Machine Learning
Kai Yang1, Xinyi Xu1, Benjamin Yang1, Brian Cook1, Herbert Ramos1, N. M. Anoop Krishnan2,3, 
Morten M. smedskjaer  4, Christian Hoover5 & Mathieu Bauchy1
the application of machine learning to predict materials’ properties usually requires a large number of 
consistent data for training. However, experimental datasets of high quality are not always available 
or self-consistent. Here, as an alternative route, we combine machine learning with high-throughput 
molecular dynamics simulations to predict the Young’s modulus of silicate glasses. We demonstrate 
that this combined approach offers good and reliable predictions over the entire compositional domain. 
By comparing the performances of select machine learning algorithms, we discuss the nature of the 
balance between accuracy, simplicity, and interpretability in machine learning.
Improving the mechanical properties of glasses is crucial to address major challenges in energy, communications, 
and infrastructure1. In particular, the stiffness of glass (e.g., its Young’s modulus E) plays a critical role in flexible 
substrates and roll-to-roll processing of displays, optical fibres, architectural glazing, ultra-stiff composites, hard 
discs and surgery equipment, or lightweight construction materials1–4. Addressing these challenges requires the 
discovery of new glass compositions featuring tailored mechanical properties5,6.
Although the discovery of new materials with enhanced properties is always a difficult task, glassy materials 
present some unique challenges. First, a glass can be made out of virtually all the elements of the periodic table if 
quenched fast enough from the liquid state7. Second, unlike crystals, glasses are out-of-equilibrium phases and, 
hence, do not have to obey any fixed stoichiometry8. These two unique properties of glass open limitless possibil-
ities for the development of new compositions with enhanced properties—for instance, the total number of pos-
sible glass compositions7 has been estimated to be around 1052! Clearly, only a tiny portion of the compositional 
envelope accessible to glass has been explored thus far.
The design of new glasses for a targeted application can be formulated as an optimization problem, wherein 
the composition needs to be optimized to minimize or maximize a cost function (e.g., the Young’s modulus) 
while satisfying some constraints (e.g., ensuring low cost and processability)9. Although the vast compositional 
envelop accessible to glass opens limitless possibilities for compositional tuning, optimization problems in such 
highly-dimensional spaces are notoriously challenging—which is known as the “curse of dimensionality.” Namely, 
the virtually infinite number of possible glass compositions render largely inefficient traditional discovery meth-
ods based on trial-and-error Edisonian approaches10.
To overcome this challenge, the development of predictive models relating the composition of glasses to their 
engineering properties is required9. Ideally, physics-based models should offer the most robust predictions. In the 
case of glass stiffness, the Makishima–Mackenzie (MM) model may be the most popular predictive model11,12. 
This approach is essentially an additive model, wherein stiffness is expressed as a linear function of the oxide 
concentrations. However, such additive models are intrinsically unable to capture any non-linear compositional 
dependence, as commonly observed for stiffness1,5,13. On the other hand, molecular dynamics (MD) simulations 
offer a powerful method to compute the stiffness of a given glass14,15. However, MD is a brute-force method, that 
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is, it requires (at least) one simulation per glass composition—so that the systematic use of MD to explore the 
large compositional envelop accessible to glass is not a realistic option.
In turn, machine learning (ML) offers an attractive and pragmatic approach to predict glasses’ properties16. 
In contrast with physics-based models, ML-based models are developed by “learning” from existing databases. 
Although the fact that glass composition can be tuned in a continuous fashion renders glass an ideal material for 
ML methods, the application of ML to this material has been rather limited thus far16–20. This partially comes from 
the fact that ML methods critically relies on the existence of “useful” data. To be useful, data must be (i) available 
(i.e., easily accessible), (ii) complete (i.e., with a large range of parameters), (iii) consistent (i.e., obtained with the 
same testing protocol), (iv) accurate (i.e., to avoid “garbage in, garbage out” models), and (v) representative (i.e., 
the dataset needs to provide enough information to train the models). Although some glass property databases 
do exist21, some inconsistencies in the ways glasses are produced or tested among various groups may render 
challenging their direct use as training sets for ML methods—or would require some significant efforts in data 
cleaning and non-biased outlier detection.
To overcome these challenges, we present here a general method wherein high-throughput molecular dynam-
ics simulations are coupled with machine learning methods to predict the relationship between glass composition 
and stiffness. Specifically, we take the example of the ternary calcium aluminosilicate (CAS) glass system—which 
is an archetypical model for alkali-free display glasses22—and focus on the prediction of their Young’s modulus. 
We show that our method offers good and reliable predictions of the Young’s modulus of CAS glasses over the 
entire compositional domain. By comparing the performance of select ML algorithms—polynomial regression 
(PR), LASSO, random forest (RF), and artificial neural network (ANN)—we show that the artificial neural net-
work algorithm offers the highest level of accuracy. Based on these results, we discuss the balance between accu-
racy, complexity, and interpretability offered by each ML method.
Results
Molecular dynamics simulations. MD simulations are first used to generate a series of 231 glasses that 
homogeneously span the CAS compositional ternary domain (see Methods section). The Young’s modulus (E) 
of each glass is then computed by MD. We first focus on the compositional dependence of the Young’s modulus 
values predicted by the MD simulations (see Fig. 1). Overall, we observe the existence of two main trends: (i) E 
tends to increase with increasing Al2O3 concentration and (ii) E tends to increase with increasing CaO concen-
tration. However, we note that the dependence of E on composition is non-systematic and that CaO and Al2O3 
have some coupled effects. For example, we find that E increases as the concentration of CaO increases when 
[Al2O3] = 0 mol%, whereas E decreases with increasing CaO concentration when [Al2O3] >40 mol%. Overall, we 
find that E exhibits a non-linear dependence on composition—so that one likely cannot rely on simple additive 
models to predict Young’s modulus in the CAS system.
Relationship between composition and Young’s modulus. We now discuss the nature of the rela-
tionship between composition and Young’s modulus. In general, the Young’s modulus tends to increase with 
increasing connectivity4. To assess whether this trend is here satisfied (and whether it can be used to predict the 
linkage between composition and E), we compute based on the MD simulations the average coordination number 
<r> of the atoms in the network for each glass composition. As shown in Fig. 2a, we find that <r> increases with 
increasing CaO and Al2O3 concentrations. This arises from that fact that (i) Ca atoms have a large coordination 
number (around 6), while (ii) the addition of Al atoms tends to increase the degree of polymerization of the glass, 
i.e., by converting non-briding oxygen (NBO) into bridging oxygen (BO) atoms (we also note the formation of 
Figure 1. Ternary diagram showing the Young’s modulus values predicted by high-throughput molecular 
dynamics simulations as a function of composition in the CaO–Al2O3–SiO2 glass system. This database consists 
of 231 compositions homogeneously distributed over the entire compositional domain with 5 mol% increments 
in the oxide concentrations. This database is used as a basis to train the machine learning models presented 
herein.
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5- and 6-fold over-coordinated Al species in Al-rich glasses). Overall, we observe that the ternary plot of <r> 
(Fig. 2a) echoes that of E (Fig. 1), which supports the fact that E increases upon increasing network connectivity. 
Nevertheless, as shown in Fig. 2b, we find that, although E and <r> are indeed positively correlated with each 
other, the data points are widely spread and the coefficient of determination R2 only equals 0.623. This indicates 
that the <r> metric alone does not contain enough information to predict E and that other effects are not cap-
tured by simply considering the connectivity of the network—which renders challenging the development of a 
robust physics-based predictive model.
We now assess the ability of the popular Makishima–Mackenzie (MM) model to predict the compositional 
evolution of E11. The MM model relies on an additive relationship, wherein E is expressed as a weighted average of 
the dissociation energies of each oxide constituent. In details, the Young’s modulus E is expressed as:
∑= .
=
E V X G83 6
(1)t i
n
i i
1
where Vt is the overall packing density of the glass, and Xi and Gi are the concentration and volumic dissoci-
ation energy of each oxide constituent i, respectively. Note that the Gi terms are tabulated values, whereas Vt 
depends on the glass composition and is an explicit input to the model (i.e., the knowledge of the compositional 
dependence of Vt is a prerequisite to the MM model). To this end, we compute the packing density Vt of each 
glass based on the MD simulations. Figure 3a shows the ternary diagram of the E values predicted by the MM 
model as a function of composition in the CAS glass system. We observe that the MM model properly predicts 
the increase of E with increasing Al2O3 concentration, but fails to predict the increase in E upon increasing CaO 
concentration. This is due to fact that the dissociation energy terms associated with the CaO and SiO2 oxides 
are close to each other (i.e., 15.5 and 15.4 kcal/cm3, respectively), whereas that of Al2O3 (32 kcal/cm3) is signif-
icantly higher. Overall, we observe that the MM model does not properly predict the non-linear dependence 
Figure 2. (a) Ternary diagram showing the average atomic coordination number computed by high-
throughput molecular dynamics simulations as a function of composition in the CaO–Al2O3–SiO2 glass 
system. (b) Young’s modulus computed by molecular dynamics simulations as a function of the average atomic 
coordination number. The line is a linear fit. The coefficient of determination R2 indicates the degree of linearity.
Figure 3. (a) Ternary diagram showing the Young’s modulus values E predicted by the Makishima-Mackenzie 
(MM) model as a function of composition in the CaO–Al2O3–SiO2 glass system. (b) Comparison between the 
Young’s modulus values predicted by the MM model and computed by molecular dynamics simulations.
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of E on composition. This is not surprising as the MM is essentially an additive model (although some level 
of non-linearity can exist within the Vt term). The MM model also fails to describe any coupling between the 
effects of CaO and Al2O3. Figure 3b shows a comparison between the Young’s modulus values predicted by the 
MM model and computed by MD. Overall, we find that, although the MM model offers a fairly good prediction 
of E, the correlation remains poor (with R2 = 0.556). In addition, we find that the MM model underestimates E, 
especially in the low E region (which corresponds to the technologically important low-Al compositional domain 
wherein glasses exhibit good glass-forming ability). Overall, we note that, although the MM model can be used 
as a rough guide to infer some compositional trends, it cannot be used to accurately predict E in CAS glasses.
polynomial regression. The Young’s modulus values computed by MD then serve as database to infer the 
relationship between glass composition (x, y) and E in the (CaO)x(Al2O3)y(SiO2)1−x−y glass system by ML (see 
Methods section). In the following, we compare the performance of select ML algorithms. To this end, we adopt 
a nested cross-validation procedure, wherein a fraction (25%) of the data points is kept fully unknown to the 
models and is used as a “test set” to a posteriori assess the accuracy of each model, whereas the rest of the data 
(75%) is used as a “training set.” The accuracy of the prediction is assessed by calculating the root-mean-square 
error (RMSE, see Methods section).
We first focus on the outcomes of polynomial regression (PR, see Supplementary Information). Figure 4a 
shows the RMSE offered by polynomial regression for the training and test sets as a function of the maximum 
polynomial degree considered in the model. As expected, we observe that the RMSE of the training set decreases 
upon increasing polynomial degree (i.e., increasing model complexity) and eventually plateaus. This signals that, 
as the model becomes more complex, it can better interpolate the training set. In contrast, we observe a significant 
increase in the RMSE when the polynomial degree is equal to 1 or 2—which indicates that, in this domain, the 
model is underfitted. This confirms again that linear models based on additive relationships are unable to properly 
describe the linkages between composition and Young’s modulus. On the other hand, we observe that the RMSE 
of the test set initially decreases with increasing polynomial degree, shows a minimum for degree 3, and eventu-
ally increases with increasing degree. This demonstrates that the models incorporating some polynomial terms 
that are strictly larger than 3 are overfitted. This arises from the fact that, in the case of high degrees, the model 
starts to fit the noise of the training set rather than the “true” overall trend (see Supplementary Information). This 
exemplifies (i) how the training set allows identifying the minimum level of model complexity that is required 
to avoid underfitting and (ii) how the test set allows us to track the maximum level of model complexity before 
overfitting. Overall, the optimal polynomial degree (here found to be 3) manifests itself by a minimum in the 
RMSE of the test set.
We now focus on assessing the accuracy of the predictions of the best polynomial regression model (i.e., with 
a maximum polynomial degree of 3). Figure 4b shows a comparison between the Young’s modulus predicted by 
the ML model and computed by MD. We find that the R2 factors for the training and test sets are 0.975 and 0.970, 
respectively. This indicates that, even in the case of a simple algorithm like polynomial regression, ML offers a 
good prediction of E based on the simulated results.
LAsso. We now focus on the outcomes of the LASSO algorithm, which aims to reduce the complexity of the 
model by placing an extra weight on the model coefficients (see Methods section). Figure 5a shows the RMSE 
offered by LASSO for the training and test sets as a function of the degree of complexity, −log(λ), of the model. 
In contrast with the outcomes of the polynomial regression, we observe that LASSO does not yield any noticeable 
overfitting at high model complexity—which would manifest itself by an increase in the RMSE of the test set. This 
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Figure 4. (a) Accuracy (as captured by the RMSE value) of the polynomial regression models as a function of 
the maximum polynomial degree considered in each model (see Sec. 2b)—as obtained for the training and test 
set, respectively. The optimal polynomial order is chosen as that for which the RMSE of the test set is minimum. 
(b) Comparison between the Young’s modulus values predicted by polynomial regression (with a degree of 3) 
and computed by molecular dynamics simulations.
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can be understood from the fact that the LASSO algorithm specifically aims to reduce the number of polynomial 
terms to mitigate the risk of overfitting. Here, since the RMSE of the test set only shows a plateau with increasing 
−log(λ), we select the optimal degree of complexity as the one for which the RMSE of the test set becomes less 
than one standard deviation away from the minimum RMSE (i.e., in the plateau regime).
We now focus on assessing the accuracy of the predictions of the best LASSO model (i.e., with the optimal 
degree of complexity). Figure 5b shows a comparison between the Young’s modulus predicted by the ML model 
and computed by MD. We find that the R2 factors for the training and test sets are 0.971 and 0.966, respectively. 
As such, LASSO yields a slight decrease in accuracy as compared to polynomial regression.
Random forest. We now focus on the outcomes of the RF algorithm. Figure 6a shows the RMSE offered by 
RF for the training and test sets as a function of the number of trees (i.e., which characterizes the complexity of 
the model). As observed in the case of LASSO, we find that RF does not yield any noticeable overfitting at high 
model complexity, that is, the RMSE of the test set only plateaus upon increasing number of trees. Here, we select 
200 as being the optimal number of trees.
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Figure 5. (a) Accuracy (as captured by the RMSE value) of the LASSO models as a function of the degree of 
complexity (see Methods section)—as obtained for the training and test set, respectively. The optimal degree of 
complexity is determined as the one for which the RMSE of the test set is one standard deviation away from the 
minimum RMSE (i.e., in the plateau regime). (b) Comparison between the Young’s modulus values predicted by 
LASSO (with an optimal degree of complexity) and computed by molecular dynamics simulations.
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Figure 6. (a) Accuracy (as captured by the RMSE value) of the random forest models as a function of the 
number of trees considered in each model (see Sec. 2d)—as obtained for the training and test set, respectively. 
The optimal number of trees is taken as the threshold at which the RMSE of the test set starts to plateau. (b) 
Comparison between the Young’s modulus values predicted by random forest (with 200 trees) and computed by 
molecular dynamics simulations.
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We now focus on assessing the accuracy of the predictions of the best RF model (i.e., with 200 trees). Figure 6b 
shows a comparison between the Young’s modulus predicted by the ML model and computed by MD. We find 
that the R2 factors for the training and test sets are 0.991 and 0.965, respectively. This suggests that, although RF 
offers an excellent interpolation of the training set (i.e., with a higher R2 value than those obtained with the other 
ML models), its ability to offer a good prediction of the test set is slightly lower than those of the other ML models 
considered herein.
Artificial neural network. Finally, we focus on the outcomes of the ANN algorithm. Herein, we adopt a 
multilayer perceptron (MLP) ANN, which is a class of feedforward neural network containing an input layer, 
a hidden layer, and an output layer. The MLP ANN model is trained using the back-propagation algorithm. We 
train ANN models with one hidden layer—which is found to be sufficient considering the nature of the training 
set. Figure 7a shows the RMSE offered by ANN for the training and test sets as a function of the number of neu-
rons (i.e., which characterizes the complexity of the model). Overall, as previously observed in the cases of LASSO 
and RF, ANN does not yield any noticeable overfitting at high model complexity. Nevertheless, we note that the 
RMSE of the test set exhibits a slight minimum in the case of 5 neurons, which is the degree of complexity that 
we adopt herein.
We now focus on assessing the accuracy of the predictions of the best ANN model (with one hidden layer and 
five neurons). Figure 7b shows a comparison between the Young’s modulus predicted by the ML model and com-
puted by MD. We find that the R2 factors for the training and test sets are 0.980 and 0.975, respectively. Overall, 
we find that the ANN algorithm offers the most accurate model among all the ML methods considered herein—as 
quantified in terms of the RMSE of the test set.
Discussion
We now compare the performance of the different machine learning algorithms used herein. We first focus on the 
level of accuracy offered by each method. To this end, Table 1 presents the coefficient of determination R2 of each 
method for the training set (which characterizes the ability of the algorithm to properly interpolate the training 
data) and test set (which captures the accuracy of the model when predicting unknown data). We first observe 
that the RF algorithm offers the best interpolation on the training set (i.e., RF shows the highest R2 for the training 
set). However, the RF algorithm also yields the lowest level of accuracy for the test set. This suggests that the RF 
algorithm presents the lowest ability to properly interpolate Young’s modulus values in between two composi-
tions of the training set and/or to offer realistic extrapolations toward the edges of the compositional domain. On 
the other hand, we note that the PR and LASSO algorithms offer a fairly similar level of accuracy, although the 
R2 coefficient offered by PR for the test set is slightly higher than that offered by LASSO. This suggests that the 
slight decrease in model complexity offers by LASSO also results in a slight loss of accuracy (see Table 1). Finally, 
we observe that the artificial neural network algorithm clearly offers the highest level of accuracy among all the 
models considered herein since it yields the highest R2 value for the test set.
To further characterize the accuracy offered by each ML algorithm, Fig. 8 shows the Young’s modulus values 
that are predicted for two series of compositions, namely, (i) (CaO)x(Al2O3)40−x(SiO2)60, wherein the SiO2 fraction 
is kept constant and equal to 60 mol% and (ii) (CaO)x(Al2O3)x(SiO2)100−2x, wherein the CaO/Al2O3 molar ratio is 
kept constant and equal to 1. These two series specifically aim to investigate (i) the effect of the degree of polym-
erization of the network (i.e., fraction of non-bridging oxygen) and (ii) the effect of network-forming atoms (i.e., 
Si vs. Al) at constant degree of depolymerization (i.e., in fully charge-compensated glasses). We first note that, 
in contrast to the other ML methods, RF yields piecewise-constant-shape results, which arises from the fact that 
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Figure 7. (a) Accuracy (as captured by the RMSE value) of the artificial neural network models as a function of 
the number of neurons considered in each model (see Methods section)—as obtained for the training and test 
set, respectively. The optimal number of neurons is determined as that for which the RMSE value of the test set 
is minimum. (b) Comparison between the Young’s modulus values predicted by artificial neural network (with 
5 neurons) and computed by molecular dynamics simulations.
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the RF method is essentially based on an ensemble of decision trees. In details, the decision tree algorithm works 
by relying on a binary split, that is, at each node, randomly selected observations are dropped to either the left or 
right daughter node depending on the values and selected features. Although a single decision tree cannot capture 
any non-linearity within a dataset, the output of the model is eventually averaged over all its trees—so that an RF 
model can capture the non-linearity of a set of data by comprising enough trees. Nevertheless, we observe here 
that the piecewise-constant nature of single decision trees remains encoded in the outcome of this method, which 
yields non-smooth predictions. This feature of the RF algorithm likely explains its excellent ability to interpolate 
the training set while offering only a fair prediction of the test set.
We now compare the predictions offered by the PR and LASSO algorithms. Overall, although LASSO yields 
slightly lower R2 values for both the training and test set as compared to PR, we note that LASSO offers an 
improved prediction of E at the edges of the training set (see Fig. 8a,b). For instance, we note that the PR method 
predicts an unrealistic slight increase in E in pure SiO2 (see the right end of Fig. 8b). This non-monotonic evo-
lution of E at the edges of the compositional domain suggests that the PR model might be slightly overfitted. In 
turn, such behaviour is mitigated by the LASSO algorithm. Finally, we find that ANN offers the best description 
of the non-linear nature of the data.
Besides accuracy, it is also desirable for ML-based models to be “simple” (i.e., low complexity) and “inter-
pretable” (i.e., to avoid the use of “black box” models). Unfortunately, a higher level of accuracy often comes at 
the expense of higher complexity and lower interpretability. Simpler and more interpretable models are usually 
preferable as (i) simpler models are less likely to overfit small datasets, (ii) simpler models are usually more 
computationally-efficient, and (iii) more interpretable models are more likely to offer some new insights into the 
underlying physics governing the relationship between inputs and outputs.
We now discuss the level of complexity/interpretability of the different ML-based models developed herein. 
The degree of complexity of each of the trained models can be roughly captured by the number of non-zero 
parameters in PR and LASSO, the number of trees in RF, and the product of the number of inputs, neurons, 
and adjustable parameters per neuron in ANN (i.e., the number of weight coefficients and threshold terms to 
adjust). As presented in Table 1, we first note that RF offers a poor balance between accuracy and simplicity (as 
ML algorithms
Coefficient of determination 
R2
Complexity InterpretabilityTraining set Test set
PR 0.975 0.970 Low (9) High
LASSO 0.971 0.966 Low (8) High
RF 0.991 0.965 High (200) Intermediate
ANN 0.980 0.975 Intermediate (20) Low
Table 1. Comparison between the levels of accuracy, complexity, and interpretability offered by the machine 
learning algorithms used herein, namely, polynomial regression (PR), LASSO, random forest (RF), artificial 
neural network (ANN). The level of accuracy is described by the coefficient of determination (R2) for the 
training and test sets. The complexity is described in parenthesis by the number of non-zero parameters in 
PR and LASSO, the number of trees in RF, and the product of the number of inputs, neurons, and adjustable 
parameters per neuron in ANN. The “interpretability” describes the degree to which a human can understand 
the outcome produced by each model.
Figure 8. Comparison between the Young’s modulus values computed by molecular dynamics simulations and 
predicted by the polynomial regression (PR), LASSO, random forest (RF), and artificial neural network (ANN) 
models for the series of compositions (a) (CaO)x(Al2O3)40−x(SiO2)60 and (b) (CaO)x(Al2O3)x(SiO2)100−2x.
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the number of trees approaches the number of values in the training set). On the other hand, PR and LASSO 
clearly offer the lowest degree of complexity. The PR and LASSO algorithms also clearly yield the highest level of 
interpretability thanks to the analytical nature of the inputs/outputs relationship they offer. In details, we note that 
LASSO yields a slightly simpler analytical function—with only 8 non-zero terms, vs. 9 non-zero terms for PR. 
However, this slight decrease in complexity comes together with a slight decrease in accuracy. This shows that, 
by relying on a penalized regression method, LASSO allows us to slightly enhance the level of simplicity of the 
model. Finally, we note that the increased level of accuracy offered by ANN comes at the cost of higher complexity 
and lower interpretability, which is a common tradeoff in ML techniques.
We now compare the predictions of the most accurate ML-based model developed herein (i.e., ANN) with 
the simulated data (i.e., used during the training of the model) and available experimental data (see Fig. 9)13,23–33. 
We first note that the experimental data present a higher level of noise as compared to the simulation data. In the 
present case, these results illustrate the advantage of training ML models based on simulations rather than exper-
imental data. Overall, we observe a good agreement between simulated data, ANN predictions, and experimental 
data. In contrast, we note that, as mentioned in the Results section, the MM model systematically underestimates 
E and does not properly capture the non-linear nature of the simulated data. Combining the results in Fig. 8 
and Fig. 9, we also note that even simple algorithms, e.g., polynomial regression, can capture the non-linearity 
between composition and Young’s modulus and yield some realistic predictions of the Young’s modulus values. 
All the models offer a prediction that is significantly more accurate than that of the MM model. Overall, we find 
that the ANN model properly captures the non-linear compositional trend of E while filtering out the intrinsic 
noise of the simulation data. These results strongly support the ability of our MD + ML combined method to offer 
a robust prediction of the stiffness of silicate glasses.
Finally, we discuss the advantages of combining ML with high-through MD simulations—rather than directly 
training ML-based on available experimental data. First, we note that, although the CAS ternary system may be 
one of the most studied systems in glass science and engineering, the number of available experimental stiffness 
data available for this system is fairly limited. Further, most of the data available for this system are clustered in 
some small regions of the whole compositional domain (namely, pure silica, per-alkaline aluminosilicates, and 
calcium aluminates glasses) (see Fig. S1a in Supplementary Information). Such clustering of the data is a serious 
issue as, in turn, available experimental data come with a notable uncertainty—for instance, the Young’s modulus 
of select glasses (at fixed composition) can vary by as much as 20 GPa among different references21,32. As such, 
the combination of a high level of noise and clustering of the data would not allow ML to discriminate the “true” 
trend of the data from the noise (see Fig. S1b in Supplementary Information). Finally, we note that conducting 
MD simulations is obviously faster/cheaper than synthesizing glass samples and measuring their stiffness. In 
turn, the results presented herein demonstrate that properly conducted MD simulations can offer a quantitative 
agreement with experimental data and, thereby, offer a desirable alternative to systematic experiments. However, 
it should be noted that the ML models developed herein necessarily reflect the nature of the data offered by the 
high-throughput simulations, with all their limitations. As such, the combined approach described herein crit-
ically relies on the availability of accurate interatomic forcefield to ensure the reliability of the MD simulations.
Conclusions
Overall, these results demonstrate that the combination of high-throughput molecular dynamics simulations and 
machine learning offers a robust approach to predict the elastic properties of silicate glasses. Further, our method 
clearly identifies the optimal level of complexity of each ML-based model, that is, to mitigate the risk of under- or 
overfitting. Based on these results, we find that the artificial neural network algorithm offers the highest level of 
accuracy. In contrast, the LASSO algorithm offers a model that features higher simplicity and interpretability—at 
Figure 9. Comparison between the Young’s modulus values computed by molecular dynamics simulations, 
predicted by the artificial neural network model, and predicted by the Makishima-Mackenzie (MM) model 
for the series of compositions (a) (CaO)x(Al2O3)40−x(SiO2)60 and (b) (CaO)x(Al2O3)x(SiO2)100−2x. The data are 
compared with select available experimental data13,23–33.
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the expense of a slight decrease in accuracy. The method presented herein is generic and transferable to new prop-
erties (e.g., other stiffness metrics) and new systems (e.g., other families of silicate glasses).
Methods
High-throughput molecular dynamics simulations. To establish our conclusions, we use molecular 
dynamics simulations to create a database consisting of the Young’s modulus values of 231 glasses homogene-
ously covering the CAS ternary system, with 5% increments in the mol% concentration of the CaO, Al2O3, and 
SiO2 oxide constituents. At this point, no consideration is made as to whether all these compositions would 
experimentally exhibit satisfactory glass-forming ability. All the simulations are conducted using the Large-scale 
Atomic/Molecular Massively Parallel Simulator (LAMMPS) package34. Each glass comprises around 3000 atoms. 
We adopt here the interatomic potential parametrized by Jakse—as it has been found to yield some structural 
and elastic properties that are in good agreement with experimental data for CAS glasses35,36. A cutoff of 8.0 Å is 
used for the short-range interactions. The Coulombic interactions are calculated by adopting the Fennell damped 
shifted force model with a damping parameter of 0.25 Å−1 and a global cutoff of 8.0 Å37. The integration timestep 
is kept fixed 1.0 fs.
The glass samples are prepared with the conventional melt-quench method as described in the following38. 
First, some atoms are randomly placed in a cubic box using PACKMOL while using a distance cutoff of 2.0 Å 
between each atom to avoid any unrealistic overlap39. These initial configurations are then subjected to an energy 
minimization, followed by some 100 ps relaxations in the canonical (NVT) and isothermal-isobaric (NPT) ensem-
bles at 300 K, sequentially. These samples are then fully melted at 3000 K for 100 ps in the NVT and, subsequently, 
NPT ensemble (at zero pressure) to ensure the loss of the memory of the initial configurations and to equilibrate 
the systems. Next, these liquids are cooled from 3000 to 300 K in the NPT ensemble at zero pressure with a cooling 
rate of 1 K/ps. The obtained glass samples are further relaxed at 300 K for 100 ps in the NPT ensemble before the 
stiffness computation. Note that this quenching procedure was slightly adjusted for select compositions. First, a 
higher initial melting temperature of 5000 K is used for the samples wherein the SiO2 concentration is larger or 
equal to 95 mol%—since these glasses exhibit high glass transition temperatures. Second, a faster cooling rate of 
100 K/ps is used for the samples wherein the CaO concentration is larger or equal to 90 mol%. Indeed, although 
the cooling rate can affect the glass stiffness, the use of a higher cooling rate here is necessary as these systems 
would otherwise tend to crystallize with a cooling rate of 1 K/ps.
The stiffness tensor Cαβ of the equilibrated glasses is then computed by performing a series of 6 deformations 
(i.e., 3 axial and 3 shear deformations along the 3 axes) and computing the curvature of the potential energy35,40:
=
∂
∂ ∂αβ α β
C
V
U
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where V is the volume of the glass, U is the potential energy, e is the strain, and α and β are some indexes repre-
senting each Cartesian direction. Note that all of the glass samples are found to be largely isotropic—so that the 
Young’s modulus (E) can be calculated as:
= + +−E S S S( )/3 (3)1 11 22 33
where S = C−1 is the compliance matrix15. Based on previous results24, the Jakse forcefield is found to systemat-
ically overestimate the Young’s modulus of CAS glasses by about 16%—which may be a spurious effect arising 
from the fast cooling rate used in MD simulations or the parameterization of the forcefield. As such, the com-
puted Young’s modulus values are rescaled by this constant factor before serving as a training set for the machine 
learning models presented in the following.
Machine learning methodology. The 231 Young’s modulus values computed by the high-throughput 
MD simulations serve as a database to infer the relationship between glass composition (x, y) and E in the 
(CaO)x(Al2O3)y(SiO2)1−x−y glass system by ML. In details, we consider x and y to be the only inputs of the model 
(i.e., we neglect herein the effect of the thermal history of the glasses), whereas E is used as an output. Note that 
a similar approach can be used to predict the effect of composition on the shear modulus G, bulk modulus K, or 
Poisson’s ratio ν. In the following, we briefly describe our overall ML strategy as well as the different ML algo-
rithms that are considered and compared herein.
To avoid any risk of overfitting, a fraction of the data points is kept fully unknown to the models and is used as 
a “test set” to a posteriori assess the accuracy of each model. To this end, we adopt here the k-fold cross-validation 
(CV) technique41. The CV technique consists in splitting the dataset into k smaller sets, wherein the model is 
trained on “k − 1” of the folds and tested on the remaining of the data. The results are then averaged by iteratively 
using each of the k folds. Here, we adopt a nested two-level CV approach42. In detail, we first perform a 4-fold 
outer CV to split the dataset into the training set (75% of data) and test set (25% of data) and use the average value 
of the obtained scores (i.e., R2) to compare the performance offered by different ML algorithms. Next, to obtain 
a proper setting for the hyperparameters of each model, we apply 10-fold inner CV within the training set. The 
nested CV technique allows us to avoid any arbitrary choice of test set and to partially mitigate issues arising from 
the limited number of data points.
For optimal predictions, ML models must achieve the best balance between accuracy and simplicity—wherein 
models that are too simple are usually poorly accurate (i.e., “underfitted”), whereas models that are too complex 
present the risk of placing too much weight on the noise of the training set and, thereby, often show poor transfer-
ability to unknown sets of data (i.e., “overfitted”). Hence, one needs to identify the optimal degree of complexity 
(e.g., number of terms, number of neurons, etc.) for each model. Here, we optimize the degree of complexity of 
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each model by gradually increasing its complexity and tracking the accuracy of the model prediction for both 
the training and test sets. Indeed, although the accuracy of the training set prediction typically monotonically 
increases with increasing model complexity, overfitted models usually manifest themselves by a decrease in the 
accuracy of the test set prediction.
We herein adopt the polynomial regression (PR), LASSO, random forest (RF) and multilayer perceptron arti-
ficial neural network (ANN) algorithms to generate the predictive models (see Supplementary Information). This 
choice is motivated by the fact that these methods exhibit varying degrees of complexity and interpretability. This 
allows us to assess the nature of the trade-off between accuracy, simplicity, and interpretability offered by these 
algorithms.
Accuracy of the models. We assess the accuracy of each model (with different degrees of complexity) by 
computing the RMSE (root-mean-square error) and R2 (coefficient of determination) factors. The RMSE factor 
measures the average Euclidian distance between the predicted and real values as:
∑= −
=
′RMSE
n
Y Y1 ( )
(4)i
n
i i
1
2
where Yi and ′Yi  are the predicted and real output values, respectively. The RMSE has the property of being in the 
same units as the output variables and, hence, can be used to estimate the accuracy of the Young’s modulus values 
predicted by each model (namely, lower RMSE values indicate higher accuracy). Here, we use the RMSE of the 
training and test sets to determine the optimal degree of complexity for each ML model.
In complement of RMSE, we compute the R2 factor, which is the percentage of the response variable variation. 
This factor can be used to quantify how close the data are to the fitted line. R2 = 1 indicates a perfect prediction, 
while smaller values indicate less accurate predictions. Here, we use the R2 factor to compare the performances of 
each ML algorithm (once the degree of complexity has been optimized based on the RMSE).
Data Availability
All the data will be provided upon reasonable request.
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