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PROPIEDADES DE TIPO ESPECT~
. *DE CIERTA CLASE DE OPERADORES INTEGRALES
por
Raul TOVA~ SANCHEZ
ABSTRACTo Using Carleman's inequal-
ities, shown valid in reflexive Orlicz
spaces by P.Nowosad and the author in
previous work, certain properties of in
tegral operators completely of finite -
double norm acting on these spaces are
proved. The main results are: a form of
Schur's inequatily, completeness of the
set of generalized functions for certain
operators'2and the annihilation of the
trace of T for cuasi-nilpotent opera-
tors T. These generalize known results
in the case of Hilbert-Schmidt operators
on Hilbert Spaces •
.,
* Este trabajo fue especialmente realizado para
cumplir con uno de los requisitos que el Estatu
to Docente establece para obtener la promoci6n-
a la categoria de Profesor Titular.
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INTRODUCCION. El obj~tivo del presente trabajo
es estudiar algunas propiedades de tipo espectral
que tienen los operadores integrales completamente
de doble norma fin ita actuando sobre un espacio de
Orlicz reflexivo. Como es bien sabido, estos ope-
radores gener-aLf z-a n od e man e r-a.n a t ur-aL los operado-
res integrales con nueleo de cuadrado sumable ac-
tuando sobre el is~a~io de Hilbert L2 (o'tambi~n
operadores de Hilbert-Schmidt sobre L2)' e inclu-
yen como easo particular el caso Lp' 1 < P < 00.
El estudio de estos operadores esta estrecha-
mente ligado al de las eeuaciones integrales de se
gunda clase:
f(x) = g(x) + ~fT(x,y)f(y)dy.
Fu~ en 1921 que Carleman resolvio completamente es
ta ecuacion en L2. Para ella asocio a eada eeua
cion dos series de potencias:6T(~)' dete~minante
de FJtedhoim modi6ic.a.do, yliT(A), p~imeJt. meno~ de
F~edhoim modi6ic.ado; mostro que estas series con-
vergen en todo el plano complejo (la Gltima en to-
da' el algebra de Banach de los operadores de Hil-
bert-Schmidt) y que si 0T(~) t 0, la ecuacion (*)
tiene una unica soIucion dada pOI'
La parte esencial de este metoda consiste en
demostrar el car~cter entero tanto del determinan-
te como del primer menor de Fredholm. Para ver es
to, ~l mostro las siguientes desigualdades, hoy co
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nocidas como de4igualdade4 de Ca~leman,
donde III Till es la norma de Hilbert-Schmidt de T.
E s imp 0' rt ant en ota r- que es tas des igua Ld ades no s0 -,
lamente implican que las funciones 0T(A) y ~T(A)
son .en t-e r-as , sino que S\1 orden es fini to y men or
o,fgual a do s ,' Es p r-e c i same n t'e e st e bec ho elque
ii
permite, bajo ~iert~s condieiones de crec~mie~t~'
de,'La resolvente, d emo.stir ar- La c omp Lete'z d'e las'
autofunciones generalizadas as~ciadas al 'operador
(ve r [2J pa g. '10 39- 104 3 0 [ 1,] p a g .Q 81) •
Poster~ormente, en 1952, Zaanen[~1J do~side-
rola 'ecu'acion(*),en un espacio de Or-Lfcz y ,demo~
trO que ba j o 'ciertas' hipotesis valen "los mismosre
su Itados .qu e enel' caso deL2. Sinembargo, para'
mostrar el caracter entero' del determinante ydel'
prim~r men or no demuestra las desigualdades de Car
. t. '.
leman, sino que usa ampliamentela teor!a espec-
tral de los operadores compactos. En corisecu~n6ia
,
no obtiene cotas para el orden de estas funciones.
El mlsmo dice que serra inter~~~ntesaber s1 el
metodo deCarleman permanece valido en el caso de
los espa c i0s' de 0rl ic z 0 au n en e 1 cas 0 de los es .;,.
pacios Lp (p # 2).
Finalmente, en 1975, P.Nowosad y el autor de-
mostraron las desigtialdades de Carleman para esp~
cios de Orlicz reflexi~os (ver [7J), quei~cluyen
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el caso L " 1 < P < 00. En vista de ~sto, es natu-
p
ral preguntarse si las consecuencias de estas desi
gualdades siguen valiendo en el caso mas general.
Este es. precisamente el objeto de este trabajo.
I. PRE-REQUISITOS Y NOTAC10NES
En esta parte estableceremos las notaciones y
convenciones que seran usadas en todo el trabajo.
Igualmente, presentaremos un resumen de las prinei
pales propiedades tanto de los espacios de Orlic~
como de los operadores c?mpletamente de doble nor-
ma finita, y en especial de aquellas que seran usa. -
das exp~icitamente mas adelante. Finalmente. y
con el objeto de tornar mas facil la lectura, trans
cribiremos algunos teoremas de variable compleja y
de la teo ria de operadores que seran usados en las,
demostraciones posteriores.
Si E es un espacio de Banach, E' denotara su
dual topologico.
El simbolo <,> denotara la dualidad entre E Y'
su dual E', es decir si xE:.E y x'CE' entonces
<x,x'> = x'(x).
.LSi A~E entonces A = {x'€: E' : <x,x'> = 0
.L¥x E:.A}. Si B ~ E', entonces B = {x E:. E' : <x,x' > = 0
¥x' E:. B}.
Si B C; E' entonces ~ es la adherencia de B en
la topologia debil de E'.
Si E Y F son espacios de Banach y T E + F es
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un oper-e dor 1 ineal cont in uo, T' : F' -;. E' deno t ar-f
el adjunto de T, definido pOl' <x,T'y'> :: <Tx,yl>,
xCE, y'c.F'.
Si T : E
-1dol' (.).I-T)
de T.
-;.E, la ne~olven~e de T es el opera-
:: R(A;T), A en el conjunto resolvente
Si T : E ~ F es un operador lineal continuo;
ITII d eno t ar-d s u norma, es deeir IITII:: Sup{IITxll :
Ixll4t1}, y R(T) su ran go , es deeir R(T) :: {Tx :
x E:. E.} •
fez) :: O(g{z» euando z + 0, signifiea que
IHz)1 ~ Klg{z)! en una veeindad V de O.
1.1. Espacios de Or! icz. Una N-6une~6n es una apli
eacion M : ~ -;.R no decreciente, eonvexa y par
. f M(O) 0 l' M(x) 0 l' M{x)que s at i s ace, ::, a m --:: y a m --= CXlX Xx~o x~oo
En tal caso, la funcion definida pOl' N(v) ::
max[ulvl-M{u)J es tambien una N-funeion, llamada
u~ola eornplemen~a~ia de M {vel' (4] page 1-14).
CONVENCION: En todo el presente trabajo la le-
tra M denotara una N-funcion y su eomplementaria
sera denotada pOl' la letra N.
Se diee que M satisfaee la eondieion 62 si
existe k >'0 tal que M{2u) ~ kM(u), u ~ O.
Sea (X,n,U) un espacio de medida a-finito. E1
e~paeio de Onliez LM :: LM{X,n,u) consiste de todas
las funeiones f definidas y medibles sobre X,de v~
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lor complejo, tales que para alg6n k > 0:
fxM(klfl)d~ < 00
\I f ~M =
Con la norma definida por
(LM'~ "M) es un espacio
67-71 y 78). Si M(x) =
(p ~ 1). Ademjis tenemos
de Banach (ver [4] pags.'xiP~ entonces LM = Lp
los resultados siguientes:
(a) M ~ati~6aee la eondiei6n ~~ ~~ y ~6lo ~i
L
LM = LN i~omet~ieamente (ver [4] pags. 124-136).
(b) M ~dti~6aee la eondiei6n ~2 Jl Y 66lo 6i
LM e.s ~e.pa~able (ver [4] pags. 81-86).
(c) LM e~ ~e6lexivo ~1 y ~6lo ~i M Y N ~ati~-
6aee.nla eondiei6n ~2.
1.2. Operadores c)mpletamente de doble norma fini-
~. Una f un c Lo n complej a ~x~-medible se llama un .
n4eleo eompletamente. de doble. no~ma 6inita con ~eh
peeto a LM si satisface las cuatro condiciones 5i-
guientes:
(i) para casi todo xc:X, T(x,y)CLN como f un c i Sn
de y.
(ii) t Lx ) = IIT(x,y) liNeLM; denotamos Ilt(x)jjM por
ITINM·
(iii) para casi todo v c x , T(x,y)CLM como f un c Ld n
de x.
(iv) s (y) = IIT (x , y ) IIMeL N; den 0tam 0 s IIs (y H N po r
II T' liMN·
La clase de todos estos nucleos sera denotado por
DM = DM(X,Q,ll).
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Denotaremos por la misma letra T al operador in
tegral sobre LM definido por T(x,y) ~ DM:
Tf(x) :.:fT(x,y)f(y)d~(y)
X
Este operador es continuo (ver [11] pg. 229). Si M
satisfaee la eondici&n ~2' T' es un operador inte-
gral sobre LN y esta definido por el nueleo T'(x,y)
: T(y,x). Si LM es reflexivo el operador T es com
pacta (v e r- [4] p. 156-158).
Definiendo la multiplicacion por
T1T2(x,y) = fTl(x,z)T2(z,y)d~(z)
X
y la norma por IIITIIIM :.: max{jITIINM, liT' liMN}' DM es
una algebra de Banach (ver [11J pag. 475), Ademas
IITII~ IIITIIIM"
y
E1 numero T(T1T2) es llamado la t~aza de T1T2" En
particular si TE:.DM y n ~ 2, llT(Tn)ft ~ IIITI"~.
CONVENCION: En todo 10 que sigue a = T(Tn),
n
n ~ 2.
SiT C DM, el de.te.~m,[l1.al1.te. de. FJte.dftolm modi6,[-
eado de. Testa definido por 0T(A) = I 0 An donde
(_l)n n=o n
00 = 1 Y para n ~ 1, 0 = , detP conn n ; n
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r 0 n-1 0 °l0'2 0 ·.. 0 0
· · ·p = · · • •n · · • •
0 a ·.. 0 1n-1 n-2
a a ·.. O2 0n n-1
El primer menor de Fredholm modificado de T esta
00
definido pOI' ~T(A) = L ~ An, donde ~o = T, Y pa-n=o n








1.3 El caso de dimension finita.
Una norma ¢ sobre ~n se llama monotona si
ntoda x,y E: X , Ix·1 ~~
para
ly.1 (i=l, ..• ,n)implica~
eonjugada de ¢ est a defini~ ¢(y).
da pOl'
ljJ(y) = max l<x,y>l.
¢ (x)~ 1
Si A es una matriz nxn, (A). designa la i-&sima
J.
fila de A. La 1jJ,¢-no~made A es el numero
II A 1I1jJ, ¢ = ¢ (1jJ«A) 1) , IjJ ( (A) 2) , ••• , IjJ ( (A) 11) ) •
La dobte no~ma de A ~etativa a ¢ es
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donde At es la matriz transpuesta deA.
Sea LM{X,n,l.I) un es p a c i o d e v O'rLf.c z reflexivo,
A = {Al, •.• ,A }£ n una colecci6n de subconjuntos
n '
dos ados disyuntos, con 0 < l.I{A.) = o. < oo,y sea
e. = ~' , don 0,1 e ' XA e s 1a fun c ~6 n ca ~act e r f ~tic a
.i va.;' i
, 1.', , " ,', .' n' " .
de:Ai." Para x '" (xl, ... ,xn)E:.~, sede~;J.ne Ja M-
no~ma de x, subordinada. a la colecci6n A, por
n
11xliM = II) Xi eilM •~= 1
EntoncesU 1M es una norma mon6tona sobre (In y su
conjugada es ~ IN'
(a,) DES'1GUALDAD:' 'DE, SCHUR; PA~A NQRMAS MONOTONA,S.
Sea A una matriz nxn y {Ai} sus autovalores. Sea
¢ una normamon6tona sobre ~n, y ~ su norma conjug~
da , Entonces e xi s t e una' c o n s t ante ex: Cn ) (que dep'e!:
de de ¢ y de n) tal que
n
L I A • I 2 ~ [ 1 +0 ( n ) ] ~A I.,. '"IA t ~ell ,',. 1 ~ 'I' , '!' , 'I'
1=,
ever [6] prop. 4.2).
(b) Sean LM(X,n,ll), un ve s p a c Lo de Or.l,ipz r-e.f Le x i
v o y a Cn ) La vc o n s t a n-t e a-s o.c La d.a a la norma de Or-
licz sobre tn, subor4inada a una .~~1~~~i6n cual-
quiera A. Entonces para todo nE::,1N, o Cn ) ~ K (ver
[7J Teorerna 1.6).
Un n Uc 1 e 0 del a 'f o r rna T (x , y ) =:
n
L' t' ; . e . ( x ) e . (y)
.. 1 ~J ~ ]~,J=
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donde t .. ~ [,es llama do un nucleo canonico de ~an
~J
go 6inito. El conjunto de todos estos nucleos, p~
ra todas las elecciones posibles de colecciones A,
s~ denota por RW Si T E:RM entonces 01 = T(T) =
It ...
i=1 ~~
(c) Si V denota el subespacio de LM generado
por {e1, ...,en} y TV la restriccion de T a V, la
matriz de TV r~specto a la base {e1, •.• ,en} es pr~
cisamente MT = (t. ')~-1' y son validas las siguien~J ~- -
tes propiedades para a,BC.a:, T,SE:RM:
(i) MaT+Bs = aMT+BMS
(ii) MTS = MT-MS
(iii) T(Tm) = Traza de M;, m ~ 1.
(i v ) IT ~NM = IMr INMI T' "MN = IM; liMN
III MTIII M
(d) Si LM es reflexivo entonces RM es dense en
DM (v er [7]Prop.1.4).
1.4. Desigualdad de Carleman.
(a) Sean LM(X,D,~) un espacio de Orlicz re-
flexivo y T E:. DM, entonces <ST(A) es una f uncLon en-
tera de A y se tiene la desigualdad
donde C es una constante que solamente depende de
M,y C - 1 en el caso de los espacios L ,
P
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(vel' [7J teorema 1.7).
(b) Con las mismas hipotesis de (a) se tiene
que ~T(A) es una funcion entera de A (con valores
en el algebra de Banach DM) y se cumple la desi-
gualdad
(vel' [7] Teorema 1.9).
1.5. Otros Prerrequisitos.
(a) Sea F(A) una funcion entera de orden fini-
to p. Entonces para todo £ > 0, existe una suce-
sion divergente 0 < r1 < r2 < ••• tal que
min IfO)1
IAI::rk
(vel' [10] p . 273).
p+£> exp(-rk )
,
(b) PRINCiPIO DE PHRAGMEN-LINDELOF. Sea guna
funcion analitica en el interior de un sector ang~
lar ~ formado pOl' dos curvas de Jordan H1,H2 dife-
renciables que no se intersectan y que tienen un
angulo menor de nip en el origen. Supongase que
g es analltica y acotada sobre H·-{o} (i:: 1,2)
1
Y que Ig(z)1 :: o(explz\-P) cuando z + 0 en el in-
terior de ~. Entonces Ig(z)1 :: 0(1) cuan~o z + 0
en el interior de ('f (vel' [2J pag. illS) ..
(c) Sean {T } una sucesion de operadores com-
n
pactos, T ~ T uniformemente. Sea A (T) una enu-n m
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meracion de los autovalores no nulos de T, repeti-
dos de acuerdo a sus multiplicidadeso Entonces
existe una enumeracion A (T ) de los autovaloresm n
no nulos de T , con repeticion de acuerdo a sus
. n
multiplicidades, tal que
lim A (T ) = A (T), m ~ 1,, ,m n m. n-+oo
y el llmite es uniforme en m (ver [2] page 109).
(d) TEOREMA DE FACTORIZACION DE HADAMARD. Sea
fez) una funcion entera de orden finito p y f(O)
~ 0, y sea {a1, •.. ,an, ••• } unaenumeracion en or-
den cre~iente de los ceros de f. Sea B ~ Ipf el
mayor entero no'negativo k para el cual la serie




= exp(g(z))TT (l--2-)exp(-2+ .•• +
n=l an an
donde g(z) es un polinomio de grado menor 0 igual
que [pJ y los factores exponenciales desaparecen si
S = a (ver [5J page 289).
II. CONSECUENCIAS DE LA DESIGUALDAD DE
CARLEMAN PARA ESPACIOS DE ORLICZ RE
FLEXIVOS.
2.1. Desigualdad de Schur. La desigualdad de Schur
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basicamente nos da la rapidez con que tienden a ce
ro los autovalores de cierta clase de operadores
compactos. Schur probo que si A = (a .. ) es una rnalJ
triz real 0 compleja nxn, y Al, ... ,An son sus
autovalores entonces
n 2L Ia .. I ,
. . 1 2 J2,J=
con igualdad si y solo si A es una matriz normal.
La ralz ruadrada no negativa del lado derecho de
(1) es la norma Euclideana de A y se nota III A III .
Posteriormente este resultado fu~ extendido a los
operadores de Hilbert-Schmidt sobre un espacio de
Hilbert, as decir:
donde la A. son los autovalores de T repetidos de
l
acuerdo a su multiplicidad y III T 1:11 es la norma de
Hilbert-Schmidt de T.
En [6] se extiende este resultado a matrices
infinitas completamente de doble norma finita con
respecto aLp' 1 < P < 00 (ver [6J Teorema 5.1).
A continuaci6n daremos una generalizaci6n y a su
vez un refinamiento de esta desigualdad.
PROPOSICION 2.1. Sea LM(x,n,~) un e~paeio de
OJLliez JLe6lexivo, T E:: DM, {A i} la .6uee.6i6n de t.os
autovaloJLe~ de T JLepetido.6 de aeueJLdo a .6u multi-
plieidad. Entonee.6
00
i~1IAiI2.~ cIlT~NMIT'IIMN ~ cliITIII~
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donde C e~ una con~tante que depende ~otamente de
M,y C = 1 en et ca~o de lo~ e~pac~o~ L , 1 < P < 00
P
Vemo~tJtac~6n.
(a) Primero supongamos TE:RM. Por (1.3-c) los
autovalores de T son los mismos de la matriz MT.
El resultado se sigue inmediatament~ ap1icando
T pueden ser ordenado~ de tal manera que
n
cuando n~OO , con el limite uniforme en i.
(1.3-a) junto con (1.3-b) y (1.3-c-iv). El hecho
de que C = 1 en el caso L (1 < P < 00) se sigue
. p
de la observaci6n siguiente al teorema 3.5 en [6J.
(b) Por (1.3-d) ~xiste una sucesi6n {in} ~ RM
tal que Tn~ Ten DM• Como IIT~ -s IIITIIIM, Tn ~ T
uniformemente. Por (1.5~c) los autova1ores A ° denJ.
A ° ~ AJ.o,nJ.
Esto im
plica que
cuando n + 00.
Por la parte (a) se tiene
00
° L I Ani I 2 ~ C.~Tn IINM II T~ IIM N
J.=1
pasando al limite cuando n + 00 se obtiene
2.2. La completez de las autofunciones generaliza-
da 5 e Sea T : LM + LM un operador cont Ln uo . f C LM
se llama una auto6unc~6n geneJtal~zada de T si exis
ten Ae:.0:, nE:1N tales que (AI-T}nf = O. E1 conjun-
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to de todas ~s autofunciones generalizadas de T se
designa por Sp(T)~ y Sp(T) denota la adherencia
fuerte de Sp(T) en LMo En [2J se demuestra que si
T es un operador de Hilbert-Schmidt sobre un espa-
cio de Hilbert,bajo ciertas condiciones se tiene
Sp(T) = H (ver Corolario 30 page 1041).
El objetivo de esta seccion es demostrar la
validez de este teorema en una situacion mucho mas
general.
PROPOSICION 2.2. Sup6nga~e que el plano eompl~
jo e~~d d~v~d~do en ~eg~one~ po~ a~eo~ d~6e~ene~a-
ble~ H1, ••• dn que pa~~en del o~~gen, no ~e ~n~e~-
~ee~an 6ue~a de el y euale~qu~e~a do~ de ello~ eo~
~eeu~~vo~ 60~man un angulo meno~ de 1/2 en el o~~-
gen (po~ eon~1gu~en~e n ~ 5). Sea LM(x;n,~) un e~-
pae~o de O~l~ez ~e6lex~vo y T E: DM ~al que
~R(A;T)I = O(IAI-1) eua~do A + 0
a Lo la~go de Los a~eo.6ifi. En~onee~ R(T) ~ Sp(T).
Vemo~~~ae~6n.
.L(a) Sea r c (Sp(T» arbitrario perc fijo y co!!.
sideremos la funcion rCA) = AR(A;T')f. El hecho
de que T sea compacta implica que T' tambien 10 es,
y por consiguiente la funci6n rCA) es analitica ex
cepto posiblemente en A = 0 y en un conjunto aisl~
do de puntos {A1, .•• ,Am, ... }, los autovalores de
T, en donde puede tener un poloo
Sea peA ;T') una proyecci6n sobre el subespa-m
cio caracterfstico correspondiente a Am' tal que
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PO ,T')Ro.;T') = R(A;T')P(A ,T'), A en el conjun-m m
to resolvente de T' 0 Una tal proyeccion siempre
existe (ven [3J p ag , 178-189). Para A t- Am' A en
una vecindad de A , se tiene:m
F(A) AP(Am,T' )R(A;T')f + AR(A;T' )(I-P(Am,T'»f
::AP(Am,T)'R(A;T)'f + AR(A;T')(I-P(Am,T'»f.
Sea g~LM a r-bi t r-ar-Lo, Como (A I-T)P(A ,T)R(A;T)gm m= 0 se tie~e que P(Am,T)R(A;T)g C Sp(T). Como
fE:. (S (T» entonces
p
<g,AP(A ,T)'R(A;T)'f> = A<P(A ,T)R(A;T)g,f> = O.m m
Por consiguiente la funcion AP(A ,T)'R(A;T)'f esm
identicamente nula; por otra parte la funcion
AR(A;T')(I-P(A ,T'»f es analitica afin enm
A = A. Entonces la funcion F(A) es analitica aun
m
en A = A .m
(b) Ahora mostraremos que F(A) es analitica en·





(i) Sea E > o. Por (l.S-a) y el hecho de que 0T(A)
es una funcion entera de orden menor 0 igual a 2,
existe una sucesion 0 < r1 < r2 < ... que diverge
a 00 tal que
(ii) De la definicion de resolvente se tiene
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Usando las desigualdades de Carleman (1.4-a) y
(1.4-b) se tiene
y (ii):
(iii) Haciendo sk = ~, entonces sk -+ 0 y por (i)
k
max I H (A)I
IAI=sk '
donde R es una con st an t e . Entonces para sk'sufi-
cientemente pequeno set~ene, per el principio del, "
maximo,
lH(A)1 = o(expl~I-{2+e:» "cuando A .+ O.
Como e: est§ a nuestra disposici6n~ 10 elegimos de
tal manera que el angulo en el origen de cualquiera
de los sectores en que elJ~lanobo~~l~j~ esta divi
I -
dido sea menor que 2+£' Como, sobre los areos ni,
po rIa hip 0 t esis del apr 0po sic ~6n , set i en e
entonces el principio de Phragmen - L'i n de Lo f (1. 5-b)
implica que H(A) esanalitica en A =0.
(iv) rCA) tiene una expansi6~ de Laurent alrededor
de 0:
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Entonces para g E:LM, H(A) tiene la expansion alre-
dedor de 0:
Como H(A) es analitica en A = 0, entonces <g,ak> = a
para todo k < a. El teorema de Hahn-Banach implica
ahora que ak = a para todo k < a y por consigu1ente
rCA) es analitica en A = o.
(c) De las partes (a) y (b) se concluye que
rCA) es una funci6n entera. De la identidad
T'R(A;T')f = AR(A;T' )f-f
se sigue que la funcion T'R(A;T')f es entera.
Por otra parte.
IT'R(A;T')I ~ IIT'IIR(A;T')~" 0
cuando IAI ..m. Entonces por el teorema de Liou-
ville
R(A;T' )T'f = T'R(ArT'}f :: 0.
Para I A I > IT' I se tiene entonces
m n° = 2 (T') T' f
n=oAn+1
y por consi,uiente T'f = o. Finalmente, si Tg ~
R(T) entonces
<Tg,f> = <g,T'f> = 0,
~o sea fE:R(T) •
J.fE:(S (T»
p
En resumen hemos mostrado que s1
~ ~ -entonces fE R(T) , 0 sea (S (T» C;
p
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TEOREMA. Con ta~ mi~ma~ hip6te~i~ de ta pkOPO-
~i~i6n antekio~ ~e tiene Sp(T) = LM,
Vemo~tJtac.i6no
(a) Vamos a mostrar que LN = N(T' )+R(T')W
Sean f E:. LN 'Y (An),~ (£, An 0+ 0 a 10 largo de uno de
los areos Pic Por la hipotesis del teorema, la su
ces Ld n {AnR(,"'n;T')f} ~ LN es acotado. Como M sat.is
face la condicion ~2 entonces por (i.i-b) LM es se
parable Y por consiguiente la topologia debil de
LN = LM (que coincide con la topologia debil estr~
lla,pues LM es reflexivo) es metrizable. Entonces
por el teorema de Alaoglu se puede suponer que
wAnROn;T')f 0+ h€.LN, debilmente.
(i) Sea g E: LM arbi trario, entopces:
!<g,T'h>1 = I<Tg,h>! = liml<Tg,A R(A ;T')f>j. n nno+oo
= liml<A R(A ;T)Tg,f>1n nno+oo
= liml<A2R(A ;T)g,f> - A <g,f>1n n nn....oo
~ 1im I A I IIg IIM IIf "N ~A R (A ;T ) "n....OO n n n
+ lim I Anlllg11M ~f liNn....oo
= 0
Entonces T'h = O •
.1-
(if) Sea fE:. R(T'), entonces
<'P,f-h> ;; lim<'1',f-X R(A ;T')f>n nno+oo
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= - lim<'P,T'R(A ;T')f> = O.nn-"OO
~ ~ ~W ~Por consiguiente f-h ~ ( R(T'» C; ( R(T'» ::
R(T' )W (la Gltima igualdad se sigue de [9J p~g.
229-230) •




(b) Como LN tambi~n es reflexivo y ~R(A;T)! =
IR(A;T' )1, aplicando la pr~posici6n anterior a T'
se obtiene
ReT') C; Sp(T') <; Sp(T' )W.
Adem~s como N(T' )~Sp(T')W , de la parte, (a) se si
gue que LN = Sp(T')W.
(c) Aplicando el resultado de la parte (b) a
T' se tiene
ya que LM es reflexivo. Finalmente, como las ad-
herencias debil y fuerte de un subespacio son igu~
Les ; se tiene
= S (T) •
p
2.30 La nulidad de las trazas de las potencias de
un operador cuasi-nilpotente.
DEFINICION. Un operador T : E -..F se llama cua
~i-nilpotente si lim~Tn~1/n = 00 Equivalentemen-
n-+oo
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te, si el espectro se reduce a cero.
En [2], pag. 1032, se demuestra que si un ope-
rador T de Hilbert-Schmidt es cuasi-nilpotente en-
2tonces la traza de T es cero. A continuaci6n pr~
sentaremos una generalizaci6n de este hecho.
TEOREM~. Sean LM(x,n,~) un e~pacio de O~licz
~e6lex.-i.vo lJ TE: DM cua.6i-ni..lpotente, entonce.6 (12 =
Tr(T2) ::o.
Vemo.6t~aci6n. Por 'La .desLguaLd ad de Carleman
(1.4-a) la funci6n entera ~T{A) es de orden menor
o igual a 2. Por otra parte °susceros son preci-
samente los inversos de los au~ovalores diferentes
de cero de T (ver-. [11] pag. 484). Si estos auto-
valores son 11,A2, ••• ,ln"'" usando la proposi-
ci6n 2.1 y el teorema de factorizaci6n de Hadamard
(l.S-d), ~T(l) se pueda escribir en la forma
00
::exp(g(l»lT (l-ll )exp(ll ) ,. n=1 n n
donde g(A) es un polinomio de grado menor 0 igual,
ados. Usando el hecho de que 8T(0) =1, 8T(0) =
" 2o y 8T(0) ::-Tr(T ), se concluye que g(A) ~ O.
Ahorasi T es cuasi-nilpotente su espectro se redu-
ce acero, entonces 8T(A) ~ 1. Esto implica que
~n = 0 para todo n ~ 1. En particular, a2 = -~(12
::0, 0 sea Tr(T
2) = (12 = O.
COROlARIO. Con la.6 mi~rna.6 hi..p6te.6i...6del teo~e-
rna ante~-i.o~ .6e tiene:
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Vem0.6tltac.i6n. Aplique la desigualdad que apar.!,
ce en la part. (b-ii) de la demostraci6n de la pro
posici6n 2.2 y obser~e que R(A;T) = A-1(I_A-1T)-1-
y 0T(A) = 1.
***
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