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1. Introduction
LetX = (X1, . . . , Xn) andX∗ = (X∗1 , . . . , X∗n )be two centeredGaussian randomvectorswith covari-
ance matrices  = (σij) and ∗ = (σ ∗ij ), respectively. The well-known Slepian’s inequality [8] states
that if σii = σ ∗ii and σij  σ ∗ij for every i, j = 1, . . . , n, then for any x ∈ R,
P
(
min
1 i n
Xi  x
)
 P
(
min
1 i n
X∗i  x
)
, P
(
max
1 i n
Xi  x
)
 P
(
max
1 i n
X∗i  x
)
.
Slepian’s inequality and its variations provide a very useful tool in the theory of Gaussian random
variables and Gaussian processes. See, for examples, [1,5,7].
Majorization is a very interesting topic in various ﬁelds of mathematics and statistics, which is a
partial ordering onvectors by sorting all components in nonincreasing order . If – and –∗ are twovectors
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with all components in nonincreasing order such that
∑m
i=1 λi 
∑m
i=1 λ∗i form = 1, 2, . . . , n − 1with
equality atm = n, then –∗ is said to bemajorized by – and denote – m –∗. The history of investigating
onmajorization should date back to Schur [9] andHardy et al. [4]. In the reference ofMarshall andOlkin
[6], the reader canﬁnd thatmajorization has been connectedwith combinatorics, analytic inequalities,
numerical analysis, matrix theory, probability and statistics. Recent research on majorization with
respect to matrix inequalities and norm inequalities has been considered by Ando [2]. In this paper,
we search some new conditions via majorization to obtain Slepian’s inequality. We consider two cases
as follows. One case is two Gaussian random vectors have equal mean, sharing the same correlation
coefﬁcient for all components and the vector being constituted by the reciprocal of each component’s
standard deviation satisfying majorization; the other case is two Gaussian random vectors with equal
covariance matrix and the mean vector satisfying majorization. Our results cannot be derived from
the well-known Slepian’s inequality. The explanation will be given in the later.
2. Main results and applications
Inorder to stateourmain results,weﬁrst give thedeﬁnitionsofmajorizationandweakmajorization.
Deﬁnition 2.1. Let – = (λ1, λ2, . . . , λn), –∗ = (λ∗1 , λ∗2 , . . . , λ∗n) denote two n-dimensional real vec-
tors. Letλ[1]  λ[2]  · · · λ[n], λ∗[1]  λ∗[2]  · · · λ∗[n],λ(1)  λ(2)  · · · λ(n), λ∗(1)  λ∗(2)  · · · λ∗(n)
be their ordered components.
(1) –∗ is said to be majorized by –, in symbols – m –∗, if
k∑
i=1
λ[i] 
k∑
i=1
λ∗[i]
for k = 1, 2, . . . , n − 1 and∑ni=1 λi = ∑ni=1 λ∗i .
(2) –∗ is said to be weak lower majorized by –, in symbols – w –∗, if
k∑
i=1
λ[i] 
k∑
i=1
λ∗[i]
for k = 1, 2, . . . , n − 1 and∑ni=1 λi ∑ni=1 λ∗i .
(3) –∗ is said to be weak upper majorized by –, in symbols – w –∗, if
k∑
i=1
λ(i) 
k∑
i=1
λ∗(i)
for k = 1, 2, . . . , n − 1 and∑ni=1 λi ∑ni=1 λ∗i .
The following lemma gives the relations of majorization and weak majorization.
Lemma 2.1. Let – = (λ1, λ2, . . . , λn), –∗ = (λ∗1 , λ∗2 , . . . , λ∗n)denote twon-dimensional real vectors. Then
– w –∗ if and only if there exists n-dimensional vector ν satisfying – m , and  –∗(i.e. νi  λ∗i ,
i = 1, . . . , n).
It is well-known that the conception of majorization (weak majorization) is link to the conception
of doubly stochastic matrices(doubly substochastic matrices). We call that a n × n matrix A = (aij)
is doubly stochastic (substochastic) matrix if aij  0 and sum of all elements in any row and column
equal one (is less or equal to one). Using the conception of doubly stochastic matrices, we have the
following result.
Lemma 2.2 [3]. Let – = (λ1, λ2, . . . , λn), –∗ = (λ∗1 , λ∗2 , . . . , λ∗n) denote two n-dimensional real vectors,
then – m –∗ if there exists such a doubly stochastic matrix A such that –∗ = –A.
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Now, we state our main results. The proofs will be given in the next section.
Theorem 2.1. Let Xi ∼ N(μ, σ 2i ), cov(Xi, Xj) = ρσiσj; X∗i ∼ N(μ, σ ∗i 2), cov(X∗i , X∗j ) = ρσ ∗i σ ∗j
(
1
1−n
< ρ < 1) , i /= j, i, j = 1, . . . , n. If
(
1
σ1
, 1
σ2
, . . . , 1
σn
)
m
(
1
σ ∗1
, 1
σ ∗2
, . . . , 1
σ ∗n
)
, then for all x ∈ R,
P
(
min
1 i n
Xi  x
)
 P
(
min
1 i n
X∗i  x
)
, P
(
max
1 i n
Xi  x
)
 P
(
max
1 i n
X∗i  x
)
.
Theorem 2.2. Let Xi ∼ N(μi, σ 2), cov(Xi, Xj) = ρσ 2; X∗i ∼ N(μ∗i , σ 2), cov(X∗i , X∗j ) = ρσ 2
(
1
1−n <
ρ < 1) , i /= j, i, j = 1, . . . , n, and let u = min(μ1,μ2, . . . ,μn,μ∗1 ,μ∗2 . . . ,μ∗n), v = max(μ1,μ2, . . . ,
μn,μ
∗
1 ,μ
∗
2 , . . . ,μ
∗
n). Let f : [u, v] → R be a strictly monotone function satisfying (f (μ1), f (μ2), . . . ,
f (μn)) m (f (μ∗1), f (μ∗2), . . . , f (μ∗n)).
(1) if f ′(y)f ′′(y) 0 for all y ∈ [u, v], then P
(
min
1 i n
Xi  x
)
 P
(
min
1 i n
X∗i  x
)
for all x ∈ R;
(2) if f ′(y)f ′′(y) 0 for all y ∈ [u, v], then P
(
max
1 i n
Xi  x
)
 P
(
max
1 i n
X∗i  x
)
for all x ∈ R.
In Theorem 2.1, if we suppose (X1, . . . , Xn)
T ∼ N(—,), where — = (μ, . . . ,μ)T ,  =⎛
⎜⎜⎜⎜⎝
σ 21 ρσ1σ2 · · · ρσ1σn
ρσ1σ2 σ
2
2 · · · ρσ2σn
...
. . .
...
ρσ1σn ρσ2σn · · · σ 2n
⎞
⎟⎟⎟⎟⎠ . We let A = (aij)n×n be a doubly stochastic matrix, and ﬀ =
(
1
σ1
, 1
σ2
, . . . , 1
σn
)
, then
ﬀA =
⎛
⎝ n∑
i=1
ai1
1
σi
, . . . ,
n∑
i=1
ain
1
σi
⎞
⎠ .
Obviously, we have
(
1
σ1
, 1
σ2
, . . . , 1
σn
)
m
(∑n
i=1 ai1 1σi , . . . ,
∑n
i=1 ain 1σi
)
.
Whenn = 2, then
(
1
σ1
, 1
σ2
)
m
(
1
σ ∗1
, 1
σ ∗2
)
is equivalent tomin(σ1, σ2)min(σ ∗1 , σ ∗2 ),max(σ1, σ2)
max(σ ∗1 , σ ∗2 ), and 1σ1 + 1σ2 = 1σ ∗1 +
1
σ ∗2
.
So, if we let (X∗1 , . . . , X∗n )T ∼ N(—,∗), where — = (μ, . . . ,μ)T ,
∗ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
(
1∑n
i=1 ai1 1σi
)2
ρ 1∑n
i=1 ai1 1σi
1∑n
i=1 ai2 1σi
· · · ρ 1∑n
i=1 ai1 1σi
1∑n
i=1 ain 1σi
ρ 1∑n
i=1 ai1 1σi
1∑n
i=1 ai2 1σi
(
1∑n
i=1 ai2 1σi
)2
· · · ρ 1∑n
i=1 ai2 1σi
1∑n
i=1 ain 1σi
...
. . .
...
ρ 1∑n
i=1 ai1 1σi
1∑n
i=1 ain 1σi
ρ 1∑n
i=1 ain 1σi
1∑n
i=1 ai2 1σi
· · ·
(
1∑n
i=1 ain 1σi
)2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
then, we have
P
(
min
1 i n
Xi  x
)
 P
(
min
1 i n
X∗i  x
)
, P
(
max
1 i n
Xi  x
)
 P
(
max
1 i n
X∗i  x
)
.
In Theorem 2.2, if we let f (x) = x, we can easily get the following result.
Corollary 2.1. Suppose Xi and X
∗
i as in the setting of Theorem 2.2. If (μ1,μ2, . . . ,μn) m (μ∗1 ,μ∗2 , . . . ,
μ∗n), then we have
P
(
min
1 i n
Xi  x
)
 P
(
min
1 i n
X∗i  x
)
, P
(
max
1 i n
Xi  x
)
 P
(
max
1 i n
X∗i  x
)
.
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In Corollary 2.1, we let (X1, . . . , Xn)
T ∼ N(—,), where — = (μ1, . . . ,μn)T ,
 =
⎛
⎜⎜⎜⎜⎝
σ 2 ρσ 2 · · · ρσ 2
ρσ 2 σ 2 · · · ρσ 2
...
. . .
...
ρσ 2 ρσ 2 · · · σ 2
⎞
⎟⎟⎟⎟⎠ , and A = (aij) be a doubly stochastic matrix. Let
—∗ = —TA =
⎛
⎝ n∑
i=1
ai1μi, . . . ,
n∑
i=1
ainμi
⎞
⎠  (μ∗1 ,μ∗2 . . . ,μ∗n).
Then, we have (μ1,μ2, . . . ,μn) m (μ∗1 ,μ∗2 , . . . ,μ∗n). Suppose that (X∗1 , . . . , X∗n )T ∼ N(—∗T ,), where
—∗ = (μ∗1 , . . . ,μ∗n) =
(∑n
i=1 ai1μi, . . . ,
∑n
i=1 ainμi
)
, then we have
P
(
min
1 i n
Xi  x
)
 P
(
min
1 i n
X∗i  x
)
, P
(
max
1 i n
Xi  x
)
 P
(
max
1 i n
X∗i  x
)
.
Moreover, let —k =
(∑n−k
i=1 μi,μn,μn−1, . . . ,μn−k+1, 0, . . . , 0
)
, k = 0, 1, . . . , n − 1, where μi 
0, i = 1, . . . , n. There are n − k − 1 zero components among the n components of the vector —k. According
to Deﬁnition 2.1, we have
—0 m —1 m —2 · · · m —n−1.
Let (Xk1 , . . . , X
k
n)
T ∼ N((—k)T ,), where —k =
(∑n−k
i=1 μi,μn,μn−1, . . . ,μn−k+1, 0, . . . , 0
)
and  =⎛
⎜⎜⎜⎜⎝
σ 2 ρσ 2 · · · ρσ 2
ρσ 2 σ 2 · · · ρσ 2
...
. . .
...
ρσ 2 ρσ 2 · · · σ 2
⎞
⎟⎟⎟⎟⎠ . Then, we obtain
P
(
min
1 i n
X0i  x
)
 P
(
min
1 i n
X1i  x
)
 · · · P
(
min
1 i n
X
n−1
i
 x
)
,
P
(
max
1 i n
X0i  x
)
 P
(
max
1 i n
X1i  x
)
 · · · P
(
max
1 i n
X
n−1
i
 x
)
.
We can extend the results of Theorem 2.2 to weak majorization case.
Corollary 2.2. Suppose Xi, X
∗
i and u, v as in the setting of Theorem 2.2. Let f : [u, v] → R be a
strictlymonotone function, anddenote—f = (f (μ1), f (μ2), . . . , f (μn)), —∗f =(f (μ∗1), f (μ∗2), . . . , f (μ∗n)),
(1) if f ′(y) > 0, f ′′(y) 0 for all y ∈ [u, v], and —f w —∗f , then
P
(
min
1 i n
Xi  x
)
 P
(
min
1 i n
X∗i  x
)
for all x ∈ R;
(2) if f ′(y) < 0, f ′′(y) 0 for all y ∈ [u, v], and —f w —∗f , then
P
(
min
1 i n
Xi  x
)
 P
(
min
1 i n
X∗i  x
)
for all x ∈ R;
(3) if f ′(y) > 0, f ′′(y) 0 for all y ∈ [u, v], and —f w —∗f , then
P
(
max
1 i n
Xi  x
)
 P
(
max
1 i n
X∗i  x
)
for all x ∈ R;
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(4) if f ′(y) < 0, f ′′(y) 0 for all y ∈ [u, v], and —f w —∗f , then
P
(
max
1 i n
Xi  x
)
 P
(
max
1 i n
X∗i  x
)
.
for all x ∈ R.
From Corollary 2.2, we get two interesting results as follows.
Corollary 2.3. In Corollary 2.2, there exists a real number a > 0 satisfying (aμ1 , . . . , aμn) w (aμ∗1 , . . . ,
aμ
∗
n ),
(1) if a > 1, then P
(
min
1 i n
Xi  x
)
 P
(
min
1 i n
X∗i  x
)
for all x ∈ R;
(2) if 0 < a < 1, then P
(
max
1 i n
Xi  x
)
 P
(
max
1 i n
X∗i  x
)
for all x ∈ R.
Corollary 2.4. In Corollary 2.2, we suppose μi > 0,μ
∗
i > 0. Let —
τ = (μτ1 , . . . ,μτn), —∗τ = (μ∗τ1 , . . . ,
μ∗τn ), where τ is a nonzero real number,
(1) if τ  1, and —τ w —∗τ , then P
(
min
1 i n
Xi  x
)
 P
(
min
1 i n
X∗i  x
)
for all x ∈ R;
(2) if 0 < τ  1, and —τ w —∗τ , then P
(
max
1 i n
Xi  x
)
 P
(
max
1 i n
X∗i  x
)
for all x ∈ R;
(3) if τ < 0, and μτ w μ∗τ , then P
(
max
1 i n
Xi  x
)
 P
(
max
1 i n
X∗i  x
)
for all x ∈ R.
Finally, we present a concrete example. Let⎛
⎝X1X2
X3
⎞
⎠ ∼ N
⎛
⎜⎝
⎛
⎝11
1
⎞
⎠ ,
⎛
⎜⎝
1 1
15
1
9
1
15
1
25
1
45
1
9
1
45
1
9
⎞
⎟⎠
⎞
⎟⎠ ,
⎛
⎝X∗1X∗2
X∗3
⎞
⎠ ∼ N
⎛
⎜⎝
⎛
⎝11
1
⎞
⎠ ,
⎛
⎜⎝
1
9
1
18
1
36
1
18
1
4
1
24
1
16
1
24
1
16
⎞
⎟⎠
⎞
⎟⎠ .
Obviously, we have correlation coefﬁcient ρ = 1
3
and(
1
σ1
,
1
σ2
,
1
σ3
)
= (1, 5, 3) m (3, 2, 4) =
(
1
σ ∗1
,
1
σ ∗2
,
1
σ ∗3
)
.
From Theorem 2.1, we get
P
(
min
1 i 3
Xi  x
)
 P
(
min
1 i 3
X∗i  x
)
, P
(
max
1 i 3
Xi  x
)
 P
(
max
1 i 3
X∗i  x
)
, for all x ∈ R.
From this example, we can see that the elements of the covariance matrices do not satisfy the
conditions of the well-known Slepian’s inequality. But the Slepian’s inequality still holds.
3. Preliminaries and the proofs of two theorems
Before we prove our main results, we need the following well-known deﬁnition 3.1 and some
lemmas.
Deﬁnition 3.1. A real-valued function φ(–):Rn → R is said to be a Schur-concave (Schur-convex)
function if for all – m —, then φ(–)()φ(—).
Lemma 3.1 [6]. A permutation-symmetric differentiable function φ(X) is Schur-concave (Schur-convex)
if and only if
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(Xi − Xj)
(
∂φ(X)
∂Xi
− ∂φ(X)
∂Xj
)
 0 ( 0)
for all i /= j.
The following lemma can be proved easily, so we omit its proof here.
Lemma 3.2 (1) Let g(x) = e x22 ∫+∞x e− t22 dt, for all x ∈ R, then g(x) is a nonincreasing function.
(2) Let h(x) = e x22 ∫ x−∞ e− t22 dt, for all x ∈ R, then h(x) is a nondecreasing function.
Now we prove the ﬁrst main result as stated in Theorem 2.1.
Proof of Theorem 2.1. Let λ1 = 1σ1 , . . . , λn = 1σn ; λ∗1 = 1σ ∗1 , . . . , λ
∗
n = 1σ ∗n , then (λ1, . . . , λn) m (λ∗1 ,
. . . , λ∗n).
We ﬁrst prove that P
(
min
1 i n
Xi  x
)
 P
(
min
1 i n
X∗i  x
)
. It is sufﬁcient to prove
F min
1 i n
Xi(x)=P
(
min
1 i n
Xi  x
)
= P (X1  x, . . . , Xn  x)
=
∫ +∞
x
. . .
∫ +∞
x
1
(2π)
n
2 || 12
e−
1
2
(t−—)′−1(t−—)dt1 . . . dtn
is Schur-concave function with respect to (λ1, λ2, . . . , λn), where — = (μ, . . . ,μ)T .
Since  =
⎛
⎜⎜⎜⎜⎝
σ 21 ρσ1σ2 · · · ρσ1σn
ρσ1σ2 σ
2
2 · · · ρσ2σn
...
. . .
...
ρσ1σn ρσ2σn · · · σ 2n
⎞
⎟⎟⎟⎟⎠, then −1 = 1(1−ρ)[(n−1)ρ+1]
·
⎛
⎜⎜⎜⎜⎝
[(n − 2)ρ + 1]λ21 −ρλ1λ2 · · · −ρλ1λn−ρλ1λ2 [(n − 2)ρ + 1]λ22 · · · −ρλ2λ1
...
. . .
...
−ρλ1λn −ρλ2λn · · · [(n − 2)ρ + 1]λ2n
⎞
⎟⎟⎟⎟⎠  (Vij)n×n.
Denote
(n−2)ρ+1
(1−ρ)[(n−1)ρ+1]  a,
−ρ
(1−ρ)[(n−1)ρ+1]  b, then for all x ∈ R,
∂F min
1 i n
Xi(x)
∂λi
=
∫ +∞
x
. . .
∫ +∞
x
1
(2π)
n
2
∂|−1| 12
∂λi
e−
1
2
(t−—)′−1(t−—)
· dt1 . . . dtn − 1
(2π)
n
2 || 12
·
∫ +∞
x
. . .
∫ +∞
x
(
aλi(ti − μ)2
+ b∑
k /=i
λk(tk − μ)(ti − μ)
⎞
⎠ e− 12 (t−—)′−1(t−—)dt1 . . . dtn.
Since
∂|−1| 12
∂λi
= 1
λi
||− 12 , we can get
∂F min
1 i n
Xi(x)
∂λi
−
∂F min
1 i n
Xi(x)
∂λj
= 1
(2π)
n
2 || 12
∫ +∞
x
. . .
∫ +∞
x
{∫ +∞
x
∫ +∞
x
(
1
λi
− 1
λj
)
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· exp
⎡
⎣− a
2
λ2i (ti − μ)2 − b
∑
k /=i
λkλi(tk − μ)(ti − μ) − a
2
λ2j (tj − μ)2
− b ∑
k /=i,k /=j
λkλj(tk − μ)(tj − μ)
⎤
⎦ dtidtj −
∫ +∞
x
∫ +∞
x
(
aλi(ti − μ)2
+ b∑
k /=i
λk(tk − μ)(ti − μ)
⎞
⎠ · exp
⎡
⎣− a
2
⎡
⎣λi(ti − μ) + b
a
∑
k /=i
λk
· (tk − μ)]2 + b
2
2a
⎛
⎝∑
k /=i
λk(tk − μ)
⎞
⎠2 − a
2
λ2j (tj − μ)2 − b
∑
k /=i,k /=j
λk
· λj(tk − μ)(tj − μ)] · dtidtj +
∫ +∞
x
∫ +∞
x
(
aλj(tj − μ)2
+ b∑
k /=j
λk(tk − μ)(tj − μ)
⎞
⎠ exp
⎡
⎢⎣− a
2
⎡
⎣λj(tj − μ) + b
a
∑
k /=j
λk(tk − μ)
⎤
⎦2
+ b
2
2a
⎛
⎝∑
k /=j
λk(tk − μ)
⎞
⎠2 − a
2
λ2i (ti − μ)2 − b
∑
k /=i,k /=j
λk
· λi(tk − μ)(ti − μ)] dtidtj} e− 12 ∑k /=i,k /=j ∑k′ /=i,k′ /=j Vkk′ (tk−μ)(tk′−μ)
· dt1 . . . dti−1dti+1 . . . dtj−1dtj+1 . . . dtn.
Let
I =
∫ +∞
x
∫ +∞
x
(
1
λi
− 1
λj
)
· exp
⎡
⎣− a
2
λ2i (ti − μ)2 − b
∑
k /=i
λkλi(tk − μ)(ti − μ)
− a
2
λ2j (tj − μ)2 − b
∑
k /=i,k /=j
λkλj(tk − μ)(tj − μ)
⎤
⎦ dtidtj, (3.1)
II =
∫ +∞
x
∫ +∞
x
⎛
⎝aλi(ti − μ)2 + b∑
k /=i
λk(tk − μ)(ti − μ)
⎞
⎠
· exp
⎡
⎢⎣− a
2
⎡
⎣λi(ti − μ) + b
a
∑
k /=i
λk · (tk − μ)
⎤
⎦2 + b2
2a
⎛
⎝∑
k /=i
λk(tk − μ)
⎞
⎠2
− a
2
λ2j (tj − μ)2 − b
∑
k /=i,k /=j
λk · λj(tk − μ)(tj − μ)
⎤
⎦ dtidtj,
III =
∫ +∞
x
∫ +∞
x
⎛
⎝aλj(tj − μ)2 + b∑
k /=j
λk(tk − μ)(tj − μ)
⎞
⎠
· exp
⎡
⎢⎣− a
2
⎡
⎣λj(tj − μ) + b
a
∑
k /=j
λk(tk − μ)
⎤
⎦2 + b2
2a
⎛
⎝∑
k /=j
λk(tk − μ)
⎞
⎠2
− a
2
λ2i (ti − μ)2 − b
∑
k /=i,k /=j
λkλi(tk − μ)(ti − μ)
⎤
⎦ dtidtj.
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Now, we calculate II .
II =
∫ +∞
x
⎧⎨
⎩
∫ +∞
x
⎛
⎝aλi(ti − μ)2 + b∑
k /=i
λk(tk − μ)(ti − μ)
⎞
⎠ exp [− a
2
[λi(ti − μ)
+ b
a
∑
k /=i
λk · (tk − μ)
⎤
⎦2
⎤
⎥⎦ dti
⎫⎪⎬
⎪⎭ exp
⎡
⎢⎣ b2
2a
⎛
⎝∑
k /=i
λk(tk − μ)
⎞
⎠2 − a
2
λ2j (tj − μ)2
− b ∑
k /=i,k /=j
λkλj(tk − μ)(tj − μ)
⎤
⎦ dtj
= 1
a
1
2 λiλj
(x − μ)
∫ +∞
√
a
[
λj(x−μ)+ baλi(x−μ)+ ba
∑
k /=i,k /=j λk(tk−μ)
] e− u22 du
· exp
⎡
⎢⎣ b2
2a
⎛
⎝ ∑
k /=i,k /=j
λk(tk − μ)
⎞
⎠2 + b2 − a2
2a
λ2i (x − μ)2 +
b2 − ab
a
λi(x − μ)
· ∑
k /=i,k /=j
λk(tk − μ)
⎤
⎦+ 1
λi
∫ +∞
x
∫ +∞
x
exp
⎡
⎣− a
2
λ2i (ti − μ)2 − b
∑
k /=i
λkλi(tk − μ)
· (ti − μ) − a
2
λ2j (tj − μ)2 − b
∑
k /=i,k /=j
λkλj(tk − μ)(tj − μ)
⎤
⎦ dtidtj. (3.2)
Similarly
III =
∫ +∞
x
⎧⎨
⎩
∫ +∞
x
⎛
⎝aλj(tj − μ)2 + b∑
k /=j
λk(tk − μ)(tj − μ)
⎞
⎠ exp [− a
2
[
λj(tj − μ)
+ b
a
∑
k /=j
λk · (tk − μ)
⎤
⎦2
⎤
⎥⎦ dtj
⎫⎪⎬
⎪⎭ exp
⎡
⎢⎣ b2
2a
⎛
⎝∑
k /=j
λk(tk − μ)
⎞
⎠2 − a
2
λ2i (ti − μ)2
− b ∑
k /=i,k /=j
λkλj(tk − μ)(tj − μ)
⎤
⎦ dtj
= 1
a
1
2 λiλj
(x − μ)
∫ +∞
√
a
[
λi(x−μ)+ baλj(x−μ)+ ba
∑
k /=i,k /=j λk(tk−μ)
] e− u22 du
· exp
⎡
⎢⎣ b2
2a
⎛
⎝ ∑
k /=i,k /=j
λk(tk − μ)
⎞
⎠2 + b2 − a2
2a
λ2j (x − μ)2 +
b2 − ab
a
λj(x − μ)
· ∑
k /=i,k /=j
λk(tk − μ)
⎤
⎦+ 1
λj
∫ +∞
x
∫ +∞
x
exp
⎡
⎣− a
2
λ2j (tj − μ)2 − b
∑
k /=j
λkλj(tk − μ)
· (tj − μ) − a
2
λ2i (ti − μ)2 − b
∑
k /=i,k /=j
λkλi(tk − μ)(ti − μ)
⎤
⎦ dtidtj. (3.3)
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From (3.1)–(3.3), we can obtain
I − II + III
= 1
a
1
2 λiλj
{
(x − μ)
∫ +∞
√
a
[
λi(x−μ)+ baλj(x−μ)+ ba
∑
k /=i,k /=j λk(tk−μ)
] e− u22 du
· exp
⎡
⎢⎣ b2
2a
⎛
⎝ ∑
k /=i,k /=j
λk · (tk − μ)
⎞
⎠2 + b2 − a2
2a
λ2j (x − μ)2 +
b2 − ab
a
λj(x − μ)
· ∑
k /=i,k /=j
λk(tk − μ)
⎤
⎦− (x − μ) ∫ +∞√
a
[
λj(x−μ)+ baλi(x−μ)+ ba
∑
k /=i,k /=j λk(tk−μ)
] e− u22 du
· exp
⎡
⎢⎣ b2
2a
⎛
⎝ ∑
k /=i,k /=j
λk · (tk − μ)
⎞
⎠2 + b2 − a2
2a
λ2i (x − μ)2 +
b2 − ab
a
λi(x − μ)
· ∑
k /=i,k /=j
λk(tk − μ)
⎤
⎦
⎫⎬
⎭
= 1
a
1
2 λiλj
⎧⎪⎨
⎪⎩[(x − μ) exp
⎡
⎢⎣ a
2
⎡
⎣λi(x − μ) + b
a
λj(x − μ) + b
a
∑
k /=i,k /=j
λk(tk − μ)
⎤
⎦2
⎤
⎥⎦
·
∫ +∞
√
a
[
λi(x−μ)+ baλj(x−μ)+ ba
∑
k /=i,k /=j λk(tk−μ)
] e− u22 du − (x − μ) exp
[
a
2
[
λj(x − μ) + b
a
λi
· (x − μ) + b
a
∑
k /=i,k /=j
λk(tk − μ)
⎤
⎦2
⎤
⎥⎦ ∫ +∞√
a
[
λj(x−μ)+ baλi(x−μ)+ ba
∑
k /=i,k /=j λk(tk−μ)
] e− u22 du
⎫⎪⎬
⎪⎭
· exp
⎡
⎣− a
2
λ2j (x − μ)2 − b
∑
k /=i,k /=j
λkλj(tk − μ)(x − μ) − a
2
λ2i (x − μ)2
− b ∑
k /=i,k /=j
λkλi(tk − μ)(x − μ) − bλjλi(x − μ)2
⎤
⎦ .
By Lemma 3.2(1), we get
(λi − λj)(I − II + III) 0.
That is
(λi − λj)
⎛
⎜⎝∂F min1 i n Xi(x)
∂λi
−
∂F min
1 i n
Xi(x)
∂λj
⎞
⎟⎠ = 1
(2π)
n
2 || 12
·
∫ +∞
x
. . .
∫ +∞
x
· (λi − λj)(I − II + III)e− 12
∑
k /=i,k /=j
∑
k′ /=i,k′ /=j Vkk′ (tk−μ)(tk′−μ)dt1 . . . dtn  0.
Therefore P
(
min
1 i n
Xi  x
)
 P
(
min
1 i n
X∗i  x
)
.
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Similarly, we can show that
F max
1 i n
Xi(x)=P
(
max
1 i n
Xi > x
)
= 1 − P(X1  x, . . . , Xn  x)
=1 −
∫ x
−∞
. . .
∫ x
−∞
1
(2π)
n
2 || 12
e−
1
2
(t−—)′−1(t−—)dt1 . . . dtn
is Schur-convex function with respect to (λ1, λ2, . . . , λn) for all x ∈ R. So P
(
max
1 i n
Xi  x
)

P
(
max
1 i n
X∗i  x
)
.
We have completed the proof of Theorem 2.1. 
Proof of Theorem 2.2. We ﬁrst let λ1 = f (μ1), . . . , λn = f (μn), λ∗1 = f (μ∗1), . . . , λ∗n = f (μ∗n), then
μ1 = f−1(λ1), . . . ,μn = f−1(λn),μ∗1 = f−1(λ∗1), . . . ,μ∗n = f−1(λ∗n), so we get (λ1, . . . , λn) m
(λ∗1 , . . . , λ∗n).
(1) Now we prove that P
(
min
1 i n
Xi  x
)
 P
(
min
1 i n
X∗i  x
)
by proving that
F min
1 i n
Xi(x) = P
(
min
1 i n
Xi  x
)
= P (X1  x, . . . , Xn  x)
=
∫ +∞
x
. . .
∫ +∞
x
1
(2π)
n
2 || 12
· e− 12 (t−—)′−1(t−—)dt1 . . . dtn
is Schur-concave function with respect to (λ1, . . . , λn), where — = (μ, . . . ,μ)T .
Since  = σ 2
⎛
⎜⎜⎜⎝
1 ρ · · · ρ
ρ 1 · · · ρ
...
. . .
...
ρ ρ · · · 1
⎞
⎟⎟⎟⎠, then −1 = 1(1−ρ)σ 2[(n−1)ρ+1]
·
⎛
⎜⎜⎜⎝
(n − 2)ρ + 1 −ρ · · · −ρ
−ρ (n − 2)ρ + 1 · · · −ρ
...
. . .
...
−ρ −ρ · · · (n − 2)ρ + 1
⎞
⎟⎟⎟⎠  (Vij)n×n.
Denote Vii = (n−2)ρ+1(1−ρ)[(n−1)ρ+1]σ 2  c, Vij = −ρ(1−ρ)[(n−1)ρ+1]σ 2  d, i /= j, i, j = 1, . . . , n.
Therefore, for all x ∈ R,
∂F min
1 i n
Xi(x)
∂λi
= 1
(2π)
n
2 || 12 f ′(μi)
∫ +∞
x
. . .
∫ +∞
x
⎛
⎝Vii(ti − μi) +∑
k /=i
Vik(tk − μk)
⎞
⎠
· e− 12 (t−—)′−1(t−—)dt1 . . . dtn
= 1
(2π)
n
2 || 12 f ′(μi)
∫ +∞
x
. . .
∫ +∞
x
⎡
⎣∫ +∞
x
⎛
⎝Vii(ti − μi) +∑
k /=i
Vik(tk − μk)
⎞
⎠
· e− 12 (t−—)′−1(t−—)dti
]
dt1 . . . dti−1dti+1 . . . dtn
= − 1
(2π)
n
2 || 12 f ′(μi)
∫ +∞
x
. . .
∫ +∞
x
[∫ +∞
x
d(e−
1
2
(t−—)′−1(t−—))
]
dt1 . . . dti−1
· dti+1 . . . dtn
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= 1
(2π)
n
2 || 12 f ′(μi)
∫ +∞
x
. . .
∫ +∞
x
exp
⎡
⎣−1
2
[c(x − μi)2 + 2d(x − μi)
∑
k /=i
(tk − μk)
+ c(tj − μj)2 + 2d
∑
k /=i,k /=j
(tk − μk)(tj − μj) +
∑
k′ /=i,k′ /=j
Vkk′(tk − μk)
· (tk′ − μk′)]] dt1 . . . dti−1dti+1 . . . dtn
= 1
(2π)
n
2 || 12 f ′(μi)
∫ +∞
x
. . .
∫ +∞
x
{∫ +∞
x
exp
[
−1
2
c
[
(tj − μj) + d
c
((x − μi)
+ ∑
k /=i,k /=j
(tk − μk)
⎞
⎠
⎤
⎦2
⎤
⎥⎦ dtj
⎫⎪⎬
⎪⎭ exp
⎡
⎢⎣−d2
c
⎛
⎝(x − μi) + ∑
k /=i,k /=j
(tk − μk)
⎞
⎠2
+ 2d ∑
k /=i,k /=j
(tk − μk)(x − μi) + c(x − μi)2 +
∑
k /=i,k /=j
∑
k′ /=i,k′ /=j
Vkk′(tk − μk)
· (tk′ − μk′)] dt1 . . . dti−1dti+1 . . . dtj−1dtj+1 . . . dtn
= 1
(2π)
n
2 || 12 √cf ′(μi)
∫ +∞
x
. . .
∫ +∞
x
{
exp
[
c
2
[(x − μj) + d
c
(x − μi)
+ d
c
∑
k /=i,k /=j
(tk − μk)]2
⎤
⎦ ∫ +∞√
c[(x−μj)+ dc (x−μi)+ dc
∑
k /=i,k /=j(tk−μk)]
e−
u2
2 du
⎫⎬
⎭
· exp
⎡
⎣− c
2
(x − μi)2 − c
2
(x − μj)2 − d
∑
k /=i,k /=j
(tk − μk)[(x − μi) + (x − μj)
⎤
⎦
− d(x − μi)(x − μj) +
∑
k /=i,k /=j
∑
k′ /=i,k′ /=j
Vkk′(tk − μk)(tk′ − μk′)
⎤
⎦
· dt1 . . . dti−1dti+1 . . . dtj−1dtj+1 . . . dtn. (3.4)
So from (3.4), we have
∂F min
1 i n
Xi(x)
∂λi
−
∂F min
1 i n
Xi(x)
∂λj
= 1
(2π)
n
2 || 12 √cf ′(μi)f ′(μj)
∫ +∞
x
. . .
∫ +∞
x
{
f ′(μj) exp
[
c
2
[(x − μj)
+ d
c
(x − μi) + d
c
· ∑
k /=i,k /=j
(tk − μk)]2
⎤
⎦ ∫ +∞√
c[(x−μj)+ dc (x−μi)+ dc
∑
k /=i,k /=j(tk−μk)]
e−
u2
2 du
− f ′(μi) exp
⎡
⎣ c
2
[(x − μi) + d
c
(x − μj) + d
c
∑
k /=i,k /=j
(tk − μk)]2
⎤
⎦
·
∫ +∞
√
c[(x−μi)+ dc (x−μj)+ dc
∑
k /=i,k /=j(tk−μk)]
e−
u2
2 du
}
· exp
[
− c
2
(x − μj)2 − c
2
(x − μi)2
− d ∑
k /=i,k /=j
(tk − μk)[(x − μi) + (x − μj)] − d(x − μi)(x − μj) +
∑
k /=i,k /=j
∑
k′ /=i,k′ /=j
Vkk′(tk − μk)(tk′ − μk′)
⎤
⎦ dt1 . . . dti−1dti+1 . . . dtj−1dtj+1 . . . dtn. (3.5)
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Thus, if f ′(y)f ′′(y) 0 for all y ∈ [u, v], we can obtain the following result from Lemma 3.2(1),
(λi − λj)
⎧⎨
⎩f ′(μj) exp
⎡
⎣ c
2
[(x − μj) + d
c
(x − μi) + d
c
∑
k /=i,k /=j
(tk − μk)]2
⎤
⎦
·
∫ +∞
√
c[(x−μj)+ dc (x−μi)+ dc
∑
k /=i,k /=j(tk−μk)]
e−
u2
2 du − f ′(μi) exp
[
c
2
[(x − μi) + d
c
(x − μj)
+ d
c
∑
k /=i,k /=j
(tk − μk)]2
⎤
⎦ ∫ +∞√
c[(x−μi)+ dc (x−μj)+ dc
∑
k /=i,k /=j(tk−μk)]
e−
u2
2 du
⎫⎬
⎭ 0. (3.6)
Moreover, from (3.5) and (3.6), we get
(λi − λj)
⎛
⎜⎝∂F min1 i n Xi(x)
∂λi
−
∂F min
1 i n
Xi(x)
∂λj
⎞
⎟⎠ 0.
Therefore P
(
min
1 i n
Xi  x
)
 P
(
min
1 i n
X∗i  x
)
.
(2) Similarly, if f ′(y)f ′′(y) 0 for all y ∈ [u, v], we can show that
F max
1 i n
Xi(x) = P
(
max
1 i n
Xi > x
)
= 1 − P(X1  x, . . . , Xn  x)
= 1 −
∫ x
−∞
. . .
∫ x
−∞
1
(2π)
n
2 || 12
e−
1
2
(t−—)′−1(t−—)dt1 . . . dtn
is Schur-convex function with respect to (λ1, . . . , λn) for all x ∈ R through Lemma 3.2(2).
So P
(
max
1 i n
Xi  x
)
 P
(
max
1 i n
X∗i  x
)
. Finally, We have completed the proof of Theorem 2.2. 
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