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Abstract- The proposed method is a classification problem to 
diagnose Type II diabetes mellitus using improved Gradient 
Descent back propagation algorithm. The objective of this 
research is to increase the performance of the network in terms 
of accuracy. The accuracy was increased by using three key 
concepts: missing data replacement, data preprocessing and 
introducing the Performance Vector (PV) in the search 
direction. The results of the network have been tested using 
Pima Indian Diabetes Dataset. This experimental system 
improves the performance more than 7% than the standard 
Gradient Descent method. 
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iabetes mellitus is now a big growing health problem 
as it is fourth biggest cause of death worldwide 
particularly in the industrial and developing countries 
[Rajeeb Dey and Vaibhav Bajpai, Gagan Gandhi and 
Barnali Dey]. It is one of the most common chronic 
diseases, which can lead to serious long-term complications 
and death. There are two major types of diabetes; Type I and 
Type II. Type I diabetes is usually diagnosed in children and 
young adults and was previously known as Juvenile diabetes 
[Siti Farhanah, Bt Jaafar and Darmawaty Mohd Ali]. Type II 
diabetes is the most common form of diabetes. 
The design and implementation of intelligent system with 
human capabilities is the starting point to design Artificial 
Neural Networks (ANN). Artificial neural networks are 
computational systems whose architecture and operation are 
inspired from the knowledge about biological neural cells 
(neurons) in the brain [Madiha J.Jafri, Vince D.Calhoun]. 
ANNs is a network of many simple processors called units, 
linked to certain neighbors with varying coefficients of 
connectivity called weights that represent the strength of 
these connections. The basic unit of ANNs called an 
artificial neuron, simulates the basic functions of natural 
neurons. It receives inputs process them by simple 
connections and threshold operations and outputs a result.  
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ANN have been successfully used to solve classification 
problems in several domains, specifically the back 
propagation algorithm is very often the favorite to train feed 
forward neural networks [T.Jayalakshmi, 
A.Santhakumaran]. Figure.1 shows the schematic 
representation of a multilayer perceptron with eight input 
neurons, two hidden layers with eight hidden neurons and 
one output layer with single neuron. Each of the input 
neuron connects to each of the hidden neurons, and each of 













Figure.1 Schematic Representation of a Multi Layer 
Perceptron 
Gradient-based methods are one of the most widely used 
error minimization methods used to train back propagation 
networks. Back propagation algorithm is a classical domain 
dependent technique for supervised training. It works by 
measuring the output error calculating the gradient of this 
error, and adjusting the ANN weights and biases in the 
descending gradient direction. Back propagation is the most 
commonly used and the simplest feed forward algorithm 
used for classification. 
This paper suggests a simple modification in the search 
direction to improve the training efficiency, by modifying 
the search direction vector. The proposed method improves 
the accuracy at the maximum to classify the Type II 
diabetes. The paper is organized as follows: Section 2 
discusses the improved gradient descent method. Section 3 
describes the experimental results and Section 4 concludes 
the paper. 
 
II BACKGROUND STUDY 
 
Chee-peng Lim, Jenn-Hwai Leong and Mei-Ming Kuan 
proposed a hybrid neural network comprising Fuzzy 
ARTMAP and Fuzzy C-Means clustering for pattern 
classification with incomplete training and test data. To 
D 
GJCST Classifications: 
F.1.1, J.3, I.2.6 
P a g e  | 95   Vol. 9 Issue 5 (Ver  2.0), January 2010 Global Journal of Computer Science and Technology  
 
 
handle missing data in the training samples a three-phase 
procedure is to be proposed. FAM first trained with 
complete training samples. Training samples with missing 
features can be presented, and the missing values can be 
estimated and replaced using two FCM-based algorithms. 
Then network training is conducted using all complete and 
estimated samples. To handle test samples with missing 
features, a non-substitution FCM-based approach is 
employed to yield a predicted output quickly. Marisol 
Giardina, Yongyang Huo, Francisco Azuaje, Paul 
McCullagh, and Roy Harper makes the investigation about 
the data acquired from diabetic patients at the Ulster 
Hospital in Northern Ireland in terms of statistical 
descriptive indicators and missing values. They made a 
comparative study of several missing value estimation 
techniques. This paper reported an exploratory statistical 
analysis on Type II diabetes databases. It included a 
comparison of missing value estimation methods, which is a 
problem that has received relatively little attention from the 
medical information community. This study is part of the 
preprocessing phase in the development of supervised and 
unsupervised machine learning systems for assessing 
coronary heart disease risk in diabetic patients. HT Nguyen, 
M Butler, A Roychoudhry, AG Shannon, J Flack and P 
Mitchell proposes and develops an appropriate integrated for 
the classification of diabetic retinopathy using a multilayer 
feed forward neural network. The principal advantages of 
automated grading are quantitative accuracy and 
repeatability. Md Monirul Isalm, Md Faijul Amin, Suman 
Ahmmed and Kazuyuki Murase describes an adaptive 
merging and pruning algorithm for designing ANNs. This 
new algorithm prunes hidden neurons by merging and adds 
hidden neurons by splitting repeatedly or alternatively. The 
decision when to merge or add hidden neurons is completely 
dependent on the improvement of hidden neurons learning 
ability or the training progress of ANNs respectively. 
Aurangzeb Khan, and Kenneth Revertt describes a rough set 
theory can be utilized as tool for analyzing relatively 
complex decision tables like the Pima Indian Diabetes 
Database. They conclude that in future the missing values 
filled with 0’s can be corrected to improve the accuracy 
figure. Rajeeb Dey and Vaibhav Bajapi, Gagan Gandhi and 
Barnali Dey present a work for a classification problem 
applied to diagnosis of diabetes mellitus using back 
propagation algorithm of artificial neural network. The 
database used for training and testing the ANNs have been 
collected from Sikkim Manipal Institute of Medical 
Sciences Hospital. They propose that the effectiveness of 
data normalization in terms of network performance is 
reflected clearly in the results. Xingbo Sun, Pingxian Yang 
proposed a novel variant activation sigmoid function with 
four parameters. The improved BP algorithm based on this 
is educed and discussed. The efficiency and advantage of 
the method proved the classification results for the Chinese 
wines micrographs based on the improved and traditional 
BPNN. 
The activation function can adjust the step, position and 
mapping scope simultaneously, so it has stronger non-linear 
mapping capabilities. Michael Rimer, Tony Martinez 
presents a classification-based objective functions, an 
approach to training artificial neural networks on 
classification problems. It directly minimizes classification 
error by back propagating error only on misclassified 
patterns from culprit output nodes. Mehmet Onder Efe 
presents a comparison of neuronal activation functions 
utilized mostly in neural network applications. This paper 
dwells on the widely used neuronal activation functions as 
well as two new ones composed of sines and cosines and a 
sync function characterizing the firing of a neuron. Pasi 
Luuka study the suitability of similarity derived from Yu’s 
norms used in a similarity classifier. Usually a similarity 
classifier uses similarity based on Lukasiwich structure with 
a generalized mean. A similarity classifier has proved to be 
a good method in classifying medical data sets. He also 
tested two different preprocessing methods, PCA and 




The performance of the proposed method is demonstrated 
by employing the improved gradient descent method. The 
performance criteria used in this research focus the accuracy 
of classification. This paper compares the results of normal 
gradient descent method and the improved gradient method 
in terms of accuracy. 
 
A. Pima Indian Diabetes Dataset 
 
The Pima Indian Diabetes dataset contains 768 samples with 
two-class problem. The problem posed here is to diagnose 
whether a patient would test positive or negative for 
diabetes. The diagnosis can be carried out based on personal 
data (age, number of times pregnant) and results of medical 
examination (blood pressure, body mass index, result of 
glucose tolerance test etc.) There are 500 samples of class 1 
and 268 of class 2. There are eight attributes for each 
sample. The data set is difficult to classify [Suman 
Ahmmed, Khondaker Abdullah.A Mamum and Monirul 
Islam]. 
 
B. Network Architecture 
 
The proposed method was implemented with four layer feed 
forward back propagation neural networks. i.e. one input 
layer, two hidden layers and one output layer. The 
architecture has eight input neurons, eight hidden neurons 
and one output neuron. The output neuron classifies the 
presence or absence of the diabetes. The network used for 
training is back propagation neural network. Gradient 
descent training was used to train the network, which will 
minimize the mean square error between network output and 
the actual output. During the training, the tan sigmoid 
activation function is used for hidden and output layers. The 
learning rate initialized for the network is 0.01, performance 
goal is 1e-08 and the number epoch is 500. Weights and 
biases are initialized to random values in the range of -1 to 
+1. The reason to initialize weights with small values is to 
prevent saturation.  




C. Missing Data Replacement 
 
Neural network training could be made more efficient by 
performing certain preprocessing steps on the network 
inputs and targets. Network input processing functions 
transforms inputs into better form for the network use. The 
first key concept used in the research is the missing data 
analysis. The problem of missing data poses difficulty in the 
analysis and decision-making processes. Decision-making is 
highly depending on these data, requiring methods of 
estimation that are accurate and efficient. The data set used 
in this research contains missing values, which is a common 
one in the medical environment. The proposed method 
interprets the incomplete data into appropriate data set using 
K-nearest neighbor method. The technique K-nearest 
neighbor method replaces missing values in data with the 
corresponding value from the nearest-neighbor column. The 
nearest-neighbor column is the closest column in Euclidean 
distance. If the corresponding value from the nearest-
neighbor column is also contains missing value the next 
nearest column is used. 
 
D. Data Preprocessing 
 
The second key concept is data preprocessing. The 
preprocessing process for the raw inputs has great effect on 
preparing the data to be suitable for the training. Without 
this preprocessing, training the neural networks would have 
been very slow. It can be used to scale the data in the same 
range of values for each input feature in order to minimize 
bias within the neural network for one feature to another. 
Data preprocessing can also speed up training time by 
starting the training process for each feature within the same 
scale. It is especially useful for modeling application where 
the inputs are generally on widely different scales. The 
proposed method preprocesses the data using Principle 
Component Analysis (PCA) method. PCA is a very popular 
preprocessing method. Principal Component’s normalization 
is based on the premise that the salient information in a 
given set of features lies in those features that have the 
largest variance. This means that for a given set of data, the 
features that exhibit the most variance are the most 
descriptive for determining differences between sets of data. 
This is accomplished by using eigenvector analysis on either 
the covariance matrix or correlation matrix for a set of data. 
 
E. Improved Gradient Descent Algorithm 
 
Gradient descent is the most widely used class of algorithm 
for supervised learning of neural networks. The most 
popular training algorithm of this category is batch back 
propagation. It is the first order method that minimizes the 
error function by updating the weights using the steepest 
descent method.  
                          w (t+1) = w(t) – η ΔΕ (w(t)) 
E is the batch error measure; ΔΕ is the gradient vector which 
is computed by applying the chain rule of the layers of feed 
forward neural networks. The parameter η is the heuristic 
called learning rate. The optimal value of η depends on the 
shape of the error function. The improved gradient descent 
algorithm can train any network as long as its weight, net 
input, and transfer functions have derivative functions. Back 
propagation is used to calculate derivatives of performance 
with respect to the weight, bias, and Performance Vector 
(PV). Each variable is adjusted according to gradient 
descent (dX). It can be calculated as 
                                         dX = η * ΔΕ * PV 
Where X is the weight and bias values and dX is the search 
direction vector. PV is the Performance Vector which takes 
the values in the range of 10<PV<100 which improves the 
performance accuracy in a better manner. 
 
Algorithm 
i. Create an architecture consists of eight input nodes 
in the input layer, eight hidden nodes in two hidden 
layers, one output node in the output layer. Assign 
the nodes to each layer 
ii. Replace the missing data with K-nearest neighbor 
method 
iii. Preprocess the input data using PCA method 
iv. Initialize the weights and bias to random values 
v. Initialize the network parameters. 
vi. Calculate the gradient using 
                    dX = η * ΔΕ * PV 
vii. Train the network with initialized parameters, and 
with sigmoid activation function. 
viii. Calculate the error using MSE method 
ix. Repeat the process until the maximum epochs are 
reached or the desired output is identified or the 
minimum gradient is reached. 
 
IV EXPERIMENTAL RESULTS 
 
A computer simulation has been developed to study the 
improved gradient descent method with reconstruction of 
missing values, preprocessing of data and the effectiveness 
of performance vector. The simulations have been carried 
out using MATLAB. Various networks were developed and 
tested with random initial weights. The network is trained 
five times, the performance goal is achieved at different 
epochs, and the classification accuracy is measured. The 
results of standard gradient descent and improved gradient 
descent are shown in the performance table (Table 1). The 
Gradient Descent Neural Network investigation uses a Pima 
Indian Dataset. 
To evaluate the performance of the network the entire 
sample was randomly divided into training and test sample. 
The model is tested using the standard rule of 80/20, where 
80% of the samples are used for training and 20% is used 
for testing. In this classification method, training process is 
considered successful when the MSE reaches the value 1e-
08. On the other hand the training process fails to converge 
when it reaches the maximum training time before reaching 
the desired MSE. The training time of an algorithm is 
defined as the number of epochs required to meet the 
stopping criterion 
 


















This paper demonstrates the new improved gradient descent 
approach to classify the diabetic data. The improved 
gradient descent algorithm includes three key aspects such 
as replacement of missing value technique, data pre-
processing and introducing the performance vector. The 
computational model used in this paper is to classify a type 
II diabetes using Pima Indian Dataset. This algorithm proves 
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