Abstract-This paper deals with the inverse problem of evaluating the temperature distribution over time in a 3-D composite solid material having an arbitrary geometry. This approach is capable of evaluating the temperature distribution within the domain of the nonhomogeneous object under observation at each time instance. In this paper, we propose to use the eigenfunctions of the heat equation model, representing the heat problem under observation, as a basis for reconstructing the 3-D temperature distribution. This choice of basis functions has the advantage of incorporating the physics of the problem, making the temperature reconstruction inverse problem more robust. Because of the geometry complexity, the eigenfunctions have been computed numerically using a finite-element method. In principle, the method uses temperature measurements in just a few points of the object domain. To consider the practical aspect, here we focus our attention on a noninvasive approach taking the observation points only on the available boundary surfaces. The proper weighting of the eigenfunction basis used as temperature interpolators is achieved inverting the collected measured data. The two critical problems of selecting the best subset of eigenfunctions from the set of infinitely many available ones and the optimization of numbering and positioning the boundary measurement spots are studied as well.
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I. INTRODUCTION

I
NSIGHT of temperature distribution over a domain of interest as a function of time and space can be a crucial step in many control and manufacturing processes. Often it is desired to gather the necessary information in a noninvasive way by locating the sensors on the boundaries or proximity of the object under interest while involving as small number of measurements as possible. The recent drastic emerge of heterogeneous solid materials in science and engineering has turned dealing with such inverse problems to an ordeal. In addition to the variation of thermophysical properties of this type of materials, often complex geometry of the object also causes difficulties in presenting a solution to the heat process model. Since in general, the heat evolution problem cannot be analytically solved for composite multilayered anisotropic materials having an arbitrary geometry.
The temperature distribution can be determined using the basis functions, spanning the function space where the solution lies. The knowledge of the geometry for the object of interest and its thermal properties as well as a proper set of partial differential equations, modeling the heat process, can be accounted as prior information to define such basis functions. The method proposed in this paper suggests the usage of eigenfunctions of the physical problem as basis functions, interpolating the spatial temperature distribution field. These eigenfunctions have been evaluated numerically by employing a multiphysics finite-element method software. The major part of the work available in the literature has been dedicated to studies of simplified geometries either described in less than 3-D [1]- [7] or for objects of interest with known analytical solution [8] , [9] . Unfortunately, the effort of proposing a systematic approach to find a general solution concerning heat evolution process over arbitrary shaped complex structured domains while facing limitations over the availability of measurement surfaces and maximum number of sensors has been less fertile. The works regarding thermal map reconstruction via optimized sensor placement can be found in more specific areas such as microprocessors [10] , [11] . Some impressive efforts have been also established related to general field reconstruction from optimal sensor allocation [12] , [13] although limited by the type of applied control system. In [14] , an exhaustive search has been carried out for optimal sensor positioning, which loses its efficiency when the number of possible sensor location candidates grows.
Moreover, this paper issuing two fundamental questions left open in [15] : 1) how many measurement points should be considered and 2) where to place the sensors in order to optimize the quality of the reconstructed temperature profile.
The proceeding sections are organized in the following manner. The methodology for setting up the inverse problem and identifying the interpolating functions is introduced in Section II. The numerical results and performance analysis for a simple test case followed by a more complex 3-D case study are demonstrated in Section III. Section IV explains how the number of sensors can be optimally selected, while Section V deals with the problem of optimization in positioning the sensors. The conclusion is presented in Section VI.
II. METHODOLOGY
The core of the proposed approach to the reconstruction of the M-dimensional temperature distribution T in an arbitrarily complex process lays on the ability to express the temperature distribution as a weighted sum of proper bases functions ϕ k (x)
where the weighting coefficients α k are time dependent and the bases functions ϕ k are dependent on the spatial coordinate x only. To improve the accuracy and robustness of the reconstruction, it is mandatory to seek bases functions that are based on the particular physics of the problem under observation, rather than just selecting them among nonspecific bases having proper mathematical properties. This goal can be attained considering that the measurement problem investigated in this paper, modeled by the heat equation, can be considered as a special case of general Sturm-Liouville problems. Equation (2) shows a Sturm-Liouville initial value boundary problem [6] 
with ∂ denoting the boundary of the domain ⊂IR M on which (2) is solved and n is the unit vector normal to the boundary.
If
, R(x) = 0 and u = T , the equation will turn to the heat equation with nonconstant density ρ, specific heat c, thermal conductivity k, and temperature distribution T ; the parameters a and b can also be varied to set either Dirichlet or Robin boundary conditions.
If the linear spatial operator L is defined as
then the associated eigenvalue problem
will provide [7] infinitely many real eigenvalues λ k and corresponding eigenfunctions φ k , which are orthogonal in the sense of weighted inner product [7] . Hence, any square integrable function representing the temperature distribution T in M-dimensional space, which satisfies the physical problem (2), can be expressed as (1) of these independent orthogonal bases, with unknown time-dependent weighting coefficients α k (t). Since the kth eigenfunctions are damped with a time constant inversely proportional to the magnitude of the eigenvalue λ k , only a finite number, let us say N, of the smallest eigenvalues and related eigenfunctions will be enough to approximate the temperature distribution (1) quite precisely [6] . Finally, to implement the series expansion (1) for the temperature distribution reconstruction, it is necessary to evaluate the weighting coefficients α k (t). This can be done via measuring the temperature at a few available points in an assigned accessible portion of the structure followed by solving an inverse problem, which will be explained in more details during the given solution to our first case study. The general steps of the solution would be as the following, assuming the temperature is measured at P pointsx j (with j = 1…P):
The assumption that only N eigevectors contribute to the temperature distribution is considered in (5) . The preceding equations can be written in the matrix form at a specific measurement time t =t
Since typically P < N, (6) can be inverted using the minimum norm solution to estimate the values of α k [8] 
Once the coefficientsᾱ t are estimated, the temperature distribution can be reconstructed in Q pointsx i (with i = 1, …, Q) in an assigned, and not necessarily reachable portion of the structure as
III. CASE STUDIES
A. Two-Layer Cylinder
As the first test case, the simple physical system shown in Fig. 1 composed by a two-layered cylinder was considered. This example is solved at this part to show the agreement of the method with the available analytical solution presented in [1] . A very short heating pulse carrying energy of Q = 100Wm −2 with a diameter of d p is radiated to the lower layer of the object. The boundary conditions at the top and bottom surfaces are assumed to be Newton cooling boundary conditions with the heat transfer coefficient of h 1,2 = 50 Wm −2 K −1 and for boundaries at r = ∓R 0 , h is assumed to be zero. The object is supposed to have an initial condition of 0 K and constructed from a titanium layer at the bottom having ρ 1 = 4940 kgm −3 , c 1 = 710 J kg −1 K −1 and k 1 = 7.5 Wm −1 K −1 whereas ρ 2 = 8700 kgm −3 c 2 = 385 Jkg −1 K −1 and k 2 = 400 Wm −1 K −1 are considered for the copper layer located over it. The pulse is radiated with a radius of r p = 5 mm and the radius of the sample is R 0 = 25 mm. In addition for the sake of compatibility with [1] , the thicknesses of the materials are assumed to be
The heat transfer simulations and eigenfunction evaluations are done using Comsol Multiphysics, and MATLAB is employed for the remaining mathematical computations. The first six smallest eigenvalues were computed and the temperature at the three points on the top surface located at the radii of 0, 10, and 25 mm were evaluated (Fig.  2) . Three eigenfuctions are demonstrated as an example in Fig. 3 with their corresponding eigenvalues. Because the geometry is symmetric with respect to z-axis, the negative values of r are not shown in Figs. 2 and 3 .
The consistency of the reconstructed temperatures and true simulated temperatures was verified. The results along with complete set of eigenfunction plots can be found in [5] .
After a few tens of seconds, the temperature of the system will be significantly low, however, the temperature distributed in upper layer will be higher because of the lower heat capacity of the copper. One should notice that as mentioned before, the eigenfunctions corresponding to higher eigenvalues will decay faster in time, hence as it is shown in Fig. 3(a) , the shape of eigenfunction related to smallest eigenvalue, namely λ = 0.0291 s −1 , almost fully describes the long-term behavior of the system.
Here, we have forced ourselves to position the sensors on the top surface of the object, assuming this is the only available boundary for measuring the temperature. A critical point on the opposite side at (r , z) = (5, −0.5) mm showed with solid white triangle in Fig. 2 was selected. This point is critical since not only it is located on the furthest surface relative to measuring surface, but also because it is exposed by the laser pulse, hence having significant transient behavior.
Considering the shape of eigenfunctions, shown in Fig. 3 , on the measuring surface (z = 0.5 mm), the first eigenfunction is constant, whereas the second one is not varying significantly compared with the rest of the considered eigenfunctions. This situation causes our inverse problem to be highly ill conditioned. To make this condition more clear, the temperature values in the measured spots are intentionally corrupted with a strong Gaussian independent identically distributed white noise with zero mean and a standard deviation of 10% of the peak temperature. The simulation was repeated for 10 000 times for a time window of 50 s and the relative rms error between the reconstructed temperature and actual temperature was computed and is shown in Fig. 4 .
Although the results are still in an acceptable level considering the level of the added noise, it is clear from Fig. 4 that the performance of the corresponding interpolator(s) responsible for reconstructing the transient behavior of temperature at this point is not good enough in the presence of the noise. The solution to this ill-conditioned inverse problem can be greatly improved by applying the techniques developed in Sections IV and V. The effect of application for these techniques on the results is presented in Section V.
B. Induction Cooktop
As the second example, an induction cooktop having a more complex geometry has been studied. It is believed that to have an efficient cooking procedure, the temperature should be maintained at a certain level. Hence, in general, producers are interested to have quite accurate estimation of the temperature versus time at the top surface of the work piece-where to be the cooked material will be placed eventually-to be able to design proper control algorithms.
In this case, the problem is solved in 3-D and the axisymmetric feature of the geometry is ignored intentionally. The steel work piece having a thickness of h w = 2 mm and a radius of r w = 85 mm is placed on a glass surface with h g = 5 mm and r g = 170 mm. The copper heat coil consists of 15 turns, each carrying a current of 30 A@15 kHz. Outer and inner radii of the coil are r oc = 85 mm r ic = 10 mm, respectively. Ferrite disc has its outer radius r of = 85 mm and inner radius r if = 5 mm. Fig. 5 shows the cross section of the considered geometry. The work piece relative permeability and electrical conductivity are μ R = 60 and σ = 4.032 · 10 6 Sm −1 , where these properties for ferrite are μ R = 1000 and = 100 Sm −1 . A good thermal insulator layer is assumed to prevent the heat exchange between the created joule heating inside the coil and the glass. The alternating current produces alternating magnetic field in the work piece, which induces currents due to Faraday's law.
The induced eddy currents on the bottom surface of the work piece are responsible for heat generation. The convective cooling boundary condition with h = 10Wm −2 K −1 is assigned to the top surface of the work piece and glass. The eigenvalues and eigenfuntions are evaluated numerically for both work piece and glass domains in 3-D using Comsol Multiphysics software. To be consistent with previous case study, the number of evaluated eigenvalues is fixed to six. The number of boundary measurement points is, however, varied among three, five, and eight. Although at this moment many different measurement spots can be defined for positioning the sensors (this problem is dealt in Section V), here for the sake of comparison, a circle of 50-mm radius has been imagined at the bottom of the glass surface and the points are considered to be positioned on the perimeter of this circle having equal distance from each other. Having the measured data in hand, the temperature is evaluated on the top surface of the work piece located 7 mm above the measured surface. The six computed eigenfunctions along with their corresponding eigenvalues are plotted in Fig. 6 .
Once again, it is obvious from Fig. 6 that the eigenfunction corresponding to the lowest order eigenvalue is related to the steady-state response of the system. To be able to analyze the error between the reconstructed and actual temperature, an 80-point grid is defined on the top surface of the work piece and the simulation has been done for a period of 600 s.
The infinity norm of error over all the grid points on the work piece is computed. Fig. 7 shows the relative maximum error with respect to the average temperature of all the grid points at each 60 s. As it can be seen, the relative error for all the three groups of measurement points reduces to <5% at t = 600 s. However, to consider noise from the data acquisition process and robustness of the method due to perturbations, a normal distributed random noise is added to the measured data having a mean of μ = 0 • and a standard deviation of σ = 2 • . This time reconstructed temperature is created using the coefficients, which are computed from the noisy boundary measurements.
The procedure has been repeated for 1000 times at each 60-s time interval and the infinity norm of the error between the actual temperature and reconstructed temperature e ∞ is calculated and averaged. Fig. 8(a) shows the relative averaged e ∞ over the 1000 repetitions, where Fig. 8(b) plots the standard deviation of averaged infinity norm as a function of time. It is clear from Fig. 8 that with increasing the number of measurement data, the maximum error in the reconstructed temperature of the surface decreases meanwhile the accuracy becomes higher.
IV. CHOICE OF NUMBER OF SENSORS
This section tackles the problem of evaluating the number P of required sensors and the number n of eigenfunctions order to meet a prescribed accuracy of the reconstruction result.
Since the solution of (4) will lead to infinitely many eigenfunctions and practically it is not possible to consider all of them, here we have developed a method to provide a quantitative scale σ j , showing the share of each interpolator in reconstructing the temperature distribution
where T is the temperature, t is the time, * is the mean operator, is the volume where to interpolate the temperature, and x is the vector of M-dimensional coordinates. Each ratio σ j reveals how the j th normalized eigenfunction ϕ j contributes to the temperature distribution. Taking advantage of the rankings, it is possible to neglect the less important eigenfuntions leading to reduced order of representation for the system. Usage of the ranking concept not only will reduce Estimated maximum relative error with three, five, and eight measurements.
the number of required sensors, but also gives us an idea about the shape of error in the final reconstructed temperature distribution. It is worth mentioning that the evaluation process of α j used in (10) is not the same as (8) . Instead here, α is evaluated by exploiting the simulated temperature in all the grid points and an over determined inverse problem is solved. The fact of considering all the possible candidate measurement points leaves the procedure of reducing the size of the system independent from specific arrangement of the sensors. Discovering the optimal location of the sensors will be discussed in the following section.
In the case of induction cooktop, an arbitrary large number of eigenfunctions are chosen namely 20, and the corresponding ratios σ j are calculated. Fig. 9 shows these factors for the seven eigenfuctions, which are partly or completely above a considered threshold of −50 dB. Fig. 9 shows the ratios that fulfill the mentioned condition as a function of time. One can observe that eigenfunctions 1 and 4 marked with their corresponding numbers, respectively, play the most significant role in reconstructing the temperature profile. Keeping in mind that the cooking is a rather slow process, this result agrees with the fact that the interpolators having their shape similar to steady-state response should be more important compared with the high-frequency responses. It can also be seen that the ratio corresponding to eigenfunction number 13-labeled accordingly-is the lowest that makes it the best candidate to be ignored in the sensor placement optimization process to be presented in the following section.
Depending on the problem being studied, different threshold levels can be assumed which in turn will vary the number of contributing eigenfunctions. For instance, by considering −20 dB as our threshold, just two eigenfunctions would remain whereas the rest of them are located below −40 dB showing the fact that implementing more than two sensors will not improve the results relatively >1%.
V. OPTIMAL SENSOR PLACEMENT
Equation (6) introduced before represents the relations between the vector of observed measurement data m and the time-dependent weight coefficients vector α. This equation encapsulates the physics of the problem because it considers the eigenfunctions of the eigenvalue problem in (4), but it is still a simplification because it considers only a finite number n of eigenvalues in the series expansion (1) and neglects the measurement error. Conceptually, the effects of series expansion truncation and the measurement errors in (6) can be enlightened by rewriting it as
where α (n) ∞ is the infinitely dimension vector with elements [α n+1 α n+2 · · · ] neglected in (6) and A
(n)
∞ is the correspondent infinitely dimension matrix associated to the respective eigenfunctions. The M-dimensional vector e represents the measurement error instead.
Inserting this expression in the minimum norm solution, (8) yields the following relation between the true infinitely many weighting coefficients α, α (n) ∞ , and the estimatedᾱ:
The last three terms in the previous expression account for deviation of the n estimated values of the weighting terms α j from the true values. The second term describes the interference between the n values of the weighting parameters among each other and it is responsible for a finite capacity of (8) to resolve each value of α j . The third considers the interference between the infinitely weighting coefficients in the vector α (n) ∞ , which are neglected in the estimation process, and the n estimated coefficients. This effect is known in the literature as leakage effect [19] , [22] . The last term describes how the measurement error propagates through the estimation process.
In the previous section, we have already analyzed the effect of propagation of the measurement errors. For what concerns the leakage effect, we dealt with it in Section IV by selecting for this specific problem the proper values of n to make α (n) ∞ negligible.
In this section, we will analyze the resolution term in (12) only. This contribution is determined by the resolution matrix R defined as follows:
If the resolution matrix (13) is equal to identity matrix according to (12) , the interference between the weighting parameters α is nil and the resolution is maximum. We can exploit these characteristics of the matrix R for defining the optimal placement of the sensors.
The optimization problem is formulated searching the location of P sensors in a way that the resulting resolution matrix (13) will be as close as possible to the identity matrix. This result is achieved in defining a loss function F measuring the distance of the computed resolution matrix to the ideal case, as suggested in [20] and [21] 
where W i j is the weight that is given to the ijth component of the deviation R from the identity matrix. The rows of the matrix R are called resolution kernels [19] and in the optimal case, the i th kernel is a zero vector with the i th component being one. The method of Backus and Gilbert [20] , [21] is implemented such that it tends to penalize the components of the i th resolution kernel farther from the i th element more. For this purpose, the weights W i j are defined as follows [23] : This minimization discrete nonlinear problem is classified as a combinational optimization problem. One of the tools that is able to deal with this class of problems is genetic algorithms [24] .
We have considered a large grid of 80 points as a set of available possible measurements on the lower boundary surface of the glass. The number P can be defined either using the optimization problem itself or simply the limitation of available sensors in hand. Here, it has been assumed that P = 6 sensors are present while based on the results from the previous section, it is known that n = 7 eigenfunctions would be sufficient for the reconstruction of the temperature distribution with the desired error level. Therefore, we are searching for the best combination of six positions out of 80 spots. The constraint of not choosing more than P measuring points is introduced into the optimization problem as a penalty function. Because six measurements are available in general, only six kernels can be perfectly resolved. The weights W i j have been modified to consider the most significant n eigenfunctions out of the N considered ones. In this test case with the rankings shown in Fig. 9 , the eigenfunction number 13 corresponding to number 5 of our set of seven eigenfunctions will affect the final result less than the other six members. Hence, the algorithm is forced to do the minimization using the other existing resolution kernels. Here, the simulations have been done using the MATLAB genetic algorithm and direct search toolbox by generating the populations having 400 individuals and it has been repeated for 500 generations. Three operators are applied to each population [25] , selection operator that is responsible for passing individuals to the next generation by its fitness, the crossover swapping the selected members with probability p = 0.8, and mutation to introduce new features in the next generations with p = 0.04.
The resulting resolution kernels from the two-sensor placement strategies shown in Fig. 10 are summarized in Fig. 11 . The two cases consider first having selected the points as equally distanced on the radius of 50 mm [ Fig. 10(a) ], to keep consistency with Section III, and second the positions resulting from the optimization process shown in Fig. 10(b) .
The big improvement in the capacity of the new configuration to resolve six of the seven eigenfunctions is clear comparing the nonoptimal kernels of Fig. 11(a) with the optimal ones of Fig. 11(b) . Fig. 12 demonstrates how the optimal placement of sensors can reduce the error on the final reconstructed temperature by resolving better the selected eigenfunctions.
At this point that the effect of choosing the number of interpolators and optimization of sensor placement is cleared to better show how the application of these techniques can be beneficial to the final reconstructed temperature distribution, the first case study analyzed in the first part of Section III is considered once again. Having a faster transient behavior and being highly ill conditioned makes this case study more difficult to tackle compared with its counterpart example. To deal with this problem, first the role of participation of each eigenfunction in temperature reconstruction at the desired surface was evaluated. This was done using the concept explained in Section IV. The results revealed that the first two interpolators are more significant; hence, the interpolators were weighted in the optimization problem accordingly. The optimization of the positioning of the sensors suggested that the sensors should be placed at r = 0, 1, 2, and 5 mm at the top surface z = 0.5 mm, represented by black dots in Fig. 13 . It should be mentioned that this case study is just for the demonstration of the ability of the algorithm to deal with different situations and the practical aspect of implementing is ignored at this part.
Comparing the computed relative rms error shown in Fig. 14 to the one in Fig. 4 shows the profound effect of choosing the right interpolators and optimizing the positioning of the sensors. It can be seen that here the reduction of reconstruction error is even more significant than the induction cooktop case study. This fact can be explained by noticing that in contrary to this example, the steady-state behavior of the proceeding case had lessened the importance of resolving the eigenfunctions responsible for transient behavior of the system (Fig. 11) . Finally, it worth mentioning here that since the temperature is decreasing due to high Newton convective cooling boundary conditions on both sides of the geometry, the relative error increases by time.
VI. CONCLUSION
This paper describes the basic steps of a novel methodology for evaluating the temperature distribution over time in a composite solid material. The methodology is based on the use of the eigenfunctions in the heat equation model of the process evaluated by the numerical computation in advance. To prove the proposed approach, it was first applied to a simple example, which analytical solution was available, followed by a more complex example in 3-D space.
As any inverse problem, three sources of uncertainty affect the results, namely: 1) the propagation of measurement errors; 2) the finite capacity to resolve each eigenfunction; and 3) the interference of neglected higher order eigenfunctions (leakage effect). All the above-mentioned contributions were considered in this paper. The sensitivity versus sensors noise was statistically analyzed by increasing the number of temperature measurement spots. For what concerns the capacity to resolve each eigenfunction of the temperature distribution, an optimization procedure for computing the optimal location of the temperature sensors was developed, capable to resolve the specified target eigenfuntions that were assumed as the most significant, for interpolating the temperature distribution. Eventually, some considerations were made concerning the criteria to select the appropriate number of sensors and eigenfunction interpolators. The results confirmed the fact that applying the methods developed in this paper can significantly improve the temperature distribution reconstruction specially in the case of ill-conditioned inverse problems with strong presence of the noise.
