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Abstract

Fringe projection profilometry (FPP) is an effective optical scanning technique for highspeed and high-accuracy three-dimensional (3D) shape measurement. With FPP, the
shape information is carried in the phase map, which can be retrieved using fringe analysis
and phase unwrapping. In many applications, noise and disturbances are inevitable during
the generation, projection, and acquisition of the fringe patterns, leading to errors in the
ultimate 3D reconstruction. This thesis presents the research work on the development of
new methods for reducing and eliminating the influence of these errors, mainly by means
of robust principal component analysis (RPCA).

RPCA is a powerful technique for data analysis, image processing and signal processing.
Fast, reliable phase unwrapping is a very important part of FPP. Therefore, the first work
presented in the thesis is a brief review on RPCA, followed by a new phase unwrapping
scheme based on speckle-embedded patterns and RPCA. The proposed scheme utilizes
composite patterns consisting of standard sinusoidal fringe patterns and randomly
generated speckles. The low-rankness of the sinusoidal fringe patterns and the sparse
nature of the speckle patterns are examined and utilized. RPCA is applied to effectively
separate these patterns from the captured images, which are then used for phase retrieval
and phase unwrapping, respectively. The proposed scheme enables reliable phase
unwrapping to be realized using only a single projection. Since the quality of fringe
patterns plays a critical role in FPP, the second work applies RPCA to fringe pattern
denoising. By accounting for the impulsive nature of strong noises, a denoising scheme
based on RPCA is developed to improve the quality of the captured fringe images, which
is applicable to general FPP systems.

Temporal phase unwrapping is important for high-resolution, high-accuracy FPP,
especially when discontinuous objects are measured. However, fringe order errors may
still arise due to such factors as noise and variation in the reflectivity on the object surface.
There are several ways to reduce or correct the fringe order errors, but existing solutions
are often based on one-dimensional (1D) processing of fringe order sequences. The third
work in this thesis develops a scheme featuring two-dimensional (2D) of the fringe order
III

maps such that the 2D correlation of the fringe orders can be better exploited. For typical
applications with temporal phase unwrapping, the fringe order errors are demonstrated to
be impulsive and can thus be modeled using a sparse matrix, while the true fringe order
maps are shown to be low-rank. Exploiting a low-rank-plus-sparse model of the erroneous
fringe orders, a RPCA-based approach is designed to effectively correct the fringe order
errors. The tuning of the hyperparameters in RPCA is also studied for optimizing the
performance.

The above fringe order correction method can improve the quality of the unwrapped phase
by removing unwrapping errors, but other errors can still severely degrade the ultimate
reconstruction results. In order to further enhance performance, a new absolute phase
error correction method based on RPCA is proposed. The method models the recovered
absolute phase as the summation of the low-rank phase map, sparsely distributed phase
unwrapping errors, and random, unstructured errors. By exploiting this new model, a
novel phase error correction method is designed to retrieve the true absolute phase map,
which can effectively improve the quality of the absolute phase at a low complexity.

Simulation and experimental studies are carried out to verify the proposed approaches. It
is found that they can effectively correct the errors associated with FPP processing and
improve the performance of 3D shape measurement. The limitation of the current study
is also analyzed and potential future work is identified.
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Chapter 1 Introduction

1.1 Overview of 3D shape measurement techniques
High-speed, high-accuracy optical three-dimensional (3D) shape measurement has
become increasingly important due to its diverse applications in mechanical engineering
[1, 2], industrial monitoring [3], biomedical engineering [4, 5], computer vision [4-6], etc.
A variety of 3D shape measurement techniques have been developed to achieve different
demands in accuracy, speed, and resolution. Among others, fringe projection profilometry
(FPP) has distinct advantages of low cost, fast data acquisition and high-accuracy
measurement. While many FPP methods have been developed, their performance is still
limited in practice due to errors arising from different stages of the measurement. In this
thesis, we develop a series of error correction methods for FPP to improve the quality of
the 3D shape reconstruction. In this section, existing 3D shape measurement technologies
are briefly reviewed.

3D shape measurement techniques can be classified into two categories, namely contactbased techniques, and non-contact techniques [7, 8]. Contact-based methods measure and
retrieve the 3D geometry by probing the surface of the object with physical touch. Noncontact methods can be classified into two major categories: passive and active
approaches. Various non-contact optical metrology methods for 3D shape measurement
have been developed, e.g., optical interferometry [9-11], time of flight (TOF) [12, 13],
stereo vision [14, 15] and structured light [16-19]. Among existing non-contact methods,
structured light has been widely studied as it can perform simultaneous high-speed and
1

high-accuracy 3D shape measurement. The structured light techniques reconstruct the
shape of the object by utilizing triangulation.

1.1.1 Contact-based methods
Coordinate measurement machine (CMM) as a typical contact-based method is developed
for measuring 3D geometry through a previse carriage system or a probe arm [20, 21].
The probe arm touches the surface of the object to be measured point-wisely and the 3D
information is retrieved accordingly. While the contact-based techniques can achieve high
measurement accuracy, it is typically limited to low-speed measurement since the system
needs to collect the 3D data point-by-point. Besides, the hardware configuration of the
probe arm is expensive and complex. Furthermore, due to the requirement of physical
touch, it is not suitable for measuring objects that cannot be touched, e.g., these with soft
surfaces, beyond the reach of touch or in such harsh environment as extreme high
temperature.

1.1.2 Non-contact methods
Non-contact methods have been developed and now extensively used in different areas,
which are able to measure different types of surfaces with high speed and high accuracy.
Non-contact methods can be classified as passive techniques and active techniques. The
passive techniques do not require active illumination devices to obtain 3D images. The
methods only utilise the reflected light from the object to be measured. The active
methods, in contrast, actively illuminate the object by projecting designed patterns or light
beams onto the object surface to facilitate 3D reconstruction. The shape information can
be extracted from the reflected patterns or light beams.
1.1.2.1 Passive techniques

2

Passive 3D shape measurement techniques do not project any patterns or light beams onto
the object surface. They rely on ambient lights to capture images by cameras without
interference with the object. The shape information is obtained based on the multi-view
geometry. Stereo vision is a typical passive technique, which obtains the 3D shape from
images obtained by two cameras from different perspectives [22-24]. The shape
information can be retrieved based on the disparity between the two images. There are
several advantages associated with stereo vision. The hardware setup is simple because
only cameras are employed, and the cameras can be very fast in taking the 2D images
required for stereo vision. However, since a large number of corresponding pairs are
required, the computational cost is very high [25]. Also, the complexity of image
processing and sensitivity to the measurement conditions limits system performance on
texture-less objects [26].
1.1.2.2 Active techniques
Active techniques enable the acquisition of 3D geometry of the object with high speed,
high accuracy, and less computational complexity. The active methods actively illuminate
the object by projecting pre-defined patterns or light beams and the reflections are
acquired by cameras. Compared with the projected patterns, the captured patterns will be
deformed by the shape of the object surface. The 3D shape of the object can be extracted
by establishing the correspondence between the projected images and captured images.
Time of flight (TOF) [27] and structured light projection techniques [28, 29] are the two
typical active methods. Structured light techniques replace one of the cameras in the
stereo vision with a projector. By illuminating the measured objects with pre-designed
patterns, the structured light technique is more reliable than the stereo vision.

3

(1) Time-of-flight (TOF) techniques
A typical TOF system consists of an active emitter and an optical sensor [27]. The
modulated light beam or light pulse is emitted by the emitter, and the optical sensor
collects the light reflected back from the object. The depth information is recovered by
calculating the time delay between the emission of the light beam signal and the reception
of the reflected light signal. As the TOF method does not require triangulation for 3D
measurement, the system can be very compact. However, the measurement accuracy and
resolution are low so that additional super-resolution processes are often required, as
shown in [30]. Besides, this approach is not applicable for reconstructing the 3D geometry
of complex scenes [31].
(2) Structured light techniques
Structured light is an important active technology for 3D information acquisition. In the
structured light system, a projector is adopted to project one or a sequence of code patterns
onto the object to facilitate 3D reconstruction [28, 29]. Instead of relying on the natural
texture of objects, structured light techniques usually find correspondence by analysing
the projected patterns, which is robust and reliable. The structured light techniques can
mitigate the main limitation of passive techniques, i.e., the difficulty in finding the
correspondence for poorly textured objects. Full-field structured light techniques project
continuous full-field patterns to form the unique codeword at every projector pixel within
a non-periodic region. The imaging sensors like cameras are also used to capture the 2D
images of the object under the structured light illumination. The captured images will be
distorted by the shape of the object. The 3D geometry of the object can be extracted by
analysing the difference between the projected patterns and the captured ones. Based on
the types of projected patterns, structured light techniques can be classified as non-FPP
and FPP, where the projected patterns for FPP is periodic, while the patterns for non-FPP
4

do not have periodic nature.
(I) Non-fringe projection profilometry (non-FPP)
Laser scanning techniques project a dot, stripe, or grid onto the object surface by laser
light source [32, 33]. A camera captures the reflected light from another direction. The
3D coordinates of points on the object surface can be calculated by triangulation, based
on the geometry of the optical setup or based on a 2D to 3D mapping determined by
calibration [34, 35]. To obtain full 3D geometry information, the laser dot or strip should
move across the object surface, which can be slow [35]. Projection of multiple stripes can
increase the measurement speed, but stripes identification can be difficult when
measuring complex object surfaces with large discontinuities [36]. In addition, the
resolution of laser scanning techniques is limited to the spacing between stripes or dots.

Pseudorandom array or M-array [37, 38] is one of the most widely used schemes that
employ aperiodic patterns, which assigns a unique codeword to each pattern feature by
using its unique window property [39]. The principle of M-array projection technique is
to have a unique pattern feature in each sub-window, which allows successful
identification of the projected pattern.

Statistically pseudo-random speckle patterns project randomly generated speckles onto
the scene. Speckle patterns are widely used in digital image correlation [40] and
interferometry techniques [41] due to their high spatial distinguishability. They have
recently been successfully employed in commercial 3D sensors such as Microsoft Kinect
and iPhone X. Figure 1.1 shows an example speckle pattern. The pseudorandom
distribution of the speckle pattern guarantees uniqueness and high distinguishability
within a local window. Correlation-based image matching between the projected and
5

captured patterns can be used to measure the depth of the scenes [42-45]. However,
speckle patterns still have limitations in accuracy and resolution. In particular, speckle
patterns can be easily affected by the ambient light and other light sources, which means
they are sensitive to noise. When the background light is strong, the signal-to-noise ratio
(SNR) is low, and thus correspondence matching can be difficult.

Fig. 1.1. A pseudorandom speckle pattern used in 3D sensing systems.
(II) Fringe projection profilometry (FPP)
To overcome the limitation in measurement resolution and enhance the accuracy of 3D
sensing systems, fringe projection profilometry (FPP) was proposed and has been widely
used for many applications. FPP projects single or multiple fringe patterns onto the object
surface to reconstruct the 3D geometry of the object. In the FPP system, a digital projector
is often used to produce the fringe patterns, and the fringe pattern includes binary [46],
triangular [47, 48], trapezoidal [49] or sinusoidal ones. Among all the fringe patterns,
fringe patterns with sinusoidal intensity distributions are commonly used in FPP [7, 8, 28,
29]. The FPP technique based on sinusoidal fringe patterns employ phase information has
been proven capable of achieving high precision measurement given that phase
information is robust to noise [8]. By projecting sinusoidal fringe patterns as illustrated
in Fig. 1.2, the object height information is encoded in the phase.

6

Fig. 1.2. Sinusoidal fringe patterns.
A typical FPP system is shown in Fig. 1.3, which consists of a camera, a projector, and a
reference plane. In the system, 𝑑0 is the distance between the centres of pupils of the
projector and the camera, 𝑙0 is the distance between the camera and the reference plane
and ℎ(𝑥, 𝑦) is the height of the object. For the measurement process, a set of fringe
patterns are projected onto the measured object whose geometry distorts the fringe
patterns. A camera captures the distorted fringe patterns from another perspective. By
analysing the difference between the reference patterns and distorted patterns, the 3D
geometry of the object can be retrieved.

Fig. 1.3. The schematic diagram of the FPP system.

7

We have reviewed many different 3D shape measurement techniques in section 1.1. And
the important characteristics of these techniques are summarized in Fig. 1.4.
3D shape measurement techniques
Contactbased
method
Noncontact
methods

Coordinate measurement
machine
(CMM)
Passive
Stereo vision
techniques
Active
Time of flight
techniques
(TOF)
Structured
Nonlight
FPP
FPP

Accuracy

Resolution

High

High

Computational
complexity
High

Medium

Medium

High

Low

Low

Medium

High

High

High

High

High

Low

Fig. 1.4. Comparison of different 3D shape measurement techniques

1.2 Literature review of FPP
As illustrated in Fig. 1.5, FPP processing generally involves the following steps: 1, Fringe
pattern projection and image acquisition: Projecting fringe patterns (usually sinusoidal
fringe patterns) onto the object surface and capturing the image of the fringe pattern that
is phase modulated by the object heigh distribution. 2, Fringe Analysis: Retrieving the
phase distribution by analysing the image with fringe analysis techniques such as phase
shifting profilometry (PSP) [7, 8] and Fourier transform profilometry (FTP) [50]
(described in more detail below)-most of them provide wrapped phase distribution. 3,
Phase unwrapping: Obtaining continuous absolute phase distribution by phase
unwrapping algorithms [51-53]. 4, 3D shape reconstruction: Converting the unwrapped
phase to the height map.
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Fig. 1.5. Workflow in fringe projection profilometry [54].

1.2.1 Fringe analysis techniques
The various fringe analysis techniques can be broadly classified into two categories: (1)
single-shot spatial methods and (2) multi-shot phase shifting methods [7, 8].
1.2.1.1 Fourier transform profilometry (FTP)
Fourier transform profilometry (FTP) is a well-known single-shot fringe analysis method,
which requires only a single frame of the deformed fringe pattern to retrieve the surface
of the measured object [55, 56]. FTP retrieves phase information using Fourier transforms.
For conventional FTP, the projected fringe pattern and captured deformed fringe pattern
can be modeled as:
𝑔0 (𝑥, 𝑦) = 𝑎(𝑥, 𝑦) ∑∞
𝑛=−∞ 𝐴𝑛 cos(2𝜋𝑓0 𝑥)

(1.1)

𝑔(𝑥, 𝑦) = 𝑎′ (𝑥, 𝑦) ∑∞
𝑛=−∞ 𝐴𝑛 cos(2𝜋𝑓0 𝑥 + 𝑛𝜙(𝑥, 𝑦))

(1.2)

and

where 𝑎(𝑥, 𝑦) and 𝑎′ (𝑥, 𝑦) denote the distribution of reflectivity of the reference plane
and the object surface, respectively, 𝐴𝑛 represents the Fourier coefficient, 𝑓0 is the
fundamental frequency of the projected pattern and 𝜙(𝑥, 𝑦) is the phase to be solved. In
9

FTP, the fringe pattern is converted to the frequency domain by using the Fourier
transform, and a bandpass filter is adopted to extract the fundamental component [55-57].
The inverse Fourier transform is applied to the fundamental component, yielding
𝑔0′ (𝑥, 𝑦) = 𝑎(𝑥, 𝑦)𝐴1 exp(𝑗2𝜋𝑓0 𝑥)

(1.3)

𝑔′ (𝑥, 𝑦) = 𝑎′ (𝑥, 𝑦)𝐴1 exp (𝑗(2𝜋𝑓0 𝑥 + 𝜙(𝑥, 𝑦))).

(1.4)

and

Then the phase can be computed as:
𝜙(𝑥, 𝑦) = ℑ{log(𝑔′ (𝑥, 𝑦)(𝑔0′ (𝑥, 𝑦))∗ )}

(1.5)

where ∗ denotes the conjugate operation, and ℑ represents the imaginary part of a
complex number. Eq. (1.5) provides phase values ranging from – 𝜋 to 𝜋 with 2𝜋
discontinuities, and phase unwrapping is required to obtain the continuous phase for 3D
shape measurements. The FTP has the merit of high-speed 3D reconstruction because
only one image is required to retrieve the phase. Despite the advantage, the method is
sensitive to noise and surface reflectivity. Therefore, FTP is usually applied to measure
relatively smooth surfaces or objects without large depth variation.
1.2.1.2 Phase shifting profilometry (PSP)
Multi-shot phase shifting profilometry (PSP) employs multiple sinusoidal fringe patterns
for object surface measurement. In fact, at least three fringe patterns with equal phase
shift are projected onto the object surface. Compared with single-shot techniques, the
multi-shot PSP is more robust to background light and surface reflectivity and can achieve
pixel-wise phase measurement with high resolution and high accuracy.
A typical structure of an FPP system is shown in Fig. 1.3. Supposing 𝐽-step PSP is adopted.
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Then 𝐽 phase shifted fringe patterns are firstly projected onto the reference plane and
captured by the camera. The captured reference image can be expressed as
𝑝
𝐼𝑗 (𝑥, 𝑦) = 𝐴(𝑥, 𝑦) + 𝐵(𝑥, 𝑦)𝑐𝑜𝑠 (𝜙0 (𝑥, 𝑦) + 2𝜋(𝑗−1)
) , 𝑗 = 1,2, … , 𝐽
𝐽

(1.6)

The same fringe pattern is then projected onto the object. The resulting deformed image
captured by the camera is given as
𝐼𝑗 (𝑥, 𝑦) = 𝐴(𝑥, 𝑦) + 𝐵(𝑥, 𝑦)𝑐𝑜𝑠 (𝜙0 (𝑥, 𝑦) + ΔΦ(𝑥, 𝑦) + 2𝜋(𝑗−1)
) , 𝑗 = 1,2, … 𝐽
𝐽

(1.7)

𝑝
where 𝐼𝑗 (𝑥, 𝑦) is the intensity value for the 𝑗th fringe pattern on the reference plane,

𝐼𝑗 (𝑥, 𝑦) is the 𝑗th fringe pattern on the object, 𝐴(𝑥, 𝑦) is the average intensity relating to
the background illumination and 𝐵(𝑥, 𝑦) is the intensity modulation relating to the
contrast of the pattern and surface reflectivity. 𝜙0 (𝑥, 𝑦) is the phase distribution of the
sinusoidal fringe pattern on the reference image. ΔΦ(𝑥, 𝑦) is the phase difference
between the reference image and deformed image that is caused by the shape of the object.
Its value is related to the depth information of the object. The phase distribution of the
reference image and deformed image can be calculated by
2𝜋(𝑗−1)
)
𝐽
2𝜋(𝑗−1)
𝑝
𝐽
∑𝑗=1 𝐼𝑗 (𝑥,𝑦)cos(
)
𝐽
𝐽

𝜙 𝑟 (𝑥, 𝑦) = 𝜙0 (𝑥, 𝑦) = arctan

𝑝

− ∑𝑗=1 𝐼𝑗 (𝑥,𝑦)sin(

(1.8)

and
2𝜋(𝑗−1)
)
𝐽
2𝜋(𝑗−1)
∑𝐽𝑗=1 𝐼𝑗 (𝑥,𝑦)cos(
)
𝐽
𝐽

𝑑

𝜙 (𝑥, 𝑦) = 𝜙0 (𝑥, 𝑦) + ΔΦ(𝑥, 𝑦) = arctan

− ∑𝑗=1 𝐼𝑗 (𝑥,𝑦)sin(

(1.9)

where 𝜙 𝑟 (𝑥, 𝑦) and 𝜙 𝑑 (𝑥, 𝑦) are the phase value of the reference image and deformed
image, respectively. However, the phase calculated by the arctangent function is wrapped
into the range – 𝜋 to 𝜋, which has 2𝜋 discontinuities. To obtain a continuous absolute
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phase distribution, phase unwrapping is needed. The wrapped phase and the absolute
phase have the following relationship:
Φ𝑟 (𝑥, 𝑦) = 2𝜋𝑘 𝑟 (𝑥, 𝑦) + 𝜙 𝑟 (𝑥, 𝑦)
{ 𝑑
Φ (𝑥, 𝑦) = 2𝜋𝑘 𝑑 (𝑥, 𝑦) + 𝜙 𝑑 (𝑥, 𝑦)

(1.10)

where Φ𝑟 (𝑥, 𝑦) and Φ𝑑 (𝑥, 𝑦) are the unwrapped counterparts of 𝜙 𝑟 (𝑥, 𝑦) and𝜙 𝑑 (𝑥, 𝑦),
respectively, and 𝑘 𝑟 (𝑥, 𝑦) and 𝑘 𝑑 (𝑥, 𝑦) are the integer numbers to represent the fringe
orders. The object height-induced phase difference can be calculated as:
∆Φ(𝑥, 𝑦) = Φ𝑑 (𝑥, 𝑦) − Φ𝑟 (𝑥, 𝑦).

(1.11)

Once the phase difference is obtained, the object depth information can be retrieved based
on triangulation as follows. From Fig. 1.3, the fringe projected onto the reference plane
at point C will be seen by the camera to be at point H on the object. The amount of
displacement is given by ̅̅̅̅
𝐶𝐷 , which is related to the object height at point H, i.e.,
−ℎ(𝑥, 𝑦), by
̅̅̅̅
𝐶𝐷
𝑑0

=

−ℎ(𝑥,𝑦)
𝑙0 −ℎ(𝑥,𝑦)

(1.12)

Hence if ̅̅̅̅
𝐶𝐷 is known, the object height at point H can be evaluated by:
̅̅̅̅
𝑙 𝐶𝐷

ℎ(𝑥, 𝑦) = ̅̅̅̅0

𝐶𝐷−𝑑0

(1.13)

To estimate ̅̅̅̅
𝐶𝐷 , we just need to measure the phase difference ∆Φ(𝑥, 𝑦) at point D, since
it is linearly proportional to the distance CD, i.e.,
̅̅̅̅
∆Φ(𝑥, 𝑦) = 2𝜋𝑓0 𝐶𝐷

(1.14)

where 𝑓0 is the spatial frequency of the fringe patterns. Finally, the height profile ℎ(𝑥, 𝑦)
of the object is computed as
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ℎ(𝑥, 𝑦) =

𝑙0 ∆Φ(𝑥,𝑦)
∆Φ(𝑥,𝑦)−2𝜋𝑓0 𝑑0

(1.15)

Over the past few decades, many PSP algorithms have been proposed or extended to meet
different requirements in practical applications. To enable fast processing, multi-shot
phase shifting methods based on trapezoidal [49] or triangular fringe patterns [47, 48] are
proposed. These methods use the intensity-ratio directly rather than the phase for
measurements. They have lower computational complexity as the arctangent operations
of the conventional sinusoidal phase shifting methods are avoided. However, they are
more sensitive to noise and lens defocusing [7].

To alleviate the motion-induced errors for measuring moving objects, Zhang and Yau
propose a modified 2+1 PSP [58]. The method requires two sinusoidal fringe patterns
with a relative phase shift of 𝜋⁄2 and a third uniformly flat image to retrieve the phase
distribution. Since the phase information is only encoded with two fringe patterns and the
third flat image is less sensitive to object motion between successive frames, the modified
2+1 PSP is more suitable for measuring moving objects. However, due to the small
number of fringe patterns used, the performance of this method will be degraded in the
noisy environment.

To accelerate the measurement speed, methods using composite pattern projection are
proposed. Colour fringe projection enables multiple fringe patterns to be combined into
one single colour pattern [59-61]. A colour camera with three channels (red, green, blue)
can be used to capture the composite colour fringe pattern and the three monochrome
fringe images can then be extracted from the three colour channels. Because only one
composite pattern is used, this technique can be used for fast measurement of dynamic
scenes. A major disadvantage is that colour coupling may arise, resulting in degradation
13

of measurement accuracy [59-63]. Alternatively, Guan [64] proposes a frequency
multiplexing PSP composite pattern. Researchers attempt to combine different
frequencies into carrier fringe patterns. The phase for each frequency component can be
retrieved using band-pass filters. Frequency aliasing may appear, which increases the
difficulty of the decoding stage.

Among all these PSP based algorithms, the standard sinusoidal phase shifting algorithm
is still the most widely studied because of its good tradeoff between measurement
accuracy and measurement speed [65].

1.2.2 Phase unwrapping
As mentioned above, the phase obtained from PSP and FTP is limited within (−𝜋, 𝜋]
with 2𝜋 discontinuities [66, 67]. The phase at this stage is known as wrapped phase. For
3D shape measurement, a continuous phase is required, and thus properly removing the
2𝜋 jumps is necessary. Phase unwrapping determines the locations of 2𝜋 discontinuities,
and then remove them by adding or subtracting multiples of 2𝜋 to the wrapped phase
𝜙(𝑥, 𝑦) [66, 67]. Numerous phase unwrapping approaches have been proposed and they
can be broadly classified into spatial phase unwrapping [51-53] and temporal phase
unwrapping [68-70]. Spatial phase unwrapping uses the relationship between the phase
values of the spatially neighboring pixels. Although no extra phase maps are required for
spatial phase unwrapping, the calculated phase is relative to a pixel on the phase map, and
phase errors will propagate through the unwrapping path, thus limiting spatial phase
unwrapping to the measurement of objects without complex surface or large
discontinuities [66, 67]. Temporal phase unwrapping overcomes this problem by
projecting additional patterns and unwrapping the phase pixel-by-pixel independently.
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1.2.2.1 Spatial phase unwrapping
Spatial phase unwrapping assumes that the phase map is connected continuously.
Different spatial phase unwrapping methods have been developed to improve the
performance, including Goldstein’s method [71], minimum 𝐿𝑝 -norm method [72], Flynns
method [73] and quality-guided method [74]. Among these techniques, the quality-guided
method is more robust and efficient. This method uses a quality map to guide the
unwrapping path. The unwrapping path is along the direction from the pixel with the
highest quality to the lower quality ones until it finishes. Different quality maps have been
proposed, including the modulation map or reliability map [75], phase derivative variance
map [76] and phase gradient map [77]. Su and Chen [78] reviewed several quality-guided
phase unwrapping algorithms, and Zhao et al [79] compared different strategies of
generating a quality map for robust spatial phase unwrapping. In general, spatial phase
unwrapping relies on the smoothness of the true phase and the availability of all wrapped
phase and is typically limited to measure smooth surfaces without isolated islands.
1.2.2.2 Temporal phase unwrapping
Compared to spatial phase unwrapping, temporal phase unwrapping is more suitable to
unwrap the phase map with discontinuities and separations. In general, with temporal
phase unwrapping additional sequence of patterns are projected and the phase at each
pixel is independently unwrapped [66]. This ensures noisy pixels remain isolated and do
not spread to less noisy regions and corrupt the whole phase maps. Besides, the fringe
order of each pixel can be determined by analysing these additionally projected patterns
[66, 67]. The wrapped phase 𝜙(𝑥, 𝑦) and unwrapped phase Φ(𝑥, 𝑦) are related by
Φ(𝑥, 𝑦) = 2𝜋𝑘(𝑥, 𝑦) + 𝜙(𝑥, 𝑦)

(1.16)

Here 𝑘(𝑥, 𝑦) is an integer number representing the fringe order. If the fringe order can be
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uniquely determined for each fringe stripe, then the unwrapped phase or absolute phase
Φ(𝑥, 𝑦) can be obtained. Temporal phase unwrapping determines the fringe order without
exploiting the knowledge of phase values of other points on the phase map. Consequently,
temporal phase unwrapping does not suffer from error propagation. Below we discuss
some of the major temporal phase unwrapping methods.
(1) Gray-code method
A commonly used method combines PSP with Gray-code patterns [80, 81]. In this
approach, the fringe order is directly encoded into a sequence of Gray-code patterns. The
phase shifting method is applied to obtain the wrapped phase which has 2𝜋 discontinuities,
and a set of Gray-code patterns is adopted to determine the unwrapped phase. The Gray
code method generates a set of binary patterns to index the stripes of the fringe pattern.
The absolute range of phase can be determined by decoding the Gray code [82]. This
usually requires a large number of Gray-code patterns to unwrap the phase maps with
high-frequency, which is not suitable for high-speed 3D shape measurement. Furthermore,
Gray code may suffer from projector defocusing and the random noise in the system,
resulting in significant errors [83, 84].
(2) Multi-frequency phase shifting method
Another group of temporal phase unwrapping methods recover a continuous phase map
by fringe patterns with multiple frequencies. Typical examples include the multifrequency approach, multi-wavelength approach and number-theoretical approach [66,
85-87]. A common feature of these algorithms is to unwrap the phase via temporal
analysis of more than one wrapped phase maps with different fringe frequencies [66, 8587].
I. Multi-frequency temporal phase unwrapping
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Multi-frequency temporal phase unwrapping was proposed by Huntley and Salder [68].
In their method, fringe patterns of different frequencies are projected to generate
equivalent phase maps. The high-frequency fringe patterns are utilized to obtain the
wrapped phase, while the low-frequency fringe patterns are adopted to help determine the
high-frequency fringe order and, therefore, help to accomplish the temporal phase
unwrapping. The method proposed in [68] is effective for accurate phase unwrapping, but
also suffers from the drawback of requiring many intermediate fringe patterns, which is
not suitable for fast 3D measurement. To improve the efficiency, Zhao et al [88] present
a two-frequency phase unwrapping method employing two sets (four fringe patterns for
each set) of fringe patterns. One of the two sets uses a unit frequency with one fringe only
in the pattern to ensure the absolute phase value falling into the range (−𝜋, 𝜋]. The phase
retrieved from the unit-frequency pattern serves as a reference to unwrap those from
higher-frequency fringe patterns. For high-speed measurement, a two-frequency phase
shifting algorithm is preferable compared to three or more frequency approaches since it
uses fewer images for 3D reconstruction. Based on (1.16), the relationship between the
two absolute phase maps (Φ1 andΦ2 ) and the two wrapped phase maps (𝜙1 and𝜙2 ) can
be expressed as
Φ (𝑥, 𝑦) = 2𝜋𝑘1 (𝑥, 𝑦) + 𝜙1 (𝑥, 𝑦)
{ 1
Φ2 (𝑥, 𝑦) = 2𝜋𝑘2 (𝑥, 𝑦) + 𝜙2 (𝑥, 𝑦)
where

𝜙1 (𝑥, 𝑦)(withfringewavelengthof𝜆1 )

(1.17)

and

𝜙2 (𝑥, 𝑦)(withfringewavelengthof𝜆2 ) are the two phase maps with their value
wrapped into the range (−𝜋, 𝜋] (𝜆2 < 𝜆1 ; subscript ‘2’ and ‘1’ denote ‘high frequency’
and ‘low frequency’, respectively). 𝑘1 and 𝑘2 are the respective integer fringe orders. It
is also easy to prove [66] that the two absolute phase maps have the relationship as follows:
Φ1 (𝑥, 𝑦)𝜆2 = Φ2 (𝑥, 𝑦)𝜆1
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(1.18)

In two-frequency temporal phase unwrapping, the low-frequency phase 𝜙1 (𝑥, 𝑦) can
cover the entire fringe projection range, making the low-frequency phase to be the
absolute phase that does not require phase unwrapping, that is 𝜙1 (𝑥, 𝑦) = Φ1 (𝑥, 𝑦).
Subsequently, the fringe order of the high frequency pattern for each pixel can be
determined readily through incorporating (1.17) and (1.18):
(𝜆1 ⁄𝜆2 )𝜙1 (𝑥,𝑦)−𝜙2 (𝑥,𝑦)

𝑘2 (𝑥, 𝑦) = Round [

2𝜋

]

(1.19)

where round[∙] denotes the rounding operation to obtain the nearest integer value. In this
way, the high frequency phase 𝜙2 (𝑥, 𝑦) can be unwrapped successfully.
II. Multi-wavelength temporal phase unwrapping

Two-wavelength temporal phase unwrapping is an alternative approach to generate a socalled equivalent phase by subtracting the two phase maps with different wavelengths 𝜆1
and 𝜆2 [89, 90].
𝜙𝑒𝑞 (𝑥, 𝑦) = 𝜙2 (𝑥, 𝑦) − 𝜙1 (𝑥, 𝑦)

(1.20)

The equivalent wavelength of 𝜙𝑒𝑞 (𝑥, 𝑦) is:
𝜆𝑒𝑞 (𝑥, 𝑦) =

𝜆1 𝜆2

(1.21)

𝜆1 −𝜆2

where 𝜆𝑒𝑞 is also called synthetic wavelength. An unambiguous measurement range can
be increased with two-wavelength algorithm. The synthetic phase map 𝜙𝑒𝑞 (𝑥, 𝑦) is used
as a reference to determine the fringe order of high frequency phase map 𝜙2 (𝑥, 𝑦) as:
(𝜆𝑒𝑞 ⁄𝜆2 )𝜙𝑒𝑞 (𝑥,𝑦)−𝜙2 (𝑥,𝑦)

𝑘2 = Round [

2𝜋

]

(1.22)

III. Number-theoretical temporal phase unwrapping

The number-theoretical approach is another kind of temporal phase unwrapping, which
18

is based on the properties of relative prime numbers [86, 91, 92]. The basic idea of
number-theoretical approach is to establish a unique mapping between the wrapped phase
maps and the fringe orders. A look-up table is introduced for simple and fast phase
unwrapping. Compared to the two alternative approaches above, the number-theoretical
method shows better unwrapping reliability and noise tolerance [66, 86]. Numbertheoretical phase unwrapping using two frequencies was developed by Ding et al [93]. In
this method two sets of phase-shifted fringe patterns with spatial frequencies 𝑓1 and 𝑓2
are projected onto the surface of an object, where 𝑓1 and 𝑓2 are positive integer numbers
representing the total number of fringes on their corresponding patterns. To determine the
two integer fringe orders 𝑘1 (𝑥, 𝑦) and 𝑘2 (𝑥, 𝑦) in (1.17), we employ the following
relationship [93]:
𝑓2 Φ1 (𝑥, 𝑦) = 𝑓1 Φ2 (𝑥, 𝑦)

(1.23)

Combining (1.17) and (1.23) yields
[𝑓2 𝜙1 (𝑥,𝑦)−𝑓1 𝜙2 (𝑥,𝑦)]
2𝜋

= 𝑘2 (𝑥, 𝑦)𝑓1 − 𝑘1 (𝑥, 𝑦)𝑓2

(1.24)

The right-hand side of (1.24) is an integer. Therefore, the left-hand side must also be the
same integer. The value of the left-hand side can be used as an entry to determine the
fringe order pair 𝑘1 (𝑥, 𝑦) and 𝑘2 (𝑥, 𝑦) on the right-hand side. As suggested in [93], when
coprime frequencies 𝑓1 and 𝑓2 are selected, a unique mapping from [𝑓2 𝜙1 (𝑥, 𝑦) −
𝑓1 𝜙2 (𝑥, 𝑦)]/2𝜋 to (𝑘1 (𝑥, 𝑦), 𝑘2 (𝑥, 𝑦)) can be derived and utilized to determine the
fringe order pairs (𝑘1 (𝑥, 𝑦), 𝑘2 (𝑥, 𝑦)) . The unique fringe order pairs can be precomputed and the results can be stored in a look-up table. The method can be summarized
as: (1) calculating the two wrapped phase maps from two sets of fringe patterns with
different frequencies, (2) computing the [𝑓2 𝜙1 (𝑥, 𝑦) − 𝑓1 𝜙2 (𝑥, 𝑦)]/2𝜋, and rounding the
value to the closest integer, (3) determining the fringe order pairs based on the pre-
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computed look-up table. Once the fringe order is determined, the absolute phase can be
obtained using (1.17). In [94] Ding et al also proved that the phase error tolerance of
number theoretical approach using two-frequency fringe patterns is given by 𝜋⁄(𝑓1 + 𝑓2 ).
If the phase noise exceeds the phase error tolerance, [𝑓2 𝜙1 (𝑥, 𝑦) − 𝑓1 𝜙2 (𝑥, 𝑦)]/2𝜋 may
be mapped to the wrong integer value, resulting in incorrect fringe order determination,
and causing significant unwrapping errors in the recovered absolute phase. Note that
when a phase unwrapping error occurs, the phase can deviate by multiple times of 2𝜋,
depending on the frequencies used. In many cases, the fringe orders are noncontinuous
functions of [𝑓2 𝜙1 (𝑥, 𝑦) − 𝑓1 𝜙2 (𝑥, 𝑦)]/2𝜋 and phase errors exceeding the error tolerance
can lead to fringe order errors of large magnitudes [66].

To increase the phase error tolerance bound, a method based on three sets of fringe
patterns at selected frequencies (𝑓1 ,𝑓2 ,𝑓3 ) are proposed in [95]. Similarly, a unique
mapping from the pair of [𝑓3 𝜙1 (𝑥, 𝑦) − 𝑓1 𝜙3 (𝑥, 𝑦)]/2𝜋 and [𝑓3 𝜙2 (𝑥, 𝑦) − 𝑓2 𝜙3 (𝑥, 𝑦)]/
2𝜋 to the integer values 𝑘1 (𝑥, 𝑦), 𝑘2 (𝑥, 𝑦) and 𝑘3 (𝑥, 𝑦) is established to determine the
fringe orders, where 𝜙1 ,𝜙2 ,𝜙3 are the corresponding wrapped phase maps at the three
frequencies. Denote the greatest common divisor of each frequency pair (𝑓𝑖 , 𝑓𝑗 ) by 𝑡𝑖𝑗 ,
𝑖 ≠ 𝑗. The phase error bound is then determined by the frequency pair (𝑓𝑖∗ , 𝑓𝑗∗ ) that has
∗
∗ ⁄ ∗
the largest 𝑡𝑖𝑗
and it is given by 𝑡𝑖𝑗
𝜋 (𝑓𝑖 + 𝑓𝑗∗ ). Note that the three frequencies must not

have a common divisor greater than 1. By selecting the frequencies properly, the phase
error tolerance with the three-frequency approach can be significantly improved as
compared to the two-frequency approach in [94].
(3) Hybrid methods
Multi-frequency temporal phase unwrapping is simple and reliable, but it requires at least
six patterns for retrieving the wrapped phase maps at different frequencies, making it not
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suitable for high-speed measurements. The Gray-code approach requires even more
(typically greater than six) projected patterns for temporal phase unwrapping, which is
undesirable for some real-time applications. In order to achieve fast and reliable phase
unwrapping, hybrid approaches have been proposed recently. In these approaches, the
fringe order information is encoded using structural markers or specially designed
patterns.
I. Phase coding method

As discussed before, Gray-code methods assign a unique codeword to each fringe period
to determine the fringe order. The maximum number of available codeword is limited to
2𝑁 (N is the number of binary patterns used). Unlike the Gray-code method, phase coding
methods encode the fringe order into phase patterns [96-99]. Wang and Zhang [96]
propose a phase coding method for absolute phase retrieval by embedding the codeword
into the phase domain of 3-step PSP. By doing this, more codewords could be generated.
In addition, the technique is robust to surface reflectivity and ambient light because it uses
the phase instead of binary intensity to determine codewords. However, in the real
measurement, the designed codewords, though embedded in phase, contain abrupt edges
and discontinuities, therefore, the defocus-induced unwrapping error at the boundary
between adjacent codewords will appear [7]. Some improved phase coding methods have
been developed in [97-99] to increase the robustness or to reduce the number of projected
patterns.
II. Composite frequency-based method

To reduce the projected patterns and minimize the noise effect, researchers attempted to
combine different frequency components into carrier fringe patterns [100-102]. The phase
for each frequency component can be extracted by applying band-pass filters [100, 101],
or via direct computation using phase demodulation techniques [102]. Liu et al [102]
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propose a dual-frequency scheme by superimposing a high-frequency sinusoid
component and a unit-frequency sinusoid component in one shot to accelerate the speed
of 3D measurement. The high frequency sinusoidal component is used to generate robust
phase information, and the unit-frequency component is used to unwrap the high
frequency. Yun et al [101] propose a modified FTP for absolute phase recovery. The
proposed method employs two fringe patterns with different frequencies. Phase maps of
both frequencies can be extracted by applying band-pass filters. The recovered lowfrequency phase is used to unwrap the high-frequency phase by using two-frequency
temporal phase unwrapping. However, these methods sacrifice the contrast to improve
the speed, which may not be suitable for high accuracy measurements.
III. Pattern embedding-based method

Specifically, the pattern embedding strategy refers to embedding additional code such as
speckles or period signals in the original pattern to obtain auxiliary information for phase
unwrapping. Wang et al [103] developed a period-coded phase shifting (PCPS) scheme
by embedding additional periodic signals into the projected patterns. However, the
embedded periodic signal may introduce distortion to the original sinusoidal components.
Speckle, as an auxiliary phase unwrapping signal is widely applied by researchers for its
property of global uniqueness and high spatial resolution. Zhang et al [104] effectively
embedded a speckle signal into the three-step PSP. Absolute phase can be obtained with
the help of correlation-based speckle image matching. However, the accuracy of the phase
unwrapping is still low hence additional procedure such as voting strategy is required to
improve the unwrapping result. In addition, the method does not separate the speckle
patterns and fringe patterns when determining the fringe order. This can lead to errors on
the estimation of fringe order and further affects the final reconstruction results. The idea
of speckle embedding is not limited to conventional PSP. Feng et al [105] propose a two22

frame, speckle-embedded FTP, whereas the speckle pattern is essentially susceptible to
ambient illumination. The proposed method also adopts graphic processing unit (GPU)
to achieve better real-time performance. However, this will lead to increase in hardware
cost.
IV. Marker-based methods

Single or multiple marker stripes [106-110] have also been used to produce an absolute
phase map. In these methods, spatial phase unwrapping is applied to properly unwrap the
phase for each connected region. It is known that spatial phase unwrapping cannot
determine the fringe order, and thus cannot provide absolute phase. However, if the
marker with a known fringe order is detected, the relative unwrapped phase can be
adjusted to be the absolute one. These methods can work well if two conditions are
satisfied: (1) the measured object has smooth phase distribution, (2) the embedded mark
can be identified and accurately detected for each connected region. These methods also
have some limitations: (1) the detection of the markers may fail to perform if they are not
properly placed, (2) the method cannot work if the embedded marker is not visible on the
captured region of interest, or the measured scene contains abrupt surface changes.

1.2.3 Fringe denoising and error correction in FPP
As discussed in Section 1.2.1, FPP as a non-contact, high-precision technique reconstructs
the 3D shape by recovering the phase distribution from the captured fringe patterns. Many
phase retrieval methods have been proposed to obtain the phase distribution, such as PSP
and FTP. However, the noise and distortion in the captured fringe patterns can cause
serious errors in the estimated phase distribution. Meanwhile, errors can arise at the
different stages of FPP processing. In particular, fringe order errors may appear when
applying temporal phase unwrapping to noisy phase maps [66, 67], which can lead to
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significant errors in the absolute phase. Over the past years, several effective techniques
have been proposed to denoise the fringe patterns or detect and correct fringe order errors.
Moreover, there are also approaches that directly suppress errors in the absolute phase,
which may arise from not only fringe order errors but also other sources. In the following,
we give an overview of these error reduction techniques for FPP.
1.2.3.1 Fringe pattern denoising
Fringe pattern denoising aims to remove the influence of the ambient light and other
distortions in the deformed fringe patterns before they are analyzed. Wang et al [111]
adopt partial differential equation-based coherence enhancing diffusion filtering for
fringe pattern denoising, which exploits the smoothness of the fringe patterns in the 2D
neighborhood for each pixel. Qian [10] propose a method for fringe denoising based on
windowed Fourier transform (WFT). The method [10] suppresses the noise through
thresholding the coefficients of the windowed Fourier transform. Fu and Zhang [112]
propose an image decomposition method to reduce the noise of the pattern, where the
fringe image is decomposed into components of different frequencies and then adaptive
thresholding is applied to suppress the noise. Fu and Zhang [113] also develop a nonlocal
self-similarity filter to smooth fringe images, which averages similar pixels identified
using a similarity index. Huang et al [114] propose a denoising technique based on the
particle swarm optimization (PSO) to fit the fringe image by a r-degree polynomial with
coefficients determined using a least squares (LS) step. Villa et al [115] introduce a
Gaussian convolution-based fringe pattern denoising method. The convolution window
is adjusted based on the fringe features. Although these existing denoising approaches
can achieve good denoising performance, these methods often require a high
computational cost. Recently, fringe pattern denoising based on neural networks have
also been developed. Yan et al [116] train a deep convolution neural network (DCNN)
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model using a series of noisy patterns and corresponding noiseless patterns. A
comprehensive review of fringe denoising algorithms is presented by Kulkarni and
Rastogi [117]. Most of the existing algorithms [117] depend on a number of tuning
parameters and their selection often requires some prior knowledge of the fringe
distribution and signal-to-noise ratio (SNR).
1.2.3.2 Fringe order correction
In order to remove the fringe order errors, Zhang et al [118] propose a method that
calculates and ranks the quality of the pixels in the captured fringe patterns. The fringe
orders for the pixels with the highest quality are considered correct. Then, the difference
between the absolute phases of adjacent pixels is exploited to detect and correct fringe
orders. The method is based on the fact that the phase error caused by the fringe order
error must be a multiple of 2𝜋. With this approach, the fringe quality of each pixel needs
to be evaluated and compared and the errors are corrected in a pixel-by-pixel manner.

Ding et al [119] firstly divides the fringe order sequence into intervals according to the
phase jumps in wrapped phase maps and then applies a voting strategy to detect and
correct fringe order errors. The approach identifies the region with the same fringe order
and set the fringe orders equal to dominant one. Although being simple and easy to
implement, this method may fail to perform when many pixels have the same incorrect
fringe order value. Ding et al [120] further propose a least squares method to correct
fringe order errors by exploiting the assumption that the absolute phase changes smoothly
and monotonically. This method does not need to estimate a pre-defined threshold,
making it more reliable for correcting successive fringe order errors. However, this
method may fail to perform at regions where fringe order errors dominate.
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Zhang et al [121] propose a fast fringe order correction scheme for multi-frequency phase
unwrapping. A parameter called fringe order inaccuracy (FOI) is firstly defined to help
quantify the possibility of the occurrence of fringe order error. Then the phase edges
which represent pixels potentially polluted by fringe order error can be detected with the
aid of FOI. Lastly, phase correction is conducted with the aid of detected phase edges.
Though the proposed scheme can correct most of the fringe order errors, it is not robust
to surface discontinuity.
1.2.3.3 Phase error correction
In addition to the fringe order error correction schemes, there are also methods that
directly correct the errors in the unwrapped phase maps. Zhang [122] proposes a phase
error reduction framework using Gaussian filtering to suppress the random noise in the
unwrapped phase and exploiting the phase monotonicity to further remove incorrectly
unwrapped points. Chen et al [123] introduce a phase error identification method by
employing the least squares fitting of the unwrapped phase. The standard deviation of the
fitting error is used as the criterion to identify and remove invalid phase points. However,
in the presence of noise, not all the invalid points can be identified because some invalid
points may have relatively small fitting errors.

Huang and Asundi [124] propose a framework utilizing intensity modulations, root mean
square error (RMSE) and phase monotonicity to automatically identify the points with
unwrapping errors. With this framework, invalid points can be successfully identified
without losing too much valid information or smoothing the phase values. Recently, Feng
et al [125] present a four-step framework to eliminate the phase unwrapping errors by
exploiting intensity consistency, phase monotonicity, and Gaussian filtering. The
proposed method is effective for removing the outliers of dynamic object with fast data
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processing speed. The frameworks in [124, 125] employ intensity modulation as a metric
to detect the invalid points. However, it needs to prescribe and adjust the threshold
manually, and an improper threshold will result in misidentification of the invalid points
as valid ones. In practice, there is no effective way to determine the value of the threshold.

Song et al [126] apply slope filtering to detect invalid pixels by investigating the local
slope of the absolute phase and remove the unwrapping errors. With this method, the
difference of adjacent slopes is evaluated. The noisy points can be detected if the slope
difference exceeds a certain threshold. The method is able to remove the noisy points by
making use of the assumption of continuity in the absolute phase map. However, limited
by this assumption, error may still occur for complex surfaces. Wang et al [127] propose
a framework to tackle invalid points. k-means clustering is adopted to remove background
points not belonging to the object. Phase errors caused by random noise around phase
boundaries are corrected based on monotonicity. Finally, the empirical root mean square
error of the phase values estimated from multiple-frequency measurements is used to
detect and remove points that are too noisy. Although this method is automatic and
performs well in most circumstances, the clustering algorithm is time-consuming and not
applicable in high-speed measurement. Qi et al [128] propose an invalid point removal
method based on the epipolar constraint. For each point, the distance between its
corresponding projector image coordinate and the epipolar line is computed. Pixels with
a distance larger than a threshold are identified as invalid. The approach can remove
invalid points in complex scenes.

Lu et al [129] propose an approach for removing the invalid phase values in the absolute
phase recovery. The initial fringe order map is refined by using the square of the fringe
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order gradient map (SFOGM). An image decomposition and composition strategy is then
adopted to produce a pure fringe order map. In combination with the pure fringe order
map and a removal criterion, the invalid phase values can be eliminated from the original
absolute phase map. Kam et al [130] propose to first apply median filtering to reduce
noise from the initial unwrapped phase map, and then identify an initial subset of correctly
unwrapped points using a smoothness map of the phase, and finally progressively grow
the set of valid points based on the difference of neighboring fringe orders. However, the
calculation of methods [129, 130] is quite complicated that it makes the measurement
process difficult.

Zheng et al [131] propose to use an adaptive median filter to remove unwrapping error
points in phase-shifting profilometry aided by Gray-code patterns projection. Pixels with
fringe order errors are first detected by examining the differences of the phases of
neighboring pixels on the unwrapped phase map. A median filter with adaptive order is
then applied to correct those identified errors. However, this method may not be suitable
for correcting multiple successive unwrapping errors.

Zhang et al [132] propose to generate phase edges of the unwrapped phase and then
distinguish phase jumps caused by surface discontinuity and phase unwrapping errors to
reduce misjudgments. This is achieved by comparing the derivatives of the phase at points
near to the phase edges with a threshold. The points identified as discontinuous and their
neighborhood are excluded while correcting the phase. This alleviates the risk of blurring
the phase map. However, it is difficult or even impossible to find an ideal threshold value
that can be used to detect all of the phase unwrapping errors while keeping phase jumps
from surface discontinuity untouched.
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1.3 Outstanding issues and contributions of the thesis
1.3.1 Outstanding issues
As discussed in Section 1.2, although extensive work has been done to improve the
performance of FPP, noise and errors may still arise at the different stages of FPP
processing. In the fringe acquisition stage, fringe noise in the captured fringe pattern can
cause serious distortion in the estimated phase distribution of the measured object. In the
phase unwrapping stage, phase errors can result from fringe order errors and incorrect
phase unwrapping. From the literature review in Section 1.2.3, it can be seen that most
existing fringe denoising and fringe order/phase error correction methods require a high
computational cost or human intervention for parameter adjustment. Furthermore, most
existing error correction methods treat the two-dimensional (2D) images as a sequence of
one-dimensional (1D) signals and apply pixel by pixel processing. This may underexploit
the correlation of the neighbouring points in the images.

Furthermore, how to increase the measurement speed while maintaining performance
remains a critical issue in FPP as the speed of 3D measurement is limited by the number
of patterns required for a single measurement. It is desired to minimize the number of
projected patterns for efficient phase detection and phase unwrapping. To achieve this,
composite fringe patterns integrating speckles [104, 105] may be adopted but the
measurement accuracy is still low and additional procedures are required to improve the
reliability.

In light of the above, we can identify the following outstanding issues for high-speed,
high-accuracy measurements of 3D shapes using FPP:
⚫

To obtain high-quality reconstruction results, how can the influence caused by the
29

fringe noise be suppressed?
⚫

Fringe order errors may arise during temporal phase unwrapping, which will result
in phase unwrapping errors. Is it possible to jointly correct the 2D fringe order map
by exploiting the properties of the fringe order and errors?

⚫

The quality of the absolute phase map directly influences the ultimate 3D
reconstruction performance. Is it possible to directly detect and correct errors in the
absolute phase? Is it possible to simultaneously correct the phase unwrapping errors
and suppress the random noise?

⚫

Temporal phase unwrapping can solve the phase ambiguity problem for object
surfaces with discontinuities. However, the requirement of additional fringe
projections is a major disadvantage of temporal phase unwrapping. Is it possible to
measure isolated objects and recover absolute phase with only single projection?

1.3.2 Contributions
This thesis aims to address the above outstanding issues. We investigate the low-rank
property of the data matrices describing the fringe patterns, fringe orders and absolute
phases and the impulsive nature of the associated errors. We then develop robust principal
component analysis (RPCA) [133-135] frameworks to effectively remove the different
types of errors to facilitate and enhance the performance of FPP. The contributions of this
thesis can be summarized as follows:
⚫

Develop a single-projection approach based on embedded speckle patterns and
RPCA to facilitate fast phase retrieval and phase unwrapping.

⚫

Develop a fringe pattern denoising method based on RPCA to enhance the quality of
the fringe pattern.

⚫

Develop a framework to correct the fringe order errors by exploiting the low rankness
of the 2D fringe order maps and the sparsity of the impulsive fringe order errors.
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⚫

Develop an absolute phase error correction method by jointly correcting the 2D
absolute phase map. The method is able to suppress phase errors arising from
different stage of FPP.

1.4 Thesis structure
The thesis consists of five chapters. The logical relationship of different chapters is
illustrated in Fig. 1.6. Chapter 1 introduces the fundamental concepts of FPP. Outstanding
issues and constructions of this thesis are also outlined in Chapter 1. Chapter 2 presents a
novel fringe projection scheme based on embedded speckle patterns and RPCA. The new
method can recover the absolute phase distribution with only single projection. Fringe
pattern denoising based on RPCA is also introduced in this chapter. Chapter 3 presents a
novel fringe order correction method for temporal phase unwrapping based on RPCA.
The recovered fringe order map is considered as the superposition of the fringe order
errors and true fringe order map. By exploiting the distinguished properties of the two
components (fringe order map and fringe order errors), we remove fringe order errors via
RPCA. Chapter 4 provides a novel phase error correction approach for fringe projection
profilometry. 2D absolute phase maps are jointly corrected to remove the strong phase
error and suppress the random noise. To achieve this, the low rank property of the absolute
phase maps and sparse nature of the strong phase errors are exploited. Conclusions and
possible future works will be discussed in Chapter 5.

Fig. 1.6. The logical relationship of all chapters in this thesis
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Chapter 2

RPCA-based pre-processing of

fringe patterns

2.1 Introduction
Phase unwrapping is one of the key steps of FPP-based 3D shape measurements.
Numerous temporal phase unwrapping algorithms have been proposed, as introduced in
Section 1.2.2. Although temporal phase unwrapping is able to recover the absolute phase
for objects with abrupt surfaces changes, it often requires the acquisition of additional
patterns, and increases the measurement time or hardware costs. Therefore, it is desirable
to develop techniques that require fewer fringe patterns.

In this chapter, we propose a novel phase unwrapping scheme that utilizes speckleembedded fringe patterns. The proposed method projects a single composite fringe
pattern which is composed of a speckle pattern and a sinusoidal pattern. We apply FTP
to the sinusoidal pattern to retrieve the phase carrying the object information, and the
locally unique distribution of the random speckle pattern to unwrap the phase by
correlation-based image matching. However, the sinusoidal and speckle components
interfere with each other. Thus, it is necessary to separate the speckle component and the
sinusoidal component from the composite pattern. In order to achieve this, we exploit the
low-rank property of the fringe signal and sparse nature of the speckle signal and apply
robust principal component analysis (RPCA) to effectively separate the fringe patterns
and speckles. To further eliminate the fringe order errors, a recently proposed fringe order
correction algorithm based on the stepwise increasing property of fringe order [119] is
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integrated into the scheme. Simulation results verify the effectiveness of the proposed
method.

We also propose to apply RPCA to denoise the captured fringe patterns in general FPP
systems. In real applications, the captured fringe patterns often suffer from noises, which
results in degradation of the performance of phase retrieval and shape reconstruction.
Fringe denoising can be applied to suppress the influence of noise in FPP. In this chapter,
a novel fringe pattern denoising scheme is also proposed. The low-rankness of the fringe
patterns is exploited again together with the sparse nature of the strong impulsive fringe
noise to design a RPCA framework to effectively separate the two components and thus
eliminate the noise in the fringe patterns. The proposed denoising approach features twodimensional processing of the fringe pattern without prior knowledge of the fringe
distribution and signal-to-noise ratio. Simulation results verify the effectiveness of the
proposed method.

This chapter is organized as follows. Section 2.2 briefly reviews the principal of RPCA.
Section 2.3 introduces a new phase unwrapping scheme based on speckle embedded
fringe patterns and RPCA. Section 2.4 presents the RPCA-based fringe pattern denoising
approach. Section 2.5 concludes this chapter.

2.2 Principle of RPCA
Principal component analysis (PCA) is a dimension reduction technique, which is widely
used to reduce the dimensionality of large data sets by transforming a large set of variables
into a smaller one that still keeps most of the information in the large set [133-135]. It
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assumes that the given high-dimensional data lies in a lower-dimensional subspace.

Suppose that we are given a data matrix 𝐃 ∈ ℝ𝑀×𝑁 . Estimating the low-dimensional
subspace is equivalent to finding a low-rank matrix 𝐋0 , such that the discrepancy between
𝐃 and 𝐋0 is minimized, leading to the following constrained optimization:
min‖𝐒0 ‖𝐹 , s. t. rank (𝐋0 ) ≤ 𝑟, 𝐃 = 𝐋0 + 𝐒0
𝐋0, 𝐃

(2.1)

where 𝐒0 is a small perturbation matrix, 𝑟 ≪ min(𝑀, 𝑁) is the target dimension of the
subspace and ‖∙‖𝐹 is the Frobenius norm. This problem can be efficiently solved via the
singular value decomposition (SVD). As PCA gives the optimal estimate when the
corruption is caused by the additive Gaussian noise, it works well in practice as long as
the magnitude of the noise is small. However, PCA may fail to perform if the observed
data matrix is highly noisy or is corrupted by even a few outliers because SVD is sensitive
to outliers. Therefore, it is desired to explore whether a low-rank matrix 𝐋0 can still be
effectively recovered from a corrupted data matrix 𝐃, where some entries of the additive
errors 𝐒0 may be arbitrarily large.

RPCA [136, 137], also referred to as low-rank-plus-sparse recovery [138], can be applied
to solve the above problem of PCA when the data is corrupted by outliers. It has been
successfully applied to different applications such as image processing, video processing
and 3D computer vision [139, 140]. Applying RPCA, the observation data matrix 𝐃 ∈
ℝ𝑀×𝑁 can be represented as:
𝐃 = 𝐋0 + 𝐒0

(2.2)

where 𝐋0 is low-rank and 𝐒0 is sparse. 𝐒0 is considered to be sparse if it has only a few
nonzero entries, and 𝐋0 is low-rank if its SVD given below:
𝐋0 = 𝐔𝐆𝐕 𝑇 = ∑𝑟𝑖=1 𝜎𝑖 𝐮𝑖 𝐯𝑖𝑇
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(2.3)

has few nonzero singular values (𝑟 ≪ min(𝑀, 𝑁)), where 𝐆 has diagonal element 𝜎𝑖 as
its ith singular value, 𝐔 = [𝐮1 , … , 𝐮𝑟 ] and 𝐕 = [𝐯1 , … , 𝐯𝑟 ] are the left and right singular
vector matrices of 𝐋0 , respectively. The subscript T in (2.3) represents the transpose
operation. The matrix decomposition described in (2.2) can be formulated as:
min rank(𝐋0 ) + 𝜏‖𝐒0 ‖0 s. t. 𝐃 = 𝐋0 + 𝐒0
𝐋0 ,𝐒0

(2.4)

where ‖∙‖0 denotes the number of nonzero entries and 𝜏 > 0 is a regularization parameter.
The nonconvex optimization problem in (2.4) can be relaxed and solved by a variety of
algorithms [141-144]. In this thesis, the alternating direction method (ADM) [142] and
augmented Lagrange multiplier (ALM) [143] will be used, which can efficiently recover
𝐋0 and 𝐒0 from the measurement 𝐃.

2.3 Phase unwrapping based on embedded speckle fringe
patterns and RPCA
2.3.1 System model
Now consider a single-shot measurement setting, which may be useful for achieving fast
measurement. We adopt the following composite pattern which is the superposition of a
pseudo-random speckle pattern and an ordinary sinusoidal fringe pattern:
𝐼 𝑝 (𝑥, 𝑦) = 𝐴(𝑥, 𝑦) + 𝐵(𝑥, 𝑦) cos(2𝜋𝑓0 𝑥) + 𝐶𝑍(𝑥, 𝑦),

(2.5)

where (𝑥, 𝑦) give the coordinates of the pixel, 𝐴(𝑥, 𝑦) and 𝐵(𝑥, 𝑦) represent the
background intensity and intensity modulation, respectively, for the sinusoidal fringe
pattern with a spatial frequency of 𝑓0 . 𝑍(𝑥, 𝑦) ∈ {0,1} and 𝐶 control the distribution and
intensity of the speckle signal, respectively. Following [104], we adopt the following rules
while generating the speckle patterns in order to guarantee the distinguishability within a
local window: (1) The speckle is simulated as white dots with size 𝑀×𝑀 (set to 3×3
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pixels in this work); (2) In each equivalent area of 3×3 dots, only one dot is white; (3) No
two white dots are adjacent in their eight neighborhoods. The fringe order for each pixel
is uniquely encoded by a sufficiently large patch of the speckle pattern centered at that
pixel. When the designed pattern is projected onto the measured objects, the captured
image is expressed as:
𝐼(𝑥, 𝑦) = 𝛼(𝑥, 𝑦){𝐴(𝑥, 𝑦) + 𝐵(𝑥, 𝑦) cos[𝜙(𝑥, 𝑦)] + 𝐶𝑍 ′ (𝑥, 𝑦)} + 𝜔(𝑥, 𝑦)

(2.6)

where 𝑍 ′ (𝑥, 𝑦)denotes the deformed speckle pattern, 𝛼(𝑥, 𝑦) is the reflectivity of the
object, 𝜔(𝑥, 𝑦) is the ambient light and 𝜙(𝑥, 𝑦) is the phase to be solved. For single-shot
measurements, we often apply FTP by converting the deformed pattern into the frequency
domain. Then the fundamental frequency is extracted by appropriate band-pass filtering.
From (2.6), the speckle and fringe patterns are mixed and thus the standard FTP method
cannot be directly applied. In the following, we propose a scheme to separate the speckle
and fringe patterns using RPCA. We can then recover the wrapped phase using FTP and
perform phase unwrapping by speckle correlation. In addition, we also apply a recently
proposed method to correct the fringe order errors.

2.3.2 Pattern analysis based on RPCA
The deformed pattern in (2.6) can be rewritten as:
𝐼(𝑥, 𝑦) = 𝐼𝑠 (𝑥, 𝑦) + 𝐼𝑓 (𝑥, 𝑦) + 𝜔(𝑥, 𝑦),

(2.7)

𝐼𝑠 (𝑥, 𝑦) = 𝐶𝛼(𝑥, 𝑦)𝑍′(𝑥, 𝑦),

(2.8)

𝐼𝑓 (𝑥, 𝑦) = 𝛼(𝑥, 𝑦)(𝐴(𝑥, 𝑦) + 𝐵(𝑥, 𝑦) cos[𝜙(𝑥, 𝑦)]).

(2.9)

In the above, 𝐼𝑠 (𝑥, 𝑦) denotes the deformed speckle pattern and 𝐼𝑓 (𝑥, 𝑦) is the deformed
fringe pattern. From (2.7), the captured deformed pattern 𝐈 (with entries 𝐼(𝑥, 𝑦)) is the
superposition of the fringe pattern 𝐈𝑓 (with entries 𝐼𝑓 (𝑥, 𝑦)) and the speckle pattern 𝐈𝑠
(with entries 𝐼𝑠 (𝑥, 𝑦)). We propose to separate these patterns such that the performance
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of reconstruction can be improved. According to the process of generating the speckle
patterns as described above, the speckle pattern 𝐈𝑠 is sparse, with about 11.1% of the
pixels assuming nonzero grey values. For many applications, the fringe pattern 𝐈𝑓 is also
low-rank. Fig. 2.1(a) demonstrates this property where the singular values of an example
deformed fringe pattern with size 1000 × 1000 are shown. It can be observed that the
singular values decrease rapidly and a small number, e.g., 10, of singular values can
capture most of the information of the fringe pattern. This number is significantly smaller
than the size of 𝐈𝑓 and thus 𝐈𝑓 can be regarded as a low-rank matrix. Similarly, Fig. 2.1(b)
also demonstrates the singular value distribution of the reference fringe pattern. The
results in Fig. 2.1 confirm that the clean fringe pattern (both the reference image and
deformed image) has a low-rank representation.

(a)

(b)

Fig. 2.1 Singular value distribution of simulated fringe images. (a) Deformed image. (b)
Reference image.

Exploiting the low-rankness of 𝐈𝑓 and the sparsity of 𝐈𝑠 , it is possible to separate the fringe
pattern and speckle pattern from the captured deformed image 𝐈 by using RPCA.
However, the original PRCA problem is NP-hard and thus not trackable [138]. Following
[138-140], we relax the problem by using the 𝑙1 norm and nuclear norm to induce lowrankness and sparsity. The problem is now formulated as:
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min 𝜏‖𝐈𝑠 ‖𝑙1 + ‖𝐈𝑓 ‖∗ , s. t.𝐈𝑠 + 𝐈𝑓 = 𝐈,

(2.10)

𝐈𝑠 ,𝐈𝑓

where ‖∙‖𝑙1 is the 𝑙1 norm, defined as the sum of the absolute value of the elements in 𝐈𝑠 ,
‖∙‖∗ is the nuclear norm, defined as the sum of all the singular value of 𝐈𝑓 , and 𝜏 > 0
balances the low-rankness and sparsity. Different algorithms can be applied to
approximately solve (2.10). We here adopt the alternating direction method (ADM),
which minimizes the following augmented Lagrangian function:
2

𝐿𝒜 (𝐈𝑠 , 𝐈𝑓 , 𝐇) = 𝜏‖𝐈𝑠 ‖𝑙1 + ‖𝐈𝑓 ‖∗ − 〈𝐇, 𝐈𝑠 + 𝐈𝑓 − 𝐈〉 + 𝛽2‖𝐈𝑠 + 𝐈𝑓 − 𝐈‖ ,

(2.11)

where 𝐇 ∈ ℛ𝑚×𝑛 is the multiplier of the linear constraint of (2.11); 𝛽 > 0 is the penalty
parameter for the violation of linear constraint and 〈∙〉 represents the standard trace inner
product. The solution can be found iteratively. Let 𝑃𝑞 (∙) be a thresholding operator with
threshold 𝑞 > 0, that is, 𝑃𝑞 (𝐗) returns a matrix obtained by thresholding all the entries
of 𝐗 into the range [−𝑞, 𝑞], n the number of iteration, and (𝐈𝑠𝑛 , 𝐈𝑓𝑛 , 𝐇𝑛 ) the current solution.
The ADM updates the solution using the following steps [142]:
1

𝜏

1

1. Generate 𝐈𝑠𝑛+1 = 𝐇𝑛 − 𝐈𝑓𝑛 + 𝐈 − 𝑃𝛽 ( 𝐇𝑛 − 𝐈𝑓𝑛 + 𝐈)
𝛽

𝛽

1

2. Generate 𝐈𝑓𝑛+1 = 𝐔𝑛+1 diag (max {𝜎𝑖𝑛+1 − , 0}) (𝐕 𝑛+1 )𝑇 , where 𝐔𝑛+1 , 𝐕 𝑛+1
𝛽

and {𝜎𝑖𝑛+1 } are generated by the singular value decomposition (SVD) of 𝐈 −
1

𝐈𝑠𝑛+1 + 𝐇𝑛
𝛽

3. Update the multiplier 𝐇𝑛+1 = 𝐇𝑛 − 𝛽(𝐈𝑠𝑛+1 + 𝐈𝑓𝑛+1 − 𝐈)
We can terminate ADM by setting an appropriate stopping criterion: The iteration stops
when

‖(𝐈𝑠𝑛+1 ,𝐈𝑓𝑛+1 )−(𝐈𝑠𝑛 ,𝐈𝑓𝑛 )‖

𝐹

‖𝐈𝑠𝑛 ,𝐈𝑓𝑛 ‖ +1

≤ 10−6 . To optimize performance, the hyperparameters 𝜏 and

𝐹

𝛽 can be chosen using methods similar to those in Chapter 3 or Chapter 4.
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Once the deformed fringe and speckle patterns are separated, we can retrieve the phase
map from image 𝐈𝑓 by using FTP. However, the FTP-based approach can only provide
wrapped phase value ranging from – 𝜋 to 𝜋, which has 2𝜋 discontinuities. Thus, phase
unwrapping is needed to eliminate the phase ambiguity as:
Φ(𝑥, 𝑦) = 𝜙(𝑥, 𝑦) + 2𝜋 × 𝑘(𝑥, 𝑦)

(2.12)

where Φ(𝑥, 𝑦) denotes the absolute phase and 𝑘(𝑥, 𝑦) the fringe order. Spatial phase
unwrapping methods may be used. However, they may suffer from error propagation and
fail to determine the fringe orders correctly for spatially isolated objects.

2.3.3 Enhanced speckle correlation-based phase unwrapping
In this subsection, we introduce a speckle correlation-based image matching approach to
unwrap the phase. We assume that the deformed speckle patch and the corresponding
reference speckle patch share nearly the same local speckle distribution. The fringe order
can then be found by maximizing the following normalized correlation coefficient:
corr =

̅̅̅
̅̅̅̅
∑𝑥,𝑦(𝑆𝑟 (𝑥,𝑦)−𝑆
𝑟 )(𝑆𝑑 (𝑥,𝑦)−𝑆
𝑑)
2
̅̅̅
̅̅̅̅
√∑𝑥,𝑦(𝑆𝑟 (𝑥,𝑦)−𝑆
𝑟 ) √∑𝑥,𝑦(𝑆𝑑 (𝑥,𝑦)−𝑆
𝑑)

2

(2.13)

where 𝑆𝑟 and 𝑆𝑑 are the same-size patches captured from the reference speckle image and
the deformed speckle image (separated by using RPCA), respectively, 𝑆̅𝑟 and ̅̅̅
𝑆𝑑 are the
average intensity of 𝑆𝑟 and 𝑆𝑑 . The fringe order is an integer number within [0, 𝐾 − 1],
where K denotes the number of candidate fringe orders. Thus, for each pixel in the
deformed image, (2.13) is computed for K times, each time with a patch in the reference
pattern whose center pixel has the same wrapped phase.

The above method has similarity to [104] in using image correlation to identify the fringe
order. However, we have utilized the cleaned speckle pattern with the influence from the
39

fringe patterns eliminated, while [104] directly uses the composite pattern where the
speckle and fringe patterns are mixed. We have observed from our simulations that the
proposed approach can significantly improve the accuracy of fringe order recovery as
compared with the approach without separating the two components.

Let us consider the fringe order sequence 𝑘(𝑥, 𝑦) retrieved using speckle correlation.
Ideally, 𝑘(𝑥, 𝑦) should exhibit a step-wise increase with respect to the direction vertical
to the fringes (i.e., x-axis), and 𝑘(𝑥, 𝑦) increases by 1 on the boundary of any two adjacent
fringes. However, speckle correlation-based phase unwrapping can still suffer from errors
in the fringe order due to the deformation of the speckle pattern and noise, which result
in unwrapped phase errors and errors in the ultimate 3D shape reconstruction. In speckle
correlation-based phase unwrapping, the fringe order of each pixel is recovered
independently. Therefore, the fringe order error of one specific pixel will not propagate
into the adjacent pixels. In light of this, we apply a recently proposed fringe order
correction method to remove errors [119].
1. Row by row, divide the recovered fringe order map into several steps based on
phase jumps in the wrapped phase.
2. Counting the number of pixels with different fringe order values in each step,
select the fringe order value with the highest frequency. This fringe order value is
selected as the true fringe order value of this step.

2.3.4 Simulation results
In order to verify the feasibility of the proposed method, numerical simulations are carried
out. We use a hemisphere and double hemisphere as the measured objects, respectively.
Gaussian noise with a variance of 𝜌 and a mean of zero is added to the generated pattern
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and we assume perfect calibration. The signal to noise ratio (SNR) is set as 25dB with the
image size 𝑀 × 𝑁 = 1000 × 1000. (We assume that the effect of reflectivity 𝛼(𝑥, 𝑦) can
be ignored.)

We first demonstrate in Fig. 2.2 the feasibility of applying the RPCA method for
separating the patterns. It is seen that we are able to separate the fringe pattern and the
speckle pattern in the deformed image by taking advantage of the low-rank structure of
the fringe signal and the sparse nature of the speckle signal.

(a)

(b)

(c)

(d)

Fig. 2.2. Separation of the fringe pattern and the speckle pattern by using RPCA. (a) Simulated
hemisphere. (b) Speckle-embedded image of hemisphere. (c) Separated speckle pattern. (d)
Separated fringe pattern.
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In order to balance the computational complexity and performance, speckle image
patches of size 27×27 are used for correlation analysis. Fig. 2.3(a) and (b) show that our
method can effectively reconstruct the object with high accuracy. To demonstrate the
performance of reconstructing isolated objects of our method, we also measure a doublehemisphere object, and the results are shown in Fig. 2.3(c) and (d). It is seen that the
proposed method can reconstruct the entire scene with single projection.

(a)

(b)

(c)

(d)

Fig. 2.3. Simulation results for measuring the 3D shape of a hemisphere and a double hemisphere.
(a) Reconstructed sphere with mesh display. (b) Reconstructed hemisphere surface. (c)
Reconstructed double hemisphere with mesh display. (d) Reconstructed double hemisphere
surface.

The effectiveness of the fringe order correction scheme is also demonstrated in Fig. 2.4.
Fig. 2.4(a) indicates that there are noticeable errors in the fringe orders after applying
speckle correlation-based phase unwrapping. Fig. 2.4(b) depicts the fringe orders of the
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recovered absolute phase map. Using the correction method, we successfully correct the
fringe order errors and the corrected fringe orders are shown in Fig. 2.4(c) and 2.4(d).
Based on the corrected fringe order maps, we are able to obtain the smoothed absolute
phase map for further 3D reconstruction.

(a)

(b)

(c)

(d)

Fig. 2.4. Fringe order correction results on the section y=400. (a) Recovered fringe order using
speckle correlation. (b) Fringe order of the hemisphere without correction. (c) Corrected fringe
order after employing the correction method. (d) Corrected fringe order of the hemisphere.
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2.4 Fringe pattern denoising based on RPCA
2.4.1 RPCA-based fringe pattern denoising
In this section, we apply RPCA to denoise the fringe patterns in FPP systems. Without
loss of generality, phase shifting profilometry (PSP) is considered to perform 3D surface
reconstruction, which is suitable when high-accuracy and high-resolution measurements
are desired. The deformed fringe images captured by the camera can be modelled as:
𝐼𝑗 (𝑥, 𝑦) = 𝐴(𝑥, 𝑦) + 𝐵(𝑥, 𝑦) cos [𝜙(𝑥, 𝑦) +

2𝜋(𝑗−1)
𝐽

] + 𝜀𝑗 (𝑥, 𝑦), 𝑗 = 1,2 … , 𝐽

(2.14)

where 𝐼𝑗 (𝑥, 𝑦) is the intensity value for the j-th fringe pattern on the object surface. The
image noise 𝜀𝑗 (𝑥, 𝑦) in (2.14) may contain both strong impulsive noise and random
additive noise [117]. Note that the random additive noises may include system noise and
background noise.

In practical measurements, the fringe patterns captured by FPP system may include not
only the phase information but also the undesired noise. The noisy phase information of
𝜙(𝑥, 𝑦) produces significant errors in the ultimate 3D reconstruction results. It is always
desirable to eliminate or minimize the effect of noise before subjecting the fringe pattern
for analysis. As a result, RPCA-based fringe pattern denoising technique is proposed. For
notational simplicity, denote by 𝐈 the data matrix collecting the intensity value 𝐼𝑗 (𝑥, 𝑦)
captured. Without loss of generality, we can model
𝐈 = 𝐈𝑓 + 𝐖 + 𝐐,

(2.15)

where 𝐈𝑓 is the clean fringe pattern, 𝐖 is the high-magnitude impulsive noise caused by
speckle, and 𝐐 represents random additive noise. It is desired to suppress 𝐖 and 𝐐 to
eliminate the effect of the noise. In the model (2.15), it is reasonable to assume that the
impulsive noise 𝐖 is sparse. The rationale for considering the impulsive noise sparse is
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the fact that such perturbations are not steady and occur infrequently but allows them to
have any magnitude [133-135]. Furthermore, the clean fringe pattern 𝐈𝑓 is often low rank
and this has been confirmed in Fig. 2.1.

The low-rankness of 𝐈𝑓 and the sparsity of 𝐖 may be exploited to simultaneously remove
the impulsive fringe noise and suppress the random noise. Intuitively, 𝐖 can be estimated
by thresholding the entries of 𝐈 while 𝐈𝑓 can be retrieved by projecting 𝐈 onto the lowdimensional subspace spanned by its principal singular vectors. These processes, however,
are subject to errors due to the mixing of 𝐈𝑓 and 𝐖 in 𝐈. Similar to (2.10), we formulate
the following RPCA problem:
2

min 𝜏‖𝐖‖𝑙1 + ‖𝐈𝑓 ‖∗ , s. t.‖𝐖 + 𝐈𝑓 − 𝐈‖𝐹 ≤ 𝜖 2 ,

(2.16)

𝐰,𝐈𝑓

where ‖∙‖𝐹 is the Frobenius norm and 𝜖 2 is a tolerance to account for the random additive
noise. The convex optimization problem in (2.16) can be solved by using the alternating
direction method (ADM) detailed in Section 2.3.2. The ADM minimizes the following
augmented Lagrangian function:
𝛽

2

𝐿𝒜 (𝐖, 𝐈𝑓 , 𝐇) = 𝜏‖𝐖‖𝑙1 + ‖𝐈𝑓 ‖∗ − 〈𝐇, 𝐈 − 𝐖 − 𝐈𝑓 〉 + ‖𝐈 − 𝐖 − 𝐈𝑓 ‖𝐹,
2

(2.17)

Similarly, the ADM updates the solution following the steps in [142].

After applying the ADM algorithm to the captured fringe pattern, we can obtain the sparse
component 𝐖 associated with strong impulsive fringe noise and the low-rank component
𝐈𝑓 assumed to be the denoised fringe pattern. This way, both the sparse impulsive noise
and random additive noise can be suppressed.
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2.4.2 Simulation results
In order to verify the feasibility of the proposed method, numerical simulations are carried
out. In the simulation, Gaussian noise with a signal-to-noise ratio of 15dB is added to all
the fringe patterns.

In the first experiment, we use a hemisphere as the measured object and the image size is
𝑀 × 𝑁 = 1000 × 1000. The wrapped phase is obtained using the three-step PSP. The
simulated deformed fringe pattern is shown in Fig. 2.5(a). Fig. 2.5(b) shows the denoised
fringe pattern with our proposed method. It can be seen from Fig. 2.5(b) that the denoising
effect is clear. Fig. 2.5(c) shows a cross-section of the denoising results on the simulated
fringe images and Fig. 2.5(d) demonstrate the cross-section comparisons of the
corresponding wrapped phase. The results demonstrate that the proposed method can
effectively suppress the fringe noise and enhance the fringe patterns. Fig. 2.5(e) and 2.5(f)
also compare the reconstruction results of the proposed fringe denoising approach with
3-step PSP and conventional 3-step PSP. It is seen that our proposed denoising method
with 3-step PSP outperforms the conventional 3-step PSP. Fig. 2.6 shows a cross-section
of the reconstructed surfaces. The results indicate that our proposed denoising method
can be applied to FPP system to improve accuracy of the 3D surface reconstruction. To
evaluate the ultimate measurement accuracy, we define NMSE as:
NMSEℎ =

𝑁
̂
∑𝑀
𝑥=1 ∑𝑦=1|ℎ (𝑥,𝑦)−ℎ(𝑥,𝑦)|
𝑁
2
∑𝑀
𝑥=1 ∑𝑦=1|ℎ(𝑥,𝑦)|

2

(2.18)

where ℎ(𝑥, 𝑦) and ℎ̂(𝑥, 𝑦) represent the true height and estimated height, respectively.
The NMSEℎ value of the results in Fig. 2.5(e) and 2.5(f) are 0.0199 and 0.000866,
respectively, indicating the improved accuracy with the proposed method at high noise
level.
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(a)

(b)

(c)

(d)

(e)

(f)

Fig. 2.5. Denoising results for the single object. (a) Fringe pattern with noise. (b) Denoised fringe
pattern with our proposed method. (c) Comparison of the denoising results on the fringe pattern.
(d) Comparison of the corresponding wrapped phase of Fig. 2.5(c). (e) Reconstruction result with
conventional 3-step PSP. (f) Reconstruction result of the proposed denoising method with 3-step
PSP.
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Fig. 2.6. Comparison of the reconstructed results.

In the second experiment, we use the two-frequency temporal phase unwrapping
algorithm [93] to reconstruct a double-hemisphere object. The two-frequency method is
sensitive to noise. If the noise is large enough, fringe order errors may occur, which in
turn result in error in the ultimate reconstruction result. With method in [93], two sets of
fringe patterns with spatial frequencies 𝑓1 = 5 and 𝑓2 = 8 are projected onto the object
surface. The wrapped phase is retrieved using 6-step PSP. The captured noisy fringe
patterns are shown in Fig. 2.7(a) and 2.7(b). The proposed method yields effective results
as shown in Fig. 2.7(c) and 2.7(d). Fig. 2.7(e) and 2.7(f) compare a cross-section of the
denoising results. It is clear that our proposed method can effectively suppress the fringe
noise. Fig. 2.7(g) and 2.7(h) also demonstrate the reconstruction results at 𝑓2 = 8 without
fringe pattern denoising and with our proposed scheme. As a further proof of the accuracy
of the reconstruction results, we compare the NMSEℎ of the results obtained in Fig. 2.7(g)
and 2.7(h). The NMSEℎ values are 0.6786 and 0.0025, respectively. From the results, we
can conclude that the proposed denoising method is effective.
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Fig. 2.7. Denoising results for isolated objects. (a) Noisy fringe pattern at 𝑓1 = 5. (b) Noisy fringe
pattern at 𝑓2 = 8. (c) Denoised fringe pattern at 𝑓1 = 5. (d) Denoised fringe pattern at 𝑓2 = 8. (e)
Comparison of the denoising results 𝑓1 = 5. (f) Comparison of the denoising results 𝑓2 = 8. (g)
Reconstructed result at 𝑓2 = 8 without fringe pattern denoising. (h) Reconstructed result at 𝑓2 =
8 with our proposed scheme.
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2.5 Conclusion
In this chapter, we have proposed a FPP technique based on speckle-embedded patterns.
RPCA is applied to effectively separate the fringe and speckle patterns, which enables
wrapped phase retrieval and phase unwrapping to be achieved using only a single
projection of the composite pattern. A recently proposed fringe order correction method
is applied to efficiently correct the fringe order errors. The effectiveness of the proposed
scheme has been verified by numerical simulations.

Based on the similar principle, we also propose a novel fringe pattern denoising scheme
in this chapter. The low-rankness of the noise-free fringe pattern and the sparsity of the
strong impulsive fringe noise are exploited. RPCA is then applied to effectively eliminate
the impulsive fringe noise and suppress the random additive noise from the captured
fringe pattern. Simulation results have been presented to verify the performance of the
denoising approach.
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Chapter 3

Fringe order correction for fringe

projection profilometry based on RPCA

3.1 Introduction
As demonstrated in Section 1.2.2, temporal phase unwrapping is among the most robust
and efficient phase unwrapping methods in fringe projection profilometry. They can
recover the fringe orders even in the presence of surface discontinuities. However, fringe
order errors may still occur due to phase noise and poor measurement conditions. Such
errors often exhibit an impulsive nature and introduce significant errors to the absolute
phase map. Some effective methods have been proposed to detect or correct fringe order
errors [118-121]. Although these methods can suppress the fringe order errors, their
performance degrades when a large number of pixels are corrupted by fringe order errors.
This chapter introduces a new method for correcting fringe order errors, by making use of
the distinguished properties of the integer-valued fringe order map and errors. We treat the
recovered fringe order map as the superposition of the integer-valued true fringe order map
and the fringe order errors. To remove the fringe order errors, we exploit the low-rankness
of the two-dimensional (2D) fringe order maps and the sparsity of the impulsive fringe
order errors and apply robust principal component analysis (RPCA) to effectively separate
these two components. By rounding the output low-rank component to integers, we can
obtain the corrected fringe order maps with impulsive errors removed. The residual fringe
order errors are detected and corrected using the smoothly increasing property of the
absolute phase. In contrast to the previous methods that work on individual fringe orders or
one-dimensional (1D) fringe order sequences, the proposed approach jointly corrects the
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2D fringe order map in a global process, avoids the usage of quality map [118] and leads to
enhanced performance.
This chapter is organized as follows. Section 3.2 introduces the error in the fringe orders
recovered with multi-frequency phase unwrapping. Section 3.3 presents the proposed
approach to detect and correct fringe order errors. Section 3.4 presents experimental results
to validate the effectiveness of the proposed approach. Finally, Section 3.5 gives the
conclusions.

3.2 Fringe order errors
We consider temporal phase unwrapping based on two-frequency fringe projections,
which has been widely studied for its good tradeoff between phase unwrapping accuracy
and measurement speed [93, 94], but the proposed technique can be extended to other
settings. It has been shown [94] that when the phase noise is below a certain threshold,
the fringe orders can be recovered correctly. When the phase noise becomes significant,
fringe order errors may occur. Ideally, for smooth object surfaces, the true fringe order
exhibits step-wise increase along the direction perpendicular to the fringe (assumed to be
x-axis), the step size is always one, and the fringe order value is kept constant in each step.
In order to demonstrate the characteristics of the errors in the fringe order map, we
conduct an experiment on a plastic mask. In the experiment, two sets of fringe patterns
with frequencies 5 and 8 (i.e., 5 and 8 fringes on each pattern) respectively are projected
onto the reference plane and the object. The projected fringe patterns are depicted in Fig.
3.1(a)-3.1(d). With a six-step phase shifting algorithm, the wrapped phase maps are
obtained in Fig. 3.1(e) and 3.1(f).
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(a)

(b)

(c)

(d)

(e)

(f)

Fig. 3.1. Experimental on the plastic mask. (a) Fringe projection on the reference plane at 𝑓1 = 5.
(b) Fringe projection on the reference plane at 𝑓2 = 8. (c) Fringe projection on the object at 𝑓1 =
5. (d) Fringe projection on the object at 𝑓2 = 8. (e) Wrapped phase map at 𝑓1 = 5. (f) Wrapped
phase map at 𝑓2 = 8.

The fringe orders are recovered using the temporal phase unwrapping method in [93] and
demonstrated in Fig. 3.2, showing that fringe order errors may occur in the following forms:
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1.

Fringe order error occurs on a single pixel in an impulsive manner. The fringe order
value of the inaccurate pixel differs from others within one step.

2.

Multiple successive pixels are contaminated by fringe order errors. The fringe order
values of these pixels may have the same wrong value or change randomly.

3.

The fringe order errors occur on the boundary between adjacent fringes. In this case,
the abnormal fringe order jump may mingle with the step-wise increase.

It is also noticed that often only a small amount of pixels are corrupted by the fringe order
errors in each step, resulting in impulsive fringe order errors distributed sparsely on the
fringe order map. This is because with temporal phase unwrapping, the fringe orders are
recovered independently for different pixels, and the unwrapping errors do not propagate.

(a)

(b)

Fig. 3.2 Recovered fringe order. (a) Recovered fringe order sequence for the plastic mask at 𝑓 =
8 on the section 𝑦 = 617. (b) Recovered fringe order map for the plastic mask at 𝑓 = 8.

3.3 Fringe order error correction based on RPCA
3.3.1 RPCA-based fringe order error correction
The fringe order map {𝑘̂(𝑥, 𝑦)} recovered by using temporal phase unwrapping [93] can
be modelled as
𝑘̂(𝑥, 𝑦) = 𝑘(𝑥, 𝑦) + 𝑒(𝑥, 𝑦),
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(3.1)

where 𝑘(𝑥, 𝑦) is the true fringe order and 𝑒(𝑥, 𝑦) is the fringe order error, both being
̂ (a data matrix consisting of
integer-valued. This way, the recovered fringe order map 𝐊
entries 𝑘̂(𝑥, 𝑦)) is the superposition of the true fringe order map 𝐊 (with entries 𝑘(𝑥, 𝑦))
and the errors 𝐄 (with entries 𝑒(𝑥, 𝑦)). Clearly, separating 𝐊 and 𝐄 can correct the fringe
order errors. This requires 𝐊 and 𝐄 to have distinguishable properties. As demonstrated
above and confirmed in [66, 67, 119], 𝐄 has a sparse nature, i.e., only a small amount of
pixels are corrupted by the fringe order errors. Furthermore, for many applications, the
true fringe order map matrix 𝐊 is low-rank. To show this, similarly to Section 2.2.2, the
singular values decomposition (SVD) [145] of the true fringe order map 𝐊 of a simulated
hemisphere of size 1000×1000 is shown in Fig. 3.3. It is seen that only a very small
portion of the 1000 singular values are dominant, which suggests that the true fringe order
map 𝐊 is low-rank, i.e., 𝐊 can be represented using a small number of singular vectors.
Exploiting the properties of 𝐊 and 𝐄, RPCA can be also utilized to separate the two
components.

Fig. 3.3 Singular value distribution of a simulated fringe order map with size 1000 × 1000.
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Similarly, we solve the RPCA problem by adopting a convex relaxation strategy where the
l1-norm and the nuclear norm are used to induce sparse and low-rank structures,
respectively. We can thus formulate the problem as:
̂,
min 𝜏‖𝐄‖𝑙1 + ‖𝐊‖∗ , s. t.𝐄 + 𝐊 = 𝐊

(3.2)

𝐄,𝐊

where 𝜏 is a parameter controlling the rank of 𝐊 and the sparsity level of 𝐄. We here adopt
the alternating direction method (ADM) again to solve (3.2), which minimizes the
following augmented Lagrangian function:
̂ 〉 + 𝛽 ‖𝐄 + 𝐊 − 𝐊
̂ ‖2 ,
𝐿𝒜 (𝐄, 𝐊, 𝐇) = 𝜏‖𝐄‖𝑙1 + ‖𝐊‖∗ − 〈𝐇, 𝐄 + 𝐊 − 𝐊

(3.3)

2

For convenience, we can reformulate (3.2) as
̂.
min 𝑡‖𝐄‖𝑙1 + (1 − 𝑡)‖𝐊‖∗ , s. t.𝐄 + 𝐊 = 𝐊

(3.4)

𝐄,𝐊

There is a one-to-one correspondence between (3.2) and (3.4) by letting 𝑡 =

𝜏
1+𝜏

. The

advantage of the reformulation (3.4) is that the range of the parameter t can be restricted
into the finite interval (0,1), while the parameter 𝜏 should be within (0, +∞) in (3.2). It
̂ ) as t approaches
is clear that 𝐊 approaches the zeros matrix (and thus 𝐄 approaches 𝐊
̂ ) as t
zero. On the other hand, 𝐄 approaches the zero matrix (and thus 𝐊 approaches 𝐊
approaches to one. Therefore, we can solve (3.4) for an optimized range of t between zero
and one. The ADM algorithm can be applied to solve (3.4) iteratively by following the
steps in [142].

After applying the ADM algorithm to the recovered fringe order map, we obtain the
sparse component 𝐄 associated with impulsive fringe order errors and the low-rank
component 𝐊 associated with the fringe order map with the impulsive errors eliminated.
By rounding the entries of the output low-rank matrix 𝐊 to integers, we obtain the
corrected fringe order map {𝑘̃(𝑥, 𝑦)}.
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3.3.2 Choice of the hyperparameters
It is critical to properly choose the hyperparameter 𝑡 (and the corresponding 𝜏) for the
proposed RPCA approach to effectively remove the fringe order errors. The universally
optimal choice of such hyperparameters is an open problem. We here resort to numerical
studies to determine a good empirical choice. Simulations are first performed to examine
the influence of 𝑡. A hemisphere is considered as the measured object. Two sets of fringe
patterns with spatial frequencies 𝑓1 = 5 and 𝑓2 = 8 are projected onto the reference plane
and the object surface, respectively. Gaussian noise with a signal-to-noise ratio (SNR) of
15 dB is added to all the fringe patterns. The wrapped phase maps are obtained using the
six-step phase shifting algorithm. The fringe order maps of the reference plane and
hemisphere recovered by using the method [93] are depicted in Fig. 3.4(a) and 3.4(b) for
𝑓1 = 5. It can be seen that significant fringe order errors are induced due to the high noise
level. The hyperparameter 𝑡 influences the rank of the recovered fringe order map 𝐊 and
thus the effectiveness of the proposed approach. Following [142], we fix 𝛽 = 𝛽0 =
̂ ‖ in (3.3), where 𝑀 and 𝑁 define the size of the image (𝑀 = 𝑁 = 1000 in
0.25𝑀𝑁/‖𝐊
1
our simulation). Various values of t, i.e., t =0.3, 0.09, 0.06 and 0.034, are considered. Fig.
3.4(c)-3.4(f) demonstrate the RPCA-corrected fringe order map for Fig. 3.4(a) and Fig.
3.4(g)-3.4(j) show those for Fig. 3.4(b). It can be seen that impulsive fringe order errors can
be gradually removed as t decreases. A smaller 𝑡 generally leads to better capability to
suppress impulsive fringe order errors, which results in smoother fringe order maps.
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)
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(i)

(j)

Fig. 3.4. The simulated fringe order results. (a) Recovered fringe order of the reference plane. (b)
Recovered fringe order of the hemisphere. (c) RPCA-corrected results of 3.4(a) at t=0.3. (d)
RPCA-corrected results of 3.4(a) at t=0.09. (e) RPCA-corrected results of 3.4(a) at t=0.06. (f)
RPCA-corrected results of 3.4(a) at t=0.034. (g) RPCA-corrected results of 3.4(b) at t=0.3. (h)
RPCA-corrected results of 3.4(b) at t=0.09. (i) RPCA-corrected results of 3.4(b) at t=0.06. (j)
RPCA-corrected results of 3.4(b) at t=0.034.

However, a too small t may oversmooth the fringe order map and leads to misalignment
errors. To demonstrate this, Fig. 3.5 compares the RPCA-corrected fringe order in Fig. 3.4(j)
with the true fringe order on the section of y=500. It is seen that with the proposed RPCA
method, the impulsive fringe orders can be eliminated and the fringe order map is smoothed.
However, oversmoothing the fringe order map can result in extra misalignment errors
around the boundaries of fringes, which are hard to correct on the fringe order map itself.

In order to determine a good range of t and also evaluate the performance of RPCA, we
define the mean squared error (MSE) of the resulting absolute phase as:
MSE =

1
𝑀𝑁

2
𝑁
̂
∑𝑀
𝑥=1 ∑𝑦=1|Φ(𝑥, 𝑦) − Φ(𝑥, 𝑦)| ,

(3.5)

̂ (𝑥, 𝑦) and Φ(𝑥, 𝑦) are the estimated absolute phase using the RPCA-corrected
where Φ
fringe order and the true absolute phase, respectively. The relationship between the MSE
and the value of t is shown in Fig. 3.6. It is observed that the MSE decreases with the
decrease of t and reaches the minimum at a value of t between 0.032 and 0.04 for both
scenarios. To further investigate the good range of t, we also count the residual fringe order
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errors in Fig. 3.7. It can be seen that the number of fringe order errors is significantly
reduced with t ranging from 0.032 to 0.04, which agrees with the results in Fig. 3.6. We
also examined the performance when the SNR is changed to 12dB and 10dB. The residual
fringe order errors in Fig. 3.8 show again that a value of t between 0.032 and 0.036 leads to
good capability of fringe order error correction. Based on these observations, we suggest to
choose t between 0.032 to 0.036 to ensure the removal of impulsive fringe order errors and
meantime avoid oversmoothing the fringe order map.

Fig. 3.5. Comparison between the corrected fringe orders after using RPCA and the true fringe
orders on the section of 𝑦 = 500.
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Fig. 3.6. Relationship between MSE and the value of t.

Fig. 3.7. Number of residual fringe order errors after using RPCA under different value of t.
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Fig. 3.8. Number of residual fringe order errors after using RPCA under different SNR.

With the RPCA method (3.3), the penalty parameter 𝛽 also plays an important role. In order
to examine the influence of 𝛽, we apply RPCA to the simulated fringe order Fig. 3.4(b)
̂ ‖ . Again, we
with t=0.034 and 𝛽 varying from 0.1𝛽0 to 50𝛽0 , where 𝛽0 = 0.25𝑀𝑁/‖𝐊
𝑙
1

compare the MSE in (3.5) and residual fringe order errors with different value of 𝛽. The
results in Fig. 3.9 and Fig. 3.10 show that we can achieve high performance by selecting
relatively small value of 𝛽 and the performance degrades when higher 𝛽 is selected.
Besides, our study shows that it usually requires fewer iterations of the RPCA algorithm
when 𝛽 = 𝛽0 is used. We therefore choose 𝛽 = 𝛽0 while applying the proposed RPCAbased fringe order error correction.
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Fig. 3.9. Relationship between MSE and value of 𝛽.

Fig. 3.10. Number of residual fringe order errors under different 𝛽.
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3.3.3 Correction of the residual fringe order errors
Fig. 3.11 demonstrates the impact of the residual errors on the absolute phase map
corresponding to Fig. 3.4(j). It can be seen that abnormal phase jumps occur in the absolute
phase map, which lead to non-monotone absolute phase map. Our experiments show that
the abnormal ±2𝜋 phase jumps appear at the boundaries of the fringes as shown in Fig.
3.12. Such errors may arise from misalignment errors induced by the RPCA algorithm or
the abnormal phase jump associated with the arctangent operations during phase retrieval,
which is confirmed and analyzed in [66].

(a)
(b)
Fig. 3.11. Absolute phase map with residual errors. (a) Absolute phase map corresponding to Fig.
3.4(j). (b) Absolute phase on the section of 𝑦 = 500.

Fig 3.12. Relation among wrapped phase, fringe order and absolute phase.
64

Since mainly ±2𝜋 abnormal phase jumps occur on the absolute phase, the residual phase
errors in the absolute phase map can be easily detected and corrected by inspecting the
monotonicity of the absolute phase. In light of this, an additional correction step is
introduced to correct the residual phase errors. The overall fringe order correction process
is as follows:
1. Apply RPCA to the fringe order map recovered from temporal phase unwrapping to
obtain the corrected fringe order map {𝑘̃(𝑥, 𝑦)}.
̃ (𝑥, 𝑦)} using (1.17) and {𝑘̃(𝑥, 𝑦)}.
2. Calculate the absolute phase {Φ
3. Calculate the phase difference between any two adjacent pixels on a row-by-row basis:
̃ (𝑥, 𝑦) = Φ
̃ (𝑥 + 1, 𝑦) − Φ
̃ (𝑥, 𝑦), ∀𝑥
ΔΦ
4. Correct the phase value as follows:
̃ (𝑥 + 1, 𝑦),if|ΔΦ
̃ (𝑥, 𝑦)| ≤ 𝜋
Φ
̃ (𝑥 + 1, 𝑦) = {
̃ (𝑥, 𝑦)
Φ
ΔΦ
̃ (𝑥 + 1, 𝑦) − 2𝜋 ⌊
̃ (𝑥, 𝑦)| > 𝜋
Φ
⌉ , if|ΔΦ
2𝜋
where ⌊𝑥⌉ denotes rounding 𝑥 to its nearest integer.

(a)

(b)

Fig. 3.13. Final corrected results. (a) Final corrected absolute phase map of Fig. 3.11(a). (b) Final
corrected absolute phase map on the section of 𝑦 = 500.
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Fig. 3.13 demonstrates the final corrected absolute phase map of Fig. 3.11. It is seen that
with our proposed scheme, the absolute phase is smoothed and the fringe order errors can
be completely removed.

3.4 Simulation and experiment results
In this section, we present simulation and experiment results to demonstrate the
effectiveness of the proposed method.

We first consider a simulation example with the hemisphere object considered in Section
3.3.2. Two-frequency fringe projections with higher frequencies 𝑓1 = 11 and 𝑓2 = 17
are simulated, which are more prone to phase unwrapping errors [94]. Fringe patterns
with Gaussian noise at signal-to-noise ratio (SNR) of 15dB and 12dB are tested. The
recovered fringe orders at 𝑓2 = 17 are shown in Fig. 3.14(a) and 3.14(b). Significant
errors are observed in the recovered fringe orders. The corrected fringe order maps after
using RPCA with 𝑡 = 0.034 and 𝛽 = 𝛽0 are demonstrated in Fig. 3.14(c) and 3.14(d). It
is clear that all the impulsive fringe order errors are eliminated. This also confirms that
the suggested hyperparameters are suitable for wider conditions. Since misalignment
errors are induced, the residual fringe order errors are corrected. Fig. 3.14(e) and 3.14(f)
present the final corrected absolute phase maps with all the errors being removed. Fig.
3.14(g) and 3.14(h) compare the final 3D reconstruction results under different noise
levels. These results indicate that our proposed method can be effective for higherfrequency patterns under high noise levels.
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(a)

(b)

(c)

(d)

(e)

(f)
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(g)

(h)

Fig. 3.14. Simulation results for the hemisphere object. (a) Recovered fringe order map at 𝑓2 =
17 with SNR=15dB. (b) Recovered fringe order map at 𝑓2 = 17 with SNR=12dB. (c) RPCA
corrected fringe order map of 3.14(a). (d) RPCA corrected fringe order map of 3.14(b). (e) Final
corrected absolute phase map of 3.14(a). (f) Final corrected absolute phase map of 3.14(b). (g)
3D reconstruction result at 𝑓2 = 17 with SNR=15dB. (h) 3D reconstruction result at 𝑓2 = 17 with
SNR=12dB.

In order to further verify the effectiveness of the proposed method, three experiments
have been carried out. The FPP system used in this thesis is shown in Fig. 3.15. The
system includes a Dalsa Genie HM 1024 high-resolution (1024×768) CCD camera and
an Acer LED CWX1147 projector. In the experiments, 6-step phase shifting is applied to
retrieve the wrapped phase.

Fig. 3.15. The system setup used in the experiments
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Fig. 3.16. The measured plastic mask.

In the first experiment, the plastic mask tested in Fig. 3.16 is considered as the test object.
Fringe patterns of spatial frequencies 𝑓1 = 5 and 𝑓2 = 8 are projected. The wrapped
phase maps are shown in Figs. 3.1(e) and 3.1(f). Based on the observations made in
Section 3.3.2, we set t=0.034 and 𝛽 = 𝛽0 in the experiments. The recovered fringe orders
at 𝑓1 = 5 and 𝑓2 = 8 are depicted in Figs. 3.17(a) and 3.17(b). Note that, while applying
RPCA to the 2D fringe order map, the fringe order values for the missing points due to
shadowing are replaced by their neighbouring values. It is seen that using the proposed
method, we can successfully correct the fringe orders of the two-spatial-frequency fringe
projections in Figs. 3.17(c) and 3.17(d). Based on the corrected fringe orders, we can
obtain the absolute phase maps and the reconstructed 3D image. In Figs. 3.17(e) and
3.17(f), we demonstrate the reconstructed 3D images at 𝑓1 = 5 without and with our
proposed fringe order correction scheme. The improvement by the proposed approach is
clearly seen in the construction results.
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(a)

(b)

(c)

(d)

(e)

(f)

Fig. 3.17. Experiment results for the plastic mask object. (a) Fringe order map before correction
at 𝑓1 = 5. (b) Fringe order map before correction at 𝑓2 = 8. (c) Corrected fringe order at 𝑓1 = 5.
(d) Corrected fringe order at 𝑓2 = 8. (e) 3D image at 𝑓1 = 5 without correction. (f) 3D image at
𝑓1 = 5 with our proposed scheme.

In the second experiment, we carry out an experiment on a plaster hand model (shown in
Fig. 3.18) to verify the effectiveness of our proposed method on complex surface. Again,
fringe patterns with frequencies 𝑓1 = 5 and 𝑓2 = 8 are projected. The deformed fringe
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patterns are shown in Figs. 3.19(a) and 3.19(b). As shown in Fig. 3.19(a), the test object
has a complex surface with sharp changes around the fingers. The corresponding wrapped
phase maps are shown in Fig. 3.19(c) and 3.19(d). The recovered fringe order map at 𝑓1 =
5 is depicted in Fig. 3.19(e). Noticeable errors are found in the recovered fringe order
map due to noise. Using the proposed method with t=0.034 and 𝛽 = 𝛽0 , the fringe order
errors are successfully corrected, as shown in Fig. 3.19(f). Fig. 3.19(g) and 3.19(h)
provide the final 3D reconstruction results at 𝑓1 = 5 without and with our proposed
method, respectively. It is seen that our proposed method is able to correct the fringe order
errors for objects with complex surface.

Fig. 3.18. Image of a plaster hand

(a)

(b)
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(c)

(d)

(e)

(f)

(g)

(h)

Fig. 3.19. Experiment results for the plaster hand model with low-frequency patterns. (a) Captured
fringe pattern at 𝑓1 = 5. (b) Captured fringe pattern at 𝑓2 = 8. (c) Wrapped phase map at 𝑓1 = 5.
(d) Wrapped phase map at 𝑓2 = 8. (e) Fringe order map before correction at 𝑓1 = 5. (f) Corrected
fringe order at 𝑓1 = 5. (g) 3D reconstruction at 𝑓1 = 5 without correction. (h) 3D reconstruction
at 𝑓1 = 5 with our proposed method.

In the third experiment, we use high-frequency patterns with 𝑓1 = 11 and 𝑓2 = 17 to
reconstruct the plaster hand model. Fig. 3.20(a) and 3.20(b) demonstrate the fringe
patterns deformed by the object. The corresponding wrapped phase maps are shown in
Fig. 3.20(c) and 3.20(d). Fig 3.20(e) presents the recovered fringe order map at 𝑓2 = 17.
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Significant fringe order errors are found in Fig. 3.20(e). This is because high-frequency
patterns lead to lower phase error tolerance for two-frequency phase unwrapping, as
analyzed by Ding et al. [94]. Using our proposed method with t=0.034 and 𝛽 = 𝛽0 , the
fringe order errors of the high-frequency pattern are successfully corrected, as demonstrated
in Fig. 3.20(f). Fig. 3.20(g) and 3.20(h) also demonstrate that our proposed method can
improve the final 3D reconstruction results. It can be shown that the rank of the corrected
high-frequency fringe order map is still very low as compared to the size of the image and
thus the low-rank assumption of the true fringe order map is valid. These results indicate
that our proposed method is also effective for complex shapes and high-frequency patterns.

(a)

(b)

(c)

(d)

(e)

(f)
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(g)

(h)

Fig. 3.20. Experiment results for the plaster hand model with high-frequency patterns. (a)
Captured fringe pattern at 𝑓1 = 11. (b) Captured fringe pattern at 𝑓2 = 17. (c) Wrapped phase
map at 𝑓1 = 11. (d) Wrapped phase map at 𝑓2 = 17. (e) Fringe order map before correction at
𝑓2 = 17 . (f) Corrected fringe order at 𝑓2 = 17 . (g) 3D reconstruction at 𝑓2 = 17 without
correction. (h) 3D reconstruction at 𝑓2 = 17 with our proposed method.

The above experiments are implemented in MATLAB on a PC with the Inter i7-7700
(3.6GHz) processor and 16 GB RAM. The computational time of our proposed fringe order
correction scheme for the three experiments are 20.6s, 34.4s and 42.4s, respectively. The
efficiency may be improved by parallel computing in GPU.

3.5 Conclusion
We have proposed a new approach to correct the fringe order errors for temporal phase
unwrapping in fringe projection profilometry. RPCA is employed to effectively remove
the impulsive errors from the recovered fringe order map. To further correct the residual
fringe order errors, the smoothly increasing property of absolute phase is utilized. The
effectiveness of the proposed method has been confirmed by the simulation and
experiment results.
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Chapter 4

RPCA based absolute phase error

correction for 3D shape measurements

4.1 Introduction
In FPP, the fringe pattern noise and phase unwrapping errors can result in errors in the
absolute phase map, which can lead to significant degradation in the measurement
accuracy. Many fringe order and phase error correction methods have been proposed,
which generally exploit the continuity and monotonicity of the one-dimensional (1D)
sequences of the absolute phase and apply pixel-by-pixel processing [118-132]. Their
capabilities in correcting phase errors are limited by 1D processing which may
underexploit the neighbourhood correlation in the two-dimensional (2D) maps of the
absolute phase. Furthermore, methods targeting phase unwrapping errors only can suffer
from residual fringe order errors, which require postprocessing in order to improve the
ultimate performance of shape reconstruction. It may also be a challenging task to
determine the thresholds required to identify erroneous points with several existing
methods.

In Chapter 3, a fringe order correction scheme based on robust principal component
analysis (RPCA), which can be used as a nonlinear denoising method, is proposed. The
2D map of the integer-valued fringe order map is modeled as the summation of a true
fringe order map of a low rank and the sparsely distributed fringe order errors. RPCA is
then applied to separate these two components. Though the method in Chapter 3 can
correct most of the phase unwrapping errors, it suffers from misalignment errors due to
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oversmoothing when the density of fringe order errors increases. Thus, post processing
has been suggested to enhance performance, which relies on the examination of the
smoothness of the resulting absolute phase map and increases the implementation
complexity. In addition, the performance of the method in Chapter 3 may degrade when
high-frequency patterns are used. In order to address the limitations of the method
proposed in Chapter 3, this chapter introduces a novel phase error correction approach
which works directly on the 2D absolute phase map. The recovered absolute phase map
contains both strong phase errors resulting from incorrect phase unwrapping and random
errors caused by noise. Exploiting the low-rankness of the correct absolute phase maps
and the sparsity of strong phase errors, RPCA can be utilized to eliminate the phase
unwrapping errors and suppress random errors. The proposed approach distinguishes
from the method in Chapter 3 in the following aspects:
1. The proposed approach applies RPCA to the ultimate absolute phase map rather
than to the fringe order map. It removes the postprocessing step required to
correct the misalignment errors, which involves the computation of the absolute
phase difference on neighboring pixels and thresholding operations. Note also
that the proposed approach does not introduce any steps to suppress the fringe
order errors first. Hence, the proposed approach is a neater solution which
exhibits a significantly lower implementation complexity as compared to the
method in Chapter 3.
2. The proposed approach achieves better performance as compared with the
method in Chapter 3. It models the erroneous absolute phase map as the
summation of the correct phase map, impulsive errors of strong magnitudes, and
other random errors. In contrast to the method in Chapter 3, where RPCA
corrects only the fringe order errors, the proposed approach is capable of dealing
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with not only the significant phase errors due to fringe order errors but also lesssignificant errors arising from other sources such as fringe pattern noise.
Furthermore, the proposed approach is more robust against the oversmoothing
risk of RPCA. This is because the integer-valued errors arising from the
oversmoothing of the fringe order map can result in significant errors in the
unwrapped absolute phase map, which exhibit magnitudes of integer multiples
of 2𝜋. Compared to the method proposed in Chapter 3, the simulation and
experiment results show that the proposed approach can effectively improve the
quality of the absolute phase map in FPP and thus directly improve the overall
accuracy of the 3D shape reconstruction. The proposed approach also features a
simpler yet robust choice of its hyperparameters.

This chapter is organized as follows. Section 4.2 introduces the proposed approach to
correct the absolute phase errors. Section 4.3 presents simulation and experiment results
to validate the effectiveness of the proposed approach and Section 4.4 gives the
conclusions.

4.2 RPCA-based absolute phase error correction
4.2.1 Phase errors in FPP
Same as in Chapter 3, we use PSP with multi-frequency phase unwrapping [93] to
reconstruct 3D shape of the objects. Although such schemes have unique merits in
robustness and efficiency, phase errors may still occur in the recovered absolute phase
due to noise or distortion, leading to errors in the final 3D measurement results. Ideally,
for smooth object surfaces, the absolute phase should exhibit a smooth increase (phase
monotonicity). When phase errors occur, the above feature can be violated. In order to
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demonstrate this, we conduct an experiment on a plaster hand using the two-frequency
approach. In the experiment, two sets of fringe patterns with frequencies selected as 8 and
15 respectively are projected onto the surface of the object as shown in Fig. 4.1(a)-4.1(b).
The wrapped phase maps are obtained with a six-step phase shifting algorithm. The fringe
order map and absolute phase are recovered using the method of [93] and demonstrated
in Fig. 4.1(c)-4.1(f).
From the results, we notice that some pixels are contaminated by integer-valued fringe
order errors. Such errors can be impulsive or grouped and they can be translated into
errors in the recovered absolute phase map, which exhibit large magnitudes equal to
integer multiples of 2π. Meanwhile, other random errors can be present in the absolute
phase map due to sources such as random fringe pattern noises. It is also seen that only a
small portion of pixels suffer from significant errors in the 2D absolute phase map, which
may be viewed as outliers sparsely distributed. This is because, with temporal phase
unwrapping, the fringe orders of the pixels are recovered independently, and thus phase
unwrapping errors do not propagate. These properties are useful for correcting errors in
the absolute phase map. Note that gamma distortion-induced errors are not considered in
this work, which can be eliminated by other specific approaches [146-148].

(a)

(b)
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(c)

(d)

(e)

(f)

Fig. 4.1. Experiment on the plaster hand. (a) Fringe projection on the object at 𝑓1 = 8. (b) Fringe
projection on the object at 𝑓2 = 15. (c) Recovered fringe order at 𝑓1 = 8. (d) Recovered fringe
order at 𝑓2 = 15. (e) Recovered absolute phase of the plaster hand at 𝑓1 = 8 with temporal phase
unwrapping. (f) Recovered absolute phase of the plaster hand at 𝑓2 = 15 with temporal phase
unwrapping.

4.2.2 The proposed method
̂ the data matrix collecting the absolute phase Φ
̂ (𝑥, 𝑦) recovered. Without
Denote by 𝚽
loss of generality, we can model
̂ = 𝚽 + 𝐒 + 𝐉,
𝚽

(4.1)

where 𝚽 is the correct phase map due to the object shape only, 𝐒 contains high-magnitude
phase errors induced by factors such as phase unwrapping errors, and 𝐉 denotes the
residual errors. It is desired to suppress 𝐒 and 𝐉 to improve the accuracy of reconstructing
the shape-carrying phase map 𝚽. According to the analysis above and as also confirmed
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in [66, 67, 132], 𝐒 is sparse, i.e., only a small portion of the pixels suffer from significant
phase errors and the majority of the entries of 𝐒 are zeros.

Furthermore, the correct phase map 𝚽 is often low-rank for smooth object surfaces. The
low-rank property has been widely exploited in image and video processing [134].
However, to the best of our knowledge, the low-rank property of the absolute phase has
not been utilized for phase error correction in FPP systems. To demonstrate this, a part of
sphere with radius of 300mm and the maximum height of 100mm is considered and
shown in Fig. 4.2(a). The image size is 1000 × 1000. The absolute phase map of the
simulated sphere is calculated from the noise-free fringe images. The singular values of
the correct phase map are shown in Fig. 4.2(b). It can be observed that only a very small
portion of the 1000 singular values are dominant, which indicates that the absolute phase
map 𝚽 has a low-rank representation, i.e., 𝚽 can be represented using a very small
number of singular vectors.

To demonstrate the low-rankness of absolute phase map of isolated objects, the isolated
objects shown in Fig. 4.2(c) is considered. The singular value distribution of 𝚽 is shown
in Fig. 4.2(d). The results again confirm the low-rankness of the correct phase map. From
the observations here, we conjecture that the rank of the correct phase map for typical
objects is low relative to the size of the image.
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(a)

(b)

(c)

(d)

Fig. 4.2. Singular value distribution of simulated absolute phase map. (a) Simulated single object.
(b) Singular value distribution of the simulated absolute phase map of 4.2(a). (c) Simulated
isolated objects. (d) Singular value distribution of the simulated absolute phase map of 4.2(c).

The low-rankness of 𝚽 and the sparsity of 𝐒 may be exploited to remove the phase errors
and recover the absolute phase. Robust principal component analysis (RPCA) can be
̂ [133-135]. Similarly, the
utilized here to address this issue for retrieving 𝚽 from 𝚽
RPCA problem can be formulated as:
̂ ‖2 ≤ 𝜖 2
min 𝜏‖𝐒‖𝑙1 + ‖𝚽‖∗ , s. t. ‖𝐒 + 𝚽 − 𝚽
𝐹
𝐒,𝚽

(4.2)

where ‖∙‖𝑙1 is the 𝑙1 norm, defined as the sum of the absolute values of the elements in S,
‖∙‖∗ is the nuclear norm, defined as the sum of all the singular values of 𝚽, and 𝜏 is a
positive weighting parameter to balance low-rankness and sparsity, ‖∙‖𝐹 is the Frobenius
norm and 𝜖 2 is a tolerance to account for the residual errors.
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Specialized algorithms are also available to solve (4.2) at a low complexity. We here
adopt the inexact augmented Lagrange multipliers (ALM) method of [143], which
minimizes the following augmented Lagrangian function:
2

̂ − 𝐒 − 𝚽〉 + 𝜇‖𝚽
̂ − 𝐒 − 𝚽‖ ,
𝐿(𝐒, 𝚽, 𝐘, 𝜇) = 𝜏‖𝐒‖𝑙1 + ‖𝚽‖∗ − 〈𝐘, 𝚽
2
𝐹

(4.3)

where 𝐘 ∈ ℛ𝑀×𝑁 is a multiplier, 𝜇 > 0 is a positive scalar and 〈∙〉 represents the trace
inner product. Compared with ADM, ALM can achieve sufficient level of accuracy in
fewer iterations, and the solution found by ALM is globally optimal and stable across a
wide range of problem setting [149].
Let ‖∙‖2 denote the maximum singular value of the matrix entries, ‖∙‖∞ the maximum
absolute value of the matrix entries, 𝑛 the number of iteration, (𝐒 𝑛 , 𝚽 𝑛 , 𝐘 𝑛 , 𝜇𝑛 ) the
̂ ) = max (‖𝚽
̂ ‖ , 𝜏 −1 ‖𝚽
̂ ‖ ). We also introduce the following
current solution and 𝐽(𝚽
2
∞
soft-thresholding operator:
𝑧 − 𝛿, if𝑧 > 𝛿
ℋ𝛿 [𝑧] = {𝑧 + 𝛿, if𝑧 < −𝛿 .
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(4.4)

When applied to a matrix variable, ℋ𝛿 [⋅] thresholds each of its entries as (4.4). The
inexact ALM algorithm solves (4.3) iteratively to identify the impulsive errors and
̂ /𝐽(𝚽
̂ ), 𝐒 0 = 0, 𝜇0 = 1.25/‖𝚽
̂ ‖ and
recover the true phase map. Initially, set 𝐘 0 = 𝚽
2
𝜌 = 1.5. The inexact ALM updates the solution using the following steps [143]:
1. Solve 𝚽 𝑛+1 = arg min 𝐿(𝐒 𝑛 , 𝚽, 𝐘 𝑛 , 𝜇𝑛 ):
𝚽

̂ − 𝐒𝑛 +
(𝐔, 𝐆, 𝐕) = svd (𝚽

1
𝜇𝑛

𝚽 𝑛+1 = 𝐔ℋ1⁄𝜇𝑛 [𝐆]𝐕 𝑇

𝐘𝑛 )

(4.5)
(4.6)

where U, V and 𝐆 are the left singular vector, right singular vector, and singular value
̂ − 𝐒𝑛 +
matrices of 𝚽

1
𝜇𝑛

𝐘𝑛 .
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2. Solve 𝐒 𝑛+1 = arg min 𝐿(𝐒, 𝚽 𝑛+1 , 𝐘 𝑛 , 𝜇𝑛 ):
𝐒

̂ − 𝚽 𝑛+1 +
𝐒 𝑛+1 = ℋ𝜏⁄𝜇𝑛 [𝚽

1
𝜇𝑛

𝐘𝑛 ]

(4.7)

3. Update the multiplier Y and positive scalar 𝜇:
̂ − 𝐒 𝑛+1 − 𝚽 𝑛+1 )
𝐘 𝑛+1 = 𝐘 𝑛 − 𝜇𝑛 (𝚽
𝜇𝑛+1 = 𝜌𝜇𝑛

(4.8)
(4.9)

We can terminate ALM by setting an appropriate stopping criterion. In our study, the
iteration stops when

̂ −𝐒𝑛 −𝚽𝑛 ‖
‖𝚽
𝐹
̂‖
‖𝚽
𝐹

< 10−7 .

After applying the above algorithm to the recovered absolute phase map, we can obtain
the sparse component 𝐒 𝑛+1 associated with high-magnitude phase errors (e.g., those due
to incorrect fringe orders) and the low-rank component 𝚽 𝑛+1 assumed to be the correct
absolute phase. This way both the sparse phase errors and random phase noise can be
suppressed. The absolute phase maps recovered for the reference plane and object using
the above RPCA technique are used to retrieve the object height-induced phase difference
∆Φ(𝑥, 𝑦). The object height distribution ℎ̂(𝑥, 𝑦) can finally be estimated using (1.15) in
Chapter 1.

With the RPCA algorithm, the hyperparameter 𝜏 needs to be chosen. The choice of 𝜏
influences the rank of 𝚽 and the sparseness of 𝐒. A smaller 𝜏 leads to a solution of 𝚽 of
a lower rank, which may overly smooth the recovered phase map and hence remove
details of the object shape. On the contrary, a larger 𝜏 results in 𝚽 of a higher rank, which
may include more errors in the solution and hence in the reconstructed object shape. The
optimal choice of 𝜏 depends on the complexity of the object, the density of errors, etc,
which is usually unavailable. In this chapter, we choose 𝜏 = 1⁄√max(𝑀, 𝑁) , where
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𝑀 × 𝑁 is the size of the image. This choice is shown in [134] to provide a robust empirical
solution and it works well for the RPCA application in this work.

4.3 Simulations and experiments
4.3.1 Simulations
Simulations are first carried out to test the performance of the proposed approach. The
measured object is the same as that of Fig. 4.2(a). Two sets of fringe patterns with spatial
frequencies 𝑓1 = 5 and 𝑓2 = 8 are projected. Gaussian noise with a signal-to-noise ratio
(SNR) of 15dB is added to all fringe patterns. The corresponding wrapped phase maps
are obtained by six-step PSP. The absolute phase map of the object recovered by using
the method of [93] is depicted in Fig. 4.3(a) for 𝑓2 = 8. It can be seen that significant
phase errors are present due to the high noise level. The corrected absolute phase with the
proposed approach is shown in Fig. 4.3(b). It is seen that we are able to effectively remove
the phase errors even under a high noise level. For comparison, two existing phase
unwrapping error correction methods, i.e., the methods proposed in Chapter 3 and [119],
are also tested. Note that method proposed in Chapter 3 applies two steps, i.e., the RPCA
step for correcting the fringe orders and an additional post processing step for removing
the fringe order misalignments by checking the monotonicity of the unwrapped phase.
The newly proposed method applies RPCA once directly on the absolute phase, which
not only reduces the complexity but also improves the performance. Fig. 4.3(c) and 4.3(d)
demonstrate the corrected absolute phase using method in Chapter 3 without and with the
post processing step, respectively. Since applying RPCA to the fringe order map only can
cause significant misalignment errors in the fringe orders, the resulting absolute phase
map suffers significant errors, as shown in Fig. 4.3(c). From Fig. 4.3(d), the misalignment
errors can be effectively corrected by using the post processing step in Chapter 3, but
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extra complexity is also introduced. Fig. 4.3(e) shows the result obtained using the
method in [119]. It is seen that, not all the impulsive errors are corrected by [119]. Fig.
4.3(f)-4.3(j) also demonstrate the 3D shape reconstruction results at 𝑓2 = 8
corresponding to Fig. 4.3(a)-4.3(e), respectively. To quantify the ultimate performance of
these methods, we calculate the normalized mean squared error (NMSE) using (2.18)
defined in Chapter 2. The NMSEℎ for different methods are listed in Table 4.1.
Table 4.1. NMSEℎ value of the 3D shape reconstruction results

Without phase Proposed
error correction method

0.3893

0.0003

Method in Chapter 3 Method
in Method
(without post processing) Chapter 3 (with of [119]
post processing)
0.2959

0.0057

0.0081

The results demonstrate that the proposed approach outperforms the methods in [119] and
the method proposed in Chapter 3, and it can achieve higher accuracy even at a high noise
level. Fig. 4.4 shows a cross-section of the reconstructed results. It is seen that our
proposed approach not only eliminates the impulsive phase errors which have large
magnitudes, but also effectively suppresses the random errors which are less significant.
Note that the methods in [119] and Chapter 3 do not eliminate those random errors as
they target the fringe order errors only. Fig. 4.5 compares the measurement accuracy
(NMSEℎ ) at 𝑓2 = 8 under different SNR. It can be seen that our proposed approach can
achieve high performance under different SNRs.
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)
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(i)

(j)

Fig. 4.3. Simulation results for the single object. (a) Recovered absolute phase map of the object
at 𝑓2 = 8 and phase corrected with (b) proposed method, (c) method in Chapter 3 (without post
processing), (d) method in Chapter 3 (with post processing), and (e) method of [119]. (f) 3D shape
reconstruction result at 𝑓2 = 8 without phase error correction and reconstruction results with (g)
proposed method, (h) method in Chapter 3 (without post processing), (i) method in Chapter 3
(with post processing), and (j) method of [119].

Fig. 4.4. Comparison of the reconstructed results.
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Fig. 4.5. Performance comparison of the proposed method under different SNR.

In order to further study the performance of the proposed approach for isolated objects
with high frequency patterns, two objects separating with each other are considered as the
measured targets. The image size is M=N=1000. Fringe patterns with 𝑓1 = 18 and 𝑓2 =
25 are projected onto the object surface. Gaussian noise of 18 dB is added to all the
projected patterns and six-step PSP is used to obtain the wrapped phase map. The
deformed fringe patterns are shown in Fig. 4.6(a) and 4.6(b) respectively. The
corresponding recovered absolute phase of reference plane and objects at 𝑓1 = 18 using
[93] are shown in Fig. 4.6(c) and 4.6(d), respectively. Significant errors are observed in
the recovered absolute phase maps. The corrected absolute phase maps after using RPCA
at 𝑓1 = 18 are depicted in Fig. 4.6(e) and 4.6(f). It is clear that our proposed approach can
effectively remove the phase error of high-frequency pattern for the discontinuous
surfaces. Fig. 4.6(g) and 4.6(h) compare the reconstruction results at 𝑓1 = 18 without
phase error removal and with our proposed method. The results indicate that the proposed
method can be used for reliably correcting phase errors in measuring multiple isolated
objects.
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Fig. 4.6. Simulation results for the isolated objects. (a) Fringe projection on the isolated objects
at 𝑓1 = 18. (b) Fringe projection on the isolated objects at 𝑓2 = 25. (c) Recovered absolute phase
map of reference plane at 𝑓1 = 18. (d) Recovered absolute phase map of objects at 𝑓1 = 18. (e)
RPCA-corrected result of 4.6(c). (f) RPCA-corrected result of 4.6(d). (g) Reconstruction result
with uncorrected absolute phase map at 𝑓1 = 18. (h) Reconstruction result with corrected absolute
phase map at 𝑓1 = 18.
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4.3.2 Experiments
A FPP system is set up to examine the effectiveness of the proposed approach. The system
consists of an Acer LED CWX1147 projector and a Dalsa Genie HM 1024 camera with
the resolution of 1024×768 pixels. Six-step PSP is used to extract the phase maps in the
experiments.

Experiment 1: The plastic mask tested is considered as the measured object. Fringe
patterns of spatial frequencies 𝑓1 = 5 and 𝑓2 = 8 are projected. The deformed fringe
patterns are shown in Fig. 4.7(a) and 4.7(b). The wrapped phase maps are shown in Fig.
4.7(c) and 4.7(d). The recovered absolute phase maps 𝑓2 = 8 are depicted in Fig. 4.7(e).
We can see significant unwrapping phase errors on the absolute phase maps. The
proposed approach is applied after filling the missing phases of the shadowed region by
interpolation. The corrected absolute phase map at 𝑓2 = 8 is depicted in Fig. 4.7(f). It is
clear that the proposed approach is able to suppress the phase errors successfully. The
corrected absolute phase map is smooth, continuous and monotonically increasing. The
effectiveness of the proposed method is also confirmed in Fig. 4.7(g) and 4.7(h) where
the reconstructed 3D images at 𝑓2 = 8 are presented.

(a)

(b)
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(c)

(d)

(e)

(f)

(g)

(h)

Fig. 4.7. Experiment results of measurement of a plastic mask using the proposed RPCA-based
phase error correction method. (a) Deformed fringe pattern at 𝑓1 = 5. (b) Deformed fringe pattern
at 𝑓2 = 8. (c) Wrapped phase map at 𝑓1 = 5. (d) Wrapped phase map at 𝑓2 = 8. (e) Absolute phase
map before correction at 𝑓2 = 8. (f) Corrected absolute phase map at 𝑓2 = 8. (g) 3D image at
𝑓2 = 8 without phase correction. (h) 3D image at 𝑓2 = 8 with our proposed phase correction
method.
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Experiment 2: To demonstrate the capability of the proposed approach for objects with
more complex surface and geometric discontinuities, a plaster horse model is measured.
Fringe patterns with 𝑓1 = 5 and 𝑓2 = 8 are projected onto the measured target, and the
captured fringe patterns are shown in Fig. 4.8(a) and 4.8(b). Fig. 4.8(c) and 4.8(d)
illustrate the wrapped phase maps. Fig. 4.8(e) shows the absolute phase map recovered
by the two-frequency method [93] at 𝑓2 = 8. It can be found that significant errors appear
in the recovered absolute phase map. The phase corrected with the proposed method is
shown in Fig. 4.8(f). It can be observed that the proposed approach successfully removes
the phase errors in the absolute phase. Fig. 4.8(g) and 4.8(h) present the reconstructed 3D
shape of the object without and with the proposed approach, respectively. Results in this
experiment indicate that the proposed approach can be used to reliably correct the phase
errors for objects with complex shapes.

(a)

(b)

(c)

(d)
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(e)

(f)

(g)

(h)

Fig. 4.8. Experiment results on a plaster horse model with two-frequency phase unwrapping. (a)
Deformed fringe pattern at 𝑓1 = 5. (b) Deformed fringe pattern at 𝑓2 = 8. (c) Wrapped phase map
at 𝑓1 = 5. (d) Wrapped phase map at 𝑓2 = 8. (e) Absolute phase map before correction at 𝑓2 = 8.
(f) Corrected absolute phase map at 𝑓2 = 8. (g) 3D reconstruction at 𝑓2 = 8 without correction.
(h) 3D reconstruction at 𝑓2 = 8 with our proposed method.

Experiment 3: High-frequency patterns with 𝑓1 = 18 and 𝑓2 = 25 are used to
reconstruct the plaster hand model, which has a complex surface and sharp changes
around fingers. Fig. 4.9(a) and 4.9(b) demonstrate the fringe patterns deformed by the
object. The corresponding wrapped phase maps are illustrated in Fig. 4.9(c) and 4.9(d).
Fig. 4.9(e) presents the recovered absolute phase map at 𝑓1 = 18. Significant phase errors
are found in Fig. 4.9(e). This is because high-frequency patterns lead to lower phase error
tolerance for two-frequency phase unwrapping as analysed in [94]. Applying our
proposed approach, the phase errors of the high-frequency pattern are successfully
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corrected, as demonstrated in Fig. 4.9(f). The rank of the corrected absolute phase is
around 40, which is relatively low compared with the size of the image (1024×768). This
confirms that the correct absolute phase map has a low-rank representation. Fig. 4.9(g)
also shows the reconstruction result without error correction. To compare with the method
proposed in Chapter 3, Fig. 4.9(h) and 4.9(i) demonstrate the correction results of using
the method proposed in Chapter 3 without and with post processing step. Obvious spikes
are found in Fig. 4.9(h) due to the misalignment errors induced by RPCA. To eliminate
the misalignment errors, additional post processing is implemented, and the final
reconstruction result is shown in Fig. 4.9(i). From the results, we can see that method in
Chapter 3 may fail to perform when high frequency patterns are used. This because the
post processing relies on the neighborhood information of pixels, and this will reduce the
robustness of the algorithm. Fig. 4.9(j) demonstrate that our proposed approach can still
improve the final 3D measurement results when using high frequency patterns.

The above experiments are implemented in MATLAB on a PC with the Inter i7-7700
(3.6GHz) processor and 16GB RAM. The computational time of our proposed phase error
removal approach for the three experiments are 8.27s, 9.54s and 10.03s respectively. The
efficiency may be improved by parallel computing in GPU.

(a)

(b)
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(c)

(d)

(e)

(f)

(g)

(h)

(i)

(j)

Fig. 4.9. Experiment results on a plaster hand model with two-frequency phase unwrapping. (a)
Deformed fringe pattern at 𝑓1 = 18. (b) Deformed fringe pattern at 𝑓2 = 25. (c) Wrapped phase
map at 𝑓1 = 18. (d) Wrapped phase map at 𝑓2 = 25. (e) Absolute phase map before correction at
𝑓1 = 18. (f) Corrected absolute phase map at 𝑓1 = 18. (g) 3D reconstruction at 𝑓1 = 18 without
correction. (h) 3D reconstruction at 𝑓1 = 18 using the method proposed in Chapter 3 (without
post processing). (i) 3D reconstruction at 𝑓1 = 18 using the method proposed in Chapter 3 (with
post processing). (j) 3D reconstruction at 𝑓1 = 18 with our proposed method.
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Experiment 4: We use three-frequency fringe projection to measure the plaster hand
model. Fringe patterns at spatial frequencies 𝑓1 = 10, 𝑓2 = 12 and 𝑓3 = 15 are projected
onto the object surface as shown in Fig. 4.10(a)-4.10(c). The original absolute phase maps
are recovered with the method given in [95] with the frequency combinations (10, 15)
and (12, 15). The wrapped phase maps obtained by six-step phase shifting are shown in
Fig. 4.10(d)-4.10(f). The recovered absolute phase map at 𝑓3 = 15 before correction is
depicted in Fig. 4.10(g). Although the anti-error capability for the three-frequency fringe
projection method is stronger than the two-frequency method [95], phase errors can still
occur in the absolute phase as seen in Fig. 4.10(g). The corrected absolute phase map at
𝑓3 = 15 is demonstrated in Fig. 4.10(h). It is clear that we can remove the phase errors
successfully. Fig. 4.10(i) and 4.10(j) also compare the 3D reconstruction results without
and with our proposed approach at 𝑓3 = 15. The results demonstrate that our proposed
approach can improve the measurement accuracy by eliminating the phase errors.

(a)

(b)

(c)

(d)

(e)

(f)
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(g)

(h)

(i)

(j)

Fig. 4.10. Experiment results of a plaster hand model with three-frequency phase unwrapping. (a)
Fringe projection on the hand model at 𝑓1 = 10. (b) Fringe projection on the hand model at 𝑓2 =
12. (c) Fringe projection on the hand model at 𝑓3 = 15. (d) Wrapped phase map at 𝑓1 = 10. (e)
Wrapped phase map at 𝑓2 = 12. (f) Wrapped phase map at 𝑓3 = 15. (g) Recovered absolute phase
of the hand model before correction at 𝑓3 = 15. (h) Corrected absolute phase of the hand model
by the proposed method at 𝑓3 = 15. (i) 3D image at 𝑓3 = 15 without correction. (j) 3D image at
𝑓3 = 15 with our proposed method.
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4.4 Conclusions
We have proposed a new approach to remove the absolute phase error for FPP. Robust
principal component analysis (RPCA) is employed to effectively eliminate the impulsive
phase errors in the recovered absolute phase map and also suppress the random errors.
The proposed approach exploits the low-rankness of the two-dimensional phase map and
processes the pixels jointly, offering a simple yet effective scheme to improve the 3D
shape measurements. The performance of the proposed approach has been confirmed by
simulations and experiments.
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Chapter 5 Conclusion and Future Work

We have now presented a number of techniques for pattern pre-processing and error
correction for fringe projection profilometry (FPP). In this chapter, we summarize the
main contributions of the thesis and discuss further research directions.

5.1 Conclusion
FPP as a promising non-contact optical measurement technique is widely applied in
various applications due to its high speed and high accuracy. An important step in FPP is
recovering the absolute phase of the fringe patterns, which is further converted to the 3D
height map of the objects. Due to the existence of noise, surface reflectivity variations,
surface discontinuities, and other factors, phase extraction can be very challenging for
FPP. This thesis has focused on improving the accuracy of phase extraction for FPP.
Several new methods for pre-processing the fringe patterns and correcting the errors
associated with the FPP process have been developed. The proposed methods treat the
obtained 2D maps (captured fringe patterns, recovered fringe order maps and recovered
absolute phase maps) as the superposition of a low-rank matrix (clean fringe patterns,
correct fringe order map and correct absolute phase map) and a sparse matrix (strong
impulsive noise, fringe order errors and strong phase errors). Exploiting the low-rank plus
sparse model, RPCA-based techniques are developed to recover the desired 2D maps.
Specifically, the main contributions of this thesis can be summarized as follows:
1. Development of a phase unwrapping framework based on speckleembedded fringe patterns and robust principal component analysis
A novel phase unwrapping scheme that utilizes composite patterns consisting of
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the superposition of standard sinusoidal patterns and randomly generated
speckles has been designed. The sinusoidal component can be used to retrieve the
phase of the object. Then, to unwrap the obtained wrapped phase, speckle
correlation is applied. However, the wrapped phase retrieval and phase
unwrapping can be challenging if the two components are mixed. The embedded
speckles may introduce distortion to the original fringe patterns. Likewise, the
sinusoidal fringe patterns also reduce the reliability of the fringe order estimation
achieved by speckle correlation. To separate the two components, we exploit the
low-rank property of the sinusoidal fringe patterns and sparse nature of the
speckle patterns and apply robust principal component analysis (RPCA) to
effectively separate the fringe and speckle patterns. The proposed method enables
wrapped phase retrieval and phase unwrapping to be achieved using only a single
projection of the composite pattern. To further eliminate the fringe order errors,
a previously proposed fringe order correction algorithm is integrated into our
scheme.
2. Development of efficient and effective methods to enhance the captured
images which are affected by the noise.
In this research, we have developed a novel fringe denoising method based on
RPCA. Noise in the captured image can cause serious distortion in the retrieved
phase map. The noise may contain both strong impulsive noise and random
additive noise. To improve and enhance the quality of the fringe patterns, fringe
denoising is always performed before fringe analysis. The proposed method
makes use of the low-rankness of the clean fringe patterns and sparsity of the
strong impulsive noise. RPCA is adopted to mitigate the strong impulsive noise
and suppress the random additive noise.
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3. Proposal of a fringe order correction scheme for temporal phase
unwrapping based on RPCA
Fringe order error correction is significant for enhancing the performance of
practical phase unwrapping schemes. In this research, we propose a novel fringe
order correction framework for temporal phase unwrapping. We found that the
pixels with fringe order errors are far less than the pixels with correct fringe order
values. Thus, the fringe order errors have a sparse nature. We also show that the
corrected fringe order maps often have a low-rank representation. The low-rank
plus sparse model is natural to represent the recovered fringe order maps.
Exploiting the low-rankness of the fringe order map and sparse nature of the
impulsive fringe orders, we develop a RPCA-based approach to remove the fringe
order errors. The hyperparameter selection is also introduced to optimise the
performance. To further correct the misalignment errors induced by
oversmoothing of RPCA, additional post processing based on phase
monotonicity is applied.
4. Development of an RPCA-based absolute phase error correction algorithm
to jointly correct the phase error
The method proposed in Chapter 3 aims to correct only the unwrapping errors
resulting from fringe order errors, but other errors can be present in the recovered
absolute phase map. A new method has been proposed to jointly correct the errors
in the recovered absolute phase map. Firstly, we model the absolute phase map
as the summation of the correct phase map, phase unwrapping errors, and other
random errors. Then we exploit the low-rankness of the inherently 2D absolute
phase map and the sparsity of the phase errors caused by incorrect phase
unwrapping. A RPCA algorithm is used again to recover the absolute phase map,
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which can suppress phase errors arising from the different stages of the FPP
processing and improve the quality of the 3D shape measurements. In addition,
the proposed method features a simper yet robust selection of its hyperparameters.

5.2 Future work
Although the research in this thesis has successfully improved the accuracy of the 3D
measurement, there are still many issues to be further addressed.
•

The proposed speckle-embedded phase unwrapping scheme can achieve good
performance if the measured object has relative smooth surface profile. It may fail
to perform when measuring objects with large discontinuities and complex
geometry. In addition, the accuracy of the phase unwrapping is limited by the
spatial coding strategy and is sensitive to the intensity change of the speckle
pattern caused by noise, ambient light, and other factors. Another disadvantage is
that the computational complexity of speckle-correlation is high. Techniques
addressing these limitations may be considered in future studies.

•

The current fringe order correction method is based on the assumption that the
fringe order errors are sparsely distributed on the recovered fringe order map.
However, this assumption may be invalid if the captured images are very noisy.
The sparsity of the fringe order errors can be destroyed, and the proposed method
will suffer from performance degradation. We may try to optimise the proposed
method to extend its application to very noisy cases, in which fringe order errors
can be dense.

•

The proposed absolute phase error correction method can deal with the phase error
caused by incorrect phase unwrapping and random noise. Other errors like gamma
ripple errors may still occur. The nonlinear mapping of the projector input to the
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captured image intensity causes distortions of the fringe profiles, which in turn
bring gamma ripple errors in the retrieved phase map. New methods may be
developed to compensate for those additional errors.
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