The paper systematically compares two feature extraction algorithms to mine product features commented on in customer reviews. The first approach [17] identifies candidate features by applying a set of POS patterns and pruning the candidate set based on the Log Likelihood Ratio test. The second approach [11] applies association rule mining for identifying frequent features and a heuristic based on the presence of sentiment terms for identifying infrequent features. We evaluate the performance of the algorithms on five product specific document collections regarding consumer electronic devices. We perform an analysis of errors and discuss advantages and limitations of the algorithms.
Introduction
The utilization of web communities as an information source has strongly increased over the past years. This trend was stimulated by the popularity of the integration of customer feedback in online shopping portals or service platforms. While the customers mostly desire to leave their feedback in a free and unstructured form, this kind of data is most difficult to process by software. Yet a lot of useful information can be found in customer reviews which are, on the one hand, beneficial for a potential customer by enhancing the purchase decision, and on the other hand valuable for a vendor since they contain free customer feedback. One useful type of information available is the opinion people express about a given subject, being either a topic of interest or a feature of the topic. The interest in opinion mining on product reviews has increased over the last years [10, 14, 4, 13, 9] . The problem is typically decomposed into three main subtasks: (i) identifying topic specific features, such as product features, (ii) identifying opinions expressed about the features, and (iii) determining the sentiment orientation of the opinions. This paper focuses on the first task, specifically extracting the product features in customer reviews. For this task, several approaches have been reported [14, 2, 12, 6] . Some of them rely on the calculation of the Point-wise Mutual Information between the given topic term and potential feature terms [14] . Other approaches require pre-built databases of feature terms [2, 6] or dynamically build such databases by extracting phrases which match predefined patterns [12] . To our knowledge, there exist two language independent approaches that do not rely on hand-crafted domain or world knowledge. Yi et al. [17] present the algorithm Sentiment Analyzer which identifies product features by extracting a set of base noun phrases as candidate feature terms and ranks them acccording to a relevance score. The evaluation is performed on two types of customer reviews: digital cameras and music review articles. For the digital camera domain, the authors report 100% precision when the Likelihood Ratio Test method is applied, but recall values are not reported. The experimental setup is not fully described, e.g. it is not completely clear which feature boundaries were used in the candidate feature terms extraction (see Section 4.3.1). Hu and Liu [11] present a different approach to feature extraction. Their system uses association rule mining [1] to extract nouns as feature candidates occurring in product reviews. The data used to evaluate their system consists of reviews of consumer electronics from Amazon.com and C|net.com. An in-depth analysis of the data can be found in Section 2. In this paper we focus on the approaches presented in [17] and [11] , since they do not use any methods which require manually labelled training data and do not depend on any hand-crafted domain specific knowledge. We apply the two feature extraction algorithms described above to the data from [11] . We perform an additional annotation to study the performance of the feature extraction steps of each algorithm on the document and on an instance level. The remainder of this paper is organized as follows: Section 2 gives an overview of the data that has been used in the experiments. Section 3 introduces the algorithms employed in this study. Section 4 presents the evaluation and a systematic analysis of the errors made by the algorithms, and it discusses their possible improvements. Finally, the results are summarized in Section 5.
Data
We employed datasets of customer reviews for five products, collected from Amazon.com and C|net.com as described in [11] . These customer reviews focus on electronic products: two digital cameras, a DVD player, an MP3 player and a cell phone. Hu & Liu [11] define a product feature as a characteristic of the product which customers have expressed an opinion about, where an opinion is a statement which explicitly characterizes a feature in a positive or negative manner. Their annotation consists of the product feature(s) mentioned in the current sentence, where a feature is only annotated as such if an opinion is stated about it. For instance in the sentence:
(1) at the same time, i wanted my wife to not be intimidated by knobs and buttons.
no features are annotated, although the product features knobs and buttons are mentioned. Since we focus on the feature extraction step, we consider it necessary to annotate features in neutral sentences which contain product features, such as sentence 1.
In the revised annotation scheme, each entity to be annotated as a feature must satisfy one of the following criteria:
• Part-of relationship with the product the document is about; for example in the domain of digital cameras battery would be annotated as a feature of a camera.
• Attribute-of relationship with the product; for example weight and design would be considered as attributes of a camera.
• Attribute-of relationship with a known feature of the product of the document; for example battery life would be considered an attribute of a feature of the camera, specifically an attribute of the battery.
For example, in the sentence:
(2) the lens is visible in the viewfinder when the lens is set to the wide angle , but since i use the lcd most of the time , this is not really much of a bother to me.
the features lens, viewfinder and lcd are annotated in our annotation scheme, but not by Hu & Liu [11] . Table 2 presents comparative statistics based on the data annotated according to the original and revised annotation schemes. The second column gives the total number of distinct features annotated in each set of documents of the review data. Column 4 shows the number of distinct features found in the revised anotation. Columns 3 and 5 contain the number of annotated features where every instance of a product feature is counted. We observe that the revised annotation contains far more features than the original annotation. This was to be expected since we annotated features irrespectively of an opinion being expressed about them or not.
Feature Extraction Algorithms

Likelihood Ratio Test Approach
The system described by [17] 
Relevance Scoring:
The feature weighting algorithm applied in [17] is based on the Likelihood Ratio test [5] . Likelihood Ratio Test: Let D + be a collection of documents dealing with a topic T and D − a collection of documents not about T . A BNP is a candidate feature term occuring in D + . The likelihood ratio −2 log λ is then defined as:
C 11 to C 22 are defined in Table 3 . Table 3 . Counting a BN P
The higher the value of −2 log λ, the higher the likelihood that the BNP is relevant to the topic T .
Feature Identification:
For each BNP, we compute the likelihood ratio score −2 log λ, as defined in Equation 1. Then we sort the BNPs in decreasing order of their likelihood score. Feature terms are BNPs whose likelihood ratios satisfy a predefined confidence level. Alternatively, the top n BNPs can be selected [17] .
Association Mining Approach
The goal of the work by Hu and Liu [11] is to automatically create summaries of customer reviews. Hu & Liu assume that the product features appear as nouns and that the opinions about these features are expressed by adjectives. A distinction is made between so called frequent features (ff) and infrequent features (iff). Frequent features appear in several documents, while infrequent features are commented on less often.
Identifying Frequent Features and Feature Sets:
Association mining [1] is employed in order to extract the frequent features. The association mining algorithm calculates the probability that certain features or feature sets occur in the review document collection for a certain product. Candidate terms for both kinds of features are nouns only. The nouns occurring in a sentence are used to create a so called transaction set. The transaction sets from all reviews of a certain product are input to the association mining algorithm. A certain feature or feature set is considered frequent if its minimum support is larger than an empirically defined threshold of 1%. Minimum support is defined as the minimum percentage of transaction sets that contain all of the features listed in that association rule. Since association mining does not consider the position of the terms in sentences, two pruning steps are applied: The first pruning step is called compactness pruning. It removes frequent feature sets (ffs) in which the individual terms do not occur within a distance of three or less words in two or more sentences of the document collection. The second pruning step called redundancy pruning removes ff or ffs which are complete subsets of other ffs, if the subset does not occur by itself in three or more sentences.
Identifying Opinions:
Identifying opinions about the product features follows a lexicon based approach. Based on previous work on the correlation of subjectivity and the presence of adjectives in sentences [3, 16] , opinion words are assumed to be adjectives. The lexicon of opinion words is created by crawling WordNet [7] starting from seed adjectives, see Table 4 . By crawling synonyms and antonyms of the seed adjectives in WordNet, we create a list with 99 positively and 111 negatively oriented adjectives. Table 5 presents a comparison of the two approaches, summarizing the methods used by each of them. We observe that the Association Mining approach is less restrictive in the selection and extraction of candidate features. As outlined in Section 3.1, the BNP patterns restrict candidate terms for multi-word features to consecutively occurring nouns, whereas the Association Mining approach can combine nouns occurring anywhere in a sentence to a multiword feature. This characteristic of the association mining creates more flexibility compared to the Likelihood Ratio Test approach concerning multi-word feature extraction, but at the same time introduces a new source of potential errors. Therefore the employment of the compactness pruning step is necessary. Both approaches rely on a threshold which affects the feature selection, for which it is not possible to calculate an ideal value in advance.
Comparison of the Approaches
Evaluation
Experimental Setting
Setting for the Likelihood Ratio Test Approach: As a collection of topical documents (D + ) we employ the product review datasets described in Table 1 . As non-topical documents (D − ), approximately 600 documents were randomly selected from the UKWaC British English web corpus [8] . We ran the feature extraction algorithm with three different methods extracting either: BNPs (BNP-L), dBNPs (dBNP-L) or bBNPs (bBNP-L). For POS tagging, TreeTagger [15] is employed, which was not retrained for our datasets, but instead used with the provided default english parameter file. In order to make the results of the three methods comparable, we extracted the same number of features with each of them. We therefore employ all three methods and set the likelihood threshold to 0 for each of them. The bBNP-L method will always extract the fewest number of results, since its candidate BNPs are a subset of the ones extracted by the other two methods. We therefore only use the top n features extracted by the BNP-L and dBNP-L method for the evaluation, where n is the number of BNPs extracted by the bBNP-L method. The results of this evaluation are shown in columns 3 and 4 of Table 7 .
Setting for the Association Mining Approach: Since association mining disregards the original ordering of the terms in sentences, we cannot reconstruct whether the extracted ffs [picture, quality] occurred as "quality picture" or "picture quality" in the dataset. For the evaluation, we therefore match every permutation of an extracted ffs against a multi-word feature in the annotation. If one term order results in a match, we count that as a correct result, otherwise it is considered a false result. If the returned feature is just a subset or subsequence of the annotated feature we consider that a false result too.
Evaluation Methods and Results
We evaluate the feature extraction algorithms described in Sections 3.1 and 3.2 with two different methods. The first one (eval-1) examines how well the algorithms perform on the task of extracting features which were commented on in the entire collection of reviews. This evaluation strategy corresponds to the task of creating a summary of features for the review collection as a whole. The second evaluation (eval-2) studies the performance of the algorithms on an instance level, where each feature extraction is counted individually. The original annotation scheme by Hu & Liu does not cover product features with neutral orientation. As we are interested in identifying product features irrespectively of the opinion expressed, we base the evaluation on the revised annotation scheme only.
Document Collection Level Evaluation
In the document collection level evaluation the algorithms extract a list of distinct features from the entire document collection of product reviews.Columns 5 and 6 of Table 6 present the results obtained with the dBNP-L method, which outperforms the BNP-L and bBNP-L methods. This is different from what has been reported in [17] , where the best performance was obtained with the bBNP-L method. Precision values are substantially higher than recall values, with an average of 80% precision and 10% recall. For the collection of digital camera reviews, which yielded best results in [17] (precision of 100%), we achieved an average precision of 80% and 16% recall. Columns 3 and 4 of Table 6 give the results yielded by the Association Mining approach. We observe that both average recall and precision values are fairly low. Recall is rather low since the association mining always fails to correctly extract certain features due to the threshold employed or due to the pruning steps. Precision is low due to the fact that the association mining algorithm is not capable of distinguishing between the correct nouns related to the current product and the nouns belonging to the general vocabulary.
Instance Level Evaluation
Since an evaluation on the product specific document collection is targeted at extracting a summary of product features, which does not take into account the frequency of individual features being discussed, we also conduct an instance level evaluation. For each sentence, we compare the annotated feature(s) to the feature(s) extracted by the algorithms. Table 7 , columns 3 and 4 present the results of the Likelihood Ratio Test algorithm based on different configurations described in Section 3.1. The best recall values are always achieved with the BNP-L method, while the precision is higher with the dBNP-L method, except for the MP3 documents where the highest precision is achieved with the bBNP-L method. Table 8 , columns 3 to 8 present the results obtained with the Association Mining approach. Columns 9 and 10 display the results obtained with the Likelihood Test approach (dBNP-L). We observe that in the instance level evaluation, the recall values of the association mining algorithm are considerably higher compared to the document collection level evaluation, while the precision is moderately lower. For the Likelihood Ratio Test algorithm, the tendency to higher recall and lower precision is also observed with recall improving by 9% and precision decreasing by 12%. 
Comparison of the Evaluation Strategies
In the document collection level evaluation it does not matter from which sentence and document an algorithm extracts a certain feature, it is important that the feature is found at least once. The total number of targeted features is considerably lower than in the instance level evaluation and therefore the decrease in recall is in turn higher if an algorithm fails to extract a certain feature. Comparing the results of the two evaluation methods however indicates that these problematic features seem to occur rather seldomly throughout the entire document collection, since the average recall of the instance level evaluation is higher than the recall of the document collection level evaluation.
Error Analysis
In this section, we analyze the sources of errors identified in the output of the algorithms. Table 10 gives a classification of the errors of both algorithms, for the DC1 document collection. Table 9 lists the top 20 features terms extracted from the DC1 customer reviews by the two algorithms. Some of these terms, like nikon coolpix, week, work are wrongly classified by the Likelihood Ratio Test approach as product features. The association mining algorithm falsely extracts week, box, way, work as product features. A discussion of error sources associated with the Likelihood Ratio Test approach is done in Section 4.3.1, in Section 4.3.2 we analyze the errors of the Association Mining approach and in Section 4.3.3 we compare the two approaches. Table 9 . Top 20 features according to their rank DC1 bBNP-L camera, nikon, digital camera, picture, canon, battery, g3, lens, flash, lcd, photo, battery life, viewfinder, picture quality, feature, shutter, nikon coolpix, quality, shot, optical zoom
Asso. mining
canon, g3, canon g3, powershot g3, purchase, camera, camera g3, week, picture, picture camera, box, way, work, g2, quality, picture quality, setting, flash, card, feature
Analysis of the Likelihood Ratio Test Approach
The main problem of this approach is the low recall. There exist several reasons for that. The first one is related to the threshold set by the bBNP-L method, which is in turn used in the bBNP-L method to limit the number of extracted features (see Section 3.1). bBNPs are base noun phrases preceded by a definite article in the beginning of a sentence, and followed by a verb phrase. However, the product features are only seldomly preceded by the determiner the, especially in the beginning of a sentence. For instance, in the DC1 dataset, only 32 distinct bBNPs with likelihood value larger than 0 were extracted from 161 distinct features. Too many extracted dBNPs and BNPs are not considered. Another problem is related to the extraction of feature terms which occur both in the general vocabulary and a domain specific vocabulary like e.g.:
The Likelihood Ratio Test algorithm computes a probability score for each candidate feature term using the information about the number of occurrences in the topical (D + ) and in the non-topical documents (D − ). These terms display a relatively high number of occurrences in both types of documents. As the algorithm only extracts terms with a high probability of being product features, it will not extract features which are also common vocabulary terms.
Algorithm Modifications: The algorithm described in [17] does not cover the identification of feature boundaries for BNPs and dBNPs. Candidate feature terms are restricted to base noun phrases matching one of the patterns listed in Section 3.1. However, it is not defined which pattern should be used if there are multiple matches. For instance, in the expression battery life three candidate features can be considered: battery life, battery or life, resulting in low precision. Therefore we modify the algorithm in order to extract only the terms matching the longest BNP pattern. The second modification is applied because many of the candidate BNPs are a combination of adjectives and nouns. For instance, in the expression great photos, which matches the BNP pattern JJ NN, the correct feature term is only the noun photos. To address this problem, we modi- fied the algorithm in order to consider only the subsequence of the extracted feature which consists of nouns. We refer to these two modifications as Subsequence Similarity (SsS). An evaluation of these modifications is shown in columns 5 and 6 of Table 7 . We observe an average increase of recall by 2% and an increase of precision by 10%.
Analysis of the Association Mining Approach
The precision of the Association Mining approach is fairly low, since it returns any noun as a feature if it often occurs in the documents. For example the term week is extracted as a frequent feature. There is no distinction between dataset specific terms and common vocabulary terms. Setting the minimum-support threshold higher will not solve this problem, as it would lead to decreased recall. Note that in our evaluation (Table 8 ) the infrequent features hardly affect the algorithm's results since they are only very seldomly extracted at all. For example in the DC1 dataset, of the 597 sentences only 12 contain an opinion word but no frequent feature. Of those 12 cases the infrequent feature identification leads to 7 correct and 5 false features being extracted. In some cases (see Column 9 of Table 10 ), the association mining falsely attributes nouns occurring in a sentence to a single feature set. For example in (4) recent price drops have made the g3 the best bargain in digital cameras currently available.
[g3, camera] is extracted as a feature set, since the two terms occur together as one entity in multiple other sentences. The compactness pruning will therefore not remove this feature set. Sentences as 4 will hence result in an error during extraction. The large amount of false positives in the single-word feature extraction (see Table 10 Columns 6 & 7) is due to the fact that many sentences in the DC1 dataset consist of comparisons of the DC1 camera to other camera models. The features of these other camera models are also mentioned in the reviews and therefore falsely extracted by the association mining, since the algorithm is not capable of distinguishing between references to features of the DC1 camera and any other camera model.
Comparison of the Approaches
As outlined in Table 10 the two approaches have their strengths and weaknesses in different tasks. If the Likelihood Ratio Test approach fails to extract a multi-word feature, the tendency is that none of the feature terms are being extracted, while this is not the case in the association mining approch. This is due to the fact that the association mining algorithm will return any feature combination occurring in a given sentence, while the Likelihood Ratio Test approach requires that a multi-word feature occurs in the same ordering in several sentences, in order to achieve a high likelihood ratio and therefore be extracted. The threshold of the Likelihood Ratio Test approach in combination with the Subsequence similarity calculation will therefore prevent that a subset of a multi-word feature is extracted, instead the feature will not be extracted at all. At the same time the association mining extracts several false multi-word features, none of them belonging to the general vocabulary. We observe similar results in the analysis of the single-word errors. The Likelihood Ratio Test approach fails to extract many of the features, which is again due to the threshold, while the Association Mining approach extracts less false features, but has the problem of wrongly extracting actual single-word features as a multi-word expression as analyzed in Section 4.3.2. The inability of the Association Mining approach to recognize whether a certain candidate feature is an attribute of the current topic, as defined in Section 2.1, is observable in Columns 10 & 11 of Table 10 . The Association Mining approach extracts a large number of false features compared to the Likelihood Ratio Test approach. The low number of falsely extracted on-topic features of the Likelihood Ratio Test approach could be attributed to the dBNP method. Apparently, if a candidate BNP is preceded by a definite article, an on-topic feature follows. However, the low number of false positives during the feature extraction reflects the tradeoff between recall and precision of this approach.
Conclusions
In this paper we provide a comprehensive analysis of two state-of-the-art algorithms for extracting features from product reviews based on the Likelihood Ratio Test and on association mining. The Likelihood Ratio Test fails to extract features also belonging to common vocabulary and it makes the extraction dependent on the feature position in the sentence, leading to low recall. The dBNP and bBNP based methods yield low recall due to the fact that the product features do not occur with the article the in front of them very often. The Association Mining approach returns all frequent nouns, which decreases precision. Our results suggest that the choice of algorithm to use depends on the targeted dataset. If it consists of mainly on-topic content, the results of Table 10 indicate that the Association Mining algorithm is better suited for this task, due to its high recall. If the dataset consists of a mixture of on-and off-topic content, our results suggest that the Likelihood Ratio Test based algorithm would perform better, due to its ability to distinguish and filter out the off-topic features. For future work, we plan to extend the Likelihood Ratio Test methods, especially the dBNP based approach, by other determiners such as a or this, which should increase the recall of this method. Another possibility which we will investigate regards the BNP patterns. The current Likelihood Ratio Test approach is not capable of dealing with discontinuous feature phrases for example in:
(5) the quality of the pictures is great. the feature would be picture quality. This problem could be addressed by introducing wildcards in the BNP patterns. We will also investigate whether there are any methods in order to calculate an optimal threshold for the candidate feature extraction, in order to increase the recall of the Likelihood Ratio Test based algorithm. We plan to investigate whether a deeper linguistic analysis, e.g. with a dependency parser, can improve the feature extraction.
