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Glavno področje magistrske naloge in njenega aplikativnega dela predstavlja 
preučevanje realnih situacij, ki se dogajajo dandanes pri avtomatizaciji industrije. 
Priča smo četrti industrijski revoluciji (Industry 4.0), ki se dogaja ravno na tem 
področju. V uvodnem delu, pojasnim da je revolucija posledica bliskovitega razvoja 
raznoraznih elektronskih pametnih naprav, ki zaradi povezljivosti v Internet tvorijo 
pojem Internet stvari. Ena od glavnih značilnosti je združevanje (angl. converging) 
komunikacijskih omrežij, kot je na primer industrijsko ethernet omrežje in poslovno 
omrežje v eno celoto, kar prinaša mnogo prednosti in seveda tudi slabosti, ki pa jih 
lahko s premišljenim načrtovanjem lahko zelo omejimo. Osrednja tema naloge 
predstavljajo industrijska ethernet omrežja, s pregledom njihovih glavnih značilnosti. 
Nadgradnja industrijskih ethernet omrežij gre v smeri same arhitekture, gradnikov in 
načrtovanja. To v nadaljevanju pripelje do opisa in primerjave 5 osrednjih industrijskih 
ethernet protokolov z vidika primernosti za aplikacije, podpore standardom in 
pripravljenosti za nadaljnji razvoj. 
Drugi del naloge je posvečen praktičnim eksperimentom, ki temeljijo na realni opremi 
Rockwell Automation, ki za industrijsko ethernet komunikacijo uporablja EtherNet/IP 
protokol. V ta namen sta bili sestavljeni dve konfiguraciji (enostavnejša in 
zahtevnejša), katerih namen je bil analizirati promet v takšnih omrežjih, koliko je tega 
prometa, kateri protokoli so v uporabi in kako analizirane pakete v primeru poplave 
nedeterminističnih podatkov ponovno vzpostavimo determinizem, kar je prikazano v 
prvem, enostavnejšem delu. V drugem, po konfiguraciji zahtevnejšem delu, pa je bil 
namen ugotoviti vpliv na delovanje  v omrežju s pomočjo prioretizacije, kar je bilo na 
praktičnem primeru tudi demonstrirano. 
Ključne besede: industrijski ethernet protokol, EtherNet/IP, upravljano omrežno 















Main field of research and application part of master thesis are the real situations 
known in today's industry, more precisely automation industry. We are facing 4th 
industry revolution (Industry 4.0), which is happening on this field. As described in 
preface, this revolution is actually consequence of rapid development of so called 
smart devices, which common thing is internet connectability, what we call Internet of 
Things. One of the important parts of this new revolution is converging of ethernet 
networks. I.e. plant, production and business network into one big-enterprise network. 
This converging brings many advantages and also disadvantages, which we are able, 
with smart and thoughtful design, minimize to a really low level. Heart of the thesis 
are industrial ethernet networks and for that used ethernet protocols. This is upgraded 
in a way of network architecture design, which is a good foundation for the upcoming 
applicative part, where 5 main industrial ethernet protocols are described, analyzed 
and compared. The contribution of this comparison is to easily see what are the 
advantages or disadvantages of each protocol, which standards it supports and finally 
if it is ready for the future. 
The second part of these thesis is dedicated to the applicable part, which is based on 
Rockwell Automation equipment. This equipment for industrial ethernet 
communication uses Ethernet/IP protocol, which was tested in real application on 
previously mentioned equipment, where two configurations were used. One simple 
and one complex. First goal was to test and analyze the traffic on test configuration 
and achieve better organization of traffic. Second goal was to check prioritization 
functionality influence onnetwork traffic, what was also demonstrated on equipment 
in test. 
Key words: industrial ethernet protocol, EtherNet/IP, Quality of Service, managed 





















1 Uvod  
Pogled v zgodovino nam pokaže, da so za nami tri industrijske revolucije. Kot prvo 
štejemo izum parnega stroja in začetek njegove uporabe v industriji konec 18. stoletja. 
Drugo industrijsko revolucijo opredeljuje izum in uporaba strojev, ki jih poganja 
električna energija,  ter pojav serijske proizvodnje v začetku 20. stoletja. Tretjo 
industrijsko revolucijo so prinesli računalniki in pojav prvih programabilnih 
krmilnikov v 70. letih prejšnjega stoletja, ki so omogočili avtomatizacijo proizvodnje. 
Tehnološki razvoj pa je šel še dalje – predvsem z novimi komunikacijskimi rešitvami 
je praktično vsaka nova naprava sposobna na nek način sama komunicirati z drugimi 
napravami in z okolico. Ker si je internet utrl pot na področje tovarn in proizvodnje, 
naprav in celo senzorjev, lahko govorimo o »internetu stvari«  oz. »Internet of Things 
(IoT)«. To obdobje imenujemo začetek četrte industrijske revolucije, ki se je v Evropi 
oz. točneje v Nemčiji pojavila pod imenom Industry 4.0, in sicer leta 2011 na sejmu v 
Hannovru. V ZDA, točneje pri podjetju Rockwell Automation1, ki na področju 
industrijske avtomatizacije predstavlja največjega globalnega konkurenta nemškemu 
gigantu Siemens2, pravijo temu Connected Enterprise. Pojavljajo se še drugi izrazi, ki 
pomenijo pravzaprav isto, kot so: industrijski internet (Industrial internet), pametne 
tovarne (Smart Factories), industrija prihodnosti (L'industrie du futur) in koalicija 
pametnega vodenja proizvodnje (Smart Manufacturing Leadership Coalition). 
Ta nova industrijska revolucija prinaša značilne prednosti, kot so: večja produktivnost, 
kvalitetnejša proizvodna inteligenca, večja varnost za ljudi in seveda tudi boljša 
informacijska varnost. 
Ena izmed pomembnih lastnosti je interoperatibilnost, kar pomeni, da imajo stroji, 
razne naprave, senzorji in ljudje zmožnost komunicirati med sabo preko interneta 
stvari (IoT). Druga lastnost je preglednost informacij, ki se pretakajo med naštetimi in 
s pomočjo informacijskih sistemov kreirajo virtualne kopije realnega fizičnega stanja, 
ki te surove podatke vseh naprav pretvarjajo v informacije z večjo vrednostjo in 
uporabnostjo. Torej se ogromne količine podatkov »BIG DATA« stekajo v centralni 
oblak, kjer se procesirajo in prikažejo uporabne informacije na enem mestu v realnem 
                                                     
1 Ameriško podjetje z več kot 22000 zaposlenimi, s sedežem v mestu Milwaukee, ZDA 





času. V obliki uporabnih tabel in grafov so namenjeni vodilnim zaposlenim, da čim 
hitreje ugotovijo, ali so sprejeli pravilne odločitve; rezultati se namreč pokažejo 
praktično takoj in imajo v primeru neprimernih odločitev možnost takojšnje reakcije 
kjerkoli po svetu na računalniku ali pametnem telefonu. Torej so rezultati in 
posledično reakcije lahko takojšnji.  Prav tako pa je zmožnost t.i. kiber-fizičnih 
sistemov, da le-ti namesto ljudi opravljajo naloge, ki so za človeka neprijazne, naporne 
ali celo nevarne. Do določene ravni imajo celo zmožnost samostojnega odločanja in 
avtonomnega delovanja. V posebnih primerih, kot so npr. napake, motnje, pa so 
sposobni prenesti – sporočiti naloge na višji nivo.  
Za ponazoritev vzemimo primer avtomobilske tovarne; tukaj praktično vsaka naprava 
(robot, viličar, stiskalnica…) komunicira oz. je na nek način povezana v neko 
industrijsko omrežje, tako da v centralnem sistemu vsak trenutek za vsako napravo 
vemo, v kateri operaciji se nahaja – ali je prišlo do napake, kakšna je napaka... Seveda 
pa so tudi vsi pasivni kosi (blatnik, armaturna plošča, menjalnik…) opremljeni z neke 
vrste identifikacijo (npr. RFID), s katere je razvidno, za kateri kos avtomobila gre, 
kakšne so njegove lastnosti in celo kateremu kupcu je namenjen. Tako je poleg same 
avtonomnosti in večje produktivnosti mogoče na isti liniji izdelovati avtomobile, ki 
niso enaki. Namreč sama naprava, ki je kos zaznala, ve, kako mora v tem konkretnem 
primeru reagirati oz. kam in na kakšen način ga vgraditi. Ta vsesplošna digitalizacija 
sistema (tovarne) nam omogoča hitro odzivanje na naročila, nabavo in pregled nad 
skladiščenjem. Tako je preko interneta mogoče tovarne povezovati med različnimi 
celinami in med njimi sinhronizirati procese. Takšne tovarne se imenujejo pametne 
tovarne oz. »Smart Factory«. 
Ker pa se je revolucija šele dobro začela in bo veliko energije in kapitala še vloženega 
v to smer, se je ob nadaljnjem razvoju pomembno zavedati, da moramo biti še posebej 
pozorni na področje varnosti, ko dopuščamo napravam in strojem avtonomnost, ko se 
do neke mere sami odločajo, učijo in popravljajo.    
Ker pa so naprave med seboj povezane v industrijskem omrežju v vedno večji meri 
preko industrijskega etherneta, se mu bom v nadaljevanju podrobneje posvetil, saj le-
ta predstavlja temo te magistrske naloge. 
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2 Splošno o ethernet protokolu in osnovne značilnosti 
industrijskega ethernet protokola 
O ethernetu je bilo že veliko napisanega, zato sledi kratek opis zgodovine in razvoja 
ethernet protokola od začetka do danes. Prvi začetki etherneta segajo v 60. leta 
prejšnjega stoletja, in sicer kot osnova za začetek razvitja lokalnega omrežja, ki so jo 
poimenovali Aloha. Že iz imena je razvidno, da se je to zgodilo na havajski univerzi, 
kjer so hoteli med sabo povezati mnogo razpršenih računalnikov. Protokol je vseboval 
algoritme, ki so preprečevali kolizijo podatkov, kjer so naprave »poslušale« aktivnost 
na omrežju, preden so začele pošiljati podatke. Protokol so imenovali CSMA/CD.3 
Ta povezava predstavlja osnovo za ethernet, kot ga poznamo danes. V Xeroxovem 
raziskovalnem centru PARC4 sta leta 1972 Robert Metcalfe in David Boogs razvila 
način skupne rabe računalnikov, serverjev in laserskih tiskalnikov preko lokalnega 
omrežja. Leta 1973 sta prvič predstavila protokol pod imenom ethernet. Zmogljivost 
tega začetnega etherneta je bila hitrost prenosa 2,94 Mb/s in je lahko povezovala preko 
100 računalnikov oz. naprav v medsebojni razdalji do 1km. Na konferenci leta 1976 
je bila predstavljena shema ethernet sistema. 
 
Slika 1: Metcalfe-ova shema »ethernet sistema« [1] 
Metcalfe se je skupaj s podjetjem Xerox leta 1979 odločil, da se sistem odpre tako, da 
ga bodo lahko začeli uporabljati vsi proizvajalci. Ustanovili so konzorcij mnogih 
podjetij z namenom, da postane standard, ki ga bodo lahko vsi uporabljali. Tako se je 
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razvil standard za 10 Mb/s ethernet, ki je znan pod imenom DIX5, debeli ali »thick« 
ethernet, ki je za prenosni medij uporabljal koaksialen kabel. Le-ta pa je zaradi 
naraščanja števila uporabnikov oz. priključenih naprav zaradi fizičnih lastnosti 
(debeline) postajal nepraktičen in je razvoj prešel v tanke prepletene parice. To se je 
zgodilo v poznih 80. letih. Tehnologija, ki je podpirala maksimalno hitrost 10 Mb/s, je 
v 90. letih prešla na 100 Mb/s (Fast ethernet), ki ga vključuje tudi takrat sprejeti 
standard IEEE 802.3u. Hitri (»Fast«) ethernet se je na začetku uporabljal za glavno 
omrežno infrastrukturo, kmalu za tem pa je bil namenjen tudi za širšo rabo. Hitri 
ekspanziji je pripomoglo tudi dejstvo, da na 100 Mb/s omrežju delujejo tudi starejše 
naprave, primerne za 10 Mb/s. Prav tako je kot prenosni medij prišla v uporabo tudi 
optika –optični kabli. Leta 1997 je bila vpeljana še ena pomembna novost, ki omogoča, 
da dve napravi istočasno pošiljata in sprejemata podatke. Novost se imenuje Full-
duplex. S pomočjo Full-duplex tehnologije so danes možne hitrosti tudi do 20 Gb/s ob 
izboljšanju prenosnih medijev in omrežne opreme. Velja omeniti še inovacijo »Power 
over Ethernet (PoE)«, kar dejansko pomeni, da lahko manjše omrežne naprave 
napajamo kar preko ethernet omreže in za to ne potrebujemo dodatnega vira. Uporablja 
se predvsem pri brezžičnih dostopnih točkah (angl. »Wireless access point«). 
Oznaka- leto Opis 
802.3a - 1988 10BASE2 thin (suhi) ethernet 
802.3c - 1985 10 Mb/s specifikacija repeater-ja 
802.3d - 1987 FOIRL 10 Mb/s optičen link 
802.3i - 1990  10BASE-T prepletena parica 
802.3j - 1993 10BASE-F optična vlakna 
802.3u - 1995 100BASE-T Fast (hitri) ethernet in Auto-Negotiation 
802.3x - 1997 Full-duplex standard 
802.3z - 1998 1000BASE-X Gigabit ethernet 
802.3ab - 1999 1000BASE-T Gigabit ethernet preko prepletene parice 
802.3ac - 1998 Povečanje velikosti okvirja na 1,522 bajtov za VLAN tage 
802.3ad - 2000 Link aggregation za vzporedne povezave 




802.3ae - 2002  10 Gb/s ethernet 
802.3af - 2003 Power over ethernet PoE (napajanje preko etherneta) 
802.3ak - 2004 
10GBASE-CX4 10 Gigabit ethernet preko koaksialnega kabla 
kratkega dometa 
802.3an-2006 10GBASE-T 10 Gigabit Ethernet preko prepletene parice 
802.3as-2006 Povečanje okvirja na 2,000 bajtov 
802.3aq-2007 10GBASE-LRM 10 Gigabit preko optičnih vlaken za dolge razdalje 
802.3az-2010 Energetsko učinkovit ethernet 
802.3ba-2010 40 Gb/s in 100 Gb/s ethernet 
 
Tabela 1: Oznaka dopolnil IEEE standarda 802.3 z letom izdaje in njen opis 
 
 
2.1 OSI model 
Za razvoj etherneta je pomembna tudi objava skupine standardov iz leta 1978 
Mednarodne organizacije za standardizacijo – ISO. Ta skupina standardov je poznana 
kot referenčni model OSI.  
Enota Plast Funkcija 
Podatki 
7. Application- Aplikacijska plast Mrežni procesi k aplikaciji 
6. Presentation- Predstavitvena plast Podatkovna predstavitev in enkripcija 
5. Session- Sejna plast Medgostiteljske povezave 
Segment 4. Transport- Transportna plast 
»End-to-end« 
 povezave in zanesljivost 
Paket 3. Network- Omrežna plast Logično in usmerjeno naslavljanje (IP) 
Okvir 2. Data Link-Povezovalna plast Fizično naslavljanje (MAC) 
Bit 1. Physical- Fizična plast Prenosni medij, signal, hitrost prenosa 
 





V nalogi se bom podrobneje posvetil industrijskemu ethernet protokolu Ethernet/IP, 
zato na tem mestu dodajam še OSI model Ethernet/IP. 
 
Slika 2: OSI model protokola Ethernet/IP [2] 
2.2 Okvir etherneta 
Osnovo etherneta predstavlja okvir etherneta, kjer je definirano, v kakšni obliki se 
bodo podatki prenašali po ethernet omrežju. Uporablja se tudi izraz paket. Poznamo 
















Tabela 3: Zgradba okvirja DIX etherneta 
Ena izmed poglavitnih nalog protokola ethernet je pridobivanje podatkov iz omrežja 
v paketu in priprava za prenos po celotnem omrežju. Okvir je sestavljen iz glave, noge 
in podatkov, ki so še dodatno razdeljeni na polja, ki vsebujejo informacije za prenos 






Razčlenitev okvirja po dolžini v bajtih:  
Preambula (8 bajtov) 
To polje vsebuje 7 bajtov podatkov, ki jih komunikacijski sistem uporablja za 
sinhronizacijo ure sistema, ko prejema podatke. Seveda mora ta sistem uskladiti svojo 
uro z uro oddajnega sistema. Na koncu tega prvega dela je še en bajt podatkov, ki 
prejemniku sporoča, da se bo začel prenos okvirja. 
Ciljni naslov (6 bajtov) 
To polje vsebuje 6-bajtni naslov omrežnega vmesnika v lokalnem omrežju, ki mu je 
paket namenjen. Naslov je običajno zapisan v šestnajstiškem sestavu z 12 številkami. 
Npr. F0-2E-15-6C-77-9B, čemur je ekvivalentno dvojiško število, ki je dejansko 
poslano po omrežnem kanalu kot (z leve proti desni) 0000 1111 0111 0100 1010 1000 
0011 0110 1110 1110 1101 1001. 
Naslov izvora (6 bajtov) 
To polje vsebuje 6-bajtni naslov omrežnega vmesnika, ki je generiral paket. 
Tip etherneta/dolžina (2 bajta) 
V okvirju DIX etherneta to polje vsebuje kodo identifikacije protokola omrežnega 
sloja, ki mu je podatek v paketu namenjen – npr. TCP/IP. V IEEE 802.3 okvirju to 
polje določa dolžino podatkovnega polja (razen zapolnitve). 
Podatki in zapolnitev (od 46 do 1.500 bajtov) 
To polje vsebuje podatke omrežnega protokola izvornega sistema, ki bodo poslani na 
isti protokol končnega sistema. Ethernet okvirji (tudi glava in noga, razen preambule 
in začetnega delimetra okvirja) morajo biti dolgi najmanj 46 bajtov; v primeru, da je 
poslani podatek krajši od 46 bajtov, mu sistem doda zapolnjevalne bajte (angl. padding 
bytes) tako, da paket dobi minimalno zahtevano dolžino. 
Pregledovanje okvirja (4 bajte) 
Rep okvirja je samostojno polje za pregled nedotaknjenosti paketa FCS (angl. frame 
check sequence) ali CRC (angl. cyclical redundancy check), ki vsebuje 4-bajtno 





naredi tudi prejemnik in s primerjanjem obeh vrednosti lahko ugotovi, ali je paket 
prišel nepoškodovan. 
Osnovni okvir je torej dolg 1518 bajtov, če pa mu dodamo še 482 bajtov, dobimo 
maksimalno dolžino okvirja 2000 bajtov, s katerim lahko še normalno preklapljamo in 
zagotavljamo dovolj prostora za trenutne in prihodnje predpone in pripone (prefix in 
suffix). 
2.3 Omrežna metoda CSMA/CD 
V klasični ethernet omrežju si vse naprave delijo tako imenovano domeno kolizij ali 
trkov in imajo enake pravice – vse naprave lahko poskušajo oddajati podatke kadarkoli. 
Da pa v takšnih omrežjih ne bi bilo prevelike zmešnjave, je bila uvedena metoda 
SCMA/CD ali »Carrier Sense Multiple Access with Collision Detection«, s katero 
lahko naprava, ki bi želela v omrežje oddati podatke, najprej preveri, ali trenutno 
komunicira že katera druga naprava. Če je omrežje prosto, lahko začne oddajati 
podatke. Če pa funkcija Collision Detection zazna, da istočasno že druga naprava 
oddaja, potem v omrežje spusti t.i. »jam signal« oz. signal, ki napravam javi, da se bo 
zgodilo trčenje. Takrat vse naprave nehajo oddajati signale in počakajo na naključno 
določen čas, po katerem bodo lahko spet začele oddajati podatke. 
2.4 Full-duplex, MAC in PAUSE mehanizma za nadzor pretoka 
paketov 
Kot je že bilo omenjeno v 2. poglavju, je bil način istočasne dvosmerne komunikacije 
predstavljen leta 1997 kot dodatek IEEE 802.3x k standardu IEE 802.3. Le-ta je lahko 
deloval na fizičnem mediju prepletene parice (angl. twisted pair) ali optičnem kablu. 
Dodatna prednost Full-duplex načina je ta, da je dolžina fizičnega medija odvisna 
samo od njegovih fizičnih prenosnih lastnosti in ne od časovnih zahtev deljenega 
kanala v Half-duplex načinu.  Da pa lahko ti dve napravi komunicirata v omenjenem 
načinu, morajo biti izpolnjeni naslednji pogoji: 
- Medij mora omogočati neodvisna podatkovna kanala za pošiljanje in 
sprejemanje, ki lahko delujeta istočasno. 
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- Točno dve napravi sta lahko povezani v načinu Full-duplex po point-to-point 
kanalu. Tako ni potrebe, da bi bili uporabljeni kakšni skupni mediji. Posledično 
odpadejo tudi algoritmi za večkratno dostopanje, kot je CSMA/CD. 
- Obe napravi, ki komunicirata med seboj, morata seveda podpirati istočasno 
pošiljanje in sprejemanje paketov. 
 
Slika 3: Full-duplex način [3] 
IEEE 802.3x pa opisuje tudi mehanizem za kontrolo prenosa podatkov v Full-duplex 
načinu, in sicer z mehanizmoma MAC kontrolo in PAUSE. Mehanizem je bil uveden 
kot poskus upravljanja preklapljanja in optimizacije obremenjenih ethernet omrežij. 
Dandanes se kontrola pretoka podatkov z načinom PAUSE uporablja v večjih 
podatkovnih centrih za ugotavljanje kontrole kvalitete prenosa podatkov.  
MAC kontrola zagotavlja mehanizem za Real-time nadzor in manipulacijo prenosa 
paketov na ethernet postajah. Torej mehanizem za nadzor ugotavlja, kdaj so paketi 
poslani v omrežje. Le-ta je razvit tako, da omogoča kasnejšo implementacijo in razvoj 
novih naprednih funkcij. MAC kontrolni okvirji se identificirajo z vrednostjo 0x8808. 
Naprava, opremljena z MAC funkcijo, jo preda MAC programu v interpretacijo. Če 
program ugotovi, da MAC okvir vsebuje omenjeno heksa-decimalno kodo, prebere 
zahtevano operacijo, ki je zapisana v okvirju. Če te kode ne najde, paket pošlje naprej 
v »normalno« obravnavo. 
PAUSE mehanizem oz. ukaz je opisan v standardu IEEE 802.3x in je vsebovan v MAC 





lahko PAUSE ukaze pošilja samo naprava, ki podpira Full-duplex način. Z uporabo 
MAC kontrolnih okvirjev za pošiljanje PAUSE zahteve dosežemo, da naprava, ki 
pošilja paket napravi na drugi strani omrežja, neha z oddajanjem podatkov za določen 
čas. To omogoča Real-time nadzor pretoka podatkov med omrežnimi stikali in 
serverji, opremljenimi z instaliranim MAC programjem in povezanim v Full-duplex 
načinu. 
 
Slika 4: Primer PAUSE okvirja [3] 
2.5 Metode prenosa okvirjev po industrijski ethernet omrežju 
2.5.1 Unicast 
Že iz imena je razvidno, da po tej metodi paketi prehajajo od pošiljatelja do točno 
določene končne destinacije – naprave. Samo omrežje je v tem primeru najmanj 
obremenjena. Vsakemu krmilniku prejemniku je namenjen svoj paket (različne barve 
puščic). 
 




S to metodo pošiljamo kopije paketov setu različnih naprav. Metoda je zelo razširjena 
pri Real time (RT) kasneje opisanih protokolih kot so EtherCAT, Ethernet/IP, 
ProfiNET, tudi VoIP in IP kamere. 
 
Slika 6: Metoda prenosa "MULTICAST" 
Poznamo še izpeljanko metode Multicast, ki je »ANYCAST«; le-ta deluje tako, da 
podatke dostavi najbližjim napravam v skupini, ki so jim namenjeni. 
2.5.3 Broadcast 
Metoda omogoča pošiljanje ethernet okvirjev vsem napravam v omrežju. Je najbolj 
enostavna metoda in za samo omrežje tudi najbolj obremenilna z vidika prometa. 
Uporabljajo jo protokoli DHCP, RSTP… 
 






To je funkcija, ki je vgrajena v novejše naprave, in omogoča, da naprave avtomatsko 
izberejo optimalen način komunikacije. 100Mbs, 1Gbs ali višje naprave imajo to 
funkcijo že vgrajeno, medtem ko večina 10Mbs naprav še ne. V primeru, da 
povezujemo napravi dveh različnih hitrosti, ju nastavimo na nižjo hitrost. 
2.7 PoE- power over ethernet (napajanje preko etherneta) 
Moderne omrežne stikalne naprave, v našem primeru omrežna stikala, omogočajo 
funkcijo napajanja nanj priključene naprave preko prepletene parice. Če govorimo o 
upravljanem omrežnem stikalu, so porti sicer nastavljivi, a je avtomatska prepoznava 
največkrat uporabljena funkcija. Pomeni, da  omrežno stikalo samo zazna, ali je 
naprava, ki je priključena nanj, napajana preko zunanjega vira ali je brez napajanja. 
PoE je uporabljen največkrat za manjše distribuirane naprave, kjer nimamo na voljo 
vira električnega napajanja (npr. senzorji, brezžične dostopne točke ipd.). 
2.8 Naslavljanje naprav v ethernet omrežjih (OSI model Layer 3) 
2.8.1 IP naslov 
Poleg opisanega MAC naslavljanja, ki po OSI modelu predstavlja 2. nivo, je zelo 
razširjeno tudi naslavljanje preko IP naslova; po OSI modelu je to 3. nivo. Vsaka 
TCP/IP naprava mora v svojem omrežju imeti unikaten IP naslov, ki je 32-bitna 
številka (ko govorimo o IPv4). Ker pa so omrežja po velikosti različno velika, 
poznamo štiri tipe ethernet omrežij: razred A, B, C in D, ki si sledijo od največjega do 
najmanjšega. Vsak IP naslov je sestavljen iz štirih celih števil (0-255), ki so med seboj 
ločene s piko. Na  spodnji sliki so razvidni obsegi vsakega razreda. 
 





Slika 8: Primerjava velikosti IPv4 in IPv6 
 
Kljub temu da je bil IPv6 sprejet že konec 90. let 20. stoletja, so še vedno največ v 
uporabi IP naslovi verzije 4 oz. IPv4, za katere velja naslednje: 
- 10.10.10.10, 32-bitni naslov, dolžine 4 bajtov in omogoča 232 IP naslovov; 
- IPsec6 je na voljo opcijsko; 
- podpira vse tri načine pošiljanja Unicast, Multicast in Broadcast; 
- QoS-Quality of Service. 
Vedno več naprav se pojavlja v internetu, zato se že uporablja novejša verzija IPv6, za 
katero pa velja: 
- 1080:0:0:0:8:800:200C:417A, 128-bitni naslov, 16 bajtov in omogoča 2128 IP 
naslovov; 
- IPsec je že vključen in ni opcijski; 
- podpira načine pošiljanja Unicast, Multicast in Anycast; 
- QoS-Quality of Service. 
Za IPv4 obstaja dogovor, da so za lokalna (LAN) omrežja rezervirani sledeči naslovi: 
Class A …10.0.0.0 – 10.255.255.255 (255.0.0.0) 
Class B …172.16.0.0 – 172.31.255.255 (255.255.0.0) 
Class C …192.168.0.0 – 192.168.255.255 (255.255.255.0) 
Class D … Broadcast/Multicast Domain   
Večja LAN omrežja se delijo na posamezna podomrežja (angl. subnet), tako lahko 
omejimo promet v posameznem LAN-u. Za povezavo med podomrežji potrebujemo 
za to primerno napravo (usmerjevalnik ali Layer 3 omrežno stikalo). Podomrežje je 
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definirano z masko podomrežja (angl. subnet mask) in privzetim prehodom (angl. 
default gateway), ki ga določa IP naslov usmerjevalnika. 
2.8.2 Privzeti prehod (angl. default gateway) 
Prehod povezuje posamezne fizična omrežja v sistem omrežij. Ko želi naprava iz prve 
mreže komunicirati z napravo v drugem omrežju, lahko to naredi preko prehoda (na 
sliki označenega s črko G). Da lahko naprave komunicirajo v obeh smereh, mora 
prehod imeti dva IP naslova. 
 
Slika 9: Primer dveh omrežij povezanih s privzetim prehodom (G) 
 
2.8.3 Maska podomrežja 
Maska podomrežja definira, kateri del od 32 bitov IP naslova je del omrežnega ID-ja 
in kateri je unikatni, ki spada k napravi. Maska se pravzaprav uporablja zato, da je za 
podatek jasno, ali je za napravo v lokalnem omrežju ali ga je potrebno preusmeriti na 




3 Arhitektura in načrtovanje industrijskih omrežij 
3.1 Glavne fizične topologije 
Ko govorimo o arhitekturi industrijskih omrežij, je potrebno izpostaviti omrežne 
topologije ali fizične konfiguracije. Kot glavni element povezave različnih naprav v 
neko omrežje se tukaj pojavlja omrežno stikalo. To je nadomestilo za v preteklosti 
uporabljano napravo HUB, katere slabost je, da v omrežju, ki ga povezujejo HUB-i, v 
odvisnosti od števila priključenih naprav pada pasovna širina. Torej pri uporabi HUB-
ov si vse priključene naprave delijo iste podatke, kar pa je postalo nesprejemljivo 
zaradi naglega naraščanja števila omrežnih naprav v ethernet omrežjih in povečevanja 
količine podatkov po teh omrežjih. Tako so posledično omrežna stikala popolnoma 
prevzela prestol naprave kot omrežnega vozlišča. Omrežna stikala pa so že bolj 
»pametna« in prenašajo podatke med napravami, ki jih le-te potrebujejo glede na 
njihove IP naslove. Tako omogočajo, da ima vsaka priključena naprava na voljo 
celotno pasovno širino. Poznamo tri glavne fizične topologije: linearna ali »BUS«, 
obroč ali »RING« in zvezda ali »STAR«. Vse ostale so izpeljanke teh glavnih treh. 
Seveda pa poleg fizičnih obstajajo tudi logične topologije, o katerih bo govora kasneje. 
Kadar govorimo o omrežnih topologijah, imamo v mislih fizične. Osredotočil se bom 
na topologije, ki se uporabljajo v industrijski avtomatizaciji. 
Za lažje razumevanje je spodaj nekaj simbolov, ki so uporabljeni na slikah opisanih 
topologij. 
  - Layer 2 omrežno dostopno stikalo (IES-Industrial ethernet switch) 
  - Layer 2 dostopna povezava 
 - Layer 2 in layer 3 omrežno stikalo 
  - Layer 2 medstikalna povezava 
 - Layer 3 usmerjevalnik 






3.1.1 Linearna ali »BUS« omrežje 
Pri tej topologiji so naprave povezane v eno skupno linijo ali »BUS«. Vse naprave so 
med seboj povezane s pomočjo majhnih, najbolj pogosto dvo-portnih stikal, vgrajenih 
v sami napravi, ali pa s pomočjo enostavnih neupravljanih (angl. unmanaged) 
omrežnih stikal.  Takšna topologija je primerna za omejeno število naprav.  
Prednosti: 
- enostavnost pri načrtovanju, konfiguraciji in sami implementaciji;   
- za samo izvedbo je poraba prenosnega medija (baker, optika) minimalna; 
- med napravami so lahko razdalje tudi do 100 m (baker). 
Slabosti: 
- v primeru prekinitve so vse nadaljnje naprave brez povezave; 
- možnost pojavitve t.i. ozkega grla, ker gredo podatki preko enega kabla in 
preko vseh naprav; 
- vsak člen v verigi doprinese določeno zakasnitev, ki se na koncu sešteva.  
 
Slika 10: Primer linearne ali "BUS" topologije, v serijo vezanih naprav s pomočjo v naprave 




Slika 11: Primer linearne ali "BUS" topologije, v serijo vezanih naprav s pomočjo omrežnih 
stikal [4] 
 
3.1.2 Zvezdasta ali »STAR« omrežje 
Naprave so povezane preko enega vozlišča, in sicer omrežnega stikala ali 
usmerjevalnika (angl. router). Vezava je vedno med dvema točkama (angl. point-to-
point), tako da v primeru napake na kablu pride do izpada največ ene naprave. Ker je 
enostavna in odporna na napake, je zelo pogosto uporabljena topologija predvsem v 
primerih, kjer so naprave zelo blizu druga drugi. Zvezdaste strukture se lahko 
povezujejo v večje, bolj zahtevne strukture, direktno ali preko usmerjevalnikov. Ker 
obstaja logična omejitev, je lahko v enem takšnem omrežju naslovljenih največ 1024 









- enostavnost pri načrtovanju, konfiguraciji in sami implementaciji;   
- direktna povezava do končne naprave; 
- odvzemanje ali dodajanje naprav ne vpliva na delovanje vseh ostalih 
priključenih naprav; 
- centralizirana struktura poenostavlja odpravo morebitnih težav, ker stikalo 
registrira vse aktivnosti priključenih naprav. 
Slabosti: 
- ob napaki na omrežnem stikalu ali usmerjevalniku so vse priključene naprave 
brez povezave (angl. single point of failure); 
 







3.1.3 Obroč ali »RING« 
Ta tip omrežja povezuje dve med seboj najbližji napravi; pri tem naprave poveže v 
zaključen obroč. Kot fizični medij se uporablja prepletena parica ali optična vlakna. 
Topologija je značilna po dopustnosti ene napake. V primeru napake na povezavi med 
dvema napravama ali na eni sami lahko ostale naprave še vedno komunicirajo po drugi 
strani. DLR (Device Level Ring) topologijo pravzaprav štejemo že med redundančne 
topologije, kjer je ena naprava določena za nadzorno in ta pošilja po obroču nadzorne 
pakete, ki preverjajo brezhibnost povezav. Vsaka naprava pa javlja nadzorni, ali je 
dobila nadzorne pakete na oba porta, primarnega in sekundarnega. 
Prednosti: 
- zmožnost delovanja omrežja kljub napaki na eni napravi, stikalu (Slika 13), 
kablu ali napravi z integriranim stikalom (DLR na Slika 14); 
- enostavno povezovanje; 
- zmožnost pokrivanja večjih razdalj – tudi do 100 m med segmenti za bakrene 
parice; 
- zelo kratki konvergenčni časi (samo za DLR). 
Slabosti: 
- težko je predvideti zmogljivost omrežja; 
- daljši konvergenčni časi (primer Slika 13); 
- kompleksna konfiguracija; 






Slika 13: Obroč ali "RING" topologija z uporabo ločenih stikal [1 str. 30] 
 
 
Slika 14: Obroč ali "RING" topologija z napravami, ki imajo integrirana stikala imenovana 
Device Level Ring (DLR) [1 str. 30] 
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3.1.4 Redundančne topologije 
Poleg DLR topologije, ki je omenjena med osnovnimi, velja omeniti še ostale 
redundančne topologije, za katere v osnovi velja, da je vsaka povezava najmanj dvojna 
in prav tako so tudi omrežne stikalne (stikalo ali usmerjevalnik) naprave dvojne. Pri 
tem velja pravilo, da je ena naprava aktivna, druga pa v pripravljenosti (angl. active in 
standby). Več primerov redundančne topologije je prikazanih na spodnjih treh slikah.  
 
Slika 15: Redundančna zvezdasta ali "star" topologija [1] 
 





3.2 Hrbtenična ali »BACKBONE« omrežja 
Hrbtenica (angl. backbone) predstavlja glavno infrastrukturo omrežja v večjih ali 
velikih podjetjih. Govorimo o avtocesti za ethernet in je v glavnem zgrajena s pomočjo 
optičnih kablov, kot je opisano kasneje pri konvergenci omrežij, in sicer poslovnih in 
tudi proizvodno-industrijskih ethernet omrežij. Ta hrbtenica je dimenzionirana tako, 
da omogoča veliko večji prenos podatkov, kot ga omogočajo posamezni segmenti, ki 
pa se na hrbtenico povezujejo z bakrenim UTP (»Unshielded Twisted Pair«) kablom 
standarda CAT 5 ali več. Sama hrbtenica je največkrat optična.  
Tudi tukaj poznamo več različnih tipov, zato bo v nadaljevanju  opisanih le nekaj 
glavnih. 
3.2.1 Serijska hrbtenica 
Je najbolj enostavna in povezuje dve ali več stikalnih naprav z eno povezavo v načinu 
»Daisy chain«. Naprave, ki povezujejo hrbtenico, so lahko različne: hub-i, 
usmerjevalniki, omrežna stikala in gateway-i. Enostavno jo razširimo oz. podaljšamo. 
Seveda pa je dolžina odvisna od naprave, s katero jo povezujemo. To še posebej velja 
za hub-e.  
 






3.2.2 Distribuirana hrbtenica 
V tem primeru povezujemo več serijskih hrbtenic. V enostavnem primeru (Slika 18) 
je to lahko narejeno s hub-i ali z omrežnimi stikali; takšen tip hrbtenice lahko razširimo 
na več nivojev (angl. layer) in povežemo na isto hrbtenico različne ethernet omrežja 
ali LAN-e (Slika 19). 
 
Slika 18: Enostavna distribuirana hrbtenica [2] 
 
 
Slika 19: Zahtevnejša distribuirana hrbtenica, ki povezuje različne LAN-e [2] 
Pri tej zadnji konfiguraciji za povezavo različnih LAN-ov potrebujemo usmerjevalnike 





3.2.3 Paralelna oz. redundančna hrbtenica 
Gre za najbolj robustno izvedbo hrbtenice. Kot vidimo na spodnji sliki, so glavne 
omrežne naprave (stikala, usmerjevalniki) povezane med seboj z dvojnim kablom, in 
sicer redundančno. To sicer pomeni večji strošek za samo opremo in infrastrukturo 
(kable), vendar pa odtehta večja zanesljivost, ki je v nekaterih primerih ključnega 
pomena. 
 












3.3 Segmentacija ethernet omrežij 
Izraz segmentacija omrežij se uporablja za proces deljenja enega ethernet omrežja na 
več segmentov. Glavne prednosti segmentacije so: 
- zmogljivost LAN omrežij se izboljša; 
- rešuje se problem zastojev; 
- razpoložljiva pasovna širina je maksimirana; 
- z ločevanjem različnih omrežij zagotavljamo tudi večjo varnost posameznega 
LAN-a. 
Fizično segmentacijo lahko dosežemo z napravami, kot so »bridge« (v preteklosti), z 
omrežnim stikalom in usmerjevalnikom. Na ta način zmanjšamo število naprav v enem 
fizičnem segmentu. K povečanju pasovne širine lahko pripomorejo omrežna stikala, 
ki lahko simultano preklapljajo pakete med napravami, priključenimi na porte 
omrežnega stikala. S tehnologijo »Full-duplex« omogočimo, da naprave med seboj 
komunicirajo brez zastojev ali trkov, saj naprave, ki to tehnologijo podpirajo, lahko 
oddajajo in sprejemajo istočasno. Prav tako lahko same performanse povečamo z 
uporabo hitrih omrežnih naprav, ki podpirajo »Fast ethernet«, ki zmanjšuje čas prenosa 
podatkov za 90 % v primerjavi z 10 Mbs napravami. Seveda pa je pogoj, da vse 
naprave, ki so povezane v celotnem segmentu, omogočajo Full-duplex tehnologijo. 
3.3.1 Omrežno stikalo (angl. switch) 
Omrežna stikala so naprave, ki povezujejo oz. delijo omrežja na manjša omrežja ali 
segmente. Tradicionalno podpirajo »Data layer« OSI modela, medtem ko novejši že 
podpirajo Layer 3 ali celo Layer 4. Kot bridge-i znajo tudi stikala interpretirati MAC 
naslove, vendar lahko delujejo kot multiportni bridge-i.  Danes omrežna stikala 
združujejo mnoge pomembne funkcije, kot so redundančne, varnostne in celo 
usmerjevalne funkcije ter avtomatski nadzor prometa. Prav iz tega razloga imajo 
današnja omrežna stikala svoj procesor, spomin, celo svoj operacijski sistem. Ponekod 
zamenjujejo usmerjevalnike zaradi ugodne cene, visoke varnosti in boljših 
performans. Seveda pa je sama strojna in programska oprema prilagojena tako, da 
omogoča hitro delovanje in velike hitrosti prenosa podatkov. Imajo pa tudi slabe 
lastnosti, kot je ustvarjanje zastojev pri zelo veliki podatkovni obremenjenosti. Podatki 





podatkov, na kar reagira z vnašanjem premorov. Pri UDP protokolu pa tega ne zazna. 
Zaradi vsega naštetega je potrebno biti pazljiv pri izbiri omrežnih stikal; upoštevati je 
potrebno kapaciteto in same vzorce prenosa podatkov po omrežni hrbtenici. 
Obstajata dva glavna načina preklapljanja: 
- »CUT THROUGH MODE«, kjer omrežno stikalo prebere glavo okvirja in se 
odloči, kam ga bo posredovalo, še preden prejme cel paket. Torej prebere prvih 
14 bajtov, kjer je informacija o ciljnem MAC naslovu. Ta način je zelo hiter, 
kar je njegova največja prednost, ne zna pa odkrivati pokvarjenih paketov. 
Največ se uporablja v manjših omrežjih, kjer ni veliko priključenih naprav. 
- »STORE AND FORWARD MODE«, kjer gre za ravno obraten način od prej 
opisanega. Tukaj omrežno stikalo prebere cel paket, preveri, če je brez napak 
in ga šele potem posreduje naprej. Ker pri večjih in bolj zahtevnih omrežjih 
napak ne želimo, je ta način zelo primeren, pri čemer pa je potrebno povedati, 
da se lahko ob velikem prometu tudi v tem primeru naredijo zastoji. Omeniti 
velja še eno lastnost, in sicer možnost delovanja na različnih hitrostih, ki so 
odvisne od priključenih naprav. 
Nekatere lastnosti omrežnih stikal bodo opisane v naslednjih poglavjih. 
Poznamo dva glavna tipa omrežnih stikal: neupravljana (angl. unmanaged) in 
upravljana (angl. managed). 
Tip stikala Prednosti Slabosti 
Upravljano 
Managed 
- sposobnost upravljanja »multicast« 
prometa; 
- diagnosticiranje podatkov; 
- varnostne funkcije; 
- dodatne napredne funkcije; 
- funkcije za segmentacijo omrežij; 
- dražji; 
- potrebna pomoč pri začetni 
konfiguraciji ali menjavi; 
Neupravljano   
Unmanaged 
- poceni; 
- enostavna postavitev; 
- pri zamenjavi ni potrebno kopiranje 
nastavitev. 
- ne omogoča segmentacije omrežij; 
- ne podpira diagnostičnih funkcij; 
- ne podpira varnostnih funkcij; 
- ni funkcij za upravljanje prometa. 
 





3.3.2 Usmerjevalnik ali »ROUTER« 
Usmerjevalnik je prav tako več-portna povezovalna naprava; kot že samo ime pove, 
usmerja podatke med napravami v ethernet omrežju. Velikokrat gre za povezave med 
lokalnim omrežjem in internetom. Torej združujejo LAN (Local Area Network) in 
WAN (Wide Area Network) preko prej opisanega privzetega prehoda (angl. default 
gateway). Deluje pri različnih hitrostih in zna upravljati z veliko različnimi protokoli. 
Ko paket pride na vhod, ga usmerjevalnik prebere (informacijo o naslovu) in ga usmeri 
po najkrajši možni poti do končne destinacije. Usmerjevalniki delujejo na omrežnem 
nivoju − Layer 3 po OSI modelu. Usmerjevalnik je lahko naprava, ki je namenjena 
samo za ta namen. Tako se tudi največkrat uporablja. Lahko pa enako funkcijo opravlja 
vsak osebni računalnik. Ker je usmerjevalnik načeloma počasnejši kot omrežno 
stikalo, ga slednje tudi dostikrat zamenjuje. Seveda pa obstajajo nišne aplikacije, za 
katere pa je usmerjevalnik primernejši. Pri gospodinjstvih, ki do interneta dostopajo 
preko različnih ponudnikov, to funkcijo opravljajo usmerjevalniki.  
 
3.4 Zmogljivost industrijskih omrežij 
Zmogljivost omrežij v industrijskem okolju je še posebej poudarjena. Zelo je 
pomembno, da imajo naprave, ki so priključene na industrijsko omrežje, kar se le da 
neoviran, prioriteten dostop do omrežja, kjer dobivajo potrebne podatke za nemoteno 
delovanje. Prav tako pa morajo tudi same pošiljati drugim napravam v omrežju 
podatke naprej, torej med seboj komunicirajo dvosmerno.  
Če pa omrežje postane nedosegljivo, lahko to povzroči zastoje v proizvodnji, ki se 
močno odražajo v povečanih stroških, manjšem številu proizvedenih izdelkov idr. V 
primeru izpada omrežja je lahko celotna šarža, dnevna proizvodnja, uničena. Zato je 
potrebno narediti vse za večjo zmogljivost in tudi zanesljivost. To pomeni, da je 
potrebno zelo premišljeno izbirati opremo za samo hrbtenico (infrastruktura) in 







3.5 Varnost industrijskih omrežij 
Zagotoviti je potrebno čim večjo dostopnost ethernet omrežja, kar pa seveda pomeni 
tudi, da morajo biti vpeljani vsi potrebni varnostni ukrepi. Omrežje mora biti 
nedostopno za nepooblaščeno spreminjanje nastavitev omrežnih naprav. Prav tako 
mora biti zaščiteno pred morebitnim vnosom računalniških virusov, ki lahko naredijo 
veliko škodo predvsem na priključenih napravah, manj na omrežni opremi. Za viruse 
in podobne nevarnosti so zelo ranljivi računalniki z operacijskimi sistemi in ne toliko 
procesna oprema, kot so krmilniki, frekvenčni pretvorniki, servo pogoni, roboti in še 
manj senzorji. Nevarnost, ki je lahko iz tega naslova prisotna, je povečan promet na 
samem ethernet omrežju, ki na ta način ogroža naprave z zakasnitvijo podatkov, še 
posebej RT (angl. real time) podatkov.  
Več o varnosti v industrijskih ethernet omrežjih sledi v poglavju 6. 
 
3.6 Brezžična ethernet omrežja 
Tudi v industrijskem okolju se velikokrat pojavi težava, ko žično omrežje oz. sam 
priključek ni na voljo zaradi samih fizičnih omejitev; lahko je naprava, ki mora 
komunicirati z omrežjem, premikajoča oz. nima fiksnega prostora (npr. v proizvodni 
hali). 
Lahko se zgodi, da zaradi vedno večje potrebe po podatkih, ki jih želimo v 
industrijskem okolju pridobiti iz industrijskega ethernet omrežja z napravami, kot so 
prenosni operaterski paneli, pametni telefoni ipd., tam žične infrastrukture ni. 
Brezžična omrežja sicer imajo v tem smislu dobre lastnosti, lahko pa so motena zaradi 
fizičnih preprek, prekinitev, motenj ali gibanja same naprave, ki bi to omrežje 
potrebovala. Potrebno je poudariti, da tudi tukaj obstajajo rešitve, ki so vedno bolj 
zanesljive; posledično so tudi brezžična ethernet omrežja vse bolj v uporabi. 
V tem poglavju se osredotočam predvsem na tehnologijo brezžičnih ethernet omrežij 
−  WLAN (angl. wireless LAN). Zanje veljajo praktično enake zakonitosti kot za ostala 
elektromagnetna valovanja. Za WLAN omrežja sta rezervirani predvsem dve 
frekvenčni področji: 2,4GHz in v zadnjem času 5GHz. 
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WLAN omrežja za povezave med napravami ne uporabljajo fizičnih povezav, zato za 
njih ne veljajo prej omenjene topologije, ampak do izraza prihajajo druge. Za manjša 
omrežja veljajo t.i. AD HOC brezžična omrežja, kjer se na napravo, ki oddaja brezžični 
signal, naprave priključujejo direktno brez vmesnih povezovalnih naprav. 
 
Slika 21:AD HOC brezžični LAN [2] 
 
Ker pa takšna topologija ne pride v poštev pri velikem številu naprav, se za te namene 
uporabljajo dostopne točke AP (Access Point) ali bazne postaje. Le-te se povezujejo 
med seboj in tvorijo večja omrežja. AP pa delujejo tudi kot usmerjevalniki. Te 
dostopne točke morajo biti premišljeno postavljene v prostor, da je njihov doseg 
tolikšen, da se med sabo prekrivajo.  
V stavbah z veliko nadstropji ali tam, kjer brezžični signal ovira veliko zidov, se 







Slika 22: Infrastrukturni WLAN [2] 
Ker pa WLAN podpira vse protokole in operacijske sisteme tako kot žični LAN, jih 
lahko brez težav kombiniramo. Edina razlika je kodiranje brezžičnega signala. 
 
Slika 23: Primer dveh brezžično povezanih brezžičnih omrežij [2] 
Tako kot je za žični ethernet standard IEEE 802.3, je za brezžični IEEE 802.11 in 
seveda kasnejše izpeljanke (802.11a, 802.11b, 802.11g, 802.11n, 802.11ac - 
802.11ay…) .  
Pri WLAN omrežjih je pomembno izpostaviti dejstvo, da istočasen dvosmerni način 
(Full-duplex) ne obstaja. Zato je v uporabi način CSMA/CA7, ki za razliko od 
CSMA/CD pri žičnih omrežjih kolizije minimizira, ne pa odpravlja. 
                                                     
7 CSMA/CA (Carrier Sense Multiple Access with Collision Avoidance) 
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4 Primerjava osrednjih industrijskih protokolov 
Po podrobneje opisanih osnovah o nastanku in lastnostih etherneta prehajam na 
ethernet protokole, ki so v uporabi predvsem v industrijskih okoljih. Za skoraj vsakim 
protokolom stoji večji proizvajalec opreme za industrijsko avtomatizacijo, ki ga je 
razvil za svoje potrebe in opremo. Vsak izmed njih je povezan v organizacijo, ki skrbi 
za standardizacijo vsakega od teh protokolov.  Na svetu trenutno obstaja 31 
industrijskih ethernet protokolov8 [3].  Ožji izbor pa je bil narejen na osnovi treh 
vidikov:  
- Ali je protokol podprt s strani določene organizacije? 
- Ali je protokol klasificiran v IEC standardih? 


































Tabela 6: Prikaz organizacij, ki podpirajo posamezne ethernet protokole 
 
Po neodvisnih raziskavah je po uporabi vodilni Ethernet/IP, na drugem mestu 
ProfiNET, ki skupaj zajemata ¾ tržišča. Sledijo jima ostali, ki jih navaja Tabela 6, ter 




                                                     





4.1 SAFETY-Varnost ljudi in strojev oz. funkcionalna varnost 
Pri industrijskih ethernet omrežjih pa je poleg opisane varnosti, zelo pomembna tudi 
varnost, ki ji v slovenščini težko najdemo prevod. In sicer pod angleško besedo Safety 
Pri industrijskih ethernet omrežjih je poleg opisane varnosti zelo pomembna tudi 
varnost, ki ji v slovenščini težko najdemo ustrezen prevod. Pod angleško besedo 
»safety« razumemo varnost ljudi in strojev in jo imenujemo tudi funkcionalna varnost. 
Pravzaprav je ta celo pomembnejša kot varnost (angl. security), ker le-ta zajema tudi 
varnost človeškega življenja. Zato so pri napravah, kjer so mogoče poškodbe ljudi ali 
strojev, standardi postavljeni zelo visoko. Brezkompromisno. Uporabljeni so različni 
mehanizmi, ki v primeru aktivacije varnostnega elementa aktivirajo takojšnjo 
zaustavitev stroja, izklop električnega napajanja, zmanjšanje hitrosti. Ti aktivatorji so 
lahko tipke (»gobice«) za zasilni izklop, varnostne ključavnice na ograji stroja, končna 
stikala, varnostne zavese, ki zaznajo prisotnost človeka ali naprave v nevarnem 
območju. 
Ker govorimo o industrijskem ethernetu, je potrebno poudariti, da se varnostni signal 
za aktivacijo varnostne funkcije prenaša po ethernet komunikaciji in ne več žično 
(angl. hard-wired), kot je bila praksa do sedaj. To seveda močno poenostavlja same 
naprave, ker dodatno ožičenje ni več potrebno. Uporablja se tako imenovani princip 
črnega kanala (angl. black channel principle), kjer se varnostni podatki pretakajo 
skupaj z ostalimi procesnimi podatki, le da imajo le-ti prednost pred njimi. 
 
Slika 24: Mehanizem črnega kanala [4] 
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4.2 Značilnosti EtherCAT protokola 
Kot je razvidno iz zgornje tabele, je protokol EtherCAT9 razvilo podjetje Beckoff iz 
Nemčije. CANopen je njegov prednik na serijskem Fieldbus protokolu. Protokol je bil 
razvit z namenom sočasnega procesiranja paketa in prenosa do aplikacij v realnem 
času z dodatno zahtevo, da podpira povezljivost za celotno paleto naprav za 
avtomatizacijo od najbolj zmogljivega krmilnika, vhodno-izhodnih enot, do senzorja 
na koncu verige. Če želimo uporabljati 100 Mbit/s pasovno širino, moramo uporabiti 
posebno strojno opremo, ki bazira na ASIC ali FPGA tehnologiji, da bodo podatki 
pravočasno obdelani.  
 
Slika 25: Sočasno procesiranje paketov pri EtherCAT industrijskem ethernet protokolu [5] 
 
EtherCAT je protokol, optimiziran za procesne podatke, in uporablja standard IEEE 
802.3 ethernet okvirjev. Vsaka »slave« naprava procesira svoj podatkovni paket in 
vstavi nove podatke v okvir, medtem ko le-ta potuje mimo. Proces je s strojno opremo 
obdelan tako, da vsaka naprava doda minimalno zakasnitev, da je odzivni čas 
maksimalno kratek.  
                                                     






Slika 26: Vsaka EtherCAT naprava izmeri čas, ko paket zapusti napravo in ko se vrne [5] 
 
EtherCAT je MAC layer protokol in je transparenten za vse višje ethernet nivoje, kot 
so TCP/IP, UDP, Web server idr. V EtherCAT omrežje je lahko povezanih do 65,535 
naprav; »master« naprava pa je lahko standarden ethernet krmilnik, kar seveda zelo 
poenostavlja samo konfiguracijo omrežja. Zaradi zelo majhnih zaostankov, ki jih 
dodajo vsaka od »slave« naprav, EtherCAT prinaša fleksibilno, poceni in omrežno 
kompatibilno industrijsko ethernet rešitev. 
EtherCAT je Real-time ethernet protokol, za katerega je značilno, da procesne podatke 
prenaša v paketih, velikih od 46 do 1500 bajtov, kar je precej in pomeni, da je potreben 
eden ali dva paketa, da je cikel zaključen. 
4.2.1 Varnostni pomisleki 
EtherCAT je kot Real-time ethernet protokol tudi dovzeten za vse ranljivosti etherneta. 
Večina Real-time ethernet protokolov je zelo občutljiva na DoS10, MITM napade, kjer 
se v samo komunikacijo vsiljujejo ethernet paketi, ki motijo časovno sinhronizacijo, 
kar pa konec koncev zahteva, da se EtherCAT omrežja loči od ostalih ne-industrijskih 
segmentov  
                                                     
10 Denial of Service 
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4.2.2 Varnostna priporočila 
Seveda pa je zaradi ranljivosti EtherCAT omrežja potrebno zagotoviti varnost na 
način, da jo uporabljajo samo identificirane naprave in da ne prihaja do podatkovnega 
prometa, ki ne bazira na EtherCAT-u, da ne prihaja iz neavtoriziranih virov. To lahko 
dosežemo s posebnimi napravami, ki nadzirajo ves promet in so usposobljene 
zaznavanja in interpretiranja EtherCAT paketov s pomočjo EtherCAT-u specifičnega 
ethertipa11 (0x88A4). 
4.2.3 Safety 
EtherCAT svoj varnostni protokol imenuje FSoE (Fail Safe over EtherCAT). 
Funkcionira pa tako, da FSoE »master« v vsakem FSoE ciklu ostalim FSoE »slave-
om« pošilja t.i. Safety PDU (Protocol Data Unit) in sočasno vklopi »watchdog« 
časovnik. »Slave« preveri prejete podatke, jih obdela in pošlje nazaj k »master-ju« 
skupaj z »watchdog« časovnikom, ki ga »slave« sam kreira. Potem »master« vrnjene 
podatke predela in časovnik ustavi. Če je vse v redu, se začne nov cikel z novim Safety 
PDU-jem po enakem postopku. 
 
Slika 27: FSoE programska arhitektura [4] 
                                                     






4.3 Značilnosti ProfiNET protokola 
ProfiNET je široko uporabljan industrijski ethernet dveh proizvajalcev, Siemens-a in 
GE (General Electric). Poznamo 3 tipe oz. razrede Profinet protokola. PROFINET 
razreda A temelji na TCP/IP protokolu in se zaradi nezahtevnega časa enega cikla do 
100 ms uporablja za prenos parametrov in cikličnih vhodno-izhodnih podatkov. 
Uporablja se predvsem pri avtomatizaciji infrastrukturnih objektov in stavb. 
PROFINET razreda B, ki ga poznamo tudi kot PROFINET RT (Real-Time), pa že 
uvaja programske Real-time aplikacije in ima čas cikla okoli 10 ms. Največkrat se 
uporablja za splošno industrijsko in procesno avtomatizacijo. PROFINET razreda C, 
ki mu pravimo tudi PROFINET IRT, pa je isohronski (angl.isochronous) in potrebuje 
posebno strojno opremo, da je lahko cikel zmanjšan na 1 ms ali celo manj. Tako lahko 
zagotavlja dovolj hitre cikle v posebnih pogonskih aplikacijah (angl. motion control), 
ki so časovno zelo zahtevne. Profinet uporablja ethertip 0x8892. 
 
Slika 28: ProfiNET IRT struktura: cikel je razdeljen na rezerviran (rdeč) interval in odprt 
(zelen) interval [5] 
 
Z uporabo Dynamic Frame Packing (DFC) bo v prihodnosti uporabnikom dosegljiv 
PROFINET novega razreda, ki bo lahko optimiziral čas cikla in ga prilagajal napravam 




Slika 29: Optimiziran način DFP [5] 
4.3.1 Varnostni pomisleki 
Profinet je kot Real-time ethernet protokol tudi podvržen vsem ranljivostim etherneta. 
Če pa za prenos podatkov uporabljamo IP (Internet Protocol), pa je občutljiv na vse 
ranljivosti IP protokola. 
4.3.2 Varnostna priporočila 
Implementiran mora biti nadzor pred sumljivo ali neavtorizirano uporabo Profinet 
omrežju in tudi požarnih zidov. IPS12 naprave morajo biti konfigurirane tako, da je 
Profinet omrežje izolirano od zunanjih omrežij. 
                                                     






Slika 30: Uporaba varnostnih povezav v večnivojskem omrežju [11] 
 
4.3.3 Safety 
Pri ProfiNET protokolu za varnost skrbi PROFIsafe mehanizem. Ta je precej podoben 
kot pri FSoE, kjer master »F-host« ciklično komunicira s slave-i »F-device«, ki skrbijo 
za koordinacjo Safety PDU med njimi. Preverjajo, ali so telegrami prispeli v pravem 
času (F-watchdog time) in v pravem časovnem zaporedju. 
 
Slika 31: PROFIsafe mehanizem [4] 
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4.4 Značilnosti POWERLINK protokola 
POWERLINK je razvilo podjetje B&R. Ker so razvojniki smernice povzemali iz 
standarda IEEE 802.3, sledi, da je pri načrtovanju omrežja mogoča svobodna izbira 
topologij, opreme, križno povezovanje, vklapljanje in izklapljanje v živo. »Master« 
naprava oz. kot pravijo pri B&R, »Managing node-MN« sproži in sinhronizira ciklično 
klicanje »slave« naprav (»controlled node«-CN) s pošiljanjem okvirja »začetek cikla«, 
ki je pravzaprav osnova za sinhronizacijo omrežja. Ti se javljajo in odzivajo, vsi ostali 
pa lahko poslušajo. POWERLINK cikel je razdeljen na tri faze: 
- Startna faza: Med startno fazo MN pošlje start cikla (Start of Cycle-SoC) 
okvir vsem CN-om, da vse naprave sinhronizirajo. »Jitter« ali časovni 
pogrešek lahko znaša okoli 20 ns.  
- Isohronska faza: MN dodeli fiksen časovni okvir vsem napravam, da 
prenesejo kritične procesne ali »motion« podatke. Za optimizirano uporabo 
pasovne širine se uporablja multipleksiranje.  
- Asinhronska faza: Tukaj se vključi prenos velikih časovno nekritičnih 
paketov podatkov. Podatki, kot so npr. uporabniški podatki, so razsejani med 
asinhronske faze mnogih ciklov. Ker prenos podatkov v asinhronski periodi 
podpira standardne IP okvirje, jih lahko usmerjevalnik varno in transparentno 
loči. POWERLINK se dobro znajde v vseh aplikacijah industrijske 
avtomatizacije − od najbolj enostavnih do najbolj zahtevnih (motion control).    
 





Ethernet Powerlink je pogosto uporabljen v navezi s CANopen protokolom, ki deluje 
na aplikacijskem nivoju in bazira na CAN13-u. CANopen omogoča komunikacijo med 
napravami z različnimi proizvajalci in je zaradi svoje odprtokodne narave skupaj z 
Powerlink protokolom velikokrat uporabljena kombinacija zaradi poceni rešitev v 
Linux okolju. 
 
Slika 33:Združene karakteristike CANopen in POWERLINK na OSI modelu [4] 
 
4.4.1 Varnostni pomisleki 
Tudi ethernet Powerlink je občutljiv na vse ranljivosti etherneta. Ker je načrtovan za 
uporabo vseh internetnih protokolov, kot so TCP, UDP in HTTP, je še dodatno 
izpostavljen vsem pastem. 
Kot mnogi Real-time ethernet protokoli je tudi ta zelo dovzeten za DoS napade, zato 
je zelo priporočljiva razmejitev ethernet segmentov. 
 
 
                                                     
13 CAN- Controller Area Network 
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4.4.2 Varnostna priporočila 
Zaradi mehanizma cikličnega klicanja je potrebno Powerlink omrežje ločiti od ostalih 
omrežij. 
 




Powerlink uporablja za varnost odprt varnostni protokol OpenSAFETY, ki je 
načrtovan tako odprto, da lahko varnostno relevantne podatke pošiljamo preko 
kateregakoli omrežja; ni nujno, da le-ta bazira na ethernet protokolu. Protokol temelji 
na »producer-consumer« modelu, ki ga kot deterministično metodo komunikacije 
uporablja Ethernet/IP. Vse »consumer« naprave lahko prejemajo podatke na 
OpenSAFETY omrežju, ki jih je poslal »producer«, pri čemer ima vsak »consumer« 
svojo unikatno kodo UDID (openSAFETY Unique Device Identification ID). Pri 
inicializaciji sistema uporabnik preko Safety Configuration Manager-ja potrdi 
varnostne naprave, ki si jih sistem preko UDID zapomni in je potem ciklična 
komunikacija »producer-consumer« zelo hitra. Zaradi hitrosti se OpenSAFETY 






4.5 Značilnosti Sercos III protokola 
Sercos III je, kot je že iz imena razvidno, tretja generacija protokola SERCOS (SErial 
Real-time COmmunication System). Združuje sočasno procesiranje paketov dveh 
standardov, Real-time in TCP/IP, da zagotavlja hiter (angl. low latency) industrijski 
ethernet. 
Zelo podobno kot EtherCAT, Sercos III »slave-i« za doseganje prenosa brez zastojev 
sočasno prejmejo in vstavijo podatke v ethernet okvir. Sercos III loči vhodne in 
izhodne podatke v dveh okvirjih. Z doseganjem cikla od 31,25 µs je hiter kot 
EtherCAT in PROFINET IRT. Sercos III podpira »ring« ali »line« topologije. Glavna 
prednost te izvedbe »ring« topologije je ta, da ob izpadu ene naprave v obroču vse 
ostale naprave ostanejo še vedno aktivne in lahko komunicirajo. V eno Sercos III 
omrežje je lahko vključenih do 511 naprav. Protokol je največkrat uporabljen v servo 
pogonski tehniki. 
SERCOS III je Master/Slave protokol, ki deluje ciklično; uporablja mehanizem 
(Master Synchronization), kjer en paket potuje po omrežju in komunicira z ostalimi 
»slave« napravami. Te lahko branju namenijo točno toliko, kolikor je vnaprej določeno 
s strani »master« naprave. Prav tako je vnaprej določeno, kateri podatki in koliko le-
teh je namenjenih vsaki od priključenih naprav. V tem času pa mora naprava v paket 
dodati še svoj del podatkov.   
 
Slika 35: Struktura Sercos telegrama [6] 
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SERCOS III se namenja sinhroniziranim Real-time podatkom v času normalnega 
cikla; če pa ostane še kaj pasovnega prostora, je lahko le-ta namenjen tudi drugim 
podatkom TCP in UDP z uporabo IP (internetni protokol). Ta IP kanal omogoča širšo 
uporabo omrežnih aplikacij za isto napravo (»web« dostop za upravljanje z napravo iz 
poslovnega omrežja). 
Glej shematski prikaz na Slika 36 in Slika 37. 
 
Slika 36: Koeksistenca različnih protokolov, ki temelji na bazi časovnega multipleksiranja 
Sercos III [6] 
 






4.5.1 Varnostni pomisleki 
Tudi SERCOS III je kot Real-time ethernet protokol podvržen vsem ranljivostim 
etherneta. Vpeljuje pa nove varnostne možnosti skozi vgrajeno podporo −  odprti 
TCP/IP komunikaciji. S to opcijo lahko RTU ali krmilnik preko SERCOS III vpliva 
na ostale komunikacijske sisteme podjetja, vključujoč SCADO ali poslovno omrežje.  
4.5.2 Varnostna priporočila 
SERCOS III bi moral biti izoliran na kontrolne zanke, ki ta protokol potrebujejo, pri 
čemer mora biti uporaba IP kanalov resno premišljena ali pa neuporabljena, kjer je le 
možno. Če IP kanale vseeno uporabimo, morajo le-ti biti omejeni izključno na 
naprave, ki jih potrebujejo. 
 




Sercos III uporablja za Safety protokol CIP safety, ki je definiran pri organizaciji 
ODVA (kot Ethernet/IP) in certificiran glede na IEC 61508 do SIL3. Varnostni podatki 
se torej kot pri vseh ostalih safety protokolih prenašajo z vsemi ostalimi podatki, ki so 
v obliki t.i. »safety data container-ja«. 
 

















4.6 Značilnosti Ethernet/IP protokola 
EtherNet/IP14 (v nadaljevanju EIP) je industrijski ethernet protokol, ki je bil razvit 
skupaj s podjetjem Rockwell Automation in organizacijo ODVA. Nasprotno od 
EtherCAT protokola, ki temelji na MAC nivoju, EIP temelji na TCP/IP aplikacijskem 
nivoju. Uporablja standarden ethernet, fizičen, data link, network in transport layer, 
medtem ko CIP15 (Common Industrial Protocol) uporablja TCP/IP. CIP zagotavlja 
skupen set sporočil in storitev za sisteme avtomatizacije v industriji, ki so lahko 
uporabljeni na različnih fizičnih medijih (npr.: CIP preko CAN vodila se imenuje 
ControlNET, CIP preko etherneta pa EIP). EIP zagotavlja komunikacijo med dvema 
napravama skozi CIP povezave preko TCP povezave, pri čemer je lahko 
vzpostavljenih več CIP povezav preko ene TCP povezave. 
EIP uporablja standarden ethernet in standardna omrežna stikala, lahko ima neomejeno 
število priključenih naprav. EIP zagotavlja popolno Produce-consumer storitev, 
uporablja zelo učinkovito »peer-to-peer« (vsak z vsakim) komunikacijo. Kompatibilen 
je z veliko internet in ethernet standardnimi protokoli, ima pa zato omejene Real-time 
in deterministične zmožnosti.   EIP uporablja ethertip okvir 0x80E1. 
                                                     
14 IP v pomeni industrijski protokol in ne internetni protokol 




Slika 40: OSI model protokola Ethernet/IP [4] 
Še nekaj o CIP protokolu:  Za definicijo različnih lastnosti naprave uporablja objektne 
modele. Poznamo tri tipe objektov: 
- Potrebni objekti, ki definirajo napravo, so: identifikatorji narave, usmerjevalni 
podatki, proizvajalec, serijska številka, datum izdelave… 
- Aplikacijski objekti, ki definirajo vhodno-izhodne profile naprave. 
- Objekti, specifični za proizvajalca, ki dodajo napravi neko specifično lastnost, 
ter objekti, ki so standardni in omogočajo osnovno delovanje − zagotavljajo, 
da bo npr. naprava, ki bo zamenjana z neko drugo napravo enake funkcije, 
vendar drugega proizvajalca, še vedno delovala.  
Medtem ko potrebni objekti zagotavljajo splošen in popoln set identifikacijskih 
vrednosti, aplikacijski objekti vsebujejo splošen in popoln set nalog za upravljanje, 






4.6.1 Varnostni pomisleki 
EIP pa je tudi kot Real-time Ethernet protokol podvržen vsem ranljivostim etherneta. 
CIP prinaša specifične varnostne zadržke ravno zaradi dobro definiranih objektnih 
modelov. 
Slednji pomisleki pa so za EIP specifični: 
 CIP nima definiranih eksplicitnih ali implicitnih varnostnih mehanizmov. 
 Uporaba skupnih aplikacijskih objektov za izmenjavo informacij lahko odpira 
možnosti za obsežnejši napad, kateremu je podvrženih veliko število 
industrijskih naprav.  
 EIP uporablja UDP16 in »Multicast« promet; v obeh primerih ta uporaba 
pomeni pomanjkanje nadzora. Real-time prenos lahko ogrozimo z vrinjanjem 
»spoofed« ali ponarejenega prometa, v primeru »Multicast« prometa 
manipuliramo pot podatkov z vrinjanjem IGMP17 kontrol.  
4.6.2 Varnostna priporočila 
Ker EIP Real-time ethernet protokol uporablja UDP in IGMP, je nujno, da se zagotovi 
ethernet in IP bazirana varnost na celotnem obsegu EIP omrežja. Priporočljivo je, da 
se uporabi pasivni nadzor omrežja, pri čemer se ohranja celota EIP omrežja tako, da 
EIP protokol uporabljajo samo identificirane naprave. S takšnim načinom je 
onemogočeno vmešavanje neavtoriziranega prometa od zunaj, kar lahko dosežemo z 
napravami, ki znajo zaznavati in interpretirati EIP protokol. 
                                                     
16 User Datagram Protocol je eden pomembnejših internetnih protokolov. Avtor David P.Reed je 
protokol predstavil leta 1980. 




Slika 41: Primer integriranega industrijskega omrežja v omrežje celotnega podjetja [4] 
 
4.6.3 Safety 
Funkcionalna varnost je integrirana v protokol CIP (angl. Common Industrial 
Protocol) in ga imenujemo CIP safety. Pri ostalih protokolih in tudi tukaj je 
izpostavljena prednost, ker je CIP funkcionalnost vključena v ethernet komunikacijo 
in safety signali potujejo po njej. Ker je Ethernet/IP odprt ODVA standard, za prenos 
informacij potrebujemo standardno omrežno opremo. Podpira varnostni standard IEC 






Slika 42: Prikaz vključenosti varnostnih mehanizmov v OSI model [4] 
 
Visoko integriteto varnostnih mehanizmov in sporočil za CIP omogočajo naslednje 
Visoko integriteto varnostnih mehanizmov in sporočil za CIP omogočajo naslednje 
značilnosti: 
- Redundančni podatki se pošiljajo dvojno (normalno in invertirano). 
- CRC preverjanje je prav tako dvojno (normalno in invertirano). 
- Vsak paket ima časovno značko. 
Za doseganje teh visokih standardov pa morajo biti izpolnjeni še naslednji pogoji: 
- Real-time prenos varnostnih podatkov; 
o preverjanje podatkov na obeh straneh (klient in server oz. producer in 
consumer); 
o safety sporočila; 
- konfiguracija naprav, ki omogočajo safety; 





4.7 Rezultat primerjave izbranih industrijskih ethernet protokolov 
Kot je pričakovano, imajo izbrani industrijski ethernet protokoli svoje prednosti in 
slabosti, ki jih v tem poglavju natančneje predstavljam.  
4.7.1 Real-time 
Poglavitna funkcionalnost izbranih protokolov je zmožnost uporabe v Real-time 
aplikacijah, ki pa jih različni opravljajo različno. Mehanizmi za preprečevanje kolizij 
so del standarda IEEE 802.3 in na ethernet omrežju lahko povzročijo nepredvidene 
zastoje v prenosu podatkov. Ker pa mora biti v industrijskem ethernetu čas prenosa 
vezan na točno določen časovni okvir, kar je zahteva zahtevnih Real-time aplikacij, je 
bilo potrebno uvesti posebna merila, da se morebitne kolizije preprečijo. Za manj 
zahtevne Real-time aplikacije, kot je meritev temperature, je doseganje časa enega 
cikla do nekaj 100 milisekund še sprejemljivo. Ko pa gre za bolj zahtevne aplikacije, 
kot je kontrola gibanja (angl. motion control), pa so potrebe dostikrat pod 1 
milisekundo. 
 
Slika 43: Real-time razredi in primeri aplikacije 
Opisani protokoli pa so zgrajeni na treh različnih izhodiščih: 
1. Temeljijo na TCP/IP layerjih OSI modela, kjer so Real-time mehanizmi 
vgrajeni v najvišji layer. Posledično imajo omejene zmogljivosti (ProfiNET, 
Ethernet/IP). 
2. Temeljijo na standardnem ethernet standardu IEEE 802.3, ki omogoča podporo 
nadaljnjemu razvoju omrežne opreme. Real-time mehanizmi so vgrajeni na 
zgornjem layerju (Powerlink in ProfiNET RT). 
3. Temeljijo na modificiranem ethernetu, kar pomeni, da so standardni 





kompatibilnostjo s standardno opremo (Sercos III, EtherCAT in ProfiNET 
IRT). 
Za vse pa velja skupna lastnost, da je fizični medij enak. 
Različni protokoli se pomembno razlikujejo po načinu organiziranega pošiljanja 
paketov, da zagotavljajo delovanje v realnem času. 
Na primer EtherCAT in Sercos III v vsakem ciklu pošiljata po en telegram kot skupek 
okvirjev od naprave do naprave po »ring« topologiji in istočasno zbirata odzive vsake 
naprave posebej. Naprava iz tega telegrama nekaj vzame oz. doda. 
Nasprotno pa ostali v vsakem ciklu pošiljajo le en objekt, en telegram za vsako 
napravo, kjer se vsaka odzove individualno. 
4.7.2 Sinhronizacija naprav na omrežju 
Tudi za sinhronizacijo veljajo različni pristopi, ki prav tako dajejo različne rezultate. 
Pri protokolu Powerlink je definirana »master« naprava, ki izbere naprave za pošiljanje 
podatkov ob točno določenem času.  
Podobno velja za EtherCAT in Sercos III, ki v zbirki okvirjev v telegramu 
sinhronizirata naprave glede na čas »master« naprave. 
ProfiNET IRT pa potrebuje za časovno sinhronizacijo posebna omrežna stikala, ki 
napravam diktirajo komunikacijo. 
Ethernet/IP uporablja mehanizem CIP sync, ki v skladu s standardom IEEE 1588 
napravam posreduje čas, po katerem se naprave sinhronizirajo. Ta zadnji način ni 
odvisen od »master« naprave. Zakasnitev odpravlja še s kompenzacijo, ki jo v realnem 
času izračunava in prišteva ali odšteva pri naslednjem paketu. 
»Jitter« ali časovna zakasnitev je v primerih Sercos III in Powerlink odvisna od 
sposobnosti same »master« naprave, medtem ko za ProfiNET IRT in Ethernet/IP velja, 
da sta odvisna še od števila uporabljenih stikalnih naprav. Zadnja odvisnost velja tudi 
za Powelink. Vse omenjene tehnologije naj bi omogočale zakasnitev okrog 1 µs. 
EtherCAT pa s svojim mehanizmom distribuirane ure dosega »jitter« precej manj kot 
1 µs. Za EtherCAT velja, da je ta »jitter« neodvisen od topologije. 
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4.7.3 Podpora različnim topologijam 
Spodnja tabela prikazuje podprte topologije za obravnavane protokole. 
kriterij ProfiNET RT / 
IRT 
PowerLINK Ethernet/IP EtherCAT Sercos III 
»Tree« topologija + + + o o 
»Star« topologija + + + o o 
»Ring« 
topologija 
+ + + + + 
»Daisy-chain« 
topolohija 
+ + + + + 
 
Tabela 7: Podprte topologije za različne industrijske ethernet protokole 
Velja, da EtherCAT in Sercos III vedno tvorita logično »ring« topologijo, ki se fizično 
zaključuje na »master« napravi. Če pa je uporabljena »daisy-chain« topologija, pa se 
zaključuje interno na zadnji napravi fizične linije. 
Razlike obstajajo tudi v številu priključenih naprav, pri čemer Ethernet/IP ne pozna 
omejitev, pri Powerlink-u pa je to število 10. ProfiNet IRT jih lahko ima priključenih 
do 25, Sercos III 511 in EtherCAT 65535 naprav, če govorimo o »daisy-chain« 
topologiji. 
4.7.4 Pripravljenost na prihodnost (angl. Gigabit readiness) 
Od izbranih petih industrijskih ethernet protokolov sta dejansko samo dva pripravljena 
oz. že podpirata 1 Gbit/s povezave. Ethernet/IP in POWERLINK dejansko bazirata na 
programski tehnologiji in sta neodvisna od same strojne opreme. Tudi ob pojavu 
strojne opreme, ki bo podpirala še višje hitrosti, bosta ta dva standarda delovala. Vsi 
ostali pa potrebujejo podporo na strani proizvajalcev strojne opreme, ker za svoje 
naprave (master-slave) potrebujejo posebne procesorje. 
In ravno zaradi omenjene pripravljenosti imajo prihodnost podjetja, pri katerih gre 
razvoj v smeri uporabe standardne ethernet opreme (angl. CoTS-Commercial of the 
Shelf), ki predstavlja tudi 100 % kompatibilnost s staro opremo. Niso zahtevana 
posebna specializirana znanja; na pomoč lahko priskoči že IT strokovnjak. Ta odprtost 
pa prinaša še eno prednost, ki je v zadnjem času v bliskovitem vzponu, in sicer IoT, ki 





4.7.5 Direct cross-traffic 
Način temelji na metodi Broadcast, ki ga uporablja Powerlink in omogoča, da vsaka 
naprava pošilja »broadcast« pakete, ki so naslovljeni na izbrane naslove v omrežju. Na 
ta način se izognemo komuniciranju preko »master« naprave in upoštevanju paketov 
šele pri naslednjem ciklu. To je velika prednost v visoko časovno zahtevnih procesih, 
kjer morajo biti osi sinhronizirane v istem ciklu. Pozicija različnih osi je posredovana 
po omrežju v istem ciklu. Ta način logično zmanjšuje podatkovni promet preko vseh 
naprav. To pa lahko omogočajo protokoli s »slave-slave« komunikacijo. Omenjenega 
načina ne omogoča EtherCAT protokol. Ethernet/IP uporablja t.i. »produce-consume« 
komunikacijo, kjer lahko nalogo enega ali drugega prevzame katerakoli naprava. 
 




4.7.6 Safety oz. funkcionalna varnost 
Način, opisan v poglavju 4.7.5, je ključen tudi za Safety oz. funkcionalno varnost, ker 
se ob uporabi le-te po omrežju pošiljajo še podatki, ki so dvojni (preverjanje). 
Funkcionalno varnost poznajo vsi protokoli, vendar se glede na količino podatkov, ki 
jo naprave pošiljajo, med seboj razlikujejo, kar tudi prikazuje spodnja tabela. 
kriterij CIP safety PROFIsafe OpenSafety FSoE 
CRC obseg 8-32 bitov 24-32 bitov 8-16 bitov 16 bitov 
Št. potrebnih CRC 
preračunov za 20 bajtov 
podatkov 
2 1 2 10 
Št. različnih CRC 5 2 2 1 
Tabela 8: Primerjava obsega podatkov za različne Safety mehanizme 
 
Funkcionalna varnost je izredno velikega pomena; nad njo bdijo neodvisne 
organizacije (glej Tabela 9: Ustreznost varnostnih protokolov glede na varnostne 
standarde organov za certifikacijo), ki nadzirajo funkcionalnost, kot je opisana v 
standardu IEC 61784-3.  
kriterij CIP Safety PROFIsafe OpenSAFETY FSoE 
Mehanizem črnega kanala + + + + 












Tabela 9: Ustreznost varnostnih protokolov glede na varnostne standarde organov za 
certifikacijo 
 
4.7.7 Pretočnost omrežja 
V aplikacijah, kjer se med napravami prenašajo velike količine procesnih podatkov, se 
kaže močan vpliv na skupen čas cikla. Zato v tem smislu pridejo v poštev 
funkcionalnosti omrežne opreme, ki znajo ta promet razvrstiti po prioriteti. Tudi v tem 
primeru se najslabše odreže EtherCAT, ker ne omogoča komunikacije med napravami, 





4.7.8 Podpora internacionalnih standardov 
Standard IEC 61158 standardizira protokole, imenovane »tipe« za uporabo v 
industrijskih okoljih avtomatizacije. Naslednji standard je IEC 61784-2, ki 
standardizira komunikacijske profilne družine, imenovane CPF (angl. Communication 
Profile Families). GB standardi pa so nacionalni kitajski standardi in so izdani s strani 
Standarization Authority of China (SAC) in veljajo v vseh industrijah na Kitajskem. 
GB/Z opisuje tehnične smernice, ki so bolj informativne narave in niso obvezujoče. 
Kar pa ne velja za GB/T, ki velja za najvišji industrijski nivo in mora podpirati 
popolnoma odprto tehnologijo, ki je široko uporabljena in standardna po vsem svetu. 
Spodnja tabela prikazuje ustreznost protokolov glede na omenjene standarde. 
 ProfiNET PowerLINK Ethernet/IP EtherCAT Sercos III 
IEC 61158 Tip 10 Tip 13 Tip 2 Tip 12 Tip 19 













Tabela 10: Podpora internacionalnim standardom 
 
Ob zaključku tega poglavja naj poudarim, da obstajajo precejšnje razlike med 
obravnavanimi industrijskimi ethernet protokoli, pri čemer je zanimivo to, da je za 











5 Praktičen primer industrijskega omrežja Ethernet/IP 
Praktičen del magistrske naloge temelji na dveh sklopih; uporabljena je bila oprema 
proizvajalca industrijske avtomatizacije Rockwell Automation Allen-Bradley, ki je 
sklenil sodelovanje z ameriškim podjetjem Cisco, vodilnim svetovnim podjetjem za 
omrežne komunikacije.  
Izpostavljena sta dva scenarija, katerih konfiguraciji sledita. Prvi vključuje samo eno 
upravljano omrežno stikalo, kar predstavlja enostavnejšo konfiguracijo v industrijski 
avtomatizaciji, drugi scenarij pa je zapletenejši, saj vključuje povezovanje dveh 
industrijskih aplikacij, ki sta med seboj povezani preko dveh upravljanih stikal. 
Omenjena scenarija sem izbral z namenom, da demonstriram promet med napravami 
preko enega stikala in v drugem primeru med dvema različnima sistemoma, ki med 
seboj komunicirata. Na obeh konfiguracijah sem se opredelil do problemov, ki se v 
praksi neredko dogajajo, ko lahko sistem zaradi preobremenitve oz. napačne 
konfiguracije upravljanih stikal začne delovati nepravilno ali pa sploh ne deluje. Moja 
hipoteza namreč je, da se lahko s pomočjo različnih funkcij upravljanih stikal promet 
uredi in potem sistem spet začne delovati pravilno.  
Uporabljena oprema v magistrskem delu se nanaša na široko opisani industrijski 
ethernet protokol Ethernet/IP. V obeh scenarijih sem za simulacijo industrijskega 
okolja uporabil naprave, ki se v takšnem okolju največkrat uporabljajo. Gre za 
deterministične naprave (krmilnik, distribuirane enote, frekvenčni pretvorniki, servo 
pogoni…) in tudi nedeterministične, za katere sem uporabil dve IP kameri, ki za 
svojega odjemalca uporabljata računalnik. V prvem primeru sem vzpostavil omrežni 
promet, ki je tudi sicer v tovrstnih okoljih vzpostavljen samo z napravami. V drugem 






Slika 45: Prva uporabljena konfiguracija 
Namen praktičnega dela naloge je v prvem delu zajeti in analizirati pakete, ugotoviti, 
koliko pasovne širine zasedejo in ali ustrezajo nastavitvi RPI na vsaki napravi. RPI 
(Request Package) interval je namreč nastavitev, katerega časovna enota je ms in 
pomeni, da naj naprava drugi napravi pošilja posamezen paket npr. vsaki 2 ms. Z 
nastavitvami, ki so v delu prikazane še podrobneje, sem želel doseči situacijo, ko bi si 
naprave pakete med seboj pošiljale tako pogosto, da bi le-ti prišli na mejo zmogljivosti 
omrežja in bi pričeli izostajati oz. bi naprave izgubile povezavo.  
To je pomembna razlika med IT in industrijsko omrežje, kjer so naprave v 
industrijskem omrežju praviloma deterministične, v IT omrežju pa nedeterministične 
in lahko podatek brez posledic zaostaja za nekaj sekund ali celo več. Pri industrijskem 
omrežju se to ne sme zgoditi, ker v tem primeru naprave (krmilnik, servo pogoni, 
oddaljene IO enote) ne bodo delovale pravilno ali sploh ne bodo delovale. 
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V primeru Ethernet/IP je večina naprav determinističnih in zato uporabljajo UDP 
protokol. Za časovno manj zahtevne procese pa se navadno uporablja TCP; tudi v 
mojem analiziranem primeru video kamera uporablja TCP. 
Ugotovil sem, da je v konkretnem primeru naprav na celotni testnem omrežju premalo, 
kar pomeni, da generirajo premalo podatkovnega prometa. Da bi lahko omrežje 
preobremenil, sem si pomagal tako, da sem na posameznih portih pripiral samo 
pasovno širino, ki bi jo omrežno stikalo še spustilo skozi port.  
V drugem primeru sem demonstriral, kako deluje prioretizacija paketov na 
obremenjenem omrežju in katere so uporabljene tehnike.  
5.1 Prvi scenarij, uporabljen na testnem poligonu 
Uporabil sem več različnih nastavitev naprav, da bi bilo v analizi zajema programa 
Wireshark laže identificirati pakete glede na nastavljen RPI. Uporabljeno je bilo 
upravljano omrežno stikalo in nanj povezane vse naprave iz seznama. Kot prikazuje 
Slika 45, sem  za simulacijo mojega testnega omrežja uporabil dva krmilnika (port Fe 
1/1 in Fe 1/3), frekvenčni pretvornik (Fe 1/2) , distribuirano IO enoto ( Fe 1/6) ter IP 
kameri (Fe 1/4 in Fe 1/5). 
Razlikujejo se nastavitve samih naprav in seveda tudi omrežnega stikala. V vseh 
primerih sem promet na stikalu zajemal s programom Wireshark, s katerim je kasneje 
narejena tudi analiza paketov na omrežju. Sledijo poglavja, ki bodo opisala različna 
stanja. 
5.1.1 Normalno stanje 
Vse naprave so nastavljene optimalno, da podatkovni prenos poteka neovirano, kar 
pomeni, da je paket oddan in dostavljen brez zamud. Torej so tudi naprave brez napak. 
V konfiguracijo krmilnika z IP naslovom 192.168.7.63 (na spodnji sliki označeno z 
rdečo 3) je povezana oddaljena IO enota z IP naslovom 192.168.7.65 (na spodnji sliki 
označeno z rdečo 5), na kateri so štirje IO moduli (na spodnji sliki označeno z rdečo 
4), ki omenjenem krmilniku pošiljajo podatke o stanju, in sicer po Ethernet/IP (na 
rezultatih ENIP) protokolu kot Unicast (na spodnji sliki označeno z rdečo 1) podatek 
vsaki 2 ms (RPI) (na spodnji sliki označeno z rdečo 2). Shema prve uporabljene 







Slika 46: Nastavitev krmilnika in nanj povezane dist. IO enote 
Ta isti krmilnik je vpleten še v eno deterministično komunikacijo z drugim krmilnikom 
z IP naslovom 192.168.7.54, in sicer je med njima konfigurirana t.i. Producer-
consumer komunikacija, kjer prvi krmilnik pošilja (na sliki spodaj z rdečo 4) drugemu 
dva taga (na sliki spodaj z rdečo 1) (set 5 in set 6 (tip real(100) (na sliki spodaj z rdečo 
5), kot polje 100 realnih števil)). Paketi se prav tako pošiljajo z RPI 2 ms (na sliki 




Slika 47: Nastavitev produced-consumed komunikacije 
 
Na drugi strani pa je krmilnik z IP naslovom 192.168.7.54, kot je zgoraj opisano, ki  
komunicira s prvim krmilnikom Produce-consume, nanj pa je priključen frekvenčni 
pretvornik z IP naslovom 192.168.7.55. Produced-consumed komunikacija je 
nastavljena na enak način z enakim RPI, le da je v tem primeru krmilnik sprejemnik. 






Slika 48: Nastavitev drugega krmilnika, porabnika (consumer) 
 
Na spodnji sliki je nastavitev povezave s frekvenčnim krmilnikom (na sliki z rdečo 3), 
ki je nastavljen podobno, Unicast (na sliki z rdečo 2), le da ima RPI nastavljen na 5 ms 





Slika 49: Nastavitev frekvenčnega pretvornika. 
 
5.1.2 Stanje, kjer so deterministični podatki ogroženi 
V tem drugem primeru sem na vseh napravah (oddaljena IO enota in frekvenčni 
regulator) izklopil metodo Unicast, kar pomeni, da je vsaka od naprav pričela oddajati 
pakete ENIP na način Multicast. To je pomenilo, da je bilo moje omrežje preplavljena 
z Multicast paketi, ki so omrežje samo obremenjevali. Naprave so sicer ostale brez 
napak, a so, kot bom kasneje prikazal v analizi prometa s programom Wireshark, 
paketi zamujali. V primeru, da bi na opremi bila aktivna kakšna časovno zahtevna 
aplikacija, npr. kakšen farmacevtski proces, bi to lahko povzročilo nepravilno 
delovanje same naprave oz. bi produkt na koncu procesa bil neuporaben. Na spodnji 
Slika 50 je prikazan primer za frekvenčni pretvornik, ki bi v našem primeru lahko 






Slika 50: Preklop frekvenčnega regulatorja v način Multicast 
 
Enako sem storil na vseh ostalih omenjenih napravah. Seveda je posledično padla tudi 
pasovna širina na obeh kamerah, ki imata ob normalnem delovanju hitrost osveževanja 
slike 5 slik na sekundo, v konkretnem primeru pa znašala manj kot 1 sliko na sekundo. 
5.1.3 Uporaba funkcije IGMP snooping 
Naprave so ostale nastavljene enako kot v drugem primeru, le da sem tokrat vklopil 
funkcijo IGMP Snooping, ki je Multicast promet na omrežju blokirala in omogočila, 
da so ENIP paketi med napravami potovali brez zamud. 
5.1.4 Nastavitve upravljivega stikala v prvem delu 
S konfiguracije, ki je bila uporabljena v mojem testnem primeru, prehajam na funkcijo, 
ki se imenuje Port treshold; seveda se pri različnih proizvajalcih pojavljajo različna 
imena. Okno za nastavitev te omejitve je prikazano na spodnji Slika 52. Možne so 





Slika 51: Okno za nastavitev omejevanja vhodnega prometa(angl. Incoming port treshold) 
 
 
Slika 52: Okno za nastavitev omejevanja izhodnega prometa (angl. Outgoing port treshold) 
Kot je omenjeno že zgoraj, se namreč lahko zgodi, da naprava, kot je npr. krmilnik, ne 
zmore več pošiljati toliko podatkov v tako gosto definiranih intervalih. Ozko grlo 
postane pravzaprav krmilnik in ne omrežno stikalo. Naprava je v stanju napake in ne 
deluje več tako, kot bi morala. Dandanes so mrežna stikala v tem smislu enostavno 
preveč zmogljiva.  
Da sem ves čas testiranja lahko opazoval, kaj se v mojem omrežje dogaja, sem promet 
na samem omrežnem stikalu zajemal s programskim paketom Wireshark. To je 
zmogljivo orodje, ki omogoča zelo natančno spremljanje prometa med napravami. 
Promet sem zajemal na upravljanem omrežnem stikalu, na katerega so bile naprave 
povezane v zvezdasti (angl. star) topologiji. Na omrežnem stikalu sem uporabil 
funkcijo t.i. prisluškovanja portov (angl. PORT mirroring), kjer se podatki iz izbranih 
portov zrcalijo na konkretni izbrani port; nanj sem bil priključen z računalnikom, na 
katerem se je izvajal tudi programski paket Wireshark. V konkretnem primeru sem za 
konfiguracijo moral uporabiti CLI, ker preko drugih načinov niso možne nastavitve za 







naprava koda opis MAC IP naslov 
Fa 1/1 PLC 2 CMX 
L18ERM 
L18ERM Compact Logix 
krmilnik 
E4-90-69-9D-58-93 192.168.7.54 
Fa 1/2 PowerFlex 525 PF525 Frekvenčni pretvornik 00-1D-9C-E1-6F-
DE 
192.168.7.55 
Fa 1/3 PLC 5 CMX 
L16ER 





Fa 1/4 IP kamera 1 CAS-700 Tehna IP kamera 00-03-1B-59-F4-73 192.168.7.69 
Fa 1/5 IP kamera 2 AP-009 Moja IP kamera 00-B2-14-0A-6A-
BB 
192.168.7.70 
Fa 1/6 Point IO 1734-
AENTR 
Distribuirana IO enota E4-90-69-A0-28-39 192.168.7.65 
Fa 1/7           
Fa 1/8 video klient   Virtualni računalnik 00-0C-29-3C-B4-
AE 
192.168.7.18 
Gi 1/1 Wireshark   Osebni računalnik 10-DD-B1-A4-A3-
3E 
192.168.7.17 
Gi 1/2           
 
Tabela 11: Tabela priključenih naprav po portih z njihovimi naslovi 
 
Nastavitve sem izvedel tako, da se vsi porti od Fa 1/1 do Fa 1/8 zrcalijo na Gi 1/1; tako 
je bilo mogoče spremljati promet na omrežnem stikalu. Če te funkcionalnosti ne bi 
uporabil, bi vsaka naprava, ki bi jo z Wiresharkom spremljal, komunicirala preko 
samega računalnika, na katerem je nameščen Wireshark, in slika prometa ne bi bila 
realna. Razlaga iz konkretnega primera: če dve napravi z IP naslovoma 192.168.7.63 
in 192.168.7.54 izmenjujeta podatke medsebojno, bi to v primeru neuporabe zrcaljenja 
izgledalo, kot da je med njima še en posrednik. Torej  192.168.7.63 → 192.168.7.54, 
namesto 192.168.7.63 → 192.168.7.18 in 192.168.7.54 → 192.168.7.18. 
5.1.5 Zajem podatkov z programskim paketom Wireshark 
Wireshark je zelo zmogljiv in po svetu razširjen programski paket za zajem in analizo 
prometa na ethernet omrežju. Pakete razvršča po času s točnostjo mikrosekunde, sledi 
mu IP naslov izvora paketa (angl. source), IP naslov destinacije (angl. destination) in 
še v zadnjem stolpcu informacija o paketu. Pakete je možno filtrirati po nešteto 
možnostih, po IP izvorne naprave, protokolu… Za lažje ločevanje je mogoče poljubno 
nastavljati tudi različne barve, največkrat po protokolu. 
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5.1.6 Analiza prvega dela normalnega stanja 
V vsakem od treh primerov sem uporabil pošiljanje paketa protokola ENIP Produce-
consume, torej dveh tagov (REAL (100)) od krmilnika z IP naslovom 192.168.7.63 do 
krmilnika z IP naslovom 192.168.7.54. To je razvidno tudi v samem filtru. Paketi so 
bili nastavljeni z RPI na 2 ms. Kot prikazuje spodnja Slika 53, si paketi dolžine 462 
bytov sledijo v razmakih 2 ms. Zadnji stolpec ponazarja, da ima vsak paket svoj ID, 
po katerem mu lahko sledimo. 
 
Slika 53: Analiza prometa med dvema krmilnikoma produce-consume 
Naslednji zajem prometa se odvija med IO enoto z IP naslovom 192.168.7.65 in 
krmilnikom 192.168.7.63, kjer imamo definirano, da vsak od štirih modulov pošilja 
podatek krmilniku vsaki 2 ms. Paketi so dolžine povprečno 70 bajtov. 
 






Nato sledi promet med frekvenčnim regulatorjem in krmilnikom. Na spodnji Slika 55 
so samo paketi tipa ENIP, in sicer dolžine 70 bajtov ter presledka točno 5 ms. 
 
Slika 55: Promet med frekvenčnim regulatorjem in krmilnikom 
Naslednja slika prikazuje analizo prometa obeh IP kamer; ker gre praktično za 
prikazovanje enakega prometa, sem ju s pomočjo filtra in primernega sortiranja zložil 
na isto sliko. Vidimo, da so paketi veliki, kolikor so lahko, in  da so pravzaprav 
razdeljeni na več delov, saj večji od 1514 bajtov ne morejo biti. Kasnejši graf 




Slika 56: Analiza prometa dveh IP kamer do klienta 
 
Na zgornji Slika 56 ima IP kamera 1 IP naslov 192.168.7.69, IP kamera 2 
192.168.7.70, IP adresa pa je računalnik, na katerega se prenaša živa slika. 
Podatki na naslednji sliki prikazujejo statistiko opisanega zajema. 
 






Slika 58: Grafični prikaz celotnega zajema 
Zadnji konkretni primer prikazuje grafični zajem. Zaradi lažjega razlikovanja sem tudi 
tukaj uporabil filtre. Kameri se razlikujeta po ločljivosti slike (roza – večja;  modra – 
manjša). Vidimo lahko, da kamera oddaja 5 slik na sekundo. 
V prvem delu normalnega stanja sem ugotovil, da paketi prihajajo deterministično, 
torej brez izostankov in v vnaprej nastavljenih intervalih. 
5.1.7 Primer, kjer so deterministični podatki ogroženi 
Kot sem že v poglavju 5.1.2 nakazal, so determinizem pokvarili Multicast podatki; le-
ti so omrežje tako preplavili, da so paketi pričeli zaostajati oz. se izgubljati. 
 
Slika 59: Nefiltrirana vsebina paketov 
Na zgornji Slika 59 vidimo, da je na prikazanem odseku Multicast podatkov precej več 
kot Unicast in je zato pričakovati, da bo omrežje bolj obremenjeno. Naslednja Slika 
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60 prikazuje promet med krmilnikoma Produce-consume; ugotovimo lahko, da si 
paketi ne sledijo več na 2 ms, kot je bilo predvideno v nastavitvah. 
 
Slika 60: Zajem paketov med produce-consume krmilnikoma 
 
Slika 61: Zajem podatkov me IO enoto in krmilnikom 
Zgornja Slika 61 prikazuje, da so se časi podaljšali za 4-krat, v enem primeru celo za 
16-krat. Zanimivo pa je, da je bil v drugo smer, torej od 192.168.7.65 na 192.168.7.63, 






Slika 62: Promet od krmilnika proti frekvenčnem pretvorniku 
 
Povečani Multicast promet je vplival tudi na delovanje obeh kamer, ki sta pričeli delati 




Slika 63: Pošiljanje paketov z obeh kamer 
 
Slika 64: Graf prometa podatkov v drugem primeru 
Na Slika 64 je lepo razvidno močno omejeno delovanje kamer v primerjavi z grafom 
iz prvega primera. »Špice« (roza in modra barva) se od prve in druge kamere pojavljajo 






5.1.8 Tretji primer zajema prometa- determinizem ponovno vzpostavljen 
V konkretnem tretjem primeru so nastavitve naprav enake kot v drugem primeru. Torej 
je nastavitev RPI časov enaka za vse naprave, Unicast je izklopljen, vklopljena pa je 
funkcija, ki je vgrajena v upravljanem omrežnem stikalu − IGMP snooping.  
 
Slika 65: Nastavitev IGMP snooping funkcije na Stratix 5700 stikalu 
IGMP snooping funkcija je opisana v naslednjih poglavjih, v tem primeru pa je 
potrebno poudariti njeno vlogo − usmerja Multicast pakete na naslovljene naprave; če 
pa naprav s temi naslovi ni, jih blokira. Posledično se determinističen promet spet 
vzpostavi, da časovna sinhronizacija deluje in paketi prispejo na svoj cilj v zahtevanem 
času. 
 
Slika 66: Nefiltriran zajem podatkov iz tretjega primera 
Ta primer dokazuje, da v nefiltriranem prometu ni Multicast paketov oz. paketov z 
neobstoječim naslovnikom.  
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Sledi zajem paketov med dvema krmilnikoma Produce-consume komunikacije. 
 
Slika 67: Zajem podatkov med krmilnikoma produce-consume 
Vidimo, da so podatki spet urejeni in brez zaostankov, pojavljajo se v sekvencah po 2 
ms. 
Isto velja tudi za promet med IO enoto in krmilnikom. 
 
 






Slika 69: Zajem podatkov med frekvenčnim pretvornikom in krmilnikom 
 
 





Slika 71: Statistika zajema podatkov tretjega primera 
 
 
Slika 72: Graf zajema prometa za tretji primer 
 
Graf zajema prometa za tretji primer prikazuje, kar je značilno tudi za druge primere, 
podatkovni promet IP kamer, ki je v tem zadnjem primeru spet normalen. 
 
Vsi trije predstavljeni primeri potrjujejo, da funkcija IGMP snooping deluje. Tudi v 
mojem testnem primeru so kljub Multicast poplavi vse naprave še vedno ostale 
povezane, čeprav iz izkušenj lahko trdim, da se mnogokrat v primerih ustvarjanja 
ozkega grla dogaja, da moduli ali naprave izgubijo povezavo do naprav, s katerimi 
komunicirajo ali pa do posameznega IO modula v seriji modulov. Torej je motena 
komunikacija, ker naprave zaradi preobremenjenosti omrežja ne uspejo pošiljati 





5.2 Prioretizacija prometa (drugi del praktičnega dela) 
V drugem delu sem uporabil malo bolj zapleteno konfiguracijo, kjer sta vključeni dve 
enaki upravljani omrežni stikali Stratix 5700, na kateri so priključene različne naprave, 
ki preko povezave med njima komunicirajo; na tej povezavi sem s programom 
Wireshark zajemal promet. Slika 73 prikazuje to drugo konfiguracijo. 
 
Slika 73: Druga konfiguracija praktičnega dela 
Naprave so konfigurirane tako, da praviloma komunicirajo z drugo napravo, ki se 
nahaja na drugi strani, na drugem upravljanem omrežnem stikalu. Če bi naprave bile 
razporejene tako, da bi komunicirale med seboj in bile na istem omrežnem stikalu, ne 
bi obremenjevali omrežja, ker bi se podatki pošiljali kar direktno preko sosednjih 
portov. 
Ker pa je tudi v tem primeru naprav za polno obremenitev oz. preobremenitev premalo, 
sem uporabil druge metode. S programskim orodjem Iperf sem generiral v TCP ali 
UDP pakete, s katerimi sem link med stikaloma popolnoma obremenil (Fa1/8 in 
Fa1/8). Programski paket deluje tako, da je en računalnik server, drugi pa klient. V 
mojem primeru je računalnik z IP naslovom 192.168.7.19 pošiljal TCP ali UDP promet 
preko stikal z IP naslovoma 192.168.7.11 in 192.168.7.10 na računalnik, ki je pakete 
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prejemal (IP je 192.168.7.40). Edina naprava za generiranje  TCP prometa v omrežje 
je bila še kamera z IP naslovom 192.168.7.69, ki je sliko pošiljala na računalnik 
192.168.1.18, ki je pravzaprav virtualni računalnik na računalniku 192.168.7.19.  
Ugotavljam sicer, da je opreme v mojem testnem poligonu premalo za polno 
obremenitev in posledično je promet potekal temu primerno, vendar je pomembno 
razumevanje, kako se lahko v takšnih primerih, ko je omrežje zelo veliko, ukrepa. Iz 
svojih izkušenj namreč lahko povem, da se pri naši veliki stranki kar pogosto dogaja, 
da omrežje enostavno ne funkcionira več.   
5.2.1 Uporaba tehnik za prioretizacijo prometa 
Velja omeniti, da so vse naprave na vsakem stikalu v istem VLAN-u, tako da prioritete 
na ta način ni možno izvajati. To omenjam zato, ker je tudi to eden izmed načinov 
razvrščanja prometa po prioriteti. Naprave, ki imajo isto stopnjo prioritete, povežemo 
v en VLAN, druge v drug in potem posameznim LAN-om postavimo prioritete. 
Sam sem se lotil že omenjene druge tehnike, in sicer Quality of Service ali krajše QoS. 
Predstavlja funkcionalnost, ki je najbolj razširjena, in vsebuje tudi ogromno možnosti, 
po katerih lahko promet prepoznavamo, označujemo, obtežujemo, razvrščamo. 
Torej z uporabo QoS promet razvrstimo po prioritetah, upravljamo s čakalnimi 
vrstami, da preprečujemo zastoje, in tako napravam omogočimo neovirano 
komunikacijo. 
 
5.2.2 Analiza prioritizacije na drugem praktičnem primeru 
Nastavitve naprav se v nobenem od treh primerov niso spreminjale − iste naprave 
komunicirajo z istimi z enakim RPI (glej spodnjo tabelo). 
Tudi drugi praktični primer sem razdelil na tri dele: 
- Normalno stanje (QoS funkcionalnost na vseh nivojih izklopljena). 
Prikazano je stanje v omrežju v normalnem stanju, kjer podatkov, ki se izmenjujejo 
med napravami, ni veliko. 





V tem primeru sem v omrežju z generatorjem TCP in UDP prometa obremenil samo 
omrežje in opazoval dogajanje. 
- Urejeno stanje (QoS funkcionalnost vklopljena in nastavljena na različnih 
nivojih). 
Tudi tukaj sem z generatorjem prometa omrežje obremenil, s pomočjo nastavitev QoS 
sem dosegel, da so se podatki, ki so prioritetni, spet uredili, podatki, ki pa niso imeli 
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Slika 74: Posnetek prometa iz programa Wireshark 
 
Slika 74 prikazuje izbrani paket 50, ki predstavlja komunikacijo med krmilnikom in 
servo pogonom; v spodnji polovici so jasno vidni vsi podatki o paketu: izvor, 
destinacija, tip protokola na Layer 2 in Layer 3, DSCP koda. V tem primeru je DSCP 
koda 55, kar pomeni najvišjo prioriteto v ujetem prometu. Gre namreč za »Motion 











5.2.3 Normalno stanje (drugi primer) 
Analiza prometa v sklopu drugega primera je prikazana na grafu prometa, kjer je jasno 
razvidno, kaj se dogaja s paketi. 
 
Slika 75: Graf normalnega stanja 
Graf na Slika 75 prikazuje podatke vseh paketov s prioriteto 47, 55, 27, 0 ter IP kamero 
(0); le-ta je na grafu prikazana z zeleno krivuljo. 
 
5.2.4 Neurejeno stanje 
V tem primeru sem v omrežje generiral TCP ali UDP promet s pomočjo generatorja 
prometa. Na grafu je lepo razvidno, da so vsi paketi v času od 6,5. sekunde do 26,5. 
sekunde, ko je trajala generacija, močno moteni. To pomeni, da zaostajajo ali se 
izgubljajo. V tem času so se začasno prekinile tudi povezave med napravami; naprave 
so tudi javile napako v povezavi. 
 





5.2.5 Urejeno stanje 
V tem zadnjem primeru sem primerno nastavil QoS funkcije glede na DSCP vrednosti.  
 
Slika 77: Graf prometa v primeru vključenih QoS funkcij 
Vsi prioritetni podatki so tako 6. sekundo in po 26. sekundi prehajali neovirano (rdeča, 
modra in roza linija), le IP kamera (zelena krivulja) je bila popolnoma zadušena. To 


















5.3 Ugotovitve iz praktičnega primera in primerjava naprav, 
namenjenih za industrijska omrežja, z običajnimi IT omrežnimi 
napravami  
Na osnovi praktičnega dela sem prišel do ugotovitve, da je ob dobrem poznavanju 
delovanja naprav, ki se pojavljajo na industrijskem ethernetu, mogoče zelo dobro 
nadzirati in omejevati promet. Glede poznavanja delovanja naprav imam v mislih 
predvsem, da razumemo, kakšni so načini pošiljanja podatkov, ali za to uporabljajo 
TCP ali protokol UDP, kakšni so intervali pošiljanja paketov (RPI) ter kako so paketi 
označeni (DSCP). 
Poudariti velja, da so sicer omrežne naprave v sami osnovi enake kot so IT omrežne 
naprave, le da so za industrijsko okolje dograjene s funkcijami, ki poznajo promet v 
industrijskem ethernet omrežju (v mojem primeru Ethernet/IP omrežju) in so že 
prednastavljene tako, da jih lahko strokovnjak za industrijsko avtomatizacijo uporabi 
brez poglobljenega znanja o omrežnih komunikacijah. Konkretno so za QoS v tabelah 
že uporabljeni filtri in prioritetne liste.  
 
Slika 78: Prednastavljene QoS funkcije 
Vodilno svetovno podjetje Cisco, proizvajalec uporabljenega omrežnega stikala, je v 
sodelovanju s podjetjem Rockwell Automation v samo stikalo že vgradil 
funkcionalnosti, ki so značilne in uporabne v industrijskem okolju, konkretno z 
uporabo Ethernet/IP protokola. Kljub temu pa omogoča strokovnjaku za omrežne 
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tehnologije, da ima takšno upravljano omrežno stikalo vse funkcionalnosti, ki jih tudi 
normalna IT stikala vsebujejo. Na Slika 78 vidimo nastavitve, ki so že prepodrobne za 
inženirja avtomatizacije. Zanj je namenjen web dostop in nastavitev t.i. pametnih 
portov (angl. smartports), s katerimi stikalu povemo, katere naprave so priključene na 
kateri port. Na osnovi te nastavitve se na samem stikalu pripravijo vse potrebne 
pravice, prioritetne (QoS) nastavitve in podobno. 
 
Slika 79: Nastavitev t.i. pametnih portov (angl. smartports) 
 
Z uporabo teh nastavitev omrežno stikalo ve, katera naprava je na port priključena, 
kako prioritetni so njihovi paketi (DSCP), da ustrezno pripravi QoS − torej vse, kar je 











6 Zagotavljanje varnosti na industrijskih ethernet omrežjih 
V 8. poglavju je sicer govora o združevanju ethernet omrežij, na tem mestu pa je 
potrebno še posebej izpostaviti problem varnosti že pri samem načrtovanju kot tudi 
kasneje pri vseh nadgradnjah, dogradnjah in vzdrževanju. Industrijska omrežja so bila 
do nedavnega ločena od ostalega omrežja, ker preprosto za to ni bilo potrebe in tudi 
volje s strani IT oddelka, ki je praviloma skrbel za ethernet omrežje v podjetju. 
Potrebno je bilo samo poskrbeti, da nepooblaščene osebe fizično niso mogle dostopati 
do industrijske opreme. Vendar pa sodobni trend povezovanja naprav z namenom 
večje proizvodne produktivnosti, zmanjševanja časa od izdelave do polic v trgovini 
narekuje potrebo po vedno večji varnosti. Vedno več je naprav, ki niso povezane med 
seboj samo v okviru podjetja, ampak preko  interneta – in takšnega povezovanja bo v 
prihodnosti še več.  
Če je slabo poskrbljeno za varnost, je lahko škoda zelo velika. Izgubimo lahko zaupne 
poslovne podatke, intelektualno lastnino, povzročen je lahko izpad proizvodnje, kvar 
naprav oz. poškodbe ljudi, okoljska škoda ipd. Do vsega tega pa lahko pride namerno 
ali nenamerno. Zato bom v tem poglavju poskušal predstaviti najbolj pogoste prakse 
za zagotavljanje varnosti in glavne funkcije (protokole, servise…) omrežne opreme. 
Pri identifikaciji kakršnegakoli varnostnega rizika si je potrebno odgovoriti na vsaj tri 
osnovna vprašanja: 
- Kakšne so posledice? 
- Kakšna je možnost, da se rizičen dogodek ponovi? 
- Kakšen je strošek preprečitve rizičnega dogodka v primerjavi s stroškom 
dogodka, ki se je zgodil? 
Jasno je, da je zelo veliko načinov preprečevanja rizičnih dogodkov in da ne obstaja 
nobena čudežna naprava ali pristop, ki bi omrežje popolnoma zaščitila. Potrebno je 
vzpostaviti sistem, ki bo na vseh nivojih v globino preprečeval neljube dogodke. V 
angleščini temu pravimo »Defense in Depth« in se nanaša na fizično in elektronsko 
oz. programsko zaščito. Fizično bi to pomenilo, da lahko ima dostop do omrežnih 





virtualne prepreke, požarni zidovi in podobno. Programska zaščita pomeni, da imajo 
naprave zadnje različice programske opreme in anti-virusne zaščite. 
Ker pa je praktično nemogoče omogočiti 100 % varnost, je potrebno sistem načrtovati 
in zgraditi tako, da bo ob morebitnem varnostnem dogodku čas za vzpostavitev 
normalnega stanja čim krajši. Torej morajo biti uporabniki dobro seznanjeni in 
usposobljeni, kako ravnati v takšnih primerih. Imeti morajo varnostne kopije 
programov, nastavitev naprav, dokumentacije in načrtov opreme. 
Omeniti velja, da je pristop k varnosti različen za poslovno (IT) omrežje in industrijsko 
(proizvodno) omrežje. IT omrežje ima, izvzemši podatkovne centre in strežnike, 
relativno nizke potrebe po determinizmu in razpoložljivosti. Uporabnik v poslovnem 
omrežju lahko brez težav počaka na podatek nekaj sekund, npr. da se mu prikaže 
spletna stran v celoti oz. ob težavi lahko brez večjih posledic počaka tudi nekaj ur, da 
jo odpravijo. Kar pa je za industrijska omrežja ravno nasprotno. Potreba po podatku se 
šteje v milisekundah, razpoložljivost pa mora biti praktično 100 %. Razmejitev med 
poslovnim in industrijskim omrežjem mora obstajati; nalogo razmejitve opravlja 
požarni zid (angl. firewall), ki pregleduje in filtrira ves promet med obema omrežjema.   
6.1 Neobčutljivost omrežne opreme 
Z vidika varnosti je pomembno, da so industrijska omrežja zelo zanesljiva, saj je 
industrijsko okolje precej bolj zahtevno kot pisarniško. Vibracije, visoke temperature, 
prah, elektromagnetne motnje so okoliščine, ki jih mora industrijsko omrežje prenesti. 
Izpadi proizvodnje, ki nastanejo kot posledica nedelovanja omrežne opreme, so lahko 
zelo dragi.   
Prav s tem namenom se v zelo zahtevnih procesih zahteva redundančna oprema, 
redundančne povezave, kjer se lahko ob napaki naprave ali komunikacijske povezave 
le-ta vzpostavi preko redundančne opreme. Za te namene je bil sprejet standard IEEE 
802.1D, ki opisuje STP18 in kasneje izboljšan IEEE 802.1W, ki opisuje RSTP19. Novi 
standard zagotavlja višje zmogljivosti, hitrejše preklopne čase (nekaj ms). 
                                                     
18 STP- Spanning Tree Protocol 
19 RSTP- Rapid Spaning tree Protocol 
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6.1.1 Device Level Ring (DLR) protokol 
V Ethernet/IP omrežjih poznamo DLR protokol (Layer 2), ki omogoča redundanco na 
»ring« topologiji s pomočjo vgrajenega dvojnega omrežnega porta na vsaki napravi; 
eden je primaren in eden sekundaren. V DLR obroču mora ena od naprav biti določena 
za nadzorno in vsaj ena za pomožno nadzorno napravo, ki ves čas pošilja po ringu 
kontrolni okvir (angl. beacon frame). Če ta okvir naleti na pokvarjeno napravo ali 
nedelujočo povezavo med dvema napravama, promet preusmeri po drugi poti. 
Sposobnost preklopa v drug način delovanja ob napaki je 5 ms za 50 priključenih 
naprav. Sicer pa je DLR protokol definiran s strani organizacije ODVA, tako da je 
predstavlja odprt protokol, ki ga v največji meri uporabljajo Ethernet/IP naprave. 
6.1.2 EtherChannel protokol 
Ta protokol omogoča, da povežemo več fizičnih portov v eno logično povezavo za 
doseganje večje pasovne širine, ker porazdelimo promet na dva kanala, istočasno pa 
zagotavljamo fizično redundančno povezavo. Tako lahko v en EtherChannel 
združujemo od 2−8 aktivnih 100Mbs ali 1Gbs portov. Temu drugače pravimo tudi 
»link« ali »port aggregation«. Je pa za tip povezave potrebna topologija redundančne 
zvezde. Posledično to pomeni neobčutljivost na prekinjeno povezavo med dvema 
omrežnima stikaloma. 
Ko govorimo o združevanju povezav v EtherChannel, je seveda ključna prednost tega 
protokola ta, da je neobčutljivost na prekinjeno povezavo toliko večja, saj se v primeru 
prekinitve ene povezave ves promet preusmeri na preostale. Če pa je aktiven STP 
protokol, le-ta prekine eno od redundančnih povezav. Velja poudariti naslednje: 
EtherChannel omogoča, da je povezava redundančna, istočasno pa pasovna širina 






Slika 80: Redundančna zvezdasta povezava: Levo aktiven STP protokol, desno pa 
EtherChannel 
 
6.1.3 Resilient Ethernet Protocol (REP) 
REP protokol je alternativa Spanning tree protokolu − nadzira skupino portov, ki so 
povezani v segment, in skrbi, da se znotraj segmenta ne pojavljajo kakšne zanke in 
napake na povezavah. En segment je pravzaprav veriga med seboj povezanih portov. 
Vsak segment se sestoji iz standardnih prehodnih portov in dveh robnih portov 
(začetek in konec).  
Iz REP segmentov, ki imajo vsak svojo unikatno identifikacijo, lahko tvorimo skoraj 
vse tipe ethernet omrežij.  
6.2 Uporaba upravljanih omrežnih stikal (angl. managed switch) 
Upravljana omrežna stikala so namenjena ravno temu, da z njihovo uporabo v ethernet 
omrežjih minimiziramo možnost napak, namernih ali nenamernih napadov na samo 
omrežje oz. naprav v njem. Je pa eno od prvih pravil, da spremenimo tovarniško 
nastavljeno uporabniško ime in geslo. 
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6.2.1 MAC ali IP port varnost  
Upravljana omrežna stikala imajo možnost različne nastavitve za vsaki port posebej. 
Glede varnosti lahko trdimo, da so na voljo že osnovne in zelo uporabne funkcije, in 
sicer IP ali MAC filtriranje. To pomeni, da dovoljujemo priklop naprave s točno 
določenim MAC ali IP naslovom. Prav tako lahko vezano na ta naslov uporabimo 
vgrajene varnostne funkcije, ki lahko filtrirajo samo določen tip podatkov. Tako že z 
osnovnimi funkcijami lahko preprečujemo nepooblaščenim osebam enostaven dostop 
do omrežja z napravami. Glede porabe portov svetujemo naslednje: porte, ki jih ne 
uporabljamo, enostavno onemogočimo. 
Upravljano omrežno stikalo Stratix 5700 in tudi mnoga ostala naprednejša stikala 
poznajo funkcionalnost pametnih portov (angl. smartports), kjer  nastavimo, kakšna 
naprava se bo na ta port povezovala. Omrežno stikalo bo zaznalo MAC naslov, ki se 
bo prijavil prvi, in potem nadaljnjih prijav drugim napravam ne bo več dovolilo.  
6.2.2 VLAN- virtualno lokalno omrežje (Virtual LAN) 
Zelo pogosta in učinkovita praksa pri zaščiti omrežij je ločevanje posameznih skupin 
naprav na virtualno ločene enote ali VLAN-e. Temu pravimo tudi segmentacija 
omrežij, o čemer je že zapisano v posebnem poglavju. Na ta način preprečujemo, da 
bi vdor ali kakšna druga napaka vplivala na sosednje naprave ali celo na celotno 
omrežje. Prav tako lahko omejimo tudi povečan prenos − pretakanje podatkov na 
ostale dele omrežja. Vsa moderna upravljana omrežna stikala to funkcijo že imajo in 
jo lahko poljubno gradimo z izbiro poljubnih portov na samem stikalu. VLAN 






Slika 81: Uporaba VLAN na upravljanem industrijskem omrežnem stikalu Stratix 5700 
 
Primer nenamerne povzročitve škode oz. vdora v krmilnik, ki je vključen v industrijsko 
omrežje, to se v podjetjih dogaja, je, da inženir avtomatizacije, ki ima sicer vse pravice 
za popravljanje kode na določenem krmilniku zaradi potrebne spremembe procesa, 
popravi kodo na napačnem krmilniku in v najboljšem primeru povzroči samo 
zaustavitev proizvodnje. Lahko pa bi se zgodila nesreča, v kateri bi bili poškodovani 
ljudje, naprave… 
Kot je razvidno s Slika 81 (rumen okvirček), lahko v virtualno lokalno omrežje 
povezujemo tudi dve napravi iz drugih virtualnih LAN-ov. S pomočjo segmentacije 
omrežij torej lokaliziramo učinke incidentov, kot so: povečani podatkovni promet, 
virusi, črvi ali Denial of Service (DoS). 
Za razširitev podatkovne zmogljivosti med VLAN-i s pomočjo dveh omrežnih stikal 




Slika 82: VLAN "trunking" [4] 
 
Ker je v povprečju do 90 % podatkovnega prometa lokalnega  (npr. v eni proizvodni 
celici), je smiselno takšne celice ločiti na posamezna virtualna lokalna omrežja 
(VLAN-e). Med temi področji ali celicami je potrebno čim bolj omejiti pretok 
podatkov oz. dopustiti ravno toliko, kot je potrebno. Takšna segmentacija je bolj 
smiselna, ker je upravljanje prometa tako lažje in tudi upravljanje varnosti je 
enostavneje.   
  
6.2.3 QoS (Quality of Service) 
Je ena pomembnejših funkcionalnosti upravljanih omrežnih stikal, ker omogoča nekaj, 
kar je v industrijskih omrežjih zelo pomembno − da podatki pridejo na pravi naslov 
pravočasno. Prav tako določa, kako so paketi označeni, razvrščeni in upravljani glede 
na tip. Ethernet/IP naprave interno prioretizirajo podatke. Zato je pomembno, da z 
implementacijo QoS funkcionalnosti v omrežnem stikalu prioretizaciji dodamo še en 
nivo. Funkcija ne povečuje pasovne širine, ampak poskrbi, da podatki, ki imajo veliko 
časovno pomembnost, gredo prej naprej, ostali pa kasneje. 
Pri Ethernet/IP protokolu sta to na primer paketi za CIP motion (uporablja se pri 













0 (najnižji) Po najboljši moči (angl. best effort) 
1 V ozadju (angl.background) 
2 Standardno (rezerva) 
3 Odlično breme-Poslovno kritično (angl.excellent load) 
4 Kontrolno breme-multimedijski podatki (angl.controlled load) 
5 Zvok in video slika (odziv in zakasnitev <100ms) 
6 Layer 3 kontrolni podatki (odziv in zakasnitev <10ms) 
7 (najvišji) Layer 2 kontrolni podatki (najnižji odziv in zakasnitev) 
 
Tabela 13: Prioritete po kateri deluje QoS 
 
Za boljše razumevanje bom uporabil primer upravljanja servo pogonov (angl. motion 
control), ki v primeru Ethernet/IP uporablja že omenjena CIP motion in CIP sync, ki 
sta najvišje po prioriteti. QoS v našem primeru bazira na razlikovalnih storitvah (angl. 
differentiated services), ki pakete razvršča na osnovi vrednosti DiffServ Code Point 
(DSCP). Te vrednosti paketom pripenjajo same naprave (npr. krmilnik). 
Nahajajo se v glavi IP paketa, kot je to razvidno na spodnji Slika 83. 
 
Slika 83: Implementacijo QoS v IPv4 paketu [1] 
Klasifikacija je lahko narejena tudi na okvirju Layer-ja 2, kot je to v standardu 801.1D; 
v primeru Ethernet/IP pa je uporabljen Layer 3. 
99 
 
Spodnja tabela prikazuje razvrščanje CIP prometa glede na DSCP in 802.1D, kjer so 
navedene ODVA standardne vrednosti za DSCP in IEEE 1588 promet. Te vrednosti 
se lahko na samem stikalu spremenijo preko QoS. 










/ 59 (‘111011’) 7 





/ 47 (‘101111’) 5 
PTP sporočila od 
CIP sync 
CIP class 0/1 
Nujno (3) 55 (‘110111’) 6 CIP motion 
Po urniku (2) 47 (‘101111’) 5 Safety I/O,  I/O 
Visoka (1) 43 (‘101011’) 5 I/O 
Nizka (0) 31 (‘011111’) 3 Ni priporočljivo 
CIP UCMM 
CIP Class 3 
Vse 27 (‘011011’) 3 CIP sporočila 
 
Tabela 14: Tabela DSCP in 802.1D vrednosti 
Seveda je smiselno markiranje paketov, če jih naprave znajo prebrati in jih potem 
razvrstiti v enojne ali večvrstne čakalne vrste. Na srečo pa dandanes mnogo naprav 
pozna tovrstno prepoznavo in razvrščanje. 
 
 






Slika 85: Večvrstna čakalna vrsta [1] 
Naj omenim, da sem v mojem primeru imel opravka s paketi z oznako DSCP 55, 47, 
27 in 0. 
6.2.4 Internet Group Management Protocol – IGMP 
To je mehanizem, ki omogoča, da Multicast promet po omrežni infrastrukturi pride 
samo do končnih naprav, ki so po podatku izrazile zahtevo. To je eden najboljših 
načinov za optimizacijo prometa na industrijskem Ethernet/IP  omrežju. Na primer 
implicitni I/O podatki uporabljajo IP Multicast metodo za distribucijo kontrolnih 
podatkov, ki so v obliki CIP »Produce/consumer« modela. To pomeni, da je med 
dvema Ethernet/IP napravama ustvarjena podatkovna povezava z definiranim 
minimalnim časom (RPI20), v katerem mora podatek od pošiljatelja (angl. producer) 
do porabnika (angl. consumer).  Če IGMP funkcije ne bi bilo, bi bili Multicast paketi 
enostavno preusmerjeni na vse porte. 
IGMP snooping pa pravimo funkcionalnosti, ki Multicast pakete pregleduje od 
naprave do naprave in skrbi, da so le-ti dinamično preusmerjeni na porte, ki so 
povezani s to določeno IP Multicast skupino. 
                                                     




Slika 86: Multicast promet na omrežju z uporabo IGMP snooping-a 
 
6.2.5 Požarni zid (angl. firewall) 
Kot v stavbah je tudi v ethernet omrežjih požarni zid v funkciji prepreke, da se požar 
oz. podatkovni promet ne širi v drugo področje. V podjetju je požarni zid največkrat 
postavljen ravno na mejo med industrijskim in poslovnim delom, torej z njim 
omejujemo vnaprej definiran promet največkrat med lokalnim omrežjem in 
internetom. 
6.2.6 Demilitarizirana cona- DMZ (angl. De-Militarized Zone) 
DMZ storitev je uporabljena v kombinaciji s požarnim zidom.  Na primeru poslovnega 
in industrijskega omrežja, ki sta ločeni med seboj s požarnim zidom, ustvarimo varno 
področje, kjer lahko dostopamo do interneta. Tam postavimo tudi spletni strežnik, 
strežnik za elektronsko pošto, FTP ipd. To DMZ področje je navkljub temu, da je za 
požarnim zidom, najbolj izpostavljeno. Ampak žal drugače ne gre, ker so iz in do DMZ 
cone povezave veliko bolj zaprte in omejene. Tako varnostno rešimo problem rizika − 
naprave so povezane direktno z internetom, dovolimo obema omrežjema dostop do 
interneta, omejimo direktno povezavo med njima. DMZ območje je postavljeno za 






Slika 87: Primer DMZ območja in enega lokalnega ethernet omrežja 
 
Požarni zid in DMZ je največkrat integriran v usmerjevalnik (angl. router). 
 
6.2.7 Network Address Translation- NAT 
NAT je še ena funkcija, ki jo vsebujejo bolj zmogljiva industrijska upravljana omrežna 
stikala. NAT funkcionalnost omogoča preslikavo skupine IP naslovov iz enega 
podmrežja (subnet) na drugo. Tako je na primer proizvajalcu proizvodne linije vseeno, 
kakšne IP naslove bodo naprave imele vgrajene v njegovi liniji na koncu v tovarni, ker 
jih lahko preslika poljubno, ne da bi moral spreminjati samo omrežno konfiguracijo 
linije. Prav tako je NAT funkcionalnost zelo uporabna v proizvodnjah, kjer imajo več 
ekvivalentnih linij, kjer imajo naprave popolnoma enake IP naslove in jih na koncu 
preslikamo na poljubne, ki ustrezajo industrijskem omrežju podjetja. Prav tako je to 





















7 Združevanje industrijskih ethernet omrežij z 
informacijskimi ethernet omrežij 
 S tehnološkim razvojem stikalne opreme in spričo dejstva, da je vse več naprav 
povezanih v internet (Internet of Things- IoT) ali vsaj v omrežje, se pričelo tudi 
združevanje industrijskega in poslovnega ethernet okolja. Kar je še pred nekaj leti bilo 
na videz nezdružljivo, se sedaj združuje (angl. converging). Do sedaj je namreč veljalo, 
da se v večjih proizvodnih podjetjih oddelki poslovne (IT) in proizvodne informatike 
(OT) niso povezovali. To sta bila dva različna svetova. Dandanes pa razvoj podjetij 
gre v smeri povezovanja in zbiranja podatkov. Zelo pomembno je, da so podatki na 
voljo v vsakem trenutku, na kateremkoli mestu tistemu, ki jih potrebuje.   
Seveda pa še vedno obstajajo različna pravila in prioritete, ki jih izpostavlja spodnja 
tabela. 
Razlike IT- poslovno ethernet 
omrežje 
OT- proizvodno ethernet 
omrežje 
Poudarek 
Zaščita intelektualne lastnine in 
podatkov podjetja 
Delovanje 24/7 
Visok izkoristek opreme 
Prioritete 





3. Zaupnost podatkov 
Tip prenosa podatkov Podatki, zvok in videa 
Kontrolni podatki, varnost21, 
upravljanja gibanja (angl. motion), 
časovna sinhronizacija, energetski 
podatki 
Nadzor dostopa 
Stroga avtentikacijska pravila in 
različni nivoji dostopa 
Strogo omejen fizičen dostop 
Enostaven omrežni dostop 
Odražanje napake na 
omrežni opremi 
Omrežje obratuje dalje 
Lahko povzroči zaustavitev 
operacije 
Zaščita pred vdori 
Ob zaznanem vdoru ali grožnji se 
onemogoči dostop  
Nadaljevanje operacije ob zaznanem 
vdoru ali grožnji 
Nadgradnje 
Takoj, ko je to mogoče 
Med delovnim časom 
Po urniku 
Med časom neobratovanja 




- Layer 2 in layer 3 
- Upravljana in neupravljana 
- Največkrat Layer 2 
 
Tabela 15: Primerjava poslovnega in proizvodnega ethernet omrežja 
                                                     





Za lažje razumevanje podjetje razdelimo na več nivojev. Od nivoja (level) 0, ki pomeni 
najnižji nivo in predstavlja končne procesne naprave, kot so senzorji, frekvenčni 
regulatorji, roboti, aktuatorji idr., do  najvišjega nivoja 5, ki pomeni glavno omrežje 
oz. hrbtenico podjetja (angl. enterprise network). Glej Slika 90. 
 










Nivojska razdelitev še na drugačen način: 
 











Pravzaprav je v skupno omrežje mogoče povezovati naprave tudi izven lokacije 
podjetja, kot na primer več lokacij podjetja, dobavitelje, kupce… 
 






Že v uvodu sem nakazal, da so tudi industrijska ethernet omrežja del 4. industrijske 
revolucije, ki je predvsem v Evropi znana pod imenom Industrija 4.0. Z drugo kratico 
IoT (Internet of Things) tvori tehnologijo za prihodnost, saj so dandanes pravzaprav 
že vse električne naprave povezljive v ethernet omrežja oz. internet. Industriji oz. 
podjetjem ponuja priložnosti prav zaradi prednosti pridobivanja velike količine 
podatkov z vsake naprave, ki se zbirajo v podatkovnih centrih kod, znanih pod imenom 
»Big data«. Urejanje in analiziranje vseh teh podatkov ponuja podatke v realnem času 
na vseh različnih platformah (Scada, pametni telefoni, tablice idr.), ki podjetju 
omogočajo optimizacijo proizvodnje, zmanjševanje izmeta, zmanjševanje porabe 
električne energije, zmanjševanje časa od proizvodnje nekega izdelka do njegove 
prodaje na tržišču. Zato je v zadnjem času veliko govora in seveda tudi izvedbe 
združevanja omrežij (angl. network convergence), ki dejansko pomeni povezovanje 
različnih delov proizvodnje, poslovnega dela podjetja, oblačnih storitev, podjetij med 
seboj v eno veliko celoto. 
Seveda pa poleg omenjenih prednosti obstajajo tudi določene slabosti oziroma 
pomisleki na področju varnosti v teh omrežjih, ki so posledica združevanja. Namreč s 
samim povezovanjem so omrežja bolj ranljiva z različnih vidikov. Pri poslovnem delu 
lahko to pomeni grožnjo pred krajo ali razkritjem poslovnih podatkov, računalniki so 
bolj izpostavljeni internetnim nevarnostim, kot so virusi, črvi in ostali napadi. V 
industrijskem okolju pa lahko pomenijo vdori nevarnost pred namernim ali 
nenamernim posegom v proces, kjer se lahko to odrazi kot izpad proizvodnje, ogrožena 
je lahko funkcionalna varnost. Z zavedanjem teh dejstev je potrebno oceniti, kako 
daleč lahko v posameznem primeru gremo z združevanjem in oceniti, kaj to pomeni s 
stroškovnega vidika. Če je doprinos združevanja zelo velik, je seveda investicija v 
združevanje vsekakor smiselna; v nasprotnem primeru pa je potrebno najti določen 
kompromis. 
Magistrsko delo temelji na raziskavi in primerjavi glavnih industrijskih ethernet 
protokolov, poudarjene so značilnosti glede varnosti (angl. security), primernosti za 
uporabo za procese v realnem času in funkcionalne varnosti (angl. safety), 





precej primerljivi, nekateri na enem področju boljši kot na drugem, a vseeno so vsi 
zelo konkurenčni med seboj. Želim pa izpostaviti prednost Ethernet/IP protokola, ker 
za svoje delovanje uporablja standardno omrežno opremo in prenosne medije, ki so 
dosegljivi v vsaki trgovini za računalniško opremo. Iz tega sledi, da za Ethernet/IP 
zaradi omenjene tehnološke zastavitve ni ovir v prihodnosti. Z drugimi besedami − če 
bodo proizvajalci razvili nove naprave ali prenosne medije, ki omogočajo še višje 
hitrosti ali druge tehnične izboljšave in bodo temeljile na standardnem ethernetu, bo 
Ethernet/IP enostavno deloval tudi naprej. 
V praktičnem delu sem se osredotočil na industrijski ethernet, Ethernet/IP protokol, ki 
sem ga zaradi narave mojega dela najlaže preizkusil. Zaposlen sem namreč v podjetju, 
ki je distributer za področje Slovenije za ameriško podjetje Rockwell Automation. 
Tako sem imel možnost izvedbe praktičnega dela na opremi, ki je tehnološko na 
najvišjem nivoju in se uporablja v industrijskem okolju. Po svoji formalni izobrazbi 
sicer nisem strokovnjak za informacijske tehnologije, zato sem magistrsko delo 
zastavil bolj z inženirskega vidika − z vidika inženirja za industrijsko avtomatizacijo. 
V svojem praktičnem delu sem preizkusil orodja za analizo prometa v ethernet 
omrežjih (Wireshark) in funkcionalnosti za optimizacijo ter prioretizacijo prometa 
med napravami industrijske avtomatizacije. Kljub objektivnim omejitvam (majhnost 
testnega omrežja) sem s pomočjo različnih prijemov vseeno prišel do želenih 
rezultatov. 
Magistrsko delo posega v zelo aktualno tematiko industrijske avtomatizacije in je 
zaradi širokega vpogleda, kaj je na tem področju mogoče in kaj ponuja tržišče, 
zanimiva za vse, ki imajo opravka z industrijsko avtomatizacijo. Pojem Industrija 4.0, 
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10.1 Izpis konfiguracije upravljivega omrežnega stikala z IP 
naslovom 192.168.7.10 
! 
! Last configuration change at 14:33:01 CET Sun Aug 21 2016 by tnat 




no service pad 
service tcp-keepalives-in 
service tcp-keepalives-out 
service timestamps debug datetime msec localtime show-timezone 










logging buffered 16384 
no logging console 
enable secret level 1 5 $1$zM.1$Rgs77l1Y719lUQHGbxV8q0 
enable secret 5 $1$I.e1$44ZJMqoq.7tlSdnYHxXbb0 
! 
username tnat privilege 15 secret 5 $1$kneX$tLVAkSF8NKV9AfvXufOvp1 
no aaa new-model 
clock timezone CET 1 0 
system mtu routing 1500 
no ip source-route 
ip arp inspection vlan 1000 
ip arp inspection vlan 1000 logging dhcp-bindings none 
! 
! 
no ip domain-lookup 
ip igmp snooping querier 
ip igmp snooping vlan 1 mrouter interface Fa1/4 
ip igmp snooping vlan 1 mrouter interface Fa1/5 












mls qos map policed-dscp  24 27 31 43 46 47 55 59 to 0 
mls qos map dscp-cos  9 11 12 13 14 15 to 0 
mls qos map dscp-cos  25 26 28 29 30 to 2 
mls qos map dscp-cos  40 41 42 44 45 49 50 51 to 4 
mls qos map dscp-cos  52 53 54 56 57 58 60 61 to 4 





mls qos map cos-dscp 0 8 16 27 32 47 55 59 
mls qos srr-queue input bandwidth 40 60 
mls qos srr-queue input threshold 1 16 66 
mls qos srr-queue input threshold 2 34 66 
mls qos srr-queue input buffers 40 60  
mls qos srr-queue input cos-map queue 1 threshold 2 1 
mls qos srr-queue input cos-map queue 1 threshold 3 0 2 
mls qos srr-queue input cos-map queue 2 threshold 2 4 
mls qos srr-queue input cos-map queue 2 threshold 3 3 5 6 7 
mls qos srr-queue input dscp-map queue 1 threshold 2 8 10 
mls qos srr-queue input dscp-map queue 1 threshold 3 0 1 2 3 4 5 6 7 
mls qos srr-queue input dscp-map queue 1 threshold 3 9 11 12 13 14 15 16 17 
mls qos srr-queue input dscp-map queue 1 threshold 3 18 19 20 21 22 23 25 26 
mls qos srr-queue input dscp-map queue 1 threshold 3 28 29 30 
mls qos srr-queue input dscp-map queue 2 threshold 2 32 33 34 35 36 37 38 39 
mls qos srr-queue input dscp-map queue 2 threshold 2 40 41 42 44 45 49 50 51 
mls qos srr-queue input dscp-map queue 2 threshold 2 52 53 54 56 57 58 60 61 
mls qos srr-queue input dscp-map queue 2 threshold 2 62 63 
mls qos srr-queue input dscp-map queue 2 threshold 3 24 27 31 43 46 47 48 55 
mls qos srr-queue input dscp-map queue 2 threshold 3 59 
mls qos srr-queue output cos-map queue 1 threshold 3 7 
mls qos srr-queue output cos-map queue 2 threshold 2 1 
mls qos srr-queue output cos-map queue 2 threshold 3 0 2 4 
mls qos srr-queue output cos-map queue 3 threshold 3 5 6 
mls qos srr-queue output cos-map queue 4 threshold 3 3 
mls qos srr-queue output dscp-map queue 1 threshold 3 59 
mls qos srr-queue output dscp-map queue 2 threshold 2 8 10 
mls qos srr-queue output dscp-map queue 2 threshold 3 0 1 2 3 4 5 6 7 
mls qos srr-queue output dscp-map queue 2 threshold 3 9 11 12 13 14 15 16 17 
mls qos srr-queue output dscp-map queue 2 threshold 3 18 19 20 21 22 23 25 26 
mls qos srr-queue output dscp-map queue 2 threshold 3 28 29 30 32 33 34 35 36 
mls qos srr-queue output dscp-map queue 2 threshold 3 37 38 39 40 41 42 44 45 
mls qos srr-queue output dscp-map queue 2 threshold 3 49 50 51 52 53 54 56 57 
mls qos srr-queue output dscp-map queue 2 threshold 3 58 60 61 62 63 
mls qos srr-queue output dscp-map queue 3 threshold 3 43 46 47 48 55 
mls qos srr-queue output dscp-map queue 4 threshold 3 24 27 31 
mls qos queue-set output 1 buffers 10 25 40 25 
mls qos queue-set output 2 buffers 10 25 40 25 
no mls qos rewrite ip dscp 
! 
spanning-tree mode rapid-pvst 
spanning-tree portfast edge bpduguard default 
spanning-tree portfast edge bpdufilter default 
spanning-tree extend system-id 
cip security password 06120A29424F 
errdisable recovery cause udld 
errdisable recovery cause bpduguard 
errdisable recovery cause security-violation 
errdisable recovery cause channel-misconfig 
errdisable recovery cause pagp-flap 
errdisable recovery cause dtp-flap 
errdisable recovery cause link-flap 
errdisable recovery cause sfp-config-mismatch 
errdisable recovery cause gbic-invalid 
errdisable recovery cause psecure-violation 
errdisable recovery cause port-mode-failure 
errdisable recovery cause dhcp-rate-limit 
errdisable recovery cause pppoe-ia-rate-limit 
errdisable recovery cause mac-limit 
errdisable recovery cause vmps 
errdisable recovery cause storm-control 
errdisable recovery cause inline-power 
errdisable recovery cause arp-inspection 
errdisable recovery cause loopback 
115 
 
errdisable recovery cause small-frame 
errdisable recovery cause psp 
errdisable recovery interval 30 
! 
alarm profile defaultPort 
 alarm not-operating  
 syslog not-operating  
 notifies not-operating  
! 
alarm profile ab-alarm 
 alarm link-fault not-forwarding fcs-error  
 syslog link-fault not-forwarding fcs-error  
 notifies link-fault not-forwarding fcs-error  
 relay-major not-forwarding  
! 
alarm facility power-supply rps notifies 
alarm facility power-supply rps relay major 
alarm facility temperature secondary notifies 
alarm facility temperature secondary syslog 
alarm facility temperature secondary high 90 
alarm facility temperature secondary low 0 
! 
vlan internal allocation policy ascending 
! 
! 
class-map match-all 1588-PTP-General 
 match access-group 107 
class-map match-all 1588-PTP-Event 
 match access-group 106 
class-map match-all CIP-Implicit_dscp_any 
 match access-group 104 
class-map match-all CIP-Other 
 match access-group 105 
class-map match-all voip-data 
 match ip dscp ef  
class-map match-all voip-control 
 match ip dscp cs3  af31  
class-map match-all CIP-Implicit_dscp_43 
 match access-group 103 
class-map match-all CIP-Implicit_dscp_55 
 match access-group 101 
class-map match-all CIP-Implicit_dscp_47 
 match access-group 102 
! 
policy-map Voice-Map 
 class voip-data 
  set dscp ef 
  police 320000 8000 exceed-action policed-dscp-transmit 
 class voip-control 
  set dscp cs3 
  police 32000 8000 exceed-action policed-dscp-transmit 
policy-map CIP-PTP-Traffic 
 class CIP-Implicit_dscp_55 
  set ip dscp 55 
 class CIP-Implicit_dscp_47 
  set ip dscp 47 
 class CIP-Implicit_dscp_43 
  set ip dscp 43 
 class CIP-Implicit_dscp_any 
  set ip dscp 31 
 class CIP-Other 
  set ip dscp 27 
 class 1588-PTP-Event 





 class 1588-PTP-General 






macro global description ab-global | ab-qos-map-setup | ab-qos-queue-setup | ab-password 
! 
interface FastEthernet1/1 
 description PLC 2 CMX L18ERM 
 alarm profile ab-alarm 
 service-policy input CIP-PTP-Traffic 
! 
interface FastEthernet1/2 
 description PowerFlex 525 frekvencni pretvornik 
 alarm profile ab-alarm 
 service-policy input CIP-PTP-Traffic 
! 
interface FastEthernet1/3 
 description PLC 5 CMX L16ER 
 alarm profile ab-alarm 
 service-policy input CIP-PTP-Traffic 
! 
interface FastEthernet1/4 
 description IP kamera 1 
 flowcontrol receive desired 
 alarm profile ab-alarm 
 service-policy input CIP-PTP-Traffic 
! 
interface FastEthernet1/5 
 description IP kamera 2 
 alarm profile ab-alarm 
 service-policy input CIP-PTP-Traffic 
! 
interface FastEthernet1/6 
 description Point IO 
 alarm profile ab-alarm 
 service-policy input CIP-PTP-Traffic 
! 
interface FastEthernet1/7 
 alarm profile ab-alarm 
 service-policy input CIP-PTP-Traffic 
! 
interface FastEthernet1/8 
 description video server 
 alarm profile ab-alarm 
 service-policy input CIP-PTP-Traffic 
! 
interface GigabitEthernet1/1 
 description Wireshark 
 switchport mode access 
 ip arp inspection trust 
 alarm profile ab-alarm 
 service-policy input CIP-PTP-Traffic 
! 
interface GigabitEthernet1/2 
 alarm profile ab-alarm 
 service-policy input CIP-PTP-Traffic 
! 
interface Vlan1 
 ip address 192.168.7.10 255.255.255.0 




ip http server 
ip http authentication local 
! 
access-list 101 permit udp any eq 2222 any dscp 55 
access-list 102 permit udp any eq 2222 any dscp 47 
access-list 103 permit udp any eq 2222 any dscp 43 
access-list 104 permit udp any eq 2222 any 
access-list 105 permit udp any eq 44818 any 
access-list 105 permit tcp any eq 44818 any 
access-list 106 permit udp any eq 319 any 
access-list 107 permit udp any eq 320 any 
snmp-server enable traps snmp authentication linkdown linkup coldstart warmstart 
snmp-server enable traps transceiver all 
snmp-server enable traps call-home message-send-fail server-fail 
snmp-server enable traps tty 
snmp-server enable traps license 
snmp-server enable traps auth-framework sec-violation 
snmp-server enable traps cluster 
snmp-server enable traps config-copy 
snmp-server enable traps config 
snmp-server enable traps config-ctid 
snmp-server enable traps trustsec-sxp conn-srcaddr-err msg-parse-err conn-config-err binding-err conn-up conn-
down binding-expn-fail oper-nodeid-change binding-conflict 
snmp-server enable traps energywise 
snmp-server enable traps entity 
snmp-server enable traps event-manager 
snmp-server enable traps power-ethernet police 
snmp-server enable traps cpu threshold 
snmp-server enable traps rep 
snmp-server enable traps vstack 
snmp-server enable traps bridge newroot topologychange 
snmp-server enable traps stpx inconsistency root-inconsistency loop-inconsistency 
snmp-server enable traps syslog 
snmp-server enable traps vtp 
snmp-server enable traps vlancreate 
snmp-server enable traps vlandelete 
snmp-server enable traps flash insertion removal 
snmp-server enable traps port-security 
snmp-server enable traps envmon fan shutdown supply temperature status 
snmp-server enable traps bulkstat collection transfer 
snmp-server enable traps alarms informational 
snmp-server enable traps errdisable 
snmp-server enable traps mac-notification change move threshold 
snmp-server enable traps vlan-membership 
! 
! 
line con 0 
 password 7 083549460718 
line vty 0 4 
 password 7 15060E040A2B 
 login 
line vty 5 15 




monitor session 1 source interface Fa1/1 - 8 













! Last configuration change at 20:47:50 UTC Wed Aug 24 2016 




no service pad 
service tcp-keepalives-in 
service tcp-keepalives-out 
service timestamps debug datetime msec localtime show-timezone 









logging buffered 16384 
no logging console 
enable secret level 1 5 $1$N2vu$JiiXRfKuWpiq1sk8HCnm2. 
enable secret 5 $1$bwJE$S1a/8MtCLhdKJKZXjo5.m/ 
! 
username tnat privilege 15 secret 5 $1$5zxN$Cg9OjiRwIDCW.3bE.CiuM1 
username Andrejk privilege 15 secret 5 $1$viOW$f4lqY2esOSPrv.I8KQM/S/ 
no aaa new-model 
system mtu routing 1500 
no ip source-route 
! 
! 
no ip domain-lookup 
ip igmp snooping querier 












mls qos map dscp-cos  0 to 2 
mls qos map cos-dscp 0 8 16 27 32 47 55 59 
mls qos srr-queue input bandwidth 40 60 
mls qos srr-queue input threshold 1 16 66 
mls qos srr-queue input threshold 2 34 66 
mls qos srr-queue input buffers 40 60  
mls qos srr-queue input cos-map queue 1 threshold 2 1 
mls qos srr-queue input cos-map queue 1 threshold 3 0 2 
mls qos srr-queue input cos-map queue 2 threshold 2 4 
mls qos srr-queue input cos-map queue 2 threshold 3 3 5 6 7 
mls qos srr-queue input dscp-map queue 1 threshold 2 8 10 
mls qos srr-queue input dscp-map queue 1 threshold 3 0 1 2 3 4 5 6 7 
mls qos srr-queue input dscp-map queue 1 threshold 3 9 11 12 13 14 15 16 17 
mls qos srr-queue input dscp-map queue 1 threshold 3 18 19 20 21 22 23 25 26 
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mls qos srr-queue input dscp-map queue 1 threshold 3 28 29 30 
mls qos srr-queue input dscp-map queue 2 threshold 2 32 33 34 35 36 37 38 39 
mls qos srr-queue input dscp-map queue 2 threshold 2 40 41 42 44 45 49 50 51 
mls qos srr-queue input dscp-map queue 2 threshold 2 52 53 54 56 57 58 60 61 
mls qos srr-queue input dscp-map queue 2 threshold 2 62 63 
mls qos srr-queue input dscp-map queue 2 threshold 3 24 27 31 43 46 47 48 55 
mls qos srr-queue input dscp-map queue 2 threshold 3 59 
mls qos srr-queue output cos-map queue 1 threshold 2 1 
mls qos srr-queue output cos-map queue 1 threshold 3 0 
mls qos srr-queue output cos-map queue 2 threshold 3 2 3 
mls qos srr-queue output cos-map queue 3 threshold 3 4 5 
mls qos srr-queue output cos-map queue 4 threshold 3 6 7 
mls qos srr-queue output dscp-map queue 1 threshold 1 0 1 2 3 4 5 6 7 
mls qos srr-queue output dscp-map queue 1 threshold 1 8 9 10 11 12 13 14 15 
mls qos srr-queue output dscp-map queue 2 threshold 1 16 17 18 19 20 21 22 23 
mls qos srr-queue output dscp-map queue 2 threshold 1 24 25 26 27 28 29 30 31 
mls qos srr-queue output dscp-map queue 3 threshold 1 32 33 34 35 36 37 38 39 
mls qos srr-queue output dscp-map queue 3 threshold 1 40 41 42 43 44 45 46 
mls qos srr-queue output dscp-map queue 4 threshold 1 47 
mls qos queue-set output 1 buffers 10 25 40 25 
mls qos queue-set output 2 buffers 10 25 40 25 
no mls qos rewrite ip dscp 
mls qos 
! 
spanning-tree mode mst 
spanning-tree portfast edge bpduguard default 
spanning-tree portfast edge bpdufilter default 
spanning-tree extend system-id 
cip security password 09584B011704 
errdisable recovery cause udld 
errdisable recovery cause bpduguard 
errdisable recovery cause security-violation 
errdisable recovery cause channel-misconfig 
errdisable recovery cause pagp-flap 
errdisable recovery cause dtp-flap 
errdisable recovery cause link-flap 
errdisable recovery cause sfp-config-mismatch 
errdisable recovery cause gbic-invalid 
errdisable recovery cause psecure-violation 
errdisable recovery cause port-mode-failure 
errdisable recovery cause dhcp-rate-limit 
errdisable recovery cause pppoe-ia-rate-limit 
errdisable recovery cause mac-limit 
errdisable recovery cause vmps 
errdisable recovery cause storm-control 
errdisable recovery cause inline-power 
errdisable recovery cause arp-inspection 
errdisable recovery cause loopback 
errdisable recovery cause small-frame 
errdisable recovery cause psp 
errdisable recovery interval 30 
! 
alarm profile defaultPort 
 alarm not-operating  
 syslog not-operating  
 notifies not-operating  
! 
alarm profile ab-alarm 
 alarm link-fault not-forwarding fcs-error  
 syslog link-fault not-forwarding fcs-error  
 notifies link-fault not-forwarding fcs-error  
 relay-major not-forwarding  
! 





alarm facility power-supply rps relay major 
alarm facility temperature secondary notifies 
alarm facility temperature secondary syslog 
alarm facility temperature secondary high 90 
alarm facility temperature secondary low 0 
! 
vlan internal allocation policy ascending 
! 
! 
class-map match-all 1588-PTP-General 
 match access-group 107 
class-map match-all 1588-PTP-Event 
 match access-group 106 
class-map match-all CIP-Implicit_dscp_any 
 match access-group 104 
class-map match-all CIP-Other 
 match access-group 105 
class-map match-all voip-data 
 match ip dscp ef  
class-map match-all voip-control 
 match ip dscp cs3  af31  
class-map match-all CIP-Implicit_dscp_43 
 match access-group 103 
class-map match-all CIP-Implicit_dscp_55 
 match access-group 101 
class-map match-all CIP-Implicit_dscp_47 
 match access-group 102 
! 
policy-map Voice-Map 
 class voip-data 
  set dscp ef 
  police 320000 8000 exceed-action policed-dscp-transmit 
 class voip-control 
  set dscp cs3 
  police 32000 8000 exceed-action policed-dscp-transmit 
policy-map CIP-PTP-Traffic 
 class CIP-Implicit_dscp_55 
  set ip dscp 55 
 class CIP-Implicit_dscp_47 
  set ip dscp 47 
 class CIP-Implicit_dscp_43 
  set ip dscp 43 
 class CIP-Implicit_dscp_any 
  set ip dscp 31 
 class CIP-Other 
  set ip dscp 27 
 class 1588-PTP-Event 
  set ip dscp 59 
 class 1588-PTP-General 






macro global description ab-global | ab-qos-map-setup | ab-qos-queue-setup | ab-password 
! 
interface FastEthernet1/1 
 description Stratix 5700 z NAT 
 mls qos trust dscp 
 mls qos dscp-mutation Test 
 storm-control action trap 
 alarm profile ab-alarm 





 mls qos trust dscp 
 mls qos dscp-mutation Test 
 alarm profile ab-alarm 
 service-policy input CIP-PTP-Traffic 
! 
interface FastEthernet1/3 
 mls qos trust dscp 
 mls qos dscp-mutation Test 
 alarm profile ab-alarm 
 service-policy input CIP-PTP-Traffic 
! 
interface FastEthernet1/4 
 mls qos trust dscp 
 mls qos dscp-mutation Test 
 alarm profile ab-alarm 
 service-policy input CIP-PTP-Traffic 
! 
interface FastEthernet1/5 
 description Set 4 
 mls qos trust dscp 
 mls qos dscp-mutation Test 
 alarm profile ab-alarm 
 service-policy input CIP-PTP-Traffic 
! 
interface FastEthernet1/6 
 mls qos trust dscp 
 mls qos dscp-mutation Test 
 alarm profile ab-alarm 
 service-policy input CIP-PTP-Traffic 
! 
interface FastEthernet1/7 
 mls qos trust dscp 
 mls qos dscp-mutation Test 
 alarm profile ab-alarm 
 service-policy input CIP-PTP-Traffic 
! 
interface FastEthernet1/8 
 description IP kamera 
 switchport trunk allowed vlan 2 
 srr-queue bandwidth share 25 25 25 150 
 srr-queue bandwidth shape  0 0 0 0 
 alarm profile ab-alarm 
 service-policy input CIP-PTP-Traffic 
! 
interface GigabitEthernet1/1 
 alarm profile ab-alarm 
 service-policy input CIP-PTP-Traffic 
! 
interface GigabitEthernet1/2 
 alarm profile ab-alarm 
 service-policy input CIP-PTP-Traffic 
! 
interface Vlan1 
 ip address 192.168.7.11 255.255.255.0 
 cip enable 
! 
ip http server 
ip http authentication local 
! 
access-list 101 permit udp any eq 2222 any dscp 55 
access-list 102 permit udp any eq 2222 any dscp 47 





access-list 104 permit udp any eq 2222 any 
access-list 105 permit udp any eq 44818 any 
access-list 105 permit tcp any eq 44818 any 
access-list 106 permit udp any eq 319 any 
access-list 107 permit udp any eq 320 any 
snmp-server enable traps snmp authentication linkdown linkup coldstart warmstart 
snmp-server enable traps transceiver all 
snmp-server enable traps call-home message-send-fail server-fail 
snmp-server enable traps tty 
snmp-server enable traps license 
snmp-server enable traps auth-framework sec-violation 
snmp-server enable traps cluster 
snmp-server enable traps config-copy 
snmp-server enable traps config 
snmp-server enable traps config-ctid 
snmp-server enable traps trustsec-sxp conn-srcaddr-err msg-parse-err conn-config-err binding-err conn-up conn-
down binding-expn-fail oper-nodeid-change binding-conflict 
snmp-server enable traps energywise 
snmp-server enable traps entity 
snmp-server enable traps event-manager 
snmp-server enable traps power-ethernet police 
snmp-server enable traps cpu threshold 
snmp-server enable traps rep 
snmp-server enable traps vstack 
snmp-server enable traps bridge newroot topologychange 
snmp-server enable traps stpx inconsistency root-inconsistency loop-inconsistency 
snmp-server enable traps syslog 
snmp-server enable traps vtp 
snmp-server enable traps vlancreate 
snmp-server enable traps vlandelete 
snmp-server enable traps flash insertion removal 
snmp-server enable traps port-security 
snmp-server enable traps envmon fan shutdown supply temperature status 
snmp-server enable traps bulkstat collection transfer 
snmp-server enable traps alarms informational 
snmp-server enable traps errdisable 
snmp-server enable traps mac-notification change move threshold 
snmp-server enable traps vlan-membership 
! 
! 
line con 0 
 password 7 051F03072F4D 
line vty 0 4 
 password 7 1311121A050D 
 login 
line vty 5 15 




monitor session 1 source interface Fa1/8 
monitor session 1 destination interface Fa1/7 
end 
 
 
 
 
