Let x, y be strings of equal length. The Hamming distance h(x, y) between x and y is the number of positions in which x and y differ. If x is a cyclic shift of y, we say x and y are conjugates. We consider f (x, y), the Hamming distance between the conjugates xy and yx, and show it is never equal to 1; the proof uses a new generalization of the Fine-Wilf theorem. Over a binary alphabet f (x, y) is always even, and must satisfy a further technical condition. By contrast, over an alphabet of size 3 or greater, f (x, y) can take any value between 0 and |x| + |y|, except 1; furthermore, we can always assume that the smaller string has only one type of letter.
Introduction
Let x, y be strings of equal length. We define the Hamming distance h(x, y) between x and y to be the number of positions in which x and y differ [2] . Thus, for example, h(seven, three) = 4. If x is a cyclic shift of y, we say x and y are conjugates. Alternatively, x is a conjugate of y if there exist strings u, v with x = uv and y = vu. For example, x = enlist and y = listen are conjugates; take u = en, v = list.
In this paper we consider the Hamming distance for conjugates. Let f (x, y) = h(xy, yx). We show that f (x, y) = 1 for all x, y; the proof uses a new generalization of the Fine-Wilf theorem. By contrast, over an alphabet of size 3 or greater, we show that f (x, y) can take any value between 0 and |x| + |y|, except 1; furthermore, we can always assume that the smaller string has only one type of letter. However, over a binary alphabet, f (x, y) must be even, and must also satisfy a further technical condition.
The generalized Fine-Wilf theorem
Let w, x be nonempty strings. The classical theorem of Fine and Wilf [1] implies that if some power of w, say w i , agrees with some power of x, say x j , on the first |w| + |x| − gcd(|w|, |x|) symbols, then wx = xw. We now prove a simple, but useful, generalization of this theorem. Theorem 1. Let w and x be nonempty words, and define d = |w| + |x| − gcd(|w|, |x|). Let y ∈ w{w, x} * and z ∈ x{w, x} * with |y|, |z| ≥ d. Suppose y and z agree on a prefix of length at least d. Then wx = xw.
Proof. We prove the contrapositive. Suppose wx = xw. Then we prove that y and z differ at a position ≤ d. The proof is by induction on |w| + |x|.
The base case is |w| + |x| = 2. Then |w| = |x| = 1, and d = 1. Since wx = xw, we must have w = a, x = b with a = b. Then y and z differ at the first position. Now assume the result is true for |w| + |x| < k. We prove it for |w| + |x| = k. If |w| = |x| then y and z must disagree at the |w|'th position or earlier, for otherwise w = x and wx = xw; since |w| ≤ d = |w|, the result follows. So, without loss of generality, assume |w| < |x|. If w is not a prefix of x, then y and z disagree at the |w|'th position or earlier, and again |w| ≤ d.
So w is a proper prefix of x. Write x = wt for some nonempty word t. Now any common divisor of |w| and |x| must also divide |x| − |w| = |t|, and similarly any common divisor of both |w| and |t| must also divide |w| + |t| = |x|. So gcd(|w|, |x|) = gcd(|w|, |t|). Now wt = tw, for otherwise we have wx = wwt = wtw = xw, a contradiction. Then y begins with ww and z begins with wt. By induction (since |w|+|t| < k) w −1 y and w −1 z disagree at position |w| + |t| − gcd(|w|, |t|) or earlier. Hence y and z disagree at position 2|w| + |t| − gcd(|w|, |t|) = d or earlier.
3 Hamming distance between conjugates is never 1 Theorem 2. Let x, y be strings of equal length. Then h(xy, yx) = 1.
Proof. If either x or y are empty, then h(xy, yx) = 0. Thus we can assume both x and y are nonempty.
Now suppose xy and yx agree on all but one position. Without loss of generality, assume |x| ≤ |y| and the difference occurs in the first |x| symbols. If |x| = |y| then the position where x and y differ is repeated in the second half of xy, and so h(xy, yx) must be even. Hence |x| < |y|. Write x = x ′ ax ′′ where a is the symbol in xy that differs from the corresponding symbol in yx. Then y = x ′ bx ′′ t for some nonempty string t and symbol b = a. Thus xy = x ′ ax ′′ x ′ bx ′′ t and yx = x ′ bx ′′ tx ′ ax ′′ . Now consider cylically permuting both xy and yx by |x ′ a| positions to the left, obtaining w = x ′′ x ′ bx ′′ tx ′ a and z = x ′′ tx ′ ax ′′ x ′ b. Clearly h(w, z) = h(xy, yx) = 1. Define x = x ′′ x ′ b and y = x ′′ tx ′ a. Then w = x y and z = y x. Now h(x y, y x) = 1, and by inspection x y, y x differ only in the last position; thus they agree on the first |x| + |y| − 1 positions. By Theorem 1 we get that x and y agree everywhere, a contradiction.
Hamming distance for non-binary alphabets
Theorem 3. Let Σ be an alphabet with at least 3 letters, say 0, 1, 2. Suppose m, n, k are integers with 1 ≤ m ≤ n, and 0 ≤ k ≤ m + n.
(a) If m < n, there exist strings x, y ∈ Σ * with |x| = m, |y| = n, such that h(xy, yx) = k if and only if k = 1.
(b) If m = n, then there exist strings x, y ∈ Σ * with |x| = m, |y| = n, such that h(xy, yx) = k if and only if k is even.
Furthermore, in both cases, we can always choose x = 0 m .
Proof. We define x = 0 m and y = s(m, n, k), where s(m, n, k) is defined by the following recursion:
First we prove that that these identities suffice to calculate s(m, n, k) for 0 ≤ k ≤ m + n, k = 1, when m < n and for 0 ≤ k ≤ m + n, k even, when m = n.
Suppose m < n. Then there are two cases: either k ≤ 2m + 1 or k > 2m + 1. Suppose Finally, consider (4). In this case, the 0's in xy match against 1's in yx. The alternating blocks of 1's and 2's in xy either match against blocks of the other symbol in yx (1's against 2's and 2's against 1's), or against the 0's at the end of yx. Thus every symbol mismatches, and there are m + n of them.
This completes the proof.
Examples. We consider some examples. 
The case of a binary alphabet
In this section we prove that f (x, y) is always even if x and y are over an alphabet with two letters. Basically, the reason for this amounts to the fact that if a = b and b = c for letters a, b, c, then a = c if the alphabet is binary, while for larger alphabets this need not be the case. First we prove a result which could be termed the "triangle equivalence".
Lemma 4. Let x, y, z be binary words of the same length. Then h(x, y)+ h(y, z) ≡ h(x, z) (mod 2).
Proof. Define Lemma 5. Suppose a, b are symbols with a = b, and let z be a string. Then over a binary alphabet we have h(az, za) ≡ 0 (mod 2) and h(az, zb) ≡ 1 (mod 2).
Proof. By induction on |z|. The base case is |z| = 0, and in this case, we have h(az, za) = 0 and h(az, zb) = 1. Otherwise write z = cz ′ , and let d ∈ {a, b}.
Thus h(az, za) ≡ 0 (mod 2) and h(az, zb) ≡ 1 (mod 2).
Theorem 6. Let x, y be strings over a binary alphabet. Then h(xy, yx) ≡ 0 (mod 2).
Proof. By induction on |y|. If |y| = 0, then h(xy, yx) = 0. Now assume the result is true for |y| < k, k ≥ 1; we prove it for |y| = k. Write y = ay ′ for a a single symbol. Then by Lemma 5 we have h(xa, ax) ≡ 0 (mod 2). By concatenating y ′ on the right to both strings, we get h(xay ′ , axy
Now by induction we have h(xy ′ , y ′ x) ≡ 0 (mod 2), and by concatenating a on the left to both strings we get h(axy
Now combining (5) and (6) and using the triangle equivalence, we get h(xay ′ , ay ′ x) ≡ 0 (mod 2).
But the left side is h(xy, yx).
We now see that in order for f (x, y) = k to be solvable over a binary alphabet (where |x| = m and |y| = n), k must be even. However, to completely characterize the solutions, there is one additional condition that needs to be imposed:
Theorem 7. Let m, n be integers with 1 ≤ m ≤ n. Then there exist binary strings x, y with f (x, y) = k if and only if
Proof. Suppose f (x, y) = k is solvable. We have already seen that conditions (a) and (b) must hold. By comparing xy to yx we see that each symbol is potentially related to (m + n)/ gcd(m, n) − 1 other symbols. For example, writing xy = z, and using indexing beginning at 0, we see that z[0] is the first symbol of xy and z[m] is the first symbol of yx. The m'th symbol of xy is equal to the 2m mod (m + n)'th symbol of yx, and so forth. That is, the positions of x and y split into gcd(m, n) cycles of length (m + n)/ gcd(m, n); adjacent elements of a cycle line up with each other in xy and yx.
If a cycle is of even length, then over a binary alphabet we can force all the symbols to disagree, by choosing them to be 0 and 1 alternately. If a cycle is of odd length, this is impossible. More precisely, the number of adjacent pairs that differ in a cycle must be even.
Therefore, if (m + n)/ gcd(m, n) is odd, at most (m + n)/ gcd(m, n) − 1 pairs of any cycle can disagree. Since there are gcd(m, n) cycles, the highest Hamming weight we can achieve is m + n − gcd(m, n). Thus conditions (a)-(c) must hold. Now suppose conditions (a)-(c) hold. We show how to construct x, y such that f (x, y) = k. Define g to be (m + n)/ gcd(m, n) if this quantity is odd; otherwise let g = (m + n)/ gcd(m, n) − 1. Using the division theorem, divide k by g, obtaining a quotient q and a remainder r. Since k and g are even, so is r. In the first q of the cycles, let the symbols alternate between 0 and 1. In the (q + 1)'th cycle, let the first r symbols alternate and set all the remaining symbols to be the same. The resulting string, now split up between x and y, now has qg + r = k positions where xy fails to match yx, as desired.
Example. Suppose (m, n, k) = (6, 9, 10). In this case, the cycles are This gives z = 000111000110000 and so x = 000110 and y = 111000000.
It is interesting to note that in the binary case, even if x and y exist with |x| = m, |y| = n, m ≤ n, and h(x, y) = k, it may not be possible to achieve this by choosing x = 0 m . For example, for (m, n, k) = (3, 5, 8), the lexicographically smallest solution is x = 010, y = 10101.
