Abstract-Electrical power system is a large and complex network, where power quality disturbances (PQDs) must be monitored, analyzed and mitigated continuously in order to preserve and to re-establish the normal power supply without even slight interruption. Practically huge disturbance data is difficult to manage and requires the higher level of accuracy and time for the analysis and monitoring. Thus automatic and intelligent algorithm based methodologies are in practice for the detection, recognition and classification of power quality events. This approach may help to take preventive measures against abnormal operations and moreover, sudden fluctuations in supply can be handled accordingly. Disturbance types, causes, proper and appropriate extraction of features in single and multiple disturbances, classification model type and classifier performance, are still the main concerns and challenges. In this paper, an attempt has been made to present a different approach for recognition of PQDs with the synthetic model based generated disturbances, which are frequent in power system operations, and the proposed unique feature vector. Disturbances are generated in Matlab workspace environment whereas distinctive features of events are extracted through discrete wavelet transform (DWT) technique. Machine learning based Support vector machine classifier tool is implemented for the classification and recognition of disturbances. In relation to the results, the proposed methodology recognizes the PQDs with high accuracy, sensitivity and specificity. This study illustrates that the proposed approach is valid, efficient and applicable.
I. INTRODUCTION
Today, an industrial progress and trade perform a key role in the economic stability and growth of any country. Not only mechanical but electrical faults and disturbances are largely responsible for the consistent and quality supply of electricity. Rising use of electronic/ solid state converters and fast control equipment has become the requirement for industries as well as for utility companies to get uninterrupted production and supply facilities [1, 2] . Short circuit faults, lightning, switching of induction machines, motors, power transmission lines, capacitor banks, non-conventional power plant integrations etc.
are also the major causes of Power Quality Disturbances (PQD's). The term PQD is by and large outlined as the variation or distortion in normal voltage/ current amplitude, phase angle and frequency. These distortions/disturbances remarkably lessen the reliability, performance and life of electrical equipment. If such disturbances persist and not mitigated instantly, may cause failures of high voltage equipment (i.e. insulation degradation, failures in high-voltage and low-voltage protection systems, incorrect tripping by relaying systems etc.) leading to complete discontinuity of power transmission or distribution network supply systems [3] . PQDs are broadly categorized as, magnitude variation, transients and steady state variations or harmonics. Magnitude variations are classified as the voltage/current sag (0.1-0.9 P.U), swell (1.1-1.8 P.U), interruption (<0.1 P.U) [4] , while transients can be further classified as impulsive and oscillatory transients. Consequently, steady-state PQDs are typically classed into harmonics, flicker and notch categories. Due to coinciding abnormal switching and other mall operations in power system, variety of single and multiple PQDs (i.e. the combination of different disturbances) may rise [5] .
Power quality is a growing concern since 1980s. Increasing researches in this area can be broadly categorized and congregated into six broad aspects. These aspects include PQ fundamental concepts, standards, effects, solutions, sources, instrumentation, mathematical modeling and analysis. For the research in automatic classification and recognition of power quality events, the power quality standards, time domain, transform domain wave analysis and machine learning algorithms are considered. PQDs can be mitigated to some extent by the application of several types and combinations of active/ passive filters and compensators. In order to avoid disturbances and their specific causes, continuous monitoring of voltage / current waveform patterns and instantaneous constraints must be analyzed. Although, the waveform event data collection and manual monitoring's by PQ analyzers are not much reliable and so also requires substantial computational time and resources. In consequence, automatic and intelligent algorithm based measures are adopted essentially for the detection, recognition and classification of PQDs. This intelligent monitoring and analysis may also lead to help with the purpose of re-establishing and preserving the abnormal power supply in fraction of seconds without even slight interruption. Likewise, at troubleshooting from power generation to utilization systems, fault forecasting and moreover issues with integration of distributed generation (DG's) systems in power system can also be managed [6] .
A lot of research work has been carried out in the area of recognition and classification of PQDs. Selection of PQD types, number and types of single and multiple disturbances under observation, choice of signal processing techniques according to their feature extraction capability, selection of features and choice of artificial intelligent technique conferring to classification performance characteristics are the main concerns and challenges. In literature, numerous signal processing techniques are used for waveform analysis. Some frequently used techniques can be classified as Fourier transforms (FT), Kalman filtering, wavelet transforms (WT), Stockwell-transform (S-Transform), Hilbert-Huang transform (HHT), Gabor transform (GT), etc. [3] .
In power system PQDs inception is sometimes dynamically slow and sometimes abrupt; for that reason, PQD event detection in the time frame is important for analysis and monitoring. This brings to the application of Wavelet transform. However other transforms can also be implemented. But the limitations of erroneous detection in dynamic and sudden disturbances, complexity, non-localization in time or space and non-suitability with dynamic signal like PQDs, makes wavelet transform a robust and suitable tool for detection of the event in the time-frequency domain. For the classification, features are extracted, based on statistical parameters, from the decomposed and filtered levels of Discrete Wavelet Transform (DWT). These features are then used for the training and testing the artificial intelligence based classifiers [7, 8] . The classification can be applied by the number of techniques like Artificial Neural Network (ANN), Support Vector Machine (SVM), Fuzzy Expert System (FES), Neuro Fuzzy System (NFS) etc. [3, 9, 10] . Although support vector machine classifier has a lot of tuning parameters but it is suitable because of its high classification accuracy, robustness, and less computational time requirements [4, 11] .
A brief literature review related to proposed algorithm is discussed as follows. Author in [26] proposed Gabor Transform (GT) and feed forward Neural Network to identify the arcing faults in power system. Author in [27] proposed HHT-PNN classification algorithm to detect and classify the single and multiple hybrid PQ disturbances. Author in [28] proposed S-Transform-Based ANN Classifier and Rule-Based Decision Tree. Author in [23] proposed a procedure to detect and classify PQ events having complex perturbations caught in a real time power distribution network using WT-SVM. Author in [4] proposed automatic pattern recognition of Single and Multiple Power Quality Disturbances based on wavelet norm entropy feature and PNN. Author in [25] proposed Variational Mode Decomposition (VMD) and S-transform for feature extraction along with SVM classifier. He selected features on filter and wrapper method. Author in [18] proposed WT-SVM for classification of single and hybrid PQDs and with PNN and feed forward neural network. Author in [9] proposed a technique for optimal selections of features based in WT-PNN and artificial bee colony based algorithm. Author in [1] proposed tunable-Q wavelet transform and dual multi-class SVM for online detection of PQDs. In [29] a classification method for multiple power quality disturbances using empirical WT adaptive filtering and SVM classifier is proposed
In this study, a new power system disturbance waveform pattern recognition and classification algorithm is proposed with unique feature vector which identifies and classifies the single and hybrid power quality disturbances into classes. The selected PQDs for analysis are frequent in power system operations. These disturbances are generated through parametric model equations in MATLAB workspace/editor environment. Such mathematical model based generated disturbances are then passed through DWT filters, signal processing tool, where not only event detection in time frequency localization is achieved but also feature extraction is performed from approximation and detail levels. Extracted features are used for training and testing of artificial intelligence based support vector machine classifier for the automatic pattern recognition. Real time power system model in Matlab/Simulink environment can also be developed for the physical description of power system disturbances and can be implemented for validation of results [12] . This paper has been organized into six sections. Section I, discussed the detail background of the power quality, including general types of power quality disturbances, issues, causes and general aspects of power quality research and related work. Section II describes wavelet transform in detail. In Section III, support vector machine is discussed. Section IV deals with the methodology of proposed approach in detail. Section V presents results and discussions. Lastly conclusion is presented in Section VI.
II. WAVELET TRANSFORM
With wavelet transform (WT) a waveform is decomposed into the set of basis functions; such basis functions are termed as mother wavelets. A wavelet is fundamentally a wave alternation, having zero mean unlike sinusoid which extends to infinity; it extends and exists for a finite duration. Analysis with WT is well suited to non-periodic signals containing both stationary components and transients, such as the ones that can be found on PQDs. Some well-known mother wavelet types are shown in Fig. 1 . The availability of wide range of wavelet derivatives is a key strength of WT analysis. Daubechies 4 (db4) wavelet class is mostly adopted in literature for the analysis of PQ disturbances because of its comparably similar characteristics with PQ events [13] . WT has baseband characteristics in frequency domain. The major advantage of analysis with wavelets is of varying window size, which is wide for slowly varying changes i.e. low frequencies, and narrow for abrupt changes. As a result, there is optimal timefrequency localization in all frequency ranges [14, 15] .
WT technique has a significant role in discontinuity/event detection and it has also been found a powerful tool for the feature extraction from waveforms. WT can be achieved by two means i.e. by continuous wavelet transform (CWT) and discrete wavelet transform (DWT). With CWT, scaling and translation of mother wavelet φ(t) provide the information of 369 | P a g e www.ijacsa.thesai.org time frequency resolution of the original distorted waveform [16, 17] . The mathematical equation of CWT for a given disturbance signal x(t) with respect to φ(t) is given as.
In equation (1) c and d are real positive numbers, where c is the scaling factor, inversely proportional to frequency, corresponding to signal dilation or shrinking in time domain. While d is the translation factor corresponds to wavelet shifting.
Although CWT is upright with time frequency analysis but it has some limitations. Computations with CWT by computer simulation is discretized CWT, which is not a true discrete transform. CWT require infinite inputs and the information provided is highly redundant therefore not convenient for computer analysis [18] . Waveform decomposition or reconstruction by CWT requires a significant amount of computational time. Furthermore, CWT is considered substantially sluggish to implement as compared to DWT. The general equation of DWT for signal x(k) is given in equation (2).
In the above equation, 0 and 0 are discrete scaling and discrete translation factors respectively. Having fixed constant values generally, 0 = 2 and 0 = 1 , these parameters, 0 and 0 0 , are taken as constants. Where and are the integers, representing frequency localization and time localization, correspondingly. The parameter 0 produces oscillatory frequency and length of the wavelet, whereas parameter 0 0 , credits shifting (translation) position [5] . The idea for DWT computation is same as it is in CWT. In CWT, correlation among a wavelet at different scale and the given signal is calculated by varying the analysis window scale, shifting the window in time, multiplying by the given signal and then integrating over all times. Whereas in Discrete WT, signal x is passed through series of digital high pass (H.P) filters, to analyze high frequencies, and digital low pass (L.P) filters, to analyze low frequencies, where filters are at different cut-off frequencies to evaluate signals at different scales. In this whole process, the resolution of the signal is changed by filtering and the scale is changed by sampling operations [5, 19, 20] .
1) Multi-Resolution analysis:
Mallat and Meyer established the basic framework of Multi resolution analysis (MRA) algorithm. With MRA, decomposition of a waveform can be obtained at various resolution levels and scales of short waveforms i.e. mother wavelets. In literature, MRA is also termed as pyramidal coding which is similar to sub band coding method. Using MRA, multi-level resolution analysis can be performed, where decomposition is repeated up to more than a few levels for increasing frequency resolutions to get detail and approximation coefficient waveforms. MRA decomposition can be mathematically modeled as.
In MRA based wave decomposition, the sample waveform being investigated is passed through half band LP filter g(k), having impulse response g (equation 3). This causes the convolution in discrete time. Similarly, the waveform is also passed concurrently through half band HP filter h(k). For the first level decomposition i.e. down sampling by factor 2, the outputs of the HP and LP filters are referred to as detail level D1 and approximation level A1 respectively. In level 2 decomposition the obtained approximation A1 coefficients are passed through the same HP and LP filters to produce coefficients A2 and D2 respectively. Likewise, A2 coefficients are again passed through filters of the same cut off frequency limits and so on. In this way down sampling is applied for further levels of wave decomposition [19, 21] . This process is largely termed as multi-level decomposition [22] . The filter output relations are mathematically expressed in equation 4 and 5, where k represents number of samples.
DWT-MRA based decomposition is according to the Nyquist rule, where half the frequencies of the signal have now been removed and half the samples are discarded, schematically shown in Fig. 2 . Similarly with this decomposition process the frequency band i.e. half of each filter output characterizes the signal. Therefore time resolution is reduced by factor 2. The frequency resolution is doubled for each next level of decomposition because of half the frequency band of the input of the previous level and so on [12, 14, 19, 23] .
Expressions for the approximation and detail level coefficients are:
The relation for waveform ( ) expanded related to its orthogonal basis of scaling and wavelet function is shown in equation 8. The equation is basically characterized by one set of scaling coefficient and one or several sets of wavelet coefficients
In equation 6, 7 and 8, =1,2,3,… , represents level of decompositions.
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III. SUPPORT VECTOR MACHINE CLASSIFIER
The Support vector machine (SVM) tool, first presented by Vapnik (Vapnik, 1995) , is a very powerful, high performance and computationally efficient family of supervised machine learning algorithm. It has wide application in classification and regression (time series prediction like estimation, forecasting, etc.) problems [8, 11] . For PQD waveform pattern recognition, classification can be performed by utilizing various parameters. In literature, PQD classification is mostly based on statistical learning theory results [5, 8] . For two or more categorized classes of disturbance data, it acts as discriminative classifier typically defined by an optimal hyper plane, separates all the categorized classes by the decision boundary, as shown in Fig. 3 . The hyper plane can be defined mathematically as:
∈ , for dimension d, comprises the coefficients expressing orthogonal vector to hyper plane.
Hyper plane is a linear decision boundary that splits the space for classification into two parts. Similarly, it can be a nonlinear decision surface boundary for classifying multiple classes data [24, 25] . For inseparable and complex data kernel functions are adopted. These functions transform data to large dimensional feature space where input data becomes more separable i.e. maximum margin hyper planes are established, related to original input feature space. Gaussian or radial basis function, sigmoid, polynomials, exponential radial basis functions, splines Etc. are the generally used types of Kernel functions in the literature [24] . In this work, Gaussian kernel is adopted for binary classification and feature mapping. The mathematical relation for Gaussian kernel is given as:
In equation 10 represents feature and , land mark point whereas is a Gaussian kernel parameter, features � , � to vary more smoothly. For the classification let the training vector is ∈ , along with their categories = (− , + ) where algorithm searches maximum margin length i.e. the region which contains no observations, for an optimal hyper plane and places the observations in the positive and negative class categories.
From equation 9, for Separable classes classification, an objective is to minimize ‖ ‖ with respect to and . So that for all feature vectors ( , ), � � ≥ 1. When support vectors are on the boundary, � � = 1. To optimize and minimize the objective, SVM algorithm uses Lagrange multiplier, as shown in equation 11. To minimize the equation 11, subject to ∑ = 0.
where ≥ 0 and j=1,2,…,n .
Whereas,
In above equation is a kernel function. is entitled slack parameter and is regularization parameter. For perfectly separable classes slack parameter, = 0.
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Where ≥ 0, except 0 ≤ ≤ , for all = 1,2,3, … , . SVM Score function is shown in equation 17 as:
Where � is the bias estimate and � is jth vector estimate. The SVM classifies new observation z using sign( �( )). Nonlinear boundary in SVM works in transformed predictor space to get optimal hyper plane. The dual formalization for nonlinear SVM is represented in equation 18 with respect to 1 , 2 , … , , subject to ∑ = 0, ℎ 0 ≤ ≤ .
For all j=1,2,…,n. and the KKT complementarity conditions. � , � are the elements of the Gram matrix. The resulting score function for SVM is given in equation 19.
SVM has better generalization ability (i.e. ability to learn a rule for classifying training data to ability of resulting rule to classify testing data.). It may handle large feature vector dimension space and also has no over fitting issue for large classification problems as compared to logistic regression and neural network or other conventional classifiers. SVM training is much easier than training artificial neural networks [1, 2] .
IV. METHODOLOGY
The proposed algorithm for PQD recognition comprises of four stages, namely, PQ disturbances sample data generation, Feature extraction, classification and decision stage, as shown in flow chart, Fig. 4 . 
A. PQ Disturbances Pattern Generation
Real Power quality waveforms may frequently exhibit slowly or abrupt changing trends, oscillations punctuated with harmonics, transients or other disturbances. In contrast, these changes are the important part of the data both perceptually and in terms of information of abnormality they provide. For the classification of disturbances, PQDs data can be obtained through real time PQ loggers or can be generated using parametric equations [25] , where equation parameters are based on Categories & Characteristics of power system electromagnetic phenomenon, IEEE STD 1159-2009. PQD generation through parametric equations is expedient, variety of samples for any type of disturbance either single or multiple signals can be simulated. Disturbance magnitude and duration over cycles can be changed in a wide range and controlled manner according to disturbance type and IEEE standards. In this work events of pure voltage sine wave, sags, swells, interruptions, harmonics, impulsive transients, oscillatory transients, sag with harmonics and swell with harmonics are considered for generation. 100 random sample cases with 10 cycles at 50Hz (0.2 seconds) for each disturbance were produced. The sampling frequency was 10 kHz i.e. 200 points per cycle. Both magnitudes, as well as time of event occurrence, were diverse in accordance with the aforementioned standard. Fig. 5 shows only one random sample waveform of each category of generated disturbance. 372 | P a g e www.ijacsa.thesai.org 
B. Feature Extraction
Feature extraction stage is the most important step for the machine learning based pattern recognition and classification of PQD problems. Extracted features are the measured data, obtained from the waveform samples to develop a feature vector. This feature vector should be dimensionally concise so that learning and generalization process in classifier algorithms for classification can be implemented effectively. Feature extraction stage consists of two sub stages. In the first stage, all the generated samples for each disturbance class are decomposed up to 8 levels to get wavelet coefficients using DWT-MRA, where the wavelet coefficients are approximation and detail levels. Thus for each class of disturbance D1-D8 and A8 coefficients vectors are extracted. In order to reduce the obtained data and to enhance the classifiers performance effective and suitable statistical parameters are proposed for feature vector development in the second stage of feature extraction.
1) Energy feature:
The energy feature mining is according to the property which states that energy of the signal in time domain and in the frequency domain are equal, as frequency domain signal X[n], i.e. Fourier transformed signal contains all the information about X[t]. This property is termed as Perceval's Theorem.
Where denotes the time period and is the sampling period of the signal waveform. The energy features of the PQDs are obtained from wavelet coefficients and , which are obtained at various frequency bands for each of the disturbance types. The energy feature vector consists of energy percentage corresponding to the respective wavelet coefficients, which are calculated by the relations shown in equation 22 and 23.
and are the energies of wavelet-approximation and detail coefficients up to level j and is the energy feature vector.
2) Entropy feature: Entropy parameter has been found suitable as a feature for PQD classification and recognition. In information theory entropy is generally regarded as the precise indicator of disorder ness, imbalance and uncertainties relating to random variables that may be gained by the observations (in this case Di and A8 ), whereas entropy is always greater than or equal to zero. Its outcomes can be generalized to provide information about specific events and outliers. Shannon entropy, a decreasing functions of a scattering of random variables and is maximum when all outcomes are equally to be expected. Following are the relations for Shannon entropy for detail and approximation level coefficients.
Where , and , is the probability of the occurrence of feature values { 1 , … , 8 Vol. 10, No. 3, 2019 3) Standard deviation: Standard deviation feature measures the dispersion of an event frequency distribution or it can also be defined as a parameter that shows the way in which a probability function or probability density function is centered around its mean which is equal to the root of moment in which the deviation from mean is squared.
The feature vector obtained for i samples is used for the classification purpose in the classification stage for each of the PQDs type. Where half of the data is utilized for training the classifier and other half is used for testing the classifier performance. Schematic diagram for the feature vector development process is shown in Fig. 6 .
C. Classification Stage
The feature vector, developed in equation 31, comprises of 27 dimensions of feature dataset for 100 samples of each of the PQ disturbance class i.e. 27 × 100. From 100 samples of each disturbance class, half of the data set (27 × 50) has been used for training the SVM classifier and rest of data is for testing purpose. For classification training with SVM one vs. one (1Vs.1) approach is adopted as shown in figure. Where in each SVM training node, i=1 class is trained against all classes. Similarly for next SVM training node that aforesaid i=1 class is replaced with i=2 class and training is done with all other classes. This process was iterated until all classes were passed through training. With this training process SVM develop algorithm functions i.e. ( ), for binary data classification and outlier detection of n classes. Therefore 1 vs.1 approach may allow the SVM classifier to have a very upright training performance with this multi class classification problem. Testing of classifier, for each class, results the positive scores and negative scores for classified and misclassified class samples respectively. The label for classified disturbance sample was set to 1 and misclassified sample was set to 0. The input to the classifier is the time domain disturbance signal. Fig. 7 shows the one vs. one SVM binary classification schematic diagram. In this work, Lib-SVM Matlab Software toolbox library is used for classification. Lib-SVM consists of the default Sequential Minimal Optimization (SMO) solver; it reduces one-norm problem by a series of two point minimizations and contains bias terms and uses linear constrains in the model. RBF or Gaussian kernel was used for classifying non separable feature vectors i.e. nonlinear, where the kernel scale was set to 5.2 and box constraint to level 1 and extracted feature data was standardized for computational simplification. 
VI. RESULTS AND DISCUSSION
For all that samples of ten generated disturbances, time frequency localization of each disturbance event is achieved and succeeded by the DWT-MRA technique. In order to show the DWT-MRA time frequency event localization characteristic, only one sample for sag with harmonics and its 1-5 detail, having high frequency, and 5th level discretized approximation coefficients, having the fundamental frequency components, are plotted in Fig. 8 . These levels are obtained by decomposition of original generated sample via Daubechies fourth order (dB4) wavelet filter. For recognition and classification 1-8 details and 8th approximation coefficients are utilized for coefficients feature vector development. The first level signal has a frequency range of 2 ⁄ − 4 ⁄ i.e. 2500-5000Hz, where is the sampling frequency. In the same way second level has frequency range of 4 ⁄ − 8 ⁄ i.e. 2500-1250 Hz. The third, fourth, fifth, sixth, seventh and eighth level decomposed disturbance signal have the frequency ranges of
To reduce the data set and to enhance the accuracy of classifier, statistical analysis is performed on coefficient vectors by pulling out energy, Shannon's entropy and standard deviation information. Out of (27× 100) of the samples of approximation and detail coefficient features half of samples i.e. ( 27 × 50 ) dimension of each disturbance are used for training SVM classifier. However, for testing the classifiers classification performance and evaluation of trained model, remaining extracted feature vectors are utilized in SVM predictor model for all the ten types of PQ disturbances. Such disturbance classes are presented in confusion matrix, shown in Table I , where the matrix is constructed with actual classes vs. classifiers predicted classes. In Tables I, II and III, C represents labels for disturbance types which are specified as follows:
C1
Sine Wave C2 Sag
C3 Swell

C4 Interruption
C5 Harmonics
C6
Impulsive Transients
C7
Oscillating Transients
C8
Flickers
C9
Sag and Harmonics
C10
Swell and Harmonics The diagonal elements in confusion matrix represent true positives (TP) i.e. correctly classified disturbances, whereas off diagonal elements shows misclassified disturbance samples. From matrix, all rows elements except diagonal element are false negatives (FN) i.e. sample is classified as predicted class but actually it is not. Similarly, all the column elements except diagonal elements are false positives (FP). Classifier performance summary is shown in Table II , where positive rate of disturbance class refers sensitivity of classifier or recall rate. The overall accuracy is found 94%. 
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