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Abstract
We design and analyze a new adaptive stabilized finite element method. We
construct a discrete approximation of the solution in a continuous trial space
by minimizing the residual measured in a dual norm of a discontinuous test
space that has inf-sup stability. We formulate this residual minimization as a
stable saddle-point problem which delivers a stabilized discrete solution and a
residual representation that drives the adaptive mesh refinement. Numerical
results on an advection-reaction model problem show competitive error reduc-
tion rates when compared to discontinuous Galerkin methods on uniformly re-
fined meshes and smooth solutions. Moreover, the technique leads to optimal
decay rates for adaptive mesh refinement and solutions having sharp layers.
1 Introduction
Continuous Galerkin Finite Element Methods (CG-FEM) are popular solution strate-
gies in engineering applications. However, these methods suffer from instability un-
der reasonable physical assumptions if the mesh is not fine enough. This limitation
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led to the development of several alternative methods that achieve stability differ-
ently (see, e.g., [29, 36] and references therein). Broadly speaking, one can iden-
tify two approaches to enhance stability in CG-FEM: residual and fluctuation-based
stabilization techniques [31]. The Least-Squares Finite Element Method (LS-FEM)
exemplifies the residual-based stabilization, which was pioneered in the late ’60s
and early ’70s (cf., [28, 42, 7] and [37] for a recent overview). The Galerkin/Least-
Squares (GaLS) method [35] addresses the suboptimal convergence rate of LS-FEM
in the L2-norm. The authors in [19] extended the Least-Squares approach to more
general dual norms and connected residual minimization in test dual norms and
the mixed formulation (cf., Equation (27)). In this context, [15] investigated the use
of different test norms to stabilize convection-diffusion problems. Also, the idea of
residual minimization in non-standard dual norms is at the heart of the recent Dis-
continuous Petrov–Galerkin (DPG) methods (see, e.g., [46, 24, 16] and [23] for an
overview). Alternatively, several strategies based on fluctuation stabilization exist.
Some methods penalize the gradient of some fluctuation or some fluctuation of the
gradient [33, 6, 43]. Other methods penalize the gradient jumps across the mesh
interfaces [10, 12]. Yet, other techniques enlarge the trial and test spaces with dis-
continuous functions and penalize the solution jumps across the mesh interfaces,
as in the discontinuous Galerkin (DG) methods [45, 41, 38, 18, 8, 30] (see also [26]).
In this work, we introduce a new adaptive stabilized FEM and study its numer-
ical performance when approximating an advection-reaction model problem. We
combine residual minimization with the inf-sup stability offered by a large class of
DG methods. More precisely, the discrete solution lives in a continuous trial space
(e.g., H 1-conforming finite elements) and minimizes the residual in a dual norm
with respect to the DG test functions. This DG norm provides inf-sup stability to the
formulation. In practice, such a residual minimization implies a stable saddle-point
problem involving the continuous trial space and the discontinuous test space. Two
advantages compensate the extra cost of solving a significantly larger linear system
(compared to just forming the normal equations as in LS-FEM). Firstly, the continu-
ous solution is more accurate, especially in the L2-norm, than the LS-FEM solution.
We prove that the present method leads to error estimates of the same quality as
those delivered by the DG methods, yet for a discrete solution belonging to a con-
tinuous trial space only. The second advantage is that in our approach, the com-
ponent in the DG space plays the role of a residual representative that drives the
adaptive mesh refinements. Thus, we simultaneously compute a discrete solution
in the continuous trial space and an error representation in the discontinuous test
space. From the practical point of view, we illustrate the benefits of the adaptive
mesh refinement procedure numerically in an advection-reaction model problem
with solutions possessing sharp inner layers.
We now put our work in perspective with the state-of-the-art. Compared with
the LS-FEM paradigm, we solve a larger linear system. However, the advantage is
that we obtain a residual representation that guides the mesh adaptation to deliver
better error decay rates relative to the number of degrees of freedom. Compared
to the Discontinuous Petrov–Galerkin (DPG) methods [21, 22], we share the goal of
minimizing the residual in an adequate norm, using broken test spaces, implying
discrete stability, and a residual representation to guide adaptivity. Nevertheless,
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the main difference is that the DPG methods focus on conforming formulations
and localizable test norms. In particular, for first-order PDEs, and if the trial space
is continuous, the norm equipping the test space must be the L2-norm. Stronger
norms can be applied using ultra-weak formulations, which only require L2 regu-
larity for the trial space. This lower regularity, in practice, leads to a discontinuous
approximation of the trial solution, which requires additional unknowns to repre-
sent traces of the solution over the mesh skeleton. However, the broken test space
structure with localizable norms allows for static condensation, which, when com-
bined with multigrid techniques, leads to linear cost solvers. Instead, in our work,
the trial space is continuous, but the test space has a stronger norm than L2. We
inherit the stability of the method from the DG formulation that provides the inner
product and the norm on which we build our method. Weak primal solutions in L2
and residuals measured in the dual norm of the optimal test norm are considered
in [20]. That is, the L2 norm of the adjoint operator applied to the test function.
The residual in the mixed formulation drives adaptivity, but the discrete stability
was only assumed. The proof of discrete stability came later, in the context of DPG
formulations for transport and a particular family of nested meshes [9]. In a dif-
ferent context, building on non-Hilbert spaces for first-order PDEs, residuals mea-
sured in the Lebesgue space Lp , with 1 ≤ p < +∞, were considered in [34] (which
requires to solve a non-linear problem for p 6= 2). An extension of these results to
weak advection-reaction problems, where the solutions live in Lp while the residual
measure is the dual graph-norm, was given in [44].
We organize the paper as follows. In Section 2, we recall some basic facts con-
cerning the continuous and discrete settings. In particular, we present the abstract
framework from [30] for the error analysis of nonconforming approximation meth-
ods (see also [26] and Strang’s Second Lemma). We devise and analyze the present
stabilized FEM in Section 3, where our main results are Theorems 2 and 2. In Sec-
tion 4, we briefly describe the mathematical setting for the advection-reaction model
problem and recall its DG discretization using both centered and upwind fluxes. In
Section 5, we present numerical results illustrating the performance of our adaptive
stabilized FEM. Finally, we conclude with Section 6.
2 Continuous and discrete settings
2.1 Well-posed model problem
Let X (continuous trial space) and Y (continuous test space) be (real) Banach spaces
equipped with norms ‖ · ‖X and ‖ · ‖Y , respectively. Assume that Y is reflexive. We
want to solve the following linear model problem:{
Find u ∈ X , such that:
b(u, v) = 〈l , v〉Y ∗ ,Y , ∀v ∈ Y ,
(1)
where b is a bounded bilinear form on X ×Y , l ∈ Y ∗ is a bounded linear form on Y ,
and 〈·, ·〉Y ∗ ,Y is the duality pairing in Y ∗×Y . Equivalently, we write problem (1) in
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operator form by introducing the operator B : X → Y ∗ such that:
〈B z , v〉Y ∗ ,Y := b(z, v), ∀ (z, v) ∈ X ×Y , (2)
leading to the following problem:{
Find u ∈ X , such that:
Bu = l in Y ∗. (3)










y ∈ Y : b(z, y) = 0,∀z ∈ X } = {0}. These two assumptions are equivalent
to problem (1) (or equivalently (3)) being well-posed owing to the Banach–Nec̆as–
Babus̆ka theorem (see, e.g., [29, Theorem 2.6]). Moreover, the following a priori esti-
mate is then satisfied:
‖u‖X ≤C−1b ‖l‖Y ∗ . (5)
Finally, we mention that when Y = X , a sufficient condition for well-posedness is
that the bilinear form b is coercive, that is, there exists a constant Cb > 0 such that
b(v, v) ≥Cb‖v‖2X , ∀v ∈ X . (6)
Then problem (1) (or equivalently (3)) is well-posed owing to the the Lax–Milgram
lemma (see, e.g., [40]), and it satisfies the same a priori estimate (5).
2.2 Functional setting
For any open and bounded set D ⊂ Rd , let L2(D) be the standard Hilbert space of
square-integrable functions over D for the Lebesgue measure, and denote by (·, ·)D
and ‖ · ‖D :=
p
(·, ·)D its inner product and inherited norm, respectively. Denote
by L2(D;Rd ) the corresponding space composed of square-integrable vector-valued
functions and, abusing notation, still by (·, ·)D the associated inner product. Consid-
ering weak derivatives, we recall the following well-known Hilbert space:
H 1(D) :=
{
v ∈ L2(D) : ∇v ∈ L2(D;Rd )
}
, (7)
equipped with the following inner product and norm (respectively):
(v,u)1,D := (v,u)D + (∇v,∇u)D , ‖v‖1,D :=
√
(v, v)1,D , (8)
Let H 1/2(∂D) be the standard Dirichlet trace space of H 1(D) over the boundary ∂D,
and H−1/2(∂D) be its dual space with L2(∂D) as pivot space. More generally, to war-
rant that traces are well-defined at least in L2(∂D), we call upon the fractional-order






Figure 1: Skeleton orientation over the internal face e = ∂K +∩∂K −.
2.3 Discrete setting
Let Ph = {Km}Nm=1 be a conforming partition of the domain D into N open disjoint









We denote by ∂Km the boundary of the element Km , by S 0h , S
∂
h the set of interior
and boundary edges/faces (respectively) of the mesh, and by Sh := S 0h ∪S ∂h the
skeleton of Dh . Over Dh , we define the following standard broken Hilbert space:
H 1(Dh) :=
{
v ∈ L2(D) : ∇v |Km ∈ L2(Km ;Rd ), ∀m = 1, . . . , N
}
, (10)





For any v ∈ H 1(Dh) and any interior face/edge e = ∂K +∩∂K − ∈S 0h (see Figure 1), we
define the jump ve and the average {{v}}e of a smooth enough function v as follows:
ve (x) := v+(x)− v−(x), (12)
{{v}}e (x) := 1
2
(v+(x)+ v−(x)), (13)
for a.e. x ∈ e, where v+ and v− denote the traces over e defined from a fixed, pre-
defined orientation of the unit normal vector ne . We omit the subscript e from the
jump and average operators when there is no ambiguity.
Finally, we denote by Pp (Km), p ≥ 0, the set of polynomials of total degree at








2.4 Abstract setting for nonconforming approximation methods
Let Vh be a finite-dimensional space composed of functions defined on Dh (typically
a broken polynomial space). We approximate the continuous problem (1) as follows:{
Find θh ∈Vh , such that:
bh(θh , vh) = 〈lh , vh〉V ∗h ×Vh , ∀vh ∈Vh ,
(15)
where bh(·, ·) denotes a discrete bilinear form defined over Vh ×Vh , and lh(·) a dis-
crete linear form over Vh . We say that the approximation setting is nonconforming
whenever Vh 6⊂ X or Vh 6⊂ Y .
To ascertain the well-posedness of the discrete problem (15) and to perform the
error analysis, we follow the framework introduced for DG approximations in [30]
(see also [26] and Strang’s Second Lemma) which relies on the following three as-
sumptions:
Assumption 1. (Stability): The space Vh is equipped with a norm ‖ · ‖Vh such that








Assumption 2. (Strong consistency with regularity) The exact solution u of (1) be-
longs to a subspace X# ⊂ X such that the discrete bilinear form bh(·, ·) supports eval-
uations in the extended space Vh,# ×Vh with Vh,# := X# +Vh , and the following holds
true:
bh(u, vh) = 〈lh , vh〉V ∗h ×Vh , ∀vh ∈Vh , (17)
which amounts to bh(u −θh , vh) = 0, for all vh ∈Vh (Galerkin’s orthogonality).
Assumption 3. (Boundedness): The stability norm ‖·‖Vh can be extended to Vh,# and
there is a second norm ‖ ·‖Vh ,# on Vh,# satisfying the following two properties:
(i) ‖v‖Vh ≤ ‖v‖Vh ,#, for all v ∈Vh,#;
(ii) there exists a constant Cbnd < ∞, uniform with respect to the mesh size, such
that
bh(z, vh) ≤Cbnd ‖z‖Vh ,#‖vh‖Vh , ∀ (z, vh) ∈Vh,# ×Vh . (18)
For a linear form φh : Vh →R, we set
‖φh‖V ∗h := sup0 6=vh∈Vh
〈φh , vh〉V ∗h ×Vh
‖vh‖Vh
, (19)
where ‖·‖Vh is the stability norm identified in Assumption 1. The above assumptions
lead to the following a priori and error estimates (see [30, 26]).
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Theorem 1 (Discrete well-posedness and a priori estimates I). Denote by u the so-
lution of the continuous problem (1) and suppose that the assumptions 1–3 are satis-
fied. Then there exists a unique θh ∈Vh solution to the discrete problem (15), and the













‖u − vh‖Vh ,#. (21)
3 Residual minimization problem
Our schemes build on the following two ideas:
a) First, we select a finite-dimensional space Vh and a discrete bilinear form
bh(·, ·) such that Assumptions 1, 2, and 3 hold true.
b) Second, we identify a subspace Uh ⊂ Vh such that Uh has the same approxi-
mation capacity as the original space Vh for the types of solutions we want to
approximate. The primary example we have in mind is to choose Vh as a bro-
ken polynomial space and Uh as the H
1-conforming subspace. We refer the
reader to Remark 5 for a further discussion on the approximation capacity of
the spaces Uh and Vh in the context of advection-reaction equations.
Starting from a stable formulation of the form (15) in Vh , we use the trial sub-
space Uh ⊂Vh to solve the following residual minimization problem:





‖lh −Bh zh‖2V ∗h = argminzh∈Uh
1
2





where Bh : Vh,# →V ∗h is defined as:
〈Bh z, vh〉V ∗h ×Vh := bh(z, vh), (23)
and R−1Vh denotes the inverse of the Riesz map:
RVh : Vh →V ∗h
〈RVh yh , vh〉V ∗h ×Vh := (yh , vh)Vh , ∀ vh ∈Vh .
(24)
The second equality in (22) follows from the fact that the Riesz map is an isometric
isomorphism. Classically, the minimizer in (22) is a critical point of the minimizing
functional, which translates into the following linear problem:{
Find uh ∈Uh , such that:
(R−1Vh (lh −Bh uh),R
−1
Vh
Bhδuh)Vh = 0, ∀δuh ∈Uh . (25)
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Defining the residual representation function as
εh := R−1Vh (lh −Bhuh) ∈Vh , (26)
problem (25) is equivalent to finding the pair (εh ,uh) ∈Vh ×Uh , such that:{
(εh , vh)Vh +bh(uh , vh) = lh(vh), ∀vh ∈Vh ,
bh(zh , εh) = 0, ∀zh ∈Uh .
(27a)
(27b)
Conversely, if the pair (εh ,uh) ∈ Vh ×Uh solves (27), then (26) holds true and uh is
the minimizer of the quadratic functional in (22).
Theorem 2 (Discrete well-posedness and a priori estimates II). If the assumptions 1-
3 are satisfied, then the saddle-point problem (27) has a unique solution (εh ,uh) ∈
Vh ×Uh . Moreover, such a solution satisfies the following a priori bounds:
‖εh‖ ≤ ‖lh‖V ∗h and ‖uh‖Vh ≤
1
Csta
‖lh‖V ∗h , (28)








‖u − zh‖Vh,# , (29)
where u ∈ X# is the exact solution to the continuous problem (1).
Proof. See A.
The identity (26) suggests considering εh as a residual representative. The fol-
lowing simple result proves that ‖εh‖Vh is an efficient error estimator.
Proposition 1 (Efficiency of the residual representative). Under the same hypotheses
as in Theorem 2, the following holds:
‖εh‖Vh ≤Cbnd ‖u −uh‖Vh ,#. (30)
Proof. Using the isometry property of the Riesz operator, the consistency Assump-
tion 2 and the boundedness Assumption 3, we obtain
‖εh‖Vh = ‖Bh(θh −uh)‖V ∗h = ‖Bh(u −uh)‖V ∗h ≤Cbnd ‖u −uh‖Vh ,#.
To prove that the residual representative εh is also reliable, we introduce the fol-
lowing additional assumption:
Assumption 4. (Saturation) Let (εh ,uh) ∈Vh×Uh solve the saddle-point problem (27).
Let θh ∈ Vh be the unique solution to (15). There exists a real number δ ∈ [0,1), uni-
form with respect to the mesh size, such that ‖u −θh‖Vh ≤ δ‖u −uh‖Vh .
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Proposition 2 (Reliability of the residual representative). Let (εh ,uh) ∈Vh ×Uh solve












Proof. We observe that
‖Bh(θh −uh)‖V ∗h = ‖R
−1
Vh
(lh −Bhuh)‖Vh = ‖εh‖Vh ,
which leads to the bound (31) owing to the inf-sup condition (16). Then, invoking
the triangle inequality and the saturation assumption leads to
‖u −uh‖Vh ≤ ‖u −θh‖Vh +‖θh −uh‖Vh ≤ δ‖u −uh‖Vh +‖θh −uh‖Vh .
Re-arranging the terms and using (31) proves the a posteriori estimate (32).
Assumption 4 states that, when θh 6= uh , θh is a better approximation than uh
to the analytical solution u with respect to the norm ‖ · ‖Vh . This is a reasonable
assumption since uh is sought in the subspace Uh ⊂ Vh . However, in some cases,
this assumption may not be satisfied if the mesh is not fine enough, as we show in
Section 5. This observation motivates us to consider the following weaker version of
Assumption 4.
Assumption 5 (Weaker condition). Let (εh ,uh) ∈Vh×Uh solve the saddle-point prob-
lem (27). Let θh ∈Vh be the unique solution to (15). There exists a real number δw > 0,
uniform with respect to the mesh size, such that ‖u −θh‖Vh ≤ δw‖θh −uh‖Vh .
A straightforward verification shows that Assumption 4 implies Assumption 5
with constant δw = δ
1−δ , but the converse is true provided δw <
1
2 . Additionally,





Remark 1 (Uh = Vh). In the particular case where Uh = Vh , one readily verifies that
the unique solution to the saddle-point problem (27) is the pair (0,θh), where θh ∈Vh
is the unique solution to (15). In this situation, the bound (31) is not informative.
Remark 2 (LS-FEM). Assume that Vh := Pp (Dh), p ≥ 1, is the broken polynomial
space defined in (14) and that Uh is the H
1-conforming subspace Uh := Vh ∩H 1(D).
Assume that Vh is equipped with the L
2-norm and that the inf-sup condition (16)
holds true (in the examples we have in mind, for example, a first-order PDE such as
the advection-reaction equation described in Section 4, the discrete bilinear form is
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L2-coercive). Then, the residual minimization problem (22) coincides with the Least-
Squares Finite Element Method (LS-FEM) set in L2(D), and the residual representative
εh ∈Vh is the L2-projection onto Vh of the finite element residual. Unfortunately, the
L2-norm is too weak, leading to an error estimate (29) that is suboptimal, typically
by one order in the mesh size (i.e., of the form C hp |u|H p+1(D)). To remedy this dif-
ficulty, we shall equip Vh with a stronger norm inspired by the DG method, thereby




4 Model problem: Advection-reaction equation
In this section, we present examples of the above formulations in the context of the
advection-reaction model problem.
4.1 Continuous setting
Let D ⊂Rd , with d = 1,2,3, be an open, bounded Lipschitz polyhedron with bound-
ary Γ := ∂D and outward unit normal n. Let γ ∈ L∞(D) denote a bounded reaction
coefficient, and let b ∈ L∞(D;Rd ) denote velocity field such that ∇ ·b ∈ L∞(D). As-
sume that the boundary Γ can be split into the three subsets Γ± := {x ∈ Γ : ±b(x) ·
n(x) < 0} (inflow/outflow) and Γ0 := {x ∈ Γ : b(x) ·n(x) = 0} (characteristic boundary).
Finally, let f ∈ L2(D) denote a source term and g ∈ L2 (|b ·n|;Γ) denote a boundary
datum, where
L2 (|b ·n|;Γ) :=
{






The advection-reaction problem reads:
Find u such that:
b ·∇u +γu = f in D,
u = g on Γ−.
(35)
Consider the graph space V := {v ∈ L2(D) : b ·∇v ∈ L2(D)} equipped with the inner
product (z, v)V := (z, v)D + (b ·∇z,b ·∇v)D leading to the norm such that ‖v‖2V :=
(v, v)V . Then, V is a Hilbert space. Moreover, assuming that Γ− and Γ+ are well
separated, that is, d(Γ−,Γ+) > 0, traces are well-defined over V , in the sense that the
operator:
τ : C 0(D) → L2 (|b ·n|;Γ)
v → τ(v) := v |Γ, (36)
extends continuously to V (cf., [30]).
One possible weak formulation of (35) with weak imposition of boundary condi-
tion reads: {
Find u ∈V , such that:
b(u, v) = ( f , v)D +〈(b ·n)ªg , v〉Γ , ∀v ∈V ,
(37)
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with (·)ª denoting the negative part such that xª := 12 (|x|−x) for any real number x,
and the continuous bilinear form b is such that:
b(z, v) := (b ·∇z +γz , v)D +〈(b ·n)ª z , v〉Γ . (38)
The model problem (37) is well-posed under some mild assumptions on γ and b
(see [30, 13] for details). The problem is well-posed for specific right-hand sides of
the form (37) (and not for any right-hand side in V ∗). That is, the well-posedness
is not established by reasoning directly on (37), but on an equivalent weak formu-
lation where the boundary condition is strongly enforced by invoking a surjectivity
property of the trace operator.
4.2 DG discretization
Recall the discrete setting from Section 2.3. For a polynomial degree p ≥ 0, the stan-
dard DG discretization of the model problem (37) is of the form:{
Find θh ∈Vh :=Pp (Dh), such that:
bdgh (θh , vh) := bh(θh , vh)+ph(θh , vh) = lh(zh), ∀vh ∈Vh ,
(39)
where bh(·, ·) and ph(·, ·) are the bilinear forms over Vh ×Vh such that
bh(zh , vh) :=
N∑
m=1
(b ·∇zh +γzh , vh)Km +
∑
e∈S ∂h
〈(b ·ne )ªzh , vh〉e (40)
− ∑
e∈S 0h
〈(b ·ne )zh , {{vh}}〉e , (41)
and





〈|b ·ne | zh,vh〉e , (42)




( f , vh)Km +
∑
e∈S ∂h
〈(b ·ne )ª g , vh〉e . (43)
The choice η = 0 corresponds to the use of centered fluxes, and the choice η > 0
(typically η = 1) to the use of upwind fluxes, see [8, 26]. To verify that the assump-
tions 1-3 are satisfied, we need to make a reasonable regularity assumption on the
exact solution.
Assumption 6. (Partition of D and regularity of exact solution u) There is a partition
PD =⋃NDi=1 Di of D into open disjoint polyhedra Di such that:
(i) The inner part of the boundary of Di is characteristic with respect to the advec-
tive field, that is, b(x)·nDi (x) = 0 for all x ∈ ∂Di ∩D and all i ∈ {1, . . . , ND }, where
nDi is the unit outward normal to Di ;
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(ii) The exact solution is such that




(iii) The mesh is aligned with this partition, that is, any mesh cell belongs to one
and only one subset Di .
Assumption 6 ensures that the trace of u is meaningful on the boundary of each
mesh cell, and that u can only jump across those interfaces that are subsets of some
∂Di ∩D with i ∈ {1, . . . , ND }. In the case where u has no jumps, we can broadly as-
sume that PD =D, in which case the statement of Assumption 6-(i) is void.
We consider the following two norms with which to equip the broken polynomial
space Vh :
‖w‖2cf := ‖w‖2D +
1
2
∥∥∥|b ·n| 12 w∥∥∥2
Γ
,










hKm‖ b ·∇w‖2Km ,
(45)
where ‖ · ‖cf relates to the central fluxes and ‖ · ‖up relates to the upwind fluxes. In
view of Assumption 3, we define Vh,# := X# +Vh with X# as in (44), and we consider
the following extensions of the above norms:















For the proof of the following result, we refer the reader to [26].
Proposition 3. (Assumption verification) In the above framework, Assumptions 1-3
hold true in the following situations: (i) η = 0 (centered fluxes) and the norms ‖ · ‖cf
and ‖ ·‖cf,#; (ii) η> 0 (upwind fluxes) and the norms ‖ ·‖up and ‖ ·‖up,#.
Remark 3. (Coercivity) The case of centered fluxes in Proposition 3 leads to stability in
the form of coercivity, whereas the case of upwind fluxes leads to an inf-sup condition,
which implies a stronger norm control than with centered fluxes since ‖ ·‖up ≥ ‖·‖cf.
An immediate consequence of Theorem 1 is the bound
inf
yh∈Vh
‖u − yh‖Vh ≤ ‖u −θh‖Vh ≤C infyh∈Vh ‖u − yh‖Vh ,#, (47)
with C uniform with respect to the mesh size, where the lower bound is trivial since
θh ∈ Vh . The following terminology is useful to compare the decay rates with re-
spect to the mesh size for the best-approximation errors of smooth solutions in the
norms ‖·‖Vh and ‖·‖Vh ,#. The estimate (47) is suboptimal if the left-hand side decays
faster than the right-hand side. Also, the estimate is (asymptotically) quasi-optimal
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when both sides decay at the same rate. The inequality in (47) is suboptimal for the
centered fluxes (i.e., the left-hand side decays at a rate of order hp+
1
2 while the right-
hand side decays at rate hp ), and it is (asymptotically) quasi-optimal for the upwind
fluxes (i.e., both sides decay at a rate of order hp+
1
2 ). For further details see [26].
Remark 4 (Continuous trial space). If we set Uh :=Vh ∩H 1(D), that is, if Uh is com-
posed of continuous, piecewise polynomial functions, the discrete bilinear form bh(·, ·)
reduces on Uh ×Vh to
bh(zh , vh) = (b ·∇zh +γzh , vh)D +
∑
e∈S ∂h
〈(b ·ne )ªzh , vh〉e ,
since functions in Uh have no jumps across the mesh interfaces, and their piecewise
gradient coincides with their weak gradient over D.
Remark 5 (Best approximation). An interesting property of the present setting re-
garding the approximation capacity of the discrete spaces Uh and Vh is that, for all
v ∈ H s (D), s > 12 ,
inf
vh∈Uh
‖v − vh‖up,# ≤Capp inf
vh∈Vh
‖v − vh‖up,#,
with Capp uniform with respect to the mesh size (see B). The converse bound is trivially
satisfied with constant equal to 1 since Uh ⊂Vh .
5 Numerical examples
In this section, we present the 2D and 3D test cases, cover some implementation
aspects, and discuss some numerical results.
5.1 Model problems
5.1.1 2D model problem
We consider a pure advection problem (35) (γ= 0) over the unit square D = (0 , 1)2 ⊂
R2, with a constant velocity field b = (3 , 1)T (see Figure 2a). We consider the source
term f = 0 in D and, for a parameter M > 0, an inflow boundary datum g = uM |Γ− ,
where Γ− = {(0, y), y ∈ (0,1)}∪ {(x,0), x ∈ (0,1)}, and the exact solution uM is















. The limit value as M grows becomes
u∞(x1, x2) := lim
M→+∞















(a) 2D problem setting (b) 2D initial mesh
Figure 2: 2D model problem and initial mesh
(a) 2D exact solution for M = 5 (b) 2D exact solution for M = 500
Figure 3: 2D exact solutions for M = 5 and M = 500
The inner layer can be seen in Figure 3b for the case M = 500 (compare with Fig-
ure 3a for the case M = 5). Although the inflow and outflow boundaries are not
well-separated here, the exact solution matches the partition and regularity assump-
tion 6. Indeed, PD =Ω when M <∞, whereas PD is composed of two subsets with
the common characteristic interface {(x1, x2) ∈D | x2 − x13 − 12 = 0} when M =∞ (see
Figure 2a). In addition, the absence of a reactive term precludes the straightforward
derivation of L2-stability by a coercivity argument. However, L2-stability is recov-
ered via an inf-sup argument which remains valid whenever the advective field is
filling (which is the case for a constant field across a square domain); we refer the
reader to [25, 3, 14, 2] for further insight.
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(a) 3D initial mesh (b) 3D exact solution for M = 100
Figure 4: 3D initial mesh and exact solution
5.1.2 3D model problem
We again consider a pure advection problem (35), this time over the unit cube D =
(0 , 1)3 ⊂R3, the source term f = 0, the spiral-type velocity field
b(x1, x2, x3) = (−0.15 sin(4πx3) , 0.15 cos(4πx3) , 1)T ,
and the inflow boundary datum g = uM |Γ− , where the exact solution uM is given by




0.152 − (x1 −X1(x3))2 − (x2 −X2(x3))2)) , (50)
with X1(x3) = 0.15 cos(4πx3)+ 0.45 and X2(x3) = 0.15 sin(4πx3)+ 0.5. As M grows,
the limit value becomes:
u∞(x1, x2, x3) = 1+ sign
(
0.152 − (x1 −X1(x3))2 − (x2 −X2(x3))2) . (51)
Figure 4b illustrates the inner layer for M = 100. The inflow boundary corresponds
to the following union of plane portions:
Γ− = {(x1, x2) ∈ Γ1 ∪Γ2, x3 ∈ [0, 18 ]∪ [ 12 , 58 ]}
∪ {(x1, x2) ∈ Γ2 ∪Γ3, x3 ∈ [ 18 , 14 ]∪ [ 58 , 34 ]}
∪ {(x1, x2) ∈ Γ3 ∪Γ4, x3 ∈ [ 14 , 38 ]∪ [ 34 , 78 ]}
∪ {(x1, x2) ∈ Γ4 ∪Γ1, x3 ∈ [ 38 , 12 ]∪ [ 78 ,1]},
(52)
where Γ1 = {x1 ∈ (0,1), x2 = 0}, Γ2 = {x1 = 1, x2 ∈ (0,1)}, Γ3 = {x1 ∈ (0,1), x2 = 1}, and
Γ4 = {x1 = 0, x2 = 0}. As for the 2D model problem, the solution does not satisfy
the regularity assumption 6 since the inflow and outflow boundaries are not well
separated; moreover, whenever M =∞, the exact solution is piecewise smooth, but
the subsets Di in the corresponding partition are not polyhedra.
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5.2 Implementation aspects
We consider the broken polynomial space Vh :=Pp (Dh), with p = 1,2, defined in (14).
The H 1-conforming subspace Uh :=Vh ∩H 1(D), which implies that Uh contains the
continuous, piecewise polynomial functions of degree p = 1,2. Since the trial space
for the minimization problem (22) is composed of continuous functions, we use the
label “CT” in our figures. We equip the space Vh with one of the two norms de-
fined in (45), leading to the labels “CT-cf” and “CT-up”. For comparison, we also
compute the DG solution θh ∈ Vh solving the primal problem (15). When reporting
the corresponding error, we use the labels “DT-cf” and “DT-up”, where "DT" means
discontinuous trial space, and the labels “cf” and “up” indicate the use of centered
fluxes and upwind fluxes (with η= 1), respectively, as well as the norm in which we
evaluate the error. The solution “CT-cf” can be loosely interpreted as an LS-FEM
solution. Indeed the residual minimization is performed over the H 1-conforming
finite element space, and the minimizing functional is the L2-norm of the residual
in D supplemented by the L2-norm in Γ− for the residual associated with the inflow
boundary condition (see the norm ‖ ·‖cf in (45)).
In all 2D simulations, we start with the uniform triangular mesh shown in Fig-
ure 2b, whereas for 3D simulations, we start with the uniform tetrahedral mesh
shown in Figure 4a. We produce subsequent mesh refinements under uniform and
adaptive criteria. We obtain all the solutions of the saddle-point problem (27) and
the primal formulation (15) by using FEniCS [1]. We show convergence plots of the
error measured in the chosen norm of Vh as a function of the number of degrees of
freedom (DOFs) (that is, dim(Uh)+dim(Vh) for (27) and dim(Vh) for (15)).
5.2.1 Adaptive mesh refinement
Adaptive mesh refinement is possible when solving (27), and the residual represen-
tative εh ∈ Vh drives that process. A standard adaptive procedure considers an iter-
ative loop where each step consists of the following four modules:
SOLVE → ESTIMATE → MARK → REFINE.
We apply these four modules as follows: We first solve the saddle-point problem (27).
Then, we compute for each mesh cell K , the local error indicator EK defined as:
E 2K :=

E 2cf,K := ‖εh‖2K + 12
∥∥∥|b ·n| 12 εh∥∥∥2




∥∥∥ |b ·n| 12 εh∥∥∥2
S 0h ∩∂K
+hK ‖ b ·∇εh‖2K , if ‖ ·‖Vh = ‖·‖up.
(53)
We mark using the Dörfler bulk-chasing criterion (see [27]) that marks elements for
which the cumulative sum of the local values EK in a decreasing order remains below
a chosen fraction of the total estimated error ‖εh‖Vh . For the numerical examples,
we consider this fraction to be one half and a quarter for 2D and 3D, respectively. Fi-
nally, we employ a bisection-type refinement criterion (see [4]) to obtain the refined
mesh used in the next step.
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5.2.2 Iterative solver













We use the iterative algorithm proposed in [5]. Denoting by Ĝ a preconditioner for
the Gram matrix G , and by Ŝ a preconditioner for the reduced Schur complement


























with Ĉ = B∗Ĝ−1B − Ŝ. Denoting by ri = l−G εi −B ui and by si =−B∗εi the residuals
for ε and u at the outer iteration i , the scheme requires the resolution of two interior
problems for the following increments:





)−si ) , (56)
and





In [5], the authors consider Ĝ as a relaxed approximation for the matrix G , for in-
stance, a few iterations of the conjugate gradient method. However, in our context,
the matrix G plays a vital role in stabilizing the system. Therefore, less accurate rep-
resentations worsen the conditioning of the reduced Schur complement in (56). As
a consequence, we consider one outer iteration with a sparse Cholesky factorization
of the matrix G as preconditioner (using “sksparse.cholmod”, see [17]). The conju-
gate gradient method (from the Scipy sparse linear algebra package) is the precon-
ditioner Ŝ. On the coarsest mesh, we set the initial guess to be zero, whereas, on
the subsequent adaptive meshes, this guess becomes the solution obtained in the
previous level of refinement.
5.3 Discussion of the numerical results
5.3.1 Discussion of the 2D results
As a first example, we set M = 5 in the 2D exact solution (48) to obtain a sufficiently
smooth solution that allows us to appreciate the expected convergence rates. Fig-
ure 5 reports the results obtained with uniform mesh refinement and the polynomial
degree p = 1. Figure 5a shows the error measured in the L2-norm vs. DOFs in log-
scale, whereas Figure 5b shows the error measured in the corresponding Vh-norm
vs. DOFs in log-scale. The main point is that the “CT-up” solution converges at the
same rate as the “DT-up” solution and with similar errors measured using both the
L2- and ‖·‖up-norms. Interestingly, the “CT-cf” solution converges with a higher rate
when compared with the “DT-cf” solution in the L2-norm, and that is also the case
for this solution in the ‖ · ‖cf-norm. In Figure 6, we consider the same type of results
17

















(a) L2 error vs. DOFs















(b) Vh error vs. DOFs
Figure 5: 2D model problem: L2-error and Vh-error vs. DOFs using uniform mesh
refinement for p = 1 and M = 5.



















(a) L2 error vs. DOFs


















(b) Vh error vs. DOFs
Figure 6: 2D model problem: L2-error and Vh-error vs. DOFs using uniform mesh
refinement for p = 2 and M = 5.
but using the polynomial degree p = 2. The conclusions are similar. Again, both
“CT-up” and “DT-up” solutions converge at the same rate for both the L2- and ‖·‖up-
norms, for which both methods deliver almost identical error values. Incidentally,
the “DT-cf” solution also converges at the same rate for p = 2, again in both norms.
To study the validity of the saturation assumptions (see Assumptions 4 and 5),
we consider the ‖ · ‖up-norm defined in (45) and, on each mesh, we introduce the
following ratios:
S := ‖u −θh‖up‖u −uh‖up
, W := ‖u −θh‖up‖θh −uh‖up
. (58)
When S < 1, the approximation satisfies the saturation Assumption 4, and thus also
the weaker Assumption 5. Instead, the weaker Assumption 5 is satisfied if there ex-
ists an upper bound, uniform with respect to the mesh size, for W . Figures 7a and 7b
show the quantities ‖u −uh‖up, ‖u − θh‖up, ‖θh −uh‖up, and ‖εh‖up vs DOFs, for
18
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(b) p = 2
Figure 7: Vh-norm vs DOFs for uniform meshes; CT-up, p = 1,2 and M = 5
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Figure 8: Ratios S and W defined in (58) vs DOFs for uniform meshes; CT-up, p =
1,2 and M = 5
p = 1 and p = 2, respectively. All the quantities exhibit the same convergence rates,
in agreement with the a posteriori error estimates (31) and (32).Figure 8 displays
the ratios S and W defined in (58) vs DOFs, in log-scale, for p = 1 and p = 2. All
meshes and polynomial orders, satisfy the saturation Assumption 4 and, a fortiori,
the weaker Assumption 5.
As a second example, we consider the value M = 500 for the 2D exact solution
uM in (48) such that uM is very close to the discontinuous function u∞ defined
in (49) (see Figure 3b). In this case, uniform refinements do not deliver optimal
convergence as Figures 9a-9b, and 11a-11b show for the polynomial degrees p = 1
and p = 2, respectively. However, as Figures 10a-10b, and 12a-12b show, the conver-
gence improves for the “CT-up” solution by resorting to mesh adaptation. Figures 13
and 14 compare the adaptive refinement processes at a cut of the solution over the
line {x1 = 1−x2} requiring a similar number of total DOFs. The choice of the norm in
Vh has a significant impact on the convergence of the adaptive process. The method
achieves a significantly faster convergence rate if one uses the ‖ · ‖up-norm rather
19














(a) L2 error vs. DOFs; uniform













(b) Vh error vs. DOFs; uniform
Figure 9: 2D model problem: errors in the L2- and ‖·‖Vh -norms vs. DOFs for uniform
meshes, p = 1, and M = 500.












(a) L2 error vs. DOFs; adaptive











(b) Vh error vs. DOFs; adaptive
Figure 10: 2D model problem: errors in the L2- and ‖ ·‖Vh -norms vs. DOFs for adap-
tive meshes, p = 1, and M = 500.
than the ‖ ·‖cf-norm. This shows that the residual representative defined in (26) can
guide the adaptive process. Also, the use of the stronger norm ‖ · ‖up drives adaptiv-
ity more efficiently than the ‖ · ‖cf-norm which would be considered in LS-FEM. In
this case, p = 2 satisfies the saturation Assumption 4, measured using the up-norm,
for all meshes. In contrast, for the p = 1 case only on the finer meshes (and a few
coarser meshes) satisfy this assumption as Figure 16a shows. In spite of this, Fig-
ures 15a and 15b show similar convergence rates for the quantities ‖u −uh‖up and
‖εh‖Vh for both polynomial degrees. Moreover, Figure 16b shows that there is in-
deed an upper bound for the ratio W , indicating that both cases satisfy the weaker
Assumption 5.
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(a) L2 error vs. DOFs; uniform













(b) Vh error vs. DOFs; uniform
Figure 11: 2D model problem: errors in the L2- and ‖ · ‖Vh -norms vs. DOFs for uni-
form meshes, p = 2, and M = 500.













(a) L2 error vs. DOFs; adaptive












(b) Vh error vs. DOFs; adaptive
Figure 12: 2D model problem: errors in the L2- and ‖ ·‖Vh -norms vs. DOFs for adap-
tive meshes, p = 2, and M = 500.
5.3.2 Discussion of the 3D results
In this section, we explore the performance of the proposed adaptive method with
the ‖ · ‖up-norm for the 3D model problem. We consider the value M = 100 in the
exact solution (50) so that uM is close to the discontinuous limit when M = ∞.
The method delivers accurate solutions by refining where it is most needed, as Fig-
ures 17a-17d, and 18a-18d exemplify. These figures show a 3D representation of the
contour and cuts over the planes {x2 = 0.5}, {x3 = 0} (part of inflow) and {x3 = 1} (part
of outflow) for the solution and for the mesh obtained after 31 levels of adaptive re-
finement. The mesh refinement at the plane {x3 = 0} located at the inflow boundary
is finer compared with that at the plane {x3 = 1} located at the outflow boundary.
Finally, Figures 19a-19b show the convergence in the L2- and Vh-norms vs the total
number of DOFs for the polynomial degrees p = 1,2.
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(a) Adapted mesh (b) Solution cut over the line x1 = 1−x2
Figure 13: 2D model problem: adaptively refined mesh and transversal cut of the
discrete solution for p = 2, M = 500 at level 35 of refinement; CT-cf, 191,546 DOFs.
(a) Adapted mesh (b) Solution cut over the line x1 = 1−x2
Figure 14: 2D model problem: adaptively refined mesh and transversal cut of the
discrete solution for p = 2, M = 500; CT-up, 159,255 DOFs.
6 Conclusions
In this paper, we propose a new stabilized finite element method based on residual
minimization. The key idea is to obtain a residual representation using a dual norm
defined over a discontinuous Galerkin space that delivers inf-sup stability. The cost
is that one needs to solve a stable, saddle-point problem. The advantage is that one
recovers at the same time a stabilized finite element solution and a residual repre-
sentative defined in the discontinuous Galerkin space. This residual representative
can drive adaptive mesh refinement process. Our numerical results on 2D and 3D
advective model problems with sharp inner layers indicate that the method leads to
competitive error rates on uniformly refined meshes compared against discontin-
uous Galerkin approximations. Additionally, the method delivers adaptive meshes
that sharply capture the inner layers. Further studies are on the way to assess the
22
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(b) p = 2
Figure 15: Vh-norm vs DOFs for adaptive meshes; CT-up, p = 1,2 and M = 500.
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Figure 16: Ratios S and W defined in (58) vs DOFs for adaptive meshes; CT-up,
p = 1,2 and M = 500
computational performance of our method, especially in 3D, and on other model
problems comprising, for example, systems of first-order PDEs of Friedrichs’s type,
as in Darcy’s equations or in Maxwell’s equations.
A Proof of Theorem 2.
Recall the definition of the discrete operator Bh : Uh → V ∗h from (23) (here, the do-
main of Bh is restricted to Uh). Let BhUh ⊂V ∗h be the range of Bh , and (BhUh)⊥ ⊂Vh
be such that
(BhUh)
⊥ := {vh ∈Vh : bh(zh , vh) = 0,∀zh ∈Uh},
where (BhUh)
⊥ = kerB∗h with B∗h : Vh →U∗h .
We prove the well-posedness of (27) by establishing the equivalence between (27)
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(a) Contour representation of the solution (b) Solution cut over the plane {x2 = 0.5}
(c) Solution cut over the plane {x3 = 0} (d) Solution cut over the plane {x3 = 1}
Figure 17: 3D model problem: solution contours over the whole domain and cuts
over three planes at the level 31 of refinement; p = 1. 159,705 DOFs for the trial
space, and 3,569,333 total DOFs











which has a unique solution since the functional F is strictly convex and (BhUh)
⊥ is
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(a) Solution contour lines with the mesh (b) Mesh cut over the plane {x2 = 0.5}
(c) Mesh cut over the plane {x3 = 0} (d) Mesh cut over the plane {x3 = 1}
Figure 18: 3D model problem: mesh over the whole domain and cuts over three
planes at level 31 of refinement, p = 1, 159,705 DOFs for the trial space, and
3,569,333 total DOFs
a closed subspace of Vh . By differentiating with respect to vh , we observe that the
minimizer ṽh ∈ (BhUh)⊥ of (59) must be a critical point of F , that is,
(ṽh , vh)Vh −〈lh , vh〉V ∗h ,Vh = 0, ∀vh ∈ (BhUh)
⊥. (60)
Any component εh of a solution (εh ,uh) ∈Vh ×Uh of the saddle-point problem (27)
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(a) L2 error vs. DOFs










(b) Vh error vs. DOFs
Figure 19: 3D model problem: L2-error and Vh-error vs. DOFs for the 3D spiral prob-
lem with adaptivity mesh refinement; up norm. p = 1,2
satisfies (60). Conversely, let εh = ṽh ∈ (BhUh)⊥ be the unique solution of (60). Then,
lh −RVhεh is in (BhUh)⊥
⊥ = BhUh . Hence, there must be uh ∈Uh such that Bhuh =
lh −RVhεh . In other words, (εh ,uh) ∈ Vh ×Uh solves the saddle-point problem (27).
Finally, the uniqueness of the solution to (27) readily follows from the injectivity of
Bh (which is a consequence of the inf-sup condition (16)) and the bijectivity of the
Riesz isomorphism.
Let us now prove the a priori bounds (28) for εh and uh . Testing the equa-
tion (27a) with vh = εh , we infer that
‖εh‖2Vh = 〈lh ,εh〉V ∗h ,Vh ≤ ‖lh‖V ∗h ‖εh‖Vh ,
and the first a priori bound follows by dividing the above expression by ‖εh‖Vh . For








































(since bh(uh ,εh) = 0)
= 1
Csta




‖lh‖V ∗h . (by (27a))
Finally, we prove the a priori error estimate (29). For any z ∈ Vh,#, we define the
projector Ph : Vh,# → Uh by Ph z = zh , where zh ∈ Uh is the second component of
the solution (εh , zh) of the saddle-point problem (27) with right-hand side lh(vh) =





(b) Set SK (thick lines)
Figure 20: Sets considered for the averaging operator and asspciated with a given
node V (here a mesh vertex) and an element K ∈Ph
and the bound (18) in Assumption 3 leads to
‖Ph z‖Vh = ‖zh‖Vh ≤
1
Csta




Besides, Ph zh = zh for any zh ∈ Uh . Indeed, in that case, (0, zh) solves the corre-
sponding saddle-point problem (27). To conclude, we observe that for the exact
solution u ∈ X# and the discrete solution uh ∈Uh , we have
‖u −uh‖Vh =‖(u − zh)−Ph(u − zh)‖Vh (by definition of Ph , ∀zh ∈Uh)
≤‖u − zh‖Vh +
Cbnd
Csta






‖u − zh‖Vh,# . (by Assumption 3)
The result follows by taking the infimum over zh ∈Uh .
B Best-approximation in the upwinding norm
We introduce the well-known averaging operator (also known as Oswald interpo-
lator) Πavh : Pp (Dh) → Pp (Dh)∩ H 10 (Ω) = Uh such that, for any interpolation node
V ∈Ω,





vh |K (V ), (62)
with DV ⊂ Dh denoting the union of the elements K sharing V as a common node
(see the left panel of Figure 20a). In [39, 11, 32], it is shown that, for all K ∈Ph ,∥∥vh −Πavh (vh)∥∥2K . ∑
e∈SK ∩S 0h
hk ‖vh‖2e , (63)
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with SK denoting the mesh faces/edges having a non-empty intersection with ∂K
(see the right panel of Figure 20b).
Let v ∈ H s (Ω)∩V , s > 12 , and denote by vh ∈Vh a function such that
‖v − vh‖up,# := inf
zh∈Vh
‖v − zh‖up,#. (64)
Let v∗h :=Πavh (vh). Since v∗h ∈Uh , we have
inf
zh∈Uh
‖v − zh‖up,# ≤ ‖v − v∗h‖up,# ≤ ‖v − vh‖up,# +‖vh − v∗h‖up,#. (65)
Therefore, we only need to show that ‖vh −v∗h‖up,# . ‖v −vh‖up,# to prove the claim.
Using inverse and discrete trace inequalities, we infer that
‖vh − v∗h‖2up,# .
∑
K∈Ph
h−1K ‖vh − v∗h‖2K . (66)
Using (63) leads to




Since v = 0, for all e ∈ S 0h (recall that s > 12 ), we have vh = vh − v. We can now
use the triangle inequality to decompose the jump into the two parts coming from
the two cells sharing e, and re-arranging the terms leads to
‖vh − v∗h‖2up,# .
∑
K∈Ph
‖v − vh‖2∂K ≤ ‖v − vh‖2up,#, (68)
thereby completing the proof.
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