Estimation accuracy of Horn and Schunck's classical optical ow algorithm depends on many factors including the brightness pattern of the measured images. Since some applications can select brightness functions with which to \paint" the object, it is desirable to know what patterns will lead to the best motion estimates. In this paper we present a method for determining this pattern a priori using mild assumptions about the velocity eld and imaging process. Our method is based on formulating Horn and Schunck's algorithm as a linear smoother and rigorously deriving an expression for the corresponding error covariance function. We then specify a scalar performance measure and develop an approach to select an optimal brightness function which minimizes this performance measure from within a parametrized class. Conditions for existence of an optimal brightness function are also given. The resulting optimal performance is demonstrated using simulations, and a discussion of these results and potential future research is given.
I. INTRODUCTION
The algorithm developed by Horn and Schunck 1] for estimating the optical ow between image pairs, which we will refer to as standard optical ow (SOF), has been widely studied in the computer vision community. It is generally accepted that SOF produces a good overall qualitative picture of the motion eld, but lacks good quantitative behavior, especially when the images involve rigid body motion with possible occlusion 2, 3] . In these cases, parametric methods such as those reported in 4, 5, 6, 7, 8, 9, 10] and modi ed Horn and Schunck methods such as those reported in 2, 3, 11, 12, 13, 14, 15, 16, 10] show superior quantitative performance. When the images show an object undergoing deformable motion with no occlusion, however, SOF may still provide a high-resolution, accurate estimate of the motion eld. In these cases there are many parameters a ecting the performance of SOF including spatial and temporal sampling, the regularization coe cient, the nature of the motion and | what is of primary interest in this paper | the spatial pattern of brightness of the object itself.
In general, one cannot control the spatial pattern of brightness of the object within an image sequence since it is an inherent part of the underlying physics and imaging process. In some applications, however, it is possible to control this brightness function. For example, consider the estimation of left ventricular motion from a sequence of magnetic resonance (MR) images of the heart. Recent developments in MR tagging 17, 18, 19, 20] make it possible to modulate the MRI brightness function to make a spatial pattern appear in otherwise homogeneous tissue (see Section VI for more information). Prince et al. 21, 22, 23, 24] have shown that such patterns can be exploited using optical ow processing to detect motion that would otherwise be obscured by the aperture problem (cf. 25] ). This work also revealed that the performance of SOF is strongly a ected by the spatial frequency of the spatial pattern placed in the images. This observation leads naturally to the general question: what brightness function results in the best estimate of motion given that SOF is used to process the image pairs? In this paper we deal with the somewhat more restricted problem of the a priori selection of the parameters that will optimize SOF performance given a parameterized class of brightness functions. We call the pattern speci ed by the optimal parameters the optimal brightness function.
The primary di culty in determining the optimal brightness function is the development of a measure of SOF performance. Horn and Schunck's optical ow algorithm is based on a variational formulation that has no inherent performance measure. Several error analyses of optical ow and related motion estimation procedures have been formulated for rigid-body motion 26, 4, 2, 5]; however, these results do not apply to deformable objects. Kearney, et al. 27 , 28] discussed error sources in SOF which depend on the brightness function and proposed heuristic methods for quantifying these errors. These results, however, do not provide a rigorous framework for the development of an overall performance measure. Simoncelli, et. al. 29 ] developed a gradient-based estimation algorithm for general motion which uses Gaussian models for the velocity eld and noise sources, and this algorithm provides a performance measure for the resulting velocity estimate. Their algorithm, however, is not SOF. Chin 30] derived a discrete version of Horn and Schunck's optical ow equations for deterministic motions in 2D using a maximum-likelihood (ML) approach, and this approach does provide an expression for the estimation error covariance which can be used as a performance measure. As part of our development in this paper, we present an alternate derivation of Chin's error covariance starting with the linear smoothing formulation of Rougee et al. 31, 32] . We show in Section IV, however, that for the estimation error covariance to be an accurate performance measure, a new measurement noise model must be developed.
In this paper, we use the estimation error covariance and a new measurement noise model to develop a criterion for brightness function optimality, and we develop a method to select the optimal brightness function from a parametrized class of functions. Knowledge of (or assumptions about) the velocity eld smoothness, maximum velocity, and imaging noise variance are required; however, this information is generally available or easily deduced in any application. Furthermore, we show empirically that the optimal brightness function choice is relatively robust to modeling errors. Our general approach was previously reported in 33], where we considered a one-dimensional analog to the optical ow problem. In this paper, however, we present a comprehensive treatment of brightness function optimization in two dimensions, a subject which to our knowledge has not been previously addressed in the literature. This paper is organized as follows. In Section II we present some background on the motion of deformable objects and on the linear smoothing formulation of SOF. In Section III we derive an expression for the optical ow error covariance based on this optimal linear smoother. In Section IV we develop an a priori performance measure for SOF based on the error covariance and describe how to determine the optimal brightness function. We present some simulation results in Section V and provide a discussion of our results and of possible future research directions in Section VI.
II. BACKGROUND A. Motion Model
Since we are concerned with estimating the motion of deformable objects, we will use notation and terminology from continuum mechanics 34]. In this theory, the body is the object undergoing motion; it consists of material points, which may be thought of as small physical particles. A motion as shown in Figure 1 is a function that maps the material points to spatial points in the image at time t. We write r = r(p; t) to indicate that the material point p has moved to the spatial point r at time t. There exists an inverse function called the reference map (see Figure 1 ) which gives the material point for each spatial point in the image at time t. We write p = p(r; t) to indicate that the spatial point r at time t corresponds to the material point p. The reference map and motion map satisfy r(p(r; t); t) = r (1a) p(r(p; t); t) = p :
The spatial velocity v(r; t) = (r; t) ; (r; t) ] T is the function estimated by SOF; it is related to the motion map by the equation @ @t r(p; t) = v(r(p; t); t):
The image of the body at time t is described by a brightness function '(r; t). At time t = 0, the body is said to be in the reference con guration, which means that the spatial points and the material points are identical, i.e. r(p; 0) = p p(r; 0) = r : Therefore, denoting the image of the body in the reference con guration as f(p), it follows that f(p) = '(r; 0) j r=p ; and '(r; t) = f(p(r; t)):
As an example, consider the reference con guration 
where ' x and ' y denote partial di erentiation of ' with respect to x and y respectively.
Typically, these coupled Poisson equations are discretized, and the resulting large linear system of equations represented by
is solved by simultaneous over relaxation (SOR), Gauss-Seidel, or related relaxation methods (cf. 35]). While the variational formulation of the SOF algorithm is relatively straightforward, it does not provide a way to predict the quality of the resulting velocity estimate. The stochastic formulation developed below, however, will allow us to show in Section III that the quality of the SOF estimate is ultimately determined by the matrix .
C. Stochastic Formulation
Rougee et al. 31, 32] showed that when the motion is modeled as a particular boundary value random process and the multi-dimensional linear smoothing methods of Adams et al. 36] are employed, the optimal linear smoother is also given by (5). This derivation is particularly important in our work because the linear smoother has analytic expressions for the velocity estimation error which we use to derive a performance measure. In this section we give an alternate derivation of Rougee et al.'s result which closely follows the work of Adams et al. 36] . In the process we provide a notation and conceptual framework that is used in subsequent sections.
Assume that the velocity is de ned on a regular domain with boundary @ and has a state model of the form Lv(x; y; t) = u(x; y; t) for (x; y) 2 
The estimate equation can be simpli ed by substituting the top row of (10a) = 1 2 u Lv into the bottom row of (10a) and into (10b) (with a restriction to the boundary) yielding u . Thus the variational formulation and the stochastic formulation are equivalent in the sense that the same set of equations must be solved to yield the velocity estimate. In addition, because (11) results in the minimum mean-square-error (MSE) estimate, 2 can be interpreted as the optimal regularization parameter. Finally, note that if the boundary smoothness is unknown and there are no measurements on the boundary, the boundary conditions in (11b) reduce to the standard Neumann boundary conditions used by Horn and Schunck 1].
III. Error Covariance
In this section we use the stochastic formulation of Section II to derive an expression for the optical ow performance. We rst derive equations for the continuous estimation error covariance using the complementary model methods of Adams, et al. 36] . We then discretize the error equations and put them in the nearest neighbor model (NNM) form of 37]. Next we develop an expression for the discrete error covariance. Finally, we specify a scalar performance measure based on the discrete error covariance and describe its calculation.
A. Estimation Error 
Solving the top row of (12a) for~ and substituting into the bottom row of (12a) and into (12b) yields
It is possible to derive an expression for the continuous error covariance based on (13), but this approach presents problems when the continuous error covariance is discretized on a square lattice. Instead, our approach is to derive an expression for the discrete error covariance directly from a discretized version of (13).
B. Discretization
We assume the velocity is de ned on an N N lattice as shown in Figure 2 . The boundary b of this lattice is an index set containing the rst and last two rows and columns of , and the interior~ is an index set of the remaining points of .
The general form of a nearest neighbor discrete operator L is 37] Lx and A 1 = A 3 = 0. Here, and in subsequent expressions, the identity matrix I without a subscript denotes the 2 2 identity matrix. Equation (16) 
C. Discrete Error Covariance
After some work we nd that the discrete versions of the error equations (13) (22) derived from a discrete version of (11) . The discrete error covariance P = EfṼṼ T g (23) can be computed from Equation (21) . In Appendix A we show that
Since is symmetric and, if the problem is well-posed, invertible, solving (21) 
Thus the error covariance matrix is simply a scalar times the inverse of , the matrix used to compute the velocity estimates in (22) . In light of the rather complicated preceding development the simplicity of this result seems astonishing. It is not so surprising, however, if we look at the problem in a slightly di erent light. In particular, if (22) is assumed to be the linear minimum mean square error (LMMSE) estimate for a discrete (vector) stochastic estimation problem, then (25) follows immediately by inspection (cf. 38]). In contrast, we found (25) through discretization of the continuous error equations (13) . The fact that (22) implies (25) proves that (22) must be the LLMSE estimate for some discrete problem, but to show this fact by deriving an explicit density for the discretized velocity would be at least as complicated as our approach. Indeed, a less careful discretization will not lead to this nice result.
D. Performance Measure
For typical image sizes the dimensions of | 2N 2 2N 2 | make the computation of ?1 impossible. For our purposes, however, all we need is a scalar characterization of the error covariance. A reasonable choice is the velocity error at each pixel averaged across the entire image. Accordingly, since the diagonal elements represent the variances of each component of the velocity at each pixel, we use the scalar p = 1 2N 2 tr P] ; (26) as a total measure of error. This quantity can be computed recursively by setting p 0 = 0 and using the following iteration p i p i?1 + 2 u X i i for i = 1; : : : ; 2N 2 ; (27) where X i is the solution of X i = e i (28) and e i is the ith column of I 2N 2 . The performance is then given by p = p 2N 2 .
Our global measure of optical ow performance, p, is obviously a function of both the process noise variance 2 u and . In turn is a function of the measurement noise variance 2 w and the output gain r'. Since the output gain is speci ed by the brightness function, it is clear that p is a function of the brightness function ' and that there might exist a ' that will minimize p. This is the subject of Section IV. To those who have actually used optical ow, however, it may seem odd that our error does not depend on v, the actual velocity. It turns out that this is due to an inadequacy in our modeling up to this point. In fact, it will be shown in Section IV that modeling errors in the calculation of the temporal derivative of brightness will lead to the expected dependence of the performance on velocity and to the existence of an optimal brightness function.
IV. BRIGHTNESS FUNCTION OPTIMIZATION
In this section we develop a method to determine brightness functions that yield optimal performance. Speci cally, we consider parametrized brightness functions of the form '(r; t; ) = f(p(r; t); ) where is a parameter vector. Our objective is to determine the parameter vector o that gives the optimal performance. The reasons why an optimal brightness might exist at all are not immediately apparent from the development of Section III. For example, consider the ideal case where the output gain r' is known exactly and the measurement ?' t is the exact temporal derivative degraded by additive white Gaussian noise (WGN) with zero mean and variance 2 w . According to our development, as r' ! 0, the brightness function becomes a constant causing the motion to be unobservable and p ! 1. In contrast, if r' ! 1 the signal-to-noise ratio (SNR) increases without bound and p ! 0. It seems therefore that in the ideal case, the optimal brightness function is one where r' = 1. This result, however, ignores two critical factors: rst, that the elements of r' cannot simultaneously go to 1 for all r and second, that in practice the spatial and temporal derivatives are estimated from the data. In this paper we ignore the rst issue by considering classes of brightness functions with inherent spatial diversity in their gradients; optimization across these classes is a subject of future research. Instead, in this paper we treat the optimization within a single such class. To do so we model the measurement of the gradient as exact and examine the e ects of inexact measurement of the temporal derivative. g(x)]=h, the approximation error is a function of the sampling interval h and the second derivative of the function. Accordingly, the temporal derivative of brightness, which is considered to be our measurement, has an additional source of noise besides just additive WGN. This temporal derivative approximation error (TDAE) can be modeled as an another additive noise component, which happens to be dependent on the sampling interval and the second derivative (the Hessian) of the brightness function. In this section we rst develop a model for the required additional measurement noise which accounts for the TDAE, and then incorporate these results into the error covariance and performance measure p of Section III.
We conclude this section by showing the conditions under which, for a given parametrized brightness class, an optimal parameter exists.
A. Measurement Noise Model
We begin by deriving the output equation (8) starting from the discrete temporal derivative approximation. Since in practice the reference con guration may be randomly placed relative to the image frame, we will use '(r; t; ) = f(p(r; t) + ; )
where is a random vector with known probability distribution. We assume that the brightness function has been corrupted by additive white Gaussian \imaging" noise w a N(0; 2 a ). Assuming a forward di erence approximation of the temporal derivative, the measurement is y(r; t) = ? 1 t '(r; t + t; ) + w a (r; t + t) ? '(r; t; ) ? w a (r; t)]: (29) Expanding '(r; t + t) in a Taylor series and rearranging terms yields y(r; t) = ?' t (r; t; ) ? t 2 ' tt (r; t; ) + t 2 3! ' ttt (r; t; ) + ] + w a (r; t + t) ? w a (r; t) t : (30) We can replace the additive noise terms with w 0 = w a (r; t + t) ? w a (r; t) t ; (31) and since w a is white, w 0 N(0; 2 2 a = t 2 ). Substituting (4) into (30) 
B. Performance Measure Since p depends on 2 w and by Equation (36) w(r) depends on v(r), we see that p inevitably depends on the true velocity. This leads to the important conclusion: computation of p requires prior knowledge about v(r). We also note that since this result comes from the observation equation alone it is valid whether or not v is viewed as random (as in our model) or deterministic and unknown (as in Horn and Schunck's formulation). One simple idea which would seem to take advantage of the random formulation is to derive a probability density for v T Hv using the state model in (7) and to use this result to derive a new density for w(r). Unfortunately, (7) implies an in nite a priori variance for v, which renders the model useless for such calculations. Instead, we assume that an a priori bound on the velocity v max (r) = max (r) max (r)] T is available, and use w(r) = w 0 (r) ? t 
to model the measurement noise. We note that this assumption is a very weak statement of a priori knowledge of v, and is generally available in many applications. More detailed knowledge can certainly be employed, and can be expected to generate better estimates of the optimal brightness function.
We assume that the random vector is uncorrelated with u and w a and that E fH(r; )g = 0:
With this assumption, If J is not closed, however, then p( ) may be minimized on the interval or it may attain its minimum at a limit point not in J, in which case we say that o does not exist. In the special case that p( ) is nite somewhere on J and increases without bound as approaches a limit point not in J, then o is guaranteed to exist. This is the case in the example we study below and use in the experiments of Section V, so it warrants further study. Of the two terms comprising ( ) in (45) only m ( ) depends on . Furthermore, it can be shown that r 2 by itself is not invertible but that in general (and by above assumption) 
In this case is the spatial frequency, J = (0; 1), and we want to nd the that will result in optimal performance. To see if o will exist, we examine the value of m ( ) as approaches 0 and 1 using Equation (44).
After adding a random shift to the position of the pattern, a simple calculation yields the Hessian matrix H(r; and, after simpli cation, Equations (39) and (40) the optimal frequency o is guaranteed to exist on (0; 1). In the next section we will show numerical simulations of this example and comparisons of theoretical and actual performance.
We note that if the amplitude A in Equation (50) is selected as the parameter over which to optimize, then (49) is satis ed at the limit point 0, but not at 1. Hence, the optimal A is not guaranteed to exist, and in fact it turns out that p( ) is minimized at A = 1. For any practical application, this condition implies that if one is constrained to have a xed frequency pattern one should increase the amplitude (brightness) of the pattern as far as possible to improve the overall optical ow performance.
V. EXPERIMENTAL RESULTS
In this section we nd the optimal spatial frequency for the product-of-sinusoids brightness function given in Equation (50), and we compare this with actual optical ow results. We use the following true velocity eld v(r; t) = where a = ! = 0:02 sec ?1 . This velocity eld is a combination of a counter-clockwise rotation and a contraction about the origin and is shown in Figure 3 . Images of the brightness function at time t = 1 sec (not shown) are computed using Equation (50), where the reference map is given by see Equations (1) and (2)] p(r; t) = e ?at Using the numerically e cient local relaxation method described in 40] and modi ed for optical ow in 31, 32, 24], we computed an SOF velocity estimate using image pairs derived from the above procedure for each of 50 di erent values of . The mean square error (MSE) between the true velocity and the estimated velocity as a function of is shown in Figure 4 using a solid curve. It is clear from the gure that there is an optimal frequency which is approximately = 0:177 rad=cm. The location of this minimum was predicted through calculation of p( ), shown using the dotted line in Figure 4 . This performance measure was computed using (47), where we assumed v max = 2:58 cm/sec and 2 u = 0:05 sec ?2 . Equation (52) was used to compute v max . The choice for 2 u was empirical since the velocity eld described in (52) is not random. Together these parameters represent our prior knowledge of the true velocity and are necessary inputs to the optimal frequency algorithm. The experimental plot in Figure 4 shows a performance \well" of approximately one-half decade of frequency where SOF is relatively insensitive to the spatial frequency of the brightness function. In practical applications, therefore, one can expect some measure of robustness in the selection of the a priori velocity model parameters.
While the locations of the optimal frequencies of the experimental and theoretical curves match extremely closely in Figure 4 , it is disturbing at rst to nd that the actual level of performance does not match the predicted level of performance and that the shape of the two curves are quite di erent. It turns out that these di erences are largely the result of the numerical methods used to solve the optical ow equation. In particular, both SOF and the optimal frequency algorithm are required to solve a large system of equations (22) and (28), respectively], which must be solved iteratively. The matrix ( ) is ill-conditioned at both low and high frequencies but not near the optimal frequency. Therefore, the rate of convergence of the iterative numerical procedure is very slow away from the optimal frequency, and for practical reasons we could not carry the calculations out to completion. Since this procedure is repeated many times in the calculation of the theoretical curve, this curve is a ected more that the experimental curve. In simulations on very small images where exact inversion is possible, we have shown that the experimental and theoretical curves match very well.
In Figure 5 , we show the actual SOF estimation error separated into a percent average velocity magnitude error given by While the magnitude curve shown in Figure 5a has roughly the same shape as the MSE curve in Figure 4 , the direction error curve in Figure 5b shows a much larger range of frequencies over which it is nearly optimal. In fact, the direction error curve is within 5 degrees of optimality over about 1:5 decades of spatial frequency. This result seems to con rm the common observation that the qualitative performance of SOF is better than its quantitative performance. Also note that the minimum direction error occurs at a higher frequency than the minimum magnitude error. This phenomenon suggests rst that a qualitative performance measure would result in a di erent optimal frequency and, second, that in practice it is better to err in favor of higher frequencies when determining the optimal brightness function. Figure 6b , the SOF estimate tends to exhibit directional errors because there is little variation in the brightness function gradient across the image. This is a good example of the e ects of the aperture problem. Because the output equation (4) only provides information about the velocity in the direction of the brightness gradient at each pixel, information about the orthogonal component must be obtained by smoothing. But if there is little local variation in the direction of the gradient, as in this low-frequency image, smoothing will fail to capture the detailed uctuations of the local velocity eld. In contrast, the high frequency uctuations of the brightness function in Figure 6f have plenty of local gradient variations. The poor performance of SOF in this case results from increased e ective noise in the calculation of the temporal derivative at each pixel, as described by Equation (40) . Here, the larger curvature of the brightness function causes larger e ective observation noise, thus requiring a larger regularization parameter 2 = 2 w = 2 u . Therefore, at high frequencies the SOF estimate tends to be oversmoothed, and since the velocity mean is zero this typically means that the velocity estimates will be too small. Figure 6d shows the optimal result; comparing this velocity eld to the true velocity shown in Figure 6c reveals a nearly perfect result.
VI. DISCUSSION
We have described a method for nding the optimal brightness function by formulating SOF as an optimal linear smoothing problem and deriving an a priori performance measure based on the estimation error covariance and the e ect of the temporal derivative approximation error. Our results show that the performance of SOF is mainly a function of the curvature of the brightness function. At low curvatures, there is little variation in the spatial gradient across the image and the underlying motion is obscured by the aperture problem. At high curvatures, the numerical computation of the temporal derivative increases the measurement noise variance and the resulting optimal estimate is oversmoothed. The optimal brightness function represents the optimal tradeo between these two e ects. This e ect of frequency on the performance of SOF suggests that our methods may have applications in the area of multiscale computation of optical ow. Since resolution reduction has the e ect of modifying the frequency content of an image, it is possible that our methods may be used to determine the optimal resolution at which to process images using SOF. In addition, the stochastic formulation of SOF presented in this paper has potential applications in the areas of recursive estimation for incremental problems and the derivation of con dence measures.
One interpretation suggested by the results of Section V is that the performance of SOF is determined by the condition of the matrix . In particular, ( ) is ill-conditioned at low frequencies because the entries of r'( )r' T ( ) are small see (51)]. At high frequencies, ( ) is ill-conditioned because the high curvature of the brightness function increases the measurement noise variance causing 2 u = 2 w ( ) to be small. Based on this observation, it seems likely that the brightness function yielding the most well-conditioned is nearly the same as that which minimizes p( ). This relationship between the condition of ( ) and the error covariance makes sense from a stochastic viewpoint also. When ( ) is ill-conditioned, small perturbations in the input (measurements) can result in large perturbations in the estimate which corresponds to a large error covariance. This relationship clearly deserves further investigation.
Although our method depends on the parameters 2 u and v max , which often must be determined empirically, our simulation results indicate that SOF is fairly insensitive to these parameters provided that they fall in the proper range. We have also shown that the direction of optical ow velocity estimates is more robust to nonoptimal brightness functions than the magnitude. This result con rms the common observation that the qualitative performance of SOF is better than its quantitative performance.
One disadvantage of our model is that while the calculations required to compute the performance measure are straight-forward, they are computationally burdensome due to the large dimension of . Any application requiring real-time or near-real-time modi cation the brightness pattern, depending on time-varying velocity information for example, would require extensive precalculation to build up tables of optimal patterns which depend on the input parameters. In such cases, further e ort to reduce the computational burden (perhaps through examination of the relationship of condition to error) would be fruitful. Another limitation of our approach is that it depends on the a priori speci cation of a particular parametric class of brightness functions. Although the results of Section IV.C show that the existence of a nite parameter that will provide optimal performance can be shown, we have no idea whether there may exist another class with better overall performance. In future work we therefore plan to examine brightness function optimization over non-parametric functional classes. At present, the only application of our parameter optimization algorithm is in the area of MR tagging. Other potential applications include estimation of uid ow where the brightness function may be changed by injecting dyes and biomechanical studies of limb motion where the brightness function may be changed by painting the body. In MR tagging applications, the spatially modulated magnetization (SPAMM) brightness function can be applied to a given tissue using a standard MR scanner 18, 19, 24] . The SPAMM brightness function is similar to the product-of-sinusoids pattern used in this paper and can be parameterized by spatial frequency. In separate simulation experiments we have shown that an optimal spatial frequency exists for SPAMM and the optimization methods presented in this paper predict the optimal frequency with an accuracy comparable to that shown in Section V for a product-of-sinusoids. In tagging applications, however, the brightness function can only be controlled in the initial image. The brightness function in subsequent images will be distorted by the motion of the tissue, and may no longer be optimal. Future work in this area should include the development of a scheme for optimizing the parameter vector over multiple image frames and MR experiments to study the performance and robustness of our algorithm in a practical setting.
APPENDIX A In this appendix we prove Equation (24) . We begin by de ning the matrices F and F in Equation (20b), then derive explicit equations for the estimate boundary conditions, and nally combine the estimate boundary conditions with the interior equations of (20a) to form the error system of (21). Equation (24) then follows immediately.
1) De nition of F and F
The matrices F and F are required for the discrete version of the continuous velocity eld state model of (7) . When (7) (19) .
The boundary condition must be carefully constructed so that the continuous and discrete state models agree. In particular Figure 7 shows a 5 5 pixel lattice with the nearest neighbor di erences shown by the solid and dashed lines. Since the di erence operator L is one-sided, it can only specify the di erences shown by the dashed lines. Therefore, the boundary condition must specify the remaining di erences shown by the solid lines. Accordingly, the top boundary conditions are 
