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ABSTRACT
Kristopher Reidar Vorren: A Direct Search for Dark Matter with the
Majorana Demonstrator
(Under the direction of Reyco Henning)
The Majorana Demonstrator is a neutrinoless double-beta decay experiment cur-
rently operating 4850 ft underground in the Sanford Underground Research Facility in Lead,
SD. Sub-keV thresholds and excellent low-energy resolution are features of the p-type point-
contact high-purity germanium detectors deployed by Majorana, making them ideal for
use in direct dark matter searches when combined with Majorana’s ultra-low backgrounds.
An analysis of data from a 2015 commissioning run of the Demonstrator with 478 kg d of
exposure was performed to search for mono-energetic lines in the detectors’ energy-spectrum
from bosonic dark matter absorption. No dark matter signature was found in the 5-100 keV
range, and upper limits were placed on dark bosonic pseudoscalar and vector-electric cou-
plings. The same analysis produced null results and upper limits for three additional rare-
event searches: Pauli-Exclusion Principle violating decay, solar axions, and electron decay.
Improvements made to Majorana since commissioning will result in increased sensitivity
to rare-event searches in future analyses.
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CHAPTER 1: Introduction
Roughly 80% of the matter density in the universe is hypothesized to be non-baryonic
‘dark matter.’ While the evidence for dark matter is well-established, it’s based upon indirect
observation resulting from its gravitational interactions. The exact nature of dark matter
remains unknown, though cosmologists tend to favor a cold, exotic, non-Standard Model
particle as the dominant dark matter candidate. A direct discovery via a particle interaction
would confirm its identity as a new type of particle and help elucidate its fuller complexion.
Several experiments are currently attempting to directly detect dark matter interactions.
This dissertation focuses on direct dark matter detection efforts with the Majorana De-
monstrator.
Section 1.1: The Case for Dark Matter
The concept of dark matter is neither neither new nor astounding. In its earliest usage,
‘dark matter’ referred to any mass whose existence had been inferred, yet remained unde-
tected by (traditionally optical) observation or experimentation. Examples included cold,
non-luminous objects such as dead stars, planets, or clouds of gas. Towards the latter half of
the 20th century–as the field of astroparticle physics emerged–the term dark matter became
more synonymous with exotic, extra-Standard Model mass. Since then, direct detection of
particle dark matter has become an active field of research and the main focus of multi-
ple experiments. While the constitution of dark matter is the subject of much debate, it’s
existence is well-established by virtue of the multitude of indirect evidence.
Isaac Newton’s laws of motion and universal gravitation have provided a strong founda-
tion for astronomers to study the mechanics of celestial bodies. Historically, examination
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of gravitationally anomalous motion often provided clues of unobserved objects, leading to
important discoveries in astrophysics. Notable examples include the discovery of a compan-
ion star orbiting Sirius (known as ‘Sirius B’) and the discovery of Neptune [1]. Almost two
decades before Alvan Graham Clark first observed Sirius B, Friedrich Bessel deduced its
presence based on its irregular motion, claiming that such motion would not be surprising if
it were a double star system [2]. Similarly, John Galle first observed Neptune after Urbain
Le Verrier precisely predicted its location based on observations of Uranus [3]. Historical
examples like these coupled with modern observations of anomalous motion of galactic and
larger scale structures motivate searches for dark matter.
To avoid being disingenuous, another case of unusual motion worthy of cognizance is
the anomalous precession of Mercury’s perihelion, with discovery credited to Le Verrier.
The perihelion precesses roughly 43 arcseconds/century faster than predicted by Newtonian
gravitational dynamics. The fast precession led astronomers to believe that a hypothetical
protoplanet, named Vulcan, was perturbing the orbit. Numerous claims of the observation of
Vulcan were made throughout the latter half of the 19th century. With each claim, Le Verrier
would attempt to correct Vulcan’s orbital parameters to predict its next transit by the sun.
Many in the astronomy community at the time doubted Vulcan’s existence after Le Verrier’s
calculations did not correctly predict further sightings. The resolution to this conundrum
had to wait until 1915 when Albert Einstein demonstrated that Mercury’s precession could
be explained within the framework of General Relativity.
The remarkable example of the extension of gravitational theory explaining away Vulcan
has since motivated alternative gravity hypotheses, namely Modified Newtonian Dynamics
(MOND), that compete with dark matter models. MOND theories do well to explain some
phenomena that are usually attributed to dark matter, such as the flattening of galactic
rotation curves, but they have compatibility issues with cosmological models such as the
CMB anisotropy [4]. Alternative gravity is part of an additional paradigm of modifying
foundational theories as an alternative to solving the missing mass problem and is outside
2
the scope of this dissertation.
The case for dark matter is built from indirect observational evidence and successful
integration into the standard cosmological framework, i.e ΛCDM. Some well-known examples
that lend credence to the dark matter hypothesis include:
• Unaccounted mass found via virial theorem audit
• Galaxy mass distributions inconsistent with rotational curves
• Gravitational lensing of distant galactic clusters
• X-ray observation of hot gas within clusters
• Cosmic microwave background anisotropy
• Deuterium abundance via primordial nucleosynthesis
Further discussion expanding on these considerations follows.
1.1.1: Indirect Observational Evidence
By the end of the 19th century, searches for dark objects within the Milky Way were
underway. Dynamical models were used as a tool to set upper limits on the amount of dark
matter within the galaxy. Lord Kelvin conceptualized a uniformly dense gaseous model of
stars in the galaxy with gravity acting as the inter-particle force mediator. Using variations
of this model, Kelvin, Henri Poincare´, Ernst O¨pik, Jacobus Kapteyn, and Jan Oort were
able to estimate the total mass within the solar neighborhood, i.e. within roughly 3000 light
years of the sun [1, 5–8]. Noting that the predicted velocity dispersion is similar to that
of the observed matter, they concluded that the density of non-luminous matter within the
neighborhood cannot exceed the luminous density.
Virial Theorem
The work of Oort and his predecessors was confined to intra-galactic volume scales. In
1933, Fritz Zwicky–one of the most cited names in the field of dark matter–published his
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analysis of galaxy cluster observations made by Edwin Hubble and Milton Humason [9]. A
galaxy cluster is large scale structure consisting of hundreds or thousands of galaxies that
are gravitationally bound. The majority of baryonic mass in galaxy clusters is found in
the intra-cluster medium, consisting of extremely hot, O(106 K), gas. Zwicky particularly
focused on the Coma cluster, noticing that galaxies within it exhibited large differences in
velocity, upwards of 2000 km/s. With the measured velocity dispersions, he was able to
apply the virial theorem to estimate the total mass of the cluster [10, 11].
The virial theorem provides an expression for the time averaged kinetic energy of a
system of particles (entire galaxies in this case). If the intra-particle potential is of the form
V (r) = arn, then the virial theorem can be stated as,
〈T 〉 = n〈Vtot〉 (1.1)
where T is kinetic energy, Vtot is the potential energy of the system, and 〈·〉 denotes time
averaging. Gravitation has a 1/r potential, so n = −1. Inserting the gravitational potential
yields the result,
σ2 ≈ GM
R
(1.2)
where σ is the velocity dispersion, G is the universal gravitation constant, and M is the mass
within a spherical volume of radius R.
Zwicky estimated the total mass of the Coma cluster to be the product of the roughly
1000 observed galaxies and the average galactic mass, about 109 M. The radius was esti-
mated to be 106 light years, predicting a velocity dispersion of O(100 km/s). This is roughly
an order of magnitude less than the observed dispersion. From this result, Zwicky concluded
that a substantial fraction of the mass in the Coma cluster was attributable to dark matter,
e.g. cold stars, miscellaneous macroscopic bodies, and gas [1, 11]. Zwicky originally overes-
timated the amount of dark matter in the Coma cluster because of parameter uncertainties
(e.g. the Hubble constant, necessary for measuring velocity dispersion) at the time. Precise
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characterization of the distribution of dark matter in the Coma cluster and other galaxy
clusters is ongoing [12, 13].
Galactic Rotation Curves
Galactic rotation curves describe the average rotational velocity1 of visible objects as a
function of distance from the galactic center. Typically, the center of a galaxy is its most
luminous feature, motivating the conclusion that the central region encompasses a plurality
of the galactic mass. From the density profile, it is possible to predict the rotational velocity
of stars or gases in galaxies at varying distances. For many galaxies, the predicted rotation
curves do not match the measured curves, particularly for large radii. Dark matter provides
an explanation for the disparity amongst the measured and predicted galactic rotation curves.
Using a spectrogram, the rotation of a galaxy is measured by analyzing the doppler shift
along its major axis. If the galaxy is rotating, light from the arm approaching the observer
will be blue shifted while light from the receding arm will be red shifted. A transition signa-
ture would be noted at the galactic center. Figure 1.1 shows an example of the doppler shift
for NGC 7531. Precursory spectrographic measurements of the Andromeda Galaxy (M31,
NGC 224) taken in 1914 by Max Wolf and Vesto Slipher [1, 14] provided evidence of nebular
rotation: a linear correlation between wavelength and position along the major axis was
apparent.
Over the next few decades several additional rotational profiles for M31 were measured
out to increasing distances as technology improved, e.g. [8, 16]. At the time, it was deter-
mined that the mass-to-light ratio of Andromeda agreed well with the solar-neighborhood
M/L ratio. In the late 1930s, Horace Babcock [17] measured increasing rotational veloci-
ties up to distances of 1.5◦ from the galactic center, which suggests the existence of a large
amount of mass at extreme distances. Extra mass affects the M/L ratio, but Babcock ar-
1For this discussion, the rotational velocity refers to the transverse orbital speed in dist/time, not the angular
velocity, ang/time.
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Fig. 32.—Phases of the even Fourier terms with respect to the line of nodes in the galaxy plane, for both the B and the / passband 
Fig. 33.—Emission-line rotation curve of NGC 7531. Note slight asymmetry between the northeast (negative radii) and southwest (positive radii) 
sides, and also how the inner ring lies very close to the “turnover radius” on each side. Points based on only a single spectrum are indicated by open 
circles. 
Least-squares fits to the observed rotation curve were then 
made, allowing spheroid and disk to have different values of 
M/L. It was found that, for both passbands, best fits are 
obtained if the bulge either is ignored or has a much smaller 
M/L than the disk. In either case the light distribution 
provides a poor representation of the rotation curve. The 
inner ring causes a large effect even in the I band which is not 
observed, while the inner regions predict too steep a rise and 
the outer regions predict a decline where the rotation velocity 
is mostly constant. 
The decline in the outer parts is similar to that predicted by 
light distributions in NGC 753, NGC 1085, and NGC 2998 
observed by Kent (1986), and suggests that NGC 7531 has a 
massive halo of dark matter. However, at least some of the 
© American Astronomical Society • Provided by the NASA Astrophysics Data System 
Figure 1.1: Effect of doppler shifting on the measured velocities as a function of distance
(measured in arcseconds). The red shifted arm at positive angles shows above average
velocities, while the blue shifted arm on the left exhibits below average velocities. Figure
from [15].
gued at the ratio was bias d due to intra-ga ac ic l ght absorption. By the mid 1950s,
larger telescopes had been deployed as the field of radio astronomy was becoming more
prominent. These telescopes were capable of observing the 21 cm hydrogen-one (Hi) line,
facilitating an additional method of measuring galactic rotation curves that could probe very
large distances. See for example, [18] and [19].
It wasn’t until the 1970s that astronomers were convinced that rotation curves were al-
luding to the presence of large quantities of mass missing from galactic mass estimates. In
1970, Rubin and Ford [20] published their oft-cited paper that presented optical measure-
ments of M31 rotation curves out to ∼ 2◦ of arc using an image-tube spectrograph. They
noted similarities between their measured rotation curves and previous M31 curves obtained
from Hi observations [18, 21]. It was the flattening of rotation curves far from the galactic
center that was confounding to astronomers, see figures 1.1 and 1.2. By the late 1970s,
many results from additional galaxies had been published with similar findings; see [1] and
references therein.
Flat rotation curves are significant because they are not predicted from Keplerian orbital
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Figure 1.2: Rotation curve of NGC 6503. The dotted, dashed, and dash-dotted lines are the
contributions from gas, disk (visible), and dark matter respectively. Figure from [22].
mechanics if a constant M/L ratio for the considered galaxy is assumed. At large distances,
the expected rotational velocity, v, as a function of radius is roughly given by,
v(r) =
√
GM(r)
r
, (1.3)
where M(r) is the total mass within a spherical radius r and G is the universal gravitational
constant. From luminosity profiles, the expectation for spiral galaxies such as M31 is that
most of the mass resides at the center, and so Eqn. 1.3 would predict that the velocity should
fall off as v ∝ r−1/2. Rubin and Ford attempted to correct for the large quantity of hydrogen
far from the center of M31, but determined that the gas only accounted for 4-8% of the mass
at large radii. The non-luminous mass required to explain the flat rotation curves lays the
groundwork for the ‘missing mass problem.’
An example of a typical rotation curve is given in figure 1.2, showing the contribution by
the mass constituents. The flattened profile curve can be explained if a dark matter halo,
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with density given by the Navarro-Frenk-White profile [23], envelopes the galaxy:
ρ(r) =
ρ0
r
Rs
(
1 + r
Rs
)2 . (1.4)
Here ρ0 is a normalization parameter, and Rs is a radial scale parameter that characterizes
the halo. Note that evaluating the spherical volume integral to O(Rs) and dividing by the
radius (as per equation 1.3) reproduces a dark matter velocity profile similar to the curve in
figure 1.2. Navarro, Frenk, and White used n-body simulations to inspire the NFW profile,
assuming a standard cold dark matter (CDM) cosmology. Section 1.1.2 will further discuss
the ΛCDM model.
Gravitational Lensing & X-ray Observations of Galactic Clusters
Further evidence of dark matter can be inferred from gravitational lensing. General
Relativity states that the presence of mass curves space-time [24], thereby altering the tra-
jectory of nearby particles. This includes photons, meaning that nearby sources of mass
can effectively refract light rays. Massive objects between an observer and a distant light
source can thus produce a lensing effect. From the shear of the lensing field, it’s possible to
extract the distribution of the lensing mass. The effect is usually weak and typically requires
that several distant sources are analyzed to determine their preferred distortion direction,
from which one can determine the direction to the center of the lens. The invisible dark
matter in galaxy clusters can often produce strong lensing effects that enhance the apparent
ellipticity of luminous galaxies. The total mass estimate from the gravitational lens can be
compared with luminous mass estimates to provide a lower limit of the dark matter content.
Typical clusters are comprised of roughly 80% dark matter and 20% baryonic matter. For a
comprehensive review of DM gravitational lensing see [25].
The presence of hot gas or plasma within the intra-cluster medium of galaxy clusters is
yet another indicator of dark matter. Plasma temperatures are generally measured within
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Figure 1.3: Left: Color image from the Magellan images of the merging cluster 1E 0657-558.
The white bar indicates 200 kpc at the distance of the cluster. Right: Chandra x-ray image
of the colliding clusters. The green contours in both panels represent weak gravitational
lensing reconstructions of the distribution of mass. Figure from [28].
the 10-100 MegaKelvin range. Hot gas accounts for between 50-90% of the baryonic mass
in most clusters, with larger fractions found in the more massive clusters. As hydrogen
is the most abundant element in the universe, the intra-cluster plasma consists of mostly
protons and electrons, however trace amounts of helium and other heavier nuclei are found in
minuscule abundance. The gravitational potential due to stars and galaxies within a cluster
is not strong enough to bind the hot gas to the system. Dark matter is required to ensure
that the gas does not disperse away from the cluster [26]. Kravtsov and Borgani provide a
review of galaxy cluster formation in [27].
Gravitational lensing and x-ray imaging of intra-cluster gas applied together provide a
remarkable ‘picture’ of dark matter in the famous “Bullet Cluster,” 1E 0657-558 [28]. The
Bullet cluster formed after two smaller galaxy clusters collided and passed through one
another. Figure 1.3 shows lensing measurements overlaid upon x-ray images of the cluster.
The mass distribution inferred from gravitational lensing is strongly bimodal showing a
significant degree of separation between the two sub clusters. X-ray observations show less
separation of the two clusters’ hot gas distributions. A noble, virtually non-interacting
particle dark matter candidate (see section 1.2) can explain the figure. Because most of the
clusters’ mass consists of dark matter, the trajectory of the DM halos remained fairly constant
since DM is only known to interact gravitationally. Electromagnetic interactions of the
9
baryonic gas particles from both clusters caused turbulence during the collision, effectively
impeding the bulk momenta of the gas. The distribution of matter in the bullet cluster can
be used to constrain the self interaction of dark matter particles [29, 30].
1.1.2: Cosmological Models with Dark Matter
Dark matter can explain many artifacts in models stemming from big bang cosmol-
ogy [31]. The standard model of cosmology is the ΛCDM paradigm because it’s the simplest
model capable of accounting for observed cosmological phenomena. ΛCDM describes a uni-
verse undergoing accelerated expansion, described by a cosmological constant (Λ), and cold
dark matter (CDM) [32, 33]. The standard cosmological model explains observations such as
the anisotropy in the cosmic microwave background (CMB), the abundance of light elements
synthesized in the nascent universe, and the formation of large scale structures, i.e galaxy
distribution (discussed more in section 1.2). A dark matter component is required in each of
these examples to explain their observed features. Universal expansion requires dark energy
(see for example [34]), which is not discussed here.
Cosmic Microwave Background
Primordial radiation in the microwave region of the electromagnetic spectrum can be
detected from all directions in the sky [35]. The cosmic microwave background (CMB)
radiation is the oldest in the universe, dating back to the period of recombination2 when the
universe was roughly 380,000 years old. Prior to recombination, the temperature and the
density of the early universe was much greater than it presently is. Baryonic matter existed
in an opaque (blackbody) plasma state; Thompson scattering prevented photons from freely
traveling through space. As the universe cooled, protons and electrons combined to form
neutral atoms. The abundance of free charge in the universe dropped by many orders of
2The term recombination can be misleading since there were no neutral atoms prior to this epoch. The usage
is historical and derives from plasma physics.
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magnitude resulting in a transparent universe. This drop in the rate of photon scattering
is called photon decoupling. Since decoupling, expansion of the universe (and thus photon
wavelength) has cooled the CMB temperature to about 2.7 K. As the name implies, the
relic CMB radiation now permeates the sky as an irreducible, highly isotropic microwave
background.
Although the temperature of the CMB is mostly isotropic, well-documented O(10−5 K)
thermal angular anisotropies have been measured. Since the accidental discovery of the CMB
by radio astronomers Penzias and Wilson, increasingly advanced telescopes have sought to
characterize the angular anisotropies. RELIKT-1 [36, 37], launched by the Soviet Union
in 1983, was the first space based telescope to map the CMB. In 1989 the COBE [38, 39]
satellite was launched by NASA. Both experiments reported their findings in 1992, confirming
the blackbody frequency distribution and slight anisotropy of the background predicted
by ΛCDM. Succeeding COBE was the WMAP [40] telescope, which provided improved
angular resolution enabling the characterization of multiple peaks in the multipole power
spectrum. WMAP was retired in 2010 after the launch of the current generation spacecraft,
PLANCK [33, 41]. A map of the temperature anisotropy is shown in figure 1.4. The multipole
power spectrum is also shown in figure 1.5.
Analyzing anisotropies in the CMB via the temperature power spectrum can help cos-
mologists infer important parameters such as the curvature of the universe, the expansion
rate of free space, the abundance of baryonic and dark matter, and the sum of the neutrino
masses. The most current cosmological parameters are fit from the PLANCK CMB survey
and a subset of the parameters is shown in table 1.1.
A function including the parameters in table 1.1 is fit to the CMB power spectrum in
figure 1.5. The power spectrum provides a measurement of the strength of acoustic modes in
the hot plasma at the end of the recombination era, on the surface of last scattering. Gravity
caused the plasma to compress while radiation pressure opposed the compression. Dark
matter strengthened the gravitational compression without enhancing the radiation pressure.
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Figure 1.4: Map of the anisotropy in the cosmic microwave background. The CMB tem-
perature is fairly uniform averaging 2.7260 K and varying by ∼600 µK. Figure from [42].
Space-time quantum fluctuations perturbed the plasma, generating acoustic oscillations. The
peaks in the spectrum are the result of various phenomena: the location of the first peak
in the multipole spectrum is impacted by space-time curvature, the second peak is evidence
of plasma acoustics and gauges the abundance of baryonic matter. The prominence of the
third peak, along with the dampening of peaks at higher multipoles, indicates the presence of
non-baryonic dark (i.e electrically neutral) matter during recombination. For an accessible,
qualitative overview of the CMB power spectrum by Wayne Hu, see [44].
Primordial Nucleosynthesis
The lightest metallic (i.e. not 1H) isotopes in the universe were produced during primor-
dial, or big bang nucleosynthesis (BBN). The duration of this epoch covers ∼10 s to ∼1 hour
after the big bang. The abundances of 2H, 3He, 4He, and 7Li are characterized by the ratio
of baryons to photons. BBN is capable of explaining the large abundance of 4He in the
universe, ∼25% of baryonic matter. While 4He is produced in stars, stellar production can-
not generate such quantities [45]. The density of light elements, determined from numerical
12
Planck Collaboration: Cosmological parameters
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Fig. 1. Planck 2015 temperature power spectrum. At multipoles `   30 we show the maximum likelihood frequency-averaged
temperature spectrum computed from the Plik cross-half-mission likelihood, with foreground and other nuisance parameters de-
termined from the MCMC analysis of the base ⇤CDM cosmology. In the multipole range 2  `  29, we plot the power spectrum
estimates from the Commander component-separation algorithm, computed over 94% of the sky. The best-fit base ⇤CDM theoreti-
cal spectrum fitted to the Planck TT+lowP likelihood is plotted in the upper panel. Residuals with respect to this model are shown
in the lower panel. The error bars show ±1  uncertainties.
The large upward shift in Ase 2⌧ reflects the change in the abso-
lute calibration of the HFI. As noted in Sect. 2.3, the 2013 analy-
sis did not propagate an error on the Planck absolute calibration
through to cosmological parameters. Coincidentally, the changes
to the absolute calibration compensate for the downward change
in ⌧ and variations in the other cosmological parameters to keep
the parameter  8 largely unchanged from the 2013 value. This
will be important when we come to discuss possible tensions
between the amplitude of the matter fluctuations at low redshift
estimated from various astrophysical data sets and the Planck
CMB values for the base ⇤CDM cosmology (see Sect. 5.6).
(4) Likelihoods. Constructing a high-multipole likelihood for
Planck, particularly with TE and EE spectra, is complicated
and di cult to check at the sub-  level against numerical
simulations because the simulations cannot model the fore-
grounds, noise properties, and low-level data processing of
the real Planck data to su ciently high accuracy. Within the
Planck collaboration, we have tested the sensitivity of the re-
sults to the likelihood methodology by developing several in-
dependent analysis pipelines. Some of these are described in
Planck Collaboration XI (2016). The most highly developed of
them are the CamSpec and revised Plik pipelines. For the 2015
Planck papers, the Plik pipeline was chosen as the baseline.
Column 6 of Table 1 lists the cosmological parameters for base
⇤CDM determined from the Plik cross-half-mission likeli-
hood, together with the lowP likelihood, applied to the 2015
full-mission data. The sky coverage used in this likelihood is
identical to that used for the CamSpec 2015F(CHM) likelihood.
However, the two likelihoods di↵er in the modelling of instru-
mental noise, Galactic dust, treatment of relative calibrations,
and multipole limits applied to each spectrum.
As summarized in column 8 of Table 1, the Plik and
CamSpec parameters agree to within 0.2 , except for ns, which
di↵ers by nearly 0.5 . The di↵erence in ns is perhaps not sur-
prising, since this parameter is sensitive to small di↵erences in
the foreground modelling. Di↵erences in ns between Plik and
CamSpec are systematic and persist throughout the grid of ex-
tended ⇤CDM models discussed in Sect. 6. We emphasize that
the CamSpec and Plik likelihoods have been written indepen-
dently, though they are based on the same theoretical framework.
None of the conclusions in this paper (including those based on
the full “TT,TE,EE” likelihoods) would di↵er in any substantive
way had we chosen to use the CamSpec likelihood in place of
Plik. The overall shifts of parameters between the Plik 2015
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Figure 1.5: The CMB temperature power spectrum (TT). The red curve shows the best-fit
when incorporating parameters from the λCDM model. Residuals are shown in the bottom
plot. Error bars c v r ±1σ uncertainty. The parameter DTTl = l(l + 1)CTTl /2pi, w ere CTTl
is the expectation value of the spherical harmonic power coefficient as a function of l [43].
Figure from [33].
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Table 1.1: A select list of parameters determined from the anisotropy in the CMB. Most
recent values from [33].
Parameter Description Value Unc. Units
H0 Hubble Constant 67.8 0.9 km Mpc
−1 s−1
h Reduced Hubble Const 0.678 0.009
Ωm Matter Density Parameter 0.308 0.012
Ωbh
2 Baryonic Density 0.02226 0.00023
Ωch
2 DM Density 0.1186 0.0020
|Ωk| Curvature Parameter <0.005
Σmν Sum of Neutrino Masses <0.23 eV
simulations of BBN, constrain the baryonic matter abundance to Ωb < 5% of the total mass
energy density of the universe, independently asserting that baryonic matter alone cannot
close the universe.
The universal abundance of deuterium (2H) is a direct and important validation of BBN.
Deuterium is burned up in stars in proton-proton chain reactions, and is thus not a product
of stellar nucleosynthesis. This implies that all deuterium is of primordial origin. Further-
more, the deuterium abundance is a measure of the efficiency of 4He production during
BBN [45]. Deuterium abundance is strongly anti-correlated to the baryon-to-photon ratio
during nucleosynthesis. The ratio has a correspondence to the total baryon density. This
independent measurement is in agreement with the baryonic abundance determined from
the CMB power spectrum (table 1.1) [46, 47].
Section 1.2: Particle Dark Matter Candidates
Cosmological models suggest that dark matter is non-baryonic in nature. There are sev-
eral particle dark matter candidates that have been identified in extensions of the Standard
Model of Particle Physics. Four conditions generally have to be met for a particle to be
considered dark matter. Clearly, a dark matter candidate must not interact with the elec-
tromagnetic force, otherwise it wouldn’t be dark. It must be cold (non-relativistic) to explain
the clustered galaxy distribution in the universe [48, 49]. DM must also have a lifetime that
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is at least as long as the age of the universe, otherwise it would’ve decayed away. Since
cosmological models include dark matter, the candidate particle(s) must exhibit proper relic
abundance. Both thermal and athermal production mechanisms have been identified that
can properly reproduce the cosmological abundance. A non-exhaustive list of some dark
matter candidates (with baryonic DM) includes:
• Weakly interacting massive particles (WIMPs), section 1.2.1
• Massive compact halo objects (MACHOs) [49]
• Robust association of massive baryonic objects (RAMBOs) [50]
• Axions, section 1.2.2
• Dark pseudoscalar and vector bosons, section 1.2.3
• Primordial black holes [51]
Several groups are attempting to directly detect various DM candidates. This section will
discuss WIMPs, axions, and dark bosons further. WIMPs are a popular class of thermally
produced candidates that are the focus of many DM experiments. The Strong CP-problem
from quantum chromodynamics (QCD) inspires the axion, described further in section 1.2.2.
The main focus in this dissertation however, will be light (keV-scale) bosonic candidates,
introduced in section 1.2.3.
1.2.1: Weakly Interacting Massive Particles
Weakly interacting massive particles (WIMPs) are a group of dark matter candidates
that may have been produced thermally in the early universe. These electrically neutral
particles are hypothesized to interact weakly with baryonic matter, scattering off of nuclei.
The lightest neutralino predicted by minimally supersymmetric Standard Model (MSSM)
extensions is a favorable WIMP candidate as MSSM provides a mechanism to explain stabil-
ity, i.e. the conservation of R-parity [49]. Typical WIMP searches seek particles with masses
between 10 GeV and 1 TeV.
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WIMPs are a well motivated dark matter candidate because of the so-called ‘WIMP mir-
acle’. The relic density of WIMPs, Ωχ, is approximated by
Ωχh
2 ' 0.1 pb〈σAv〉 , (1.5)
where h is the Hubble constant divided by (100 km s−1 Mpc−1), σA denotes the total WIMP
annihilation cross section, v is the relative WIMP velocity and 〈...〉 indicates thermal aver-
aging [52]. For Ωχ ∼ 0.2 and h ∼ 0.7, the above equation implies that σA is characteristic
of weak-scale interactions [53]. WIMPs may be detectable via scattering off the nuclei in a
detector of sufficient mass (∼1 tonne) within a reasonable (∼1 year) amount of time.
Eqn. 1.5 is derived from the Boltzmann equation written in terms of the particle number
density n:
dn
dt
+ 3Hn = −〈σv〉(n2 − n2eq), (1.6)
where H is the Hubble constant and neq is the equilibrium number density [49]. The present
WIMP relic density can be calculated assuming they were in thermal equilibrium with SM
particles after inflation. For temperatures less than mχ, the WIMP number density becomes
exponentially (Boltzmann) supressed. The WIMPs drop out of thermal equilibrium (freeze
out) once the right hand side of equation 1.6 becomes less than the expansion rate of the
universe [48]. After freeze out, the WIMP density remains fairly constant, leading to Eqn. 1.5.
Directly detecting WIMPs involves searching for nuclear recoils in a detector resulting
from WIMP elastic scattering. The event rate depends on the WIMP and target mass,
exposure, WIMP halo density in the Milky Way galaxy, and the WIMP nuclear cross section.
The spectrum for WIMP recoil was derived by Lewin and Smith [54]. The formula for the
rate involves many parameters and is not given here, but the general shape is an exponential
decay as energy increases. An example of the expected spectrum of spin-independent WIMP
interactions in germanium detectors is shown in figure 1.6. This plot was generated using
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Figure 1.6: Expected WIMP spectrum for WIMPs of varying masses. Figure from [53].
pyWIMP, a tool developed by Mike Marino [52, 55].
The WIMP-nuclear cross section and WIMP mass are the two unknown quantities in
the rate derived by Lewin and Smith. When showing their results from a direct search,
many experiments choose to present an exclusion plot based on the upper limit of the cross
section as a function of mass. A comparison of the WIMP exclusion limits from different
experiments is shown in figure 1.7. Regions above the experimental limit are excluded, while
regions below are inconclusive. Experiments may soon reach the coherent neutrino scattering
limit, which would be an irreducible background in WIMP DM experiments.
1.2.2: Axions
The axion is a hypothetical pseudoscalar particle, resulting from a proposed solution
to the strong CP problem in quantum chromodynamics (QCD). Cosmological constraints
have limited their mass to between 10−7 and 10−3 eV while astrophysical constraints limit
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Figure 1.7: Exclusion curves generated from different experiments. Solid lines are reported
limits, dashed lines are projected limits. The blobs represent unexplained excesses of events
reported by experiments in the respective parameter spaces. Figure from [56]. Below the
orange dashed line the spectrum due to coherent neutrino scattering is expected to dominate.
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their coupling to ordinary matter, though large uncertainties remain [57]. Their theoretical
foundation, long-lifetime (implied from their small mass), and their limited interactions with
ordinary matter make them a popular dark matter candidate.
Quantum chromodynamics is the theory that describes the strong force, the fundamental
force that binds atomic nuclei together. The theory describes interactions between quarks–
the sub-hadronic particles that form either baryons or mesons–and gluons, the mediator of
the strong force. In its most compact form, the QCD Lagrangian is given by [48]:
LQCD = ψ¯(i /D −m)ψ − 1
4
GµνaGµνa (1.7)
where /D is the covariant Feynmann derivative associated with the gluon gauge potential, ψ
is a quark spinor field, and Gµνa is the antisymmetric QCD field strength tensor, analogous
to the gauge invariant electromagnetic field tensor that describes EM fields in Minkowski
space. The index a ∈ {1, ..., 8} accounts for the eight different possible gluons.
Symmetries play an important role in field theories in general. For example, weak inter-
actions maximally violate parity symmetry. Additionally, charge-parity (CP) violation has
been measured in the weak sector. Notable cases include neutral kaon oscillation and the de-
cay of B, B¯ mesons [58, 59]. CP violation in the weak sector naturally leads to the question
of whether CP-symmetry is violated in QCD. Experimental results place strict constraints
on CP violation in the QCD sector [60]. For example, the measured upper bound on the
neutron electric dipole moment, dn has been measured to |dn| < 2.9 × 10−26e cm, see [61]
and references therein. The absence of CP violation in QCD is known as the strong CP
problem.
The CP violating term, Θ¯, is encapsulated within the QCD field strength tensor. Ex-
panding the second term in the QCD Lagrangian exposes the CP violating angle [48]:
LQCD ⊃ Θ¯αs
8pi
GµνaG˜aµν . (1.8)
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Equation 1.8 is the form that appeared in papers by Peccei and Quinn [62, 63]. Values of Θ¯
are naturally expected to be O(1), though to agree with experimental bounds it’s necessary
for Θ¯ < O(10−9) [60, 61]. The large discrepancy constitutes a ‘fine-tuning’ problem in
QCD. Peccei and Quinn proposed a spontaneously broken symmetry to solve the strong-CP
problem. The massive axion is the pseudo Nambu-Goldstone boson that results from the
symmetry breaking. It appears in the Lagrangian as a field, φA,
LQCD ⊃ (Θ¯− φA
fA
)
αs
8pi
GµνaG˜aµν . (1.9)
where fA is the axion decay constant. It can be shown from QCD that the potential for φA
is minimized when φA = fAΘ¯ [48], canceling the CP-violating term.
Experiments attempting to directly detect axions often rely on the axion-two-photon
vertex characterized by the coupling constant gAγγ. Via the Primakoff effect [64, 65], photons
can convert to axions, or vice-versa, in the presence of a large electric or magnetic field.
A microwave cavity tuned to a frequency associated with the axion mass may detect a
perturbation due to an axion field, as in ADMX [66]. Another experimental concept is the
‘light shining through walls’ or LSW effect. Using strong magnetic fields, a photon could
convert to an axion, traverse an opaque barrier, and then be converted back to a photon
and be detected. A schematic from the OSQAR [67] collaboration is shown in figure 1.8.
The probability of converting a photon to an axion depends on the strength of the magnetic
field, the length traveled through the field, and the photon energy. A similar approach can
be used to look for solar axions. Helioscope experiments, such as CAST [68] look for axions
originating from the sun that convert to x-rays in their detector.
It was originally thought that the value of fA was related to the electroweak symmetry-
breaking scale νweak ∼ 246 GeV, but these axion models have been excluded [69–71]. Current
models explore the parameter space such that fA  νweak. This gives rise to a couple of
different models of axions, hadronic-like and Grand Unified Theory (GUT) model axions.
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The two photon vertex coupling can be expressed in the following form:
gAγγ =
α
2pifA
(
E
N
− 2
3
4 + z
1 + z
)
(1.10)
=
α
2pi
(
E
N
− 2
3
4 + z
1 + z
)
1 + z
z1/2
mA
mpifpi
where α is the fine-structure constant, fA is the axion decay constant, z is the ratio of the up
quark mass to the down quark mass (mu/md), mA the axion mass, mpi is the pion mass and
fpi is the pion decay constant. E and N are electromagnetic and color anomalies associated
with the axial current of the axion [69]. In GUT models such as DFSZ [72, 73], E/N = 8/3.
For hadronic, KSVZ models [74, 75], E/N = 0. In general, a range of values for E/N is
possible. These axion models with mA . 10 meV have not yet been excluded by experiment.
One can also search for more general axion-like particles, where the coupling constants
and mass are not related to the Peccei-Quinn symmetry breaking scale, i.e. the mass is
independent of fA. These will models will be discussed more in section 1.2.3.
Figure 1.8: Schematic of the OSQAR light shining through wall experiment. Photons are
converted to axions and then traverse the opaque barrier.
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1.2.3: Bosonic keV-Scale Dark Matter
While there is a strong theoretical and cosmological basis for GeV-scale dark matter,
current generation experiments have failed to detect a signal attributable to DM, see fig-
ure 1.7. Heavier dark matter models also do not fully explain gravitational clustering on
both galactic and smaller scales. Bosonic light dark matter (LDM) candidates, with masses
down to the keV range, provide alternative DM models that can be explored by existing
neutrino and dark matter experiments [76].
DM candidates with mass at the keV-scale must have a higher number density to compen-
sate for their low mass and a correspondingly small, or super-weak interaction cross section
to explain their as-yet non-detection. Their small mass and low energy render them difficult
to detect via elastic nuclear scattering, as in the case of WIMPs, demotivating searches for
fermionic keV-scale candidates such as the sterile neutrino or the gravitino. In contrast, the
bosonic LDM detection principle is an inelastic interaction analogous to photoelectric absorp-
tion. Assuming the particles are non-relativistic CDM candidates, a detection signal would
be a peak with energy equal to the particle rest-mass. Recent LDM searches have focused
on pseudoscalar and vector bosons since both existing and next-generation DM experiments
could be competitive with astrophysical and cosmic gamma background constraints [76].
Figure 1.9 illustrates these constraints with possible sensitivity in Ge detectors.
For a bosonic pseudoscalar particle to be a viable keV-scale DM candidate, a couple
assumptions related to coupling to the Standard Model must be made. The interaction term
of the Lagrange density function looks like [76]:
Lint = Cγa
fa
FµνF˜
µν − ∂µa
fa
ψ¯γµγ5ψ + ... (1.11)
with a, the pseudoscalar coupling constant, normalized by fa. Cγ is the dimensionless
coupling to photons Fµν the electromagnetic field tensor, γ
µ are the Dirac matrices such
that γ5 = iγ0γ1γ2γ3, and ψ, ψ¯ are dual Dirac spinors. The ellipses includes couplings to
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Figure 1.9: Vector bosonic dark matter exclusion plot. Blue: V-electric cross section for
Ge, assuming a detector sensitivity equivalent to a 1 pb cross section for a 100 GeV WIMP.
Green: constraint from He-burning lifetime in HB stars. Red: Constraint from 3γ decays.
The thick black line corresponds to parameters necessary to reproduce the DM abundance
thermally. Figure from [76].
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other fermions and gauge bosons. The term on the left in eqn. 1.11 is related to the two
photon decay channel (e.g the Primakoff effect), while the term on the right is indicative of
an axioelectric coupling. For viable keV-scale pseudoscalar DM without overly restrictive
constraints on fA, we assume that the axioelectric coupling dominates while photon coupling
is suppressed.
For keV-scale bosonic vector particles, the interaction Lagrange density can be written
as [76]:
Lint = eκVµψ¯γµψ + ... (1.12)
which is an elementary vector interaction. Here e is the electronic charge, κ is the vector
hypercharge, and Vµ is the vector field. The product e
′ = eκ is analogous to electromagnetic
coupling such that α′ = (eκ)2/4pi is similar to a vector-electric fine-structure constant.
Because it is assumed that the vector mass, mV is O(keV) instead of sub-eV, coupling with
photons is suppressed3 [76, 77].
For experimentalists, a key difference between pseudoscalar and vector DM is their decays
to photons. Since pseudoscalars are axion-like, their dominant decay mode is via the two
photon decay. Vector decay into two photons is strictly forbidden. The dominant vector de-
cay mode is to three photons. This has an impact on experimental sensitivity to bosonic DM
candidates. Model dependent astrophysical constraints exclude the pseudoscalar parameter
space that current experiments can probe, see for example [78, 79] and figure 6.3. For vec-
tors, however, current experimental sensitivity is competitive with astrophysical constraints,
see figure 1.9.
Bosonic scalar dark matter is not considered in this dissertation. The scalar-electric
coupling term, which replaces the second term in eqn. 1.11, depends explicitly on the scalar
mass. Scalar keV-scale DM thus requires highly model dependent parameters in order to be
viable. Their phenomenology is also quite similar to the pseudoscalar boson.
3A more general form of the interaction term of the vector Lagrange density is L = κVν∂µFµν .
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Section 1.3: Outline of Dissertation
This dissertation will focus on the sensitivity of the MajoranaDemonstrator (MJD)
to bosonic dark matter candidates. Since MJD is a P-type point contact (PPC) germanium
detector array experiment, chapter 2 will provide an overview of semiconductor properties
and PPC Ge detectors. Chapter 3 will discuss the overall Majorana Demonstrator
experiment detailing construction, design, and cleanliness requirements. These first three
chapters are meant to serve as an introduction, so that the reader becomes familiar with the
experimental purpose.
The latter chapters focus on the data collected with the MJD. Data collection and sys-
tematics will be discussed in chapter 4. Data cleaning and cuts will be the topic of chapter 5.
Chapter 6 will discuss the data analysis and present the result of the bosonic dark matter
search, along with other rare-event searches that were possible.
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CHAPTER 2: Semiconductor Detectors and the P-type Point-Contact
Germanium Detector
This chapter provides an overview of Germanium detectors, with extra focus on p-type
point-contact (PPC) detectors. To begin, a review of detection principles in semiconductor
detectors1 is provided. The discussion will then shift to Germanium detectors, including
some background on conventional detector configurations in order to lead into a discussion
of PPC detectors. The remainder of the chapter will focus on PPC detectors, specifically
their noise, resolution, and charge collection characteristics. The data presented in this
dissertation was all acquired from the Majorana Demonstrator, which employs arrays
of Ge PPC detectors.
Section 2.1: Properties of Semiconductor Detectors
2.1.1: Introduction
Ionizing radiation was discovered at the end of the 19th century. Early discoveries were
made using photographic plates, commonly used in research during that time. In 1896,
Henri Becquerel–after whom the S.I. unit of radiation is named–discovered that it’s possible
to image certain phosphorescent materials on photographic plates even when the plates are
covered by thick black paper. He concluded that invisible rays were emanating from these
materials [80].
Detecting ionizing radiation with a semiconductor detector involves collecting ionized
particles and/or liberated charge in a detector medium, usually by applying an electric field.
1These may also be referred to as solid-state detectors. While other types of detectors are technically
solid-state, the term is usually reserved for semiconductor detectors in which ionizing radiation generates
electron-hole pairs. The latter term will be used to avoid confusion.
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Any liberated charge is collected by electrodes, hence a change in voltage or current across the
electrodes indicates an ionizing event has taken place. Ideally, the response of the detector
is a linear function of the incident energy deposit of the ionizing radiation.
Semiconductor detectors are widely used due to several advantages over other detectors
types, such as gas-filled and scintillator detectors. Because semiconductors are made from
denser and solid materials, they can more efficiently detect particles of higher energy, re-
ducing the physical size of the detector. This includes gamma rays, for which many Ge
detectors are optimized to detect. Another major advantage of semiconductor detectors is
their superior energy resolution. Typically the energy resolution is limited by the statistical
fluctuations in the number of charge carriers produced by incident radiation. In silicon and
germanium, the energy required to create an electron-hole pair at 77 Kelvin (liquid nitrogen
temperature) is 3.76 and 2.96 eV respectively [81, 82]. A typical Ge detector might have a
resolution between 1-2 keV FWHM at 1173 keV (0.09-0.18%) [83], while the FWHM of a
NaI scintillator detector might be roughly 60-70 keV (5-6%) [84].
2.1.2: The Band Gap Model
The periodicity of the crystalline structure of most solids provides a mechanism for ex-
plaining the conductivity of various materials by creating “band-gaps”. In solids, electron
energies are constrained to allowed bands, continuos intervals separated by forbidden regions,
or gaps. A simplified model is shown in figure 2.1. Electrons in the lower energy valence
band do not contribute to the conductivity. Thermal excitation may promote an electron
from the valence band to the conduction band. In this state, the electron is unbound from
the crystal lattice and is free to diffuse throughout the material. As shown in figure 2.1, the
gap width in insulators is relatively large, &5-10 eV, compared to semiconductors that have
gap widths of '1 eV. Assuming no thermal excitation, the valence band of insulators and
semiconductors is full, and hence electrical conductivity drops to zero. For conductors such
as copper, there is a partial overlap of the valence and conduction bands.
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Figure 2.1: The band structure for insulators, semiconductors and conductors are shown. In
insulators and semiconductors, the two bands are separated by the band gap energy, Eg. The
size of Eg determines whether a material is an insulator or semiconductor. In the absence of
thermal excitation, electrons in the valence band cannot jump to the conduction band and
the material will have no conductivity. Also, in conductors, the conduction and valence bands
overlap, allowing for the conduction of electrons.
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Figure 2.1: A simplified band gap model of solids. The larger energy difference between the
two insulator bands (left) prevent most electrons from crossing the gap. In semiconductors
(middle), thermal excitation is much mor likely to excite an el tron into the conduction
band. For m t s (right), the conduction ba d overlaps the valence band resulti g in some
excess of mobile charge. Figure from [53].
If an electron gains sufficient energy to cross the gap a net positive charged vacancy, or
hole, will be left in the valence band. This effect is generally referred to as electron-hole pair
creation2. Both the electron and the hole will drift under the influence of an electric field
in opposite directions and at different drift velocities that depend on the carrier mobility,
equation 2.1 [82].
vh = µhE and ve = µeE (2.1)
where E is the electric field strength, v is the drift velocity, and µ is the field-dependent
carrier mobility. Equation 2.1 breaks down at higher electric field strength; eventually the
drift velocity reaches a saturation value, becoming independent of E .
The probability per unit time is that an electron-hole pair will be thermally generated is
2In metal conductors only the flow of electrons contributes to the conductivity.
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given in equation 2.2 from [82]:
P(T ) = CT 32 exp
(
− Eg
2kBT
)
(2.2)
where T is the temperature in Kelvin, Eg is the gap width, kB is the Boltzmann constant
(kB = 8.617×10−5 eV/K), and C is a proportionality constant inherent to the material. If no
electric field is applied, the thermally produced electron-hole pairs will eventually recombine.
An equilibrium pair concentration will be established that is proportional to the production
rate. In germanium detectors, this concentration is too high at room temperature (293 K)
due to the small gap width (0.665 eV), resulting in higher than acceptable leakage currents.
For this reason, germanium detectors are commonly operated at LN temperature to reduce
the thermal pair creation [85].
2.1.3: Impurities and Dopants
In a completely pure semiconductor there are an equal number of electrons and holes
at any given time. Each electron promoted to the conductance band produces a hole in
the valence band. The equilibrium concentration of holes and electrons, which depends on
temperature and the gap energy width, will be the same. In reality, a 100% pure, or intrinsic,
semiconductor is impossible to achieve. There will always be some residual impurities in the
semiconductor that affects the intrinsic conductivity of the material.
Intentionally adding impurities, or doping, a semiconductor crystal can have desirable
effects on the properties of the material, including the conductivity. A pentavalent impurity,
such as phosphorus or antimony, occupying a site in a tetravalent germanium or silicon
crystal will introduce a surplus electron into the lattice. This type of impurity is referred to
as a donor impurity. The donor electron is weakly bound at the impurity site, requiring very
little energy to enter the conduction band. Since no site is available for the donor electron in
the pentavalent crystal lattice, its energy level is in the intrinsic semiconductor gap region,
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just below the conduction band. Similarly, a trivalent impurity, such as gallium or boron will
introduce an additional acceptor site, or hole into the lattice. This manifests as an electron
energy level slightly above the valence band. Figure 2.2 shows a simplified model of the
effect of impurities in a semiconducting crystal.
Figure 2.2: Simplified model of impurities in a silicon crystal. In the p-type material (left),
an acceptor site or hole is created because of the trivalent boron impurity. The antimony
impurity in the n-type material (left) contributes a donor electron that is very weakly bound
to the lattice site. Figure reprinted with permission from [86].
Doped semiconductors with more donor impurities are referred to as n-type semiconduc-
tors while those with more acceptor impurities are designated as p-type. Electrons (Holes)
are the majority charge carriers in n-type (p-type) materials. An impure semiconductor can
be made to behave more like the intrinsic material by adding a compensating impurity of
the opposite type. Heavily doped materials are often referred to with a ‘+’ superscript,
e.g. a semiconductor heavily doped with acceptor impurity is p+-type. The importance of
considering material type is examined in section 2.1.4.
2.1.4: Semiconductor Junction
If a p-type and an n-type semiconductor are thermally bound, semiconductor junction
effects can be observed. The free charge carriers near the junction are able to migrate across
the boundary into the opposite type. Donor electrons from the n-type material combine
with holes in the p-type material (and vice-versa), effectively canceling out. The remaining
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immobile space charge (ionized lattice atoms) creates an electric field that opposes the further
diffusion of free charge. This region of electric field is called the depletion region. Any
negative (positive) charge that forms in the depletion region, e.g from ionizing radiation,
is forced towards the n-type (p-type) material. In Ge, the potential difference across this
region is roughly 0.4 V [83]. See figure 2.3.
Figure 2.3: Charge distribution at the junction of opposite type semiconductors. Majority
carriers from the two types each diffuse into the opposite typed material. At equilibrium, the
resulting electric field opposes further diffusion, creating a depleted region (center). Figure
originally uploaded by user “TheNoise” to English Wikipedia under the CreativeCommons
License.
The detection principle in semiconductor detectors is based on detecting electron-hole
pairs generated by ionizing radiation in the depletion region around the junction. A germa-
nium detector, for example, might utilize the junction between a nearly intrinsic, slightly
p-type material and a heavily doped n+-type material. Initially, the depletion region is very
narrow, but can be widened by applying a reverse bias voltage across the junction. A posi-
tive (negative) voltage applied to the n+-type (p+-type) material will attract free electrons
(holes) away from the junction. This expands the region of immobile space charge, effectively
widening the depletion zone. Under the assumption that the n+-type is much more heavily
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doped than the p-type material, the depletion width can be estimated as [82],
d '
√
2µρV ,
V = V0 + Vb.
(2.3)
where d is the depletion width,  is the dielectric constant (= 120 in Ge), µ is the carrier
mobility, ρ is the resistivity of the material, and V is the voltage across the junction. Here
V is the sum of the intrinsic junction voltage V0 and the applied bias voltage Vb. In practice,
the bias voltage will be much larger than the junction voltage (∼1000 V compared to <1 V).
The resistivity of the material is given by [82],
ρ =
1
eµN
(2.4)
where e is the carrier charge and N is the charge carrier density. This implies that the
depletion width increases with the purity of the material. In most applications, a depletion
region that spans the length of the detector (∼few cm) while maintaining a reasonable bias
voltage (< 5000 V) is desirable. The germanium used in the production of high purity Ge
detectors have measured impurity levels as low as 1010 atoms/cm3 to achieve this [83].
Section 2.2: High Purity Germanium Detectors
Germanium detectors are widely used for x-ray and gamma ray detection and spec-
troscopy. While available silicon based detectors have a depletion thickness of a few millime-
ters, the depletion region in high purity germanium (HPGe) detectors can be centimeters
thick. Germanium is also higher-Z than Si, making it a much more efficient gamma-ray de-
tector per unit volume, facilitating detection of gamma rays with energies up to a few MeV.
HPGe detectors have been in use since the 1980s and are commercially available [85, 87].
Their commercial availability and technological maturity have made them a popular choice
for a variety of detection applications including scientific and defense research.
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2.2.1: Crystal Fabrication
Detectors are fabricated from electronic-grade polycrystalline germanium–a raw material
of very high purity used by the electronics industry [83]. To further purify the germanium
to high-purity grade, the process of zone refining is used. An ingot of germanium is placed
in a crucible and heated using radio-frequency (RF) heating coils. The portions of the ingot
closest to the coils then melts, increasing the mobility of the impurities. The heating coils are
slowly moved down the length of the crucible, resulting in a moving melted zone of the ingot.
The impurity concentration remains highest in the melted zone. Eventually the impurities
are swept to the end of the ingot, which can then be cut off. Multiple passes through the
zone refining coils are usually required to reach the desired concentration. Figure 2.4 show
a vertical zone refining setup.
Figure 2.4: Vertical zone refining setup. The heating coil moves down the tube effectively
dragging the impurities to the bottom of the crystal. Figure originally from [88], now in
public domain.
After zone refining, the germanium is still polycrystalline and not yet ready for detector
use. The ingot is sliced up to prepare for single crystal growth. Large single crystals are
grown using the Czochralski method [89]. The purified polycrystalline material is melted
inside a quartz crucible. The process takes place in an inert atmosphere such as argon or
hydrogen. A specially oriented, rod mounted seed crystal is dipped into the crucible. The
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seed crystal is a small piece of single crystal germanium from which the large crystal boule
will grow. The size of the boule will depend on the temperature and how fast the crucible
is pulled from molten germanium. The Czochralski crystal growing also serves as the final
purification step in HPGe production, as impurities are removed with the excess crystal melt.
Various techniques such as rotating the boule may be employed based on the experience of
the crystal puller. Many of the parameters such as temperature and pull rate have to be
precisely controlled by an experienced operator. For these reasons, the fine procedural details
are often a commercial secret [83]. An simplified visualization outlining the process is shown
in figure 2.5
Figure 2.5: A simplified figure of the Czochralski process. The end result is a cylindrical
single crystal boule. Image from wikimedia commons, entered in public domain.
Once the single crystal is prepared, the crystal must be cut into the proper detector
dimensions. This is typically done with a specialized string saw to avoid damaging the
surface. Hall effect measurements are used to determine the impurity concentration and
type. Crystals not up to detector specification would be returned to the zone refinement
stage of the process. Further modifications to the crystal shape may be made at this stage,
including bulletization, i.e. the rounding of the edges of one face of the crystal. A bevel may
be cut from the opposite face as well. These modifications are usually meant to improve the
charge collection characteristics of the detector by eliminating regions that would have a low
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electric field during detector operation [82, 83].
Finally, the n+ and p+ contacts on the detector must be formed. The n+ contact on a
p-type detector is made by diffusing lithium onto the surfaces. This is typically done on all
surfaces with the exception of the base surface. Diffusion of lithium creates a dead-layer, a
region of virtually constant electric potential in which no charge can be collected and thus
no radiation can be detected. Typically this region is roughly 700 µm thick. The p+ contact
is usually made via boron implantation, and can be much thinner, ∼0.3 µm thick. Detectors
designed for low-energy radiation detection (e.g. O(10 keV), x-ray) will have a larger p+
contact surface area that acts as a window for less penetrating radiations [83, 90].
2.2.2: Conventional Ge Detector Configurations
Two geometries are generally considered when configuring germanium detectors, the pla-
nar geometry and the coaxial geometry. The detector configuration has a direct effect on
important detector characteristics including resolution and charge collection. For reference,
a brief description of the two types is given. A simple schematic of different detector config-
urations is show in figure 2.6. A more in-depth overview of the P-type point contact (PPC)
detector, a relatively recent configuration, can be found in section 2.3.
Planar Detectors
Planar detectors are geometrically simple. Electrical contacts are made on the flat faces
of the cylindrical detector, with an n+ contact on one face and a p+ contact on the opposite
face. By virtue of the geometry, the electric field in a planar detector is nearly independent
of the radial position, depending only the distance from the blocking electrode (p+ contact in
p-type detectors, n+ contact in n-type). Since the full depletion voltage is applied across the
cylindrical face surfaces, significant surface leakage currents can be produced. Fluctuations
in the leakage current are a source of electronic noise, and can have a negative impact on
the detector resolution (see section 2.3.2). To mitigate these effects, a separate, narrow,
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grounded, guard ring electrode can be included on the blocking contact face to minimize the
current’s effect on the detector signal. Planar detectors range from 3 - 70 mm in diameter
and up to 3 cm in height [82, 83].
Coaxial Detectors
Coaxial detectors are the most common type of germanium detectors in use. In this
configuration, the electrical contact is made on the cylindrical surface of the detector. An
axial bore is removed from the center of the detector to provide the opposite contact. Usually
the inner bore does not go all the way through the crystal. Coaxial detectors have a better
capacitance to volume ratio than planar detectors. A large volume is desirable in order
to increase the gamma peak-to-Compton ratio and detection efficiency. Since germanium
crystals are grown axially, it’s possible to produce very long coaxial detectors, with active
volumes up to 800 cm3 [83, 85].
Section 2.3: PPC Detectors
The P-type point contact detector is the detector configuration of choice for the Majo-
rana Demonstrator, and has been deployed in multiple rare decays searches [53, 92, 93].
The geometry is similar to the low-capacitance planar detector in figure 2.6, however the
detector is p-type, the rectifying electrode is n+ diffused lithium surrounding much of the
detector, and the p+ blocking electrode is small, ∼3 mm in diameter point contact. The
PPC detector configuration results in low-noise and superior resolution, along with charge
collection properties that are well-suited for the pulse shape discrimination required by MJD.
2.3.1: Noise Characteristics
In any detector setup, it’s important to minimize the effect of electronic noise. The
amount of noise directly impacts detector resolution and energy threshold. Four sources of
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Figure 2.6: Conventional germanium detector configurations with common modifications. In
this figure, solid (dashed) black lines represent the n+ (p+) contact. Top: planar detectors,
with the standard design on the left and the low-capacitance design on the right. Mid:
Coaxial detectors. Usually the outer surface is ‘bulletized,’ smoothing corner regions to
remove volume with low electric field. The reverse electrode configuration is useful for
detection of low energy radiation. The well-type detector has a wider center bore, radiation
sources placed in the center will be detected with high efficiency. Figure from [91].
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noise are considered, series and parallel white noise along with series and parallel non-white
noise.
The series white noise, denoted by the spectral power density (i.e. the distribution of
power over the frequency domain) term a [94], is caused by random thermal noise. It’s
related to temperature and FET transconductance, gm by,
a = α
2kT
gm
(2.5)
where k is the Boltzmann constant and α is a constant value between 0.5 and 0.7 depending
on the FET operating point. There is also a non-white series 1/f term, af , which is related
to charge trapping in the FET channel [92].
The spectral density of the parallel white noise is denoted, b. It is a shot (i.e poisson)
noise related to the leakage current and to the thermal noise of the feedback resistor:
b = eIL +
2kT
Rf
. (2.6)
Here e is the electron charge, IL is the leakage current and Rf is the feedback resistance.
The term including the feedback resistance could be eliminated by using a pulsed-reset
preamplifier, however detectors used in MJD have resistive feedback preamps. The amount
of leakage current is generally indicative of the quality of detector and FET. Detectors with
fewer impurities will exhibit less leakage current, see equation 2.4. The non-white parallel
noise term bf/|f |, describes the dielectric noise [94].
After applying a filtered response in the Laplace domain, one can obtain the equivalent
noise charge by summing the noise components [94, 95],
ENC2 =
(
aA1
τ
+ 2piafA2
)
C2tot +
(
bτA3 +
bf
2pi
A2
)
(2.7)
where τ is the filter shaping time, Ai is an element of a set of coefficients that depend on
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the filter shape, and Ctot is the combined detector and FET capacitance. Note that the
non-white noise is independent of shaping time. During MJD data acquisition and analysis,
a digital trapezoidal filter is applied [96]. The trapezoidal shaping coefficients are A1 = 2,
A2 = 1.38, and A3 = 1.67 [95]. In this case, the shaping time includes the both trapezoidal
ramp times and the flat time. An example of the ENC2 plotted versus τ is shown in figure 2.7.
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Figure 2.7: An example of the noise curve as a function of shaping time from a Majorana
research PPC detector. The series, parallel and non-white noise contributions are shown
(red-dashed). This is usually measured by finding the FWHM of a pulser peak to exclude
the effect of charge production and collection. If white noise dominates, then the shaping
time can be adjusted to minimize Equivalent Noise Charge. Figure generated by R. Martin,
from [97].
In general, minimizing ENC2 is desired. Typically this involves adjusting the filter shap-
ing time and measuring the electronic noise. The minimum achievable noise as a function of
τ can be found by simply taking the derivative and substituting. The resulting theoretical
minimum is:
ENC2min = 2 (abA1A3)
1
2 Ctot + A2
(
2piafC
2
tot +
bf
2pi
)
(2.8)
Equation 2.8 clearly shows the dependence of the noise on the total capacitance.
The advantage of PPC detectors is their inherently low capacitance. The commonly
measured effect of series noise on the width of a pulser peak is directly related to the detector
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capacitance and the amplifying field-effect transistor (FET) capacitance [92, 98]:
FWHM = (41eV)Vn(CD + CF )/
√
τ (2.9)
where Vn is the FET noise voltage and τ is the characteristic time of the shaping amplifier.
The capacitance of a PPC detector is given by [92, 99]:
CD = 2piGe0r (2.10)
where 0 = 8.85 × 10−12 Farad/m is the permittivity of free space, Ge is the germanium
dielectric constant, and r is the point contact radius. Typical values for the PPC detector
capacitance are ∼1 pF compared to ∼20 pF for a coaxial detector [99].
The low noise due to the small PPC capacitance also results in reduced energy thresholds.
There is no standard method for setting detector thresholds. Experiments may simply set
their threshold at five standard deviations above the noise pedestal or they might systemati-
cally increment the threshold until background rates are reasonable. Equation 2.11 provides
a stochastic rate based procedure for threshold finding [92, 100]:
R ∼ N0eζ2/(2σ2) (2.11a)
N0 ∼ 1
4τ
(2.11b)
The rate R, of spurious events above a threshold ζ depends on the detector noise, σ =
FWHM/2.355, and the shaping time, τ . Normally τ will be fixed to minimize the noise
(equation 2.7), so that the rate at a given threshold depends only on capacitance. Since the
capacitance of PPC detectors is a factor of ∼20 better than coaxial detectors, the threshold
can be set 20 times lower. Indeed, PPC detectors operating with sub-keV thresholds have
been demonstrated [53, 92, 93], whereas the standard coaxial detector thresholds are well
above 10 keV [101].
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2.3.2: Detector Resolution
Energy resolution is one of the most important qualities of a detector. Germanium
detectors are known for their superior energy resolution when compared to other detector
types, (e.g ionization chambers or scintillators). For example, at 1.3 MeV the peak resolution
for a coax detector is ∼2 keV FWHM, while for a NaI scintillator the FWHM would be 25-30
times larger [83, 84]. PPC detectors perform better than coaxial detectors at low energies
(x-ray regime) because they’re subject to less electronic noise. Other factors affecting the
resolution must be considered as well, including statistical fluctuations in electron-hole pair
production and charge collection efficiency.
The detected energy from a gamma radiation3 event is stochastically spread out over a
narrow range. There are four processes that affect the energy resolution of HPGe detectors.
When summed in quadrature, these yield the ultimate detector resolution:
σ2tot = σ
2
γ + σ
2
p + σ
2
c + σ
2
e (2.12)
Each component is briefly described in the following list,
• σγ: Intrinsic gamma-ray width. This value is much smaller than the other uncertainties
and is considered negligible.
• σp: Poisson fluctuations in the number of electron-hole pairs produced by an incoming
gamma ray.
• σc: Spread of charges collected at the electrodes once the gamma ray energy has been
fully absorbed by the detector
• σe: Electronic noise component. This was discussed in detail in section 2.3.1.
At low energies (< 500 keV), the electronic (σe) and production (σp) terms dominate
3Since the discussion is focused on HPGe PPC detectors, it will be assumed that any ionizing radiation is a
γ or x-ray.
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the contribution to the energy spread. The fluctuation in the number of electron-hole pairs
produced as a function of energy is given by,
σn(E) =
√
〈n〉 =
√
E
〈ε〉 . (2.13)
Multiplying by the average energy required to produce a pair (〈ε〉 = 2.96 eV) results in the
uncertainty of the energy absorbed by the detector,
σp(E) = 〈ε〉 ×
√
〈n〉 =
√
〈ε〉E. (2.14)
Note that equation 2.14 predicts a FWHM = 2.355 × σp for the 60Co 1333 keV line of
∼ 4.7 keV, which is large compared to < 2 keV FWHM quoted by detector manufacturers.
The discrepancy arises from the original assumption modeling electron-hole pair creation as
a poisson process. Each pair creation event is not necessarily independent of other events.
The effect is accounted for by introducing the Fano Factor [102, 103], F :
σp(E) =
√
〈ε〉FE (2.15)
Typical measurements for F in Ge range from 0.057 to 0.12. Usually the measured Fano
factor will be provided by the manufacturer on the detector data sheet.
At higher energies (>1000 keV), the charge collection spread has a noticeable impact
on the resolution. Charges may become subject to trapping during collection. This results
in tailing on the low energy side of the peak. The mathematical form of σc is not well
understood and is often determined by measuring the total resolution and subtracting out
the electronic and production components. In practice this term is modeled assuming a
linear relationship with energy, such that σc = cE. A more in-depth discussion on charge
collection and pulse shape discrimination is presented in section 2.3.3.
Summing each component in quadrature results in the oft used formula for resolution as
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a function of energy,
σE(E) =
√
σ2e + 〈ε〉FE + c2E2 (2.16)
where σe, F , and c are usually determined via a fitting routine. The FWHM of a set of
known calibration peaks can be measured by a spectrometrist in order to fit equation 2.16.
Knowing the resolution as a function of energy is necessary for setting limits in rare-event
or low contamination settings. An example of a fit function is shown in figure 4.8.
2.3.3: Charge Collection in PPC Detectors
Ionizing radiation absorbed by a germanium detector liberates a collection of electron-
hole pairs with total charge proportional to the incident energy. Under bias, an electric field
permeates the detector so that holes migrate to the cathode–the point contact in a PPC
detector–and electrons migrate to the anode. The field profile in a PPC detector affects the
collection timing characteristics. If a gamma ray were to deposit energy at two different sites
in the crystal, an appreciable delay in the induced charge signal may be discernible. Pulse
shape discrimination techniques can identify charge collection delay, discriminating between
these ‘multi-site events’ and single-site events. If energy is deposited near the detector dead
layer, i.e close to the surface in regions of low electric field, the charge collection time could
increase significantly, resulting in energy-degraded slow pulses. In contrast, charge drift
times in coaxial detectors are fairly uniform throughout the crystal volume. See figure 2.8.
The output signal from a PPC detector can best be understood by applying the Shockley-
Ramo theorem [105, 106]. The theorem provides a method for calculating the charged
induced on the electrodes as electron-hole pairs drift through the detector. Each electrode is
considered independently. The induced current on an electrode related to the drift velocity,
vd, and the weighting field strength, E0,
i = qvd · E0. (2.17)
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Fig. 1 Cross section of a semi-coaxial detector (top) and
a BEGe detector (bottom). The p+ electrode is drawn in
grey and the n+ electrode in black (thickness not to scale).
The electrodes are separated by an insulating groove. Color
profiles of the weighting po ential [14] are overlayed on the
detector drawings. Also sketched for the BEGe is the readout
with a charge sensitive amplifier.
selections and calibrations had b en finalized. This arti-
cle presents the pulse shape analysis for Gerda Phase I
developed in advance of the data unblinding.
2 Pulse shape di crimination
Semi-coaxial and BEGe detectors have di↵erent geome-
tries and hence di↵ rent electric field distributions. Fig. 1
shows a cross section of a semi-coaxial and a BEGe de-
tector with the corresponding weighting potential pro-
files. The latter determine the induced signal on the
readout electrode for drifting charges at a given posi-
tion in the diode [14]. For both detectors, the bulk is
p type, the high voltage is applied to the n+ electrode
and the readout is connected to the p+ electrode. The
electrodes are separated by an insulating groove.
2.1 BEGe detectors
The induced current pulse is largest when charges drift
through the volume of a large weighting potential gra-
dient. For BEGe detectors this is the case when holes
reach the readout electrode. Electrons do not contribute
much since they drift through a volume of low field
strength. The electric field profile in BEGes causes holes
to approach the p+ electrode along very similar tra-
jectories, irrespective where the energy deposition oc-
curred [15]. For a localized deposition consequently, the
maximum of the current pulse is nearly always directly
proportional to the energy. Only depositions in a small
volume of 3-6% close to the p+ electrode exhibit larger
current pulse maxima since electrons also contribute in
this case [15,16]. This behavior motivates the use of the
ratio A/E for pulse shape discrimination (PSD) with A
being the maximum of the current pulse and E being
the energy. The current pulses are extracted from the
recorded charge pulses by di↵erentiation.
For double beta decay events (0⌫   or two-neutrino
double beta decay, 2⌫  ), the energy is mostly de-
posited at one location in the detector (SSE). Fig. 2
(top left) shows an example of a possible SSE charge
and current trace from the data. For SSE in the bulk
detector volume one expects a nearly Gaussian distri-
bution of A/E with a width dominated by the noise in
the readout electronics.
For MSE, e.g. from multiple Compton scattered  
rays, the current pulses of the charges from the di↵erent
locations will have – in general – di↵erent drift times
and hence two or more time-separated current pulses
are visible. For the same total energy E, the maximum
current amplitude A will be smaller in this case. Such
a case is shown in the top right plot of Fig. 2.
For surface events near the p+ electrode the current
amplitude, and consequently A/E, is larger and peaks
earlier in time than for a standard SSE. This feature
allows these signals to be recognized e ciently [17]. A
typical event is shown in the bottom left trace of Fig. 2.
The n+ electrode is formed by infusion of lithium,
which di↵uses inwards resulting in a fast falling con-
centration profile starting from saturation at the sur-
face. The p-n junction is below the n+ electrode sur-
face. Going from the junction towards the outer surface,
the electric field decreases. The point when it reaches
zero corresponds to the edge of the conventional n+
electrode dead layer, that is 0.8 - 1 mm thick (1.5 -
2.3 mm) for the BEGe (semi-coaxial) detectors. How-
ever, charges (holes) from particle interactions can still
be transferred from the dead layer into the active vol-
ume via di↵usion (see e.g. Ref. [18]) up to the point
near the outer surface where the Li concentration be-
Weighting Potential 
Figure 2.8: Drift paths in a PPC detector (left) and a coaxial detector (right). The incident
gamma ray deposits e ergy in multiple sites in the detector. In the coax detector, the similar
drift paths (dahsed) and nearly uniform weighting potential results in similar collection
times. The equivalent scenario in the PPC detector results in different collection times at
each energy deposition ite. Pulse shape analysis can identify the multi-site event, taking
advantage of the different drift times. Figure adapted from GERDA PSA [104] and [92].
Note that the weighting field has uni s of meter−1 since its defined from the unit-less weight-
ing potential, E0 = −∇ϕ0. Charge is induced on the electrode as the electron-hole pairs
drift through regions of changing weighting potential,
Q = −q (ϕ0,f − ϕ0,i) . (2.18)
The sum total charge induced on all electrodes is zero. The weigh ing potential is found by
solving the Laplace equation, ∇2ϕ0 = 0, for the detect r geometry assuming the following
boundary conditions:
• The weighting potential on the electrode under consideration (usually the p+ contact
on a PPC detector) is set to unity.
• The potential on all other electrodes is set to zero.
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Static charge, e.g. space charge or trapped charge, is neglected. A map of the weighting
potential with drift paths included for a PPC detector is shown in figure 2.9.
determination of the induced charge and is not the actual potential within the detector. The
induced charge is calculated by taking the di↵erences in the weighting potential at the start
and end of the carrier motion. The path of the carrier is determined by the electric field lines.
After mapping out the position of a carrier as a function of time, the induced charge as a
function of time can be traced out to determine the shape of the output pulse. Figure 2.5
shows the weighting potential for a modified BEGe detector and charge carrier (holes) drift
paths.
Figure 2.5: The weighting potential and charge carrier (holes) drift paths of a p-type modified
BEGe detector is shown here (the one used in this dissertation). Notice that the weighting
potential is maximum near the point contact and essentially zero everywhere else. Induced
charge will not contribute to the output signal until the carriers are near the point contact.
Figure generated with the m3dcr [94] and siggen [95] software packages.
In order to solve for the potential in complex geometries numerical techniques must be
used. The Poisson equation is solved by applying a relaxation algorithm. Once the potential
is known throughout the bulk, the electric field can be calculated. For example, the m3dcr
software package [94] was developed to calculate weighting potential, capacitance and electric
fields for complex geometries. The siggen software package [95] was developed to calculate
the induced charge and signals from complex geometries based on the m3dcr output.
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Figure 2.9: The weighting potential mapped in the MALBEK [53, 93] PPC detector. The
weighting potential is maximal near the point contact and nearly zero elsewhere. The induced
charge will be mostly due to holes drifting near the point contact. The white curves show drift
paths. The location where the charge cloud is generated (black or red ovals) can affect the
induced charge signal (figure 2.10). Figure generated with the M3DCR and SigGen packages
from RadWare [107]. Figure adapted from [53].
According to the Shockley-Ramo theorem, the drifting of both electrons and holes will
induce charge on the point contact. From figure figure 2.9 and equation 2.18, electrons
produced in the bulk of the detector will induce a minimal charge since they drift toward
the n+ contact, experiencing only a slight change in weighting potential. The majority
contribution to the signal will be due to holes as they drift very near the p+ contact with
its sharp potential gradient.
2.3.4: Slow Pulses
For detectors with a thick (∼1 mm) Li drifted n+ contact, the detection efficiency of low
energy (<100 keV) x-rays drops off as energy decreases. As shown in figure 2.9, the weighting
potential near the detector surface, in close proximity to the p-n+ junction, is nearly constant
resulting in a weak weighting field. Energy deposited beyond a fiducial layer close to the
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junction may not be detected, defining a detector dead layer. PPC detector experiments have
reported a small region between the dead layer and the detector bulk where long charge drift
times are more likely [53, 92, 93, 108]. The energy distribution of slow pulses is roughly
exponential with decreasing energy, and thus constitute a major background for low energy
physics searches. Techniques for identifying and removing slow pulse backgrounds will be
discussed in chapter 5.
One model that describes the cause and energy distribution of slow pulses identifies three
detector regions: the recombination dominant region (RDR), the diffusion dominant region
(DDR) and the full charge collection region (FCCR) [53, 109]. Electron-hole pairs produced
in the RDR are very likely to recombine, contributing no energy to the signal pulse. The
generated charge cloud does not occur at a single point however, and instead has a finite
spatial distribution. While some fraction of the energy from the incident radiation may
be undetected in the RDR, some of the holes may diffuse into the DDR. In this region
the diffusion velocity is the dominant component of the total drift velocity. Charge in this
region may slowly diffuse into the FCCR where it’s accelerated towards the point contact.
The resulting charge pulse is energy degraded with a t10−90% rise-time of ∼1 µs or more,
compared to fast pulses with rise time ∼200 ns. See figure 2.10.
Figure 2.10: Digitized charge pulses from events within a MJD PPC detector. The left
(black) pulse is a normal fast pulse, due to a Compton scattering event in the detector
bulk (FCCR). Slow pulses, right (red) are a significant background at low energy are often
associated with ionization events near the detector surface.
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Section 2.4: Summary and Discussion
The P-type point contact detector is well suited for detecting ionizing radiation from a
broad energy range. The pulse-shape discrimination capabilities resulting from varying drift
lengths are useful for discriminating events at higher energies. This is a powerful background
reduction tool for rare-event searches, including neutrinoless double-beta decay in 76Ge. The
low-capacitance geometry of the PPC detector is also ideal for low-energy physics searches,
improving resolution over the coaxial design and resulting in lower thresholds. Techniques
for removing slow pulses are under development that can increase the low energy reach of
the detectors.
The results presented in this dissertation were measured with PPC detectors housed in
the MajoranaDemonstrator. The MJD will be described more in chapter 3. Further
details on background rejections is discussed in chapter 5. Finally, new limits on electronic
coupling of bosonic dark matter and other rare decays is presented in chapter 6.
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CHAPTER 3: The Majorana Demonstrator
This chapter provides a brief overview of the Majorana Demonstrator (MJD) neu-
trinoless double-beta decay experiment. The host lab infrastructure and the design of the
Demonstrator is described in section 3.2. The focus then shifts to Module 1 (M1) since the
data presented in this dissertation was taken during M1 commissioning runs. The chapter
concludes with a brief summary of why MJD is suitable for a dark matter search.
Section 3.1: Experiment Overview
The Majorana Demonstrator is a neutrinoless double-beta decay (0νββ) experi-
ment [110] taking place in the former Homestake gold mine in Lead, SD [111]. The ex-
periment uses modular arrays of enriched P-type point contact (PPC) high-purity germa-
nium (HPGe) detectors placed in custom ultra-low background cryostats for a combined total
of 44.8 kg of detector mass. The Demonstrator makes use of passive and active shielding
along with a radon purge in order to reduce external backgrounds. Internal backgrounds are
mitigated by careful materials selection, screening, handling and cleaning. An overview of
the shield design and module setup is shown in figure 3.1. With the low noise and threshold
characteristics of Ge PPC detectors along with the tens of kgs of mass available, the MJD
will be a competitive experiment for various dark matter searches.
3.1.1: Neutrinoless Double-Beta Decay
Some neutron-rich nuclei cannot decay via single-beta decay due to energy conservation.
These nuclei may instead decay via double-beta decay providing an opportunity to further
study this second-order process. See figure 3.2. Two neutrino double-beta decay (2νββ,
48
Figure 3.1: Engineering drawing of the Majorana Demonstrator. The shield, consisting
of active and passive components, is capable of supporting two cryostat modules.
eqn. 3.1),
(Z,A)→ (Z + 2, A) + 2e− + 2ν¯e (3.1)
is an allowed second-order Standard Model process in which two neutrons simultaneously
transform into two protons, emitting two electrons and two anti-neutrinos. The first ob-
servation of 2νββ was in the 1980s by S. Elliott, A. Hahn, and M. Moe [112]. A list of
some isotopes that decay via double-beta decay along with their decay half-lives are given
in table 3.1.
To date, the only observed form of double-beta decay has been 2νββ. Another, related
variant of DBD is neutrinoless double-beta decay [121] (0νββ, eqn. 3.2):
(Z,A)→ (Z + 2, A) + 2e− . (3.2)
In this case, two neutrons in a DBD nucleus simultaneously transform into two protons,
emitting two electrons and zero neutrinos. In the simple case that 0νββ decay is mediated
by light neutrino exchange (figure 3.3), the inverse half-life is related to the effective Majorana
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Figure 3.2: Decay scheme for isotopes of with A = 76. The energy scale on the left is keV.
The 76Ge is energetically forbidden from single beta decaying to 76As, but can double-beta
decay to 76Se with a Q-value of 2039 keV. Figure adapted from [113].
mass via equation 3.3,
[τ 0ν1/2]
−1 = G0ν |M0ν |2〈mββ〉2 (3.3)
where G0ν is the phase space factor, M0ν is the nuclear matrix element, and 〈mββ〉 is the
effective Majorana mass, i.e.
〈mββ〉 =
∣∣∣∣∣
3∑
i=1
miU
2
ei
∣∣∣∣∣ (3.4)
In equation 3.4, The mi are the neutrino masses and the Uei are elements of the Pontecorvo-
Maki-Nakagawa-Sakata (PMNS) neutrino mixing matrix, which encapsulate mixing param-
eters governing neutrino oscillations as they propagate through space along with a Dirac CP
violating phase and two Majorana CP violating phases [122].
The full Qββ value of the decay is split between the emitted electrons (neglecting the
nuclear recoil). The resulting detector signature is a narrow peak in at the full energy value of
the decay. In other forms of beta decay, part of the energy is carried off by the neutrino(s) that
escape the detector due to their intrinsically elusive nature yielding a continuum spectrum.
A comparison of 2νββ and 0νββ is shown in figure 3.3.
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Table 3.1: List of select double-beta decaying isotopes and their half-lives. The results are
listed by year of publication. Also included are the phase factors (G2ν) and the matrix
elements (M2ν), analogous to those in equation 3.3. Table from [114].
Nuclide Ttest1/2 ± stat ± sys rel. uncert. G2ν M2ν rel. uncert. Experiment (year)
[y] [%] [10−21 y−1] [MeV−1] [%]
136Xe 2.165 ± 0.016 ± 0.059 ·1021 ±2.83 1433 0.0218 ±1.4 EXO-200 (2014) [114]
76Ge 1.84+0.09+0.11−0.08−0.06 · 1021 +7.7−5.4 48.17 0.129 +3.9−2.8 GERDA (2013) [115]
130Te 7.0 ± 0.9 ± 1.1 ·1020 ±20.3 1529 0.0371 ±10.2 NEMO-3 (2011) [116]
116Cd 2.8 ± 0.1 ± 0.3 ·1019 ±11.3 2764 0.138 ±5.7 NEMO-3 (2010) [117]
48Ca 4.4+0.5−0.4 ± 0.4 ·1021 +14.6−12.9 15550 0.0464 +7.3−6.4 NEMO-3 (2010) [117]
96Zr 2.35 ± 0.14 ± 0.16 ·1019 ±9.1 6816 0.0959 ±4.5 NEMO-3 (2010) [118]
150Nd 9.11+0.25−0.22 ± 0.63 ·1018 +7.4−7.3 36430 0.0666 +3.7−3.7 NEMO-3 (2009) [119]
100Mo 7.11 ± 0.02 ± 0.54 ·1018 ±7.6 3308 0.250 ±3.8 NEMO-3 (2005) [120]
82Se 9.6 ± 0.3 ± 1.0 ·1019 ±10.9 1596 0.0980 ±5.4 NEMO-3 (2005) [120]
The observation of 0νββ would be a significant discovery of physics beyond the Standard
Model. Though the exact decay mechanism is unknown, observation would prove that the
neutrino is a Majorana fermion, i.e neutrinos are their own antiparticle [124]. As can be
seen from equation 3.2, violation of lepton number conservation would also be observed.
Majorana neutrinos provide a mechanism to generate the matter anti-matter asymmetry
in the universe during leptogenesis, and provide an explanation for very low upper bounds
(<2 eV) on neutrino masses (for more details, see [125, 126]). According to equations 3.3,
measuring the 0νββ half-life sets a limit on the neutrino mass. This can provide information
about the neutrino mass hiearchy, i.e whether the m3 neutrino mass eigenstate is greater
than or less than the m1 eigenstate [127]. Currently the neutrino is the only known fermion
with the potential to be a Majorana particle.
3.1.2: Experiment Goals
The main goals of the Majorana Demonstrator are:
• To demonstrate the technical feasibility of a Ge-based tonne-scale double-beta decay
experiment.
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Figure 3.3: Left: Feynmann diagram of 2νββ. Right: Diagram of 0νββ assuming the process
is governed via exchange of a light neutrino [123].
• Development of a scalable detector design.
• Search for non-standard model physics in addition to 0νββ.
Backgrounds
To achieve the first main goal of justifying the building of a tonne-scale germanium
experiment, MJ has developed and implemented techniques to reduce backgrounds within
the detectors, the detector materials, and shielding. The Majorana collaboration has
set a background target of 3 counts/tonne/yr (after analysis cuts) in a 4 keV region of
interest (ROI) around the 76Ge full energy double-beta decay Q-value (Qββ) at 2039 keV.
This value would scale to 1 c/t/y in a tonne-scale experiment due to the increased self-
shielding and cleanliness inherent to a larger experiment.
The background requirement is based on the 0νββ half-life sensitivity and discovery
potential. See figures 3.4 and 3.5. Here, sensitivity is synonymous with an experiment’s
exclusion power of a parameter of interest, e.g. the 0νββ half-life, or an interaction cross-
section. More generally, it is a given limit of a one-sided confidence interval beyond which
the ‘alternative hypothesis,’ i.e. positive signal, is rejected. Discovery potential is more
optimistic–it’s more of an estimate of the significance (e.g. 3σ, 5σ) of a result, though
technically it quantifies rejection of the ‘null hypothesis,’ i.e. background only. In each figure,
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Figure 3.4: Sensitivity to neutrinoless double-beta decay, see equation 3.3. The inverted
neutrino mass hierarchy is assumed for the computation of the minimum 〈mββ〉 value (i.e.
most pessimistic) in equation 3.4, based on measurements (and uncertainties) of neutrino
mixing angles and squared neutrino mass differences. The parameter space below the red
curves rejects T1/2 with at least 90% confidence. The different blue thresholds are a re-
sult of different approximations of the nuclear matrix element to compute T1/2, including
QRPA [128] (solid), shell model (SM) [129] (dashed), IBM-2 [130] (dot), and EDF [131]
(dash-dot). Figure generated by J. Detwiler.
the threshold required to completely cover the theoretically interesting 〈mββ〉 parameter
space (equation 3.4) is shown. The parameter space is computed from measurements of
neutrino mixing angles and squared neutrino mass differences [122], assuming an inverted
neutrino mass hierarchy (i.e m3 < m1,m2). As can be seen in figure 3.5, backgrounds are
particularly important for discovery potential. Even at exposures of 100 kg yrs, there is a
significant difference in discovery potential among the various ROI BG rates. The current
expected ROI count rate of MJD is < 3.5 counts/ROI/t/y [110] (see figure 3.14). For an
exclusion comparison to other experiments and an overview of 0νββ decay, see [121] and
references therein.
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Figure 3.5: Neutrinoless double-beta decay discovery potential, calculated using the same
physical parameters as the sensitivity plot, figure 3.4. The parameter space below the red
curves reject the background only hypothesis with 3σ significance, i.e. evidence of a 0νββ
peak should be present at the Qββ value (2039 keV,
76Ge). Figure generated by J. Detwiler.
Scalability
The second main goal of the Majorana Demonstrator is to design a scalable ex-
periment. Majorana hopes to demonstrate the technical feasibility to construct and field
modular arrays of germanium detectors as part of the effort to prove that building a tonne-
scale experiment is possible.
The detector design follows a bottom-up approach: Majorana detector ‘strings’ are
constructed from four or five PPC Ge detectors, custom-built cryostats each house seven
strings, the cryostat and support hardware is assembled into a ‘Module’, and the modules
are inserted into one of two Majorana shield ports. A tonne-scale experiment could ex-
pand upon this current design, operating multiple modules in parallel. Majorana operates
two modules, Modules 1 and 2, housing 14 strings with 4-5 detectors each for a combined
detector mass of 44.8 kg, with 29.6 kg of enriched detectors [110]. For more information see
section 3.2. Majorana is collaborating with the Gerda [132] collaboration to determine
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which germanium based detector design would be best suited to expand to the tonne-scale.
Members from both Majorana and Gerda have recently assembled a new collaboration,
LEGEND, to continue tonne-scale research.
Additional Physics
The Majorana collaboration has set the goal of conducting other non-SM physics
searches in addition to 0νββ. MJD may be sensitive to various dark matter candidates
such as WIMPs, axions, and bosonic dark matter particles. Searching for these interactions
require the ability to probe the low energy physics within the detector, below ∼20 keV. Be-
cause of their low noise characteristics and superior resolution at low energy, PPC detectors
such as those utilized by MJD have lower thresholds compared to more traditional coax-
ial Ge detectors. Sub-keV thresholds have been demonstrated in PPC detectors including
MALBEK [53, 93, 108].
Given the scale of the experiment, the Demonstrator is expected to set competitive
constraints on dark matter couplings. Although LUX has ruled out much of the available
phase space for spin-independent WIMP interactions [133], the Demonstrator may be
able to improve upon the limit for low mass WIMPs (<10 GeV). Searches for Primakoff
conversion of solar axions inside the Ge crystals may also be possible with Majorana.
Coherent summing of conversion photons via Bragg scattering in the crystal could yield a
time dependent signal at low energies [134]. Sensitivity would depend on how well the crystal
orientation can be determined. This dissertation focuses on pseudoscalar and vector bosonic
dark matter that couple electronically, via interactions analogous to Compton scattering or
photoelectric absorption. Because of the superior resolution of PPC detectors at low energy
and the larger exposure, the fully operational Demonstrator will be competitive with
Xmass [79] and Edelweiss [78]. For a more in depth discussion see chapter 6.
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Section 3.2: Experiment Infrastructure and Hardware
Based on the goals outlined in section 3.1.2, the basic design principle of the MJD includes
scalability of the experiment, radio-purity of all parts and tooling-components in order to
keep backgrounds minimal, and cleanliness during construction and operation. Lab-space
considerations are also necessary to ensure that cleanliness in an underground environment
can be maintained.
3.2.1: The Majorana Lab Infrastructure
The Majorana Demonstrator experiment is performed at the Sanford Underground
Research Facility (SURF) located in Lead, SD [111]. Most of the MJD lab infrastructure is
located on the 4850 ft level of the former Homestake gold mine. The overburden provides
shielding from cosmic rays–the muon flux at the 4850 ft level has recently been measured
at (5.31 ± 0.17) × 10−9 /s/cm2 compared with 2.0 ± 0.2 /s/cm2 at the surface [135].
The detector is housed in a recently excavated space adjacent to the Davis cavern where
Ray Davis constructed his famous solar neutrino detector [136]. The LZ experiment [137]
currently occupies that space. The Sanford Lab will also host the DUNE long baseline
neutrino experiment [138].
Almost all of the MJD related work at the Sanford lab is performed in a cleanroom.
The level of cleanliness depends on the sensitivity of the work being performed. Majo-
rana occupies three labs at the 4850 level, and additional work is sometimes performed
in the ‘surface lab’ cleanroom. Most of the MJD infrastructure is contained within the
Davis campus, see figure 3.6, where the detector lab, a detector characterization lab, and the
machine shop are located. Cleanliness protocols are in place throughout the Davis campus
to maintain a buffer between the normal mine conditions and the lab cleanrooms. In 2011,
a temporary cleanroom (TCR) was constructed prior to the occupancy of, and roughly
a km from the Davis campus that was used for copper electro-forming. It has since been
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To TCR 
Figure 3.6: A map of the Davis campus. MJD and LUX are located in the clean space (80’
drift and blue shaded space). The E-forming room is another name for the characterization
lab. Taking a left after exiting the Yates shaft leads to the TCR.
decommissioned.
The TCR was where the Majorana collaboration produced copper used in detector
components via copper electro-forming (EFCu)1. Due to the slow rate of EFCu growth,
ten electro-forming baths were set up for parallel production, see figure 3.7. Each bath
was capable of producing roughly 100 kg/year of EFCu. To grow the EFCu, commercial
oxygen-free high-conductivity (OFHC) copper was placed in a bath filled with a solution of
copper sulfate and sulfuric acid. Over time, copper plated onto a stainless steel cathode with
dimensions that varied depending on the parts production schedule. Once the copper growth
on the mandrel exceeded the desired thickness, it was removed from the bath, packaged, and
transported to the machine shop via underground railcar. EFCu produced at the TCR
was extremely radio-pure (< 0.1 µBq/kg of U). Because the EFCu was grown and stored
underground, minimal cosmogenic contamination in the copper (e.g. 60Co) was produced.
1Some early EFCu batches were produced at Pacific Northwest National Lab, but were used for supporting
structures and shield components, not detector parts
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(a) Copper Electroforming (b) Machine Shop
Figure 3.7: (a) A view of the electroforming baths in the Majorana electroforming lab. (b)
Preparations for milling of EFCu in the underground machine shop.
For more details about copper electro-forming and material testing see [139].
Detector parts and other sensitive components are machined in the underground MJD
machine shop, see figure 3.7. The shop also operates as a class-5000 cleanroom. A CNC
certified machinist is contracted from Adams-ISC in Rapid City, SD to machine parts, mostly
from EFCu produced at the TCR. The shop has the standard machining tools: a mill, a
lathe, a bandsaw, and a drill press. There’s also an automatic mill and lathe for quicker
production of smaller parts such as copper nuts and bolts. For complex parts, a wire-EDM
machine is available. An oven is used in the shop during the process of removing copper
from the mandrel via a bake and quench procedure, see [139]. To keep track of all the parts
produced in the shop, the Majorana collaboration maintains an internal parts tracking
database [140]. Each part is assigned a serial number that is laser engraved onto the part.
The full history of the part including fabrication, cleaning, transportation, and storage is
tracked in the database beginning with copper electro-forming on the mandrel.
Adjacent, but separate from the machine shop is the detector room and the characteriza-
tion room. The detector room is a class-1000 cleanroom that houses the main detector and
shielding, the data-acquisition (DAQ) racks, a wet-lab for final parts cleaning, and a liquid
nitrogen (LN) purged glovebox for detector string assembly and installation. Machined parts
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undergo cleaning to remove surface contaminants introduced during shipping and handling
in the wet-lab. String work is performed in the class-5, liquid nitrogen (LN) purged glovebox
in order to reduce radon and other contamination of critically sensitive detectors. Shielding
will be discussed more in section 3.2.3, while Module 1 is the subject of section 3.3. The
characterization room is used mainly for individual detector and string tests.
3.2.2: Detector, String, and Cryostat Assembly
Detector, string, and cryostat assembly is performed in the glovebox. The glovebox is
divided into three sections, each engineered for the progressive stages of string building and
assembly. Individual detectors are assembled in the detector glovebox. Multiple detectors
are assembled into detector strings in the string assembly glovebox. Each string is loaded
into a cryostat in the module glovebox; a total of seven strings can be loaded into a cryostat
assembly.
Assembly of detectors and strings can only begin if the glovebox has been cleaned. Clean-
ing involves wiping down surfaces with deionized water and ethanol. The glovebox is con-
tinuously purged with LN boil-off. Particle counts are monitored at all times, and must
return to normal levels after glovebox cleaning before work can commence. All parts and
tools required for detector building are accounted for in the glovebox; any extra required
parts are gathered from a nitrogen purged dry box and placed in the glovebox antechamber.
Components in the antechamber must be purged with nitrogen gas for 24 hours before being
moved into the work space.
A detector assembly consists of the germanium crystal, an EFCu high-voltage ring for
detector biasing, a grounded point contact electrode for charge collection, and a low-mass
front-end (LMFE) for signal readout. The assembly is held together with hollow EFCu
hexagonal bolts and teflon nuts. All components are handled according to strict protocol
outlined in the detector assembly procedure [110]. Building the detectors can be especially
challenging because personnel working in the glovebox will often have four layers of gloves
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(a) Detector Assembly (b) String Assembly
Figure 3.8: (a) A Majorana detector assembly. The germanium crystal is supported by
an EFCu frame consisting of the HV ring (bottom), hexagonal bolts, and a detector mount.
The LMFE is attached to the center of the detector mount (b) A string assembly consisting
of a stack of four detectors being loaded into a module. Loading is performed in the module
glovebox.
(2 from the cleanroom suit, the glovebox glove, and a clean glove over the glovebox glove)
resulting in inhibited dexterity. The LMFE is particularly fragile due to its low mass required
because of its proximity to the detector. Contact with the LMFE surface can damage the
tiny wire bonds connecting the JFET to the pads on the silica board. Ultra-fine 50-gauge
PICO-COAX cables [141] are epoxied to the board to connect the LMFE to a preamplifier or
a diagnostic tool. After the LMFE is installed, the detector baseline is checked via the first
stage preamplifier output to ensure no connections on the board were broken. An example
of a detector assembly is shown in figure 3.8.
Once enough detector units are completed (four or five depending on the string size),
they are transferred to the string building glovebox via an interlock chamber. The same
cleanliness protocols as the detector glovebox apply when working in the string glovebox.
Detectors are stacked and held together using three tie rods that fit through the hollow
hex bolts. At the top of the string is an adapter plate that is used to attach the string
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to a copper coldplate that’s kept in thermal contact with a mass held at LN temperature.
Some additional hardware is used for cable management. Completed strings undergo initial
testing and characterization outside of the glovebox in a custom-designed string test cryostat.
After a string undergoes testing, it is then transferred to the module glovebox to prepare for
cryostat loading. See figure 3.8.
The third chamber of the glovebox is the module glove box, used for loading strings into
one of the Majorana custom built cryostats, see figure 3.11. The full module must be
docked to this glove box to install strings into the cryostat. String loading is performed by
raising the string using a lift to secure it in place while it’s bolted to a coldplate capable of
holding seven strings. The coldplate is attached to a copper hoop that has been electron-
beam welded to a crossarm tube2. Cabling from the string is run through ports in the
coldplate and attached to an adapter on the opposite side. Additional cabling runs through
the crossarm tube to the service body feedthroughs of the module vacuum system. The
crossarm tube houses cabling and a thermosyphon tube for cooling of the coldplate [142],
while simultaneously providing a vacuum path for cryostat pumping [110].
After all the strings are loaded and the cabling connections checked, preparations for
sealing the cryostat are made. A thin copper IR shield is placed around the detectors to
reduce IR shine that affects detector temperature, and thus leakage current, during operation.
To seal the cryostat, the cryostat can is placed on the lift, raised up, and then carefully
clamped to the hoop. A copper lid is placed on top of the hoop, completing the cryostat
assembly.
Once initial roughing vacuum leak checks are complete, the cryostat is pumped down
to ultra-high vacuum. This can take multiple days because of the large volume and the
amount of material obstructing the crossarm tube, e.g. cabling, and IR shine-path shielding.
2E-beam welding was performed by Electron Beam Welding Associates in Indianapolis, IN. To minimize
cosmic ray exposure, the parts were driven and detailed logs were kept of the time that the parts were
above ground. A muon counter was taken along with the parts in an attempt to quantify cosmic ray
exposure during the trip.
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When the vacuum pressure is low enough, ∼ 10−5 Torr, the thermosyphon cooling system
is pressurized to begin cooling the strings. Heat from the coldplate is carried away by
the two-phase nitrogen working fluid in the thermosyphon tube. A dewar filled with LN,
housing a condenser placed at a height above the coldplate, serves as a thermal reservoir for
the two-phase fluid. A ballast tank is used for pressure equalization. Gravity stimulates the
convective heat flow between the coldplate and dewar [142]. Once the detectors’ temperature
is low enough they can be biased. Diagnostic data is taken while the module is attached to
the glovebox to ensure the module is ready to be moved into the shield.
3.2.3: Detector Shielding
The Demonstrator shield consists of both passive and active layers. Two keyed ports
in the shield allow for the docking of two independent modules in adjacent faces of the shield.
An overview of the shield design is shown in figure 3.9.
The cryostat, lead shield monolith, and electronic and vacuum hardware for a module
are built on a sliding bearing table designed for a heavy load that rests on a track. To
move a module from the glovebox, the locks on the track that secure the module in place
can be released, allowing the module to slowly roll onto an air bearing transport (“hovair”)
platform [143]. The hovair platform can be used to guide the module around the lab in order
to transfer it to the shield port. The platform docks close to the shield and the module is
rolled into place, guided by tracks on the shield over-floor. Moving the module is a delicate
task, and usually takes a full day of planning and effort.
From inside the shield, the cryostat is immediately surrounded by two layers of copper
shielding, the first layer is 2” thick EFCu, while the second layer is 2” of OFHC. These two
layers of Cu protect from Pb x-rays, bremsstrahlung, and other forms of naturally occurring
radioactive materials in the Pb shielding. The total weight of the lead in the shield is
approximately 54 tons. A LN boil-off purged radon exclusion box encapsulates the lead.
Active muon veto panels detect any muons that pass through the detector. These panels
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Figure 3.9: A cross section of the MJD shield. An active muon veto surrounds the the
lead and copper passive layers. The inner shield and modules are enclosed by borated
polyethylene. On the right, a module model consisting of the cryostat, crossarm tube,
vacuum service body, LN dewar and ballast is docked to the shield.
also allow studies of the muon flux incident on the MJD and also the effect of muon-related
events in Ge detectors [135, 144]. The outer most layer is a borated polyethylene neutron
shield. This helps mitigate any neutrons from the cavern, e.g (α, n). It should be noted that
the shield rests on an over-floor, and that veto and poly panels can be installed inside the
over floor so that there is coverage on all six sides.
For the analysis in this dissertation, the shield was incomplete. The most significant
shield component missing was the inner EFCu shield. Installation of the inner copper shield
was completed in Dec, 2015 after M1 commissioning. Additionally, installation of some of the
veto panels was incomplete as of Jan 2016. Because Module 2 was still under construction
during the data taking period, a special blank monolith was installed in place of the Module 2
monolith to provide shielding for M1.
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Section 3.3: Module 1
Data for the analysis presented in this dissertation was taken with Module 1 of the MJD
from July to October, 2016. This section will provide an overview of Module 1 detector
configuration and DAQ. Preliminary simulation work will also be discussed. For a more
in-depth analysis of the data, see chapters 4-6.
3.3.1: Configuration
Module 1 contains seven detector strings. Strings are mounted to the coldplate–the EFCu
mass that’s in thermal contact with the thermosyphon tube–see figure 3.10. Each string has
four detectors, with the exception of the five detector string in position four. Both natural
and enriched (∼88% 76Ge) Ge crystals are used in M1. There are 20 enriched detectors,
with a total mass of 16.8 kg and nine natural detectors with a total mass of 5.7 kg. All
of the natural detectors are BEGe’s [90], made by CANBERRA Inc., while the enriched
detectors were manufactured by ORTEC [87]. Germanium enrichment was performed by
ISOFLEX [145]. General module construction details are given in section 3.2.2. A picture
of Module 1 during construction in the glovebox is shown in figure 3.11.
3.3.2: Electronics Readout and Performance
Each detector in Module 1 is equipped with an independent signal-readout circuit. Signal
amplification proceeds in two stages. The first stage consists of a low-mass front-end (LMFE),
which contains the input FET and the feedback components, along with a preamplifier. As
shown in figure 3.8, the LMFE is located close to the detector resulting in minimal stray
input capacitance. Long cabling, extending through the crossarm tube, connects the LMFE
to the preamplifier located outside of the cryostat. The second stage is capacitively coupled
to the first, and provides differential dual gain output. An illustration of the readout circuit
is shown in figure 3.12.
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Figure 3.10: A top down view of the cold plate showing the string positions in Module 1.
(a) Module 1 (b) Simulated Assembly
Figure 3.11: (a)Module 1 in the module glovebox during construction. Photo credit:
Matthew Kapust. (b) Seven string array geometry in MaGe generated with the flexible
string geometry framework.
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Fig. 1. Top left: simplified diagram of the Majorana resistive-feedback charge-sensitive preamplifier. Bottom left: actual setup with
front-end operated at cryogenic temperatures inside the cryostat. Right: the Majorana front-end mounted on its supporting copper
clip.
temperature, with long (2.15 m) coaxial transmission lines. Fig. 1 (right) shows the front-end mounted on
its supporting copper clip. The three-terminal n-channel JFET from MOXTEK [3] has a very low built-in
input capacitance (Cgs∼ 0.7 pF) and both the high resistivity (∼10 GOhm at 90 K) amorphous germanium
feedback resistor and amorphous silicon dioxide substrate are characterized by a low 1/f noise.
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Fig. 2. Left: multi-detector system (string) including the copper mounts and cabling length of the Majorana Demonstrator. Right:
noise curve of front-end operated in a string as a function of shaping time.
A prototype front-end tested without detector load reached a minimum noise level of 55 eV FWHM.
As shown in Fig. 2, the front-end mounted in a multi-detector system (referred to as a string of detectors)
including the overall copper mounts and cabling length of the Majorana Demonstrator shows excellent
performance with a minimum noise level achieved at 228 eV for a 5.4 µs shaping time.
3. Low-background design
The immediate proximity of the front-end electronics to the detectors in the cryostat significantly con-
strains the selection of materials in terms of 1) radioactive emission, 2) vacuum compatibility, 3) function-
ality at or near 80 K.
The radiopurity of the board, summarized in Tab. 1, is controlled by using high purity material, minimiz-
ing the total mass of the board and following clean handling/assembly procedures. The front-end substrate
Figure 3.12: High-level view of the detector readout electronics. The first-stage is a low-
mass front end (LMFE) resistive feedback circuit connected by long cabling to a preamplifier.
Long cabling connects the LMFE to the second-stage preamplifier, which provides dual-gain
. Figure from [146].
The LMFE is a resistive feedback circuit. Since the Demonstrator consists of mul-
tiple detectors, the simpler feedback design was preferred over the alternative pulse-reset
architecture. The compact design of the LMFE was necessary due to its proximity to the
detector. The mass of the 20.5 x 7 mm2 LMFE is roughly 80 mg. The board substrate is
fused silica, which has a low thermal conductivity. This allows for large temperature gradi-
ents across the board, so that the FET temperature can be maintained within the optimal
operating range for noise performance. The FET is a low-noise Moxtek MX-11 die (i.e.
the material on which the circuit is fabricated) with high transconductance and low input
capacitance. At cryogenic temperatures, the resistance of the feedback resistance is roughly
∼10-100 GΩ. The feedback capacitance is ∼0.2 pF. Low-noise levels have been achieved
with the LMFE: without a detector, the noise charge is 55 eV FWHM, and with a small
PPC it’s as low as 85 eV. The noise charge measured with Module 1 detectors is higher due
to larger detector capacitance, see for example, figure 2.7. For more information about the
LMFE, see [110, 146].
Readout boards are housed in an electronics box that is attached to the vacuum service
body. Preamplifiers are grouped by detector string positions in the electronics box. Due
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to the long cabling in the first stage, the pre-amplifer rise-time increases from ∼10 ns to
roughly 40-70 ns. The fanout of the second stage is piped to the data acquisition hardware.
3.3.3: DAQ
Data acquisition for Majorana is managed by the Orca[147, 148] (Object-oriented
Real-time Control and Acquisition) software package. Along with managing acquisition
hardware readout, Orca also handles real-time data visualization, process control, and slow
controls monitoring. Other collaborations, in addition to Majorana, have also used Orca
including SNO [149], HALO [150], and KATRIN [151].
An overview of the Module 1 DAQ is shown in figure 3.13. Digitizers originally designed
for the Gretina [152] detector group were modified for use with the Demonstrator. The
Gretina card is a combination of a digitizer and digital signal processor with 10 channel
inputs that connects with a VME backplane [153]. The nominal digitization frequency is
100 MHz with 14-bit ADC precision. A field-programmable gate array (FPGA) performs
digital trapezoidal shaping and pole-zero correction for online energy calculation. Waveform
triggering occurs if the online energy exceeds the trigger threshold set by the DAQ operator.
The ADC threshold is set low enough to search for low-energy physics (equivalent to ∼1-
2 keV), but high enough to avoid triggering on baseline noise. If the threshold is too low the
trigger rate and the size of the output files can increase by many orders of magnitude, see
section 2.3.1.
Housed within the same VME crate are CAEN [154] cards used for readout of veto
electronics. A trigger/scalar card provides a common clock for all attached devices. Each
VME crate has one slot reserved for a single board computer (SBC). The SBC and a desktop
computer running Orca are on the same private network. All communication with the SBC
is handled by Orca through a TCP/IP socket, i.e via ethernet cable.
Data collection is separated into runs–each run is an hour long unless the run file exceeds
2 GB. Large run files are common during calibration runs, where the average run time for
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Figure 3.13: Data acquisition overview for Module 1. The MPod crate and HV cards for
detector biasing is also shown. Figure provided by Mark Howe.
a file is only 10 minutes. A new run automatically begins upon termination of the previous
run. Data from each run is temporarily stored on a RAID server in the detector room until
a cron job ships the data to PDSF [155], a cluster located in Berkeley, CA managed by the
National Energy Research Scientific Computing Center (NERSC).
3.3.4: Anticipated backgrounds
Background rates in Module 1 were estimated after performing an extensive assay cam-
paign of all parts and materials used for detector and shield construction. Monte Carlo
simulations using MaGe [156], a front-end for Geant4 [157, 158] developed jointly by
Majorana and Gerda were used to compute the number of counts in the 0νββ region of
interest. The results are shown in figure 3.14.
Bremsstrahlung and Compton scattering produce a continuum background in the low-
energy (<100 keV) region analyzed in subsequent chapters. The continuum rates are corre-
68
Figure 3.14: The expected background rate in the 0νββ ROI from materials used in the
construction of the Demonstrator. The contribution from µ-induced and neutrino back-
grounds are also shown. Figure generated by J. Detwiler [110].
lated with the activities measured during assay. At energies below 20 keV, cosmogenic activ-
ity (e.g. tritium, 68Ge) from detector surface exposure produces the dominant background.
Cosmogenic backgrounds are irreducible and only decrease as the cosmogenic products decay
away. Since the tritium half-life is 12.3 years, the measured rate will persist throughout the
duration of the Demonstrator live time. The background model is shown in figure 4.7.
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CHAPTER 4: Characterization of Data and Systematics
In this chapter I review the dataset that was used for the dark matter analysis. Experi-
mental systematic parameters that directly effect the rare-event sensitivity are computed. A
discussion of the data selection provides context for the exposure calculation. The calibration
method is reviewed and correction factors are computed. A discussion of the calculation of
the resolution curve in the low energy region is also provided. A table listing the systematic
parameters is given in the summary.
Section 4.1: Data Selection
Data presented here was taken during the 2015 in-shield commissioning of MJD Module 1.
This was the first set of data collected with a full set of 7 strings housed in an electroformed
copper (EFCu) cryostat, and is designated Data Set 0 (DS0). A subset of the DS0 data was
used for the dark matter analysis that was acquired between June 30th and Sep. 22, 2015.
4.1.1: Data Description
Data is segmented into ‘runs’, a term used by ORCA. Each run contains digitized detector
waveform data along with run meta-data, such as the run collection time interval (i.e run
length), run category, and quality control flags implemented as a bit mask. The duration
of most runs is usually set to one hour, though the 2 GB file size constraint can result in
shorter run lengths. At the end of each run, data collection is stopped and transferred to
redundant storage servers for additional processing. A new run begins automatically and
the process repeats until it’s interrupted by a DAQ user or a system crash.
DS0 consists of three categories of data: calibration, characterization, and background
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data. Calibration and characterization runs were interspersed between background runs in
DS0. Calibration runs were performed every few days to compute calibration parameters
for each detector in order to correct for long-term drifts in energy gain. The calibration
procedure will be discussed in more detail in section 4.2. Characterization runs were used for
systematic and quality control measurements. Examples include: runs during which a script
performed threshold optimization by measuring event rates as a function of energy threshold,
and runs used to estimate the efficiency of data cleaning cuts (discussed in section 5.3.3).
Background runs consist of the sets of non-diagnostic data taken without a calibration source
in place. These runs will be the main focus of the physics analysis in chapter 6.
During commissioning, background run quality was classified as either good (also referred
to as ‘golden’) or bad [159]. Only good background runs were used for physics analyses.
Multiple criteria differentiated between good and bad runs, including run duration, slow
controls’ status, and event rate. Bad runs often exhibited event rate bursts, or short time
intervals (∼5 mins) with abnormally high event rates. Bursts were generally attributed to
personnel activities in the detector lab. For example, 1000 fold rate increases were measured
when the wire-EDM machine was operating in the machine shop. Elevated rates were also
found to be correlated with time of day: detector rates were often lower at night and during
the lunch hour. A spreadsheet maintained by the run selection and data cleaning group kept
track of good and bad runs. Some additional criteria were applied to the run selection for
low-energy analysis. Run selection will be discussed further in section 4.1.2.
4.1.2: Analysis Live-time and Exposure Determination
The exposure calculated for the low-energy analysis is the product of the total active mass
of the detectors and the run live-time. Each run contains the start and end time so that the
live-time can be computed. Before the total DS0 background live-time can be computed,
the detector and run selection must be completed.
Of the 29 Module 1 detectors, 13 were used for DS0 low-energy physics analyses. The
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Figure 4.1: A representation of the Module 1 status during the commissioning period. The
string positions are represented on the x-axis and the detector number, from top to bottom
is shown on the y-axis. A specific detector is referenced as PxDy, where x and y correspond
to the axes labels. The red markers indicate the position of enriched ORTEC OPPE [87]
detectors that were considered in the physics analyses of background data. Orange markers
indicate natural BEGe [85] detectors that were used during systematic characterization but
were excluded from physics data analysis. Purple markers were biased enriched detectors
that were too noisy to use. The unmarked positions P2D1, P2D4, P3D1, P3D2, P6D4, and
P7D4 were unbiased during DS0 taking.
natural germanium detectors had more surface exposure than the enriched detectors resulting
in a∼10 fold increase in their cosmogenic background rate, see figure 4.7. They were excluded
from the physics analyses, though seven of the nine natural detectors were used for validation
of systematic parameters. Six Modue 1 detectors were unbiased during DS0 because of high-
voltage connectivity problems. Three enriched detectors were highly sensitive to microphonic
and electronic noise, resulting in high event rates at low energy. The latter nine detectors
were not considered during physics analyses or systematics characterization. A map of the
Module 1 detector positions is shown in figure 4.1.
Background runs identified on the Run Selection Working Group’s DS0 spreadsheet as
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Figure 4.2: Histogram of run number vs energy after data cleaning cuts are applied (see
chapter 5). The shaded red bands are runs that were included in the physics analyses. A
number of artifacts remain in runs that were excluded. Pulser issues resulted in high event
rates between runs 5880 and 6350. The solid line at run 5331 is actually a calibration run
that was mistakenly left in the preprocessing list. There is a very low energy artifact in run
3523. The vertical band on the left side is due to the noise pedestal. White bands with no
spectra are either calibration, characterization, or bad background runs.
‘good’ were considered for low-energy analysis. Some of the good runs on this list had
abnormally high event rates at low energy, and had to be cut from low-energy selection.
High-rate background runs were identified by generating a 2-D histogram of run number vs
energy spectra. An example is shown in figure 4.2. Runs with an abnormally high rate (non-
poisson) were visually rejected from the run selection criteria. Rejected runs include runs
with pulser issues (5880 - 6350) and a calibration run mistakenly flagged as a background
run (5331). The final run selection list is shaded red in the figure.
The live-time is calculated using the run list shown in figure 4.2. There is a two sec-
ond run live-time uncertainty for each run, corresponding to one second at both the be-
ginning and end of the run. A total of 2293 runs were used in the analysis, resulting in a
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√
(2 s)2 × 2293 ≈ 96 s = 0.0011 d uncertainty. The total live-time for the DS0 background
data used in this analysis was 47.503 ± 0.001 days.
The event rate in each detector was low enough to neglect dead time resulting from
detector recovery after signal generation and from the DAQ readout rate. This was true even
after applying a detector multiplicity cut (see section 5.2.2). A periodic pulser was injected
into each detector’s preamplifier to ensure the readout was live throughout an entire run’s
duration. The live-time fraction of each run was estimated by comparing the trigger rate at
the pulser-peak ‘energy’ measured by the Gretina card. This comparison was checked for
each run that the pulser was active and a live-time fraction was found to be >99.999% [160].
The active mass fraction is used for exposure calculation. The manufacturer provides
the total mass and the dead-layer thickness of each detector. The dead-layer thickness
and detector dimensions are used to compute the dead-layer volume. Detectors’ physical
dimensions were measured with O(10 µm) precision using a Starrett precision measuring
tool [161]. Subtracting the dead-layer volume from the total detector volume gives the
fiducial volume. The ratio of the fiducial volume and the total volume is the active mass
fraction (assuming constant density), and is shown for each detector in table 4.1 [162].
Summing the masses of the 13 enriched detectors results in a total active mass of 10.06 ±
0.13 kg. The total active mass of the 7 natural detectors is 3.90 ± 0.07 kg. To be
conservative, the active mass uncertainties of each detector are added linearly since each
Starrett measurement isn’t necessarily independent.
Exposure was computed separately for the enriched and natural detectors in figure 4.1.
Combining the 47.503 ± 0.001 live-time and the 10.06 ± 0.13 kg active mass of the enriched
detectors yields a total low-energy DS0 exposure of 478 ± 6 kg d. The natural detector
exposure is 478 ± 6 kg d.
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Table 4.1: Table of the active masses of Module 1 detectors used in the bosonic DM analysis
along with the masses of natural detectors used for systematic checks.
Detector Active Mass Active Mass Detector Active Mass Active Mass
Frac. (kg) Frac. (kg)
P1D1 0.90 ± 0.01 0.51 ± 0.01 P6D3 0.92 ± 0.01 0.70 ± 0.01
P1D2 0.93 ± 0.01 0.98 ± 0.01 P7D2 0.91 ± 0.01 0.71 ± 0.01
P1D3 0.90 ± 0.01 0.91 ± 0.01 P7D3 0.94 ± 0.01 0.59 ± 0.01
P1D4 0.93 ± 0.01 0.97 ± 0.01 P4D1* 0.90 ± 0.02 0.56 ± 0.01
P2D2 0.89 ± 0.01 0.72 ± 0.01 P4D2* 0.90 ± 0.02 0.56 ± 0.01
P2D3 0.92 ± 0.01 0.66 ± 0.01 P4D3* 0.90 ± 0.02 0.57 ± 0.01
P3D4 0.93 ± 0.01 1.02 ± 0.01 P4D4* 0.90 ± 0.02 0.55 ± 0.01
P5D2 0.92 ± 0.01 0.73 ± 0.01 P4D5* 0.90 ± 0.02 0.55 ± 0.01
P5D4 0.92 ± 0.01 0.98 ± 0.01 P5D1* 0.90 ± 0.02 0.55 ± 0.01
P6D2 0.90 ± 0.01 0.68 ± 0.01 P7D1* 0.90 ± 0.02 0.56 ± 0.01
*Natural Detector
Section 4.2: Low-Energy Calibration
A 0.3 µCi 228Th source was used for energy-scale calibration. Calibration of low-energy
data was particularly challenging because of the lack of statistically significant spectral lines
below the 212Pb 238 keV peak. This section will discuss the calibration procedure and address
the methods used to verify and correct the calibration in the low-energy analysis region of
interest, 5–100 keV.
4.2.1: MJD Energy-Scale Calibration
Digitized waveform output undergoes data processing before the analysis tools can cal-
culate physical event parameters, including event energy. The ORCA DAQ (section 3.3.3)
stores the raw waveform digitizer output in ORCA xml-format files. An event builder reads
the raw output, ports meta-data from the file header, and reconstructs the waveform data
from the raw binary. Records from multiple channels produced close in time are grouped into
the same event. The event builder output, stored in ROOT [163] files, is designated as ‘built’
data. Digital signal processing of the built data is performed using the ‘Majorana-Gerda
Data-Objects’ (MGDO) [164] package. The raw and built data sets are large and analyzing
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them is CPU-intensive so the built files undergo further processing with the ‘Germanium
Analysis Toolkit’ (GAT) to extract waveform parameters of interest, e.g. energy and timing
values. The datas encapsulated in GAT processed files are convenient for front-end including
histogramming and higher level analyses.
Event energies are determined from charge-pulse waveforms convolved with a trapezoidal
filter. A trapezoidal filter is any filter that transforms a waveform into a trapezoidal shape,
see for example, [165]. The trapezoidal filter requires two parameters, the ramp-time (tramp)
and the flat-top time (tflat). The width of these timing windows affect the output shape: a
shorter ramp-time results in a steeper sloped trapezoid, a longer flat-time results in a wider
trapezoid. The total shaping time is,
ts = 2× tramp + tflat .
The shaping time can be optimized to improve resolution, see section 2.3.1. For DS0,
tramp = 4.0 µs ,
tflat = 2.5 µs ,
was used for all detectors. The 10.5 µs shaping time was chosen because it’s roughly half
of the waveform 2020 ns time window (the last 10 ns bin is neglected). In the future, these
values will be optimized for individual detectors.
The height of the trapezoidal output corresponds to the energy of the charge pulse.
The charge-pulse decays with a characteristic time constant given by the RC constant of
the preamplifier feedback loop, roughly 72 µs. A pole-zero correction is applied to each
waveform to reduce undershoot on the leading edge of the trapezoid, which can distort
the overall shape. Initial analyses of the DS0 energy-spectrum took the maximum value
of the trapezoidal filtered waveform as the energy estimate. It was later determined that
the maximum is positively biased because of noise fluctuations in the waveform, especially
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at lower energy where the signal to noise ratio is smaller. For the low-energy analysis, the
energy is estimated by measuring the filtered value at a fixed time 6 µs after the start (t0)
of the trapezoidal rising edge (i.e the trailing edge) [96].
The initial, raw energy values are in arbitrary ADC units, and depend on the timing
parameters. A linear calibration is applied to attain the energy-scale in units of keV,
E = aEADC + E˜0 [keV] , (4.1)
where a is the energy-scale calibration and E˜0 is the offset parameter. Using a
228Th line
source, the measured ADC energy values can be compared to known full-energy γ-ray peaks.
The following peaks were used for DS0 calibration: 238 keV 212Pb, 583 keV 208Tl, 727 keV
212Bi, 860 keV 208Tl, 1512 keV 212Bi, and 2614 keV 208Tl. Calibration constants are extracted
via a linear regression of E vs EADC for each detector in Module 1. A
228Th calibration
spectrum from DS0 data is shown in figure 4.3.
4.2.2: Correcting the Low-Energy Calibration
Energy estimation errors in the calibrated DS0 low-energy spectrum arise from both ex-
trapolation of equation 4.1 below 238 keV and from digitizer non-linearities. Previous HPGe
experiments avoided extrapolation errors by including x-ray peaks from the cosmogenically
activated germanium isotopes (68Ge, 65Zn, and 55Fe) in their calibration fit, see table 4.2.
With 478 kg d of exposure, the x-ray peaks in the enriched detector background weren’t
significant enough to use for calibration. Extrapolation errors in DS0 were instead corrected
by including a zero energy estimate in the calibration fit. Measurements of the digitizer
non-linearities were taken to reduce errors associated with the non-linearity. An additional
fit of the residual calibration error was measured to estimate the remaining scale uncertainty.
The biggest problem faced when correcting the low energy calibration is the lack of sta-
tistically significant peaks below 100 keV. To avoid this problem, a high statistics calibration
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Figure 4.3: An example of a 228Th calibration spectrum used for energy-scale calibration of
Module 1 DS0 data. A reference for thorium decay chain γ-ray peaks can be found on the
NNDC chart of nuclides [166].
spectrum was generated by summing the data from the 13 physics analysis detectors over
all DS0 calibration runs. Additional low-energy thorium chain x-ray peaks were revealed.
These peaks, along with cosmogenic peaks in the natural spectrum were used to correct and
validate the energy scale below 100 keV.
Prior to November 2015, summing spectra from multiple detectors resulted in peak smear-
ing at low energy. This was noticed while attempting to measure the 10.36 keV 68Ge peak
Table 4.2: List of common cosmogenic isotopes in Ge. The total x-ray energy results from
the subsequent cascade of electron de-excitations following the nuclear decay.
Isotope Peak Energy Description
3H 18.6 keV* β-decay spec.
68Ge 10.36 keV K-shell x-ray
68Ga 9.66 keV
65Zn 8.98 keV
55Fe 6.54 keV
*Endpoint energy
78
Energy (keV)
1− 0.5− 0 0.5 1 1.5
 
co
u
n
ts
 (a
rb)
0
100
200
300
400
500
P4D1
P4D3
Figure 4.4: Histograms of the measured noise energies for detectors P4D1 and P4D3 before
inclusion of the noise peaks in the calibration fit (equation 4.1). If the detectors were
calibrated perfectly, the peaks should align at zero. The error in the offset is the cause of
the peak smearing shown in figure 4.5.
after summing the natural detector background spectrum. Due to extrapolation errors, the
x-ray peaks in the individual detector spectra were offset relative to each other. At < 10 keV,
peaks were offset by roughly 0.2-0.5 keV. Including the zero-energy point in the calibration
fit fixed the offset mismatch between the detectors. The zero energy point was estimated
from the measured ADC energy value of baseline noise data. This data was generated by
forcing random DAQ triggers. A comparison of the noise peaks taken during a September
2015 characterization run is shown in figure 4.4. Including the so-called zero-energy noise
peak into the calibration fit reduced the offset error by more than an order of magnitude,
and improved the summed spectrum resolution in figure 4.5.
The digitizer non-linearity introduced a bias that shifted energy estimates downward.
An initial estimate of the digitizer non-linearity was obtained by comparing the calibration
spectra from the high-gain (unattenuated) and low-gain (attenuated) channels, see figure 4.6.
A digitized triangle wave was used to measure the non-linearity of the Gretina cards. The
change in the ADC value as the voltage was incremented by a set unit was recorded and
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Figure 4.5: Summed natural detector spectra with 195 ± 3 kg d of data. The red dashed
spectrum was taken before the offset correction. The blue spectrum shows the improvement
resulting from the inclusion of the noise peak in the calibration fit. The offset correction
reduces the smearing due to misaligned peaks, improving the resolution.
binned for each ADC unit. The integral non-linearity was measured by averaging the differ-
ential non-linearities of each bin and then integrating over all ADC bins. A sawtooth like
pattern of integral-nonlinearities occurs across the ADC bins [167]. A table of the measured
integral and differential non-linearity values as a function of ADC was used to correct the
non-linearity error during energy calibration.
Residual non-linearities still introduced energy estimation errors after the correction was
applied. An additional linear adjustment was applied to correct the low-energy calibration. A
multi-peak fitting routine was used to measure the peak centroids of the low-energy thorium
chain peaks in the summed calibration spectrum. The fit centroids were then compared to
the known energy values. Table 4.3 shows the measured centroids and their deviation from
the true value.
The residual values and their uncertainties in table 4.3 were used to compute a shift to
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Figure 4.6: Distribution of the energy-scale difference between the high-gain and low-gain
channels between 5-100 keV for detector P1D1. A non-linearity correction is not applied to
the energy parameter ‘trapECal’ (black), while a correction is applied to the ‘trapENFCal’
parameter. Residual non-linearities persist, and must still be accounted for. Figure from [96]
the summed spectrum energy estimate:
∆E(E) = αE(E − Ecenter) + E0 . (4.2)
Here αE is the fit scale adjustment and E0 is the fit offset correction. To minimize the correla-
tion between the two parameters, the fit was centered around the constant, Ecenter = 95.0 keV.
From the fit, αE = −0.0014 ± 0.0008, E0 = −0.256 ± 0.016 keV, and corr(αE, E0) =
−0.22 keV. In the likelihood analysis (chapter 6), the shift wasn’t applied to the summed
spectrum directly, but was instead added to both the bosonic dark matter mass and 68Ge
x-ray energy nuisance parameters.
For a rough validation of the residual non-linearity correction given by equation 4.2, the
multi-peak fitter was applied to the cosmogenic lines in summed background spectra of the
natural detectors. The predicted shift at the 68Ge 10.36 keV k-shell peak from equation 4.2
is −0.12 ± 0.07 keV. The measured peak centroid was 10.22 ± 0.06 keV, which is offset by
roughly -0.14 keV and is consistent with the predicted value.
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Table 4.3: Low energy x-ray lines used to test energy calibration. A multi-peak fitting
routine was applied to the sum of the spectra for the 13 analysis detectors across all the
calibration runs. The centroid values were compared with 228Th chain x-rays and γ-rays.
X-ray Peak Measured Residual Res. Unc.
Energy (keV) Energy (keV) (keV) (keV)
Bi Kα2 74.815 75.04 -0.22 0.09
Bi Kα1 77.107 77.36 -0.25 0.03
228Th∗ 84.373 84.7 -0.3 0.10
Bi Kβ3 86.830 87.0 -0.2 0.10
Bi Kβ1 87.349 87.59 -0.24 0.06
Bi Kβ1 89.784 89.97 -0.19 0.06
212Pb∗ 115.183 114.90 -0.29 0.02
*γ-ray
4.2.3: The DS0 Low-Energy Spectrum
The calibrated energy-spectrum used for the dark matter analysis is shown in figure 4.7.
The extrapolation error correction and non-linearity correction have been been applied. The
residual bias shift, equation 4.2 is not applied to the full spectrum. Details of the data
cleaning cuts applied to produce this spectrum are saved until chapter 5. The total analysis
exposure is 478 ± 6 kg d. Also shown is the total energy-spectrum from 185 ± 3 kg d of
natural detector exposure used for systematic checks. The natural detector spectrum shows
events from all of the cosmogenic backgrounds listed in table 4.2. In the enriched spectrum,
the 10.36 keV peak is discernible, along with an excess below 20 keV that is attributed to
tritium in the final analysis. Error bars on the bins encapsulate both the poisson uncertainty
in the count rate along with the exposure uncertainty.
Section 4.3: Resolution Measurement
Understanding the resolution at low energy is critical for the bosonic dark matter and
other physics analyses. A finer resolution results in greater sensitivity to rare events that
manifest as mono-energetic peaks. In addition to calibration challenges covered in section 4.2,
the lack of sharp peaks in the 228Th calibration spectrum introduces obstacles during charac-
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Figure 4.7: The DS0 low-energy spectra from 185 ± 3 kg d of data from the natural detectors
(blue) and 478 ± 6 kg d of enriched detectors (red). Error bars show the poisson uncertainty
in the rate coupled with the uncertainty in the live-time. The dashed black curve shows a fit
of a tritium spectrum + 10.36 keV 68Ge peak + linear background fit to the enriched data.
Inset: Spectra above 30 keV.
terization of the resolution below the 238 keV 212Pb line. In order to estimate the resolution
below 100 keV as a function of energy, the summed enriched calibration spectrum is used.
This section will discuss resolution curve fitting and uncertainty estimation.
4.3.1: Fitting the Resolution below 100 keV
The resolution parameters (FWHM/2.355) for each peak fit in the multi-peak fitter can
be extracted and fit to the resolution curve:
σE(E) =
√
σ2e + 〈ε〉FE (4.3)
where E is the energy in keV and the fit constant 〈ε〉 = 2.96 eV is the average energy
required to produce an electron-hole pair in Ge. The fit parameter, σe, is the electronic
noise contribution to the energy resolution and F is the Fano factor. At low energy, the
83
Energy (keV)
0 100 200 300 400 500
(E
)
σ
 
0
0.1
0.2
0.3
0.4
0.5
0.6
Figure 4.8: The resolution fit function, equation 4.3. The solid curve, ranging from 1–
250 keV, is the function used in the analysis. The dashed curve is a fit from 0–3000 keV.
The green 68% confidence band was generated to estimate the uncertainty on σE.
resolution component associated with charge collection is neglected. For further discussion
of the resolution function, see section 2.3.2.
There is some peak broadening that occurs because of spectral summing from multiple
detectors. While this effect is reduced due to the inclusion of the zero-energy peak in the
calibration fit, residual offsets persist. This effect is more significant at lower energies since
the ratio of the relative offset to the individual detector resolution is larger than at higher
energies. The offsets are roughly 0.05 keV compared to 0.6 keV FWHM at 10.3 keV and
2.0 keV FWHM at 1333 keV. Since the resolution curve is computed for the summed enriched
spectra and not for each individual detector, the range of the fit was restricted to 1–250 keV
in order to capture the resolution degradation resulting from offset smearing.
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4.3.2: Resolution Fit Parameters
Two fits of the resolution (FWHM/2.355) as functions of energy are shown in figure 4.8,
a restricted-range fit, and a full-range fit. The full range fit predicts a better resolution at
lower energy than the restricted-range fit. To be more conservative with low-energy physics
sensitivity of MJD, the resolution is estimated from the restricted range. The resolution of
the baseline noise peak (zero-energy) was excluded from the restricted-range fit because it
pulled the resolution curve down, and introduced a 4σ inconsistency between the predicted
and measured values of σE(E). From the fit, σe = 0.16 ± 0.04, F = 0.11 ± 0.02. The fit
parameters were fully correlated, corr(σe, F ) ∼ 1. A 68% confidence belt was computed for
σE(E), based on the fit uncertainties of σE and F . The confidence belt is used to constrain
the resolution in the likelihood analysis.
To validate the curve prediction at lower energies, a gaussian + linear function was fit to
the 10.36 keV peak in the summed enriched background data. This peak was not included
during function fitting. The σE(10.36 keV) value was 0.20 ± 0.05 keV. The predicted value
from the fit excluding the noise peak was 0.17 ± 0.04 keV, which is consistent with the
measured value.
Section 4.4: Summary of Systematic Parameters
Systematic parameters required for the bosonic DM analysis were introduced in this
chapter. The exposure, energy calibration, and resolution are key parameters needed to
constrain the signal contribution from dark matter and other exotic physics. The systematic
uncertainties are used to limit the parameter space of floating values in the likelihood analysis
in chapter 6. A table of systematic parameters is give below.
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Table 4.4: Systematic parameters and uncertainties used in the DS0 bosonic dark matter
analysis energy estimation.
Parameter Value Unit
Description
Enriched Exposure 478 ± 6 kg d
Natural Exposure 185 ± 3 kg d
Cal. Gain Correction (αE) -0.0014 ± 0.0008 ∼
Cal Offset Correction (E0) -0.256 ± 0.016 keV
Cal. Fit Center (Ecenter) 95 keV
corr(αE, E0) -0.22 ∼
Electronic Noise (σe) 0.16 ± 0.04 keV
Fano Factor (F ) 0.11 ± 0.02 ∼
corr(σe, F ) 1 ∼
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CHAPTER 5: Data Cleaning
This chapter will discuss low-energy data cleaning. Detector surface events and electronic
noise produce spurious counts in the low-energy spectrum. Waveform discrimination meth-
ods and data cleaning techniques have been developed to identify and remove these events.
Wherever data cleaning cuts are applied, the impact on the physics data of interest will be
quantified.
Section 5.1: Surface Event Removal
As discussed in chapter 2, surface events produce energy degraded pulses in PPC detectors
with long rise times. These events, referred to as slow pulses, constitute a major background
in low-energy HPGe experiments [53, 92]. Slow pulses are a result of incomplete charge
collection from energy depositions in detector regions where the drift velocity is diffusion
dominated. Previous experiments have tagged slow pulses by measuring the t10−90% rise-
time of charge pulses or by applying wavelet de-noising. Rise-time measurements become
increasingly difficult with decreasing energy due to the reduction of the signal-to-noise ratio.
A more robust slow-pulse tag can reduce unwanted backgrounds.
5.1.1: The T/E parameter
The T/E parameter was developed as an alternative to rise-time measurements for slow-
pulse tagging. The inspiration for the T/E parameter comes from the A/E parameter
used by both the GERDA [104, 132] and Majorana collaborations [110] for pulse-shape
discrimination and multi-site event tagging. The parameter T is defined as the maximum
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value of the triangle-filtered1 charge waveform. T is scaled by the waveform energy E,
producing the T/E value, to break the pulse-height energy-dependence. The effect of the
triangle filter is shown in figure 5.1.
A triangle filter is applied to charge-pulse waveforms via discrete function convolution.
The functional form of the triangle filter is similar to a high-pass Haar wavelet [168]:
∆filter(t) =

1
2a
−a ≤ t < 0
− 1
2a
0 ≤ t < a
0 Else
(5.1)
where a is the ramp time of the filter. The filter is normalized by the shaping time, equal
to twice the ramp time. Triangle filter shaping-time parameters were chosen to optimize the
slow-pulse discrimination capability of the T/E parameter. A gap-time of 10 ns, correspond-
ing to the Gretina card timing resolution was added to the filter. The triangle ramp-time
was set to 100 ns based on A/E tuning performed by the Majorana run selection and data
cleaning group [169]. Increasing the ramp-time decreases the discrimination power of T/E.
Decreasing the ramp time increases the susceptibility to high frequency noise: at very low
energy (<3 keV for 100 ns ramp) the T/E cut breaks down because T → const., so that
T/E ∝ 1/E. This breakdown happens at higher energies with shorter triangle ramp-times.
The T -value will be maximal when the shaping time is greater than the charge-pulse rise
time. If the shaping time is less than the rise time, the full charge difference is never com-
pletely covered during the convolution, resulting in a degraded filtered-waveform maximum.
This principle can be used to distinguish slow-pulses from fast-pulses. Figure 5.2 shows the
effect of a triangle filter with 100 ns ramp time on both a slow and fast waveform.
A simple threshold was set on the T/E value to differentiate between slow pulses and
1The trapezoidal filter, discussed in section 4.2, becomes a triangle filter as the flat-top time approaches
zero.
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Figure 5.1: Left: A snapshot of the application of a triangle filter to an idealized charge
waveform modeled with an error function at the time of maximal difference. The blue boxes
represent the two averaged timing windows. Right: Convolution of the triangle filter and
the waveform. The T value is the maximum value of the filtered waveform. Scaling by the
trapezoidal energy estimate produces the T/E parameter.
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Figure 5.2: The effect of the triangle filter with 100 ns ramp-time on fast and slow pulses
of similar energies. Top: A fast charge pulse with energy ∼8 keV (left) and the filtered
response (right). Bottom: A slow charge pulse with energy ∼9 keV (left) and corresponding
response (right). There is a clearly discernible triangle peak in the plot on the top right,
with a maximum value of ∼12. The maximum value of the filtered slow pulse is < 4.
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Figure 5.3: A 2-D histogram of T/E vs E from 250 kg d of the 13 enriched DS0 detectors
without any data cleaning applied. Events between the red lines (T/E = {1.2, 2.1}) are
accepted by the T/E cut. Events below the bottom red line are either slow pulses or electronic
noise. At very low energy, < 5 keV, pulser-retriggering events dominate the spectrum. The
spurious blobs result from transient micro-discharge events and pulser ringing.
fast pulses. At higher energies, & 50 keV, the number of slow pulse events is significantly
reduced. The >50 keV region can be useful for tuning the T/E cut thresholds. For DS0,
events outside the 1.2 < T/E < 2.1 window rejected. Care was taken to avoid cutting too
aggressively because the T/E distribution broadens slightly at low energies as the signal
to noise ratio decreases. A plot of the T/E vs E without any data cleaning from the first
250 kg d of DS0 background data is shown in figure 5.3. Characterization of the T/E physics
event acceptance is saved for section 5.3 because a subset of the electronics noise events is
found within the parameter region of interest, particularly between 40-70 keV and below
5 keV. A data cleaned version of the T/E vs E plot is shown in figure 5.8.
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Section 5.2: Electronic Noise Removal
At low energy, electronic noise dominates the event rate. In the raw spectrum, there were
O(108) events (mostly below 5 keV) while in the data-cleaned spectrum there were O(103)
events. The vast majority of these events fell into two categories, pulser-retriggering events
and transient micro-discharge events. An example of each is shown in figure 5.4. Specific
waveform tags were developed to handle both cases.
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Figure 5.4: The two types of (baseline subtracted) electronic noise that dominate the event
rate at low energy. Left: Pulser retrigger events. The digitizer triggers on the recov-
ery of the electronic pulser, resulting in an upward going pulse. Right: Transient micro-
discharge / pulser ringing event.
5.2.1: Tagging and Removing Pulser-Retriggering Events
As discussed in section 4.1.2, an internal electronic pulser is used for live-time validation,
ensuring that the detectors are live for the full duration of data taking. Ringing associated
with pulsers on various digitizer channels triggers waveforms that undershoot the baseline.
If a channel’s threshold is too low, the Gretina card will trigger as the undershoot decays to
the baseline. This produces the rising pulses shown in figure 5.4, denoted pulser-retriggering
events.
Retriggering events can be identified by their rising waveform tail, defined here as the
section of the waveform in the 1 - 2 µs time domain (i.e. the right half). Charge-pulse
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waveforms generated by physics events exhibit a falling tail due to the pulse decay through
the feedback resistor. The ideal technique for discriminating retrigger waveforms is finding
the average value of the derivative the tail, i.e the average slope. During DS0 analysis,
an average tail slope parameter was not available in the GAT-processed dataset (described
in section 4.2), and adding parameters to the dataset took multiple months. Because of
the parameter availability, a related method taking advantage of the minimum value of
trapezoidal-filtered waveforms was instead utilized.
The trapezoidal filter described in section 4.2 is sensitive to the rise and decay of wave-
forms. Convolving a charge-pulse waveform with a trap-filter produces a trapezoidal shape,
however the falling waveform tail causes a slight undershoot in the post-filtered waveform. In
contrast, pulser-retrigger waveform tails generally increase monotonically; convolving them
with a trap-filter does not produce tail undershoot. Using this principle, the minimum of
the trap-filtered waveform, ‘trapMin’, can discriminate between physics and pulser-retrigger
events. Charge-pulse waveforms are generally characterized by negative ‘trapMin’ values.
Pulser-retrigger waveforms are tagged by searching for ‘trapMin’ values of zero or above.
See figure 5.5.
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Figure 5.5: Distribution of the old (left) and the improved (right) trapezoidal min parameters
from 15.4 kg d of P7D1 data. The old parameter measured the minimum over the full time-
domain of the filtered waveform and was always ≤ 0. The improved parameter searched for
the minimum in the tail of the non PZ-corrected filtered waveform. Events with MinVal ≥ 0
are rejected.
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Figure 5.6: The effect of the trapezoidal filtered minimum parameter on the T/E parameter
vs energy. Events with non-negative minimum values have been removed. The total number
of events in this figure is 2.1 × 106 compared with 5.6 × 107 in figure 5.3, a 96% reduction.
The originally available trapMin parameter misidentified too many physics waveforms
as retrigger waveforms because pole-zero correction reduced or eliminated the post-filtered
undershoot. Two changes were made to the trapezoidal minimum parameter to reduce the
mixing between pulser-retriggering events and physics events in the cut parameter space.
First, the extremum finder used to find the minimum was confined to the upper half of
the waveform time-domain, >10 µs. This eliminated the zero upper bound on the trapMin
parameter that was due to the implementation of the trapezoidal filter in MGDO. Second,
trapezoidal filtering for the trapMin parameter was applied without applying a pole-zero
correction to waveforms, enhancing the trapezoidal undershoot. The overall result was much
better separation between physics and retrigger waveforms in the trapMin parameter space;
see the example in figure 5.5.
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Events with trapMin > 0 are cut from the analysis. Noise event reduction from pulser
retriggers are well illustrated in the T/E vs. E plot. A data cleaned version of the T/E
vs E plot is shown in figure 5.8. The trapMin cut reduced the number of 0-100 keV events
in figure 5.3 by roughly 96%, see figure 5.6. Most of the events removed from the trapMin
cut are either outside the accepted T/E space or outside the 5 - 100 keV analysis region of
interest. Further analysis of the event reduction is saved for section 5.3.2. The remaining
noise events in figure 5.6 are transient events, shown on the right in figure 5.4, and require
a separate cut method.
5.2.2: Transient Pulse Identification and Removal
Transient event pulses are characterized by high frequency bursts. This causes their
elevated T/E values, shown in figure 5.6. Burst events are less well understood than the
pulser-recovery events discussed in section 5.2.1. They originate from a wide variety of
sources, including pulser-ringing due to impedance mismatching in electronics chain, HV
breakdowns in cabling. Many of these events appear in both the T/E acceptance space and
the 5 - 100 keV analysis window.
Developing an efficient transient event tag with the available parameters in the GAT
processed data set during DS0 analysis proved to be quite challenging. A frequency anal-
ysis, such as a Fourier transform may have provided an effective tag, but such tools were
unavailable at the time. The best available option was a raw waveform minimum parameter,
originally included in the GAT data to tag digitized waveforms with dead bits. A plot of
minimum raw waveform value vs energy is shown in figure 5.7. Some bursts with features
undershooting the baseline can be tagged. Setting a minimum raw waveform value threshold
to fully separate physics and burst events was not possible. Physics events were incorrectly
tagged if the minimum value threshold was too high. The efficiency of the transient tag
was was poor if the minimum value threshold was set too low. During tag optimization
trials, the highest achieved transient tagging efficiency with the minimum value parame-
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Figure 5.7: Minima from 15.4 kg d of P7D1 data. Values on the y-axis are in arbitrary units.
For this detector, the transient noise pulse energy was less than 3 keV. There is some mixing
of the transient pulses with the physics pulses near 2 keV.
ter was ∼95%.The untagged burst waveforms were intolerable because their measured T/E
parameters were within the acceptance region.
Although an effective transient tag was not developed for the DS0 data, it was still
possible to remove >99.9% of the burst events. In September 2015, the Majorana detector
subgroup discovered excessive sparking associated with the top detector of the position 6
string. Though this detector had already been removed from the analysis because of excessive
low-energy events, cross talk associated with the sparking simultaneously triggered multiple
channels, including analysis detector channels. Soon afterward, it was found that simply
limiting the analysis to single detector events removed nearly all of burst events from the
data. A detector multiplicity parameter had been included in the GAT-processed data to
study coincident detector events, so this so-called multiplicity cut was quickly implemented.
Only events with single detector multiplicity were selected for analysis. A plot of the T/E vs
energy with both the pulser-retriggering cut and the multiplicity cut is shown in figure 5.8.
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Figure 5.8: The final version of the T/E vs E plot, with virtually all electronic noise removed.
The inset shows a zoomed-in region below 20 keV. Slow pulses are removed by only keeping
events in the parameter space between the two red lines. The spectrum in figure 4.7 can be
generated by projecting all the counts between the red lines onto the energy axis.
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Section 5.3: Data Cleaning Efficiency
While each data cut is designed to remove unwanted noise events in the energy spectrum,
some physics events will invariably be cut accidentally. Quantifying the acceptance efficiency
of each of the three cuts: the multiplicity cut, the retriggering cut, and T/E cut is necessary
so that event rate corrections can be applied in the final analysis. It was found that the
multiplicity cut and the pulser-retriggering cut have a negligible effect on the DM analysis
region of interest, while the T/E cut has a non-negligible effect within the 5 – 20 keV energy
range.
5.3.1: Acceptance Efficiency of the Multiplicity Cut
When applying the multiplicity cut, there is a risk that independent events could occur
in coincidence (within a 50 µs window) resulting in an accidental cut. This frequently occurs
in calibration runs, however the rate in background runs is low enough that this effect is
negligible.
The average event rate in all detectors during the DS0 run, including detectors that were
not subject to the DM analysis is roughly 25 Hz. By measuring the minimum time between
triggers in calibration runs, it was determined that there’s a 43 µs dead-time between each
trigger [160]. If multiple channels trigger within this window, the event is considered a
coincident event and is cut. For the multiplicity acceptance analysis that follows, the dead-
time is estimated as a 50 µs event window. Assuming that independent physics events are
poisson distributed, the parameter of interest is the probability that a background event will
occur within the 50 µs following another event. This is computed by:
Pcoinc =
∞∑
n=1
λne−λ
n!
(5.2)
where λ is the expected number of events in a 50 µs window, equal to 25 events/s times
50 µs, or 0.00125 events. The summation evaluates to roughly 0.12%, meaning that 99.88%
97
of poisson distributed events pass the cut. The high acceptance efficiency of the multiplicity
cut is considered negligible, and is neglected in the rare-event physics analyses.
5.3.2: Acceptance Efficiency of the Pulser-Retriggering Cut
The pulser-retriggering cut targets very specific waveforms and has a high acceptance
efficiency for events in the 5-100 keV energy window, see figures 5.3 and 5.6. A small
fraction of events cut with the trapMin parameter manifest with energies up to 12 keV, but
those events also occur outside the T/E acceptance region. Neglecting the retrigger cut
entirely was an option, though removing events from the analysis that failed the cut reduced
analysis time by a factor of ∼10.
The retriggering cut was applied to calibration data to measure the data acceptance rate.
Physics events in a calibration run were expected to dominated the event rate. One random
calibration run was chosen from each DS0 calibration run period, and the total energy-
spectrum was produced. For each detector, the energy-spectrum between 5 – 100 keV was
integrated before and after applying the cut. The acceptance efficiency was computed from
the ratio of the integral values. An example of the effect of the pulser-retriggering cut on a
detector’s energy spectrum is shown in figure 5.9.
Figure 5.10 shows the acceptance efficiency for each operating detector during DS0 data
collection. The figure shows that most of the events that are removed by retrigger cut
are outside the accepted T/E parameter space. Note that fewer events in the 5–100 keV
region are rejected in the enriched detectors than the natural detectors. The enriched and
natural detectors were manufactured by different companies, ORTEC [87] and Canberra [90]
respectively, and have some minor geometrical differences that may be the reason for the
difference. For each of the enriched detectors used in the DM analysis, the acceptance
efficiency was > 99.95% for events above 5 keV. The retrigger reduction rate is negligible
and is not considered in the final analysis.
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Figure 5.9: The effect of the pulser-retriggering cut (red) when applied to a calibration
energy spectrum from detector P1D2 (blue). Both spectra have been subject to the T/E cut
described in section 5.1.1. Roughly 90% of events below 4 keV are removed while virtually
all events pass the cut above 5 keV.
5.3.3: The T/E-Cut Acceptance Efficiency
Differentiating between slow-pulses and fast pulses becomes increasingly difficult as the
signal-to-noise ratio of the charge waveforms decreases. Invariably some fraction of fast
pulses will be rejected along with the slow pulses. Determining the fast pulse acceptance
as a function of energy requires a pure source of fast pulses that are subject to the same
electronics and analysis chain that detection events are subject to.
Pulser generated waveforms were used for T/E-cut acceptance measurements. For five
detectors in DS0: P1D3, P2D2, P3D3, P5D2, and P6D3; a jumper in the HV electronics
was severed to allow for capacitive coupling of an external pulser input. The P3D3 detector
was not considered in this analysis because of issues with spontaneous gain shifts. An
Agilent 33220A [170] waveform generator was used to inject pulses to the detector’s 2nd-
stage preamplifiers.
The injected waveforms were semi-trapezoidal with a ramped rising edge and a square
falling edge. The amplitude of the waveforms was kept constant. To vary the energy estimate
of the pulses, two high-precision, variable attenuators were used to step down the pulser volt-
age. A script was written to scan a range of pulser rise-time values in 5 ns increments within
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Figure 5.10: The pulser-retriggering cut acceptance efficiency for each detector used in the
DM analysis plus the natural detectors (see figure 4.1). The integral of random calibration
data energy spectra from 5 – 100 keV was computed with and without the cut applied.
The ratio of the two values is shown in the figure. Blue triangles show the efficiency when
the minimum is found from the full time domain of the trapezoidal filtered waveform. Red
circles show the efficiency when the minimum is found from the tail region (>10 µs) of the
waveform. The open squares show the efficiency of events in the accepted T/E parameter
space.
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Figure 5.11: Plot of the tuned T/E vs E for external pulser events in P5D2. The blob-like
pulser events overlay background events (scattered black dots). The pulser rise-time was
tuned over a series of runs so that the T/E of the higher-energy pulser events matched with
the T/E of the background events. The red lines show the accepted region of the T/E box
cut.
a 150 – 250 ns range. For each of the externally-pulsed detectors, the rise-time was tuned
so that the T/E of the pulser waveforms matched the T/E of background physics events
above 70 keV. After tuning, pulser data was taken at varying attenuation values. There was
a noticeable increase in the variance of the measured T/E values when the computed pulser
waveform dropped below 20 keV. An example of a T/E vs. E plot of pulser data is shown
in figure 5.11.
To estimate the fast pulse acceptance rate as a function of energy, the ratio of ac-
cepted pulser events to total pulser events was computed. Recall that events within the
1.2 < T/E < 2.1 window are accepted. Two energy histograms were generated by project-
ing the pulser events in figure 5.11 onto the energy axis: one containing only events in the
acceptance window, and one containing all pulser events. The resulting spectra of pulser en-
ergy peaks were partitioned by attenuation value (i.e. blobs in figure 5.11) to create variably
binned histograms with a total of one bin per partition. To compute the acceptance rate, a
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Figure 5.12: The T/E acceptance curves for P1D3 (green), P2D2 (red), and P5D2 (blue)
The average value of the three curves is also shown in black. At 5 keV, the worst possible
acceptance value from either detector is roughly 96%. Above 20 keV, the acceptance is close
enough to 100% and is neglected in the DM analysis.
histogram of the ratio of accepted events to the total number of events was generated using
a member function in the ROOT package. Uncertainty values for each bin were computed
assuming that the acceptance ratio was binomially distributed ensuring that uncertainty
approaches zero when acceptance approaches 100%.
As shown in figure 5.11 only 7 pulser peaks contained events above 5 keV. For each of
the three externally pulsed detectors included in the analysis, an error function (Erf) was fit
to the computed acceptance values:
η(E) = Erf((E − µ)/
√
2σ) , (5.3)
where E is the peak energy. The parameters µ and σ were allowed to float in the fit. The
68% confidence intervals for η(E) were computed from the uncertainties of µ and σ. A plot
of the T/E acceptance functions for P1D3, P2D2, and P5D2 is shown in figure 5.12 (P6D3
was improperly tuned and was not included).
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The acceptance estimates shown for the three detectors in figure 5.12 were the only
estimates available for DS0. Ideally, externally pulsed data would have been available for all
detectors. This will be the case for future data sets collected during production data runs.
In the bosonic dark matter analysis, the T/E acceptance efficiency fit from P5D2 data was
used to estimate the overall acceptance for the analysis spectrum. These are conservative
values because P5D2 has the widest confidence belt and permits the lowest values of η(E)
above 7 keV. The P5D2 fit values were µ = −26± 4 keV, σ = 13.7± 1.7 keV with a strong
anti-correlation, corr(µ, σ) ∼ -1. A correction is added to the likelihood analysis for energies
below 20 keV, see equation 6.12. Above 20 keV, the acceptance quickly approaches 100%
and is not considered in the DM analysis.
Section 5.4: Data Cleaning Summary
Three data cleaning cuts are applied to MJD DS0 for the bosonic DM analysis. Ta-
ble 5.1 summarizes the data cleaning parameters. A multiplicity cut is applied to remove
electronic and microphonic noise that triggers multiple channels. Background physics events
such as Compton scattering that deposit energy in multiple detectors are also conveniently
removed by this cut. A waveform tag that takes advantage of the pole-zero undershoot
in a trapezoidal-filtered charge-waveform, caused by capacitive discharge in a feedback cir-
cuit was developed. This tag was effectively identified pulser recovery waveforms that were
characterized by rising tails. Finally a scaled triangle filter (T/E) applied to charge-pulse
waveforms was useful for discriminating between slow and fast rising waveforms. The ap-
plication of the three cuts described in this chapter resulted in the DS0 spectrum shown in
figure 4.7.
For both the multiplicity cut and the pulser-retriggering cut, the event reduction of anti-
coincident physics events was found to be negligible. A small, <4%, fast-pulse reduction
at very low energies was associated with the T/E cut. The η(E) function in equation 5.3
is accounted for in the DM analysis. A profile likelihood analysis that takes into account
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the data cleaning and systematic parameters is used to constrain the electronic coupling of
bosonic dark matter and additional exotic physics in chapter 6.
Table 5.1: Summary of the data cleaning parameters.
Parameter Description Acc. Acc.
Range Efficiency
T/E Energy scaled triangle-filtered 1.2 < T/E < 2.1 η(E)
waveform maxima, for slow- (>96%)
pulse removal.
trapMin Trapezoidal filtered minimum, < 0 >99.95%
searches for filtered undershoot.
Used to remove pulser-retriggering
events.
Multiplicity Number of coincident detectors 1 >99.88%
in an event, use for transient
pulse removal.
waveformMin* Raw waveform min val *abandoned
tested to tag transient events
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CHAPTER 6: Profile Likelihood Analysis and Results
The profile likelihood method was used to analyze the DS0 background data that passed
the selection criteria and the cleaning cuts. This chapter will provide an overview of the
profile-likelihood method and its application to the energy spectrum. A model of the response
in the energy-spectrum from a hypothetical signal above a background is developed. The
analysis technique is then applied to constrain the number of dark matter signal counts
in the model, with the degree of confidence determined via Wilk’s theorem. This chapter
will present the results from searches for pseudoscalar and vector dark matter. Results of
the following additional rare searches will also be given: the 14.4 keV solar axion peak, a
10.6 keV peak from Pauli-exclusion violating decay in germanium, and an 11.1 keV peak
following an electron decay in germanium.
Section 6.1: The Profile Likelihood Method
Confidence intervals describing the strength of a particular component in a data model
can be computed using the profile likelihood method [122, 171, 172]. A generic data model
will often consist of a set of parameters of interest, such as the number of detected signal
or background events, along with a set of nuisance parameters. These nuisance parameters
will usually represent data collection systematics, i.e. experimental parameters such as
measurement resolution and efficiency. In the profile likelihood analysis, all parameters
are simultaneously optimized in the data model with respect to a particular parameter(s)
of interest, resulting in a test statistic that depends on the interesting parameter(s), see
equation 6.4. The method has been used by this and other experiments to search for rare
events amongst background events.
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6.1.1: Constructing the Profile Likelihood Function
The first step of the profile likelihood analysis is constructing an un-binned likelihood
function. Since optimization requires maximizing a multivariate function and is usually
performed by computer software, the first step is generally the most demanding of the
analyst. The likelihood function is computed over all the data points [171]:
Lmodel(~θ, ~ν) =
n∏
i
f(xi; ~θ, ~ν) (6.1)
where {xi}ni is the set of random variables measured by the experiment, ~θ is a set of pa-
rameters of interest and ~ν is a set of nuisance parameters. Here f is a probability density
function (PDF) that encodes the data model. A common example is a gaussian signal peak
superimposed upon a polynomial background. The parameter of interest in this case might
be the number of signal counts in the gaussian peak. The nuisance parameters would be
the peak mean and width, along with the polynomial coefficients describing the background
model. If there is some prior degree of knowledge about a parameter, additional terms can
multiplied to the likelihood function to constrain the parameter to a certain range. For
example, if νi is known to be within the range ν¯i ± σνi assuming gaussian error bars, then
equation 6.1 can be multiplied by [122]:
Cνi(νi; ν¯i, σνi) = A · Exp
(
(νi − ν¯i)2
2σ2νi
)
(6.2)
where A is an arbitrary normalization constant. The gaussian in equation 6.2 restricts the
range within which νi can float during extremum finding of Lmodel. If two parameters νi
and νj are correlated, the gaussian in equation 6.2 can be replaced with a multivariate
gaussian distribution.
In rare-event searches, it is often difficult to distinguish between background events and
signal events. For a given energy, E, it is assumed that the total number of counts in
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the neighborhood of E will be poisson distributed. In order to properly account for the
fluctuation of the signal and background counts, the PDF in equation 6.1 can be extended,
allowing the count rates to float in the likelihood optimization. This is done by multiplying
the likelihood function by a poisson constraint term [172]:
Lext(S,B) = (S +B)
n
n!
e(S+B) , (6.3)
where S and B are elements of ~θ that correspond to the number of signal and background
counts in the model PDF, f , and n is the number of data points. When the data model is
fit during the extended likelihood function maximization, the poisson term ensures that S
and B are anti-correlated so that the proper number of events in the data can be attributed
to each. The full extended likelihood function, L, is the product of Lext, Lmodel, and the
constraints, Ci.
To define the profile likelihood, let ~φ = (~θ ∪ ~ν) − {ϕ}, where ϕ is the parameter of
interest. The profile curve is a function of ϕ only [172]:
λ(ϕ) =
L
(
ϕ, ~ˆφ
)
Lˆ
(
ϕˆ, ~ˆφ
) . (6.4)
A hat over a parameter indicates the value at the extremum of the likelihood function, Lˆ. The
profile curve λ(ϕ) is the value of the likelihood function at ϕ scaled by the global extremum
value when all other parameters have been optimized. When ϕ = ϕˆ, the profile statistic
value is unity. Since it is usually easier to handle summations than products in formulae,
the negative log of the likelihood function (NLL) and profile curve is often computed. The
monotonicity of the log function ensures that parameter critical points and the likelihood
critical values remain unchanged.
The profile curve of a parameter ϕ encapsulates not only the best fit value in the model,
but also the degree of confidence in the fit. According to Wilks’ theorem [173], the log of
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Figure 6.1: A profile curve generated from the DS0 data, searching for a signal peak at
14.4 keV. The horizontal green line intersects the profile curve at the bounds of the 90%
confidence interval (1.355). Note that the lower bound is below zero, indicating that zero
signal is well within the interval. The vertical green crosses the abscissa at the 90% upper
limit.
the profile curve closely follows a chi-squared distribution of one degree of freedom:
χ2
2
= −log λ(ϕ) . (6.5)
The 100(1−α)% confidence interval (C.I.) for ϕ is the interval Φ such that all elements of the
map 2×nLL(Φ) are less than χ2α. The 90% C.I. is presented in the results that follow. This
corresponds to negative log profile values less than χ20.1/2 = 2.71/2 = 1.355. An example of
the profile curve for a 14.4 keV peak signal is shown in figure 6.1.
Because of statistical fluctuations in any data set, there is a chance that the best fit
value for a parameter of interest could be a non-physical value, e.g. a negative mass. This
is a fairly common occurrence when estimating the limit on the number of signal events
when the background is expected to dominate. Computation of the C.I. for parameters with
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non-physical best fit values is handled by shifting the profile curve [172]:
logλ′(ϕ) = log(ϕ)− log(0) . (6.6)
In this case, the lower bound of the interval is already in the non-physical region so only the
upper limit is of any concern. The CI is still defined as the parameter interval that is mapped
to values of less than 1.355 by the negative log profile curve. Equation 6.6 is a conservative
method of restricting the optimal parameter value to a physical domain because the width
of the parameter interval is increased, introducing over-coverage to the CI.
In practice, computing the profile curve in equation 6.4 is done via optimization software.
In this work, the RooFit [174] extension of ROOT [163]–a data analysis package used in
nuclear and particle physics–minimized the NLL function. RooFit utilizes the MINUIT [175]
package and the MIGRAD [176] algorithm. The RooFit software was originally developed
by the BaBar collaboration for analysis of B-meson decay data, and has since become a tool
used by many rare-event search experiments [177–179].
6.1.2: Building the Signal and Background Model
In the RooFit framework, probability density function objects are created to represent
different components of the data model. RooFit has the ability to sum and multiply PDFs
together via a set of PDF handling classes. For this analysis the signal is modeled by a simple
Gaussian. The background model has three components: the tritium decay spectrum, the
10.36 keV 68Ge K-shell x-ray, and a linear continuum. The parameter of interest is the
number of counts in the signal component. Both the signal and background components will
be constrained by an extended likelihood term, see equation 6.3. A multi-variate gaussian
constrains the model nuisance parameters.
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Signal Model
A bosonic dark matter interaction with the detector is expected to be fully absorbed, im-
parting its rest mass energy into the detector. This process is analogous to the photoelectric
effect. At low energies, spectral tailing effects are minimal because the statistical fluctuation
due to charge production dominates the fluctuation due to collection, see equation 2.12. The
expected signal pdf is thus a gaussian centered about the rest mass energy. In Chapter 4 a
systematic linear offset in the calibration was discussed. The correction parameters are used
to modify the gaussian form:
PS(Ei;ES, αE, E0, σE) = 1√
2piσE
Exp
(−(Ei − [ES + αE(ES − Ecenter) + E0])2
2σ2E
)
(6.7)
where Ei is the energy measured for event i, ES is the signal energy, αE and E0 are calibration
correction parameters, Ecenter = 95 keV is the constant-valued center of the correction
fit, and σE is the resolution (FWHM / 2.355) at energy ES (equation 4.3). The nuisance
parameters αE, E0, and σE are floated in the the fit while ES is held constant.
Background Model
Three separate PDFs are generated for their respective model components: PK , PT , and
PB. A gaussian with the same form of equation 6.7 was used to model 68Ge K-shell peak
PDF, PK , substituting the parameter ES with 10.36 keV and σE with σ10.36.
The tritium PDF, PT , was more complicated to model. Neglecting the electron neutrino
mass in the decay, the energy distribution of the tritium decay is a continuous function below
the 18.6 keV Q-value and is zero above:
PT (Ei;mE, Q) = C · F (Ei, Z = 2) · p · (Ei +mE) · (Q− Ei)2 (6.8)
where C is a normalization constant, F (Ei, Z) is the Fermi function that accounts for
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coulomb effects, p is the momentum of the beta particle, mE is the electron mass, and
Ei is the measured kinetic energy of the beta particle. For a more complete discussion,
see [180].
It’s not possible to write down a closed analytic form of beta decay spectrum because
the Fermi function contains a complex-valued gamma function term. The complex valued
gamma function is also not a standard function included in math libraries for C++. As a
work-around, a collaborator [181] generated a finely binned (5 bins / keV) histogram that
sampled the tritium spectrum using the Lanczos [182] approximation of the gamma function.
RooFit is capable of converting a histogram into a PDF object. Linear interpolation was
used to estimate the spectral value between the center of each bin.
Above 18.6 keV, the only component of the data model is the linear background. The
linear model is a catch-all approximation that accounts for physics related events that have
a continuous energy-spectral signature. Examples include beta decays, Compton Scatter-
ing events, two neutrino decays, and bremsstrahlung from naturally occurring radioactive
materials present in the detector and shielding materials. The PDF is of the form:
PB(Ei; ~B) = 1
B
[
m(Ei − E¯) +B
]
(6.9)
where ~B is a vector of parameters, (B,m, E¯). Here B is the linear background rate, m is
the slope of the fit, and E¯ is the center point of the distribution.
Energy Spectrum Model and Likelihood Function
The three components of the background model and the signal are summed in RooFit.
Additional scaling terms are included for proper PDF normalization. The full spectral model
is of the form:
Pspec(Ei;S, ~ν) =
∑
n  S
n× Pn(Ei;~ν)∑
n  S
n
(6.10)
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where S is the set {ηES,K, T,B} of component strengths in counts, and ~ν is a vector that
encapsulates all other nuisance parameters. The value ηE is the T/E efficiency function from
chapter 5. In the likelihood fit, the T/E correction is applied to the signal parameter S,
effectively adding a small penalty to the fit result to account for the acceptance uncertainty.
The other parameters are essentially nuisance parameters that are fit out in the model. The
spectral component of the likelihood function is then given by the product over the data
points:
Lspec(S, ~ν) =
∏
i
Pspec(Ei;S, ~ν) . (6.11)
The extended likelihood constraint, equation 6.3, is also applied over the set S. The extended
likelihood term is multiplied by the spectral term:
Lext(S)× Lspec(S, ~ν) = (ηES +K + T +B)
n
n!
e(ηES+K+T+B) ×
∏
i
Pspec(Ei;S, ~ν) . (6.12)
It should be noted that RooFit takes care of most of the setup of the extended likelihood
function as a back-end process. The user is responsible for creating PDF objects. Objects
that handle PDF summing can be provided with either a fractional component PDF strength
or an initial guess on the counts due to a PDF component. If a number of counts is provided,
RooFit will automatically include the extended term.
Finally, a likelihood term that incorporates the constraints on the remaining nuisance
parameters (see table 6.1) must be constructed. Since there are multiple parameters–not all
of which are independent–a multivariate gaussian constraint term is necessary. The most
compact form is:
Lconstraint(~ν; ~¯ν,Σ2) = 1√
|2piΣ2ij|
Exp
(
−1
2
(νi − ν¯i) Σ2ij (νj − ν¯j)
)
(6.13)
where ~ν is the vector (αE, E0, σE, ηE) of nuisance parameters that are constrained in the
fit. Other nuisance parameters are either constant or allowed to float unconstrained. The ~¯ν
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values are the mean values of ~ν. Einstein summation notation is used to denote summing
over the nuisance parameters, their corresponding mean values, and the covariance matrix,
Σ2. The covariance matrix used in this analysis is:
Σ2ij =

σ2αE cov(αE, E0) 0 0
cov(αE, E0) σ
2
E0
0 0
0 0 σ2σE 0
0 0 0 σ2ηE

(6.14)
with the variance terms on the diagonal. While both σE and ηE were the result of multi-
parameter fit functions (see equations 4.3 and 5.3), their total variances as a function of
energy was computed prior to the likelihood analysis to cut down on the number of nuisance
parameters. The total likelihood function is the product of the spectral, extended, and
constraint terms:
L(S, ~ν) = Lext(S)× Lspec(S, ~ν)× Lconstraint(~ν) . (6.15)
Table 6.1 summarizes the parameters in the likelihood analysis. While the systematic pa-
rameters were constrained by their uncertainties, some parameters had to be restricted so
that MINUIT didn’t explore parameter spaces that were qualitatively non-optimal, i.e. to
avoid improper fits.
With the total likelihood function, a profile curve for S, equation 6.4, can be generated.
The log of the likelihood function is minimized in RooFit, considering all of the parameters
in table 6.1. Details of the results of the rare event searches are presented in section 6.2.
Section 6.2: Results
The results of the profile likelihood analysis are presented in this section. The 90% con-
fidence limits on rare-event energy deposition in MJD DS0 data were computed following
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Table 6.1: Likelihood Analysis Parameters
Parameter Description Init. Value Float Range Notes
(S, ν¯) (σν¯)
S Dark Matter / Rare-Event
signal counts
0.1 -5 - 10,000 Range limited in RooFit
T Tritium counts 0.02 0 - 10,000 ′′
K 68Ge K-shell x-ray counts 10 0 - 10,000 ′′
B Linear background counts 20 0 - 10,000 ′′
αE Calibration gain correction -0.0014 ±0.0009 Constrained in likelihood
E0 Calib. offset correction -0.256 keV ±0.016 ′′
cov(αE, E0) Covariance parameter -3.0×10−6 keV n/a constant
ES Energy of rare-event signal varies n/a Varies depending on signal
of interest
Ecenter Center of calib. correction
fit
95 keV n/a constant
σE Energy resolution (FWHM
/ 2.355 at ES)
Eqn. 4.3 ±σσE Computed from fit parame-
ters in Eqn. 4.3
m Slope of the linear back-
ground
2× 10−5 -0.1 - 0.1 Range limited in RooFit
E¯ Center of linear fit 52.5 keV n/a constant
ηE T/E acceptance correction Eqn. 5.3 ±σηE Computed from fit parame-
ters in Eqn. 5.3
Wilks’ theorem, equation 6.5. For the pseudoscalar and vector dark matter searches, exclu-
sion plots comparing the Majorana limits with other experiments are shown. For each rare
event, a brief overview of the individual analyses is also discussed.
6.2.1: Search for keV-scale bosonic pseudoscalar DM
A psuedoscalar boson, or axion-like particle (ALP), may interact electronically with the
detector, ejecting energetic electrons into the fiducial volume. This interaction is analogous
to the photoelectric effect in germanium detectors. In this analysis, a search for events where
the ALP is completely absorbed by the detector, imparting the total–rest mass plus kinetic–
energy to the detector, is performed. The signature event produces a photo-like peak in
the energy-spectrum with unexplained origin. While additional effects such as axio-electric
Compton scattering may be possible, there would be virtually no chance of distinguishing
such events from the continuum background in the energy spectrum.
To compare results of this analysis with other experiments, a couple of assumptions must
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be made. Following EDELWEISS [78], it is assumed that axions constitute all of the galactic
dark matter. Previously, experiments have cited a dark matter halo density within our solar
system of ρDM = 0.3 GeV/cm
3. This value will also be used here, despite more recent
results that estimate the local DM density to be closer to 0.4 GeV/cm3 [42]. The dark matter
density is necessary to compute the flux:
ΦDM(mA) = ρDM
vA
mA
= 7.8× 10−4
(
1
mA
)
· β [/barn/day] , (6.16)
where mA is the mass of the ALP and vA is the average DM velocity. From the halo model,
the average DM velocity in the Milky Way is roughly 230 km/s [54]. Here, the value 0.001
is used for β = vA/c, where c is the speed of light. Since this implies non-relativistic DM,
the energy of a DM interaction with the detector would be E =
√
m20 + γ
2m20β
2 ∼ m0.
In general, the strength of the expected signal in the energy spectrum is a product of the
flux, ΦDM , the axio-electric cross section, σAe and the exposure, MT . Including the detector
response, the differential ALP count rate is given by:
dN
dE
(E;mA) = ΦDM(mA)σAe(mA)× (6.17)
η(E)
1√
2piσE(mA)
Exp
(
−(E −mA)
2
2σ2E(mA)
)∑
i
MiT ,
σAe(mA) = σpe(mA)
g2Ae
β
3m2A
16piαm2e
(
1− β
2
3
3
)
. (6.18)
The summation is over the 13 enriched detectors used in the analysis. Equation 6.18 is the
form used in [183]. The axio-electric coupling constant, gAe, is the parameter of interest that
is determined after finding the limit on the number of DM signal counts in the likelihood
analysis; α is the fine structure constant, ∼1/137; me is the electron mass, 511 keV; and
σpe is the photoelectric absorption cross section. The value of σpe as a function of energy is
shown in figure 6.2 [184].
For the DS0 data set, no indication of a peak due to coupling of ALPs was discovered in
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Figure 6.2: Photoelectric absorption cross section of germanium as a function of energy.
The discontinuity at 10.36 keV is due to the K-shell resonance. Figure generated with a tool
from [184].
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Figure 6.3: The 90% upper limit from the 90% confidence interval as a function of pseu-
doscalar mass, mA. The Majorana limit (red) is compared to previous limits from EDEL-
WEISS [78] (orange), XENON-100 [185] (blue), XENON-100 erratum [186] (dashed blue),
XMASS [79] (green), CDEX (dashed black) [187], and LUX (dashed green) [188]. The most
stringent Majorana limit is set at 11.8 keV, corresponding to a 90% UL of < 4.4 × 10−13
for gAe.
the energy spectrum. The 90% upper limit of the number of signal counts for a given ALP
mass (mA) was computed. Within the 5 - 20 keV range, the signal limit was determined at
0.2 keV increments. Above 20 keV, the limit was computed at 1 keV increments. The upper
limit of the signal count was interpreted to be equivalent to the product of the DM flux,
cross section, and exposure in equation 6.17. The resulting 90% upper limits on gAe along
with comparisons to other experiments are shown in figure 6.3.
The Majorana pseudoscalar coupling results are competitive below 40 keV. Above
40 keV, XMASS [79] has the best limit due to their >7600 kg-y exposure compared to the
478±6 kg-d exposure of the DS0 data. The significant improvement over EDELWEISS [78]
below the germanium k-ledge results from the effort taken by Majorana to reduce the
cosmogenic exposure of the enriched detectors. While the DS0 background rate (figure 4.7)
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above 18.6 keV (H3 beta-decay endpoint energy) is roughly a factor of 10 better than what
EDELWEISS presented, the coupling limit scales as the fourth root of the rate. The most
stringent DS0 ALP limit of < 4.5× 10−13 is set at mA = 11.8 keV.
6.2.2: Vector bosonic dark matter results
The same analysis presented above for pseudoscalar dark matter can be applied to set
limits on the coupling strength of vector bosonic dark matter to ordinary matter. As ex-
plained in section 1.2.3, unlike the pseuodscalar limits, the limits on vector-electric coupling
that can be established by direct detection experiments are potentially more stringent than
limits derived from cosmological and astronomical sources [76]. This is a result of the for-
biddenness of the two gamma mode in vector-gamma decay (see figure 1.9). The dominant
decay to three photons occurs at the loop level in the Feynman diagram.
Following the formalism presented by Pospelov et. al. [76], the product of the DM flux
and the vector-electric cross-section is given by:
ΦDM(mV )σV e(mV ) =
4× 1023
mV
(
α′
α
)
σpe(mV )
A
[/kg/d] . (6.19)
Here mV is the vector mass in keV, σV e is the vector-electric absorption cross-section, A is
atomic mass of germanium enriched to 87% 76Ge, and α′ = (eκ)2/4pi is an analogue of
the fine structure constant. The quantity eκ is the coupling strength that appears in the
interaction term of the vector DM Lagrange density. Note that the parameter of interest in
equation 6.19, α′/α, is equivalent to κ2. This yields a roughly factor of two difference in the
order of magnitude of the limit when compared to ALP coupling.
To find the coupling parameter α′/α, the product of the flux and cross-section in equa-
tion 6.17 was replaced with equation 6.19. The computed 90% upper limit for DS0 is shown
in figure 6.4. It is clear from the figure that the DS0 limit is more stringent than some of the
astronomical limits (dashed lines), including limits associated with the gamma background
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Figure 6.4: Fine-structure parameterization of the 90% vector-electric coupling upper limit
as a function of vector mass (mV ). Dashed lines represent model dependent astrophysical
or cosmological limits, including the gamma background (yellow), horizontal branch stars
(blue), red giant stars (red), and dark matter abundance (black) [76, 189]. The solid curves
show the Majorana limit (red), the XMASS limit [79] (green), and a limit computed in [189]
from XENON 100 data.
from three gamma decays in the galaxy, helium burning in horizontal branch stars, and
the thermal DM production abundance (assuming vectors account for 100% of DM). The
vector-electric limit set from energy loss in red-giant stars is still stronger than the Majora-
na limit [76, 189]. The best Majorana limit was α′/α < 9.7× 10−28 for mV = 11.8 keV.
6.2.3: Solar axions produced in the 57Fe M1 transition
The Majorana Demonstrator DS0 data was used to search for additional rare-event
processes beyond the scope of halo dark matter. One particular candidate is the solar
axion. These candidates are QCD axions produced in the sun with masses that depend on
the Peccei-Quinn symmetry breaking scale, fA, and should be distinguished from the more
generic pseudoscalar particles discussed in section 6.2.1.
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The core of the sun contains an abundance of iron. The isotope 57Fe is stable with
an abundance of 2.12%. The temperature at the solar core, kT ∼1.3 keV [190] is high
enough to thermally excite 57Fe into its first excited state at 14.4 keV. Since de-excitation of
this state mainly occurs through a magnetic dipole (M1) transition, it may be possible for
axion emission to compete with the conventional emission of either a photon or an internal-
conversion electron. The effective Lagrange density that couples axions to nucleons is given
by:
L = iψ¯Nγ5(g0AN + g3ANσ3)ψNφA (6.20)
where φA is the axion field, ψN is the nucleon isospin doublet, and σ3 is a Pauli matrix. The
isoscalar and isovector axio-nuclear coupling constants, g0AN and g
3
AN respectively, are model
dependent parameters. Explicit parameterizations for KSVZ and DFSZ axions are given in
Refs. [191, 192].
An axion model-independent analysis is presented here, which combines the product of
the axio-nuclear (gAN) and axio-electric (gAe) coupling to account for both solar production
and electronic coupling in the detector. Solar axions fully absorbed by the detector would
deposit 14.4 keV of energy, resulting in an absorption peak. The differential count rate due
to the combined axion signal and background is nearly identical to equation 6.17. The ALP
mass term is replaced by the axion energy, 14.4 keV, and the DM flux term is replaced by
the axion flux, from [78]:
Φ14.4 = β
3 × 4.56× 1023(geffAN)2 [/cm2/s] . (6.21)
The effective nuclear coupling, geffAN combines the isoscalar and isovector coupling terms in
equation 6.20. Many axion models favor very small mass, ∼ 10−6 eV, suggesting that the
reduced axion velocity, β ∼ 1. To account for non-relativistic limit, the coupling product,
geffAN×gAe is presented as a function of mass in figure 6.5. The model fit to the data, allowing
the signal counts to float, is shown in figure 6.6.
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Figure 6.6: Best fit of the background data from 478±6 kg d of DS0 data assuming a signal
peak at 14.4 keV (blue). The red curve also includes the tritium spectrum, the 10.36 keV
68K-Shell peak, and the linear background.
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Results of the solar axion search constrain the coupling product, geffAN × gAe, to < 3.8 ×
10−17 for massless axions. As the axion mass approaches 14.4 keV, β approaches zero.
This causes the limit to blow up since β appears in the denominator when solving for
the coupling. The Majorana limit is roughly 25% better than the EDELWEISS limit.
Statistical fluctuations in the background coupled with the fourth root dependence on the
background elicit difficulties when trying to improve upon previous work.
6.2.4: Pauli Exclusion Violating Decay
The Pauli exclusion principle (PEP) is a fundamental law of physics that was originally
proposed by Wolfgang Pauli in the 1920s [193]. The PEP states that no two identical fermions
can occupy the same quantum state. In quantum field theory, the PEP is related to spin
statistics and arises from the anti-commutativity of the fermion creation and annihilation
operators.
Despite the fundamental nature of the PEP, its physical origin is not well understood.
While it is successful in explaining phenomena from multiple branches of physics, including
atomic and nuclear, the validity of some aspects of the principle can still be challenged.
While particles tend to be classified as fermions (half-integer spin) or bosons (integer spin),
QFT permits states that obey general spin statistics, i.e. mixed states. On a fundamental
level, these states follow from a modified commutative algebra [194]:
aia
†
j − qa†jaI = δij, −1 ≤ q ≤ 1 , (6.22)
where ai is an annihilation operator and a
†
j is a creation operator. If q = −1 then equa-
tion 6.22 reverts to the fermionic anti-commutation relation. If instead, q = −1 + β2 with
β2  1, then the algebra can describe particles with a small mixed symmetric component
capable of violating PEP. The value β2/2 gives the probability of measuring the mixed com-
ponent, and is the parameter that is often quoted by experimental PEP violating searches.
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The transition width of the decay, written in terms of β2/2 is given by:
Γ =
β2
2
Γ˜ , (6.23)
where Γ˜ is the transition width into the unoccupied state.
Theoretical considerations cast doubt on the motivation for PEP violating searches. In
1980, Amado and Primakoff [195] commented on the PEP tests, noting that even if there
were some small mixed symmetry component in a primarily antisymmetric wave function,
the symmetric hamiltonian would only connect mixed states with other mixed states. The
physical effect is the restriction of PEP violating orbital decays in established atomic or
nuclear systems even if PEP can be violated through other means.
Despite the theoretical setback, experiments have devised loopholes by introducing new
fermions, (i.e. electrons) to further motivate searches for PEP violating decays. The Hamil-
tonian describing a system and a new electron would not have established symmetry and
may relax into a PEP violating state. A summary by Elliott et. al [196] places experiments
into three categories, type 1 - 3. Type I experiments involve fermions that have never inter-
acted with other fermions, e.g fermions created just after the Big Bang. Type 2 experiments
introduce new fermions into a system, either from β-decay or an electrical current. Type 3
experiments look for stable system transitions, contradictory to Amado and Primakoff.
The search presented here is a type 3 experiment. Taking advantage of the high resolution
and low background of the MJD PPC Ge detectors, a search for PEP violating decays from
the L-shell to the K-shell in Ge was performed. The energy of the x-ray emitted from
the decay is slightly less than the Ge Kα energy due to the additional nuclear screening
resulting from the full K-shell. M. Chen computed the energy value of this transition to be
9.543 keV [196]. The resulting cascade of electrons produce additional x-rays that would
sum with the PEP violating Kα decay. X-rays produced by Ge transitions in the bulk of
the detector have a virtually 100% detection efficiency. The total energy deposited in the
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Figure 6.7: Best fit of the background + signal data (red) from 478±6 kg d of DS0 data
assuming a signal peak at 10.6 keV (blue). The red curve also includes the tritium spectrum,
the 10.36 keV 68K-Shell peak, and the linear background.
detector from a PEP violating decay is then 10.6 keV, manifesting as a shoulder on the 68Ge
10.36 keV cosmogenic peak. Figure 6.7 shows the best fit of a signal at 10.6 keV amongst
the background for DS0 data.
Using the likelihood analysis presented in section 6.1.2, assuming a gaussian signal with
energy 10.6 keV, a 90% UL was set on the number of signal counts due to a PEP violating
decay into the K-shell. A limit of <0.03 counts/kg/d was estimated from the analysis. From
this value, a lower limit on the PEP violating decay lifetime was determined, using the
atomic mass of 88% enriched Ge, 75.23 g/mol, to be τPEPv = 2.0 × 1031 s. The average
lifetime of the standard Ge K-shell transition is 1.7 × 10−16 s. Using equation 6.23 with
}/Γ ∼ τ , it was found that β2/2 < 8.5 × 10−48. This is roughly 35% better than the limit
resulting from a PEP violating electron transition search in iodine by DAMA/LIBRA that
determined β2/2 < 1.28× 10−47 [197].
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6.2.5: Electron Decay
Finally, the DS0 data is used to probe the lifetime of the electron. The decay of the
electron is a direct test of charge conservation since the electron is the lightest charged par-
ticle. Charge conservation corresponds with gauge symmetry in accordance with Noether’s
theorem. In classical electrodynamics, the vector and scalar potential can be shifted by the
gradient or time derivative of an arbitrary scalar field without affecting physical observables
of the underlying system. In QFT, this corresponds to an abelian U(1) gauge symmetry
with an associated massless boson (i.e. the photon).
There are multiple channels through which the electron may be able to decay. Currently,
the best experimental limits come from Borexino [198], which tested the decay mode:
e− → ν + γ , (6.24)
searching for a γ-ray of energy me/2 = 255.5 keV. Their results provide a lower limit (90%
C.L) on the electron lifetime of >6.6×1028 years. It may also be possible for electrons to
decay to three neutrinos,
e− → νν¯ν . (6.25)
Lifetime limits measured from this process are less stringent. The best limit from this channel
(90% C.L) is from P. Belli et. al. [199], with an electron lifetime > 2.4× 1024 years.
Using the DS0 data, a search for electrons decaying to three neutrinos was performed. The
method involves looking for a decay of the electron in the Ge K-shell. The three neutrinos
would carry away the 511 keV rest mass energy, but the subsequent cascade of electrons
relaxing from higher energy shells would deposit 11.1 keV in the detector. The likelihood
analysis was used to determine the 90% U.L on the number of signal events in a gaussian peak
centered at 11.1 keV. Less than 0.019 counts/kg/d were determined to be due to electron
decay. This translates to a lower limit on the electron lifetime of > 1.2× 1022 years.
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CHAPTER 7: Conclusion
Section 7.1: Overview
The low energy region of the Majorana Demonstrator (MJD) energy spectrum was
analyzed in search of rare-event interactions. The low threshold and high resolution of the
PPC detectors proved to be a competitive technology for rare events depositing energy in
the 5-100 keV range including bosonic dark matter searches, solar axion searches, Pauli
Exclusion Principle violation, and electron decay.
The data that was presented represents only 478 kg d of exposure from Module 1 com-
missioning data. During commissioning, multiple issues were still being addressed, including
the energy-scale calibration and electronic noise. Errors in the calibration offset parame-
ter that were negligible at high energy produced significant peak-shifts in the low-energy
spectrum. Additionally, the strict protocols that were followed to minimize the enriched de-
tectors’ exposure to cosmogenic activation resulted in a lack of peaks below 238 keV to use
for calibration. Given the low individual detector count-rate, the spectra from each of the 13
enriched detectors were summed, which required that the calibration procedure was accurate
and consistent enough to avoid smearing peaks during spectral summing. Noise issues also
plagued the commissioning data. Detectors had to be cut from the analysis, penalizing the
overall exposure. Waveform analysis cuts were developed to mitigate the noise issue in the
analyzed detectors, but their efficiency dropped below 5 keV, setting a lower bound on the
analysis threshold. This threshold is higher than the sub-keV thresholds attained by other
PPC Ge detector experiments. Reducing the MJD analysis threshold is a topic of ongoing
research by the collaboration.
Despite the setbacks, new limits were reported for bosonic dark matter searches, solar
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Table 7.1: Summary of Results. The energy indicates the peak centroid in the signal model
with the most stringent limit.
Parameter Description Energy Limit (90% C.L.)
gAe Axio-electric coupling con-
stant
11.8 keV < 4.5× 10−13
α′/α Scaled vector electric fine-
structure analoge
11.8 keV < 9.7× 10−28
geffAN × gAe Product of the axio-nuclear
and axio-electric coupling
of solar axions
14.4 keV < 3.8× 10−17
β2/2 Pauli Exclusion Principle
violating decay probability
10.6 keV < 8.5× 10−48
τe− Electron lifetime 11.1 keV > 1.2× 1024
axion searches, and Pauli Exclusion Principle violation. A factor of two separates the Majo-
rana electron decay results from the best limit by P. Belli et. al. [199]. Table 7.1 summarizes
the results.
Section 7.2: Outlook
Several improvements to these results are forthcoming. The inclusion of the inner elec-
troformed copper shield has shown a reduced background rate in the low energy region.
Preliminary results from data set 1 (DS1) show a roughly factor of 3 decrease in the event
rate. Since commissioning, successful detector repairs have been completed, allowing the
inclusion of additional detectors in subsequent data sets. Module 2 has since come online,
roughly doubling the active mass of the detectors. Lower thresholds will permit additional
rare-event searches, including low-mass WIMP searches. The analysis phase of MJD is well
underway and many new results are expected to be published by late 2017.
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