Abstract. Let E be an optimal elliptic curve defined over Q. The critical subgroup of E is defined by Mazur and Swinnerton-Dyer as the subgroup of E(Q) generated by traces of branch points under a modular parametrization of E. We prove that for all rank two elliptic curves with conductor smaller than 1000, the critical subgroup is torsion. First, we define a family of critical polynomials attached to E and describe two algorithms to compute such polynomials. We then give a sufficient condition for the critical subgroup to be torsion in terms of the factorization of critical polynomials. Finally, a table of critical polynomials is obtained for all elliptic curves of rank two and conductor smaller than 1000, from which we deduce our result.
1. Introduction 1.1. Preliminaries. Let E be an elliptic curve over Q and let L(E, s) be the L-function of E. The rank part of the Birch and Swinnerton-Dyer (BSD) conjecture states that rank(E(Q)) = ord s=1 L(E, s).
The right hand side is called the analytic rank of E, and is denoted by r an (E). The left hand side is called the algebraic rank of E. The rank part of the BSD conjecture is still open when r an (E) > 1, and its proof for r an (E) = 1 uses the Gross-Zagier formula, which relates the value of certain L-functions to heights of Heegner points.
Let N be the conductor of E. The modular curve X 0 (N ) is a nonsingular projective curve defined over Q. Since E is modular(Breuil, Conrad, Diamond, and Taylor [2] ), there is a surjective morphism ϕ : X 0 (N ) → E defined over Q. Let ω E be the invariant differential on E and let ω = ϕ * (ω E ). Then ω is a holomorphic differential on X 0 (N ) and we have ω = cf (z)dz, where f is the normalized newform attached to E and c is a nonzero constant. In the rest of the paper, we fix the following notations: the elliptic curve E, the conductor N , the morphism ϕ, and the differential ω.
Let R ϕ = [z]∈X0(N ) (e ϕ (z) − 1)[z] be the ramification divisor of ϕ. Definition 1.1 (Mazur and Swinnerton-Dyer [9] ). The critical subgroup of E is
where tr(P ) = σ:Q(P )→Q P σ .
Since the divisor R ϕ is defined over Q, every point [z] in its support is in X 0 (N )(Q), hence ϕ([z]) ∈ E(Q), justifying the trace operation. The group E crit (Q) is a subgroup of E(Q). Observe that R ϕ = div(ω), thus deg R ϕ = 2g(X 0 (N )) − 2. In the rest of the paper, we use the notation div(ω) in place of the ramification divisor R ϕ . In addition, we will assume E is an optimal elliptic curve, so ϕ is unique up to sign. This justifies the absence of ϕ in the notation E crit (Q).
Recall the construction of Heegner points: for an imaginary quadratic order O = O d of discriminant d < 0, let H d (x) denote its Hilbert class polynomial. For any discriminant d, let E d denote the quadratic twist of E by d. Then the Gross-Zagier formula in [7] together with a non-vanishing theorem for L(E d , 1)(see, for example, Bump, Friedberg, and Hoffstein [3] ) implies the following
The first case in the above theorem is essential to the proof of rank BSD conjecture for r an (E) = 1. Observe that the defining generators of the critical subgroup also take the form tr(ϕ([z])). Then a natural question is: Question 1.4. Does there exist an elliptic curve E/Q with r an (E) ≥ 2 and rank(E crit (Q)) > 0?
We will show that the answer is negative for all elliptic curves with conductor N < 1000, using critical polynomials attached to elliptic curves.
Main results.
Let E, N, ϕ, and ω be as defined previously, and write div(ω)
nz .
Since div(ω) is defined over Q and has degree 2g(X 0 (N )) − 2, we have F E,j (x) ∈ Q[x] and deg F E,j ≤ 2g(X 0 (N ))−2, where equality holds if div(ω) does not contain cusps. For any non-constant modular function h ∈ Q(X 0 (N )), the critical h-polynomial of E is defined similarly, by replacing j with h.
In this paper we give two algorithms Poly Relation and Poly Relation-YP to compute critical polynomials. The algorithm Poly Relation computes the critical j-polynomial F E,j , and the algorithm Poly Relation computes the critical h-polynomial F E,h for some modular function h, chosen within the algorithm.
We then relate the critical polynomials to the critical subgroup via the following theorem. Recall that H d (x) denotes the Hilbert class polynomial associated to a negative discriminant d. Theorem 1.6. Suppose r an (E) ≥ 2, and assume at least one of the following holds: (1) F E,h is irreducible for some non-constant function h ∈ Q(X 0 (N )). 
Then rank(E crit (Q)) = 0.
Combining Theorem 1.6 with our computation of critical polynomials, we verified Corollary 1.7. For all elliptic curves E of rank 2 and conductor N < 1000, the rank of E crit (Q) is zero.
The paper is organized as follows: in Sections 2 and 3, we describe the algorithms Poly Relation and Poly Relation-YP. In Section 4, we prove Theorem 1.6. Last, in Section 5, we show a table of critical polynomials for all elliptic curves with rank 2 and conductor smaller than 1000, and prove Corollary 1.7.
The algorithm Poly relation
Let C/Q be a nonsingular projective curve. For a rational function r ∈ Q(C), let div 0 (r) denote its divisor of zeros. We then define deg r = deg(div 0 (r)). Definition 2.1. Let C/Q be a nonsingular projective curve, and let r, u be two non-constant rational functions on C. A minimal polynomial relation between r and u is an irreducible polynomial P (x, y) ∈ Q[x, y] such that P (r, u) = 0 and deg
Minimal polynomial relation always exists and is unique up to scalar multiplication. Write div(r) = n z [z] and P (x, y) = f n (y)x n + · · · + f 1 (y)x + f 0 (y). We have Proposition 2.2. If Q(C) = Q(r, u) and gcd(f 0 (y), f n (y)) = 1, then there is a constant c = 0 s.t.
Proof. Dividing P (x, y) by f n (y), we get 
where the w j are normalized valuations equivalent to extensions of v to L.
For any z 0 ∈ C such that u(z 0 ) = ∞, consider the valuation v = ord (u−u(z0)) on Q(u). The set of extensions of v to Q(C) = Q(r, u) is in bijection with {z ∈ C : u(z) = u(z 0 )}. Take a = r and apply Theorem 2.3, we obtain
Combining the identities for all z 0 ∈ C \ div ∞ (u), we have
If r(z) = 0, then the condition gcd(f 0 (y), f n (y)) = 1 implies that f 0 (u(z)) = 0 and f n (u(z)) = 0. Therefore,
This completes the proof.
For completeness we also deal with the case where u(z) = ∞. The corresponding valuation is ord ∞ ( f g ) = deg g − deg f , and we have
We will apply Proposition 2.2 to the computation of F E,j . Consider dj = j ′ (z)dz, viewed as a differential on X 0 (N ). Fix the following two modular functions on X 0 (N ):
First we compute the divisor of r. Let E 2 (N ) and E 3 (N ) denote the set of elliptic points of order 2 and 3 on X 0 (N ), respectively. Then
Note that (3) may not be the simplified form of div(r), due to possible cancellations when supp div(ω) contains cusps. But since the definition of F E,j only involves critical points that are not cusps, the form of div(r) in (3) works fine for our purpose.
Next we show Q(r, u) = Q(X 0 (N )) for the functions r, u in (1). First we prove a lemma.
First we show that it suffices to consider the case where d = 1. Since (M, d) = 1, there exists y, w ∈ Z such that M y + dw = 1. By replacing (y, w) with (y + kd, w − kM ) if necessary, we may assume (y, N ) = 1. So we can find x, z ∈ Z such that γ = ( 
Lemma 2.6. Let g be the genus of X 0 (N ). If T ≥ 2g − 2 is a positive integer, then rj T and u satisfy the second condition of Proposition 2.2.
is the set of all cusps. Suppose gcd(f n , f 0 ) > 1. Let p(y) be an irreducible factor of gcd(f 0 , f n ). Consider the valuation ord p on the field K(y). Since P is irreducible, there exists an integer i with 0 < i < n such that p ∤ f i . Thus the Newton polygon of P with respect to the valuation ord p has at least one edge with negative slope and one edge with positive slope. Therefore, for any Galois extension of L of K(u) containing K(r, u) and a valuation ord p on L extending ord p , there exists two conjugates r ′ , r ′′ of r such that ord p (r ′ ) < 0 and ord
, then all conjugates of r 1 in K(X(N ))/K(u) are of the form r 1 (αz) for some α ∈ SL 2 (Z), Hence the set of poles of any conjugate of r 1 is the set of all cusps on X(N ), a contradiction.
Note that for any T ∈ Z, we have Q(rj T , u) = Q(r, u) = Q(X 0 (N )). Hence when T ≥ 2g − 2, the pair (rj T , u) satisfies both assumptions of Proposition 2.2. We thus obtain Theorem 2.7. Let T ≥ 2g − 2 be a positive integer and let P (x, y) = f n (y)x n + · · · + f 1 (y)x + f 0 (y) be a minimal polynomial relation of rj T and u. Then there exist integers A, B and a nonzero constant c such that
The integers A and B are defined as follows. Let
. Applying Proposition 2.2 to rj T and u, we get
To change from u to j, we replace y by 1/y in (a) and multiply both sides by y deg f0 to obtain
The contribution of {z ∈ div(ω) : j(z) = 0} to F E,j can be computed from (b), so
Now we describe the algorithm Poly Relation.
Algorithm 1 Poly relation
Input: E = Elliptic Curve over Q; N = conductor of E; f = the newform attached to
, and c N = number of cusps of X 0 (N ). Output: The critical j-polynomial F E,j (x).
1: Fix a large integer M . T := 2g − 2.
An upper bound on the number of terms M in the above algorithm can be taken to be 2 deg r deg u + 1, by the following lemma.
Lemma 2.8. Let r, u ∈ Q(X 0 (N )) be non-constant functions. If there is a polynomial P ∈ Q[x, y] such that deg x P ≤ deg u, deg y P ≤ deg r, and
for some M > 2 deg u deg r, then P (r, u) = 0.
Proof. Suppose P (r, u) is non-constant as a rational function on X 0 (N ), then deg
Since M > 2 deg u deg r, the number of zeros of P (r, u) is greater than its number of poles, a contradiction. Thus P (r, u) is a constant function. But then P (r, u) must be 0 since it has a zero at [∞] . This completes the proof.
Remark 2.9. When N is square free, there is a faster method that computes F E,j by computing the Norm of the modular form f , defined as Norm(f ) = f |[A i ], where {A i } is a set of right coset representatives of Γ 0 (N ) in SL 2 (Z). This approach is inspired by Ahrlgen and Ono [1] , where j-polynomials of Weierstrass points on X 0 (p) are computed for p a prime.
Remark 2.10. Also for the sake of speed, instead of taking T = 2g − 2 in the algorithm, we may take T = 0. First, if div(ω) does not contain cusps(for example, this happens if N is square free), then the functions r and u already satisfies the assumptions of Proposition 2.2. Second, if div(ω) does contain cusps, then deg(r) will be smaller than its set value in the algorithm, due to cancellation between zeros and poles. As a result, the vector space K will have dimension greater than 1. Nonetheless, using a basis of K, we could construct a set of polynomials P i (x, y) with P i (r, u) = 0. Now P (x, y) is the greatest common divisor of the P i (x, y).
We show a table of critical j-polynomials. Recall that H d (x) denotes the Hilbert class polynomial associated to a negative discriminant d. We use Cremona's labels for elliptic curves in Table 1 . 
Yang pairs and the algorithm Poly Relation-YP
The main issue with the algorithm Poly Relation is efficiency. The matrix we used to solve for {c a,b } has size roughly the conductor N . As N gets around 10 3 , computing the matrix kernel becomes time-consuming. So a new method is needed.
We introduce an algorithm Poly Relation-YP to compute critical polynomials attached to elliptic curves. The algorithm is inspired by an idea of Yifan Yang in [11] . The algorithm Poly Relation-YP does not compute the critical j-polynomial. Instead, it computes a critical h-polynomial, where h is some modular function on X 0 (N ) chosen within the algorithm. First we restate a lemma of Yang.
Lemma 3.1 (Yang [11] ). Suppose g, h are modular functions on X 0 (N ) with a unique pole of order m, n at the cusp [∞], respectively, such that gcd(m, n) = 1. Then (1) Q(g, h) = Q(X 0 (N )). Two non-constant modular functions on X 0 (N ) are said to be a Yang pair if they satisfy the assumptions of Lemma 3.1. Following [11] , we remark that in order to find a minimal polynomial relation of a Yang pair, we can compute the Fourier expansion of y m − x n and use products of form x a y b to cancel the pole at [∞] until we reach zero. This approach is significantly faster than the method we used in Poly Relation, which finds a minimal polynomial relation of two arbitrary modular functions. This gain in speed is the main motivation of introducing Poly Relation-YP.
Let η = q 
The next theorem of Ligozat gives sufficient conditions for a η-product to be a modular function on X 0 (N ).
Lemma 3.2 (Ligozat's Criterion [8]). Let
r d be an η-product of level N . Assume the following:
If h ∈ Q(X 0 (N )) is an η-product, then it is a fact that the divisor div(h) is supported on the cusps of X 0 (N ). The next theorem allows us to construct η-products with prescribed divisors. 
for some positive integer m d .
Remark 3.4. By 'explicitly computable' in Lemma 3.3, we mean that one can compute a set of integers {r d : d | N } that defines the η-product h with desired property. It is a fact that the order of vanishing of an η product at any cusp of X 0 (N ) is an linear combination of the integers r d . So prescribing the divisor of an η-product is equivalent to giving a linear system on the variables r d . Thus we can solve for the r d 's and obtain the q-expansion of h from the q-expansion of η. What we just showed is the existence of an η-product h ∈ Q(X 0 (N )) s.t. either h or jh satisfies (1). Now (2) follows from the fact that div
Let h be a modular function that satisfies the conditions of Proposition 3.6. The next theorem allows us to compute F E,j(j−1728)h (x). For ease of notation, letr = rh andh = j(j − 1728)h. Theorem 3.7. Suppose h is a modular function on X 0 (N ) that satisfies the conditions in Corollary ??. Let P (x, y) be a minimal polynomial relation ofr andh of form (4). Write P (x, y) = f n (y)x n + · · · + f 1 (y)x + f 0 (y), and let g be the genus of X 0 (N ), then
Proof. The idea is to apply Proposition 2.2 to the Yang pair (r,h). By Lemma 3.1, every Yang pair satisfies the first assumption of Proposition 2.2. To see the second assumption holds, observe that f n (y) = −1 in (4), so gcd(f n (y), f 0 (y)) = 1. Applying Proposition 2.2, we obtain
By construction of h, there is a divisor D ≥ 0 on X 0 (N ) supported on the finite set j
Taking degrees on both sides shows deg D = deg h − (2g − 2). Sinceh(z) = 0 for all z ∈ supp D, we obtain
Next we describe the algorithm Poly Relation-YP.
Algorithm 2 Poly Relation-YP
Input: E = Elliptic Curve over Q, f = the newform attached to E. Output: a non-constant modular function h on X 0 (N ) and the criticalh-polynomial F E,h , whereh = j(j − 1728)h. 1: Find an η product h that satisfies Proposition 3.6. (4) using the method mentioned after Lemma 3.1.
Remark 3.8. The functionsr andh are constructed such that Theorem 3.7 has a nice and short statement. However, their degrees are large, which is not optimal for computational purposes. In practice, one can make different choices of two modular functions r and h with smaller degrees to speed up the computation. This idea is illustrated in the following example.
Example 3.9. Let E = 664a1 with r an (E) = 2. The genus g(X 0 (664)) = 81. Let r 4 be as defined in Remark 2.9. Using the method described in Remark 3.4, we found two η-products
with the following properties: 
The polynomial F E,h2 is irreducible in Q[x].
The critical subgroup E crit (Q)
Recall the definition of the critical subgroup for an elliptic curve E/Q: E crit (Q) = tr(ϕ(e)) : e ∈ supp div(ω) .
Observe that to generate E crit (Q), it suffices to take one representative from each Galois orbit of supp div(ω). Therefore, if we let n ω denote the number of Galois orbits in div(ω), then
is a linear combination of the defining generators of E crit (Q).
Proof. Let r 0 = ω/dj, then r 0 ∈ Q(X 0 (N )), hence p div(r0) = 0. From div(r 0 ) = div(ω) − div(dj), we deduce that p div(ω) = p div(dj) . The lemma then follows from the formula of div(dj) given in (2) and the fact that the image of any cusp under ϕ is torsion. Proof. By Lemma 4.1 and Theorem 1.3, either assumption implies that p div(ω) is torsion. But p div(ω) is a linear combination of the n ω generators of E crit (Q), so these generators are linearly dependent in E crit (Q)⊗Q. Hence the rank of E crit (Q) is smaller than n ω . Now we are ready to prove Theorem 1.6. Proof of Theorem 1.6. First, note that the definition of F E,j only involves critical points that are not cusps. However, since images of cusps under ϕ are torsion, we can replace div(ω) by div(ω) \ { cusps of X 0 (N )} if necessary and assume that div(ω) does not contain cusps.
(1) Let d = deg F 0 , then there exists a Galois orbit in div(ω) of size d, and the other (2g−2−d) points in div(ω) are CM points. Let z be any one of the (2g − 2 − d) points, then j(z) is a root of H D k (x) and z ∈ Q( √ D k ). Since div(ω) is invariant under the Fricke involution w N , one sees that j(N z) is also a root of F E,j . Therefore, j(N z) is the root of H D k ′ (x) for some 1 ≤ k ′ ≤ m. Since z and N z define the same quadratic field, we must have Q(
, which implies k = k ′ by our assumption. It follows that [z] is a "generalized Heegner point" and tr(ϕ ([z]) ) is torsion. By the form of F E,j , there exists a point [z 0 ] ∈ supp div(ω) such that j(z 0 ) is a root of F 0 . Then we have rank(E crit (Q)) = rank( tr(ϕ([z 0 ]) ) = rank( p div(ω) ). Lemma 4.1 implies p div(ω) = 0, and it follows that rank(E crit (Q)) = 0.
(2) If F E,h is irreducible, then we necessarily have n ω = 1, and the claim follows from Proposition 4.2.
Remark 4.3. Christophe Delaunay has an algorithm to compute div(ω) numerically as equivalence classes of points in the upper half plane(see [5] and [6] ). A table of critical points for E = 389a is presented in [5, Appendix B.1]. The results suggested that div(ω) contains two Heegner points of discriminant 19, and the critical subgroup E crit (Q) is torsion. Using the critical j-polynomial for 389a in Table 2 , we confirm the numerical results of Delaunay.
Data: critical polynomials for rank two elliptic curves
The columns of Table 2 are as follows. The column labeled E contains Cremona labels of elliptic curves, and those labeled g contains the genus of X 0 (N ), where N is the conductor of E. The column labeled h contains a modular function on X 0 (N ): either the j invariant or some η-product. The last column contains the factorization of the critical h-polynomial of E defined in Section 1.2. The factors of F E,j that are Hilbert class polynomials are written out explicitly. Table 2 contains all elliptic curves with conductor N ≤ 1000 and rank 2. By observing that all the critical polynomials in the table satisfy one of the assumptions of Theorem 1.6, we obtain Corollary 1.7.
From our computation, it seems hard to find an elliptic curve E/Q with r an (E) ≥ 2 and rank(E crit (Q)) > 0. Nonetheless, some interesting questions can be raised.
Question 5.1. For all elliptic curves E/Q, does F E,j always factor into a product of Hilbert class polynomials and one irreducible polynomial?
Yet another way to construct rational points on E is to take any cusp form g ∈ S 2 (Γ 0 (N ), Z) and define E g (Q) = tr(ϕ([z]) : [z] ∈ supp div(g(z)dz) .
Question 5.2. Does there exist g ∈ S 2 (Γ 0 (N ), Z) such that E g (Q) is non-torsion? Remark 5.3. Consider the irreducible factors of F E,j that are not Hilbert class polynomials. It turns out that their constant terms has many small primes factors, a property also enjoyed by Hilbert class polynomials. For example, consider the polynomial F 67a,j . It is irreducible and not a Hilbert class polynomial, while its constant term has factorization 2 68 · 3 2 · 5 3 · 23 6 · 443 3 · 186145963
3
. It is interesting to investigate the properties of these polynomials.
Remark 5.4. The polynomial relation P (x, y) between r and u can be applied to other computational problems regarding elliptic curves and modular forms. For example, one can use it to compute Fourier expansions of the newform f at every cusp (see [4] ).
