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Abstract
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New analytical and numerical solutions are developed to both the kinematic
approximation to the St Venant equations and the Hairsine-Rose (HR) soil ero-
sion model in order to gain a better physical understanding of soil erosion and
sediment transport in shallow overland flow. The HR model is unique amongst
physically based erosion models in that it is the only one that: considers the en-
tire distribution of the soil’s sediment size classes, considers the development of
a layer of deposited non-cohesive sediment having different characteristics to the
original underlying cohesive soil and considers separately the erosion processes of
rainfall detachment, runoff entrainment and gravitational deposition.
The method of characteristics and the method of lines were used to develop
both the analytical and numerical solutions respectively. These solutions were
obtained for boundary and initial conditions typical of those used in laboratory
flume experiments along with physically realistic constant and time dependent
excess rainfall rates. Depending on the boundary and initial conditions, inter-
esting new solutions of the kinematic wave equation containing expansion waves,
travelling shocks as well as solutions which split into an upslope and downslope
drying profiles were found.
Numerical solutions of the HR model were applied to the experimental flume
data of Polyakov and Nearing (2003) obtained under flow conditions which peri-
odically cycled between net erosion and net deposition conditions. While excellent
agreement was found with suspended sediment data, the analysis suggested that
an additional transport mechanisms, traditionally not included in soil erosion
models, was occurring. While the inclusion of bed-load transport improved the
ii
overall model prediction, it was still not sufficient. Subsequent asymptotic analy-
sis then showed that the interaction of the flow with an evolving bed morphology
was in fact far more important than bed load transport. A very interesting find-
ing from this work showed that the traditional criterion of validating sediment
transport model based solely on suspended sediment data was not sufficient as re-
liable predictions could be obtained even when important transport mechanisms
were neglected.
Experimental plots of sediment discharge or suspended sediment concentra-
tion against water discharge in overland flow have been shown to contain signifi-
cant hysteresis between the falling and rising limbs of the discharge hydrograph.
In the final Chapter, the numerical solution developed for the complete system of
soil erosion and kinematic flow was used to show that it was possible for the HR
model to simulate three of the four hysteresis loops identified in the literature.
Counter clock-wise loops, clock-wise loops and figure 8 loops could all be pro-
duced as a result of starting with different initial conditions, being mi(x, 0) = 0,
mi(x, 0) = pimt and mi(x, 0) = 0.5pimt respectively. This is the first time that
these types of hysteresis loops have been produced by any erosion model. The
generation of these hysteresis loops are physically explainable in terms of sediment
availability and is consistent with data obtained on the field scale.
iii
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CHAPTER 1
Introduction
Soil Erosion is a phrase to describe the natural geologic phenomenon of the
displacement of soil from the place of its formation by causative agents like rain-
drops, runoff, wind, gravity, chemical reactions and anthropogenic perturbation
such as tillage (Govers et al., 1999) and its deposition at a depressional and/or
protected site (Lal, 2001, 2003). However, in the modern usage it has nearly
equivalent meaning with soil loss or soil degradation, as accelerated soil ero-
sion is the predominant reason causing soil loss and it can be a manifestation
of soil degradation (Lal, 2001). There is about 2 billion hectares, about 13.42
per cent of total land on the earth affected by human-induced soil degradation.
Amongst this, the land area affected by land degradation due to soil or water
erosion amounts to 82.5 per cent (GLASOD, 1990; Oldeman et al., 1991).
Erosion processes effect the physical, chemical and biological properties of the
soil. Physically, erosion removes soil. In general, if the erosion rate is roughly
the same as the rate that soil is formed then the total mass of soil keeps a dy-
namic balance, otherwise there is a soil loss or gain occurring. Unfortunately,
recent research has revealed that the observed erosion rates exceed the natural
soil generation rate in developed countries like the UK, USA and Australia (Bra-
zier, 2004) and developing countries like China and India (Barton et al., 2004;
Jin-Jun et al., 2007).The desertification processes in the world’s dry rangelands
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is considered to be mainly caused by the loss of soil stability and the subsequent
soil erosion (Pierson, 2000). Nearly one-third of the world’s arable land has been
lost by erosion and continues to be lost at a rate of more than 10 million hectares
per year. With the increase of 250 thousand people each day, the ability to pro-
vide food to meet the demands of the world population will become increasingly
strained. (Pimentel et al., 1995).
Soil Erosion is a size selective process. The finer soil particles are preferentially
removed or transported by runoff and leave coarser particles on the eroded area
(Asadi et al., 2007; Foster et al., 1985). As chemical fertilizers like Nitrogen and
Phosphorus tend to sorb to finer particles of soil, these nutrients are easily carried
away by eroded sediments and runoff. The over-accumulated nutrients can result
in degrading the quality of surface water bodies through eutrophication and the
eventual contamination of groundwater through infiltration (Kee Kwong et al.,
2002). This non-point/diffuse source pollution is much more difficult to control
than point source pollution. It has also been shown that CO2 and other green-
house gases emissions from terrestrial ecosystem are exacerbated by soil degra-
dation, of which accelerated soil erosion is the most predominant and widespread
form (Lal, 2003).
Many key factors related to the development of soil functionality are under-
pinned by soil biological processes and the rearrangement of soil particles into sta-
ble aggregates (Moreno-de las Heras, 2009). However, accelerated soil erosion can
prevent the accumulation of soil organic matter and thus limit the growth of veg-
etation which then causes the development and spatial organization of both soil
physical structure and soil biological functionality to be drastically constrained.
Soil erosion and its subsequent problems have greatly effected the environ-
mental and economic base that human beings rely on for survival. It is extremely
important to adopt means to better understand and analyze soil erosion processes
to reduce the impact of soil erosion and to minimize anthropogenic perturbations.
Mathematical modeling of soil erosion and sediment transport has been found to
be an effective and cost-saving way to predict the consequences of both natural
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and human-induced environmental changes and impacts on the sediment dynam-
ics.
This thesis is concentrated on the study of surface soil erosion modeling which
can be divided into two parts: water flow dynamics and erosion dynamics. Water
flow is the transport agent of soil sediments. By solving the flow dynamics we
obtain the flow depth and velocity fields across the land surface and the flow dis-
charge from the land surface. The computed flow depth and velocity fields are,
in turn, used for the erosion dynamics to predict the sediment concentration field
across the land surface and the sediment discharge from the land surface. The
linkage between hydrological processes and sediment transport forms the basis
of all erosion models, for example USLE, RUSLE, ANSWERS, LISEM, WEPP,
EUROSEM, KINEROS, WEPP and Hairsine-Rose (HR). Some of these are em-
pirically based models like USLE and RUSLE, while the others are based on
detailed mathematical descriptions of physical process like ANSWERS, WEPP,
EUROSEM, Hairsine-Rose etc (Krysanova et al., 1998). Because of the advan-
tages of the HR model (as can be read in Section 2.2), it will be adopted in this
research.
1.1 Aims
The aims of this thesis are to find effective, accurate and robust methods to
analyze and compute solutions of the shallow water and soil erosion equations,
and develop a better physical understanding of sediment transport in shallow
overland flows. These aims are accomplished by working through the following
four research objectives.
1. Carry out a literature review of the physical and mathematical background
knowledge about shallow water flow and soil erosion modeling;
2. Develop analytical and numerical solutions for the water and sediment
transport equations;
3
1.2 Contribution of this Research to Knowledge
3. Programme both the analytical and numerical solutions by using MATLAB
to achieve the visualization of solutions;
4. Compare against experimental results in literature for model validation and
refinement;
1.2 Contribution of this Research to Knowledge
The contributions of my PhD research to existing knowledge are (i) the de-
velopment of new analytical solutions for kinematic wave equation, (ii) the de-
velopment of numerical solutions using method of lines to give fully time and
space dependent solutions to both the water and sediment flow field; (iii) exten-
sion of the HR model to include a bedload transport term; (iv) Application of
the extended model to independent experimental data for net erosion and net
depositional flows. Lastly this study also reveals that the standard test for a
erosion model equation is not sufficient. It is shown that accurate estimates of
space dependent suspended sediment concentrations can be obtained by a model
that can lack key physical attributes. Consequently much more stringent and
extensive test are required, such as determining the evolution of the soil surface,
if a reliable verification of an erosion model is to be made.
1.3 Thesis Structure
This thesis has six chapters, three appendices and a CD, with the content of
each being as follow:
• Chapter 1 is introduction. It introduces the influence of soil erosion on
society and the importance of soil erosion research. The aims of my PhD
study are presented here as well as the main contributions of this study.
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• Chapter 2 contains the literature review and is divided into two parts. The
first part of literature review covers the hydrology of shallow overland water
flow, and in particular the kinematic flow. The derivation of Saint Venant
equations, the kinematic and diffusive wave approximations and analytical
solutions to the kinematic wave equation are reviewed. The second part
of the literature review focuses on soil erosion. The typical soil erosion
mechanisms contained in erosion models and the commonly used soil erosion
models are reviewed, especially, the HR model.
• Chapter 3 presents new analytical solutions to kinematic wave equation for
a number of different boundary conditions and for various time dependent
excess rainfall rates. The new solutions are shown to be posses both shocks
and expansion waves.
• Chapter 4 develops a numerical solution to the time-dependent HR model
for a constant water depth h. Steady state analytical solutions under both
net deposition and net erosion conditions are presented, and are used to
verify the numerical solution to the HR model. Validation of the time-
dependent HR model is obtained through comparison to experimental data
presented in Fig. (1) of Polyakov and Nearing (2003). An extended HR
model is developed by introducing a bedload term, then steady state an-
alytical solutions are obtained as well as a full numerical solution of the
extended model.
• Chapter 5 considers the case where the water depth h is both space and
time dependent. Due to the impact of raindrops on the soil surface prior to
rainfall, soil particles are detached resulting in a change of the soils surface
structure during this period. At the time of runoff commencement there
is also a singularity in the sediment transport equation. Consequently this
chapter develops analytical solutions of the evolution of soil surface prop-
erties prior to runoff and an analytic expansion of the suspended sediment
5
1.3 Thesis Structure
concentration at the time of runoff generation, and a numerical solution
for later times. Within this chapter it is also shown that the HR model is
able to reproduce known hysteretic behavior in sediment discharge versus
water discharge graphs. Clockwise, counter-clockwise and figure eight hys-
teresis curves are reproduced by the HR model along with a clear physical
explanation for their existence.
• Chapter 6 presents the conclusion and suggests research area for the future.
• Appendix A includes a published journal paper.
• Appendix B includes a conference paper.
• Appendix C includes two conference posters.
• The attached CD includes the pdf files of the two posters (for better view)
and all the MATLAB codes developed for this thesis.
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Literature Review
Soil erosion by water is the result of the combination of rain detaching and
overland flow transporting and entraining soil.
Rainsplash Erosion– If rain falls with sufficient intensity and raindrops
hit the bare soil (Fig. (2.1)), their kinetic energy is able to detach and move
soil particles for a short distance, usually of the order of only a few centimeters
distance. While it is mostly a soil redistribution process, soil particles do move
slowly downslope.
Runoff Erosion– Rainfall may also move soil indirectly by means of overland
water flow, like sheet flow Fig. (2.2) (with the resulting erosion called sheet ero-
sion or interrill erosion) or in confined flows such as rills Fig. (2.3) or gullies Fig.
(2.4) (called respectively rill erosion or gully erosion), or the combination of these
forms of flow Fig. (2.5). Various forms of erosion and sediment transports are
presented in Fig. (2.6). There are two reasons that overland flow occurs. Firstly,
if the rainfall intensity is higher than the soil infiltration rate, the excess rainfall
results in overland flow and is called infiltration excess runoff. Secondly, if
the bare soil has already absorbed all the water it can hold or it is frozen, runoff
will be produced through a process known as saturation excess runoff.
As the main transfer method of eroded soil occurs primarily through the
overland flow of water, understanding and predicting soil erosion and transport,
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Figure 2.1: Soil detachment by raindrops (from www.uwsp.edu)
Figure 2.2: Soil erosion by sheet flow (from www.soilerosion.net)
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Figure 2.3: Soil erosion by rill flow (from www.google.com.hk)
first requires a solid understanding of the water flow field.
2.1 Shallow Overland Water Flow
Water flow plays an important role in causing soil erosion and the transporta-
tion of sediments. The water on the earth can be essentially divided into two
main categories: surface water and ground water. This study is focused on soil
erosion causing by surface water which includes thin sheet flow over plane, rough
or irregular surfaces such as wetlands, and flow in rills, streams, rivers, lakes and
oceans (Proffitt et al., 1993). Amongst these, soil erosion by shallow overland
water flow is the key role that will be studied here.
The formulation of suitable mathematical models for overland flow is not diffi-
cult, however, computationally, such models are very challenging due to the pres-
ence of a free surface. The free surface is the water-air boundary, and therefore,
boundary conditions need to be satisfied. However the position of this boundary
is unknown and so the domain on which the equations are to be solved is also
not known a priori. In order to derive computationally more tractable models,
9
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Figure 2.4: Soil erosion by Gully flow (from www.indianetzone.com)
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Figure 2.5: Erosion by sheet flow and rills (from http://soer.justice.tas.gov.au)
11
2.1 Shallow Overland Water Flow
Figure 2.6: Various types of erosion (from www.britannica.com)
one must make some assumptions. One of the most widely used assumptions is
that the depth of water is much smaller than its flow length, which gives rise to
non-linear shallow water theory (Toro, 2001).
2.1.1 Derivation of St Venant Equations
Under the assumption that the flow depth is very “shallow” compared to the
flow length, free-surface overland flow can mathematically be described by the
Shallow Water Equations (SWEs) (Toro, 2001). The main variant of the SWEs
that we are using in this thesis are the St Venant equations which can be derived
from Navier-Stokes Equations.
The unsteady, 3D Navier-Stokes equations for an incompressible, viscous flow
are expressed as (Toro, 2001)
∂U
∂x
+
∂V
∂y
+
∂W
∂z
= 0, (2.1)
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∂U
∂t
+ U
∂U
∂x
+ V
∂U
∂y
+W
∂U
∂z
= −1
ρ
∂pw
∂x
+∇ · (µ
ρ
∇U) (2.2a)
∂V
∂t
+ U
∂V
∂x
+ V
∂V
∂y
+W
∂V
∂z
= −1
ρ
∂pw
∂y
+∇ · (µ
ρ
∇V ) (2.2b)
∂W
∂t
+ U
∂W
∂x
+ V
∂W
∂y
+W
∂W
∂z
= −1
ρ
∂pw
∂z
+∇ · (µ
ρ
∇W )− g, (2.2c)
where U, V,W are flow velocity components in x, y, z direction respectively; ρ is
flow density; pw is the water pressure, µ is the viscosity, and g is the acceleration
due to gravity. The coordinate axis is designed such that x and z are in the
horizontal and vertical directions.
The Reynolds decomposition is given by Φ = φ + φ′, where φ is the mean
value of a flow property Φ and it is defined as
φ =
1
∆t
∫ ∆t
0
Φdt, (2.3)
and φ′ is the fluctuation component.
Replacing U , V and W by the sum of their mean values (u, v, w) and fluctu-
ating components (u′, v′, w′) and applying (2.3) to (2.1) and (2.2) results in the
time-averaged 3D Reynolds equations as
∂u
∂x
+
∂v
∂y
+
∂w
∂z
= 0, (2.4)
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
+ w
∂u
∂z
= −1
ρ
∂pw
∂x
+∇ · (µ
ρ
∇u)− [∂u
′2
∂x
+
∂u′v′
∂y
+
∂u′w′
∂z
]
(2.5a)
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
+ w
∂v
∂z
= −1
ρ
∂pw
∂y
+∇ · (µ
ρ
∇v)− [∂u
′v′
∂x
+
∂v′2
∂y
+
∂v′w′
∂z
]
(2.5b)
∂w
∂t
+ u
∂w
∂x
+ v
∂w
∂y
+ w
∂w
∂z
= −1
ρ
∂pw
∂z
+∇ · (µ
ρ
∇w)− [∂w
′u′
∂x
+
∂w′v′
∂y
+
∂w′2
∂z
]− g.
(2.5c)
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Here we used an implicit condition which can be obtained from (2.4) which is
u′
∂u′
∂x
+ u′
∂v′
∂y
+ u′
∂w′
∂z
= 0,
v′
∂u′
∂x
+ v′
∂v′
∂y
+ v′
∂w′
∂z
= 0,
w′
∂u′
∂x
+ w′
∂v′
∂y
+ w′
∂w′
∂z
= 0.
(2.6)
Theoretically, (2.4) can be solved with a given initial condition at t = 0 and
boundary conditions on the bottom and free surface. But as mentioned before,
the difficulty is the free surface. The “shallow depth” assumption gives rise to the
non-linear shallow water theory (non-linear initial problem) (Toro, 2001) which
can be seen from the following derivation of 1D Saint Venant Equations.
We define the bottom water flow boundary (or soil bed) by a function
z = zb(x, t), (2.7)
and the free surface by a function
z = zs(x, t). (2.8)
The description function of the bottom and the free surface can be written
into the form
F (x, z, t) = 0, (2.9)
where for the free surface we have
Fs(x, z, t) = zs(x, t)− z = 0, (2.10)
and for the bottom boundary we have
Fb(x, z, t) = zb(x, t)− z = 0. (2.11)
According to Lamb (1932), any fluid particle on a fluid free surface, remains
there and therefore any displacement of the fluid particles should leave the func-
tion unchanged, thus DFs
Dt
= 0 i.e.
∂zs
∂t
+ us
∂zs
∂x
− ws = 0, (2.12)
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where us and ws represent the values of corresponding flow velocity components
at free surface.
For no slip bottom boundary ub = wb = 0 and if we assume the bed is non
erodible, we have
DFb
Dt
=
∂zb
∂t
= 0. (2.13)
The water pressure pw is assumed to be hydrostatic and defined as
pw = ρg(zs − z) = ρg(h+ zb − z), (2.14)
where h = zs − zb, thus
∂pw
∂x
= ρg(
∂h
∂x
+
∂zb
∂x
). (2.15)
Integrating the mass conservation equation (2.4) from the bed to the free
surface, we have ∫ zs
zb
∂u
∂x
dz + w|zszb = 0, (2.16)
and define a vertically depth average velocity u∗ as
u∗ =
1
h
∫ zs
zb
udz. (2.17)
Applying Leibniz’s rule to (2.16) and using (2.17) and (2.12) along with the
no slip bottom boundary, we get
∂(hu∗)
∂x
+
∂zs
∂t
= 0. (2.18)
Substituting zs = zb + h into (2.18) and using the assumption that the soil
bed is assumed to be non-erodible ∂zb
∂t
= 0, (2.18) simplifies to
∂h
∂t
+
∂hu∗
∂x
= 0. (2.19)
Consider now the momentum equation (2.5). Multiplying (2.4) by u and
adding to (2.5a) gives
∂u
∂t
+
∂u2
∂x
+
∂(uw)
∂z
= −1
ρ
∂pw
∂x
+Rx, (2.20)
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in which Rx accounts for all the stress terms. Integrating (2.20) and using (2.15)
for ∂pw
∂x
, results in∫ zs
zb
∂u
∂t
dz +
∫ zs
zb
∂u2
∂x
dz + (uw)|zszb = −g
∫ zs
zb
[
∂h
∂x
+
∂zb
∂x
]dz − ghSf , (2.21)
where
− ghSf = µ
ρ
∫ zs
zb
(
∂2u
∂x2
+
∂2u
∂z2
)dz −
∫ zs
zb
(
∂u′2
∂x
+
∂u′w′
∂z
)dz. (2.22)
Applying Leibniz’s rule and (2.17) to (2.21) and taking the approximation
that
u∗2 =
1
h
∫ zs
zb
u2dz, (2.23)
then (2.21) becomes
[
∂(u∗h)
∂t
− us∂zs
∂t
] + [
∂(hu∗2)
∂x
− u2s
∂zs
∂x
] + [us
∂zs
∂t
+ u2s
∂zs
∂x
]
= −gh∂h
∂x
− gh∂zb
∂x
− ghSf ,
(2.24)
or
∂(hu∗)
∂t
+
∂(hu∗2)
∂x
+ g
∂(h2/2)
∂x
= gh(
−∂zb
∂x
− Sf ). (2.25)
If the bed is erodible, any movement of fluid particles on the bed is due to
the change in the bed position through time, thus DFb
Dt
= ∂zb/∂t. Assuming the
bed is still no slip, i.e. there is no fluid flow through the bed and ub = wb = 0.
Then the mass conservation equation becomes
∂h
∂t
+
∂(hu∗)
∂x
=
−∂zb
∂t
, (2.26)
since zs = h + zb. The momentum conservation equation (2.25) still holds for
erodible bed.
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Figure 2.7: Geometry of free surface water flow on vertical and horizontal z − x
plane
2.1.2 St Venant Equations with Rainfall and Infiltration
Over an Evolving Bed
In the following section, the St Venant equations with rainfall and infiltration
conditions are going to be derived for two commonly used but different coordinate
systems.
(a) First a vertical and horizontal coordinate system is used to depict the
geometry of free surface water flow as presented in Fig. (2.7).
With rainfall input, the displacement of the fluid particles on the free surface
is directly affected by the rainfall rate, thus DFs/Dt− P (t) = 0 i.e.
∂zs
∂t
+ us
∂zs
∂x
− ws = P (t). (2.27)
If water flows through the bottom of an evolving bed due to infiltration, then
the water crosses the boundary in a direction normal to it and given by infiltration
rate G, thus bottom kinematic boundary condition becomes DFb/Dt−Gv = ∂zb∂t
i.e.
∂zb
∂t
+ ub
∂zb
∂x
− wb = Gv(t) + ∂zb
∂t
, (2.28)
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where Gv is the vertical component of G given by
Gv = G cos θ, θ = tan
−1(
−∂zb
∂x
). (2.29)
Integrating (2.4) and using (2.27) and (2.28) gives
∂(hu∗)
∂x
+ ub
∂zb
∂x
− us∂zs
∂x
+ (
∂zs
∂t
+ us
∂zs
∂x
− P )− (ub∂zb
∂x
−Gv) = 0, (2.30)
which after canceling the terms in us and ub, and substituting for h = zs − zb,
gives
∂h
∂t
+
∂(hu∗)
∂x
= P −Gv − ∂zb
∂t
. (2.31)
Equation (2.21) still holds here and we apply Leibniz’s rule along with (2.23),
(2.27) and (2.28) to get
[
∂(u∗h)
∂t
− us∂zs
∂t
+ ub
∂zb
∂t
] + [
∂(hu∗2)
∂x
− u2s
∂zs
∂x
+ u2b
∂zb
∂x
] + us[
∂zs
∂t
+ us
∂zs
∂x
− P ]
− ub[ub∂zb
∂x
−Gv] = −gh∂h
∂x
− gh∂zb
∂x
− ghSf ,
(2.32)
or
∂(hu∗)
∂t
+
∂(hu∗2)
∂x
+ g
∂(h2/2)
∂x
= gh(
−∂zb
∂x
− Sf ) + usP − ub(Gv + ∂zb
∂t
). (2.33)
Combining (2.31) and (2.33) results in
∂u∗
∂t
+u∗
∂u∗
∂x
+g
∂h
∂x
= g(
−∂zb
∂x
−Sf )+ 1
h
(usP−ubGv−ub∂zb
∂t
)−u
∗
h
(P−Gv). (2.34)
While the terms involving P , Gv and ∂zb∂t are important components in the
mass conservation equation of (2.31), their contributions to the momentum equa-
tion (2.34) are small and therefore generally neglected.
(b) Secondly a coordinate system aligned with the flow is used to depict the
geometry of free surface water flow as presented in Fig. (2.8).
Here h is no longer the vertical height from the water surface to the bed but
is normal to the average slope of the bed surface. The velocity u and flux q are
now in the downstream direction also. We define α is the angle of the average
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Figure 2.8: Geometry of free surface water flow on z − x plane aligned with free
surface
bed slope to the horizontal and therefore the bed gradient ∂zb/∂x is now with
respect to the average bedslope. Thus ∂zb/∂x = 0 corresponds to flow down a
surface of constant slope.
At any point on the bed surface, the angle it makes to the horizontal is given
by
θ = α + tan−1(
−∂zb
∂x
). (2.35)
For small changes in gradient, then we can show
sin θ = sinα +
−∂zb
∂x
= So +
−∂zb
∂x
. (2.36)
where So is the average slope of plane.
For this coordinate system the kinematic surface and bed condition become
∂zs
∂t
+ us
∂zs
∂x
− ws = P (t) cosα, (2.37)
and
∂zb
∂t
+ ub
∂zb
∂x
− wb = Gα(t) + ∂zb
∂t
, (2.38)
where Gα is the component of G which is normal to plane at angle α.
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Doing the similar derivation as in case (a), we can obtain the mass conserva-
tion equation as
∂h
∂t
+
∂(hu∗)
∂x
= P cosα−Gα − ∂zb
∂t
. (2.39)
In the rotated coordinate system, (2.5a) will have a gravity component, thus
it should be replaced with
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
+ w
∂u
∂z
=g sinα− 1
ρ
∂pw
∂x
+∇ · (µ
ρ
∇u)− [∂u
′2
∂x
− ∂u
′v′
∂y
− ∂u
′w′
∂z
],
(2.40)
and the hydrostatic pressure term is now
pw = ρg cosα(h+ zb − z). (2.41)
Following the same steps as before and integrating over the depth gives∫ zs
zb
∂u
∂t
dz+
∫ zs
zb
∂u2
∂x
dz+usws−ubwb = gh sinα−g cosα
∫ zs
zb
[
∂h
∂x
+
∂zb
∂x
]dz−ghSf .
(2.42)
Applying Leibniz’s rule along with (2.37) and (2.38) to the above equation
results in
[
∂(u∗h)
∂t
− us∂zs
∂t
+ ub
∂zb
∂t
] + [
∂(hu∗2)
∂x
− u2s
∂zs
∂x
+ u2b
∂zb
∂x
]+
us[
∂zs
∂t
+ us
∂zs
∂x
− P cosα]− ub[ub∂zb
∂x
−Gα]
=gh sinα− gh cosα(∂h
∂x
+
∂zb
∂x
)− ghSf ,
(2.43)
or
∂(hu∗)
∂t
+
∂(hu∗2)
∂x
+g cosα
∂(h2/2)
∂x
= gh(So+cosα
−∂zb
∂x
−Sf )+usP cosα−ub(Gα+∂zb
∂t
).
(2.44)
Combining it with mass conservation equation gives
∂u∗
∂t
+ u∗
∂u∗
∂x
+ g cosα
∂h
∂x
=g(So + cosα
−zb
∂x
− Sf ) + 1
h
(usP cosα− ubGα − ub∂zb
∂t
)− u
∗
h
(P cosα−Gα).
(2.45)
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Choosing coordinate system (a) or (b) is determined by the measured value of
h and u∗. For horizontal and vertical coordinate system, h is the vertical height
from the water surface to the bed and u∗ is the flow velocity in x direction.
However, for coordinate system aligned with flow, h is normal to the average
slope of the bed surface and u∗ is in the downstream direction.
2.1.3 Kinematic and Diffusive Wave Approximation
For the rest of the thesis, we will only consider the St Venant equations on a
coordinate system aligned with the downstream direction as in (2.39) and (2.44).
Additionally flows over a non-erodible bed are considered along with small slope
angles such that cosα ' 1. Finally the “stars” are dropped for u and v and from
now on, u and v implicitly refer to u∗ and v∗. The 2D St Venant equations on
this system can be derived similarly as 1D equations and expressed as
∂h
∂t
+
∂(hu)
∂x
+
∂(hv)
∂y
= P (x, y, t)−G(x, y, t) = R(x, y, t), (2.46)
∂(hu)
∂t
+
∂(hu2 + 0.5gh2)
∂x
+
∂(huv)
∂y
= gh(Sox − Sfx), (2.47)
∂(hv)
∂t
+
∂(huv)
∂x
+
∂(hv2 + 0.5gh2)
∂y
= gh(Soy − Sfy), (2.48)
where Sfx and Sfy are the bed friction terms given by Manning’s equation as
Sfx =
n2u
√
u2 + v2
h4/3
, Sfy =
n2v
√
u2 + v2
h4/3
, (2.49)
or given by Darcy-Weisbach equation as
Sfx =
CDu
√
u2 + v2
gh
, Sfy =
CDv
√
u2 + v2
gh
, (2.50)
where n is Manning’s friction coefficient and CD = f/8 with f is the Darcy-
Weisbach friction factor. The direct effects of rainfall and infiltration on the x
and y momentum equations are assumed to be negligible.
In general, the St Venant equations can’t be solved analytically and can be
quite demanding computationally to obtain numerical solutions. Consequently it
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has been usual to consider simplifications based on specialized flow conditions.
The kinematic and diffusion wave approximations are two such widely used sim-
plifications (refer to Fig. (2.9) to see the differences between these two waves).
For the kinematic wave approximation, the weight component of fluid in the di-
rection of the channel is assumed to be equal to the resistive forces due to channel
bed friction, i.e.
Sox = Sfx, Soy = Sfy. (2.51)
Using Manning’s equation in (2.51) gives the solutions for u and v velocity
components as
u =
√
Sox
n(1 + S2oy/S
2
ox)
1/4
h2/3 = Kxh
2/3, (2.52)
v =
√
Soy
n(1 + S2oy/S
2
ox)
1/4
h2/3 = Kyh
2/3. (2.53)
If Darcy-Weisbach equation is used in (2.51), the u and v would be given by
u =
√
gSox/CD
(1 + S2oy/S
2
ox)
1/4
h1/2 = Kxh
1/2, (2.54)
v =
√
gSoy/CD
(1 + S2oy/S
2
ox)
1/4
h1/2 = Kyh
1/2. (2.55)
Since we have explicit expressions for u and v in terms of the height h, (2.46)
reduces to a single partial differential equation
∂h
∂t
+
∂qx
∂x
+
∂qy
∂y
= R, (2.56)
where qx = Kxhm, qy = Kyhm with m = 5/3 (Manning) or 3/2 (Dary-Weisbach).
Equation (2.56) is known as the 2D kinematic wave model for shallow overland
flow.
When the inertial forces are still neglected but the pressure forces are not,
the Saint Venant Eqautions can be approximated by the diffusion or non-inertia
wave equations. This is given by combining (2.46) with the following equations
∂h
∂x
= Sox − Sfx, ∂h
∂y
= Soy − Sfy. (2.57)
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Figure 2.9: Comparison of Kinematic Wave and Dynamic Wave (from MacArthur
and J.Devries (1993))
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Viera (1983), Govindaraju and Kavvs (1991) have shown that the diffusion
wave equations may be used under conditions of steep rough slopes. The appli-
cability of the 1D diffusion wave approximation to reproduce experimental data
has been shown by Govindaraju and Kavvs (1991).
The criteria for using the kinematic wave or diffusive wave approximations to
the St Venant Equations have been proposed by Woolhiser and Liggett (1967),
Ponce et al. (1978) and Morris and Woolhiser (1980). In Woolhiser and Liggett
(1967), they gave the dimensionless solutions for the rising hydrograph for un-
steady 1D flow over a plane. Through comparing to a nondimensional numerical
solution of the St Venant equations, they found that for a kinematic wave num-
ber k = S0L
h(L)F 2r (L)
> 20, the kinematic wave equation was a good approximation
to the Saint Venant equations. Ponce et al. (1978) examined the applicability
of the kinematic and diffusive wave models for open channel flow by utilizing a
linear stability analysis of Saint Venant equations. They concluded that most
overland flow can be approximated by kinematic flow. However as mentioned
in Morris and Woolhiser (1980), Ponce et al. (1978) did not consider the lateral
inflow and flow boundary conditions in their discussion. Morris and Woolhiser
(1980) adopted the approach of Woolhiser and Liggett (1967) and included the
effect of lateral inflow along with upstream and downstream boundary conditions.
They demonstrated that at low Frounde number Fr = u√gh and high k, the dif-
fusive wave equation was a good approximation to Saint Venant equations; the
kinematic wave approximation can be used if k > 20, but for low values of Fr
(Fr < 0.5), an additional condition needs to be satisfied, i.e. F 2r k ≥ 5 (Morris
and Woolhiser, 1980). In practice, a wide range of shallow overland flows can be
solved by using the simpler kinematic wave approximation, including the flows
considered in this thesis. Consequently, only the kinematic wave equation will be
considered from now on.
The assumptions behind the overland flow equations are therefore give as
below.
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St Venant equations
• The depth averaged flow velocity is appropriate
• It will not apply when flow separation is significant or there is vertical
circulation in the flow
• It applies for Froude number Fr < 1 or Fr > 1
Kinematic flow equation
• The flow acceleration and hydrostatic pressure forces are not important
• The bed slope and bed friction are in balance
• The Froude number Fr  1, kinematic number k > 20 and F 2r k ≥ 5
• There is no interaction between bed evolution and the flow of water
Diffusive flow equation
• The flow acceleration is not important but hydrostatic pressure force is
• Froude number Fr < 1
2.1.4 Solutions to the 1D Kinematic Wave Equation
In this section, the analytical solutions which have been obtained for the 1D
kinematic wave equation
∂h
∂t
+
∂(Khm)
∂x
= P −G = R, (2.58)
will be briefly introduced.
Henderson and Wooding (1964) was the first paper to give an explicit analyt-
ical solution to (2.58) with R = P = constant > 0. They ignored infiltration and
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considered a constant rainfall rate and used the method of characteristics (earlier
introduced in Lighthill and Whitham (1955)) to obtain the solution
h = (
Rx
K
)
1
m , x ≤ KRm−1tm, (2.59)
h = Rt, x ≥ KRm−1tm, (2.60)
for the initial and boundary conditions
h(x, 0) = 0, x > 0;
h(0, t) = 0, t > 0.
(2.61)
Sherman and Singh (1976a) developed analytical solutions for the kinematic
wave flow on a converging surface (Fig. (2.10)) with R = P = constant > 0. The
kinematic wave equation is written as
∂h
∂t
+
∂(Khm)
∂x
= R +
uh
L0 − x, (2.62)
with the boundary and initial conditions
h(x, 0) = 0, 0 ≤ x ≤ L0(1− r),
h(0, t) = 0, 0 ≤ t,
(2.63)
where u is the flow velocity, L0 is the length of the converging section and L0(1−r)
is the length of flow as shown in Fig. (2.10).
The analytical solution is expressed in terms of the beta and incomplete beta
functions as
h(x, t0) = (P/2)
1
m [
L20 − (L0 − x)2
K(L0 − x) ]
1
m , x ≤
∫ t
0
mKhm−1dt;
h(x, x0) = (P/2)
1
mK−
1
m [
(L0 − x0)2 − (L0 − x)2
L0 − x ]
1
m , x ≥
∫ t
0
mKhm−1dt
(2.64)
where t0 and x0 can be calculated from
t0 = t− (ξ
2
)(L0/K)
1/m[β(a1, a2)− βφ(a1, a2)], (2.65)
a1 = 1− 2
m
, a2 =
1
m
, φ = [(L0 − x)/L0]2, (2.66)
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Figure 2.10: Geometry of converging overland flow model (from Sherman and
Singh (1976a))
and
x0 = L0 −K(2
ξ
t
β(a2, b2)− βϕ(a2, b2))
m, (2.67)
a2 = 1− 1
2m
, b2 =
1
m
, ϕ = (
L0 − x
L0 − x0 )
2. (2.68)
where
ξ = m−1(2/P )(m−1)/m, β(an, am) =
Γ(an)Γ(am)
Γ(an + am)
, (2.69)
βη(an, am) =
ηan(1− η)am
an
[1 +
∞∑
j=0
β(an + 1, j + 1)
β(an + am, j + 1)
ηj+1]. (2.70)
Sherman and Singh (1976b) extended the solution in Sherman and Singh
(1976a) for the case when the infiltration is taken into account on the converging
surface. The solution is presented as in (2.64) to (2.70) with P being replaced by
R and ξ being replaced by ξ∗ where
R = P −G, ξ∗ = m−1(2/R)(m−1)/m. (2.71)
A similarity solution is presented in Campbell et al. (1984) for (2.62) and
(2.63) when R is proportional to any power of time (i.e. R = Stλ1−1). The
similarity solution reduced (2.62) to only one ordinary differential equation by
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applying similarity variable φ = (L0 − x)tγ∗ to (2.62). The ODE is then written
as
dF1
dφ
=
S − λ1F1 − (K/φ)Fm1
mKFm−11 + γ∗φ
, (2.72)
where F1 is a function of φ and λ1, m and γ∗ satisfy
λ1(m− 1) + 1 + γ∗ = 0. (2.73)
An analytical solution to F1(φ) can be found when R is taken constant, λ1 = 1,
γ∗ = −m and is given by
φ = (2K/R)Fm1 . (2.74)
Sherman (1976) shows that (2.58) and (2.62) under the initial and boundary
conditions of (2.61), can be converted to each other. Hence the solution for (2.62)
can be obtained from the solution of (2.58) by replacing of h, P and K with h,
P and K which are
h = (L0 − x)h, P = (L0 − x)P, K = k
(L0 − x)m−1 . (2.75)
Comparing to Henderson and Wooding (1964), Sherman (1976) extended the
solution for (2.58) to allow for rainfall rate P and infiltration rate G to vary with
x (though for this case, the solutions can not be solved analytically in general).
Parlange et al. (1981) considered the case when the excess rainfall rate R is a
function of t with R ≥ 0 for t ≥ 0. They presented a general analytical solution
for (2.58) with the initial and boundary conditions of (2.61).
The solution is expressed as
h =
∫ t
t0
R(t
′
)dt
′
, x = mK
∫ t
t0
[
∫ t¯
t0
R(t
′
)dt
′
]m−1dt¯, x ≤ xc; (2.76)
h =
∫ t
0
R(t
′
)dt
′
, x ≥ xc, (2.77)
where 0 ≤ t0 ≤ t and
xc = mK
∫ t
0
[
∫ t¯
0
R(t
′
)dt
′
]m−1dt¯. (2.78)
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Note that for constant R, (2.76) to (2.78) reduce to the solution of Henderson
and Wooding (1964). Parlange et al. (1981) applied their solutions for a single
peak excess rainfall rate given by R = R0e−t/τ (1 − e−t/τ ) where R0 and τ are
arbitrary constants, which determine the width and peak of R(t).
Cundy and Tento (1985) presented an explicit solution for (2.58) for a constant
rainfall rate P and infiltration rate G(t) given by Philip’s equation (Philip, 1969).
They also considered the same boundary and initial conditions of (2.61).
Defining t∗ as the time when the rainfall rate equals to the infiltration rate,
i.e. R = 0, then their solution needs to be separated into two regimes. One is for
R = P −G > 0 when 0 < t < t∗, another one is for R = P −G < 0 when t ≥ t∗.
While Cundy and Tento (1985) were able to obtain an explicit solution for
their particular R(t) function, Sander et al. (1990) generalized their solution for
R being an arbitrary function of time and having the property of R(t) ≥ 0 for
t ≤ t∗ and R(t) < 0 for t > t∗. For the first time regime, the solution is given
as (2.76) and (2.77). For the second time regime, the solution has the same form
as in the regime t ≤ t∗ but t0 varies in the range 0 < t0 ≤ t2 where t2 can be
calculated from ∫ t
t2
R(t)dt = 0. (2.79)
Physically t2 defines the upslope edge of the free drying surface when it is traveling
down the hillslope. For t > t∗, h = 0 no longer occurs at x = 0 (as G > P ) but
is given by t0 = t2 and occurs at
x = mK
∫ t
t2
[
∫ t
t2
R(t)dt]m−1dt. (2.80)
The solution was evaluated for a single peak R = R0(e−t/τ − ksat/R0)(1− e−t/τ )
which had the property of R→ −ksat as t→∞ where ksat is saturated hydraulic
conductivity.
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2.2 Soil Erosion
Soil erosion modeling has wide applications. It can be used to study the
loss of productive soil from agricultural fields; reduction in soil productivity and
its impact on crop yields; land degradation; the transport of attached chemicals
such as fertilizers and pesticides and the eutrophication of surface water bodies.
Soil erosion does lead directly to the pollution of river estuaries and can have
a significant impact on the local ecology. For example, there is a 22,000 square
km hypoxia zone near the mouth of the Mississippi river and is due directly to
the erosion of upstream farmlands containing high loads of nitrogen (Rabalais
et al., 2007). The frequent occurrence of red tides in Bohai (China) is closely
related to the large amount of nutrient inputs from the Yellow river which not
only accounts for up to 50% of inflow to Bohai but carries high loads of nitrogen
from eroded farmlands (Jiang et al., 2005; Yu et al., 2010; Zhao et al., 2002). The
algae bloom in the Taihu lake area in China has led to the lack of high quality
water resources for the local people and the economy. These algae blooms have
resulted directly from the accumulation of nitrogen and phosphorus arising from
upstream erosion (Hu et al., 2008). The reliable prediction of soil erosion and the
transport of attached chemicals, can be used to develop management strategies
for minimizing sediment and chemical transport, thereby reducing its impact on
the environment.
Early in the last century, because of inappropriate application of European-
based land management methods to countries such as the USA and Australia,
the natural rates of soil erosion were dramatically accelerated resulting in serious
land degradation problems in these countries. The problems motivated people
to do research into soil erosion, especially in the USA (Hudson, 1981). In this
section, the main soil erosion models are reviewed and their range of applications
is discussed. In particular, special attention is paid to the Hairsine-Rose model,
the progress in finding solutions to this model and its application to experimental
data.
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2.2.1 Soil Erosion Models
In 1907, a policy of land protection was declared by the United States De-
partment of Agriculture (USDA), which led to the development of research pro-
grammes on the effect of different land management and treatments on water
flow and levels of soil erosion in chosen fields. With the establishment of Federal
and State Experiment Stations, this research was expanded and accelerated, with
1928 to 1958 being a period of intensive collection and tabulation of runoff and soil
loss data (Sander et al., 2007b). The analysis from these experiments provided
guidance on the role of many factors and agronomic treatments in controlling soil
loss (Ayres, 1936). Also, based on the large amount of data collected by USDA,
Wishmeier and Smith (1960) developed the famous Universal Soil Loss Equation
(USLE) which was classified later as an empirically based mathematical model
(a model constructed basing on collected data and limited to conditions for which
the data was obtained). At that time, rainfall seemed to be considered as a more
important mechanism than runoff in the process of soil erosion as reflected in the
studies by Laws (1940), Ellison (1947), Ekern (1951) and Hudson (1957).
The USLE is a combination of five factors which is given as
A = RR×Kr × LS × CP × PP, (2.81)
where A represents the potential long term average annual soil loss;
RR is the rainfall and runoff factor by geographic location;
Kr is the soil erodibility and depends on the organic matter and texture of
the soil, its permeability and profile structure;
LS is the topographical factor and depends on both the length and gradient
of the slope;
CP the plant cover factor and is a simple relation between erosion on bare
soil and erosion observed under a cropping system;
PP is a factor that takes account of specific erosion control practices such as
contour tilling or mounding, or contour ridging.
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The USLE has had historical dominance in studying soil erosion and conser-
vation measures because it is a practically oriented approach, easy to understand
and to use. However it has limitations as has been pointed out in Wishchmeier
(1976):
• The estimation of the soil loss is for specific geographic areas and particular
land use and management
• The calculation applies for long-term (over 20 years) average, not for indi-
vidual erosion events
• The equation only considers rain as the source of energy, not overland flow
needed for entrainment, so it only applies to sheet flow below the critical
shear stress
• This method focuses on net erosion process itself, it doesn’t apply to situ-
ation where net deposition of sediments is occurring.
To overcome the limitations of USLE, various modifications have been made.
The most widely used improved USLE model is Revised USLE (RUSLE) which
was developed by Renard et al. (1994). It uses the same formula as USLE but
includes some refinements to the determining factors. Another modified USLE is
called MUSLE which is an attempt to compute soil loss for a single storm event
(Aksoy and Kavvas, 2005). Other empirically based models like SEDD – SEd-
iment Delivery Distributed (Ferro, 2000) and AGNPS – AGricultural NonPoint
Source (Young et al., 1989) are derived from USLE. The USLE and its successors
have a common character that is they all concentrate on estimating the quantity
of soil loss and do not describe the actual soil erosion process which turns to be
a more important objective in recent soil erosion research.
The alternative to empirical approaches has been to develop more physically
based erosion and sediment transport models (models that are developed from
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mass conservation equations (Aksoy and Kavvas, 2005)). The mass conservation
equation for sediment laden water flowing down a sloping surface is written as
∂(hc)
∂t
+
∂(qc)
∂x
= Er, (2.82)
where h is water depth (m), c is suspended sediment concentration (kg m−3), q
is volumetric flux per unit width (m2 s−1), qc is the sediment flux (kg m−1s−1)
and Er (kg m−2s−1) includes all processes which add to or remove sediment from
the flow. Both h and q are determined for solutions from the St Venant equation
for overland flow, and usually from the kinematic wave approximation to these
equations.
In the content below, we are going to introduce some representative models
based on (2.82). Although all these models include equations for determining
both runoff and soil erosion, we only focus on how they model the soil erosion
process.
ANSWERS (Beasley et al., 1980) is a model designed for erosion on agricul-
tural watersheds and is event-oriented. It divides the watershed into small and
independent elements and treats the runoff and erosion process as independent
functions of the hydrologic and erosion related parameters in each element. The
erosion process assumes that soil particles can be detached by rainfall and runoff
but only can be transported by runoff. The deposited sediment is assumed to re-
quire the same amount of energy as required for the original soil for re-detachment
in this model (Aksoy and Kavvas, 2005). ASWERS uses the steady state form
of (2.82) and Er = DR + DF (Foster and Meyer, 1972) where DR is the rate of
detachment by rainfall (kg m−2 s−1) and DF is the rate of detachment by runoff
(kg m−2 s−1). They are formulated as
DR = 0.027CcrKrAIP
2, (2.83)
and
DF = 0.018CcrKrAIS0q, (2.84)
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where Ccr is the cropping and management factor, Kr is the soil erodibility factor,
AI is an area increment (m2), P is rainfall intensity (mm min−1), S0 is slope
steepness and q is the flow rate per unit width (m2 min−1).
WEPP (Nearing et al., 1989) is a model to predict soil erosion and sediment
delivery from field, farms, forest, rangeland, construction sites and urban areas
(Laflen et al., 1997). It uses daily continuous simulation to model the generation
of runoff. WEPP divides runoff between rills and interrill areas and consequently
it calculates erosion in the rills and interrills areas separately (Aksoy and Kavvas,
2005). WEPP also uses the steady state form of (2.82) to describe the hillslope
erosion and Er is expressed as (Nearing et al., 1989)
Er = Di +Dr, (2.85)
where Di is the rate of erosion between rills (kg m−2 s−1) and Dr is the rate of
erosion within a rill (kg m−2 s−1). The interrill erosion is conceptualized as a
process of sediment delivery to rills. The rate of interill erosion can be calculated
from
Di = KiI
2
eCeGe
Rs
W
, (2.86)
where Ki is the interrill erodibility parameter, Ie = [(
∫
P 2dt)/te]
0.5 is the effective
rainfall intensity with te the total time when rainfall rate exceeds infiltration rate,
Ce is the effect of canopy on interrill erosion, Ge is the effect of ground cover on
interrill erosion, Rs is the spacing of rills and W is the computed rill width.
When the sediment load is less than sediment transport capacity, then Dr
represents a net detachment process (i.e. more sediment is eroded than deposited)
and can be calculated from
Dr = Krr(τf − τc)[1− qs/Tc], (2.87)
where Krr is a rill soil erodibility parameter (s m−1), τf is flow shear stress
acting on the soil (Pa), τc is critical shear stress (Pa), qs = qc and Tc is sediment
transport capacity (kg m−1 s−1) defined as
Tc = ktτ
3/2
f , (2.88)
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where kt is a transport coefficient.
When the sediment load is greater than the sediment transport capacity, then
Dr represents a net deposition process (i.e. more sediment is deposited than
eroded) and can be calculated from
Dr = [δvs/q][Tc − qs], (2.89)
where δ is a raindrop induced turbulence coefficient, vs is the effective fall velocity
for the sediment (m s−1).
It is worthwhile noting that while Dr is a continuous function of qs as the flow
transitions from net erosion to net deposition condition, its derivative dDr/dqs
is not. Physically there is not reason why this should be so as both erosion and
deposition processes themselves vary continuously as qs transitions Tc in response
to spatial and temporal evolving flow conditions.
EUROSEM (Morgan et al., 1998) is a model to simulate soil erosion for both
individual fields and small catchment. It can simulate the runoff in the rill or
between the rills and also can be applied to runoff on smooth planes. EUROSEM
is designed as an event-based model since it was thought that erosion was dom-
inated by only a few events per year (Aksoy and Kavvas, 2005). EUROSEM
considers net detachment of soil by rainfall and runoff with Er is formulated as
(Morgan et al., 1998)
Er = DR +DF . (2.90)
Soil detachment by rainfall is calculated by
DR = aKEe
−%h (kg m−2 s−1), (2.91)
where a is an experimentally determined index of the rainfall detachability of the
soil (kg J−1s−1), KE is the total kinetic energy of the net rainfall at the ground
surface (J m−2), % is a soil texture exponent, varying between 0.9 and 3.1 and h
is the mean depth of the runoff (m).
Soil detachment by runoff is calculated from
DF = ρsαzvs(TC − CC) (kg m−2 s−1), (2.92)
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where ρs is the particle density (kg m−3), αz is a flow detachment efficiency
coefficient (dimensionless), vs is the particle settling velocity (m s−1), TC is a
dimensionless volumetric transport capacity and CC is the volumetric sediment
concentration (= c/ρs).
The volumetric transport capacity for flow in rills is calculated differently
from the that of flow between rills. For flow in rills, it is given by the equation of
Govers (1990) as
TC = (
0.32
d50 + 5
)0.6(ω − ωcr)κ, (2.93)
where d50 is the median particle size of the soil (µm), ω is the unit stream power
(= 10 uS0 in which u is mean flow velocity), ωcr is the critical unit stream
power (= 0.4 cm s−1) and κ is the experimentally derived particle size coefficient
calculated by
κ = (
d50 + 5
300
)0.25. (2.94)
For the flow between rills, TC is based on the equation of Everaert (1991),
using a range of particle sizes from 33 to 390 µm and is given by
TC =
19− d50/30
104
1
ρsq
[(Ω− Ωcr)0.7/5 − 1]5, (2.95)
where Ω is the modified stream power defined by
Ω =
(U∗u)3/2
h2/3
, (2.96)
in which U∗ is the shear velocity (m s−1). Now Ωcr is a critical value of Ω given
by substituting U∗c into (2.96) and U∗c is taken from White (1970) as
U∗c =
√
yc(ρs − 1)gd50, (2.97)
in which yc is the modified Shields’ critical shear velocity based on particle
Reynolds number (m s−1) and g is the acceleration due to gravity.
LISEM (De Roo et al., 1996) is a model based on EUROSEM. It is the first
erosion model to be completely incorporated in a raster geographic information
system (GIS) for easy use. LISEM also considers soil erosion by rainfall and
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runoff respectively with an Er expressed as in (2.90). Since LISEM assumes that
the flow across-sectional area can vary with x then h and q in (2.82) must be
replaced with W ∗ h and W ∗ q respectively.
The rainfall detachment is described by
DR = (
2.82
AG
∗KE ∗ e−1.48h + 2.96) ∗ (P − IR) ∗ ∆x
∆t
, (kg s−1) (2.98)
where AG is the soil aggregate stability (median number of drops), IR is the
interception (mm), ∆x is the size of an element (m) and ∆t is the time increment
(s) in the GIS. The erosion by runoff is expressed as
DF = αz ∗W ∗ vs ∗ (Tc − qs
q
), (kg s−1) (2.99)
where W is the width of the flow (m) and the coefficient αz calculated by
αz = 1, for net deposition;
αz =
1
0.89 + 0.56CH
, for net detachment
(2.100)
in which CH is the cohesion of the soil at saturation (KPa).
KINEROS (Smith, 1981; Woolhiser et al., 1990) is an event oriented model
and designed for small urban and agricultural watershed soil erosion. Like EU-
ROSEM and LISEM, KINEROS also considers erosion process as a combination
of raindrop splash erosion and runoff erosion and does not separate rill and interrill
erosion. And it only uses a single-mean sediment particle size in the formulation.
The right hand side of (2.82) Er is expressed as below in KINEROS (for flow of
uniform width W ).
The erosion rate by rainfall DR (kg m−1 s−1) is
DR =
{
ρs ∗ cf ∗ k(h) ∗ P 2/W, R > 0;
0, R < 0;
(2.101)
where cf is a constant and k(h) is a reduction factor representing the reduction
in splash erosion caused by increasing depth of water and it can be given by
k(h) = exp(−chh), (2.102)
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in which ch is a damping coefficient for splash erosion (m−1).
The runoff erosion rate DF is
DF = ρs ∗ cg ∗ (TC − CC) ∗ h, (kg m−1 s−1) (2.103)
where cg is a transfer rate coefficient (s−1). The transport capacity defined in
KINEROS is
TC = ω0S
β0
0 q
γ0−1P δ0 [1− τc
τb
]ε1 , τe ≥ τc. (2.104)
where τc is the critical shear stress (Pa), τb is the bed shear stress (Pa), ω0, β0,
γ0, δ0 and ε1 are selectable values depending on local hydraulic conditions.
While KINEROS uses only a single-mean particle size to represent the soil, in
its modified version KINEROS2 (Smith et al., 1995a,b), the sediment are char-
acterized by a distribution of up to five size class.
WESP (Lopes, 1987; Lopes and Lane, 1988) is also a event-oriented model
for small watersheds. The soil erosion mechanisms considered in WESP are the
entrainment of sediment by overland flow, sediment entrainment by rainfall and
sediment deposition. Thus, Er in this model is
Er = DR +DF − d, (2.105)
where DR is the rate of sediment entrainment by overland flow and expressed as
(Croley, 1982; Foster, 1982)
DR = KRτ
b1
e , (kg m
−1 s−1) (2.106)
where KR is a soil detachability factor for shear stress (kg m N−1.5s−1), τe is
the average “effective” shear stress (N m−2) and b1 is an exponent in the range
1.0 to 2.0.
The rate of entrainment by rainfall DF is (Lane and Shirley, 1985)
DF = KIPR, (kg m
−2 s−1) (2.107)
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where KI is soil detachability by rainfall impact (kg s m−4), P is the rainfall
rate (m s−1) and R is the excess rainfall rate (m s−1). The rate of deposition d
is (Mehta, 1983)
d = 0cvs, (2.108)
where 0 is a dimensionless coefficient depending on the soil and fluid properties
and c is the local mean sediment concentration (kg m−3).
The Hairsine-Rose (HR) model (Hairsine and Rose, 1991, 1992a,b; Rose et al.,
1983a) is a model for erosion by rainfall and sheet flow on a plane soil surface.
The full 1D Hairsine-Rose model for soil erosion and sediment transport in a
strip of unit width down a plane surface is conceptually described as in Fig.
(2.11). When cohesive soil is eroded and transferred into suspension, it begins
to deposit again due to gravity. The layer of deposited sediment has no cohesive
strength and is therefore easier to erode than the original soil. Hence the HR
model partitions the rainfall detachment and runoff entrainment erosion processes
between the original soil and the deposited layer. Additionally the deposition rate
of suspended sediment is size class dependent with larger particles depositing
rapidly and smaller clay size particles remaining in suspension. Consequently the
deposited layer will be dominated by larger sized particles. If the original soil is
now split into I different size classes and ci and mi define the suspended sediment
concentration and deposited mass per unit area of particles of size class i, then
mass conservation for the HR model is given by (Hairsine et al., 2002)
∂(hci)
∂t
+
∂(qci)
∂x
= ei + edi + ri + rri − di i = 1, . . . , I (2.109)
and
∂mi
∂t
= di − edi − rri, i = 1, . . . , I (2.110)
The right hand side of (2.109) and (2.110) are source terms (units of kg m−2 s−1)
including the rate of rainfall detachment (ei), the rate of rainfall re-detachment
(edi), the rate of runoff entrainment (ri), the rate of runoff re-entrainment (rri)
and the rate of deposition (di).
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Figure 2.11: Flow diagram describing the interaction of erosion processes between
the sediment flux, the original soil and the deposited layer (from Hairsine et al.
(2002))
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The 1D physical-based models, ANSWERS, LISEM, WEPP, EUROSEM,
KINEROS, KINEROS2 and WESP focus mainly on watershed scale erosion and
sediment transport, while USLE and HR model pay attention to erosion and sed-
iment transport on the hillslope scale. AGNPS, ANSWERS (extended version by
Rose and Ghadiri (1991)), WEPP and EUROSEM include the rill structure in
their models while other models don’t. Amongst these physically based models,
ANSWERS, LISEM (latest version), KINEROS2 and HR models characterize
sediment by different size class with respect to their settling velocities, i.e. they
are multi-size class models. The other models choose a single-mean characteristic
size class like D50 in EUROSEM as representative of the soil particle (a concise
summary of these models is given in Table (2.1)). However, a single effective
size class can’t be representative of the behavior of eroded soil either in suspen-
sion or in deposited layer on soil surface as deposition is a size selective process.
The sediment size distribution is also very important for determining contami-
nant fluxes as pollutants (both chemical and biological) are usually preferentially
sorbed to finest particles (Aksoy and Kavvas, 2005). Therefore an understanding
of the transport dynamics of the individual particles, as well as the overall total
concentration, has significant implications on the understanding of the supply of
non-point source pollutants to waterways (Sander et al., 1996). The multi-size
models such as ANSWERS and KINEROS2 were developed on the basis of a
single unique transport capacity, however this has been experimentally shown to
vary under net erosion and net deposition conditions for the same soil type, slope
and flow rates by Polyakov and Nearing (2003) and theoretically in Sander et al.
(2007a). Secondly, the transport capacity is difficult to determine for individual
particle size class a priori.
Based on its advantages discussed above, we adopt the HR soil erosion and
sediment transport model in this thesis. The next section presents some of the
historical developments of the HR model and solutions obtained for various flow
conditions.
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Table 2.1: Erosion/sediment transport models
Model Type Scale Flow Size Class Chemical Transport Vegetation Modules
USLE Empirical Hillslope Sheet Single-size No No
AGNPS Empirical Small catchment Sheet,rill, Single-size N, P, Chemical No
gully oxygen, organic carbon
ANSWERS Physical Small catchment Sheet Multi-size Nutrients Yes
WEPP Physical Hillslope/catchment Sheet,rill Single-size No Yes
EUROSEM Physical Field/small catchment Sheet,rill Single-size No No
LISEM Physical Small catchment Sheet Multi-size No Yes
(up to 6 classes)
KINEROS Physical Small catchment Sheet Single-size No No
KINEROS2 Physical Small catchment Sheet Multi-size No No
(up to 5 classes)
WESP Physical Small catchment Sheet Single-size No No
Hairsine-Rose Physical Laboratory/small hillslope Sheet Multi-size No No
(arbitrary classes)
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2.2.2 Hairsine-Rose Model
This section introduces the development of the HR model since its first ap-
pearance in 1983. Rose et al. (1983a) introduced a new soil erosion modelling
approach which formed the basis of the HR model. Three erosion processes were
considered in their model: rainfall detachment, water flow entrainment and sed-
iment deposition to the soil surface. They also assume that sediment is sorted
conceptually into I classes with each class having an equal mass fraction of 1/I,
giving the model equations as
∂(hci)
∂t
+
∂(qci)
∂x
= ei + ri − di, (2.111)
and
mt = WL
∫ tR
0
c(L)R1dt, (2.112)
where tR is the duration of the runoff event and R1 is the runoff rate per unit of
plane area (= q(L)/L), mt is the accumulated mass of sediment from a plane of
width W and c =
∑
ci is the total suspended sediment concentration.
The rate of detachment of the ith class sediment ei is taken as a non-size class
selective process. It is defined proportional to a power of rainfall rate, ei = aCdP
l
I
where a is the detachability of soil by rainfall, Cd is the fraction of the soil surface
exposed to rainfall, P is the rainfall rate and l is a non-dimensional exponent.
The rate of deposition of the ith class sediment di depends on the settling
or terminal velocity vi and concentration of sediment in class i. It is given by
di = vici.
The rate of entrainment of the ith class sediment ri is derived basing on the
concept of net transport rate of bedload introduced in Bagnold (1977). It is given
as
ri = (ρgS0B0R1Cr/I)(γi − vi
R1
x∗
x
) +
∂(hci)
∂t
, (x ≥ x∗) (2.113)
where
B0 = (
ρs
ρs − ρ)
η
0.6g
, (2.114)
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and η is the efficiency of entrainment; Cr is the fraction of the soil surface un-
protected by mulch, stone, or other material; x∗ = Ωcr/(ρgSR1); Ωcr is threshold
stream power (W m−2); S0 is the slope of the plane; γi = 1 + vi/R1.
The steady state solution of (2.111) is obtained and given as
ci =
aCdP
l
γiR1I
+ (ρgS0B0Cr/I)(1− x∗/x), x ≥ x∗. (2.115)
The application of this model for a arid-zone catchment is presented in Rose
et al. (1983b).
Hairsine and Rose (1991) basically extended the original model of Rose et al.
(1983a) by accounting for the difference between eroding original cohesive soil as
opposed to eroding deposited non-cohesive sediment. In this paper, it considered
the case that soil erosion on the plane slope surface is driven solely by raindrops
and that the shear stress between water flow and soil surface (or its resulting
stream power) is assumed to be not big enough to cause entrainment and re-
entrainment. The model equations of (2.109) and (2.110) therefore simplify to
∂(hci)
∂t
+
∂(qci)
∂x
= ei + edi − di, i = 1, 2, . . . , I, (2.116)
∂mi
∂t
= di − edi. (2.117)
This paper is the first to raise the concept of the coarser deposited sediments
shielding a fraction H of the original soil and replaces Cd introduced in Rose et al.
(1983a) with (1−H). Consequently the rate of detachment ei is now given by
ei = (1−H)aP
l
I
. (2.118)
Since raindrop energy is reduced as it penetrates the surface water layer, the
soil detachability a is actually a decreasing function of the water depth h. Proffitt
et al. (1991) proposed the following functional relationship
a = a0, h ≤ h0; (2.119)
a = a0(
h0
h
)b, h > h0, (2.120)
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where a0 is maximum detachability at breakpoint depth h0, which is about three
drops diameters, and b is an exponent in the range of 0.66± 0.07.
Hairsine and Rose (1991) also proposed a slight modification to the deposition
rate di as (Croley, 1982)
di = αivici, (2.121)
where αi is the ratio of the concentration adjacent to the bed to the mean con-
centration over the entire depth. This can be taken as 1 in shallow flows, but if
in rills and the water depth is 1− 2cm, αi > 1 (Hairsine, 1988).
The re-detachment of deposited layer is also a non-size class selective process
and is proportional to the fraction of particles of that size in the layer. The rate
of re-detachment edi is then given by
edi = HadP
lmi
mt
(2.122)
where mt =
∑I
i=1mi and therefore mi/mt is the fraction of particles of a given
size class i in the layer. The detachability of deposited layer ad is also a function
of water depth and is given by a similar depth dependence as a, i.e.
ad = ad0, h ≤ h0, (2.123)
ad = ad0(
h0
h
)b, h > h0. (2.124)
in which ado is maximum detachability of deposited soil at depth h0.
A steady state analytical solution is presented in this paper for ∂mi
∂t
= ∂ci
∂t
= 0
and q = Rx = Khm. The solution is expressed by
c =
a0P
l
εR
, h ≤ h0;
c =
a0P
l
εR
(
q0
q
)ε − a0P
l
R(ε− b/m) [(
q0
q
)b/m − (q0
q
)ε], h > h0;
(2.125)
where q0 is the water flux when h = h0, ε = 1 +
a0
∑I
i=1 αivi
IQad
.
The expression for H is also given as
H = c
∑I
i=1 αivi
adP lI
. (2.126)
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As pointed out in Sander et al. (2007b), (2.125) shows c is a decreasing func-
tion of q with c → 0 as q → ∞. However as q increases, there will be a dis-
tance x downstream where q is large enough for entrainment processes to begin.
Therefore, equation (2.125) only applies for 0 ≤ q ≤ qcr where qcr defined from
the threshold stream power (which will be introduced) as qcr = Ωcr/ρgS0. For
q > qcr, it is then necessary to consider flow driven erosion.
While Hairsine and Rose (1991) focused on rainfall-driven erosion, Hairsine
and Rose (1992a,b) considered the case of flow-driven erosion. When q > qcr and
there is a sufficient water depth (approximately three raindrop diameters (Proffitt
et al., 1991)) such that raindrop impact is negligible i.e. ei = edi = 0, entrainment
and re-entrainment become the dominant erosive mechanisms. Consequently the
three processes they considered in these papers are entrainment, deposition and
re-entrainment of deposited sediment. The model equations then become
∂(hci)
∂t
+
∂qci
∂x
= ri + rri − di, i = 1, 2, . . . , I (2.127)
and
∂mi
∂t
= di − rri. (2.128)
To determine the rate of entrainment of sediment ri, Hairsine and Rose (1992a)
adopt the concept of “stream power” by Bagnold (1966). Stream power is the rate
of working of the mutual shear stress between the soil surface and overland flow.
It is the power per unit bed area available to do work and formulated as
Ω = ρgS0q. (2.129)
Hairsine and Rose (1992a) assumed that Ω must be greater than the threshold
stream power Ωcr for entrainment to occur. Part of this excess stream power
(Ω − Ωcr) is dissipated as heat and noise, and another part of it is effective in
entrainment and re-entrainment. Taking F as this fraction, then F (Ω−Ωcr) is the
effective excess stream power for entrainment and re-entrainment, (1−H)F (Ω−
Ωcr) is the effective excess stream power for entrainment of original soil and
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HF (Ω − Ωcr) is the remaining effective excess stream power for re-entrainment
of deposited sediment.
The original soil cohesive matrix has a resistance to its removal by fluid
stresses. Defining J as the specific energy per unit mass of soil required to
entrain it and assuming that entrainment is a non-size class selective process,
then the total rate of entrainment is Iri, and the total rate of energy required
for entrainment is IriJ . Since this must be equal to the effective excess stream
power available for entrainment, i.e.
IriJ = (1−H)F (Ω− Ωcr), (2.130)
then (2.130) can be rearranged for ri as
ri = (1−H) F
IJ
(Ω− Ωcr). (2.131)
The re-entrainment process is similar with that of entrainment, but the cohe-
sive strength of the deposition layer is assumed to be insignificant. Therefore, the
stream power expended in this process is solely active in changing the potential
energy of the sediment which is lifted from the bed to a height h in the flow.
The immersed weight of the soil is proportional to ρs−ρ
ρs
and the height that the
sediment is lifted to is expressed as h
αi
where αi is defined as in (2.121). If we de-
fined the rate of re-entrainment as rri, then the rate of change in potential energy
of i size class sediment is rrig( hαi )
ρs−ρ
ρs
. As noted previously the effective excess
stream power available for re-entrainment is HF (Ω − Ωcr). As re-entrainment
is a non-selective process with respect to sediment size of deposition layer like
entrainment of the original soil, the effective excess stream power available for an
individual class is proportional to the mass fraction of the class in the deposited
layer mi
mt
. Thus, the effective excess stream power must be equal to the rate of
potential change of sediment of each size class. i.e.
rrig(
h
αi
)
ρs − ρ
ρs
= HF (Ω− Ωcr)mi
mt
, (2.132)
47
and therefore
rri =
αiHF
g
ρs
ρs − ρ(
Ω− Ωcr
h
)
mi
mt
. (2.133)
Steady state analytical solutions are presented in the paper for the case H < 1
and H = 1. For the case of H < 1, it is noted by Sander et al. (2007c) that
solution contained an error and a correction was therefore given.
For H < 1, the correct solution is (ci = c/I),
c =
A1
λ
ξm−1[1− 2m− 1
mλξ
+
(2m− 1)(2m− 2)
(mλξ)2
+ · · ·
+
(−1)j1(2m− 1)(2m− 2)(2m− 3)..(2m− j1)
(mλξ)j1
]− A2
λξ
[1− m− 1
mλξ
+
(m− 1)(m− 2)
(mλξ)2
+ . . .+
(−1)j2(m− 1)(m− 2)(m− 3)..(m− j2)
(mλξ)j2
]
+
ξm−1cr e
−mλ(ξ−ξcr)
λξm
{A2[1− m− 1
mλξcr
+
(m− 1)(m− 2)
(mλξcr)2
+ . . .
+
(−1)j2(m− 1)(m− 2)(m− 3)..(m− j2)
(mλξcr)j2
]− A1ξmcr [1−
2m− 1
mλξcr
(2.134)
+
(2m− 1)(2m− 2)
(mλξcr)2
+ · · ·+ (−1)
j1(2m− 1)(2m− 2)(2m− 3)..(2m− j1)
(mλξcr)j1
]}
where the summation terms continue until j1 = 2m − 1 and j2 = m − 1, ξ =
q1/m = (Rx)1/m, ξcr = q
1/m
cr and
λ =
g
RJK1/mI
ρs − ρ
ρs
ΣIi=1vi, (2.135)
A1 =
FρgS0
RJ
, A2 =
FΩcr
RJ
. (2.136)
When m is a non-integer, c can be rewritten in terms of incomplete gamma
functions (Sander et al., 2007c)
cξmemλξ =
mA1
(−1)2mm2mλ2m [Γ(2m,−mλξcr)− Γ(2m,−mλξ)]
+
mA2
(−1)mmmλm [Γ(m,−mλξ)− Γ(m,−mλξcr)], (2.137)
with H given by
H =
cgh(ρs − ρ)
∑I
i=1 vi
ρsF (Ω− Ωcr)I . (2.138)
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For H = 1, the solution is
c =
F [ρs(ρs − ρ)](Ω− Ωcr)
gh
∑I
i=1 vi/I
. (2.139)
Hairsine and Rose (1992b) extended the soil erosion model developed in Hair-
sine and Rose (1992a) by considering rill flow. The model is based on the as-
sumption that the plane surface is composed of N rills per unit width with all
rills being parallel down slope and incised in a homogeneous soil mass. Different
from the previously mentioned models like WEPP and EUROSEM, the Hairsine
and Rose (1992b) model is to simulate erosion in an individual rill instead of rill
networks.
Sander et al. (1996) provided the first time-dependent solutions to Hairsine
and Rose (1991) model when ri = rri = 0. Unsteady solutions of (2.116) and
(2.117) require an additional equation which describes the evolution of H as a
function of the change of mass in the deposited layer. They assumed that this
function could be approximated by the linear relation
H = min(
mt
m∗t
, 1) (2.140)
where m∗t is the mass per unit area of sediment required for complete effective
shielding.
An approximate analytical solution is obtained at x = L (the end of slope)
by assuming that changes in time dominant any spatial gradients, and therefore
neglect the spatial derivative term in (2.116). The solution is applied to the
experiments in Proffitt et al. (1991) and very good agreement is found against
measured discharge concentrations for a wide range of experimental conditions.
Hairsine et al. (1999) is a companion paper to Sander et al. (1996) and con-
sidered the same flow and erosion conditions. Equations (2.116) and (2.117) are
integrated over the duration of the erosion event and the length of the flow do-
main. They used this formulation to explain the formation of a deposited layer on
the soil surface which results in sediment sorting on the hillslope and interpreted
the experimentally observed trends that sediment leaving an area of soil being
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eroded by raindrop impact is finer than the original soil (Alberts et al., 1980,
1983; Meyer et al., 1975).
In Hairsine et al. (2002), the HR model is used to describe steady state sed-
iment flows across “net deposition” zones. In reality, these zones occur when
sediment-laden overland flow passes across an area of reducing surface slope like
foot slopes (Fig. (2.12) case 1) or increased hydraulic roughness like buffer zones
(such as vegetation filter Fig. (2.12) case 2). In this case the deposited layer de-
velops very rapidly to completely shield the original soil. As the deposited layer
is assumed to offer no resistance to the eroding process, the sediment concentra-
tion is expected to be a maximum under net deposition conditions (Hairsine and
Rose, 1992a). The importance of flow within these zones is due to the impact
they have on the sorting of the transported sediment and the resulting enrichment
of sediment-sorbed pollutant fluxes.
The model equations considered in Hairsine et al. (2002) were
d(qc)
dx
= edi + rri − di, (2.141)
∂mi
∂t
= di − edi − rri. (2.142)
In this paper, it assumes that the deposited layer will not actually achieve
steady state in such flows due to the continuous deposition of sediment even
though the suspended sediment concentration does become steady. Hence (2.142)
still contains the time derivative ∂mi
∂t
. With the assumption that the water flow
is deep enough to neglect the re-detachment by rainfall, Hairsine et al. (2002)
presented solutions for (2.141) and (2.142) for two special cases.
When rainfall re-detachment and overland flow re-entrainment are both as-
sumed to be negligible and for q = q0 + Rx, the multiclass solution for (2.141)
and (2.142) is
ci = ci0(
q0
q
)1+αivi/R (2.143)
where ci0 is the boundary values of ci and q0 is the value of q at x = 0.
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Figure 2.12: Areas of net deposition (from www.google.com)
When the distribution of sediment sizes is characterized by a single represen-
tative settling velocity and re-entrainment is assumed to be active, the steady
state solution for (2.141) and (2.142) is (for q = q0)
c = c0exp(
−αvx
q0
) +
γ0q
1− 1
m
0
αv
(1− qcr
q0
)[1− exp(−αvx
q0
)]. (2.144)
For q again varying with x, i.e. q = q0 +Rx then,
c(x) = c0(
q0
q
)ε+
γ0q
1− 1
m
0
R(ε+ 1− 1
m
)
[(
q0
q
)
1
m
−1−q0
q
)ε]− γ0q
−1
m
0 qcr
R(ε− 1
m
)
[(
q0
q
)
1
m−(q0
q
)ε] (2.145)
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where ε = 1 + (αv)
R
and
γ0 =
αFρsρS0K
1
m
ρs − ρ . (2.146)
The solution was evaluated by using the experimental data in Beuselinck et al.
(1999) with good agreement found.
Sander et al. (2002) considered the same HR model equations as in Hairsine
et al. (2002). The re-entrainment and deposition are assumed to be the only
active erosion mechanisms. They extended the steady state single-class analytical
solution in Hairsine et al. (2002) to a steady state multi-class analytical solutions
when q = q0 = constant. Their solution is presented as
ci(x) = ci0
[cI(x)
cI0
]vi/vI , i = 1, 2, . . . , I − 1 (2.147)
∫ cI
cI(0)
[
γ∗
I∑
i=1
vici0[cI/cI0]
vi/vI
− 1
]−1
dcI
cI
=
vI
q
x (2.148)
mi(x, t) = vici
[
1− γ∗/ΣIi=1vici
]
t, i = 1, 2, . . . , I (2.149)
where γ∗ = γq1−1m0
[
1− qcr
q0
]
. Excellent agreement across all size classes was found
with their solution when applied to the experimental data of Beuselinck (1999).
Also numerical solutions are discussed for q varying with x when R < 0 and
R > 0.
Beuselinck et al. (2002) gave a multi-class solution to (2.141) and (2.142)
with the re-entrainment and rainfall re-detachment mechanisms all active and q
constant. The solution has the same form as expressed in (2.147) to (2.149) but
γ∗ is formulated as
γ∗ = γq1−1/m0
(
1− qcr
q0
)
+ ad0P
( h
h0
)b
. (2.150)
Sander et al. (2007a) applied the HR model to the steady state experimental
results of Polyakov and Nearing (2003). A new analytical solution is presented for
net erosion (H < 1) which allowed for arbitrary mass proportions pi of sediment
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in each size class. Note that
∑
pi = 1. The net erosion solution is given as (q
constant)
ci = pi
γ∑I
i=1 pivi
[1− exp(−λ
∑I
i=1 pivi
γq
x)], (2.151)
and
mi =
vicim
∗
t
γ
. (2.152)
The net deposition solution is given as (2.147) to (2.149).
Not only were they able to predict the total suspended sediment concentra-
tion under both net erosion and net deposition flow conditions, but they were
also able to predict the size class distributions of the eroded sediment for both
flow conditions. Furthermore they showed that the transport capacity cannot be
unique for a soil composed of a range of size classes and that uniqueness only
occurs for a truly single size class soil. Due to its lack of uniqueness for a given
soil type, it is clear that the transport capacity concept is deficient in modeling
sediment transport of real soils under different flow conditions.
2.3 Conclusions
From the solutions of kinematic flow equation presented in the literature, it
is notable that all of them were developed under zero depth boundary and initial
conditions. The non-zero boundary and initial conditions, or unequal boundary
and initial conditions have to my knowledge never been previously presented. Es-
pecially, the solution of the kinematic flow equation where R is time-dependent
and R(t) > 0, 0 < t < t∗ and R(t) < 0, t > t∗, is a much more complicated
case under different boundary and initial conditions because of the expansion
and shock waves which appear in the solution. When t > t2 (defined in (2.79)),
the single continuous water flow profile splits into such that two drying fronts
arise with one moving towards the upstream boundary and another one moving
downstream. These solutions provide a demanding test of the accuracy of any nu-
merical solution for the kinematic flow equation through capturing the expansion
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wave and the correct position and the height of the shock wave. The different
boundary and initial conditions used for obtaining solutions for the kinematic
flow equation could be applied in a laboratory flume to provide a wider range of
hydraulic flow conditions and to test the HR model’s ability to match the data
from the erosion experiments. Therefore, one of the aims of this research is to
develop new analytical solutions for kinematic flow equation for different com-
binations of boundary and initial conditions and also for different types of time
dependent behaviors in the excess rainfall rate.
The HR model is quite different to previously developed soil erosion models.
Then differences lie in that (i) it models the erosion and transport of a distribu-
tion of particle sizes; not a single size class (ii) it models the development of a
covering layer of deposited particles on the soil surface that has different erosive
properties to the original soil and (iii) it models the processes of erosion, entrain-
ment, and gravity deposition separately and therefore does not require the use
of a transport capacity concept. While there are many analytical steady state
solutions of the HR model, only a few approximate time dependent solutions have
been developed. In general the full model requires numerical methods to compute
suspended sediment concentration. Such solution will then provide a better un-
derstanding of the transport dynamics of sediment distributions and the growth
of net deposition zones and their influences on sediment transport processes.
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CHAPTER 3
Analytical Solutions to the
Kinematic Wave Equation
In general, there are no exact analytical solutions available to the 2D kinematic
wave equation (2.56). However many solutions have been found for 1D kinematic
flow (3.1), and these were discussed in the literature review in 2.1.4. In this
chapter, new solutions to (3.1) will be developed for a range of boundary and
initial conditions and different types of behaviour in the excess rainfall rate. Since
(3.1) is a fist order hyperbolic partial differential equation, these new solutions
will be obtained by using the method of characteristics.
When the flow is occurring on a surface of constant slope, the 1D kinematic
wave flow equation can be written as
∂h
∂t
+mKhm−1
∂h
∂x
= R(x, t). (3.1)
Solutions are sought for the following the initial and boundary conditions
h = hi, t = 0, x > 0, (3.2)
h = hs, x = 0, t > 0. (3.3)
Two types of behaviour in the excess rainfall rate R are considered, being R
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constant and R varying with t. In each of these two cases, three combinations of
boundary and initial condition are considered, hs = hi, hs < hi and hs > hi.
3.1 R Constant
3.1.1 hs = hi = hb
According to the method of characteristics, (3.1) can be written as
dt
1
=
dx
mKhm−1
=
dh
R
, (3.4)
which can be replaced with following two ordinary differential equations
dh = Rdt, (3.5)
and
dx = mKhm−1dt. (3.6)
Integrating (3.5) using h = hb at t = 0 gives
h = Rt+ hb (3.7)
and integrating (3.6) with x = 0 and t = t0 = 0, we have
x =
∫ t
0
mKhm−1dt. (3.8)
Substituting (3.7) into (3.8), it gives the characteristic curve
x =
K
R
[
(Rt+ hb)
m − hmb
]
, (3.9)
As presented in Fig. (3.1), (3.9) is the characteristic curve emanating from
the origin which divides the x− t plane into two regions A and B.
In Fig. (3.1), t0 parameterizes the characteristics emanating from the t axis
while x0 parameterizes the characteristics emanating from the x axis. The char-
acteristic curves located in region A can be calculated by integrating (3.6) subject
to t = 0, x = x0 to give
x =
∫ t
0
mKhm−1dt+ x0. (3.10)
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Figure 3.1: Characteristic curve of kinematic wave equation (3.1) when hi = hs =
hb
Substituting from (3.7) into (3.10) results in
x =
∫ t
0
mK(Rt+ hb)
m−1dt+ x0
=
K
R
[(Rt+ hb)
m − hmb ] + x0. (3.11)
Thus, in regime A in which x ≥ K
R
[
(Rt + hb)
m − hmb
]
, h is only dependent on t
and given by h = Rt+ hb.
The characteristic curves in region B can be found by integrating (3.6) subject
to x = 0, t = t0 to obtain
x =
∫ t
t0
mKhm−1dt (3.12)
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Integrating (3.5) with t = t0, h = hb gives
h = R(t− t0) + hb (3.13)
which combined with (3.12) results in
x =
∫ t
t0
mK[R(t− t0) + hb]m−1dt
=
K
R
(hm − hmb ). (3.14)
Thus, in region B where x ≤ K
R
[
(Rt+ hb)
m − hmb
]
, h is only dependent on x and
given by h = (Rx
K
+ hmb )
1/m.
The full solution to (3.1) subject to (3.2) and (3.3) with hs = hi = hb is
h =
(
Rx
K
+ hmb
) 1
m
x ≤ K
R
[
(Rt+ hb)
m − hmb
]
, (3.15)
h = Rt+ hb x ≥ K
R
[
(Rt+ hb)
m − hmb
]
. (3.16)
which is consistent with the solution given in Henderson and Wooding (1964)
when hb = 0. Fig. (3.2) gives the plot of h as a function of x at times t =
3, 15, 30, 45, 120 s when hb = 0.5mm. R = 100 mm hr−1, m = 5/3, S0 = 0.004,
n = 0.02 min m1/3 and K =
√
S0/n.
3.1.2 hs 6= hi
As the boundary and initial conditions have different values, the characteristic
curves that emanate from the origin of x − t plane will have different gradients.
Considering the first characteristic coming off the x axis, we integrate (3.5) subject
to (3.2) to obtain
h = Rt+ hi. (3.17)
Combing (3.17) with (3.6) and integrating (3.6) with the condition h = hi,
x = x0 results in the characteristic equation
x =
K
R
[
hm − hmi
]
+ x0. (3.18)
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Figure 3.2: Plot of h as a function of x down the plane at times t = 3, 15, 30, 45,
120 s and hs = hi = hb = 0.5 mm.
To obtain the equation for the characteristic coming of the t axis, (3.5) is first
integrated subject to t = t0, h = hs to find
h = R(t− t0) + hs. (3.19)
Again combining (3.19) with (3.6) and using the boundary condition (3.3)
gives
x =
K
R
[
R(t− t0) + hs
]m − K
R
hms
=
K
R
hm − K
R
hms . (3.20)
Note that if we take x0 → 0 in (3.18) and t0 → 0 in (3.20), they don’t
converge to the same equation since hi 6= hs. Thus, we say there are two series
of characteristic curves with different gradients in x− t plane. They create either
fan-like characteristics or intersecting characteristics, which will lead to either
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the development of an expansion wave or a shock wave depending on hs < hi or
hs > hi respectively.
3.1.2.1 hs < hi
As presented in Fig. (3.3), for hs < hi, (3.1) has a region of fan-like charac-
teristic curves which is bounded by the two curves x = K
R
[
(Rt+ hi)
m − hmi
]
and
x = K
R
[
(Rt + hs)
m − hms
]
. These divide the x − t plane into three regions A, B,
C.
Figure 3.3: Characteristics of kinematic wave equation (3.1) when hs < hi
In region A, we have the solution (from (3.20) and (3.20)) of
h = (
R
K
x+ hms )
1/m, (3.21)
x =
K
R
[R(t− t0) + hs]m − K
R
hms ; (3.22)
in which h is a function of x only.
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In region B, the solution is given by
h = Rt+ hi, (3.23)
x =
K
R
[
(Rt+ hi)
m − hmi
]
+ x0 (3.24)
in which h is only time dependent.
In region C, the solution for h is both x and t dependent and is given in the
following two equations
x =
K
R
[
(Rt+ hc)
m − hmc
]
, (3.25)
h = hc +Rt (3.26)
where hc is a parameter that varies in the range hs ≤ hc ≤ hi. Note that hc = hs
recovers the boundary condition of (3.22) with t0 = 0, while hc = hi captures the
other bounding solution given by (3.24) with x0 = 0.
Therefore, for hs < hi, the full solution for kinematic wave equation (3.1) is
h = (
Rx
K
+ hms )
1/m, x < xa, (3.27)
h = Rt+ hi, x > xb, (3.28)
x =
K
R
[hm − hmc ], xa ≤ x ≤ xb, (3.29)
where xa = KR [(Rt+ hs)
m − hms ] and xb = KR [(Rt+ hi)m − hmi ].
Fig. (3.4) gives h as a function of x down the plane at times t = 3, 15, 30, 45, 120 s
when we take hs = 1 mm and hi = 2 mm. The parameters used are the same
as for hs = hi = hb.
3.1.2.2 hs > hi
When hs > hi, Fig. (3.5) shows that region C is where the characteristics
coming from either axis now intersect, resulting in multi-valued solutions. The
problem of multi-valued solutions is resolved by introducing a discontinuous so-
lution or shock wave. The equation which governs the evolution of the shock
position xs is given by Rankine-Hugonoit condition (Haberman, 1997)
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Figure 3.4: Plot of h as a function of x down the plane at times t = 3, 15, 30, 45,
120 s and hs = 1 mm and hi = 2 mm.
dxs
dt
=
q(x+s , t)− q(x−s , t)
h(x+s , t)− h(x−s , t)
=
K(h(x+s , t))
m −K(h(x−s , t))m
h(x+s , t)− h(x−s , t)
, (3.30)
where h(x+s , t) = Rt+ hi, h(x−s , t) = (
Rxs
K
+ hms )
1/m are the heights on either side
of shock.
Equation (3.30) can be solved numerically to obtain xs. Thus the solution
can be expressed as
h = (hms +
Rx
K
)1/m, x ≤ xs, (3.31)
h = Rt+ hi x ≥ xs. (3.32)
Fig. (3.6) gives h as a function of x down the plane at times t = 3, 15, 30, 45, 120 s
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Figure 3.5: Intersecting characteristics of kinematic wave equation (3.1) when
hs > hi
Figure 3.6: Plot of h as a function of x down the plane at times t = 3, 15, 30, 45,
120 s and hs = 2 mm and hi = 1 mm
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when we take hs = 2 mm, hi = 1 mm. The parameters used are the same as
for the two previous cases.
3.2 R Dependent on t
In this section, the case where R is a function of t is considered and as previ-
ously it is assumed that spatial variation in R can be ignored. As in the presen-
tation of the case when R is constant, (3.1) is solved under different boundary
and initial conditions, hs = hi, hs < hi and hs > hi.
3.2.1 R(t) ≥ 0 for t ≥ 0
3.2.1.1 hs = hi = hb
Parlange et al. (1981) has given the analytical solution for (3.1) when hb = 0
as
h =
∫ t
t0
R(t
′
)dt
′
, x = Km
∫ t
t0
[
∫ t¯
t0
R(t
′
)dt
′
]m−1dt¯, x ≤ xc, (3.33)
h =
∫ t
0
R(t
′
)dt
′
, x = Km
∫ t
0
[
∫ t¯
0
R(t
′
)dt
′
]m−1dt¯+ x0, x ≥ xc. (3.34)
where xc = Km
∫ t
0
[
∫ t¯
0
R(t
′
)dt
′
]m−1dt¯ and 0 ≤ t0 ≤ t.
This solution can be easily generalized for the case when the boundary and
initial condition are non-zero (hb 6= 0) as
h =
∫ t
t0
R(t
′
)dt
′
+ hb, x = mK
∫ t
t0
hm−1dt¯, x ≤ x′c (3.35)
h =
∫ t
0
R(t
′
)dt
′
+ hb, x = mK
∫ t
0
hm−1dt¯+ x0, x ≥ x′c. (3.36)
where x′c = mK
∫ t
0
[
∫ t¯
0
R(t
′
)dt
′
+ hb]
m−1dt¯ and 0 ≤ t0 ≤ t.
Parlange et al. (1981) applied their solution for a single peak excess rainfall
function
R(t) = R0e
−t/τ (1− e−t/τ ) for t > 0 (3.37)
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where R0 and τ are arbitrary constants which control the height and timing of
the peak.
The solution of (3.35) and (3.36) can then be written as,
for x ≤ x′c,
h
R0τ
= e−t0/τ − e−t/τ − 1
2
e−2t0/τ +
1
2
e−2t/τ +
hb
R0τ
(3.38)
x =
5
3
KR
2/3
0 τ
5/3
∫ t/τ
t0/τ
(e−t0/τ − e−t′ − 1
2
e−2t0/τ +
1
2
e−2t
′
+
hb
Roτ
)2/3dt
′
(3.39)
for x ≥ x′c,
h
R0τ
=
1
2
− e−t/τ + 1
2
e−2t/τ +
hb
R0τ
(3.40)
x =
5
3
KR
2/3
0 τ
5/3
∫ t/τ
0
(
1
2
− e−t′ + 1
2
e−2t
′
+
hb
R0τ
)2/3dt
′
+ x0 (3.41)
where x′c =
5
3
KR
2/3
0 τ
5/3
∫ t/τ
0
(1
2
− e−t′ + 1
2
e−2t
′
+ hb
R0τ
)2/3dt
′ and 0 ≤ t0 ≤ t.
Fig. (3.7) gives the normalized height h
R0τ
as a function of the fractional
distance down the plane x/L for various reduced times t/τ where L was chosen
as the value of x when t = 3tm and t0 = 0 in equation (3.39), tm = ln2 is the
value of t when R(t) is maximum.
3.2.1.2 hs < hi
As for the case of R constant, when R is varying with t and hs < hi, the
solution can be divided into three regions with the central region again resulting
in an expansion fan.
For x < mK
∫ t
0
[
∫ t¯
0
R(t
′
)dt
′
+ hs]
m−1dt¯, the solution is
h =
∫ t
t0
Rdt
′
+ hs, (3.42)
x = mK
∫ t
t0
[
∫ t¯
t0
R(t
′
)dt
′
+ hs]
m−1dt¯. (3.43)
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Figure 3.7: Plot of the normalized height h/R0τ as a function of the fractional
distance down the plane x/L for reduced times t/τ = 0.2, 0.5, 1, 1.5, 2.0, 2.5,
3.5, 5.0, 10.0 and hb/R0τ = 0.01.
For x > mK
∫ t
0
[
∫ t¯
0
R(t
′
)dt
′
+ hi]
m−1dt¯, the solution is
h =
∫ t
0
Rdt
′
+ hi, (3.44)
x = mK
∫ t
0
[
∫ t¯
0
R(t
′
)dt
′
+ hi]
m−1dt¯+ x0. (3.45)
For the region mK
∫ t
0
[
∫ t¯
0
R(t
′
)dt
′
+ hs]
m−1dt¯ ≤ x ≤ Km ∫ t
0
[
∫ t¯
0
R(t
′
)dt
′
+
hi]
m−1dt¯, the solution is
h =
∫ t
0
Rdt
′
+ hc, (3.46)
x = mK
∫ t
0
[
∫ t¯
0
R(t
′
)dt
′
+ hc]
m−1dt¯ (3.47)
with hs ≤ hc ≤ hi.
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When applying this solution to the excess rainfall of Parlange et al. (1981) as
given by (3.37) and defining
xa =
5
3
KR
2/3
0 τ
5/3
∫ t/τ
0
(
1
2
− e−t′ + 1
2
e−2t
′
+
hs
R0τ
)
2/3
dt
′
, (3.48)
xb =
5
3
KR
2/3
0 τ
5/3
∫ t/τ
0
(
1
2
− e−t′ + 1
2
e−2t
′
+
hi
R0τ
)
2/3
dt
′
, (3.49)
.
then for x < xa, the solution is
h
R0τ
= e−t0/τ − e−t/τ − 1
2
e−2t0/τ +
1
2
e−2t/τ +
hs
R0τ
, (3.50)
x = mK
∫ t
t0
hm−1dt, (3.51)
For x > xb, the solution is
h
R0τ
=
1
2
− e−t/τ + 1
2
e−2t/τ +
hi
R0τ
, (3.52)
x = mK
∫ t
0
hm−1dt+ x0, (3.53)
and lastly for xa ≤ x ≤ xb,
h
R0τ
=
1
2
− e−t/τ + 1
2
e−2t/τ +
hc
R0τ
, (3.54)
x = mK
∫ t
0
hm−1dt. (3.55)
Fig. (3.8) gives the plot of the normalized height h/R0τ as a function of the
fractional distance down the plane x/L for various times t/τ = 0.5, 1, 1.5, 2.0, 2.5
and hs/R0τ = 0.1, hi/R0τ = 0.2. L is the value of x calculated from (3.51) when
t = 3tm and t0 = 0. xa and xb is calculated by using Simpson’s method.
Note that the values of hs and hi used here are bigger than realistic because
we want to show the result more clearly. If hs and hi have smaller values, the
green parts in above plot will be too small to be noticed.
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Figure 3.8: Plot of the normalized height h/R0τ as a function of the fractional
distance down the plane x/L, for various reduced times t/τ = 0.5, 1, 1.5, 2, 2.5,
hs/R0τ = 0.1 and hi/R0τ = 0.2.
3.2.1.3 hs > hi
With hs > hi there will again be a region where characteristics from the x
and t axis intersect, resulting in a shock whose path is denoted by xs(t). The
solution for x < xs(t) is still given by (3.42) and (3.43) while for x > xs(t) it is
described by (3.44) and (3.45). To find the position of the shock requires using
(3.30) again which results in
dxs
dt
=
K[
∫ t
0
Rdt
′
+ hi]
m −Kh(x−s , t)m∫ t
0
Rdt′ + hi − h(x−s , t)
(3.56)
with h(x−s , t) found from (3.42) and (3.43). Clearly (3.56) must be integrated nu-
merically and requires knowledge of t0 in order to find h(x−s , t). As the numerical
integration routine produces future estimates of xs and t, their values are used in
(3.43) to solve for t0, which is then used in (3.42) to give h(x−s , t).
The solution for hs > hi is shown in Fig. (3.9). The normalized height hR0τ
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is plotted as a function of the fractional distance down the plane x/L for various
times t/τ = 0.5, 1, 1.5, 2.0, 2.5 and hs
R0τ
= 0.2, hi
R0τ
= 0.1.
Figure 3.9: Plot of the normalized height h
R0τ
as a function of the fractional
distance down the plane x/L, for various reduced times t/τ = 0.5, 1, 1.5, 2.0, 2.5
and hs/R0τ = 0.2, hi/R0τ = 0.1.
3.2.2 R(t) ≥ 0, 0 ≤ t ≤ t∗ and R(t) < 0, t > t∗
In reality, the excess rainfall rate R(t), is not always positive. Initially the
rainfall rate exceeds the infiltration rate, R(t) > 0. When the rainfall rate de-
creases there will be some time t = t∗ at which the rainfall and infiltration rates
are equal and so R(t∗) = 0. For t > t∗, infiltration is dominant and R(t) becomes
negative, and as t → ∞ the excess rainfall rate may be assumed to approach
−ksat where ksat is the saturated hydraulic conductivity. A typical functional
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form for R(t) which has these properties is given by a simple extension of (3.37),
i.e.
R(t) = R0(e
−bt − ksat
R0
)(1− e−bt) (3.57)
and is shown in Fig. (3.11). Thus the solution of (3.1) is divided into two parts
for R(t) ≥ 0, t ≤ t∗ and R(t) < 0, t > t∗.
3.2.2.1 hs = hi = hb
As t→∞, R→ −ksat and the steady state solution of (3.1) is given by (Rose
et al., 1983)
q = Khmb − ksatx (3.58)
or
h = (hmb −
ksatx
K
)1/m (3.59)
since q = Khm.
The maximum distance (3.59) holds for is given by setting h = 0, which gives
xf =
Khmb
ksat
(3.60)
where xf is the maximum front position that water gets to when the boundary
condition remains at hs = hb, and then h = 0 for x ≥ xf .
As shown in Fig. (3.10), the characteristic which emanates from the origin
divides the x − t plane into three regions. In region B, the solution is the same
as for the case R ≥ 0, t ≥ 0 and given by
h =
∫ t
0
R(t
′
)dt
′
+ hb, (3.61)
x = mK
∫ t
0
hm−1dt
′
+ x0. (3.62)
In region A, the solution is
h =
∫ t
t0
R(t
′
)dt
′
+ hb, (3.63)
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Figure 3.10: Four regions in the x − t plane divided by the characteristic from
(0, 0)
x = mK
∫ t
t0
hm−1dt
′
. (3.64)
In region C, the solution is still given by (3.63) and (3.64) but t0 now has different
ranges depending on the time t. These will be discussed below.
For R(t) as shown in Fig. (3.11), then consider any time t > t∗ such that∫ t
0
Rdt′ > −hb. Thus t0 will still vary over the range 0 < t0 < t with t0 = t
implying x = 0. Now for t∗ < t0 < t,
∫ t
t0
Rdt′ < 0 and from (3.63) and (3.64), it
is clear that h must decrease with x, i.e. ∂h/∂x < 0. For the range 0 < t0 < t∗
the integral in (3.63) will begin to increase again and h will then start to increase
with x, i.e. ∂h/∂x > 0. Consequently there is a local minimum in h(x, t) which
occurs at x = x∗ with x∗ given by
x∗ = mK
∫ t
t∗
hm−1dt′, (3.65)
as shown in Fig. (3.12). This local minimum will touch the x axis at some time
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Figure 3.11: R as a function of t
t = t2 with t2 > t∗ defined by ∫ t2
t∗
Rdt = −hb, (3.66)
resulting in h = 0 at x = x2 where
x2 = mK
∫ t2
t∗
(
∫ t
t∗
Rdt+ hb)
m−1dt. (3.67)
Fig. (3.12) shows that for t∗ < t < t2, h heads to zero at x = x∗ and h = 0 at
x = x2, t = t2.
Therefore, we divide the solutions into two regions, for t < t2 and for t ≥ t2.
(a) For t < t2, h > 0 for all x > 0 and the solution is given by (3.63) and
(3.64) with 0 < t0 ≤ t.
(b) For t ≥ t2, there will be two drying fronts appearing on the plane as shown
in Fig. (3.13). They start from x = x2 at t = t2, with one moving upslope towards
xf and one moving downslope until it infiltrates and disappears. We define x3(t)
as the edge of the upslope drying front and x4(t) as the edge of the downslope
drying front which give the locations where h = 0 as a function of time.
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Figure 3.12: h varies with x at t < t2
Figure 3.13: Two drying fronts x3(t) and x4(t)
(I) Upslope drying solution
As shown in Fig. (3.14), there exists for all t (t ≥ t2), a value t3 (t∗ ≤ t3 < t)
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such that
h =
∫ t
t3
Rdt
′
+ hb = 0, (3.68)
or ∫ t
t3
Rdt
′
= −hb. (3.69)
Obviously t3 depends on t and as t increases t3 increases.
Figure 3.14: t3 for upslope drying front when t ≥ t2
Thus the solution for 0 < x < x3(t) is given by (3.63) and (3.64) with t3 ≤
t0 ≤ t and
x3(t) = mK
∫ t
t3
hm−1dt′. (3.70)
as t→∞, x3(t)→ xf and the upslope solution approaches (3.59).
(II) Downslope drying solution
Fig. (3.15) shows that for t > t2 it is also possible to define a value t4 (0 ≤ t4 < t∗)
such that
h =
∫ t
t4
Rdt
′
+ hb = 0. (3.71)
Note that t4 is also dependent on t and t4 decreases with an increase of t.
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Figure 3.15: t4 for downslope drying front when t ≥ t2
Thus the solution for x > x4(t) is then given by (3.63) and (3.64) with 0 ≤
t0 ≤ t4 with
x4 = mK
∫ t
t4
hm−1dt′. (3.72)
This downslope drying solution holds until either x4(t) has reached the end
of the slope, or all the water has infiltrated, which is given by t = td where td is
defined by ∫ td
0
Rdt′ = −hb. (3.73)
This analytical solution is applied to a simple case with R = R0(exp(−bt) −
Ksat/Ro)(1−exp(−bt)). Fig. (3.16) shows the analytical and numerical solution
for t > t∗ and hb = 1mm. For hb = 0, the solution is consistent with the solution
given by Sander et al. (1990). The parameters used in the code are: m = 5/3,
K = 6.6144, R0 = 1.5× 10−4, Ksat = 3× 10−5, b = 0.0181 and ∆x = 0.01.
Fig. (3.16) clearly shows the decrease in h from x = 0 for t > t∗ and the local
minimum in h is seen to approach x = 6 approximately around t = t2 = 2.8 mins.
For t > 2.8 mins, the upslope and downslope profiles are seen to emerge and move
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Figure 3.16: Depth of flow down the slope at various time: analytical (line),
numerical (squares).
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with the upslope profile approaching steady state. The numerical results were
obtained using the method of lines which is discussed in detailed in section 4.1.2.
The numerical results were included as a consistency check on the computations
of the analytical solution.
3.2.2.2 hs < hi
This solution follows along similar lines to the previous one except for the
inclusion of an expansion wave. However since h = hs at x = 0, t2 is defined as∫ t2
t∗
Rdt′ = −hs, (3.74)
then for t ≤ t2, h ≥ 0 for all x and the solution is given by (3.42) to (3.47),
i.e.
h =
∫ t
t0
Rdt′ + hs, x = mK
∫ t
t0
hm−1dt′, x ≤ xa, (3.75)
h =
∫ t
0
Rdt′ + hi, x = mK
∫ t
0
hm−1dt′ + x0, x ≥ xb, (3.76)
h =
∫ t
0
Rdt′ + hc, x = mK
∫ t
0
hm−1dt′, xa < x < xb, (3.77)
where
xa = mK
∫ t
0
[
∫ t
0
Rdt′ + hs]m−1dt, (3.78)
xb = mK
∫ t
0
[
∫ t
0
Rdt′ + hi]m−1dt, (3.79)
and hs ≤ hc ≤ hi, 0 ≤ t0 ≤ t.
Fig. (3.17) shows the form of the solution for t = t2 with x2 given by
x2 = mK
∫ t2
t∗
[
∫ t
t∗
Rdt′ + hs]m−1dt′′. (3.80)
For t > t2, we again have two drying fronts x3 and x4 as shown in Fig. (3.18).
(I) Upslope drying solution
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Figure 3.17: Depth of flow down the slope h varying with slope distance x at
t = t2
Figure 3.18: Depth of flow down the slope h varying with slope distance x at
t2 < t < td
There is no expansion wave in the upslope drying solution and the solution is
the same as upslope drying solution for hs = hi = hb but with hb replaced by hs,
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i.e. we can define t3 as in Fig. (3.14) such that∫ t
t3
Rdt
′
= −hs. (3.81)
The solution is then given by
h =
∫ t
t0
Rdt′ + hs, x = mK
∫ t
t0
hm−1dt′ (3.82)
with t3 ≤ t0 ≤ t and
x3(t) = mK
∫ t
t3
hm−1dt′ (3.83)
with xf ≤ x3(t) ≤ x2.
(II) Downslope drying solution
This solution includes two cases as shown in (3.18): (a) t2 < t < tds, (b)
t > tds with tds is defined as the time at which the lower end of the expansion
wave touches the x axis, i.e. ∫ tds
0
Rdt′ = −hs. (3.84)
(a) t2 < t < tds
We still define x4(t) by (3.72) but with hb replaced by hs. The downslope
solution for x > x4(t) is then given by
h =
∫ t
t0
Rdt′ + hs, x = mK
∫ t
t0
hm−1dt′, x4(t) ≤ x ≤ xa; (3.85)
h =
∫ t
0
Rdt′ + hc, x =
∫ t
0
[
∫ t′
0
Rdt′′ + hc]m−1dt′, xa < x < xb; (3.86)
h =
∫ t
0
Rdt′ + hi, x = mK
∫ t
0
hm−1dt′ + x0, x ≥ xb, (3.87)
with 0 ≤ t0 ≤ t4.
(b) t > tds
The downslope solution now is given by (3.86) and (3.87) with xa is replaced
by x4(t) and hc is restricted to hn(t) ≤ hc ≤ hi with hn(t) is defined by∫ t
0
Rdt′ = −hn(t), (3.88)
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Figure 3.19: Depth of flow down the slope at various time: analytical (line),
numerical (dotted line).
which allows x4(t) to be determined from
x4(t) =
∫ t
0
[
∫ t′
0
Rdt′′ + hn]m−1dt′. (3.89)
This solution also holds until either x4(t) ≥ L or the slope dries as defined by
t = td where ∫ td
0
Rdt = −hi. (3.90)
This analytical solution is again applied to the simple case of R(t) given by
(3.57). Fig. (3.19) shows the analytical and numerical solution for hi = 3 mm
and hs = 1 mm. As it shows, the two solutions are virtually indistinguishable.
The other parameters used are same as for hs = hi = hb = 1mm.
80
3.2.2.3 hs > hi
This is a shock wave then it is necessary to consider the movement of the
shock down the hillslope. First note that the maximum time any initial water
(hi) can remain on the hillslope is given by the downslope drying time td as
defined in (3.90). Recalling also that t2 is the time that the local minimum
in h(x, t) intersects the x axis and given by (3.74). The intersection of h(x, t)
with the x axis is x2 and given by (3.80). The complete solution for hs > hi is
considered on the basis of whether shock position passes x2 at t = t2 or not.
For t < t2, h > 0 on the whole domain. Thus the solution for this time period
follows exactly the same procedure as outlined in section 3.2.1.3 with the shock
position xs found from (3.56). Note that it is necessary to check if td < t2. In this
case, the solution given in section 3.2.1.3 still holds for t < td. But for td < t < t2,
the shock condition is simplified to
dxs
dt
= Kh(x−s , t)
m−1, (3.91)
as now h(x+s , t) = 0.
Typical h(x) profiles are presented in Fig. (3.20) and Fig. (3.21) for t < t2 < td
and td < t < t2 respectively.
For t ≥ t2, the solution is still considered under two possible conditions: (i)
t2 < td, (ii) t2 > td.
(i) t2 < td
For this case, the shock position has passed x2 at t = t2, i.e. xs(t2) > x2 as
h(x+s , t) > 0 at t = t2. Therefore, there are two drying fronts again. The upslope
solution 0 < x < x3(t) is as before and given by (3.81) to (3.83) with t3 ≤ t0 ≤ t.
The trailing edge of the downslope drying solution, x4(t) is given by
x4(t) = mK
∫ t
t4
(
∫ t′
t4
Rdt′′ + hs)m−1dt′, (3.92)
where t4 < t∗ for any time t > t2 is defined from
h =
∫ t
t4
Rdt′ + hs = 0. (3.93)
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Figure 3.20: A typical h(x) profile for t < t2 < td
Figure 3.21: A typical h(x) for td < t < t2
The downslope solution is therefore given by
h =
∫ t
t0
Rdt′ + hs, x = mK
∫ t
t0
hm−1dt′, x4(t) ≤ x ≤ xs(t), (3.94)
and
h =
∫ t
0
Rdt′ + hi, x > xs(t), (3.95)
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where ts0 ≤ t0 ≤ t4 with ts0 being found as part of integrating (3.56) to find xs(t).
A typical solution profile for t2 < t < td is shown in Fig. (3.22) while Fig. (3.23)
shows one for t2 < td < t in which h(x+s , t) = 0 and xs is calculated from (3.91).
Figure 3.22: A typical h(x) for t2 < t < td
Figure 3.23: h vs x for t2 < td < t
(ii) td < t2
The solution is further considered under two possibilities: a. xs(t2) > x2 or
b. xs(t2) < x2.
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a. xs(t2) > x2
There will exist both upslope and downslope drying solutions where the ups-
lope solutions are given by (3.81) to (3.83) and the downslope solutions are given
by (3.94) with h = 0, x > xs. A typical profile of h as shown in (3.23).
b. xs(t2) = x2
Remember that since td < t2, then for td < t < t2, h(x+s , t) = 0. As t increases
from td to t2, the height of the shock reduces such that as t → t2, xs → x2 but
with h(x−s , t) → 0. Thus at t = t2 the shock actually disappears. Consequently
for t > t2 as downslope solution emerges and only the upslope drying solution
exists.
The solution therefore for 0 < x < x3(t) is again given by (3.81) to (3.83) with
t3 ≤ t0 ≤ t and h approaches (3.59) as x3 → xf and t → ∞. A typical h(x, t)
profile is presented as in Fig. (3.24).
Figure 3.24: A typical h(x) for 1. td < t < t2 and 2. t > t2
For R(t) as given in (3.57), Fig. (3.25) and Fig. (3.26) shows the comparison
between numerical and analytical solution of h(x, t) for t2 < td, td < t2 and
xs(t2) > x2 respectively for t > t∗ while Fig. (3.27) presents the analytical
solution of h(x, t) only for td < t2 and xs(t2) < x2 as it shows more clearly the
evolution of h(x, t) in it. The parameters used are same as before except those
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presented in the caption of each figure. Excellent agreement is found between the
analytical and numerical solutions showing that we have implement analytical
solution and shock tracking procedures correctly.
Figure 3.25: Depth of flow down the slope varying with t at different time: analyt-
ical solution (solid line), numerical solution (dotted line) for t2 < td, R0 = 1.5e−4,
ksat = 3e− 5 and b = 0.0181
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Figure 3.26: Depth of flow down the slope varying with t at different time: analyt-
ical solution (solid line), numerical solution (dotted line) for td < t2 and xs > x2,
R0 = 1.5e− 4, ksat = 7e− 5 and b = 0.0081
Figure 3.27: Depth of flow down the slope varying with t at different time: an-
alytical solution only for td < t2 and xs < x2, R0 = 1e − 4, ksat = 7e − 5 and
b = 0.0058
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3.3 Conclusion
The new analytical solutions are obtained by using the method of character-
istics and presented in this chapter for the kinematic flow equation with different
initial values hi and boundary values hs. There are three combinations of hi and
hs investigated here; (a) hs = hi, the solution obtained for this case is shown
to be consistent with the solution given in Henderson and Wooding (1964) for
hs = hi = 0. (b) hs < hi, where the solution develops an expansion wave and
(c) hs > hi, where a discontinuous shock wave (or to be more formally correct
- a contact discontinuity) develops. Both constant and time dependent excess
rainfalls are considered for these three combinations of initial and boundary con-
ditions. In the case of time dependent excess rainfall, a further two sub-cases were
considered, these being (i) R(t) > 0 for all t > 0 and (ii) R(t) > 0, 0 < t < t∗
and R(t) < 0, t > t∗. The latter results in a much more complicated solution
behavior compared to the former one due to the appearance of two drying fronts
when t > t2 as defined in (3.66) and (3.74), with either an expansion or shock
wave included in one of the drying fronts. The analytical solutions of the kine-
matic wave flow with R(t) > 0, 0 < t < t∗ and R(t) > 0, t > t∗ under those three
combinations of hi and hs are compared to their numerical solutions solved by
using the method of lines. The comparisons show that the two solutions are to-
tally consistent and the ability of the numerical solution to capture the expansion
and shock are very good and accurate. These new solutions are a comprehensive
extension of the solution given by Sander et al. (1990).
Although, the boundary and initial conditions used for obtaining solutions for
the kinematic wave equation do not have a direct relevance to hillslope overland
flow, they can be applied in a laboratory flume to provide a wider range of hy-
draulic flow conditions and to test the HR model’s ability to match the data from
the erosion experiments under these conditions. Their other potential application
is for irrigation ditches in the field. However, their most important value is to
provide a stringent test of any numerical code.
87
CHAPTER 4
Time-dependent Hairsine-Rose
Model
4.1 Standard HR Model
The time-dependent HR model equations that only consider water flow driven
soil erosion processes are expressed as
∂(hci)
∂t
+
∂(qci)
∂x
= ri + rri − di, (4.1)
and
∂mi
∂t
= di − rri. (4.2)
In this chapter h and q will be taken as constant, while solutions for h and q
varying with x, t will be discussed in Chapter 5.
The entrainment rate ri and re-entrainment rate rri as given in Hairsine and
Rose (1992a) and discussed in section 2.2.2 (see equations (2.131) and (2.133))
and given again below for convenience
ri = pi(1−H)F
J
(Ω− Ωcr), (4.3)
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rri = H
F
gh
(
ρs
ρs − ρ)(Ω− Ωcr)
mi
mt
, (4.4)
with the deposition rate di
di = vici, (4.5)
and
H = min(
mt
m∗t
, 1). (4.6)
In (4.3), pi is the proportion of sediment in size class i and satisfies
∑I
i=1 pi =
1. Equation (4.3) generalizes the entrainment rate of Hairsine and Rose (1991)
who take pi = 1/I.
In this chapter, we are going to consider solutions of the unsteady HR model
and their application to the experimental data given in Polyakov and Nearing
(2003). While full details of their experiments are given in section 4.1.4, it is
worth noting here that they were conducted under flow driven conditions only
and in the absence of rainfall, hence both the detachment and redetachment terms
can be neglected. Sander et al. (2007a) were able to show that the HR model could
accurately reproduce the separate particle size steady state suspended sediment
concentrations under both net erosional and net depositional flows. This com-
parison was a stringent test of the HR approach to sediment transport modelling
as opposed to the traditional use of models based on the concept of a sediment
transport capacity. The aim of this chapter is to extend the analysis of Sander
et al. (2007a) to test the ability of the HR model to reproduce the non-steady
flow data presented in Polyakov and Nearing (2003). Section 4.1.1 and 4.1.2 first
considers methods for solving equations (4.1) and (4.2) followed by section 4.1.4
which considers the comparison against the experimental data.
4.1.1 Semi-solution by the Method of Characteristics
For general boundary and initial conditions solutions of (4.1) and (4.2) require
numerical methods. However they can be reduced to a system of ordinary differ-
ential equations on a specific sub-domain of x using the method of characteristics
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(MOC) when there are spatially uniform initial conditions. This is shown by first
considering net depositional conditions where H = 1, then by adding (4.1) and
(4.2), and remembering that h and q are constants, results in
h
∂ci
∂t
+ q
∂ci
∂x
=
∂mi
∂t
(4.7)
which can be integrated to obtain
mi −mio = h(ci − cio) + q
∫ t
0
∂ci
∂x
dt (4.8)
where mio and cio are the constant initial values for mi and ci respectively. Equa-
tion (4.8) gives mi as a function of ci, hence equations (4.3) - (4.4) and (4.6) can
now be written as functions of ci and (4.1) becomes a partial differential equation
for ci only. The main difficulty with (4.8) is the integral term, however that does
not mean that it is of no use, on the contrary the method of characteristics allows
us to get some rather useful results from this form.
Using the method of characteristics (4.1) can be written as
dt
h
=
dx
q
=
dci
rri(ci)− vici . (4.9)
Consider the characteristic emanating from the origin, i.e. t = 0, x = 0, then
using the first two terms in (4.9)
x =
q
h
t (4.10)
which marks the boundary between the two domains of the solution. Since the
boundary condition on ci and the initial condition are not equal, (4.10) also
gives the speed of the contact discontinuity or abrupt front in concentration
propagating downstream from the x = 0 boundary. The region where x > qt/h
is only effected by the constant initial condition on ci0 and since ∂ci/∂x = 0 at
t = 0, then ∂ci/∂x = 0 for all t for x > qt/h. Consequently for x > qt/h, the
integral term is zero in (4.8). The solution in this region is then given from taking
the first and third terms of (4.9), or solving
h
dci
dt
= γ
mio + h(ci − cio)∑I
i=1[mio + h(ci − cio)]
− vici (4.11)
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subject to t = 0, ci = ci0 with γ = Fgh
ρs
(ρs−ρ)(Ω−Ωcr). The maximum concentration
reached in this region is given by dci/dt = 0, or
γ
mio + h(ci − cio)∑I
i=1[mio + h(ci − cio)]
= vici. (4.12)
In the case when H < 1, all of the above analysis does not hold. However
when x > qt/h in (4.1) and (4.2), the solution is still independent of space and
given by the system
h
dci
dt
= ri + rri − di (4.13)
and
dmi
dt
= di − rri. (4.14)
Due to the many orders of magnitude variation in the particle settling ve-
locities vi, both (4.11) and (4.13) with (4.14) form a stiff system of equations.
Consequently the MATLAB stiff system integrator ode15s is used to solve the
two sets of equations.
4.1.2 Solving the HR Model Using the Method of Lines
The method of lines (MOL) produces a system of ordinary differential equa-
tions for each nodal point by discretising the spatial derivatives while maintaining
the time derivative. Thus if we discretise the spatial domain as xj = (j − 1)4x,
j = 1, 2, . . . N and adopt the vector notation of ci = ci(xj, t) = cji (t), mi =
mi(xj, t) = m
j
i (t), di = di(xj, t) = d
j
i (t), j = 1, 2, . . . N , etc., then (4.1) and (4.2)
can be expressed as the following coupled system of 2N ordinary differential
equations for each size class as
h
dci
dt
= −qDci + ri + rri − di, (4.15)
dmi
dt
= di − rri. (4.16)
In (4.15), D is a differentiation matrix of size (N ×N), whose entries depend
on the order of the matrix. As this matrix operates on the advective derivative
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term then the finite difference scheme needs to be upwind biased in order to
compute stable solutions of (4.15). Examples of 1st, 2nd and 3rd order upwind
schemes for D are given below
D1 =
1
∆x

−1 1 0 0 · · · 0 0 0
−1 1 0 0 · · · 0 0 0
0 −1 1 0 · · · 0 0 0
. . .
. . .
. . .
. . .
0 0 0 0 · · · 0 −1 1

(4.17)
D2 =
1
2∆x

−3 4 −1 0 · · · 0 0 0
−1 0 1 0 · · · 0 0 0
1 −4 3 0 · · · 0 0 0
. . .
. . .
. . .
. . .
0 0 0 0 · · · 1 −4 3

(4.18)
D3 =
1
6∆x

−11 18 −9 2 0 · · · 0 0 0 0
−2 −2 6 −1 0 · · · 0 0 0 0
1 −6 3 2 0 · · · 0 0 0 0
0 1 −6 3 2 · · · 0 0 0 0
. . .
. . .
. . .
0 0 0 0 0 1 −6 3 2 0
0 0 0 0 0 · · · −2 9 −18 11

(4.19)
The third order scheme of (4.19) is used for computing solutions of (4.15) and
(4.6) along with the ode15s MATLAB integrator.
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4.1.3 Verification of the Numerical Solution
Parameter values used to compare the MOL solution with (4.13) and (4.14)
were based on those from Polyakov and Nearing (2003) and Sander et al. (2007a),
and are given in Table (4.1) and Table (4.2) below. Boundary and initial condi-
tions for which the numerical solutions were obtained were
t = 0, x > 0, ci = 0,
t > 0, x = 0, ci = ci0
(4.20)
where ci0 = 0 for net erosion and given by Table (4.2) for net deposition flows.
Table 4.1: Hydraulic parameters used for simulation (assuming that the rill is
rectangular).
Symbol Value Source
q 0.00115 m2 s−1 Averaged values of those in Table (2)
in Polyakov and Nearing (2003)h 5.55 mm
F 0.14
Optimized values to obtain the best fit
for the experimental data in Fig. (1)
in Polyakov and Nearing (2003)
J 25 J kg−1
Ωcr 0.02 W m−2
m∗t 3 kg m−2
ρ 1000 kg m−3
from Sander et al. (2007a)ρs 2000 kg m−3
S0 0.07
As stated earlier the MATLAB stiff system integrator ode15s1 was used for
the method of lines. Additional comparisons were also performed using other
MATLAB integrators (ode451, ode23s1), which showed that we obtained at least
6 significant figures accuracy in solving the system of (4.13) and (4.14). By using
a spatial step of 4x = 0.01m the MOL produced a grid-independent solution
1They are the subroutines designed in MATLAB to integrate ordinary differential equations.
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Table 4.2: Particle size distribution, settling velocities and the added sediment
inflow concentration.
pi vi (m s−1) ci(0, t) (kg m−3)
0.376 0.0038 38.7
0.234 0.0137 24.1
0.2 0.0827 20.6
0.166 0.1369 17.1
0.0237 0.2317 2.5
to at least four significant figures. A comparison between the MOL and MOC
solutions to (4.13) and (4.14) for ci(x) at t = 0.15 mins are shown in Fig. (4.1)
where it can be seen that there is excellent agreement between the two methods.
As stated earlier the MOC solution holds for the region qt/h < x < L and applies
for 0 < t < hL/q.
A second test was performed to check that the MOL solution evolved to the
different steady state analytical solutions of Sander et al. (2007a) for the net
erosion and net deposition zones respectively. Fig. (4.2) again shows excellent
agreement between the numerical and the analytical steady state solutions. The
good level of agreement shown in both Fig. (4.1) and Fig. (4.2) along with the
convergence shown by the numerical solution as 4x was reduced gives confidence
that the MOL solution was both accurate and reliable.
4.1.4 Application to Experimental Data
Polyakov and Nearing (2003) performed two sets of experiments to determine
if transport capacity in a rill “is a unique value for a given soil, flow rate, and
slope, and to determine if equilibrium sediment concentration in the rill obtained
under [net] detachment was different from that observed under [net] deposition
conditions.” What their experiments showed was that the transport capacity
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Figure 4.1: Comparison between ci(x, t) at t = 0.15 minutes from MOL (solid
line) and MOC (dashed line) under net erosion conditions (ci = 0 at x = 0)
(a) and net deposition conditions ci(0, t) given by Table (4.2) (b). Smallest and
largest size classed given by i = 1 and 5 respectively.
was not unique and that different values were obtained between the net erosion
and net deposition experiments. Hence their experiments showed that transport
capacity was hysteretic. One set of experiments considered steady state flow along
an 8 m rill under both erosion and deposition conditions. Sander et al. (2007a)
showed that the HR model could predict the transported size distribution of
eroded particles for both steady state experiments as well as providing a physical
explanation for hysteresis in the transport capacity. The second set of experiments
of Polyakov and Nearing (2003) (on a 2 m rill) was concerned with studying the
time variation in the behavior of eroded sediment as the inflow conditions at x = 0
were periodically cycled every 15 mins between net erosion and net deposition
states. The experimental results for a flow rate of 6 l min−1 and the inflow
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Figure 4.2: Steady state suspended sediment concentration ci(x) for (a) net ero-
sion and (b) net deposition. Solid lines are for the method of lines while symbols
are for the analytic solution from Sander et al. (2007a)
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boundary conditions of
x = 0,
{
0 < t < 15, 30 < t < 45, 60 < t < 75, ci = 0
15 < t < 30, 45 < t < 60, 75 < t < 90, ci = 103pi kg m
−3
(4.21)
are presented in Fig. (4.3) along with the numerical predictions for the parameter
values listed in Table (4.1) and (4.2). Fig. (4.4) shows the breakdown of individual
size classes for the numerical solution.
An interesting feature of the period 1 data in Fig. (4.3) is the appearance
of an initial peak in sediment concentration near t = 0, which then declines to
steady state by about 10 mins. Under rainfall-driven erosion it is common to
see an early time peak due to the initial flushing of fine sediment (Sander et al.,
1996). However this non-monotonic behavior is usually not seen in runoff-driven
erosion data, which generally show either a monotonic rise or fall in c towards
steady state. Taking the initial condition of ci = 0, mi = 0 at t = 0, the predicted
suspended sediment clearly shows a monotonic rise in c(L, t) with a significant
underestimation of the data for t < 5 mins, but with excellent agreement for
t > 5 mins. Overall excellent agreement with the experimental data is found,
with both the rate of rise and decline in c following the switching of the boundary
conditions being very well captured by the HR model.
Polyakov and Nearing (2003) say that “preparation for consecutive runs in-
cluded drying, replacing [the] top layer of soil and material lost from prior experi-
ments with new sieved soil, breaking up clods and smoothing out irregularities in
the surface”. This suggests that the preparation of the bed prior to an experiment
actually creates a layer of loose particles that can be regarded as forming part of a
deposited layer, thus at t = 0, mi 6= 0. Nonzero initial mi’s certainly permit this
peak to be reproduced, but as we have no information on their possible values,
this would simply result in increasing the number of parameters in the model for
little gain. Additionally the physical importance of modeling the initial peak is
negligible in terms of the overall match to the data in Fig. (4.3).
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Figure 4.3: Comparison of experimental and predicted total suspended sediment
concentration at the end of a 2 m rill. Data points (symbols) are from Polyakov
and Nearing (2003)
Figure 4.4: Predicted sediment concentration of each size class at the end of
2 m rill varying with time (i = 1 is the finest sediment and i = 5 is the largest
sediment)
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Fig. (4.5) to Fig. (4.16) display the variation in ci(x), mi(x) and H(x) at
various times during the experiment. The vertical line in the upper right hand
diagram of each figure corresponds to the time of the spatial results presented
in the another three diagrams of each figure. Consequently interpretations of
the spatial results can be related back to which period of the net erosion or net
deposition condition the results are from.
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Figure 4.5: t = 0.5 minutes, blue line with circle (i = 1), green line with x-mark
(i = 2), red line with square (i = 3), light blue line with diamond (i = 4), purple
line with triangle (i = 5)
Figure 4.6: t = 1.5 minutes
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Figure 4.7: t = 3 minutes
Figure 4.8: t = 6 minutes
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Figure 4.9: t = 15.5 minutes
Figure 4.10: t = 17 minutes
At t = 15 mins, the concentrations in each size class are ci = [2.6907 1.6745
1.4312 1.1879 0.1696] kg m−3 with the total concentration being c = 7.15 kg m−3.
The corresponding concentrations at t = 30 mins are ci = [38.3731 23.3744 17.1351
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Figure 4.11: t = 19 minutes
Figure 4.12: t = 30 minutes
12.6129 1.4957] kg m−3 and c = 93 kg m−3. We note that these values are
slightly different to data presented in Table (1) of Polyakov and Nearing (2003)
due to the use of a single set of hydraulic parameters for both the net erosion and
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Figure 4.13: t = 32.5 minutes
Figure 4.14: t = 34 minutes
net deposition periods even though their Table (2) showed that the flow width
and depth varied significantly between the periods. Second, it is also clear from
Fig. (1) and Fig. (2) of Polyakov and Nearing (2003) that the net deposition
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Figure 4.15: t = 37 minutes
Figure 4.16: t = 41 minutes
steady state total suspended sediment concentrations are significantly different
to those given in their Fig. (1) (90 kg m−3) and their Fig. (2) (approximately
80 kg m−3). The level of agreement with the data shown in Fig. (4.3) for
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c(L = 2m, t), which follows the excellent agreement to data for ci(x,∞) found in
Sander et al. (2007a), together appear to validate the HR model and suggest the
conclusion that it can reproduce accurately detailed experimental data across a
range of net erosion and net deposition conditions.
In Fig. (4.17) the spatial distribution of mi at t = 90 mins is presented. Very
similar looking distributions are found at the end of each depositional period (at
30 and 60 mins). The noticeable feature is the rapid rise in mt to 1032 kg m−2
near x = 0. This can be converted to a change in bed elevation z through
z = mt/(1 − φ)ρs, where φ is the porosity of the deposited sediment. Taking
ρs = 2000kg m
−3 with typical values of φ ranging from 0.4 to 0.6, then changes
in the bed elevation near x = 0 would be between 86 and 129 cm. Clearly this
is not physically realistic and therefore an additional transport mechanism that
is not included in the HR model must be responsible for stopping the buildup
of sediment around x = 0. Visual observations of soil particles rolling along the
rill bed during the experiment suggest that one possible mechanism could be
bed-load transport.
The Rouse (Rs) number given by
Rs =
vs
κ0u∗
(4.22)
where u∗ = (ghS0)0.5 is the friction velocity, κ0 = 0.4 is von Ka´rma´n’s constant
and vs is the particle fall velocity has been applied widely in the literature to
differentiate the modes of transport. These transport modes are given by sus-
pended load for Rs < 0.8, saltating load for 0.8 < Rs < 2.5 and bed-load for
Rs > 2.5. Applying (4.22) to the five particle size classes of the Polyakov and
Nearing (2003) data, results in Rs = 0.15, 0.56, 3.4, 5.5 and 9.4 for the smallest
to the largest class respectively. This suggests that the two smallest sizes are
transported in suspension with the next two size class saltating and the remain-
ing larger class moving as bed-load. Since the largest size classes form the major
contribution to mt near x = 0, the Rouse number calculations do provide further
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Figure 4.17: Spatial change of deposited sediment on rill bed
support for the reason that the HR model predicts a buildup of deposited sedi-
ment at the inflow boundary is due to the neglect of bed-load transport. In the
following section the HR model is extended to include bed-load transport to see
if this will improve the predictions around x = 0 for the net deposition periods.
4.2 Extension of HRModel to Bed-load Transport
From Bagnold (1966) the immersed bed-load transport rate is given by qbg(ρs−
ρ)/ρs where qb is the total bed-load transport rate (kg m−1 s−1) that includes all
sediment size classes. This must be proportional to the excess streampower avail-
able for transporting bed-load given by Hairsine and Rose (1992a) asHF (Ω−Ωcr)
. The presence of H occurs because it is assumed that only the non-cohesive de-
posited layer is transported as bed-load, not the cohesive original soil. With both
re-entrainment and bed-load occurring simultaneously, the excess stream power
must be partitioned between the two processes. Denoting β as the fraction of the
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excess stream power expended on bed-load transport then 1− β is expended on
re-entrainment. Assuming that bed-load transport is non-selective with respect
to sediment size and is proportional to the mass fraction mi/mt of the size class
in the deposited layer, the rate of bed-load transport for each size class, qbi is
given by
qbi = β
F
g
(
ρs
(ρs − ρ)(Ω− Ωcr)H
mi
mt
. (4.23)
The extended HR model is therefore
h
∂ci
∂t
+ q
∂ci
∂x
= ri + r̂ri − di, i = 1, 2, . . . I, (4.24)
and
∂mi
∂t
+
∂qbi
∂x
= di − r̂ri, i = 1, 2, . . . I, (4.25)
where r̂ri = (1 − β)rri is the reentrainment rate in the presence of bed-load
transport. Note that from (4.4) and (4.23), alternative expressions for qbi in
terms of either rri or r̂ri are given by
qbi = βhrri =
β
1− βhr̂ri (4.26)
By summing equation (4.23) across the size classes, then for negligible Ωcr it
becomes equivalent to the model of Bagnold (1966) for
eb
tanµ
= βHF (4.27)
where eb is the efficiency of flow transporting the bed-load and tanµ is the dy-
namic coefficient of internal friction. For a deposited layer providing complete
coverage of the deposited layer and in the absence of re-entrainment, H = 1,
β = 1 and eb/ tanµ = F . There is also a direct comparison of (4.23) to the
bed-load transport model for mixed sediment given by (1) and (2) of Wilcock
and Crowe (2003) written as
g(
ρs
ρ
− 1)qbi
ρs
= u∗
τ
ρ
f(τb/τri)
mi
mt
, (4.28)
where u∗ =
√
τb/ρ is the shear velocity, τb is the bed shear stress, τri is a reference
bed shear stress for each size class, which may be replaced by the critical shear
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stress τci. Since Ω = τu where u is the average flow velocity and eb = u∗/u, then
from (4.23) and (4.28)
ebf(τ/τci) = βFH(1− Ωcr/Ω) (4.29)
While the threshold stream power for each size class is likely to be different
in reality (Wilcock, 1993), the Hairsine-Rose model assumes that the same value
applies to all size classes. Steady state solutions to the extended model of (4.24)
and (4.25) for both the net erosion and net deposition cases are now presented.
4.2.1 Steady State Solutions
Steady state net erosion and net deposition zones can be defined as regions
where mt < m∗t with H < 1 or mt ≥ m∗t with H = 1, respectively. Thus there
exist two separate systems of equations for the steady state suspended sediment
concentration within the two zones
(1) Net erosion zone (mt < m∗t , H < 1)
Under net erosion conditions, steady state suspended sediment conditions
occur when both ∂ci/∂t and ∂mi/∂t are zero, thus (4.1) and (4.2) reduce to
q
dci
dx
= piλ(1− mt
m∗t
) + (1− β)γ mi
mt∗
− vici (4.30)
and
βγ
m∗t
h
dmi
dx
= vici − (1− β)γ mi
m∗t
(4.31)
with
λ =
F
J
(Ω− Ωcr). (4.32)
(2) Net deposition zone (mt ≥ m∗t , H = 1)
While ∂ci/∂t must still be zero in a net deposition zone, ∂mi/∂t is nonzero
due to the continual build up of deposited sediment on the soil surface. Under
these conditions (4.24) and (4.25) reduce to
q
dci
dx
= piλ(1− mt
m∗t
) + (1− β)γmi
mt
− vici (4.33)
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and
∂mi
∂t
+ βγh
∂
∂x
(
mi
mt
) = vici − (1− β)γmi
mt
. (4.34)
If the suspended sediment concentration is to be independent of time, then
the ratio mi/mt must depend solely on x. Thus defining
fi(x) =
mi(x, t)
mt(x, t)
(4.35)
then (4.34) can be written as
∂mi
∂t
= vici − (1− β)γfi − βγhdfi
dx
, (4.36)
which for the long time asymptotic limit can be integrated to give to leading
order
mi(x, t) = [vici − (1− β)γfi − βγhdfi
dx
]t+ . . . (4.37)
and
mt(x, t) = (
I∑
i=1
vici − (1− β)γ)t+ . . . , (4.38)
since
∑I
i=1 fi = 1 by definition through (4.35).
By substituting (4.37) and (4.38) into (4.35) results in the following equation
for fi(x)
βγh
dfi
dx
= vici − fi
I∑
i=1
vici (4.39)
with ci determined from
q
dci
dx
= (1− β)γfi − vici. (4.40)
Last, through (4.39), (4.37) can be simplified to
mi(x, t) = fi(
I∑
i=1
vici − (1− β)γ)t+ . . . (4.41)
We also note that for qbi = 0, fi = vici/
∑I
i=1 vici then (4.39) and (4.41) reduce
to equations (12) and (14) of Sander et al. (2002).
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4.2.2 Comparison with Experimental Data
In the presence of bed-load, sediment collected from the end of the flume is
a combination of sediment transported in suspension and as bed-load. Conse-
quently the experimental data in Fig.(4.3) would not be the actual total sus-
pended sediment concentration c but an “effective” concentration C given by
C(L, t) =
I∑
i=1
(
qci + qbi
q
)x=L = c(L, t) +
1
q
qb(L, t), (4.42)
where qb =
∑I
i=1 qbi.
It is only when qb = 0 that C and c are equivalent and in general ci < Ci.
A comparison between the steady state data of Polyakov and Nearing (2003)
and solutions of the steady state extended HR model are shown in Table (4.3)
(parameters used here are from Table (2) in Sander et al. (2007a)).
The same level of excellent agreement for all size classes has been found as in
Sander et al. (2007a) using the original HR model. A comparison between the
time dependent experimental data and C (solid line) calculated from (4.24) to
(4.26) and (4.42) is shown in Fig. (4.18), with the distribution of the total mass
of sediment in the deposited layer after 90 mins given in Fig. (4.19).
For these figures a value of β = 0.75 has been used while all other parameters
remain the same as given in Table (4.1) except for F , which is taken as 0.3. Con-
verting Fig. (4.19) into an elevation, now results in much more realistic values
of 2− 4 mm. Including bed-load has significantly improved the physical plausi-
bility of the calculated mt(x, 90), however it has come at the expense of poorer
match to outflow data (Table (4.3) and Fig. (4.18)). Predicted steady state C’s
during the net deposition periods overestimate the data by approximately 10%.
Net erosion periods though still have good agreement between theory and data.
Improved agreement during net deposition periods can be obtained by altering
parameter values to reduce C, but this leads to larger unphysical predictions of
mt near x = 0. Fig. (4.18) also gives a comparison between C(L, t) and c(L, t)
for the duration of the experiment. The effect of bed-load transport is far more
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Table 4.3: Measured and Predicted Sediment Concentration in each size class at
the end of flume for L = 2m and L = 8m
Ci Net Erosion Ci Net deposition
Rill Length (m) Size Class i Measured3 Predicted Measured3 Predicted
Q = 6L min−1
2 1 3.5 4.57 48.2 35.39
2 2.8 2.85 15.8 17.66
3 2.3 2.43 7.1 4.50
4 2.0 2.02 7.1 1.89
5 0.3 0.29 0.8 0.12
8 1 13 7.93 37 35.39
2 6.4 4.94 17.4 17.66
3 5.7 4.22 10.2 4.50
4 4.5 3.50 7.3 1.89
5 0.6 0.50 1.5 0.12
Q = 9L min−1
2 1 13.4 9.52 66.5 36.02
2 7.9 5.92 21.8 18.77
3 5.9 5.06 8.7 6.04
4 5.9 4.20 9.8 2.89
5 1.4 0.6 3.3 0.21
8 1 15.5 12.26 49.2 36.02
2 12.4 7.63 30.2 18.77
3 10.4 6.52 17.9 6.04
4 10.9 5.41 11.2 2.89
5 2.1 0.77 2.2 0.21
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Figure 4.18: Comparison of experimental and predicted (including bed-load, F =
0.3, β = 0.75) total suspended sediment concentration at the end of a 2 m rill.
Note c(L) = c(x = L, t), cb(L) = cb(x = L, t) = qb(x = L, t)/q and C(L) =
C(x = L, t).
evident during net deposition periods as there is significantly more mass in the
deposited layer available for transport compared with the net erosion period. This
is apparent in Fig. (4.19) where mt(x, t) is compared at the end of erosion and
deposition periods for t = 75 and 90 mins respectively.
Note that the “wiggles” in the C and c curves in Fig. (4.18) are not due to
numerical instability. These result from having discrete individual size classes
to describe the sediment distribution, which travel down the flume in a series of
waves with each size class having its own characteristic speed (see Fig. (4.5) to
Fig. (4.10)). Evidence of these waves was first seen in numerical results presented
in Fig. (3) of Hogarth et al. (2004). As the size of the particle increases it will
spend more of its time on the soil bed and its corresponding wave speed down the
slope will decrease (Hogarth et al., 2004). Also, as the larger size size class waves
exit the flume, there is a rapid increase in c(L, t) and therefore C(L, t). However
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Figure 4.19: Spatial variation of the total mass of total sediment in the deposited
layer at t = 75 and 90 mins with F = 0.3 and β = 0.75.
for the smallest two size classes their concentrations decrease with distance behind
the wave peak, causing a decrease in C(L, t) over the very small time period it
takes for this sediment to be flushed off the flume. This results in the small
oscillations of the predicted C(L, t) seen in Fig. (4.18). These waves begin to
propagate at early times after the switching of boundary conditions at the start of
each 15 mins period, but they all quickly travel off the end of the flume resulting
in steady state for each period being reached after only a couple of minutes.
The results of the simulations given in Fig. (4.18) and Fig. (4.19) clearly
demonstrate that even with the addition of bed-load transport, the HR model
is still not able to reproduce the data from Fig. (1) of Polyakov and Nearing
(2003). The initial physical inconsistency emanates from the first net deposition
period occurring for 15 < t < 30 min where significant amounts of sediment are
deposited near x = 0. The data in Table.(2) of Polyakov and Nearing (2003)
give a Froude number (Fr) at x = 2 m of 1.1, indicating supercritical flow down
the rill. Linear stability analysis of flow and bedform evolution in rivers (Fowler,
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1997) shows that for Fr > 1, there is a very strong coupling between the flow
velocity, flow depth and the bed morphology resulting in the formation of both
dunes and anti-dunes. Previously published rill results from both experimental
data (Nearing et al., 1997) (Gime´nez and Govers, 2001) and numerical modeling
(Lei and Nearing, 1998) have shown the importance of bed evolution on transport
processes for Froude numbers near unity. Thus it would appear that a physically
consistent model of the Polyakov and Nearing (2003) data given in their Fig. (1)
requires the inclusion of bed morphology.
4.3 Asymptotic Analysis with Morphological Evo-
lution
When morphological feedback is significant it is necessary to solve the full St
Venant equations as both q and h can no longer be taken as constants. In addition
another equation for mass conservation for the bed height z is required, for this
we take a modified Exner model with bed-load. Taking a coordinate system with
x aligned with the average bed slope and z being the distance normal to this
slope from some arbitrary datum, then the full system of equations is given by
Cao et al. (2002)
∂h
∂t
+
∂q
∂x
= −∂z
∂t
, (4.43)
∂q
∂t
+
∂
∂x
(
q2
h
+
gh2
2
) = gh(−∂z
∂x
+ S0 − Sf ) (4.44)
and
ρs(1− φ)∂z
∂t
+
∂qb
∂x
=
I∑
i=1
(di − rri − ri) (4.45)
where φ is the bed porosity, S0 is the average bed slope over the length of the
flume (being 7% for the data used in Table (4.1)) and Sf is the friction slope
given by Manning’s equation
Sf =
n2q2
h10/3
=
Ω
ρgq
. (4.46)
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An asymptotic analysis of the system of equations (4.43)-(4.45) and (4.24)-
(4.26) is now performed in order to obtain a simplified system that still captures
the dominate physical behavior as applied to the Polyakov and Nearing (2003)
experiments. Define the non-dimensional variables by
xˆ = x
x0
, tˆ = t
t0
, cˆi =
ci
c0
, hˆ = h
h0
, zˆ = z
h0
,
qˆ = q
q0
, qˆbi =
qbi
qb0
, mˆi =
mi
m0
, Ωˆ = Ω
Ω0
, vˆi =
vi
v0
(4.47)
where the “0” subscripts correspond to typical scaling values for the corresponding
variable, and the circumflex denotes a non-dimensional quantity. Substituting for
the variables in (4.47) and after making appropriate choices for the scaling values,
the non-dimensional system of equations can be written as (after dropping the
circumflex),
ε
∂h
∂t
+
∂q
∂x
= −ε∂z
∂t
, (4.48)
εF 2r
∂q
∂t
+
∂
∂x
(F 2r
q2
h
+
h2
2
) = −h∂z
∂x
+ δh(1− u
2
h4/3
), (4.49)
ε
∂(hci)
∂t
+
∂(qci)
∂x
= Api(1−H)(Ω− Ωcr) + (Ω− Ωcr)H
h
mi
mt
− vici,(4.50)
∂mi
∂t
+ α1
∂qbi
∂x
= vici − (Ω− Ωcr)H
h
mi
mt
, (4.51)
∂z
∂t
+ α1
∂qb
∂x
= ΣIi=1(vici − Api(1−H)(Ω− Ωcr)− (Ω− Ωcr)
mi
mt
), (4.52)
qbi = (Ω− Ωcr)Hmi
mt
, Ω =
q3
h10/3
, (4.53)
H =
{
mt mt ≤ 1
1 mt > 1
(4.54)
where
t0 =
h0ρs(1− φ)
v0c0
, x0 =
q0
v0
=
u0h0
v0
, c0 =
(1− β)FΩ0
h0v0g
(
ρs
ρs − ρ), (4.55)
ε =
x0
u0t0
=
c0
ρs(1− φ) , δ =
x0S0
h0
=
x0n
2u30
h
7/3
0
, Ω0 =
ρgn2q30
h
10/3
0
, A =
h0g(ρs − ρ)
Jρs
,
(4.56)
α1 =
qb0
q0c0
=
β
1− β
v0
u0
, v0 =
I∑
i=1
pivi, qb0 =
β
1− βh0v0c0, m0 = h0ρs(1−φ) = m
∗
t .
(4.57)
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Since it is the effect of bed morphology on sediment transport that is been
investigated in the above analysis, then the time scale t0 is chosen from the bed
equation of (4.52). The spatial scale x0 is chosen from the suspended sediment
equation (4.51) and represents the average length the suspended particles are
transported before falling onto the bed. The concentration scale c0 is chosen by
balancing the reentrainment and deposition rate terms in (4.51). The reentrain-
ment term rather than the entrainment source term is used in this balance as
deposited sediment is easier to reentrain than the original soil. The fall velocity
scale v0 is an average fall velocity for the given sediment distribution, and the
deposited mass scale is based on the mass of sediment required for H = 1 while
δ arises from a balance between the average bed slope and the bed friction term.
All other scaling parameters then follow immediately.
From the data of Polyakov and Nearing (2003) then q0 = q and h0 = h
from which u0 and Manning’s n can be computed. Since the sediment transport
appeared to be partitioned between suspension and bed-load we take β = 0.5.
Then, using an indicative value for the bed porosity of φ = 0.5 along with the
other parameter values as given in Tables (4.1) and (4.2), the scaling parameters
in (4.55) to (4.57) are given by
n = 0.039, c0 = 41.5kg/m
3, x0 = 23.3mm, t0 = 2.2s, v0 = 0.05m/s,
m0 = 4.4kg, qs0 = q0c0 = 0.05kg/m/s, qb0 = 0.01kg/m/s, Ω0 = 0.79W/m
2,
A = 0.001, α1 = 0.24, δ = 0.29, ε = 0.05, Fr = 0.9.
It is worth noting that the order of magnitude of these values is quite consistent
with the Polyakov and Nearing experiments. Also the length scale x0, which
corresponds to the size of oscillations in bedforms is remarkably consistent with
the data shown in Fig. (6) of Gime´nez and Govers (2001) (refer to Fig. (4.20)).
Since ε, A and Ωcr are all << 1 with δ and α1 also small then by taking the limits
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Figure 4.20: Soil surface profiles corresponding to slope of 8◦ and a discharge of
400 L h−1 (from Gime´nez and Govers (2001))
of ε→ 0, δ → 0, A→ 0, α1 → 0, Ωcr → 0 the leading order equations are
∂q
∂x
= 0, (4.58)
∂
∂x
(F 2r
q2
h
+
h2
2
) = −h∂z
∂x
, (4.59)
∂(qci)
∂x
= Ω
H
h
mi
mt
− vici, (4.60)
∂mi
∂t
= vici − ΩH
h
mi
mt
, (4.61)
∂z
∂t
=
I∑
i=1
vici − H
h
Ω. (4.62)
From (4.58) we have q = uh = 1 (as q has been scaled appropriately), thus
the other equations become
(F 2r u−
1
u2
)
∂u
∂x
= −∂z
∂x
, (4.63)
∂c
∂x
=
H
h
Ω− Σvici = −∂z
∂t
. (4.64)
since z =
∑
mi = mt and H = z for z ≤ 1. The above system shows that to
leading order it is the feedback on flow hydraulics resulting from the evolution of
the rill bed that has a substantial affect on the quantity of sediment transported.
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As boundary conditions are cycled between net erosion and net deposition
there are rapid and substantial changes in the local bed slopes throughout the
length of the rill. This also results not only in considerable variation of flow
velocity and discharge with distance, but also in the total sediment load trans-
ported down the rill. In particular, at the entry to the rill (x = 0), there will be a
region where the greatest spatial and temporal changes in bed morphology occur,
either as a result of increased erosion during the periods of clear water inflow,
or from increased deposition during the periods of sediment-laden inflow. The
inclusion of bed evolution counters the buildup of sediment at x = 0 under net
deposition conditions. This is achieved by allowing the local increase in bedslope
to feed back into the momentum equation that results in a locally increased flow
velocity, fluid flux and stream power. As a consequence there is a greater re-
entrainment rate resulting in a much greater sediment transport at the boundary
that stops the excessive buildup of deposited sediment. The asymptotic analysis
supports the numerical simulations by Lei and Nearing (1998) that not only con-
firm the sensitivity of bed morphology to regions near the upstream boundary
but they also show that for the reliable prediction of spatial variation in erosion
and deposition on hillslopes, interactions and feedback between flow hydraulics
and bed morphology need to be accounted for.
4.4 Conclusions
It is common for both field-based and laboratory-based studies to validate soil
erosion models against measured data collected at a single point through time.
The study has demonstrated that the matching of both the spatial and temporal
suspended sediment concentrations is not a sufficiently demanding test for vali-
dating an erosion model. This same conclusion was reached the highly simplified
analytical model of Barry et al. (2010), who considered rainfall-driven erosion.
The analysis presented here shows that accurate predictions of outflow with the
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HR model could be obtained even though potentially important transport mech-
anisms had been ignored. The extension of the HR model to include a bed-load
transport term improved the overall model performance, but it was still unable to
obtain physically acceptable agreement for both the exported sediment load data
and the spatial and temporal distribution of deposited sediment in the flume.
Thus while transport by bed-load is significant in many flow situations, the nu-
merical simulations showed that the addition of this mechanism is not sufficient
for the HR model to explain the Polyakov and Nearing (2003) data. Finally, it
is shown through an asymptotic analysis that the spatial and temporal interplay
between the flow hydraulics and the bed morphology can be particularly impor-
tant in determining and controlling sediment discharge and that in the case of
the Polyakov and Nearing experiments it is far more influential than bed-load.
It is concluded that erosion models may need to incorporate bed morphological
effects, especially when applied at the scale where rilling predominates, so that
they are able to capture the key physical mechanisms controlling the flow and
associated sediment transport.
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CHAPTER 5
Soil Erosion with Kinematic Flow
5.1 Introduction
In Chapter 4 solutions to the time dependent HR model were given under
conditions of both flow depth h and flux q being constant. In this Chapter, the
more realistic and naturally occurring conditions of h and q being both spatial
and time dependent and governed by the kinematic wave equation is considered.
Thus this chapter therefore looks at developing and analysing solutions to the
system
∂h
∂t
+
∂q
∂x
= R, (5.1)
∂(hci)
∂t
+
∂(qci)
∂x
= ei + edi + ri + rri − di, (5.2)
∂mi
∂t
= di − edi − rri, (5.3)
subject to the initial and boundary conditions
t = 0, h = 0, ci = 0, mi = 0,
x = 0, h = 0, ci = 0.
(5.4)
As a reminder, q = Khm and R = P −G where P (t) and G(t) are the rainfall
and infiltration rates respectively. The rainfall detachment of original soil ei and
the rainfall re-detachment of deposited soil edi respectively, are given by
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ei = piaP (1−H), (5.5)
edi = adP
mi
mt
H, (5.6)
where a is the rainfall detachability for bare soil and ad is the rainfall detachability
for deposited soil layer. Both a and ad are flow depth dependent and given by
(Hairsine and Rose, 1991)
a = a0, ad = ad0, h < h0, (5.7)
a = a0(
h0
h
)δ, ad = ad0(
h0
h
)δ, h > h0, (5.8)
where h0 is approximately three raindrop diameters and δ is a constant. The
deposition rate of sediment di = vici as used in Chapter 4, with the entrainment
and re-entrainment terms described by equation (4.3) and (4.4) respectively. Note
that bed-load transport will not considered any further.
In equation (5.4), we equate t = 0 with the time of the commencement of
rainfall and thus the time that overland flow begins, or ponding time, is denoted
by tp. Once rainfall begins, and prior to runoff generation (0 ≤ t ≤ tp ), de-
tachment of original cohesive soil is occurring and therefore the deposited layer is
actually undergoing development. Consequently in order to solve (5.2) and (5.3)
for t > tp then both ci and mi at ponding time must first be known.
5.2 Development of Deposited Layer prior to Pond-
ing Time
During the period t < tp, both h and q are zero and assuming that rainfall and
infiltration are distributed uniformly down the slope, then there are no spatial
detachment gradients. As the left hand side of (5.2) is zero, we can write (since
ri = rri = 0 also)
di − edi = ei, (5.9)
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and (5.3) becomes (a = a0 for h = 0)
dmi
dt
= ei = pia0P (1−H). (5.10)
Summing (5.3) and noting H = mt
m∗t
, the solution for H can be obtained as
H(t) = 1− exp(−a0P
m∗t
t), (5.11)
which at ponding time gives
H(tp) = 1− exp(−a0P
m∗tp
tp). (5.12)
As mentioned before the detachment process is dependent on the cohesiveness
of the original soil, it is not a size class selective process. Since there is no water
layer to transport detached particles, the distribution of all size classes to H
must be in proportion to the original distribution in the cohesive soil, therefore
mi = pimt = piHm
∗
t and therefore
mi = pim
∗
t [1− exp(−
a0P
m∗t
t)]. (5.13)
Thus, at ponding time the distribution of masses in the deposited layer can
be written as
mi = pim
∗
t [1− exp(−
a0P
m∗t
tp)]. (5.14)
Note that equivalent forms to (5.11) and (5.13) are derived by eq (7) and (6)
in Heilig et al. (2001) for a constant P , though its derivation interpretation is
different.
Combining (5.1) and (5.2), we have for t ≤ tp
h
∂ci
∂t
+ q
∂ci
∂x
= ei + edi − di −Rci (5.15)
and since h and q are still zero at ponding time, the left hand side of (5.15) is
zero. Then ci at t = tp can be solved and expressed by
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ci(x, tp) =
1
R + vi
(ei + edi) =
pi
R + vi
P [a0 − (a0 − ad0)H(tp)]. (5.16)
Alternatively (5.16) can be obtained by considering the characteristic equation
from (5.15) and requiring only non-singular solutions. Even though ci is non-zero
at t = tp, the mass flux of sediment given by qci is zero. Thus there is no physical
inconsistency occuring by having non-zero initial concentration.
Having determined the evolution of the deposited layer prior to ponding time,
then the solution of (5.1) to (5.3) is sought subject to the following initial and
boundary conditions (i.e. replacing (5.42))
t = tp, h = 0, ci = cip, mi = mip,
x = 0, h = 0, ci = ψ(t),
(5.17)
where cip and mip are given by (5.16) and (5.14) respectively, and ψ(t) is given
by (5.16) with H(tp) replaced by H(t) as give by (5.11), i.e.
ψ(t) =
piP
R + vi
[a0 − (a0 − ad0)H(t)]. (5.18)
Since h = 0 at x = 0 for all time, then H and therefore ci continue to evolve
with time to steady state.
5.3 Analytical Expansion around Ponding Time
In general it is not possible to solve (5.1) to (5.3) analytically and numerical
methods must be used. Due to h = 0 at t = tp, the numerical solution can not
start integrating (5.15) from t = tp, there will be a numerically indeterminate 0/0
for the right side of (5.15). Thus, it is necessary to find an analytical expansion
for the solution for small t− tp. First, define a new time by
τ = t− tp. (5.19)
so that expansion for τ around zero can be sought. The case of R constant will
be considered first and then R time dependent.
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5.3.1 R Constant
As it was presented in chapter 3, for constant R and hi = hs = 0 (hi here is
the initial value of h at t = tp), the solution to the kinematic equation for h(x, t)
is given by
h = (
Rx
K
)1/m, x ≤ KRm−1τm; (5.20)
h = Rτ, x ≥ KRm−1τm. (5.21)
The characteristic emanating from the origin for the kinematic equation (5.1)
is given by
x = m
∫ τ
0
q
h
dt, (5.22)
while the characteristic coming from the origin for (5.15) is
x =
∫ τ
0
q
h
dt. (5.23)
Consequently for a given time the characteristic from the origin has penetrated
further into the domain for the kinematic equation then for (5.15). Since h is only
time dependent for x greater than the right hand side of (5.22) (or (5.21) for R
constant), then by defining a numerical grid with a step length of ∆x > KRm−1εm
for small time τ = ε, then both ci and mi will also be independent of space across
the entire grid (except at x = 0). Thus on this grid and for x > ∆x, (5.2) and
(5.3) can be replaced with (since h < h0 and Ω < Ωcr for τ = ε)
h
dci
dτ
= pia0P (1− mt
m∗t
) + ad0P
mi
m∗t
− (vi +R)ci, (5.24)
dmi
dτ
= vici − ad0P mi
m∗t
. (5.25)
In particular, the following power series expansion in τ for ci and mi is looked
for
125
ci(t) = c
0
i + c
1
i τ + c
2
i τ
2 + · · · =
n∑
j=0
cjiτ
j, (5.26)
mi(t) = m
0
i +m
1
i τ +m
2
i τ
2 + · · · =
n∑
j=0
mjiτ
j, (5.27)
mt(t) = m
0
t +m
1
t τ +m
2
t τ
2 + · · · =
n∑
j=0
mjtτ
j (5.28)
where c0i and m0i are given by (5.16) and (5.14) and m
j
t =
∑I
i=1m
j
i . The
superscripts on ci and mi correspond to the constant coefficients of the powers in
τ .
Substituting (5.26) and (5.27) into (5.25) gives
n∑
j=1
jmjiτ
j−1 =
n∑
j=0
vic
j
iτ
j −
n∑
j=0
ad0P
m∗t
mjiτ
j
=
n∑
j=1
(vic
j−1
i −
ad0P
m∗t
mj−1i )τ
j−1 (5.29)
Thus the mji are given by the recurrence relation
mji =
1
j
(vic
j−1
i −
ad0P
m∗t
mj−1i ), j = 1, 2, · · · (5.30)
Substituting (5.26) to (5.28) into (5.24) gives
n∑
j=1
jRcjiτ
j = pia0P − pia0PH(tp)− (vi +R)c0i + adoPpiH(tp)
−pia0P
m∗t
n∑
j=1
mjtτ
j − (vi +R)
n∑
j=1
cjiτ
j +
ad0P
m∗t
n∑
j=1
mjiτ
j
=
n∑
j=1
[
ad0P
m∗t
mji −
pia0P
m∗t
mjt − (vi +R)cji ]τ j. (5.31)
As the j = 0 term satisfies (5.16) it does not appear in (5.31). Thus (5.31)
can be rearranged and solved for cji as
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cji =
P
m∗t
(
ad0m
j
i − pia0mjt
vi + (1 + j)R
), j = 1, 2, · · · (5.32)
5.3.2 R Time Dependent and R = P
For R dependent on t, we take a simple case which assumes the infiltration
rate G = 0. Physically this often occurs in laboratory based soil erosion flumes
when the soil is pre-saturated prior to the commencement of rainfall and the base
of the flume is impermeable. Thus, R = P and we use the form of the excess
rainfall rate as
R(τ) = P (τ) = R0e
−bτ (1− e−bτ ) (5.33)
which has a single peak at t = ln2
b
and falls off to zero for large times. For this
case, runoff generates as soon as the rainfall starts. Therefore, tp = 0 and τ = t.
As presented in chapter 3, the solutions to the kinematic flow equation with
R(τ) in the form of (5.33) are
h =
R0
b
(
1
2
− e−bτ + 1
2
e−2bτ ), x ≥ mK
∫ τ
0
hm−1dt, (5.34)
h =
R0
b
(be−t0 − e−bτ − 1
2
e−2bt0 +
1
2
e−2bτ ), x = mK
∫ τ
t0
hm−1dt. (5.35)
Expanding R and h from (5.34) for τ near zero shows that they go like
R(τ) = R0(bτ − 3
2
b2τ 2 +
7
6
b3τ 3 − 15
24
b4τ 4 + · · · ), (5.36)
h(τ) =
R0
2
(bτ 2 − b2τ 3 + 7
12
b3τ 4 − 1
4
b4τ 5 + · · · ), (5.37)
for
x > mK(
Rob
2
)m−1[
τ 2m−1
2m−1
− (m− 1)b
2m
τ 2m + . . .]. (5.38)
If 4x is chosen to be greater than the right hand side of (5.38), then on this
grid h, ci and mi will again be independent of x. Thus, substituting (5.26) to
(5.28), (5.36) and (5.37) into (5.24) and (5.25) results in
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R0
2
(bτ 2 − b2τ 3 + 7
12
b3τ 4)(c1i + 2c
2
i τ + 3c
3
i τ
2) (5.39)
= pia0R0(bτ − 3
2
b2τ 2 +
7
6
b3τ 3 − 5
8
b4τ 4)(1− m
0
t
m∗t
− m
1
t
m∗t
τ − m
2
t
m∗t
τ 2 − m
3
t
m∗t
τ 3)
+ad0R0(bτ − 3
2
b2τ 2 +
7
6
b3τ 3 − 5
8
b4τ 4)(
m0i
m∗t
+
m1i
m∗t
τ +
m2i
m∗t
τ 2 +
m3i
m∗t
τ 3)
−(vi +R0(bτ − 3
2
b2τ 2 +
7
6
b3τ 3)− 5
8
b4τ 4)(c0i + c
1
i τ + c
2
i τ
2 + c3i τ
3 + c4i τ
4),
and
m1i + 2m
2
i τ + 3m
3
i τ
2 + 4m4i τ
3
= vi(c
0
i + c
1
i τ + c
2
i τ
2 + c3i τ
3)
−ad0R0(bτ − 3
2
b2τ 2 +
7
6
b3τ 3)(
m0i
m∗t
+
m1i
m∗t
τ +
m2i
m∗t
τ 2). (5.40)
Since there is not constant term on the left hand side of (5.39), vic0i must be
zero. Hence c0i is zero which is in agreement with (5.16) for R = P = 0 at t = tp.
This results in m1i = 0 from (5.40).
Balancing the leading order terms of τ , τ 2 and τ 3 in (5.39) and (5.40) leads
to
c1i =
1
vi
pia0R0b(1− m
0
t
m∗t
) +
1
vi
ad0R0b
m0i
m∗t
=
1
vi
piR0b[a0(1−H0) + ad0H0], (5.41)
and
m2i =
1
2
(vic
1
i − ad0R0b
m0i
m∗t
)
=
1
2
(vic
1
i − ad0R0bpiH0), (5.42)
where H0 = H(t = 0) =
m0t
m∗t
.
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Similarly, we can solve c2i , c3i , c4i , m3i and m4i
c2i = −
3R0b
2vi
{pib[a0(1−H0) + ad0H0] + c1i )}
= −3R0b
2pi
2vi
[a0(1−H0) + ad0H0](R0
vi
+ 1), (5.43)
c3i =
1
vi
{2b2R0c1i − 2bR0c2i +
7
6
b3piR0[a0(1−H0) + ad0H0]
+R0bpi(a0 − ad0)(3
2
b
m1t
m∗t
− m
2
t
m∗t
)}, (5.44)
m3i =
1
3
(vic
2
i +
3
2
ad0R0b
2piH0), (5.45)
c4i =
1
vi
{−35
24
R0b
3c1i +
5
2
R0b
2c2i −
5
2
R0bc
3
i
+piR0b(a0 − ad0)(5
8
b3H0 − 7
6
b2
m1t
m∗t
+
3
2
b
m2t
m∗t
− m
3
t
m∗t
)
−5
8
piR0b
4a0}, (5.46)
m4i =
1
4
[vic
3
i − ad0R0bpi(
7
6
b2H0 − 3
2
b
m1t
m∗t
+
m2t
m∗t
)], (5.47)
Then, for R(τ) = P (τ) = R0e−bτ (1−e−bτ ) the short time expansion for ci(x, τ)
and mi(x, τ) can be expressed as below with the coefficients given above.
ci(x, τ) = c
1
i τ + c
2
i τ
2 + c3i τ
3 + c4i τ
4 +O(τ 5), (5.48)
mi(x, τ) = mi(x, 0) +m
2
i τ
2 +m3i τ
3 +m4i τ
4 +O(τ 5). (5.49)
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5.4 Numerical Solution after Ponding Time
The MOL is still used here to solve kinematic wave approximation plus the
full HR model for t > tp. The matrix system for (5.1) to (5.3) is written as
∂H
∂t
= R−KDHm, (5.50)
dQ
dt
= −DU+ F1, (5.51)
dM
dt
= F2 (5.52)
where
H =
(
h(∆x) h(2∆x) h(3∆x) h(4∆x) · · · h(J∆x) )T (5.53)
R = R(t)
(
1 1 1 1 · · · 1 )T (5.54)
Q =

h˜c1
h˜c2
...
h˜cI

T
(5.55)
U =

q˜c1
q˜c2
...
q˜cI

T
(5.56)
F1 =

˜e1 + ed1 + r1 + rr1 − d1
˜e2 + ed2 + r2 + rr2 − d2
...
˜eI + edI + rI + rrI − dI

T
(5.57)
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F2 =

˜d1 − ed1 − rr1
˜d2 − ed2 − rr2
...
˜dI − edI − rrI

T
(5.58)
where each row element of Q, U, F1 and F2 are also column vectors of length J
with each of their elements evaluated at x = j∆x, j = 1, 2, . . . , J and D is the
differentiation matrix as given in section 4.1.2.
5.5 Verification of the Numerical Solution
To verify the implementation and accuracy of the MOL scheme, comparisons
are made between the numerical solution and an analytical solution of (5.3) and
previously computed solutions to (5.2) and (5.3).
5.5.1 Comparing to the Analytical Solution
Various analytical solutions of the kinematic wave equation have been pre-
sented in chapter 3. We now consider a case which has been adopted in Heng
et al. (2008): rainfall and overland flow on an impervious uniform slope. The
parameters used are R = P = 100 mm hr−1, K =
√
S0/n, S0 = 0.004,
n = 0.02/60, L = 5 m and initial mean water flow depth is 1 mm. Fig. (5.1)
gives the comparison of numerical and analytical solution which demonstrates
excellent agreement.
5.5.2 Comparing to a Previous Solution of the HR model
Section 4.1.2 has presented the numerical scheme for solving the HR model
for constant h and q. In this section, we compare the numerical solution of
full system which includes kinematic wave approximation to the constant h and
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Figure 5.1: Comparing numerical solution (stars) of kinematic wave equation to
its analytical solution (line) for rainfall and overland flow on uniform slope
q solution by forcing h and q to be a constant in the full system. The pa-
rameters used for this comparison are R = P = 100 mm h−1, K =
√
S/n,
S0 = 0.004, n = 0.06/60, L = 5.8 m, a = 920 kg m−3, ad = 14190 kg m−3,
m∗t = 0.0767 kg, initial water depth h(x, 0) = 5 mm. The mass percent-
age of soil is p(i) = 0.1, i = 1, · · · , I, I = 10 and the settling velocity is v =
(0.21, 0.71, 3.30, 10.9, 19.4, 31.2, 69.1, 139, 210, 300) mm s−1. ∆x = 0.1 m is used
in the code. Fig. (5.2) shows the two solutions are identical.
5.6 Hysteresis in Sediment Transport
In the experiments of Polyakov and Nearing (2003), discussed in detail in
chapter 4, it was shown that the transport capacity for a given flow rate, slope
and soil type was dependent on whether sediment was being transported under
net erosion or net depositional flows. Practically all commonly used erosion mod-
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Figure 5.2: Comparison of solution (stars) of full system with solution (line) for
simple HR model subject to ci(0, t) = mi(0, t) = 0 and ci(x, 0) = mi(x, 0) = 0.
els use the concept of transport capacity to distinguish between net erosion and
net depositional flows. Secondly formulas used for determining transport capacity
are single valued functions of the water flux q (Everaert, 1991; Woolhiser et al.,
1990), i.e. for a given soil, slope and flow rate it will be unique. Clearly these for-
mulas are at odds with the experimental findings of Polyakov and Nearing (2003)
whose results showed that it is dependent on the flow history and is therefore
hysteretic. Using the Hairsine-Rose model, Sander et al. (2007a) were able to
reproduce the measured suspended sediment concentrations for all experiments
of Polyakov and Nearing (2003). The HR model does not need to use the con-
cept of transport capacity because it models the rates of erosion and deposition
separately, consequently transport capacity under any flow conditions in the HR
model arises due to an evolving balance between the continually occurring rates
of erosion and gravity deposition. They showed therefore that it is an output of
the model and not an input and as such were able to reproduce the hysteretic
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behavior of the experimental data. Sander et al. (2007a) showed the importance
of the size distribution to hysteretic transport and were able to prove that the
transport of each particle size class is also hysteretic and that it is only for soils
comprised of a single size class that transport capacity is a unique function of the
discharge.
Hysteresis in sediment transport has been known for some time especially
within the fluvial geomorphology community. Plots of suspended sediment con-
centration versus river discharge have shown that the concentrations on the rising
limb of the river discharge hydrograph were different to those on the falling limb
Beschta (1987); Gurnell (1987); Kronvang et al. (1997); Seeger et al. (2004). Sim-
ilarly plots of sediment discharge or suspended sediment concentration against
water discharge occurring in overland flow have also shown significant hysteresis
between the falling and rising limbs (Jansson, 2002; Klein, 1984; Sadeghi et al.,
2008; Smith and Dragovich, 2009). From this experimental data it has been found
that there are five common shapes of the hysteresis loops (Williams, 1989) en-
compassing (i) single valued, (ii) clockwise, (iii) counter clockwise, (iv) figure 8
and (v) single valued plus a loop. It has been suggested that the shape of these
loops can be used to identify the different processes of runoff, sediment transport
(Seeger et al., 2004) and the sediment source area (Jansson, 2002; Klein, 1984).
From the comparison with the data of Polyakov and Nearing (2003), it is
known that the Hairsine-Rose model can reproduce hysteresis behavior for a
fixed discharge. This section aims to investigate whether the HR model can re-
produce any of the common hysteresis shaped loops for varying discharge. Up
until now none of the existing erosion models available within the literature have
undergone such a demanding test. With a view on the future potential possibil-
ity of obtaining experimental data for validation, only simplified flow conditions
which are easily established within a laboratory flume are considered for this
test. Consequently a flume with an impervious bed filled with saturated soil is
considered. Since the flume is saturated and impervious, there is no infiltration,
i.e. R = P and runoff begins immediately at t = 0, therefore tp = 0. The two
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cases will be discussed below are (a) hi 6= 0 and ci = 0 at t = 0; (b) hi = 0
and ci = 0 at t = 0. The numerical result of case a is easy to obtain based on
our time-dependent HR model. Case b needs additional calculations of analytical
expansions of h, ci and mi at the ponding time tp as presented in section 5.3.2.
A single peak time-dependent excess rainfall rate given in (5.33) is again used
in order to compute time and spatially varying water depths for generating a
runoff hydrograph with both rising and falling limbs. The boundary conditions
are taken as x = 0, hs = hi and ci = 0 for case a and x = 0, hs = 0 and ci = ψ(t)
as given in (5.18) for case b. The remaining initial condition for mi is determined
below with respect to the different hysteretic classes. The parameters used for
simulation are obtained from curve fitting to the outflow data by Polyakov and
Nearing (2003). The specific parameter values are not that important for the
hysteresis simulation. They just need to be the right magnitude for the soil used
in the experiments. They are given in Table (5.1) and Table (5.2) except pi and
vi are given in Table (4.2).
5.6.1 Generation of Hysteresis Loops for hi 6= 0
5.6.1.1 Counter Clock-wise Loop
Counter clock-wise hysteresis loops are known to occur when the peak water
discharge occurs before the peak sediment concentration (Williams, 1989). Ad-
ditional contributing factors are thought to be due to the sediment also having
to travel further in the catchment to the outlet (Seeger et al., 2004). In order to
simulate these conditions for the flume scenario, it is assumed that at the start
of the experiment no deposited layer has developed and only fully cohesive soil is
in the flume. This means that there will be no quick release of sediment causing
the sediment peak to be delayed compared to the water discharge peak. The
remaining initial condition is therefore given by t = 0, mi = 0. Fig. (5.3) shows
the variation of total suspended sediment concentration c and flow discharge q
as a function of time t as well as plotting q ∗ c as a function of the discharge q
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Table 5.1: Hydraulic parameters used for simulation for both hi 6= 0 and hi = 0
(assuming that the rill is rectangular).
L 6 m
S0 0.07
n 0.03 s m−1/3
wb 0.1 m
F 0.062
J 4.7856 J kg−1
Ωcr 0.07 W m−2
m∗t 2.5 kg m−2
ρ 1000 kg m−3
ρs 2000 kg m−3
a0 200 kg m−3
ad0 2000 kg m−3
Table 5.2: Hydraulic parameters used for simulation for hi 6= 0 and hi = 0
respectively.
hi q R0 b
2 mm 0.006 m2 min−1 200 mm hr−1 6
0 0 600 mm hr−1 3
for hi = 0.002 m. The lower graph clearly shows a counter clock-wise hysteretic
loop. The upper graph shows that the discharge does reach its peak much sooner
than c and that c has a greater value for the same discharge on the falling limb
as opposed to the rising limb of the hydrograph.
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Figure 5.3: Upper: SSC vs t (left) and q vs t (right); Down: q∗c vs q; hi = 0.002m
and mi = 0 at t = 0.
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5.6.1.2 Clock-wise Loop
Clockwise loops most commonly occur when the sediment peak occurs before
the water discharge peak and when there is a source of rapid sediment depletion
Williams (1989). This suggests that our flume simulation should begin with a
fully developed deposited layer (i.e. H = 1) for the source of easily erodible
sediment which can be rapidly depleted. Assuming that this layer is comprised
of size classes in proportion to the original soil, then the initial condition for mi
becomes t = 0, mi = pim∗t . Fig. (5.4) shows graphs for c(t), q(t) and a clock-
wise hysteretic loop for q ∗ c as a function of q. In agreement with Williams
(1989) it can be seen from the upper graphs of Fig. (5.4) that the sediment
peak does indeed occur before the discharge peak. By starting with a complete
non-cohesive deposited layer, it provides a source of sediment which is easily
eroded on the rising limb of the hydrograph. As this layer is depleted, more
of the original cohesive soil is exposed which is less erodible than the deposited
layer. Secondly as the event evolves, the deposited layer becomes more and more
dominated by the larger sediment size classes. Consequently during the falling
limb of the hydrograph for the same discharge, the flow energy is now being
expended on either a greater amount of cohesive soil, or eroding larger deposited
particles which have a greater fall velocity and therefore contribute less to the
suspended sediment concentration. All this results in c being much higher on the
rising limb in comparison to its value on the falling limb for the same discharge.
5.6.1.3 Figure 8 Loops
Since the hysteresis loop in Fig. (5.3) and Fig. (5.4) have swapped from
counter clock-wise to clock-wise when the initial conditions change from no de-
posited layer to a fully developed deposited layer, then this suggests that a figure
8 loop can be obtained from an intermediate initial state for the deposited layer.
Consequently the following initial condition is tried, t = 0, mi = 0.5pim∗t corre-
sponding to H = 0.5. The results of this simulation are presented in Fig. (5.5)
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Figure 5.4: Upper: SSC vs t (left) and q vs t (right); Down: q ∗ c vs q; hi =
0.002 m and mi = p(i)m∗t at t = 0.
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Figure 5.5: Upper: SSC vs t (left) and q vs t (right); Down: q ∗ c vs q; hi =
0.002 m and mi = 0.5pim∗t at t = 0.
and show that a figure eight hysteresis loop is indeed obtained. Due to the pres-
ence of the significant deposited layer the sediment concentration rises rapidly
and precedes that discharge peak, hence the lower part of the hysteresis loops
mimics the clock-wise loop. With H only being half of its value, from Fig. (5.4)
this layer is easily eroded sediment source is rapidly depleted as the discharge
increases, exposing more of the original cohesive soil. The flow conditions then
start to mimic those from Fig. (5.3) and the hysteresis loop swaps to the counter
clock-wise shape, resulting then in an overall figure eight pattern. Exactly the
same shaped figure eight hysteresis loop is shown in Fig. (5) of Seeger et al.
(2004).
Finally Fig. (5.6) shows the relationship between the different suspended
140
sediment concentrations with time for the various hysteresis loops. This figure is
in generally agreement with results and discussions in the literature on hysteresis
loops for river flow in that: (i) counter clock-wise loops occur when the sediment
supply is limited or far from the catchment outlet, (ii) clockwise loops occur
where there is a source of easily erodible sediment near the river and (iii) figure
eight loops can occur where sediment sources are spatially distributed prior to
an erosion event. Catchment studies in the literature have shown that the types
of hysteresis loops found depend on initial soil moisture, previous precipitation
events, total rainfall rate, maximum rainfall intensity and variability in rainfall
intensity (Eder et al., 2010; Seeger et al., 2004). Clearly none of these is surprising
as these factors affect the initiation of surface runoff, time to peak discharge, the
episodic movement and deposition of sediment throughout the catchment (i.e.
deposited layer) and the rate of its depletion. To some extent we have tried
to simulate these effects through imposing different initial conditions on mi, i.e.
mi = 0, 0.5pim∗t and pim∗t at t = 0 for all x to represent surface conditions arising
from both long and short periods between erosion events. Episodic rainfall events
of short duration or events with multiple peaks will result in non-homogeneous
distributions of deposited sediment for the next rainfall event. Such circumstances
point to a further advantage of the HR formulation in that the deposited layer
allows for varying initial surface states to be prescribed prior to any erosion event
(Seeger et al., 2004).
5.6.2 Generation of Hysteresis Loops for hi = 0
As mentioned before, we assume that the bed of experimental flume is imper-
vious and the soil is initially saturated. Therefore, for hi = 0, runoff generates
as soon as rainfall commences, i.e. at t = tp = 0. In an equivalent manner to the
case of hi 6= 0, we use mi = 0, mi = pim∗t and mi = 0.5pim∗t at t = 0 in order to
generate counter clock-wise, clock-wise and figure 8 shaped loop respectively.
141
Figure 5.6: Different SSCs for same q
Fig. (5.7) shows c and q varying with t and the plot of q∗c as a function of the
discharge q. The upper graph clearly shows the again the sediment concentration
peak lags behind the flow discharge peak and c has greater value for the same
discharge on the falling limb as opposed to the rising limb of the hydrograph which
are consistent with a counterclockwise loop as found in Fig. (5.3). However, the
lower portion graph near the origin shows a figure 8 shape loop instead of a
counter clock-wise loop. To check this, hi is reduced from 0.002 m to 0.00002
m in the code for Fig. (5.3). We find that the loop transforms from counter
clock-wise to a figure 8 shape, in the region close to the origin.
Fig. (5.8) and Fig. (5.9) are for mi = pim∗t and mi = 0.5pim∗t respectively.
The variations of c and q with t and the loops generated by plotting q ∗ c vs q
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Figure 5.7: Upper: SSC vs t (left) and q vs t (right); Down: q ∗ c vs q; hi = 0
and mi = 0 at t = 0.
correspond to the same types of loops given in Fig. (5.4) and Fig. (5.5), i.e.
counterclockwise and figure 8 respectively.
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Figure 5.8: Upper: SSC vs t (left) and q vs t (right); Down: q ∗ c vs q; hi = 0
and mi = pim∗t at t = 0.
Figure 5.9: Upper: SSC vs t (left) and q vs t (right); Down: q ∗ c vs q; hi = 0
and mi = 0.5pim∗t at t = 0.
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5.7 Conclusion
Typically in a field or hillslope setting, there is a time lag between the start
of rainfall and the subsequent commencement of overland flow. This time lag
is commonly referred to as the ponding time tp. During the period 0 < t < tp
raindrops are still detaching cohesive soil particles which result in the evolution
of the deposited layer such that at the time of runoff, mi is nonzero. A theoretical
framework is provided in this chapter to describe the evolutionary period. Since
h = 0 at the start of runoff, it is also shown that this prescribes the initial
conditions for ci in order to remove a singularity from the sediment transport
equations. Consequently a power series expansion is found for both mi and ci to
allow numerical solutions to be started away from this singularity. Expansions
for both constant and time dependent excess rainfall rates are provided, though
to reduce complexity in the solution it is assumed that the time dependent case
occurs on an initially saturated surface whereby tp = 0. The numerical method
of lines solution developed in Chapter 4 for constant flow hydraulics was then
extended in this Chapter to include both space and time dependent overland
flow.
Most currently used soil erosion models cannot account for sediment trans-
port hysteresis, i.e. different sediment fluxes for the same discharge on the rising
and falling limb of the overland flow hydrograph. Specifically, clockwise, anti-
clockwise and figure 8 loops have been found. It is shown for the first time that
one soil erosion model (the HR model) is able to simulate the various hysteretic
discharge patterns. More importantly, the HR model′s construction permits a
straightforward explanation of the various hysteretic behaviors observed experi-
mentally. In brief, hysteresis occurs because of the interactions between variable
flow over the soil surface and the differences in cohesion between the original and
eroded soil, the latter being more erodible than the former. With commonly used
formulations, as presented in Chapter 2, being based solely on suspended sedi-
ment it is therefore unlikely that they can produce the various known hysteresis
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loops.
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CHAPTER 6
Conclusion and Research Prospects
The main aim of this research was to develop new analytical and numerical
solutions to both the kinematic approximation to the St Venant equations and
the Hairsine-Rose (HR) soil erosion model in order to gain a better physical
understanding of soil erosion and sediment transport in shallow overland flow.
The HR model was chosen not only because it was a physical process based erosion
model, there are many of these to be found in the literature, but because this
model has unique advantages: 1. it considers the entire distribution of sediment
size classes and does not use a physically unrealistic single representative particle;
2. it considers the development of a layer of deposited sediment having different
characteristics to the original underlying soil and 3. it separately considers the
erosion processes of rainfall detachment, runoff entrainment and gravitational
deposition which results in transport capacity to be a non-unique function of
the flow rate. The second main aim was to develop new numerical solutions to
the HR model while the third was to apply these solutions to experimental data
obtained from the literature.
How the aims of this research was achieved is discussed and summarized below.
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6.1 Research Outcomes
1. Development of new analytical solutions for the kinematic wave approxi-
mation equation.
Nearly all existing analytical solutions for the kinematic equation are subject
to the initial hi and boundary conditions hs both zero. In Chapter 3, new ana-
lytical solutions are developed for the three following combinations of boundary
and initial conditions, hs = hi = hb, hs < hi and hs > hi. While these do not
necessarily occur very often in the field, they do reflect various conditions used
in experimental laboratory scale flumes. In addition both constant and time de-
pendent excess rainfall rates are considered. As the kinematic wave equation is
hyperbolic, the method of characteristics was used to derive the new analytical
solutions. In the case of the time dependent excess rainfall rate a further two
sub-cases were considered, these being R(t) > 0 for all time t and R(t) > 0,
0 < t < t∗ and R(t) < 0, t > t∗. Solutions for hs < hi resulted in expansion
fans while those for hs > hi contained travelling shocks. When R was allowed to
become negative for t > t∗ then at a later time, denoted t2 the single continuous
solution profile for h(x, t) actually split into two profiles with one moving up slope
and the other moving down slope. As a result the drying free boundary of both
solutions needed to be found. These new solutions are a comprehensive extension
of the solution given by Sander et al. (1990).
2. Development of solutions for time-dependent HR model
In Chapter 4 numerical solutions to the HR model were obtained for conditions
where runoff entrainment and gravity deposition were the only erosive processes
operating. It was not possible to find an analytical solution for all x and t.
However by using the method of characteristics is was possible to reduce the
coupled partial differential equations to a set of coupled ordinary differential
equations for the sub-domain of x > qt, provided only uniform constant initial
conditions were considered. A full numerical solution of the partial differential
equations was developed by applying the method of lines and was verified in two
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ways by: 1. comparing with the solution of the ordinary differential equations for
x > qt; and 2. comparing with analytical steady state solution given by Sander
et al. (2007a). Excellent agreement was found from both comparisons and gave
confidence in the accuracy and reliability of the numerical solution method.
The numerical solution was then applied to the laboratory flume experiments
of Polyakov and Nearing (2003). Comparisons to both the steady state and time
varying data were done. This demonstrated that the HR model could reproduce
their detailed suspended sediment data taken across a range of net erosion and
net deposition conditions. However, it was found that the model significantly
over-predicted the amount of sediment deposited at the inlet of flume. This
then indicated that an additional transport mechanism was missing from the HR
model which would allow for this additional deposited sediment to be moved
down the flume. Rouse number calculations provided some support for believing
that the missing transport mechanism was bed-load and this lead to developing
an extended HR model which included bedload.
3. Extension of the HR model to include bed-load
With the bed-load transport mechanism included in the HR model both ana-
lytic steady state and unsteady numerical solutions were developed. The compar-
ison between the steady state solution and data of Polyakov and Nearing (2003)
still showed excellent agreement for all size classes. The comparison between the
unsteady solution with the time varying data showed that the inclusion of bed-
load transport has significantly improved the physical plausibility of calculated
total mass of sediment in the deposited layer, however it came at the expense
of poorer match to the sediment outflow data. This lead to the conclusion that
the addition of bed-load transport was not sufficient for the HR model to explain
the Polyakov and Nearing (2003) data and that changes in bed morphology may
be a more important influence on the transport processes. An asymptotic anal-
ysis was carried out which confirmed that for the Polyakov and Nearing data,
bed evolution was more important than bed-load transport in moving deposited
sediment down the flume.
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A very interesting finding from this work showed that the traditional criterion
of validating a sediment transport model based solely on suspended sediment data
was not sufficient. It was shown that reliable predictions could be obtained even
when important transport mechanisms were neglected.
4. Development of fully coupled unsteady solutions of the HR model and the
kinematic flow equation
In Chapter 5 the method of lines was used to develop a numerical solution
for the combined system of equations which included the HR model and the
kinematic wave equation. With non zero initial and boundary conditions for h
the numerical solution is straightforward. However for zero depth initial and
boundary conditions there is a singularity in the sediment transport equation at
ponding time, i.e. at the time of runoff commencing. Consequently an analytic
expansion was developed in order to obtain starting conditions for the solution
of the suspended sediment equations. While laboratory flumes can be loaded
with pre-wet soil so the runoff begins immediately following the start of rainfall,
this usually does not occur in the field and there is a considerable time delay
between the two. During this period raindrop impact disturbs the soil surface by
detaching cohesive soil and thereby begins to develop the deposited layer. This
Chapter also provides an analytical solution for describing this layer’s evolution
from the start of rainfall, which then allows the initial conditions for mi to be
established at ponding time.
5. Using the coupled HR - kinematic numerical solution to simulate hysteresis
phenomena in sediment transport
Plots of sediment discharge or suspended sediment concentration against wa-
ter discharge occurring in overland flow have been shown to contain significant
hysteresis between the falling and rising limbs. Experimental data has shown
that the most common shapes of the hysteresis loops (Williams, 1989) are (i)
clockwise, (ii) counter clockwise, (iii) figure 8 and (iv) single valued plus a loop.
It has been suggested that the shape of these loops can be used to identify the
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different processes of runoff, sediment transport (Seeger et al., 2004) and the
sediment source area and availability (Jansson, 2002; Klein, 1984).
With the numerical solution developed for full system of soil erosion and
kinematic flow it was shown that it was possible for the HR model to simulate
three of four hysteresis loops identified by Williams (1989). Counter clock-wise
loops, clock-wise loops and figure 8 loops could be produced as a result of different
initial conditions, being mi(x, 0) = 0, mi(x, 0) = pimt and mi(x, 0) = 0.5pimt
respectively. As far as the author is aware, this is the first time that these types
of hysteresis loops have been produced by any erosion model. The generation of
these hysteresis loops are physically explainable in terms of sediment availability
and is consistent with data obtained on the field scale.
6.2 Research Significance and Future Research Di-
rections
Govers (2011) recently noted that the modeling of size-selectivity in both net
erosion and net deposition events is “poorly represented in most erosion models”.
Even though quite a few of the commonly used erosion models have developed the
capacity to consider limited distributions of sediment size classless (i.e. LISEM,
KINEROS2, WEPP), their predictive ability is still limited by their use of a
transport capacity (Tc) approach. There are several concerns with basing sed-
iment transport models on the concept of transport capacity. First, erosion is
dependent on the soils particle size distribution, with each size having its own
separate contribution. Second, it is hysteretic in that different values of Tc occur
for the same flow rate q on either side of the rising and falling limb of a runoff
hydrograph. That Tc (for both the total sediment transported as well as that
for the individual size classes) is hysteretic was shown in a set of well-controlled
flume experiments by Polyakov and Nearing (2003). Thus, particle size class dis-
tribution and hysteresis dependence makes it difficult to develop reliable formulas
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for determining Tc. While the multi-size class models have developed approxi-
mate equations, these are unsatisfactory from a physical point of view as they are
effectively a model input. Transport capacity at any given time and spatial loca-
tion, for any particular flow condition, evolves from the flow itself and is due to
the balance between three separate erosion mechanisms, viz., gravity deposition,
rainfall and runoff detachment. It is, therefore, an outcome of, and not an input
to, the erosion process. In the case of WEPP, different rate equations are even
used to describe different aspects of the same physical process and is therefore
physically inconsistent.
The HR (Hairsine-Rose) approach adopted for this thesis is unique amongst
erosion models in that it includes separate rate equations for all three erosion
mechanisms, and so does not require the transport capacity concept. This model
is also distinctive from those previously presented in other aspects. First, the HR
model describes the soil by its particle size probability density function, and is
therefore not limited in the number of size classes it considers. When soil parti-
cles are in suspension, both the suspension time and transport distance, depend
on the particle’s settling velocity. With particle size settling velocities varying
over many orders of magnitude (10−6− 0.1 m s−1), a single effective size class is
not representative of the behaviour of eroded soil. As both agricultural chemical
(fertilizers, pesticides) and biological (bacteria, viruses) pathogens bind prefer-
entially to the clay and silt sized particles (Morgan and Quinton, 2001; Schijven
and Hassanizadeh, 2000), estimating contaminant fluxes to surface water bodies
requires knowledge of the size distribution of transported sediment. Second, the
HR model also recognizes that eroded soil depositing on the soil surface forms
a covering layer that does not possess the same cohesive strength of the original
soil. Due to the size-selective nature of the deposition process, the distribution
of sediment in the covering layer is different to the original soil material.
The significance of the HR approach was demonstrated in Section 5.6 where
straightforward explanations could be provided of the various hysteretic sediment
transport behaviors observed experimentally. This is the first time that any soil
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erosion model has been able to simulate the various hysteretic discharge patterns
and is therefore a major contribution to the erosion literature. In brief, hysteresis
occurs because of the interactions between variable flow over the soil surface and
the differences in cohesion between the original and eroded soil, the latter being
more erodible than the former. In particular it was shown that the state of
the soil surface prior to an erosion event is especially important in determining
the resulting shape of the hysteretic discharge curves. With commonly used
formulations, as presented in Chapter 2, being based solely on suspended sediment
and Tc, it is therefore very unlikely that they can produce the various known
hysteresis loops.
The second and third main areas of research significance center on (i) the
stringency of model validation and (ii) identifying when interactions between the
overland flow and the evolution of the soil bed are importance in determining
sediment transport fluxes and size distributions. Most models are usually vali-
dated by comparing total sediment fluxes at a catchment or flume outlet. Good
temporal agreement is always taken as justification of model reliability and per-
formance. Rarely is agreement with exported size class distributions looked at. In
Chapter 4 it was shown that by using the HR model excellent agreement between
measured and predicted ci and c with time, at the flume exit, could be obtained
for the dynamic and complex experiment of Polyakov and Nearing (2003). This
was a level of match not achieved by any other model or any data published in
the literature. Since predicting suspended sediment size class distributions is far
more difficult than predicting total suspended sediment, this appeared to provide
very strong validation of the HR modelling approach. However by examining
the mass of deposited sediment along the flume it was found that non-physical
estimates were being obtained. Consequently by focussing solely on suspended
sediment, erosion models can seem to be reliably validated when in reality they
are missing key transport mechanisms. A formal asymptotic analysis showed
that the coupling of bed morphology with the overland flow was an important
transport process in the Polyakov and Nearing experiments. The data in Table
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2 of Polyakov and Nearing (2003) give a Froude number (Fr) at x = 2 m of 1.1,
indicating supercritical flow down the rill. Linear stability analysis of flow and
bedform evolution in rivers (Fowler, 1997) shows that for Fr > 1, there is a very
strong coupling between the flow velocity, flow depth and the bed morphology
resulting in the formation of both dunes and anti-dunes. Previously published rill
results from both experimental data (Nearing et al. (1997), Gime´nez and Govers
(2001)) and numerical modeling (Lei and Nearing, 1998) have shown the impor-
tance of bed evolution on transport processes for Froude numbers near unity.
Thus the asymptotic analysis not only supports recent findings in the literature
but also clearly shows the need to have erosion models incorporate interactions
between the bed and the flow. For intense storms that result in near critical and
supercritical flow in rills, neglecting bed morphology is likely to result in the very
poor performance of any erosion model when it comes to predicting transported
sediment loads.
In terms of future research they are many directions that can be taken and
many different problems to work on. The following comments will focus on areas
which would be of benefit to the HR approach.
1. There is a real need for research to be undertaken on how to upscale the
HR model to regional or catchment scale such that computation demands
are not prohibitive. In its current form this is a serious drawback.
2. Greater laboratory and hillslope scale testing is required to verify and val-
idate the predictions of the HR model. For example there does not appear
to be available experimental method for collecting data on the evolution of
the deposited layer through either space or time. The use of nano-particles
to label soil particles is a possibility provided a convenient method can be
developed.
3. Collecting real time spatial and temporal data on suspended sediment dis-
tributions would also be extremely valuable. Matching data at one spatial
location, usually the flume outlet is no longer a satisfactory approach.
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4. Recent work on local variations in bed topography have shown how impor-
tant this can be on transported sediment distributions (Heng et al., 2011)
and the HR model has had some success in reproducing such data. More
complicated bed geometry which would result in zones of both net erosion
and net deposition from which detailed data on deposited size distributions
would provide a very demanding test of the HR modeling methodology.
5. Lastly there is the area of predicting contaminant fluxes (both chemical
and biological pathogens) during an erosion event. Enrichment ratios which
are commonly used have proved to be very unreliably in estimating these
fluxes. The HR model provides the framework for incorporating size class
dependent adsorption of contaminants that has the potential to predict
or estimate contaminant fluxes both during and from sequential erosion
events. Currently concerns about the level and transport of bacteria and
viruses through the environment, and the possibility of some of these cross-
ing into humans (zoonotic viruses), is topical. With agriculture being a
major source of such pathogens, either through direct fecal deposition or
through the spread of infected slurries on farmland, further research is re-
quired on the rate and quantity of pathogens transported from farmlands.
The size class dependent HR model which has been studied in this thesis
and shown to be able to reproduce data and hysteretic flows from a range of
erosion conditions, is uniquely placed to provide a significant contribution
and greater understanding of pathogenic transport in the environment.
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