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Abstract	 ﾠ
	 ﾠ
Background	 ﾠ
Evidence	 ﾠ Based	 ﾠ Medicine	 ﾠ (EBM)	 ﾠ practice	 ﾠ requires	 ﾠ
practitioners	 ﾠ to	 ﾠ extract	 ﾠ evidence	 ﾠ from	 ﾠ published	 ﾠ medical	 ﾠ
research	 ﾠwhen	 ﾠanswering	 ﾠclinical	 ﾠqueries.	 ﾠDue	 ﾠto	 ﾠthe	 ﾠtime-ﾭ‐
consuming	 ﾠ nature	 ﾠ of	 ﾠ this	 ﾠ practice,	 ﾠ there	 ﾠ is	 ﾠ a	 ﾠ strong	 ﾠ
motivation	 ﾠ for	 ﾠ systems	 ﾠ that	 ﾠ can	 ﾠ automatically	 ﾠ summarise	 ﾠ
medical	 ﾠ documents	 ﾠ and	 ﾠ help	 ﾠ practitioners	 ﾠ find	 ﾠ relevant	 ﾠ
information.	 ﾠ
Aim	 ﾠ
The	 ﾠ aim	 ﾠ of	 ﾠ this	 ﾠ work	 ﾠ is	 ﾠ to	 ﾠ propose	 ﾠ an	 ﾠ automatic	 ﾠ query-ﾭ‐
focused,	 ﾠ extractive	 ﾠ summarisation	 ﾠ approach	 ﾠ that	 ﾠ selects	 ﾠ
informative	 ﾠsentences	 ﾠfrom	 ﾠmedical	 ﾠdocuments.	 ﾠ	 ﾠ
Method	 ﾠ	 ﾠ	 ﾠ
We	 ﾠ use	 ﾠ a	 ﾠ corpus	 ﾠ that	 ﾠ is	 ﾠ specifically	 ﾠ designed	 ﾠ for	 ﾠ
summarisation	 ﾠin	 ﾠthe	 ﾠEBM	 ﾠdomain.	 ﾠWe	 ﾠuse	 ﾠapproximately	 ﾠ
half	 ﾠthe	 ﾠcorpus	 ﾠfor	 ﾠderiving	 ﾠimportant	 ﾠstatistics	 ﾠassociated	 ﾠ
with	 ﾠthe	 ﾠbest	 ﾠpossible	 ﾠextractive	 ﾠsummaries.	 ﾠWe	 ﾠtake	 ﾠinto	 ﾠ
account	 ﾠfactors	 ﾠsuch	 ﾠas	 ﾠsentence	 ﾠposition,	 ﾠlength,	 ﾠsentence	 ﾠ
content,	 ﾠ and	 ﾠ the	 ﾠ type	 ﾠo f 	 ﾠt h e 	 ﾠq u e r y 	 ﾠp o s e d . 	 ﾠU s i n g 	 ﾠt h e 	 ﾠ
statistics	 ﾠfrom	 ﾠthe	 ﾠfirst	 ﾠset,	 ﾠwe	 ﾠevaluate	 ﾠour	 ﾠapproach	 ﾠon	 ﾠa	 ﾠ
separate	 ﾠset.	 ﾠEvaluation	 ﾠof	 ﾠthe	 ﾠqualities	 ﾠof	 ﾠthe	 ﾠgenerated	 ﾠ
summaries	 ﾠis	 ﾠperformed	 ﾠautomatically	 ﾠusing	 ﾠROUGE,	 ﾠwhich	 ﾠ
is	 ﾠa	 ﾠpopular	 ﾠtool	 ﾠfor	 ﾠevaluating	 ﾠautomatic	 ﾠsummaries.	 ﾠ
	 ﾠ
	 ﾠ
Results	 ﾠ
Our	 ﾠ summarisation	 ﾠ approach	 ﾠ outperforms	 ﾠ all	 ﾠ baselines	 ﾠ
(best	 ﾠ baseline	 ﾠ score:	 ﾠ 0.1594;	 ﾠ our	 ﾠ score	 ﾠ 0.1653).	 ﾠ Further	 ﾠ
improvements	 ﾠ are	 ﾠ achieved	 ﾠ when	 ﾠ query	 ﾠ types	 ﾠ are	 ﾠ taken	 ﾠ
into	 ﾠaccount.	 ﾠ
Conclusion	 ﾠ
The	 ﾠ quality	 ﾠ of	 ﾠ extractive	 ﾠ summarisation	 ﾠ in	 ﾠ the	 ﾠ medical	 ﾠ
domain	 ﾠ can	 ﾠ be	 ﾠ significantly	 ﾠ improved	 ﾠ by	 ﾠ incorporating	 ﾠ
domain	 ﾠknowledge	 ﾠand	 ﾠstatistics	 ﾠderived	 ﾠfrom	 ﾠa	 ﾠspecialised	 ﾠ
corpus.	 ﾠ Such	 ﾠ techniques	 ﾠ can	 ﾠ therefore	 ﾠ be	 ﾠ applied	 ﾠ for	 ﾠ
content	 ﾠselection	 ﾠin	 ﾠend-ﾭ‐to-ﾭ‐end	 ﾠsummarisation	 ﾠsystems.	 ﾠ
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What	 ﾠthis	 ﾠstudy	 ﾠadds:	 ﾠ
1.	 ﾠAn	 ﾠapproach	 ﾠto	 ﾠautomatically	 ﾠsummarise	 ﾠmedical	 ﾠtext	 ﾠ–	 ﾠa	 ﾠ
topic	 ﾠon	 ﾠwhich	 ﾠexisting	 ﾠresearch	 ﾠis	 ﾠquite	 ﾠlimited.	 ﾠ
2.	 ﾠ An	 ﾠ investigation	 ﾠ of	 ﾠ the	 ﾠ effect	 ﾠ of	 ﾠ incorporating	 ﾠ domain	 ﾠ
knowledge	 ﾠand	 ﾠcorpus	 ﾠstatistics	 ﾠon	 ﾠthe	 ﾠquality	 ﾠof	 ﾠextractive	 ﾠ
summarisation.	 ﾠ
3.	 ﾠA	 ﾠpossible	 ﾠway	 ﾠof	 ﾠhelping	 ﾠEBM	 ﾠpractitioners	 ﾠin	 ﾠthe	 ﾠfuture	 ﾠ
by	 ﾠ automatically	 ﾠ identifying	 ﾠ informative	 ﾠ text	 ﾠ in	 ﾠ medical	 ﾠ
documents.	 ﾠ
	 ﾠ
Background	 ﾠ
Evidence	 ﾠ Based	 ﾠ Medicine	 ﾠ (EBM)	 ﾠ practice	 ﾠ requires	 ﾠ
practitioners	 ﾠ to	 ﾠ extract	 ﾠ evidence	 ﾠ from	 ﾠ published	 ﾠ medical	 ﾠ
research	 ﾠ when	 ﾠ answering	 ﾠ clinical	 ﾠ queries.	 ﾠ Research	 ﾠ has	 ﾠ
shown	 ﾠthat	 ﾠpractitioners	 ﾠoften	 ﾠfail	 ﾠto	 ﾠfollow	 ﾠEBM	 ﾠguidelines	 ﾠ
during	 ﾠpractice,	 ﾠparticularly	 ﾠat	 ﾠpoint-ﾭ‐of-ﾭ‐care,	 ﾠprimarily	 ﾠdue	 ﾠ
to	 ﾠ its	 ﾠ time-ﾭ‐consuming	 ﾠ nature.	 ﾠ Thus,	 ﾠ there	 ﾠ is	 ﾠ a	 ﾠ strong	 ﾠ
motivation	 ﾠ for	 ﾠ systems	 ﾠ that	 ﾠ can	 ﾠ automatically	 ﾠ summarise	 ﾠ
information	 ﾠpresent	 ﾠin	 ﾠmedical	 ﾠdocuments	 ﾠfor	 ﾠpractitioners	 ﾠ
and	 ﾠreduce	 ﾠthe	 ﾠtime	 ﾠrequired	 ﾠfor	 ﾠEBM	 ﾠpractice.	 ﾠDespite	 ﾠthe	 ﾠ
strong	 ﾠmotivation,	 ﾠresearch	 ﾠin	 ﾠthis	 ﾠarea	 ﾠis	 ﾠstill	 ﾠvery	 ﾠmuch	 ﾠin	 ﾠ
its	 ﾠinfancy,	 ﾠdue	 ﾠto	 ﾠthe	 ﾠdomain-ﾭ‐specific	 ﾠnature	 ﾠof	 ﾠthe	 ﾠtext.	 ﾠ
	 ﾠ
We	 ﾠpropose	 ﾠan	 ﾠextractive,	 ﾠquery-ﾭ‐focused,	 ﾠsingle	 ﾠdocument	 ﾠ
summarisation	 ﾠ system	 ﾠ for	 ﾠ the	 ﾠ medical	 ﾠ domain.	 ﾠ Our	 ﾠ
approach	 ﾠ utilises	 ﾠ domain	 ﾠ knowledge	 ﾠ and	 ﾠ statistical	 ﾠ
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information	 ﾠderived	 ﾠfrom	 ﾠa	 ﾠspecialised	 ﾠcorpus.	 ﾠWe	 ﾠfurther	 ﾠ
show	 ﾠthat	 ﾠthe	 ﾠqualities	 ﾠof	 ﾠthe	 ﾠextracted	 ﾠsummaries	 ﾠcan	 ﾠbe	 ﾠ
improved	 ﾠby	 ﾠcustomising	 ﾠthe	 ﾠsentence	 ﾠextraction	 ﾠtechnique	 ﾠ
to	 ﾠthe	 ﾠtype	 ﾠof	 ﾠquery	 ﾠposed.	 ﾠ
	 ﾠ
Related	 ﾠwork	 ﾠ
The	 ﾠearliest	 ﾠworks	 ﾠon	 ﾠautomatic	 ﾠtext	 ﾠsummarisation	 ﾠwere	 ﾠ
extractive	 ﾠ in	 ﾠ nature,	 ﾠ where	 ﾠ features	 ﾠ such	 ﾠ as	 ﾠ word	 ﾠ
frequencies,	 ﾠsentence	 ﾠpositions,	 ﾠkey	 ﾠwords	 ﾠand	 ﾠother	 ﾠlexical	 ﾠ
features	 ﾠ were	 ﾠ utilised.
1,2,3	 ﾠE d m u n d s o n
4	 ﾠ defined	 ﾠ the	 ﾠ
framework	 ﾠ for	 ﾠ much	 ﾠ of	 ﾠ the	 ﾠ work	 ﾠ on	 ﾠ extractive	 ﾠ
summarisation	 ﾠ in	 ﾠ what	 ﾠ is	 ﾠ known	 ﾠ as	 ﾠ the	 ﾠ Edmundsonian	 ﾠ
Paradigm.	 ﾠ The	 ﾠ author	 ﾠ used	 ﾠ a	 ﾠ linear	 ﾠ function	 ﾠ to	 ﾠ rank	 ﾠ
sentences	 ﾠfor	 ﾠextraction,	 ﾠand	 ﾠwe	 ﾠadopt	 ﾠthis	 ﾠtechnique	 ﾠin	 ﾠour	 ﾠ
approach.	 ﾠMore	 ﾠrecently,	 ﾠnumerous	 ﾠstatistical	 ﾠapproaches	 ﾠ
have	 ﾠ been	 ﾠ proposed	 ﾠ that	 ﾠ utilise	 ﾠ noun	 ﾠ phrases,	 ﾠ named	 ﾠ
entities,	 ﾠdiscourse	 ﾠstructures,	 ﾠrhetorical	 ﾠstatuses	 ﾠetc.	 ﾠ	 ﾠ
	 ﾠ
Summarisation	 ﾠfor	 ﾠthe	 ﾠmedical	 ﾠdomain	 ﾠ
Research	 ﾠon	 ﾠautomatic	 ﾠtext	 ﾠsummarisation	 ﾠfor	 ﾠthe	 ﾠmedical	 ﾠ
domain	 ﾠis	 ﾠstill	 ﾠvery	 ﾠmuch	 ﾠin	 ﾠits	 ﾠinfancy,	 ﾠprimarily	 ﾠbecause	 ﾠof	 ﾠ
the	 ﾠ vast	 ﾠ amount	 ﾠ of	 ﾠ domain	 ﾠ knowledge	 ﾠ required	 ﾠ for	 ﾠ this	 ﾠ
task.	 ﾠ Early	 ﾠ summarisation	 ﾠ systems	 ﾠ in	 ﾠ this	 ﾠ domain	 ﾠ were	 ﾠ
mostly	 ﾠextractive	 ﾠas	 ﾠwell	 ﾠand	 ﾠonly	 ﾠaddressed	 ﾠdefinitional	 ﾠor	 ﾠ
factoid	 ﾠ questions.	 ﾠ Some	 ﾠ work	 ﾠ in	 ﾠ this	 ﾠ domain	 ﾠ has	 ﾠ been	 ﾠ
carried	 ﾠ out	 ﾠ under	 ﾠ the	 ﾠ broader	 ﾠ research	 ﾠ area	 ﾠ of	 ﾠ Question	 ﾠ
Answering	 ﾠ (QA).	 ﾠ Lin	 ﾠ and	 ﾠ Demner-ﾭ‐Fushman
5	 ﾠp r e s e n t 	 ﾠa 	 ﾠ
summarisation	 ﾠsystem	 ﾠwhere	 ﾠtext	 ﾠsegments	 ﾠclassified	 ﾠas	 ﾠthe	 ﾠ
outcomes	 ﾠof	 ﾠthe	 ﾠstudy	 ﾠare	 ﾠpresented	 ﾠas	 ﾠthe	 ﾠfinal	 ﾠsummary.	 ﾠ
The	 ﾠ BioSquash
6	 ﾠs y s t e m 	 ﾠp e r f o r m s 	 ﾠq u e s t i o n -ﾭ‐oriented	 ﾠ text	 ﾠ
summarisation	 ﾠof	 ﾠbiomedical	 ﾠdocuments	 ﾠthrough	 ﾠthe	 ﾠuse	 ﾠof	 ﾠ
statistical	 ﾠparsing,	 ﾠnamed-ﾭ‐entity	 ﾠrecognition,	 ﾠsemantic	 ﾠrole	 ﾠ
labeling	 ﾠ and	 ﾠ graph	 ﾠ generation.	 ﾠ The	 ﾠ summarisation	 ﾠ
component	 ﾠof	 ﾠthe	 ﾠEpoCare
7	 ﾠsystem	 ﾠperforms	 ﾠsentence	 ﾠlevel	 ﾠ
polarity	 ﾠclassification	 ﾠof	 ﾠsentences	 ﾠin	 ﾠmedical	 ﾠabstracts,	 ﾠand	 ﾠ
applies	 ﾠthis	 ﾠinformation	 ﾠfor	 ﾠsummarisation.	 ﾠNone	 ﾠof	 ﾠthese	 ﾠ
systems,	 ﾠ however,	 ﾠ are	 ﾠ fully	 ﾠ functional	 ﾠ and	 ﾠ only	 ﾠ have	 ﾠ
prototypes	 ﾠavailable.	 ﾠ
	 ﾠ
Method	 ﾠ
We	 ﾠ use	 ﾠ a	 ﾠ corpus	 ﾠ that	 ﾠ is	 ﾠ speciﬁcally	 ﾠ designed	 ﾠ for	 ﾠ
summarisation	 ﾠ for	 ﾠ EBM
8.	 ﾠ The	 ﾠ corpus	 ﾠ consists	 ﾠ of	 ﾠ real-ﾭ‐life	 ﾠ
clinical	 ﾠqueries,	 ﾠhuman	 ﾠgenerated	 ﾠsummaries	 ﾠfor	 ﾠeach	 ﾠquery	 ﾠ
and	 ﾠ abstracts	 ﾠ of	 ﾠ articles	 ﾠ referenced	 ﾠ to	 ﾠ generate	 ﾠ the	 ﾠ
summaries.	 ﾠWe	 ﾠdivide	 ﾠthe	 ﾠabstracts	 ﾠof	 ﾠthe	 ﾠcorpus	 ﾠinto	 ﾠtwo	 ﾠ
sets	 ﾠ –	 ﾠo n e 	 ﾠf o r 	 ﾠd e r i v i n g 	 ﾠs t a t i s t i c s 	 ﾠa s s o c i a t e d 	 ﾠw i t h 	 ﾠg o o d 	 ﾠ
quality	 ﾠ summaries	 ﾠ (training	 ﾠ set:	 ﾠ 1388	 ﾠ abstracts)	 ﾠ and	 ﾠ
another	 ﾠ for	 ﾠ evaluation	 ﾠ of	 ﾠ our	 ﾠ approach	 ﾠ (test	 ﾠ set:	 ﾠ1 3 1 9 	 ﾠ
abstracts).	 ﾠ The	 ﾠ goal	 ﾠ of	 ﾠ the	 ﾠ task	 ﾠ is	 ﾠ therefore	 ﾠ to	 ﾠ use	 ﾠ the	 ﾠ
statistics	 ﾠderived	 ﾠfrom	 ﾠthe	 ﾠﬁrst	 ﾠset	 ﾠto	 ﾠselect	 ﾠthe	 ﾠthree	 ﾠmost	 ﾠ
informative	 ﾠsentences	 ﾠfrom	 ﾠeach	 ﾠabstract	 ﾠin	 ﾠthe	 ﾠsecond	 ﾠset.	 ﾠ
For	 ﾠevaluation	 ﾠof	 ﾠthe	 ﾠextracted	 ﾠsummaries,	 ﾠwe	 ﾠuse	 ﾠROUGE
9,	 ﾠ
which	 ﾠis	 ﾠa	 ﾠpopular	 ﾠtool	 ﾠfor	 ﾠevaluating	 ﾠthe	 ﾠperformance	 ﾠof	 ﾠ
summarisation	 ﾠsystems.	 ﾠ	 ﾠ	 ﾠ
	 ﾠ
We	 ﾠincorporate	 ﾠdomain	 ﾠknowledge	 ﾠinto	 ﾠour	 ﾠsystem	 ﾠby	 ﾠusing	 ﾠ
a	 ﾠ sentence	 ﾠ classifier	 ﾠ tailored	 ﾠ for	 ﾠ the	 ﾠ EBM	 ﾠ domain.
10	 ﾠT h e 	 ﾠ
classifier	 ﾠclassifies	 ﾠeach	 ﾠsentence	 ﾠin	 ﾠa	 ﾠmedical	 ﾠabstract	 ﾠas	 ﾠ
one	 ﾠ of:	 ﾠ Population,	 ﾠ Intervention,	 ﾠ Background,	 ﾠ Outcome,	 ﾠ
Study	 ﾠand	 ﾠOther	 ﾠ(PIBOSO).	 ﾠThe	 ﾠclassification	 ﾠof	 ﾠsentences	 ﾠ
into	 ﾠ these	 ﾠ categories	 ﾠ enables	 ﾠ us	 ﾠ to	 ﾠ analyse	 ﾠ the	 ﾠ type	 ﾠ of	 ﾠ
content	 ﾠthat	 ﾠis	 ﾠgenerally	 ﾠpresent	 ﾠin	 ﾠmedical	 ﾠsummaries.	 ﾠWe	 ﾠ
also	 ﾠidentify	 ﾠthe	 ﾠmedical	 ﾠconcepts	 ﾠor	 ﾠsemantic	 ﾠtypes	 ﾠthat	 ﾠ
are	 ﾠpresent	 ﾠin	 ﾠthe	 ﾠtext	 ﾠof	 ﾠour	 ﾠcorpus.	 ﾠFor	 ﾠthis	 ﾠwe	 ﾠuse	 ﾠthe	 ﾠ
Unified	 ﾠMedical	 ﾠLanguage	 ﾠSystem	 ﾠ(UMLS)	 ﾠand	 ﾠidentify	 ﾠthe	 ﾠ
concepts	 ﾠ using	 ﾠ the	 ﾠ publicly	 ﾠ available	 ﾠ MetaMap
11	 ﾠt o o l . 	 ﾠ
Similar	 ﾠto	 ﾠthe	 ﾠPIBOSO	 ﾠinformation,	 ﾠthis	 ﾠinformation	 ﾠenables	 ﾠ
us	 ﾠto	 ﾠidentify	 ﾠimportant	 ﾠmedical	 ﾠconcepts	 ﾠthat	 ﾠare	 ﾠgenerally	 ﾠ
present	 ﾠin	 ﾠsummaries.	 ﾠ	 ﾠ	 ﾠ
	 ﾠ
We	 ﾠ commence	 ﾠ our	 ﾠ work	 ﾠb y 	 ﾠg e n e r a t i n g 	 ﾠideal	 ﾠe x t r a c t i v e 	 ﾠ
summaries	 ﾠfrom	 ﾠthe	 ﾠabstracts	 ﾠin	 ﾠour	 ﾠtraining	 ﾠset	 ﾠusing	 ﾠthe	 ﾠ
popular	 ﾠ summary	 ﾠ evaluation	 ﾠ tool	 ﾠ ROUGE.	 ﾠW e 	 ﾠd o 	 ﾠt h i s 	 ﾠb y 	 ﾠ
generating	 ﾠ all	 ﾠ three-ﾭ‐sentence	 ﾠ combinations	 ﾠ from	 ﾠ each	 ﾠ
abstract	 ﾠand	 ﾠthen	 ﾠcalculating	 ﾠthe	 ﾠROUGE-ﾭ‐L
1	 ﾠf-ﾭ‐score	 ﾠscore	 ﾠof	 ﾠ
each	 ﾠ combination	 ﾠ to	 ﾠ identify	 ﾠ the	 ﾠ best	 ﾠ three-ﾭ‐sentence	 ﾠ
combination	 ﾠfor	 ﾠthat	 ﾠabstract.	 ﾠThe	 ﾠROUGE-ﾭ‐L	 ﾠscore	 ﾠgives	 ﾠa	 ﾠ
measure	 ﾠof	 ﾠthe	 ﾠsimilarity	 ﾠof	 ﾠan	 ﾠextract	 ﾠwith	 ﾠthe	 ﾠassociated	 ﾠ
human	 ﾠgenerated	 ﾠsummary	 ﾠin	 ﾠour	 ﾠcorpus.	 ﾠThus,	 ﾠthe	 ﾠhighest	 ﾠ
scoring	 ﾠthree-ﾭ‐sentence	 ﾠcombination	 ﾠcan	 ﾠbe	 ﾠconsidered	 ﾠas	 ﾠ
the	 ﾠ best	 ﾠ extractive	 ﾠ summary.	 ﾠ We	 ﾠ then	 ﾠ use	 ﾠ these	 ﾠ best	 ﾠ
combinations	 ﾠto	 ﾠderive	 ﾠvarious	 ﾠstatistics	 ﾠbased	 ﾠon	 ﾠwhich	 ﾠour	 ﾠ
system	 ﾠperforms	 ﾠthe	 ﾠsummarisation	 ﾠtask.	 ﾠ	 ﾠ
	 ﾠ
We	 ﾠconsider	 ﾠthe	 ﾠproblem	 ﾠof	 ﾠselecting	 ﾠthe	 ﾠthree	 ﾠsentences	 ﾠ
for	 ﾠ a	 ﾠ summary	 ﾠ from	 ﾠ a	 ﾠ source	 ﾠ text	 ﾠ as	 ﾠ three	 ﾠ separate	 ﾠ
problems	 ﾠand	 ﾠ derive	 ﾠstatistics	 ﾠfor	 ﾠeach	 ﾠsentence	 ﾠposition	 ﾠ
using	 ﾠthe	 ﾠbest	 ﾠthree	 ﾠsentences	 ﾠin	 ﾠour	 ﾠtraining	 ﾠset.	 ﾠThe	 ﾠscore	 ﾠ
for	 ﾠeach	 ﾠsource	 ﾠtext	 ﾠsentence,	 ﾠtherefore,	 ﾠvaries	 ﾠacross	 ﾠthe	 ﾠ
three	 ﾠ target	 ﾠ sentences	 ﾠ and	 ﾠ it	 ﾠ can	 ﾠ have	 ﾠ a	 ﾠ different	 ﾠ score	 ﾠ
depending	 ﾠon	 ﾠwhether	 ﾠthe	 ﾠfirst,	 ﾠsecond	 ﾠor	 ﾠthird	 ﾠsentence	 ﾠof	 ﾠ
the	 ﾠsummary	 ﾠis	 ﾠbeing	 ﾠextracted.	 ﾠThe	 ﾠstatistics	 ﾠare	 ﾠbased	 ﾠon	 ﾠ
factors	 ﾠ such	 ﾠ as	 ﾠ relative	 ﾠ sentence	 ﾠ position	 ﾠ (rps),	 ﾠ sentence	 ﾠ
length	 ﾠ (sl),	 ﾠ PIBOSO	 ﾠ classiﬁcation	 ﾠ of	 ﾠ sentence	 ﾠ (spib).	 ﾠ The	 ﾠ
following	 ﾠis	 ﾠa	 ﾠbrief	 ﾠdiscussion	 ﾠabout	 ﾠeach	 ﾠof	 ﾠthese	 ﾠfactors	 ﾠ
and	 ﾠhow	 ﾠstatistics	 ﾠrelated	 ﾠto	 ﾠeach	 ﾠare	 ﾠgenerated	 ﾠand	 ﾠused.	 ﾠ
	 ﾠ
Relative	 ﾠ sentence	 ﾠ position:	 ﾠ From	 ﾠ the	 ﾠ best	 ﾠ sentence	 ﾠ
combinations	 ﾠo f 	 ﾠo u r 	 ﾠt r a i n i n g 	 ﾠs e t ,	 ﾠ we	 ﾠ create	 ﾠ approximate	 ﾠ
probability	 ﾠ distributions	 ﾠ of	 ﾠ relative	 ﾠ sentence	 ﾠ positions	 ﾠ for	 ﾠ
each	 ﾠ of	 ﾠ the	 ﾠ three	 ﾠ target	 ﾠ sentences.	 ﾠ Thus,	 ﾠd u r i n g 	 ﾠ
summarisation,	 ﾠeach	 ﾠsentence	 ﾠis	 ﾠgiven	 ﾠa	 ﾠscore	 ﾠbased	 ﾠon	 ﾠthe	 ﾠ
                                                 
1	 ﾠROUGE-ﾭ‐L	 ﾠis	 ﾠa	 ﾠsimilarity	 ﾠscore	 ﾠbased	 ﾠon	 ﾠthe	 ﾠLongest	 ﾠCommon	 ﾠ
Subsequence	 ﾠ(LCS)	 ﾠbetween	 ﾠtwo	 ﾠsequences	 ﾠof	 ﾠtext.	 ﾠ	 ﾠ	 ﾠAustralasian	 ﾠMedical	 ﾠJournal	 ﾠ[AMJ	 ﾠ2012,	 ﾠ5,	 ﾠ9,	 ﾠ478-ﾭ‐481]	 ﾠ
	 ﾠ
	 ﾠ
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 ﾠ
probability	 ﾠof	 ﾠits	 ﾠrelative	 ﾠposition	 ﾠand	 ﾠthe	 ﾠtarget	 ﾠsentence	 ﾠ
number.	 ﾠ	 ﾠ
	 ﾠ
Sentence	 ﾠlength:	 ﾠOur	 ﾠanalyses	 ﾠshow	 ﾠthat	 ﾠlonger	 ﾠsentences	 ﾠ
tend	 ﾠ to	 ﾠ be	 ﾠ more	 ﾠ informative	 ﾠ and	 ﾠ therefore	 ﾠ are	 ﾠ generally	 ﾠ
more	 ﾠlikely	 ﾠto	 ﾠbe	 ﾠpresent	 ﾠin	 ﾠthe	 ﾠfinal	 ﾠsummary.	 ﾠTherefore,	 ﾠ
our	 ﾠsummarisation	 ﾠapproach	 ﾠrewards	 ﾠlonger	 ﾠsentences	 ﾠand	 ﾠ
penalises	 ﾠ shorter	 ﾠ ones	 ﾠ by	 ﾠ assigning	 ﾠ positive	 ﾠ or	 ﾠ negative	 ﾠ
scores.	 ﾠ
	 ﾠ
PIBOSO:	 ﾠFrom	 ﾠour	 ﾠtraining	 ﾠset,	 ﾠwe	 ﾠderive	 ﾠthe	 ﾠprobabilities	 ﾠ
for	 ﾠeach	 ﾠof	 ﾠthe	 ﾠsix	 ﾠPIBOSO	 ﾠtypes	 ﾠof	 ﾠsentences	 ﾠof	 ﾠbeing	 ﾠin	 ﾠthe	 ﾠ
final	 ﾠ summary.	 ﾠ While	 ﾠ existing	 ﾠ research	 ﾠ suggests	 ﾠ that	 ﾠ
summaries	 ﾠ of	 ﾠ medical	 ﾠ documents	 ﾠ consist	 ﾠ of	 ﾠ Outcome	 ﾠ
sentences,	 ﾠthere	 ﾠhas	 ﾠnot	 ﾠbeen	 ﾠany	 ﾠconcrete	 ﾠanalysis	 ﾠof	 ﾠthis	 ﾠ
assumption.	 ﾠ We	 ﾠ therefore	 ﾠ use	 ﾠ our	 ﾠ training	 ﾠ set	 ﾠ to	 ﾠ obtain	 ﾠ
probability	 ﾠ estimates	 ﾠ of	 ﾠ each	 ﾠ type	 ﾠ of	 ﾠ sentence.	 ﾠ The	 ﾠ
probability	 ﾠfor	 ﾠa	 ﾠspecific	 ﾠtype	 ﾠof	 ﾠsentence	 ﾠis	 ﾠestimated	 ﾠby	 ﾠ
dividing	 ﾠthe	 ﾠproportion	 ﾠof	 ﾠthat	 ﾠtype	 ﾠof	 ﾠsentence	 ﾠamong	 ﾠthe	 ﾠ
best	 ﾠsentence	 ﾠcombinations	 ﾠby	 ﾠits	 ﾠproportion	 ﾠamong	 ﾠall	 ﾠthe	 ﾠ
sentences	 ﾠin	 ﾠthe	 ﾠtraining	 ﾠset.	 ﾠThe	 ﾠprobability	 ﾠdistributions	 ﾠ
for	 ﾠeach	 ﾠof	 ﾠthe	 ﾠthree	 ﾠtarget	 ﾠsentences	 ﾠshow	 ﾠthat	 ﾠwhile	 ﾠit	 ﾠis	 ﾠ
highly	 ﾠ probable	 ﾠ for	 ﾠ the	 ﾠ last	 ﾠ target	 ﾠ sentence	 ﾠ to	 ﾠ be	 ﾠ an	 ﾠ
Outcome	 ﾠsentence,	 ﾠthe	 ﾠtwo	 ﾠother	 ﾠtarget	 ﾠsentences	 ﾠtend	 ﾠto	 ﾠ
include	 ﾠ some	 ﾠ Background,	 ﾠP o p u l a t i o n 	 ﾠor	 ﾠ generic	 ﾠ (Other)	 ﾠ
information.	 ﾠThus,	 ﾠincorporating	 ﾠthis	 ﾠmeasure	 ﾠenables	 ﾠour	 ﾠ
summariser	 ﾠto	 ﾠinclude	 ﾠa	 ﾠnumber	 ﾠof	 ﾠdifferent	 ﾠtopics	 ﾠin	 ﾠour	 ﾠ
final	 ﾠextracted	 ﾠsummaries	 ﾠbased	 ﾠon	 ﾠprobability,	 ﾠsimilar	 ﾠto	 ﾠ
the	 ﾠhuman	 ﾠgenerated	 ﾠsummaries.	 ﾠ	 ﾠ
	 ﾠ
For	 ﾠ each	 ﾠ sentence,	 ﾠ each	 ﾠ of	 ﾠ these	 ﾠ factors	 ﾠ contributes	 ﾠ a	 ﾠ
score,	 ﾠwhich	 ﾠindicates	 ﾠthe	 ﾠlikeliness	 ﾠof	 ﾠthe	 ﾠsentence	 ﾠof	 ﾠbeing	 ﾠ
in	 ﾠthe	 ﾠfinal	 ﾠsummary	 ﾠbased	 ﾠon	 ﾠthat	 ﾠfactor.	 ﾠThese	 ﾠscores	 ﾠare	 ﾠ
combined	 ﾠusing	 ﾠthe	 ﾠfollowing	 ﾠEdmundsonian
4	 ﾠequation	 ﾠto	 ﾠ
generate	 ﾠthe	 ﾠﬁnal	 ﾠscore	 ﾠfor	 ﾠa	 ﾠsentence:	 ﾠ
	 ﾠ
	 ﾠ score	 ﾠ=	 ﾠ(α	 ﾠ×	 ﾠrps)	 ﾠ+	 ﾠ(β	 ﾠ×	 ﾠsl)	 ﾠ+	 ﾠ(γ	 ﾠ×	 ﾠspib)	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ(1)	 ﾠ	 ﾠ
	 ﾠ
To	 ﾠcalculate	 ﾠoptimal	 ﾠvalues	 ﾠfor	 ﾠthe	 ﾠweights	 ﾠα,	 ﾠβ	 ﾠand	 ﾠγ	 ﾠwe	 ﾠ
perform	 ﾠan	 ﾠexhaustive	 ﾠsearch	 ﾠthrough	 ﾠvalues	 ﾠfrom	 ﾠ0	 ﾠto	 ﾠ1	 ﾠ
(with	 ﾠstep	 ﾠsizes	 ﾠof	 ﾠ0.2)	 ﾠand	 ﾠchoose	 ﾠthe	 ﾠvalues	 ﾠthat	 ﾠgive	 ﾠthe	 ﾠ
best	 ﾠresults	 ﾠover	 ﾠthe	 ﾠtraining	 ﾠset.	 ﾠ	 ﾠ
	 ﾠ
Query	 ﾠtype	 ﾠinformation	 ﾠin	 ﾠsummarisation	 ﾠ
To	 ﾠinvestigate	 ﾠif	 ﾠand	 ﾠhow	 ﾠthe	 ﾠcontents	 ﾠof	 ﾠsummaries	 ﾠvary	 ﾠ
depending	 ﾠon	 ﾠthe	 ﾠtypes	 ﾠof	 ﾠqueries,	 ﾠwe	 ﾠmanually	 ﾠidentify	 ﾠall	 ﾠ
treatment	 ﾠand	 ﾠdiagnosis	 ﾠquestions	 ﾠin	 ﾠour	 ﾠcorpus.	 ﾠWe	 ﾠthen	 ﾠ
identify	 ﾠ the	 ﾠ important	 ﾠ semantic	 ﾠ types	 ﾠ among	 ﾠ answers	 ﾠ to	 ﾠ
both	 ﾠ these	 ﾠ types	 ﾠ of	 ﾠ questions	 ﾠ from	 ﾠ the	 ﾠ training	 ﾠ set	 ﾠ
summaries.	 ﾠWe	 ﾠperform	 ﾠthis	 ﾠby	 ﾠgenerating	 ﾠsemantic	 ﾠtype	 ﾠ
frequency	 ﾠdistributions	 ﾠof	 ﾠthe	 ﾠhuman	 ﾠgenerated	 ﾠsummaries	 ﾠ
belonging	 ﾠ to	 ﾠ treatment	 ﾠ and	 ﾠ diagnosis	 ﾠ questions	 ﾠ and	 ﾠ
comparing	 ﾠ them	 ﾠ with	 ﾠ the	 ﾠ semantic	 ﾠ type	 ﾠ distributions	 ﾠ of	 ﾠ
answers	 ﾠ to	 ﾠ all	 ﾠ other	 ﾠ types	 ﾠ of	 ﾠ questions.	 ﾠ A	 ﾠ semantic	 ﾠ type	 ﾠ
that	 ﾠhas	 ﾠa	 ﾠhigh	 ﾠfrequency	 ﾠfor	 ﾠa	 ﾠspecific	 ﾠquery	 ﾠtype	 ﾠrelative	 ﾠ
to	 ﾠ all	 ﾠ other	 ﾠ queries	 ﾠ is	 ﾠ considered	 ﾠ to	 ﾠ be	 ﾠ an	 ﾠ important	 ﾠ
semantic	 ﾠ type	 ﾠ for	 ﾠ that	 ﾠ query	 ﾠ type.	 ﾠ For	 ﾠ each	 ﾠ of	 ﾠ the	 ﾠ two	 ﾠ
query	 ﾠtypes	 ﾠmentioned,	 ﾠwe	 ﾠcompute	 ﾠthe	 ﾠtop	 ﾠfour	 ﾠsemantic	 ﾠ
types.	 ﾠThe	 ﾠfour	 ﾠtop-ﾭ‐ranked	 ﾠtreatment	 ﾠsemantic	 ﾠtypes	 ﾠare:	 ﾠ
Pharmacologic	 ﾠ Substance	 ﾠ (phsu),	 ﾠ Therapeutic	 ﾠ or	 ﾠ
Preventative	 ﾠProcedure	 ﾠ(topp),	 ﾠOrganic	 ﾠChemical	 ﾠ(orch)	 ﾠand	 ﾠ
Disease	 ﾠ or	 ﾠ Syndrome	 ﾠ (dsyn).	 ﾠ The	 ﾠ four	 ﾠ common	 ﾠ diagnosis	 ﾠ
semantic	 ﾠtypes	 ﾠare:	 ﾠDiagnostic	 ﾠProcedure	 ﾠ(diap),	 ﾠDisease	 ﾠor	 ﾠ
Syndrome	 ﾠ(dsyn),	 ﾠLaboratory	 ﾠProcedure	 ﾠ(lbpr)	 ﾠand	 ﾠFinding	 ﾠ
(fndg).	 ﾠ	 ﾠ
	 ﾠ
To	 ﾠ incorporate	 ﾠ this	 ﾠ information	 ﾠ in	 ﾠ our	 ﾠ summarisation	 ﾠ
technique,	 ﾠwe	 ﾠadd	 ﾠanother	 ﾠscore	 ﾠto	 ﾠequation	 ﾠ(1)	 ﾠbased	 ﾠon	 ﾠ
the	 ﾠpresence	 ﾠof	 ﾠthese	 ﾠsemantic	 ﾠtypes	 ﾠin	 ﾠa	 ﾠsentence.	 ﾠThus	 ﾠ
the	 ﾠsame	 ﾠsentence	 ﾠcan	 ﾠhave	 ﾠdifferent	 ﾠscores	 ﾠwhen	 ﾠthe	 ﾠtype	 ﾠ
of	 ﾠquery	 ﾠposed	 ﾠis	 ﾠdifferent.	 ﾠWe	 ﾠﬁnd	 ﾠthe	 ﾠoptimal	 ﾠweights	 ﾠfor	 ﾠ
this	 ﾠ combination	 ﾠ of	 ﾠ scores	 ﾠ in	 ﾠ the	 ﾠ same	 ﾠ way	 ﾠ as	 ﾠ explained	 ﾠ
earlier.	 ﾠ	 ﾠ
	 ﾠ
Results	 ﾠand	 ﾠDiscussion	 ﾠ	 ﾠ
We	 ﾠ compare	 ﾠ the	 ﾠ ROUGE-ﾭ‐L	 ﾠ f-ﾭ‐scores	 ﾠ obtained	 ﾠ using	 ﾠ our	 ﾠ
technique	 ﾠagainst	 ﾠseveral	 ﾠbaselines	 ﾠ(one	 ﾠof	 ﾠwhich	 ﾠincludes	 ﾠ
the	 ﾠ summarisation	 ﾠ system	 ﾠ proposed	 ﾠ by	 ﾠ Lin	 ﾠ and	 ﾠ Demner-ﾭ‐
Fushman
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 ﾠthat	 ﾠuses	 ﾠsentences	 ﾠclassified	 ﾠas	 ﾠOutcome	 ﾠfor	 ﾠthe	 ﾠ
ﬁnal	 ﾠ summary).	 ﾠ Domain	 ﾠ independent	 ﾠ summarisation	 ﾠ
techniques	 ﾠsuch	 ﾠas	 ﾠNaïve	 ﾠBayes	 ﾠand	 ﾠSumBasic	 ﾠare	 ﾠalso	 ﾠused.	 ﾠ
The	 ﾠ first	 ﾠ n	 ﾠ sentences	 ﾠ baseline	 ﾠ that	 ﾠ is	 ﾠ invariably	 ﾠ used	 ﾠ in	 ﾠ
summarisation	 ﾠ for	 ﾠ specific	 ﾠ domains	 ﾠ (e.g.,	 ﾠ news)	 ﾠ is	 ﾠ also	 ﾠ
included.	 ﾠ The	 ﾠ comparison	 ﾠ of	 ﾠ scores	 ﾠ is	 ﾠ shown	 ﾠ in	 ﾠ Table	 ﾠ 1	 ﾠ
along	 ﾠ with	 ﾠ the	 ﾠ 95%	 ﾠ confidence	 ﾠ intervals	 ﾠ computed	 ﾠ using	 ﾠ
ROUGE.	 ﾠIt	 ﾠcan	 ﾠbe	 ﾠseen	 ﾠthat	 ﾠour	 ﾠsystem	 ﾠoutperforms	 ﾠeven	 ﾠ
the	 ﾠbest	 ﾠbaseline	 ﾠsystem.	 ﾠ	 ﾠ
	 ﾠ
Table	 ﾠ1:	 ﾠComparison	 ﾠof	 ﾠROUGE	 ﾠscores	 ﾠbetween	 ﾠour	 ﾠsystem	 ﾠ
and	 ﾠseveral	 ﾠbaselines	 ﾠalong	 ﾠwith	 ﾠ95%	 ﾠconfidence	 ﾠintervals.	 ﾠ
 
System	 ﾠ ROUGE-ﾭ‐L	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ
f-ﾭ‐score	 ﾠ
95%	 ﾠCI	 ﾠ
Last	 ﾠ3	 ﾠsentences	 ﾠ 0.1548	 ﾠ 0.151-ﾭ‐0.158	 ﾠ
Last	 ﾠ3	 ﾠOutcome	 ﾠsentences	 ﾠ 0.1592	 ﾠ 0.155-ﾭ‐0.163	 ﾠ
First	 ﾠ3	 ﾠSentences	 ﾠ 0.1399	 ﾠ 0.136-ﾭ‐0.143	 ﾠ
Random	 ﾠ 0.1516	 ﾠ 0.147-ﾭ‐0.154	 ﾠ
All	 ﾠOutcome	 ﾠsentences	 ﾠ 0.1594	 ﾠ 0.155-ﾭ‐0.164	 ﾠ
Naïve	 ﾠBayes	 ﾠ 0.1555	 ﾠ 0.152-ﾭ‐0.159	 ﾠ
SumBasic	 ﾠ 0.1582	 ﾠ 0.155-ﾭ‐0.162	 ﾠ
Our	 ﾠSystem	 ﾠ 0.1653	 ﾠ 0.161-ﾭ‐0.169	 ﾠ
	 ﾠ
For	 ﾠ question	 ﾠ speciﬁc	 ﾠ summarisation,	 ﾠi n c o r p o r a t i n g 	 ﾠt h e 	 ﾠ
score	 ﾠbased	 ﾠon	 ﾠmedical	 ﾠsemantic	 ﾠtypes	 ﾠprovides	 ﾠadditional	 ﾠ	 ﾠAustralasian	 ﾠMedical	 ﾠJournal	 ﾠ[AMJ	 ﾠ2012,	 ﾠ5,	 ﾠ9,	 ﾠ478-ﾭ‐481]	 ﾠ
	 ﾠ
	 ﾠ
481	 ﾠ
improvements	 ﾠ over	 ﾠ our	 ﾠ generic	 ﾠ approach.	 ﾠ For	 ﾠ treatment	 ﾠ
questions,	 ﾠ the	 ﾠ ROUGE-ﾭ‐L	 ﾠ f-ﾭ‐score	 ﾠ of	 ﾠ our	 ﾠ summarisation	 ﾠ
system	 ﾠ increases	 ﾠ from	 ﾠ 0.1619	 ﾠ (95%	 ﾠ CI:	 ﾠ 0.159	 ﾠ –	 ﾠ0. 164) 	 ﾠto	 ﾠ
0.1644	 ﾠ(95%	 ﾠCI:	 ﾠ0.162	 ﾠ–	 ﾠ0.167)	 ﾠonce	 ﾠthis	 ﾠnew	 ﾠinformation	 ﾠis	 ﾠ
incorporated.	 ﾠSimilarly,	 ﾠfor	 ﾠdiagnosis	 ﾠquestions,	 ﾠthe	 ﾠROUGE-ﾭ‐
L	 ﾠf-ﾭ‐score	 ﾠincreases	 ﾠfrom	 ﾠ0.1343	 ﾠ(95%	 ﾠCI:	 ﾠ0.132	 ﾠ–	 ﾠ0.136)	 ﾠto	 ﾠ
0.1362	 ﾠ(95%	 ﾠCI:	 ﾠ0.134	 ﾠ–	 ﾠ0.137).	 ﾠ
 
The	 ﾠ results	 ﾠc l e a r l y 	 ﾠi n d i c a t e 	 ﾠt h a t 	 ﾠi n c o r p o r a t i o n 	 ﾠo f 	 ﾠd o m a i n 	 ﾠ
knowledge	 ﾠand	 ﾠstatistics	 ﾠcarefully	 ﾠderived	 ﾠfrom	 ﾠa	 ﾠspecialised	 ﾠ
corpus	 ﾠcan	 ﾠimprove	 ﾠautomatic	 ﾠsummarisation	 ﾠtechniques	 ﾠin	 ﾠ
this	 ﾠdomain.	 ﾠFurthermore,	 ﾠimprovements	 ﾠcan	 ﾠbe	 ﾠobtained	 ﾠ
by	 ﾠcustomising	 ﾠthe	 ﾠsummarisation	 ﾠapproach	 ﾠto	 ﾠthe	 ﾠtype	 ﾠof	 ﾠ
question.	 ﾠMedical	 ﾠquestions	 ﾠcan	 ﾠbe	 ﾠcategorised	 ﾠinto	 ﾠvarious	 ﾠ
types	 ﾠand	 ﾠthe	 ﾠcontent	 ﾠof	 ﾠthe	 ﾠgenerated	 ﾠsummaries	 ﾠcan	 ﾠvary	 ﾠ
depending	 ﾠ on	 ﾠ the	 ﾠ type	 ﾠ of	 ﾠ the	 ﾠ question.	 ﾠ In	 ﾠ our	 ﾠ work,	 ﾠ we	 ﾠ
identify	 ﾠ the	 ﾠ types	 ﾠ of	 ﾠ questions	 ﾠ manually	 ﾠ and	 ﾠ only	 ﾠ
incorporate	 ﾠtwo	 ﾠtypes	 ﾠof	 ﾠquestions.	 ﾠ	 ﾠ
	 ﾠ
Future	 ﾠwork	 ﾠwill	 ﾠfocus	 ﾠon	 ﾠthe	 ﾠuse	 ﾠautomated	 ﾠtechniques	 ﾠfor	 ﾠ
identifying	 ﾠquestion	 ﾠtypes	 ﾠand	 ﾠcustomising	 ﾠthe	 ﾠinformation	 ﾠ
extraction	 ﾠtechnique	 ﾠfor	 ﾠeach	 ﾠtype	 ﾠof	 ﾠquestion,	 ﾠtaking	 ﾠinto	 ﾠ
account	 ﾠ the	 ﾠ similarity	 ﾠ of	 ﾠ each	 ﾠ query	 ﾠ and	 ﾠ the	 ﾠ candidate	 ﾠ
summary.	 ﾠ	 ﾠWe	 ﾠwill	 ﾠalso	 ﾠinvestigate	 ﾠthe	 ﾠeffect	 ﾠof	 ﾠcustomising	 ﾠ
summarisation	 ﾠtechniques	 ﾠfor	 ﾠdifferent	 ﾠmedical	 ﾠpublication	 ﾠ
types	 ﾠbased	 ﾠon	 ﾠtheir	 ﾠdiffering	 ﾠstructure	 ﾠand	 ﾠcontent.	 ﾠFuture	 ﾠ
work	 ﾠ will	 ﾠ also	 ﾠ focus	 ﾠ on	 ﾠ analysing	 ﾠ more	 ﾠ target	 ﾠ sentence	 ﾠ
specific	 ﾠ features,	 ﾠ such	 ﾠ as	 ﾠ the	 ﾠ distribution	 ﾠ of	 ﾠ PIBOSO	 ﾠ
elements	 ﾠand	 ﾠmedical	 ﾠsemantic	 ﾠtypes	 ﾠfor	 ﾠeach	 ﾠof	 ﾠthe	 ﾠthree	 ﾠ
target	 ﾠsentences.	 ﾠ	 ﾠ	 ﾠ
	 ﾠ
Conclusion	 ﾠ
EBM	 ﾠ practice	 ﾠ is	 ﾠ time-ﾭ‐consuming	 ﾠ in	 ﾠ nature,	 ﾠ as	 ﾠ it	 ﾠ requires	 ﾠ
practitioners	 ﾠ to	 ﾠ search	 ﾠ through	 ﾠ and	 ﾠ extract	 ﾠ information	 ﾠ
from	 ﾠ medical	 ﾠ research	 ﾠ papers.	 ﾠ Automatic	 ﾠ summarisation	 ﾠ
techniques	 ﾠcan	 ﾠbenefit	 ﾠpractitioners	 ﾠby	 ﾠextracting	 ﾠrelevant	 ﾠ
information	 ﾠassociated	 ﾠwith	 ﾠtheir	 ﾠqueries.	 ﾠWe	 ﾠshow	 ﾠthat	 ﾠthe	 ﾠ
use	 ﾠof	 ﾠspecialised	 ﾠcorpora	 ﾠand	 ﾠdomain	 ﾠknowledge	 ﾠcan	 ﾠhelp	 ﾠ
identify	 ﾠ useful	 ﾠ information	 ﾠ in	 ﾠ medical	 ﾠ text.	 ﾠ The	 ﾠ approach	 ﾠ
can	 ﾠ be	 ﾠ further	 ﾠ improved	 ﾠ by	 ﾠ customising	 ﾠ the	 ﾠ extraction	 ﾠ
technique	 ﾠ for	 ﾠ different	 ﾠ types	 ﾠ of	 ﾠ questions	 ﾠ with	 ﾠ differing	 ﾠ
information	 ﾠ needs.	 ﾠ Such	 ﾠ techniques	 ﾠ can	 ﾠ therefore	 ﾠ be	 ﾠ
applied	 ﾠfor	 ﾠcontent	 ﾠselection	 ﾠin	 ﾠend-ﾭ‐to-ﾭ‐end	 ﾠsummarisation	 ﾠ
systems	 ﾠ that	 ﾠ can	 ﾠ present	 ﾠ practitioners	 ﾠ with	 ﾠ bottom-ﾭ‐line	 ﾠ
answers	 ﾠat	 ﾠpoint	 ﾠof	 ﾠcare.	 ﾠ
	 ﾠ
	 ﾠ
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