Abstract. We relate the number of minimum cuts in a weighted undirected graph with various structural parameters of the graph. In particular, we provide upper bounds for the number of minimum cuts in terms of the radius, diameter, minimum degree, maximum degree, chordality, girth, and some other parameters of the graph.
. It is interesting to explore whether there exist tighter bounds for Λ(G) when the graph satisfies various properties. For example, Bixby [7] studies Λ(G) in terms of the weight of the minimum cuts λ(G) in the special case where all the edge weights are positive integers and λ(G) is an odd integer. For this case, Bixby [7] shows that Λ(G) ≤ )n. The inherent structural difference between graphs with odd and even edge connectivity was pointed out by Kanevsky [21] also.
In this paper, we provide upper bounds for Λ(G) in terms of many other important parameters of graphs. We assume weighted graphs, unless otherwise specified. Multigraphs, as far as the results here are concerned, can be considered as a special case of weighted graphs, since the multiedges can be replaced by a single edge of appropriate weight without affecting the value of Λ(G). Our only assumption about the weights is that they are positive. Note that, for the purposes of this paper, this assumption is equivalent to the assumption that the weights are at least 1, since multiplying the weights on every edge by the same constant will not change Λ(G). While our upper bounds are valid for weighted undirected graphs and multigraphs, in most cases, the properties in terms of which the upper bounds are stated depend only on the structure of those graphs. In other words, the radius or minimum degree in terms of which we describe the upper bounds are those of the underlying unweighted simple graph and do not depend on the weights of the edges.
There is an abundance of literature regarding the determination of λ(G) and finding a minimum cut in G. The problem of enumerating all the minimum cuts is considered by many authors [12, 28, 14, 15] , and various data structures are invented to efficiently represent all the minimum cuts in a graph. (The currently fastest deterministic algorithm for computing all minimum cuts in a nonnegative, real weighted graph is due to Nagamochi, Nakamura, and Ishii [26] .) The fact that the performance of some of these algorithms depends on the number of minimum cuts in the graph also makes it interesting to look for tighter upper bounds for Λ(G) when G satisfies certain properties. (For example, a randomized algorithm due to Karger builds a data structure that represents all minimum cuts in O(Λ(G) + n log n) space.) See [14] for a brief survey of results regarding the enumeration of all minimum cuts.
The slightly different question of determining upper bounds for the number of approximate minimum cuts, i.e., those cuts having weight at most fλ(G), where f > 1 is a constant, is considered in [31, 22, 27, 20] . For example, Karger [22] , uses probabilistic analysis to show that there are at most O(n 2f ) cuts of the above kind in a graph of n nodes. Nagamochi, Nishimura, and Ibaraki [27] show that the number of cuts of weight at most [20] show an upper bound of O(n 2 ) for the number of cuts of weight at most 3 2 λ(G), extending the arguments of [27] .
Our results. Radius and diameter. If G = (V, E) is a connected graph, the eccentricity of a node v ∈ V is defined as e(v) = max distance(v, u) over all the nodes u ∈ V . We define the radius of the graph G as r(G) = min v∈V e(v). A vertex v is a central node if e(v) = r(G). We define the diameter of G as d(G) = max v∈V e(v).
(Note that, in this paper, by "distance" we mean only the distances in the underlying unweighted graph. Thus radius, eccentricity, and diameter have nothing to do with the weights.) We show that the number of minimum cuts Λ(G) ≤ (r +1)n−(2r +1) ≤ (d + 1)n − (2d + 1), where G is a weighted graph (positive weights) and r, d are the radius and diameter of G. As a special case, we observe that if there is a node which is a neighbor of every other node in the graph, i.e., if r(G) = 1, then Λ(G) ≤ 2n − 3. We illustrate the tightness of this bound by constructing a weighted clique K n for which Λ(K n ) = 2n − 3.
Minimum and maximum degree. Let the minimum degree and maximum degree of G be δ and ∆, respectively. (Note that minimum and maximum degrees have nothing to do with the weights, i.e., δ = min u∈V |N (u)| and ∆ = max u∈V |N (u)|, N (u) being the set of neighbors of the node u). We show that Λ(G) ≤ (
− (n − ∆ + 2). Note that these bounds become significant when the involved parameters are reasonably large. Also it is easy to get an upper bound involving both δ and ∆, by extending the techniques discussed in the paper.
Chordality. Let C be a simple cycle of a weighted undirected graph G. Any edge in the induced subgraph on the nodes of C, G [C] , other than the cycle edges themselves, is called a chord of C. C is called an induced cycle (or chordless cycle) − k, where k is the chordality of the underlying unweighted (simple) graph corresponding to G. We also show the tightness of the bound by exhibiting a k-chordal graph G for arbitrarily large n such that Λ(G) = (k+1)n 2 − k. The word "chordality" originates from the well-known subclass of perfect graphs, the chordal graphs. A graph G is chordal if and only if there is no induced cycle of length 4 or more in G. We define the chordality of a chordal graph to be 3. All graphs other than chordal graphs have chordality ≥ 4. Some other important classes of graphs with low chordality value are the cocomparability graphs, chordal bipartite graphs, and weakly chordal graphs, all of which are known to be 4-chordal. It can be easily shown that asteroidal triple-free (AT-free) graphs have chordality at most 5. Thus, by substituting the appropriate values for chordality in the above upper bound, we obtain a list of results for various special classes of graphs.
Note that C n (the cycle on n nodes) is the graph with maximum chordality amongst all graphs on n nodes. Also, it is a graph which contains the maximum number of minimum cuts possible, namely,
− n. (In fact, our bound given above shows that C n with each edge having weight λ 2 is the only graph which contains n 2 minimum cuts, the weight of the minimum cut being λ). The fact that the maximum value of Λ(G) is achieved by the graph of largest chordality motivates a study of the influence of chordality on Λ(G).
Girth. Girth is the length of the smallest cycle in G. We show that if G is an unweighted graph with girth g and minimum degree δ, then Λ(G) < (
, where x is an integer greater than e −2 (2(δ − 1)
− 2). Note that this is in contrast with the bound in terms of chordality, the length of the largest induced cycle.
The Fiedler value. The Laplacian matrix of a graph G is defined as L = D − A, where A is the adjacency matrix and D is the diagonal matrix whose (i, i)th entry is the degree of the ith vertex in G. The smallest eigenvalue of L can be shown to be equal to 0. The second smallest eigenvalue µ of L is sometimes known as the Fiedler value of G. This is a well-studied graph parameter. It can be easily shown that if G is a regular graph, then µ is equal to the gap between the two highest eigenvalues of the adjacency matrix A of G. Various structural parameters of a graph (like diameter, vertex connectivity, vertex and edge expansion, and bisection width) are known to be related to µ and in general to the eigenvalues of A or L. (See [13, 3, 25, 1] . ) We observe that if µ is above the threshold value 1+ δ n−δ , where δ is the minimum degree, then all the minimum cuts in an unweighted graph G are single vertex cuts. In general, if µ is the Fiedler value and λ is the edge connectivity of G, we show that
Preliminaries.
Consider an undirected graph G = (V, E) with a weight function w : E → + . Let U and W be disjoint subsets of V . Let E(U, W ) = {(u, v) ∈ E : u ∈ U , v ∈ W } be the set of edges between the vertices in U and the vertices in W . Also, let w(U, W ) be the sum of the weights on the edges in E(U, W ). As mentioned in the introduction, λ(G) denotes the weight of a minimum cut, and Λ(G) denotes the number of minimum cuts in G. Let X ⊂ V . We will denote the induced subgraph on X by G [X] . 
Proof. The proof follows from the definition of a crossing pair of cuts. Lemma 2.4 (Bixby [7] and Dinic, Karzanov, and Lomosonov [12] ). Let (X, X) and (Y, Y ) be a crossing pair of minimum cuts in a weighted undirected graph G.
Lemma 2.5. If (P, P ) and (S, S) are a crossing pair of minimum cuts, then 
cross with each other. On the other hand, if there is a crossing pair of minimum cuts in G, namely, (S 1 , S 1 ) and (S 2 , S 2 ), due to a theorem of Bixby [7] and Dinic, Karzanov, and Lomosonov [12] , there exists a circular partition
i=a U i for appropriate choices for a and b. The "if" part of the Lemma follows immediately from this.
For a circular partition C of G, let the partition number p(C) be defined as the number of subsets in C. We define the partition number of the graph G as follows.
Definition 2.10. The partition number p(G) of a graph G is defined as p(G) = 3 if there is no circular partition for G. Otherwise, p(G) = max p(C), over all circular partitions C of G.
Note that if there is a crossing pair of minimum cuts in G, 
If (S, S) is a minimum cut in a weighted undirected graph G such that no other minimum cut (A, A) crosses with
Proof. Note that since (S, S) is a minimum cut, the value of the minimum cut in G/S and G/S will be the same as that in G. First we claim that Λ(G) ≤ Λ(G/S) + Λ(G/S) − 1. This can be seen by observing that corresponding to each minimum cut in G there is a minimum cut in either G/S or G/S. This follows from the assumption that no minimum cut (A, A) of G crosses with (S, S) and so exactly one of the four cases A ⊃ S, A ⊃ S, A ⊃ S, or A ⊃ S is true by Lemma 2.3. Thus the minimum cut (A, A) remains intact either in G/S or G/S. Also, (S, S) appears in both G/S and G/S, which accounts for subtracting 1. To see Λ(G) ≥ Λ(G/S) + Λ(G/S) − 1, observe that any minimum cut (A, A) in G/S or in G/S has a corresponding minimum cut in G. For example, consider a minimum cut (A, A) in G/S. Without loss of generality, let the node s in G/S (which corresponds to the contraction of S) be in A. When we expand s, clearly the minimum cut (A S − {s}, A S − {s}) of G corresponds to the minimum cut (A, A) of G/S. Moreover, it can be easily verified that the cuts of G which correspond to the cuts of G/S are distinct from the cuts of G which correspond to the cuts of G/S except for (S, S), which is accounted for by subtracting 1. Hence the result follows.
Lemma 2.
If there are no crossing pairs of minimum cuts in
Proof. If n = 2, clearly Λ(G) = 1, and the lemma is true. Assume that for all graphs with number of nodes < n (where n ≥ 3), the lemma is true. Consider a graph G on n nodes with no crossing pairs of minimum cuts. If all the minimum cuts of G are singlenode cuts (i.e., of the form ({u}, {u})), then clearly there are at most n minimum cuts. Then, Λ(G) ≤ n ≤ 2n − 3. Otherwise, there is a minimum cut (S, S) such that |S| ≥ 2 and |S| ≥ 2. Let G 1 = G/S and G 2 = G/S. Also, let the number of nodes in G 1 and G 2 be n 1 and n 2 , respectively. Since any minimum cut (A, A) of G does not cross with (S, S), by Lemma 2.12 we have Λ(G) = Λ(G 1 ) + Λ(G 2 ) − 1. Also, it can be easily verified that there will not be any crossing pair of minimum cuts in G 1 or G 2 , since such a pair will give rise to a corresponding pair of crossing minimum cuts in G also, which is a contradiction. Thus since G 1 and G 2 have < n vertices, we have Λ(G) ≤ 2n 1 − 3 + 2n 2 − 3 − 1 = 2(n + 2) − 7 = 2n − 3, since n 1 + n 2 − 2 = n. In Theorem 5.2, we show a way to assign weights to the edges of a clique K n such that Λ(K n ) = 2n − 3, illustrating the tightness of the bound given by this Lemma.
Partition number, p(G). Lemma 3.1. Let G be a weighted undirected graph. If (X, X) is a minimum cut of G such that no other minimum cut crosses with (X, X), then p(G/X) ≤ p(G).
Proof. 
which means that all the nodes in X are on the same side of the cut (A, A). Thus, the cut ( 
In the following lemma, we provide an upper bound for Λ(G) in terms of the partition number. The tightness of the lemma will be established in Theorem 9.1. − p j (for j = 1, 2) and we have
does not cross with any other minimum cut in G. For n i ≥ 2 and p i ≤ p (i = 1, 2), it is easy to verify that
−p. Substituting in inequality (3.1) and noting that n 1 + n 2 − 2 = n, we get Λ(G) ≤ (p+1)n 2 − p. In the rest of the paper, we show that various structural parameters of a graph can influence the partition number p(G). Thus by means of Lemma 3.2 we relate the number of minimum cuts, Λ(G), with many seemingly unrelated properties of the graph.
Remark. Please note that if n ≥ 2 and x ≥ p, then Proof. Suppose there are no crossing pairs of minimum cuts in G. It follows by Lemma 2.13 that Λ(G) ≤ 2n − 3. Since the radius is at least 1, it is easy to verify that Λ(G)
We note that the bound given by the above theorem can be tight. For example, consider C 2n+1 , the cycle on 2n + 1 nodes. Clearly the radius of C 2n+1 is n, and the number of minimum cuts = 2n+1 2 = (n + 1)(2n + 1) − (2n + 1). Observe that similar arguments as given for the case of the radius also hold well for the diameter. Thus,
This can also be verified from Λ(G) ≤ (r + 1)n − (2r + 1) ≤ (d + 1)n − (2d + 1) by noting that d ≥ r and n ≥ 2.
Universal node.
An interesting special case of Theorem 4.1 occurs when radius(G) = 1. Then, there exists a node which is adjacent to every other node of the graph. (Such a node is called a universal node.) Thus, if there is a universal node in the graph, then Λ(G) ≤ 2n − 3 by Theorem 4.1. In fact, a stronger statement is true.
Theorem 5.
If there is a universal node u in G, then there cannot be any crossing pairs of minimum cuts in G.
Proof. If there is a crossing pair of minimum cuts, then by Lemma 2.9 there is a circular partition C = (U 0 , U 1 , . . . , U k−1 ) (k ≥ 4). Without loss of generality let u ∈ U 0 . Clearly u cannot be adjacent to any node in U 2 , by the definition of circular partition, contradicting the assumption that u is a universal node.
Note that in a complete graph, K n , every node is a universal node. Thus, there are no crossing pairs of minimum cuts in a clique. Below, we show a way to assign weights to the edges of K n such that the number of minimum cuts Λ(K n ) = 2n − 3, thus illustrating that the bound of Lemma 2.13 is tight. Moreover, since the radius of a clique is 1, this is a tight example for Theorem 4.1 too. Since a complete graph is a chordal graph, the example below also illustrates the tightness of Theorem 7.2.
Theorem 5.2. For any n ≥ 2 and λ > 0, there exists a weighted complete graph K n such that λ(K n ) = λ and Λ(K n ) = 2n − 3. Moreover, every node x of K n defines a minimum cut ({x}, {x}) of K n .
Proof. For n = 2, it is trivial. For n = 3, let K 3 be the triangle with each edge having weight λ 2 . Clearly Λ(K 3 ) = 2 · 3 − 3 = 3. Also, note that every node x in K 3 defines a minimum cut ({x}, {x}). Now inductively assume that there exists a weighted complete graph on n − 1 nodes K n−1 (n ≥ 4) such that λ(K n−1 ) = λ, Λ(K n−1 ) = 2(n − 1) − 3 = 2n − 5, and every node x of K n−1 defines a minimum cut ({x}, {x}) in K n−1 . We show how to construct a weighted complete graph K n from K n−1 such that λ(K n ) = λ, Λ(K n ) = 2n − 3, and every node x of K n defines a minimum cut ({x}, {x}) in K n .
Let u be any node of K n−1 . We remove u from K n−1 (along with the edges incident on it) and then add two other nodes u , u in its place. From each node y in K n−1 (y = u), we add the edges (y, u ) as well as (y, u ) to the new nodes and assign weights w(y, u ) = w(y, u ) = w(y,u) 2
. We also add the edge (u , u ) with
It is easy to see that the new graph K n is a complete graph. Let S = {u , u }. Since ({u}, {u}) is a minimum cut of K n−1 , w(S, S) = λ(K n−1 ) = λ. We claim that λ(K n ) = λ. If not, there exists a cut (A, A) in K n such that w(A, A) < λ. If both the nodes of S = {u , u } are present on the same side of the cut (A, A), then the corresponding cut in K n−1 obtained by contracting S will also have weight < λ, contradicting the assumption that λ(K n−1 ) = λ. Therefore, without loss of generality, we can assume that u ∈ A and u ∈ A. Then clearly (u , u ) ∈ E(A, A). Also, for each y in K n (y = u and y = u ), exactly one of the edges (u , y) or (u , y) belongs to
E(A, A). Now recall that w(y, u ) = w(y, u ) = w(y,u)
2
which is a contradiction to the assumption that w(A, A) < λ. Hence, λ(K n ) = λ and (S, S) is a minimum cut of K n . Also, since K n is a clique, by Theorem 
no minimum cut (A, A) of K n crosses with (S, S). By Lemma 2.12 we have Λ(K
Thus we have Λ(K n ) = 2n − 5 + 3 − 1 = 2n − 3. Also it is easy to verify that every node x of K n defines a minimum cut ({x}, {x}) of K n .
Maximum and minimum degree.
The maximum degree ∆(G) (when it is reasonably high) can also constrain the number of minimum cuts Λ(G). There are some interesting special classes of graphs which can be shown to have low chordality value. We list below a few results which immeditately follow from Theorem 7.1.
Cocomparability graphs consist of graphs whose complements are comparability graphs. See [17] for the definition of a comparability graph. It can be shown that the chordality of cocomparability graphs is at most four; see, for example, [16] . Thus by Theorem 7.1 we have the following theorem. The class of weakly chordal graphs was introduced by Hayward in [19] . G is defined as a weakly chordal graph if and only if neither G nor the complement of G contains a chordless cycle of length at least 5. It follows from this definition that the chordality of weakly chordal graphs is at most 4. The class of weakly chordal graphs is quite a large one, as it contains the classes of cochordal graphs, chordal bipartite graphs, permutation graphs, trapezoid graphs, tolerance graphs, 2-threshold graphs, and others. Applying Theorem 7.1, we have the following result.
Theorem 7.4. If G is a weakly chordal graph on n vertices with positive weights on its edges, then
An independent set of three vertices such that each pair is joined by a path that avoids the neighborhood of the third is called an asteroidal triple. A graph is AT-free if it contains no asteroidal triples. AT-free graphs provide a common generalization of interval, permutation, trapezoid, and cocomparability graphs.
Theorem 7.5. If G is an AT-free graph on n nodes with positive weights on the edges, then Λ(G) ≤ 3n − 5.
Proof. In view of Theorem 7.1, we just have to show that an AT-free graph doesn't contain a chordless cycle of length at least 6. Suppose it contains a chordless cycle of length 6 or more. Then clearly we can pick three points from this cycle such that they form an independent set and any two of them has a path between them, which avoids the neighborhood of the third. But this is not possible since the graph is assumed to be AT-free.
In fact there are many more special classes of graphs with low chordality value. The interested reader is referred to [10] .
8. The stability number. The stability number α is defined as the size of the maximum independent set in the graph.
Theorem 8.1.
Proof. Since α is at least 1, if there is no crossing pair of minimum cuts in G, the theorem is clearly true. Otherwise it is easy to see that the partition number p ≤ 2α + 1.
A tight construction.
We establish the tightness of Theorem 7.1 and Lemma 3.2 by the following construction.
Theorem 9.1. For each k ≥ 3 and λ > 0, there exists an infinite family G of weighted undirected k-chordal graphs such that for each graph G n ∈ G with n nodes (n being an integer of the form
− k, weight of the minimum cut = λ, and p(G n ) = k. Moreover, every node u of G n defines a minimum cut ({u}, {u}).
Proof. When k = 3, the family of cliques constructed in Theorem 5.2 has the desired properties; i.e., λ(K n ) = λ, Λ(K n ) = 2n − 3, p(K n ) = 3, and every node x of K n defines a minimum cut ({x}, {x}). In the rest of the proof we assume that k ≥ 4. First note that G k = C k and that the cycle on k nodes with each edge of weight λ 2 is a k-chordal graph with the desired properties, i.e., λ(
−k, and p(C k ) = k. Also every node x ∈ C k defines a minimum cut. Now we show how to inductively construct the desired family. Let G n = (V, E) be a k-chordal graph on n nodes such that Λ(G n ) = (k+1)n 2 − k, p(G n ) = k, and λ(G n ) = λ. Also assume that each node x in G n defines a minimum cut. We describe how to construct a k-chordal graph G n = (V , E ) from G n , where
and every node of G n defines a minimum cut, thereby proving the existence of the desired family.
Construction of G n from G n . Let u be any node in G n . Then, let V = (V − {u}) ∪ P , where P = {y 1 , y 2 
Thus, to get G n , we remove u from G n along with the edges incident on it and add a path (y 1 , y 2 , . . . , y k−1 ) with each edge of weight λ 2 . Also each neighbor z i of u in G n is now connected to y 1 and y k−1 . Moreover, the weight of (z i , y 1 ) and (z i , y k−1 ) will be assigned half the weight of the edge (z i , u) in G n . It may be noted that the contracted graphs G n /P = G n and G n /P = C k with each edge having weight λ 2 . Claim 9.2. Let (S, S) be a minimum cut of G n which crosses with the cut (P, P ), where P = {y 1 , y 2 , . . . , y k−1 }. Then, exactly one of the two edges 1 , z 2 , . . . , z l } are the nodes in G n which correspond to the neighbors of u in G n .)
belong to E(S, S). (Recall that {z
Proof. First, we claim that both the nodes y 1 and y k−1 cannot be on the same side of the minimum cut (S, S). Suppose for example, {y 1 , y k−1 } ⊆ S. Because all the edges from P to P are incident on either y 1 or y k−1 , E(S ∩ P, S ∩ P ) = ∅. (Note that S ∩ P and S ∩ P will be nonempty since (S, S) is assumed to cross with (P, P ).) Therefore the induced subgraph on S will be disconnected, which is a contradiction of Lemma 2.1 since (S, S) is assumed to be a minimum cut. Now without loss of generality assume that y 1 ∈ S and y k−1 ∈ S. Then clearly one of the two edges (z i , y 1 ) or (z i , y k−1 ) (since both these edges exist by construction) will belong to E(S, S).
Claim 9.3. λ(G n ) = λ(G n ) = λ and (P, P ) is a minimum cut of G n . Proof. First note that the cut (P, P ) in G n has weight w(P, P ) = λ. This is easily seen from the fact that if we contract P , replacing the set P with the node u, we will get G n (i.e., G n /P = G n ), and the cut (P, P ) in G n will correspond to the single vertex minimum cut ({u}, {u}) in G n . Now we will show that every cut in G n has weight at least λ, thereby establishing that λ(G n ) = λ and (P, P ) is a minimum cut of G n . Suppose λ(G n ) < λ. Then let (S, S) be a minimum cut of G n . If S (or S) is a subset of P or P , then one of the contracted graphs G n /P = G n or G n /P = C k will contain a corresponding cut with the same value, which clearly will be a contradiction since λ(G n ) = λ and λ(C k ) = λ. Thus by Lemma 2.3, (S, S) must cross with (P, P ) in G n , which means S ∩ P, S ∩ P , S ∩ P , and S ∩ P are nonempty. Now, by Claim 9.2, exactly one of the two edges (
Therefore, the total contribution to the weight of (S, S) due to the edges of the form (y j , z i ) (j = 1, k − 1, and 1 ≤ i ≤ l) is λ 2 . Also, since each edge in the path defined by the nodes in P has weight λ 2 , it is clear that w(S ∩ P, S ∩ P ) ≥ λ 2 . Thus, considering both contributions, we infer that w(S, S) ≥ λ, contradicting the assumption that w(S, S) < λ. So we have established that λ(G n ) = λ, and therefore (P, P ) is a minimum cut of G n .
Claim 9.4. No minimum cut (S, S) of G n crosses with the minimum cut (P, P ) and Λ(G n ) = (k+1)n 2 − k. Proof. Suppose a minimum cut (S, S) crosses with the minimum cut (P, P ) in G n . Then by Claim 9.2, exactly one of the two edges (z i , y 1 ) or (z i , y k−1 ) (1 ≤ i ≤ l) will belong to E(S, S). Clearly both (z i , y 1 ) and (z i , y k−1 ) are in E(P, P ). Thus E(S, S)∩E(P, P ) = ∅, contradicting Lemma 2.5. Therefore we infer that no minimum cut (S, S) of G n can cross with (P, P ). Now by applying Lemma 2.12 and noting that n = n + k − 2, we have
Proof. It is easy to check that the sum of weights on edges incident on the nodes of P has not changed from what it was in G n . Also, it is clear that for 2
The same argument also holds for y k−1 .
Proof. Suppose there is an induced cycle C of length > k in G n . We consider two cases, and show contradictions in both cases.
Case 1. C contains a node y i from P other than y 1 or y k−1 . In this case, clearly C also must contain the nodes y 1 and y k−1 . Let z i be the neighbor of y 1 in C from P . Then z i must also be the neighbor of y k−1 in C, since otherwise the edge (z i , y k−1 ) will form a chord for C. (Note that this edge exists by construction of G n .) Thus C will be (z i , y 1 , y 2 , . . . , y k−1 , z i ) , a cycle of length k, contradicting the assumption that |C| > k.
Case 2. C does not contain any node y i from P other than y 1 or y k−1 . In this case clearly C is an (induced) subgraph of G[P {y 1 , y k−1 }]. We claim that C must contain both the nodes y 1 and y k−1 . Otherwise, if, for example, C does not contain y 1 , |C| > k cannot be true, since the structure of G[P {y k−1 }] is the same as that of G n (except for the weights) and G n is assumed to be k-chordal. Thus we infer that {y 1 Claim 9.7. p(G n ) = k. Proof. By Claim 9.6, the chordality of G n is k. Since the partition number is upper-bounded by the chordality (see the proof of Theorem 7.1), we have p(G n ) ≤ k. Now, since by Claim 9.4, the minimum cut (P, P ) does not cross with any other minimum cut in G n , by applying Lemma 3.1 and the induction assumption that The following is a recent result from Alon, Hoory, and Linial [2] . (The reader may recall that the average degree of a graph is defined as the sum of degrees of the vertices divided by the total number of vertices in the graph.)
Lemma 10.4 (see [2] ). The number of vertices n in a graph of girth g and average degree at least d ≥ 2 satisfies n ≥ N (d, g), where 11. Spectral bounds for Λ(G). The above bound is interesting for certain ranges of λ and µ, for example, when λ is relatively small and µ is not too small, say, not O( 1 n ). It may be noted that restricting λ to be bounded above by a constant doesn't imply that the value of µ also will be small. In fact there are δ-regular graphs for which the value of µ can be as high as Ω( √ δ).
A bound in terms of

When µ is large.
We observe that if µ is above a threshold value, then all the minimum cuts are single-vertex cuts, i.e., cuts of the form ({x}, {x}) , where x is a node. This is captured in the following theorem. The threshold given by the above theorem is tight. For example, it can be verified that for the graph C 4 , the cycle graph on four nodes, n = 4, δ = 2, and µ = 2. Thus for C 4 , 1 + δ n−δ = µ, but it has minimum cuts which are not single-vertex cuts. In fact it is also possible to construct such examples with a larger number of nodes.
