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Preface
This dissertation is submitted for the degree of Doctor of Philosophy at the
School of Graduate Studies "Galileo Galilei", University of Pisa. The thesis is
organized into two parts. The main research project, described in the first part,
concerns the reconstruction or interpolation of irregularly sampled 3D seismic
data by means of Fourier methods. This work was supported by ENI, Explo-
ration and Productions Division, and was conducted under the supervision of
Professor Alfredo Mazzotti at the Department of Earth Sciences of the Univer-
sity of Pisa over the period from January 2010 to January 2013. Part of this
research was presented in:
• Ciabarri F., Mazzotti A., Stucchi E. 2012. 3D Fourier reconstruction
of irregularly sampled seismic gathers: analysis of the extended model
resolution matrix. 74th EAGE, meeting, expanded abstract, P358.
• Ciabarri F., Mazzotti A., Stucchi E. 2010. 3D Fourier regularization of
seismic data: theoretical aspect and preliminary results. 29th GNGTS,
meeting, expanded abstract, session 3.2.
• Ciabarri F., Mazzotti A., Stucchi E. and Bienati N. Appraisal problem in
the 3D least-squares Fourier seismic data reconstruction. Submitted to
Geophysical Prospecting (May 2013).
The minor research project, described in the second part, concerns the research
and development of velocity-based wavelet corrections for matching PP with PS
data, based on Gaiser (2011). This work was carried out during an internship
at CGGVeritas (Crawley, UK) under the supervision of Dr. Sergio Grion, over
the period from May 2012 to July 2012.
The results presented in this thesis were computed using MATLAB. The 3D
seismic data sets used for the tests are courtesy of ENI and WesternGeco. The
preprocessing of the seismic data was performed by means of the ProMAX
3D Software of Landmark Graphics Corporation. The thesis was written with
OpenOffice and edited with LATEX.
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Introduction
Seismic exploration
Reflection seismology is an exploration technique that uses the physical princi-
ples of wave propagation to estimate the properties of the earth’s subsurface.
A source, such as dynamite in an on-shore survey or an air gun in marine ac-
quisition, sends energy into the subsurface, causing reflections where there are
changes in the physical properties of the medium. In three-dimensional (3D)
seismic surveys, these reflections are recorded by receivers (geophones or hy-
drophones) deployed along a two-dimensional (2D) grid at the surface. The
result is a 3D seismic data set in which the response of each receiver to a single
shot over time is referred to as a trace. After acquisition, the data recordings
are processed to generate an "image" of the subsurface that can be interpreted
by geo-scientists to understand the geological structures and the sedimentary
environments with the goal of identifying accumulations of hydrocarbons.
Seismic data reconstruction
Seismic data are often irregularly and inadequately sampled spatially. During
acquisition, obstacles, cable feathering (in marine surveys), bad traces due to
faulty equipment and logistical and economic constraints make it impossible
to acquire seismic data with a uniform distribution of closely spaced sources
and receivers. Moreover, the merging of independently acquired data sets, with
different spreads and grid orientations, can produce a final data set with large
and irregular gaps.
Non-uniform spatial sampling can introduce noise and artefacts in results from
the most commonly used seismic data processing algorithms (see, e.g., Aaron
et al. (2007)), particularly in the case of time-lapsed acquisition (see, e.g.,
Schonewille (2003) and Smith et al. (2012)). Coarse sampling can also have
an adverse effect on AVO/AVA/AVAz analysis (Downton et al. (2012); Sacchi
and Liu (2005)) and limit the effectiveness of several imaging algorithms (see,
e.g., Downton et al. (2008); Gardner and Canning (1994)).
To overcome these problems, regularization, interpolation, or even extrapola-
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tion are commonly used in the early stages of seismic processing. Although the
precise definition varies, the regularization process is usually described as the
mapping of seismic traces from their irregularly spaced recording locations to
a nodes on a regular grid. Interpolation is a process in which new traces are
created between existing regularly spaced traces, and extrapolation entails the
creation of new traces outside the range of input data. In this thesis, I use the
term reconstruction to denote one or a combination of these three processes.
In the practice of exploration seismology, several reconstruction methods with
different strengths and weaknesses (Abma and Kabir (2003), Abma and Kabir
(2005); Mazzucchelli et al. (1998)) have been proposed. These methods can be
divided into five major groups:
1. Binning and staking methods are fast and relatively simple solutions
for handling non-uniformly sampled seismic data (Yilmaz (2001)). In
these methods, a seismic survey is divided into regularly spaced cells or
bins. Traces collected within a bin are stacked to generate an output
trace for that bin. Bins are commonly assigned according to the midpoint
between the source and receiver (CMP), but in principle these methods
can be applied to any subset of seismic data. Although widely used,
binning methods are inaccurate because, neglecting the real positions of
acquired data, they do not respect the spatial continuity of the seismic
wavefield.
2. Wave-equation-based methods are faithful reconstruction methods
specifically developed for the field of exploration seismology. These meth-
ods use the physics of wave propagation to reconstruct missing traces.
Examples of reconstruction methods based on the wavefiled operator are
the offset continuation operator (OCO) (Bagaini and Spagnolini (1996))
and the shot continuation operator (SCO) (Fomel (2003)). A variety of
continuation to zero-offset implementations (better known as dip moveout
DMO) have been used to reconstruct seismic data as described in Can-
ning and Gardner (1996), Ronen (1987) and Stolt (2002), while Chemingui
and Biondi (2002) and Malcom et al. (2005) use a similar DMO operator
called azimuth moveout (AMO). Continuation operators are best applied
to interpolating or extrapolating missing traces in otherwise regularly sam-
pled data sets, but they can also be used for regularization (Mazzucchelli
and Rocca (1999)). However, wave-equation-based methods require the
a-priori knowledge of the wave velocity field and they are fairly computa-
tionally intensive.
3. Interferometric methods are explicitly developed and used to inter-
polate and/or extrapolate missing traces. In some examples that refer
to marine surveys, (Dong and Schuster (2008); Wang et al. (2009)) the
original data are interferometrically cross-correlated with the surface or
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the seabed related multiples to estimate the kinematic of the primary
events in the missing traces. The multiple events can be obtained from
the data using an inverse focal transform (Berkhout and Verschuur (2006))
or through a finite difference modeling of the wavefield in the water layer
(Hanafy (2011)). The performance of these methods is dependent on the
reflector depths and on the available recording apertures which determine
what events can be accurately predicted. A least-squares matching filter
and amplitude corrections are needed to reconstruct the wavelet signa-
ture and to mitigate the inevitable artifacts due to a limited recording
aperture.
4. Filter-based methods are a group of reconstruction methods that are
widely used in the seismic processing industry. The well-known sinc in-
terpolation method falls into this group, and it is used to interpolate
unaliased uniformly sampled seismic data to a finer grid.
Common methods for handling aliasing in seismic data reconstruction use
the prediction-error filter (PEF) in the frequency-space domain (Hung
and Notfors (2003); Porsani (1999); Soubaras (1997); Spitz (1991); Wang
(2002)) or frequency-wave-number domain (Gulunay (2003)). In these
methods, low and unaliased temporal frequency data components are used
to estimate the prediction filters needed to interpolate high and aliased
temporal frequency data components. Similar methods have also been
developed to interpolate aliased data in the time-space domain or in the
tau-space domain (Claerbout and Nichols (1991)). PEF-based methods
can also be used to fill gaps in otherwise regularly sampled data sets
(Fomel (2000)), but PEF results degrade if the sampling is random and
the method assumes that the data consist of a limited number of dipping
events.
5. Transform-based methods are an on-going topic of research in explo-
ration seismology. In these algorithms, the measurements are assumed
to be efficiently described in a suitable transform domain. An inverse
transform is used to synthesise the data at the desired regularly spaced
locations. Common transformations for seismic data reconstruction are
the linear Radon transform (Lu (1985)), the hyperbolic Radon transform
(Kao (1997); Schonewille and Duijndam (1998); Trad et al. (2002)), the
parabolic Radon transform (Hugonnet and Canadas (1997); Kabir and
Verschuur (1995)), the Fourier transform (Duijndam et al. (1995); Duijn-
dam et al. (1999)) and the mixed Fourier-Radon transform (Schonewille
and Duijndam (1998)).
Recently, many other different transform domains have been proposed,
and more will likely be proposed in the future. For instance, the pyra-
mid transform (Kustowski (2010)), and a group of digital wavelet-like
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transforms such as the seislet transform (Liu et al. (2012)), the shearlet
transform (Hauser and Ma (2012)), the curvelet transform (Hennenfent
and Herrmann (2005); Herrmann and Hennenfent (2008)), the S-transform
(Naghizadeh and Innanen (2011)), and the mixed wavelet-Radon trans-
form (Yu et al. (2007)). Transform-based techniques are fast when the
transform can be computed efficiently, and they are particularly attrac-
tive because they require little user input and can be applied to any subset
of seismic data. Furthermore, they do not require geological or geophysical
a-priori information (e.g. a velocity model) and, in general, can handle
uniform grids with gaps or random spatial sampling.
Fourier reconstruction methods
The most popular transform-based reconstruction methods use the Fourier do-
main to represent the irregularly sampled data. While most of the existing
spectral estimation algorithms have been developed for uniformly sampled data
(Kay and Marple (1981)), extensive research has been performed concerning the
spectral analysis of non-uniformly sampled data, which applies to many areas of
science and engineering (comprehensive reviews are presented by Adorf (1995)
and Babu and Stoica (2010)).
A straightforward approach based on an ordinary least-squares (LS) estimation
of the Fourier coefficient from non-uniformly sampled data has been proposed by
Lombet al. (1976) and Papoulis (1975), and it has been successfully applied to
signal reconstruction in the fields of magnetic resonance imaging (MRI) Wajer
et al. (2001) and image processing Strohmer (1996). In geophysics, the least-
squares non-uniform discrete Fourier transfrom (NDFTLS) has been adopted
to reconstruct seismic data under the assumption that the data are spatially
band-limited with a known bandwidth (Hindriks and Duijndam (2000)) or spa-
tially band-limited with a sparse1 representation in the Fourier domain (Zwart-
jes and Duijindam (2000); Zwartjes and Gisolf (2007)). Additionally, Rauth
and Strohmer (1998) and Guspi and Introcaso (2000) applied the NDFTLS to
gridding potential field data.
1Sparse means a parsimonious distribution of the Fourier coefficients.
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Objectives
The goal of this Ph.D. thesis is to reconstruct 3D seismic data that are ir-
regularly sampled in two spatial dimensions using the least-squares Fourier re-
construction method. The theory of LS Fourier reconstruction has been well
developed in the literature (Feichtinger et al. (1995) and references therein) and
it is well known that the ill conditioning of the forward operator is the main
difficulty in this inverse problem. The numerical treatment of ill conditioned
systems of equations is complicated, and a good estimation of the Fourier coef-
ficients lies in imposing constraints on the estimated Fourier spectra and in the
correct parameterization of the forward problem.
The objectives of this thesis are summarized as follows:
• Describe a numerically stable methods to use and properly weight mini-
mum energy constraints in the LS Fourier estimation.
• Develop a robust method for choosing the optimal spatial bandwidth in
the parameterization of the forward operator.
• Define an efficient method of quality control (QC) for the estimated Fourier
spectra and the reconstructed regular data.
Thesis outline
This dissertation is organized as follows:
Chapter 1 deals briefly with the one-dimensional discrete Fourier transform
(1D DFT) for uniformly sampled sequences (Section 1.1.1), and the one-
dimensional DFT for non-uniformly sampled sequences (1D NDFT) is pre-
sented in Section 1.1.2. The NDFT does not yield the correct Fourier coef-
ficients, but a least squares non-uniform Fourier transform (1D NDFTLS)
corrects for this, as discussed in Section 1.1.3. Section 1.2 introduces the
two-dimensional least-squares non-uniform Fourier transform (2D NDFTLS),
which is used in the reconstruction method described in Chapter 2.
Chapter 2 shows how the 2D NDFTLS can be used to reconstruct 3D seismic
data that are irregularly sampled in two spatial dimensions by means
of a two-step approach. In the first step, the 2D NDFTLS is used to
estimate the wavenumber components of the irregularly sampled data for
each temporal frequency (Section 2.1.1). A minimum energy constraint is
used to stabilize the LS inversion. In the second step, the estimated 3D
Fourier spectra are used to reconstruct the seismic data on a regular grid
(Section 2.1.2). A real data set from a 3D marine common shot gather
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is used to demonstrate the LS Fourier reconstruction with a minimum
energy constraint (FRMN) (Section 2.2).
Chapter 3 describes a method for controlling the quality of the results of
FRMN (Sections 3.1.1 and 3.1.2). The proposed QC analysis is used
to show the limitations of the FRMN reconstruction (Section 3.1.3) and
to develop a novel algorithm that determines the maximum wavenumber
that can be accurately estimated from irregularly sampled data (Section
3.2.1). Real data from a 3D marine common shot gather are used to dis-
cuss the proposed algorithm in order to guide the parameterization of the
forward problem (Section 3.2.2).
Chapter 4 discusses how to modify the minimum energy constraint, which
is described in Chapter 3, including a weighted term that incorporates
a-priori knowledge of the energy distribution in wavenumber domain to
help obtain a stable solution in the inversion (Section 4.1). A 3D marine
common shot gather is used to demonstrate the LS Fourier reconstruction
with model constraints (FRMC) (Section 4.2).
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Chapter 1
Fourier analysis of non-uniformly
sampled data
Abstract
The frequency spectrum of a discretely sampled data set is commonly obtained
via the discrete Fourier transform (DFT) or fast Fourier transform (FFT). The
DFT can also be used with non-uniformly sampled data when taking into ac-
count the exact positions of the samples. In the case of uniform sampling, the
DFT is an orthonormal transformation, but the basis function are no longer
orthogonal when the sampling is non-uniform. Therefore, direct evaluation of
the Fourier transform yields a smeared estimate of the Fourier coefficients.
To overcome this problem, a least-squares estimation approach is used to calcu-
late the Fourier coefficients of an irregularly sampled data set. The least-squares
non-uniform Fourier transform NDFTLS can be viewed as a deconvolution pro-
cedure that attempts to recover the DFT spectrum and to filter the spectral
leakage due to non-orthogonality of the basis function in the direct non-uniform
DFT approach (NDFT).
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1.1 From DFT to non-uniform DFT
The discrete Fourier transform DFT, particularly its faster version, the fast
Fourier transform FFT (Cooley and Tukey (1965)), is one of the most impor-
tant mathematical algorithms used in digital signal processing. Its application,
known as Fourier analysis or harmonic analysis, provides a useful decomposi-
tion/expansion of a signal into a sum of distinct harmonic components. This
simple representation is extremely powerful because it can reveal hidden struc-
tures present in the data. Moreover, it offers distinct advantages in the com-
putation of the intermediate steps in elaborate signal processing techniques.
The classic examples of this are FFT-based convolution (Agarwal and Cooley
(1977)) or the FFT Radon filter (Averbuch and Shkolnisky (2003)). However,
the Fourier analysis has significant limitations in many applications because it
requires sampling on a uniform grid (Beylkin (1995)).
In this chapter, I describe the details of Fourier analysis of unevenly sampled
data, which plays an important role in many areas of science and engineering
and represents the kernel portion of the seismic data reconstruction method
described in this thesis. Non-uniform Fourier analysis is first introduced for
a non-uniformly sampled one-dimensional time series, and it is generalized to
handle two-dimensional data that are irregularly sampled along two orthogonal
(spatial) directions.
1.1.1 The discrete Fourier transform
The Fourier transform pair for a continuous and integrable signal s(t) is defined
as:
S(f) = F{s(t)} = ∫ +∞−∞ s(t)e−j2piftdt (1.1)
and
s(t) = F−1{S(f)} = ∫ +∞−∞ S(f)e+j2piftdf. (1.2)
The forward Fourier transform (equation (1.1)) converts a time-domain signal
s(t) of finite duration T into a continuous frequency spectrum S(f) composed
of an infinite number of complex sinusoids e±j2pift = cos(2pift) ± j sin(2pift).
The inverse Fourier transform (equation (1.2)) is used to retrieve the original
signal from its Fourier spectrum. The orthogonality of the complex exponen-
tial e±j2pift (the Fourier kernel function) implies that the representation in the
Fourier domain is uniquely determined and the energy contained in the signal
s(t) is conserved before and after the transform (Parseval’s identity).
For a discrete signal s[n∆t], the discrete counterpart of the Fourier transform
pair is defined as:
SDFT[m∆f] = ∆tN−1∑
n=0 s[n∆t]e−j2pim∆fn∆t (1.3)
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and
s[n∆t] = ∆f M−1∑
m=0 SDFT[m∆f]e+j2pim∆fn∆t. (1.4)
Equations (1.3) and (1.4) are the discrete (forward) Fourier transform DFT
and its inverse IDFT, respectively. The signal s[n∆t] is obtained by uniformly
sampling the continuous signal s(t) at a sampling interval ∆t. N = T∆t +1 is the
total number of samples, and the individual samples in s[n∆t] are denoted by
indices 0 < n < N − 1.
Uniform sampling involves multiplying a continuous signal s(t) with a discrete
spike train, called sampling operator or sampling function:
s[n∆t] = s(t) +∞∑
n=−∞ δ (t − nT ) . (1.5)
The analogue in the Fourier domain is to convolve the spectrum S(f) with the
Fourier transform of the sampling operator:
S˜(f) = F{s(t) +∞∑
n=−∞ δ (t − nT )} = S(f) ∗F{ +∞∑n=−∞ δ (t − nT )} (1.6a)
which is also an impulse train:
S˜(f) = S(f) ∗ 1
∆t
+∞∑
m=−∞ δ (f − m∆t) = 1∆t +∞∑m=−∞S (f − m∆t) . (1.6b)
This causes the Fourier spectrum S(f) to become periodic in the Fourier domain
with a period of 1∆t . To avoid overlap between the periodic repetition of S(f)
(aliasing effects), the signal s(t) must be band limited before sampling, such
that its maximum frequency fMAX is less than the Nyquist frequency fNY Q,
which is defined as half the sampling frequency:
fNYQ = 1
2∆t
> fMAX. (1.7)
The frequency spectrum SDFT[m∆f] (equation (1.3)) is a discrete represen-
tation of S˜(f) (equation (1.6b)) sampled at constant interval ∆f . The total
number of Fourier coefficients is M = N , and for an even number of Fourier
coefficients, SDFT is defined in the interval [−M2 ∆f ;+(M2 − 1)∆f], which means
the Nyquist frequency is the first sample in the interval and the zero frequency
is at position M2 + 1. For an odd number of Fourier coefficients the frequency
interval is [−M−12 ∆f ;+M−12 ∆f] and the zero frequency is at position M−12 . In
the remainder of this chapter, I assume an even number of Fourier coefficients.
For duality, sampling in the Fourier domain causes the signal to become peri-
odic in the time domain with a period of 1∆f . The Nyquist condition to avoid
wrap-around effects (aliasing effects in time domain) is:
1
∆f
> T = (N − 1)∆t. (1.8)
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In the DFT algorithm, the Nyquist limit in equation (1.8) is fulfilled by using
∆f = 1N∆t .
The DFT (equation (1.3)) and the IDFT (equation (1.4)) can be written in
vector notation as:
sDFT = ∆tADFTs (1.9)
and
s = ∆fAHDFTsDFT, (1.10)
respectively. The column vector s contains the samples of s[n∆t], and the col-
umn vector sDFT contains the Fourier coefficients of SDFT[m∆f]. The Vander-
monde1 matrix ADFT ∈ CM×N is the exponential matrix in the forward Fourier
transform (equation (1.3), with elements ADFT(m,n) = e−j2pim∆fn∆t, and the su-
perscript H indicating the Hermitiane or transpose conjugate.
1.1.2 The non-uniform discrete Fourier transform
For non-uniform sampling, a continuous signal s(t) is sampled non-equidistantly,
i.e., at locations (t0, ..., tn, ..., tN−1), to yield s[tn]. When the sampling is not
regular, the sampling position cannot be indexed as n∆t, and the DFT (equa-
tion (1.3) cannot be used. To account for the exact times of samples tn, the
discrete Fourier transform can be performed using the Riemann approach, which
approximates the integral of the continuous Fourier transform (equation (1.1)
using the Riemann sum:
SNDFT[m∆f] = N−1∑
n=0 s[tn]e−j2pim∆ftn∆tn. (1.11)
Equation (2.11) is known as the non-uniform discrete Fourier transform (NDFT
or NuDFT) (Bagchi and Mitra (1996)). Assuming that the sampling positions
in the temporal domain are sorted, i.e., (t0 < tn < ... < tN−1), the sampling
weight ∆tn (the sampling interval in the standard DFT) is defined as:
∆tn = tn+1 − tn−1
2
(1.12)
and if there are two or more samples at the same position, then the weight is cal-
culated as if only one sample were present at that position and the weight is dis-
tributed over the samples at that position. The NDFT spectrum SNDFT [m∆f]
(equation(1.11)) is a discrete signal sampled at the constant interval ∆f , such
that the inverse transformation (INDFT) to the non-uniformly sampled time
axis is given by:
s[tn] = ∆f M−1∑
m=0 SNDFT[m∆f]e+j2pim∆ftn (1.13)
1A Vandermonde matrix, also called an alternant matrix, contains the terms of a geometric
progression in each row, i.e., A(m,n) = αn−1m
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It is important to stress that for non-uniformly sampling, the concept of the
Nyquist frequency does not explicitly exist. Beutler (1966) and others (Horne
and Baliunas (1986); Press et al. (1992)) have demonstrated that an irregularly
sampled signal can be correctly represented in the Fourier domain if the average
sampling rate fulfills the Nyquist condition expressed in equation(1.7). How-
ever, this is a highly debated topic, and there are many contradictions in the
theories given in the literature. For example, Scargle (1982) and Roberts et al.
(1987) showed that for an irregularly sampled data set the Nyquist frequency is
determined by the smallest sampling interval. In contrast, Eyer and Bartholdi
(1998) and Maciejewski et al. (2009) relied on the fact that the maximum recov-
erable frequency depends on the greatest common divisor of all sample intervals
in the data set. Practically, the NDFT can be accomplished by setting the num-
bers of NDFT coefficients M equal to the numbers of irregular samples N and
selecting a suitable ∆f to avoid wrap-around effects (equation(1.8))2 and assure
good resolution in the Fourier domain. Consequently, the NDFT can be viewed
as a band-limited representation of s[tn] in the range [−M2 ∆f ;+(M2 − 1)∆f].
In vector notation, equations(1.11) and (1.13) are:
sNDFT =AHNDFTWsIRR (1.14)
and
sIRR = ∆fANDFTsNDFT, (1.15)
respectively, where sIRR and sNDFT are the column vectors representations of
s[tn] and SNDFT[m∆f], respectively. The matrix ANDFT ∈ CN×M is the expo-
nential matrix in the inverse NDFT3 with element:
ANDFT(n,m) = e+j2pim∆ftn ,
and the elements of the diagonal matrix W ∈ RN×N correspond to the distance
between the samples in equation(2.12): W(n,n) = ∆tn.
The NDFT is used in many processing schemes (Bagchi and Mitra (1999)), and
it can be computed using a fast algorithm known as the non-uniform fast Fourier
transfrom (NFFT). The most complete discussions of NFFT theory are given
in Duijndam and Schonewille (1999) and Potts et al. (2001), while practical
considerations such as computational load and numerical stability are addressed
in Dunis and Potts (2008) and Potts and Tasche (2008). However, is important
to stress that the NDFT provides a distorted representation of Fourier spectra
because the columns of the matrixANDFT are not orthogonal to each other. This
spectral distortion is also known as spectrum leakage, which means that each
2The Nyquist limit in equation (1.8) depends on the duration of the signal s[tn] and not
on the fact that the samples are taken at regular or irregular intervals.
3The choice of ANDFT (equation (1.15)) for the INDFT complies with the notation in
equation (1.20), in which the forward model is the INDFT matrix.
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spectral component affects others and components with stronger amplitudes
have more impact, particularly on their nearest components. The amount of
distortion in the NDFT spectrum can be simply viewed, assuming that the
discrete Fourier transform SDFT [m∆f] of the irregularly sampled signal s[tn]
is known, such that the inverse NDFT equation(1.13) can be rewritten as:
s[tn] = ∆f M−1∑
m=0 SDFT[m∆f]e+j2pim∆ftn . (1.16)
Substituting equation(1.16) into equation(1.11) gives:
SNDFT[m∆f] = ∆f∑
n
∑
q
SDFT[q∆f]e+j2piq∆ftne−j2pim∆ftn∆tn (1.17a)
SNDFT[m∆f] = ∆f∑
q
∑
n
∆tne
−j2pi(m−q)∆ftnSDFT[q∆f]. (1.17b)
Then, one obtains:
SNDFT[m∆f] = {PSF ⊛ SDFT}[m∆f] (1.17c)
where ⊛ indicates the circular or cyclic convolution and the PSF (point-spread
function) is defined as the NDFT of the non-uniform sampling grid (Zwartjes
and Sacchi (2007)):
PSF [m∆f] = ∆f N−1∑
n=0 ∆tne−j2pim∆ftn . (1.18)
Equation(1.17c) evidences that the NDFT coefficients equal those of the DFT
convolved with the PSF. The PSF can be viewed as analogous to the frequency
response of the sampling operator (equation(1.6a)) for an irregular sampling
pattern. Simple PSFs of various non-uniform sampling operators are shown in
Naghizadeh and Sacchi (2010). The PSF is determined by the sampling irregu-
larity, but it can be influenced by the choice of sampling weight (equation(1.12)).
In practice, one should adjust the ∆tn such that the PSF approaches a delta
function (Pipe and Menon (1999)), but this is nearly impossible for a sampling
with "random" irregularities.
Using vector-matrix notation, the circular convolution in equation(1.17c) can
be written as:
sNDFT = PsDFT = (AHNDFTWANDFT) sDFT, (1.19)
where P ∈ CM×M is a circulant4 matrix which elements are:
P(p,q) = ∆f N−1∑
n=0 ∆tne−j2pi(p−q)∆ftn ,
and its first column equals the PSF in equation(1.18).
4A circulant matrix is a special type of Toepliz matrix in which each row vector is rotated
one element to the right relative to the preceding row vector.
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1.1.3 The least-squares non-uniform discrete Fourier trans-
form
Several remedies have been proposed in order to improve upon the NDFT by re-
ducing the spectral leakage that results from irregularity of sampling geometries
(Abma and Kabir (2006); Ferraz-Mello (1981); Ferreira (1995)). A method that
contains a deconvolution for the PSF term in equation(1.17c) is a clear solution
to the problem. The PSF deconvolution can be performed using an iterative
non-linear approach, as discussed by Hogbom (1974)5 and Xu et al. (2005)6 ,
or more efficiently, via a least-squares estimation of the Fourier coefficient (Kar
et al. (1981)). In the least squares Fourier estimation, the inverse NDFT of
equation(1.16) is used as a forward model, and following the standard nota-
tion used in linear inverse problem theory (Aster et al. (2005)), it is written in
vector-matrix notation as:
dIRR =GmDFT + ε, (1.20)
where mDFT is the model vector containing the unknown DFT Fourier co-
efficients SDFT[m∆f] which are to be estimated from the data vector dIRR
containing the irregularly sampled sequence s[tn]. The forward operator G is
∆fANDFT, and the component of the data dIRR beyond the assigned frequency
bandwidths [−M2 ∆f ;+(M2 − 1)∆f] form the noise term ε in the forward model.
To solve for the unknown model, a least-squares cost function can be written
as:
JLS = ∥dIRR −Gm∥22 (1.21)
wherem is a generic model vector that describes the data dIRR. The best model
(in the least-squares sense) is given by:
mLS =G−gLSdIRR = (GHG)−1GHdIRR (1.22)
where G−gLS = (GHG)−1GH is the LS generalized inverse of G. Equation(1.22) is
known as the least-squares non-uniform Fourier transform NDFTLS, and mLS
is the LS Fourier spectrum of the irregularly sampled data. Using the sample
weight matrix W, which elements have been defined in equation (1.12), as the
data weight matrix, the equations (1.21) and (1.22) can be rewritten as:
JLS = ∥W− 12 (dIRR −Gm) ∥22. (1.23)
and
mLS = (GHWG)−1GHWdIRR, (1.24)
5The CLEAN algorithm.
6The Anti-leakage Fourier transform (ALFT).
1.1. FROM DFT TO NON-UNIFORM DFT 26
respectively. In equation(1.24), the term GHWdIRR is the NDFT transform of
dIRR apart from a constant factor ∆f (see equation(1.14)), and the factor in
the brackets, the inverted gram matrix:
(GHWG)−1 = 1
∆f 2
(AHWA)−1 ,
represents the inverse of the matrix P in equation(1.19). The weighted NDFTLS
(equation(1.24)) can be viewed as a deconvolution that corrects for the smearing
introduced by the PSF. However, the deconvolution is only accomplished for
the basis functions contained in G. Any model parameters belonging to basis
functions not in G (i.e., the model parameters contained in the noise term of
equation(1.20)) leak into the estimated parameters. Theoretically, this spectral
leakage can be reduced by extending the bandwidth in the LS inversion to take
in account a greater number of basis functions (Trampert and Snieder (1996)).
However, this approach leads to numerical instability as discussed in Chapter
3.
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1.2 Non-uniform Fourier analysis in two dimen-
sions
The two-dimensional discrete Fourier transform for a two-dimensional data set
d[x, y] that is uniformly sampled along two orthogonal directions x and y, is
carried out by two one-dimensional Fourier transforms over the x and y coor-
dinates:
DDFT[mx∆kx,my∆ky] = ∆aNx−1∑
nx=0
Ny−1∑
ny=0 d[nx∆x,ny∆y]e−j2pi(mx∆kxnx∆x+my∆kyny∆y)
(1.25)
with ∆a = ∆x∆y. Similarly the inverse two-dimensional Fourier transform is:
d[nx∆x,ny∆y] = ∆kx∆ky Mx−1∑
mx=0
My−1∑
my=0DDFT[mx∆kx,my∆ky]e+j2pi(mx∆kxnx∆x+my∆kyny∆y).
(1.26)
The scalars nx and ny denote the nth sample in the x and y directions, respec-
tively, and mx and my denote the mth Fourier coefficient along the kx and ky
waveumber axes, respectively. The sampling intervals are denoted by ∆x and
∆y and by ∆kx and ∆ky in the Fourier domain. Nx and Ny are the total
numbers of samples in the x and y directions, respectively, and Mx and My
are the total numbers of Fourier coefficients in the kx and ky wavenumber axes
respectively. Unlike in one dimension, the relationship between sampling and
periodicity is not straightforward in two dimensions (Peterson and Middleton
(1962)). Using an orthogonal7 reference grid, either for the spatial samples
and for the related wave-number samples, the Nyquist condition which avoids
aliasing in the Fourier domain is given by:
KxNYQ = 1
2∆x
>KxMAX; KyNYQ = 1
2∆y
>KyMAX (1.27)
where KxNYQ and KyNYQ are the Nyquist wavenumbers, and KxMAX and KyMAX
are the maximum wavenumbers of the 2D dataset in the kx and ky coordinates,
respectively. Similarly, to avoid wrap-around effects in the 2D IDFT:
1
∆kx
>X = (Nx − 1)∆x; 1
∆ky
> Y = (Ny − 1)∆y (1.28)
where X = (Nx − 1)∆x and Y = (Ny − 1)∆y are the data dimensions in the x
and y coordinates, respectively.
7Grids other than the orthogonal grid can be used if the area of measurement is circular
in the spatial domain, which may occur in a 3D walk-away VSP acquisition. In this case, a
hexagonal grid in the wave-number domain is the most efficient grid because it requires the
least number of Fourier coefficients (Hindriks et al. (1997)).
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When the sampling is non-uniform, a simple approach to obtain the data in
the Fourier domain is using the 2D NDFT in which the indices in the standard
2D DFT are replaced by the actual sample locations (xn, yn). For irregular
sampling, a formulation using separate sums over xn and yn is not possible8,
and the two-dimensional forward NDFT is written as a single summation over
the sample index n:
DNDFT[mx∆kx,my∆ky] = (NxNy)−1∑
n=0 d[xn, yn]e−j2pi(mx∆kxxn+my∆kyyn)∆an. (1.29)
and
d[xn, yn] = ∆kx∆ky Mx−1∑
mx=0
My−1∑
my=0DNDFT[mx∆kx,my∆ky]e+j2pi(mx∆kxxn+my∆kyyn).
(1.30)
In equation (1.29), the term ∆an is the area corresponding to the samples (xn,
yn). In contrast to the one-dimensional case, the assignment of this area is not
trivial, although the Voronoi tessellation (Okabeet al. (2000)) can be used to
determinate it. As in the 1D NDFT, the Voronoi polygons are used in the 2D
NDFT to give more weight to a sparsely sampled region and less weight to a
densely sampled region, playing a similar role to a sampling density compen-
sation factor (DCF) in gridding algorithms (Sedarat and Nishimura (2000)).
Hindriks and Duijndam (2000) proposed another way of calculating weights us-
ing Delaunay triangulation. There seems to be no theoretical preference for
either of these methods (Voronoi cell are the dual graph to Delaunay triangu-
lation), and in practice both methods will probably give similar results.
In the 2D NDFT, the number of Fourier coefficients can be set toMx = X∆xAVER+1
and My = Y∆yAVER +1, where ∆xAVER and ∆yAVER approximate the average sam-
pling interval in the x and y directions, respectively. In the wavenumber domain,
the sampling intervals ∆kx and ∆ky must be chosen small enough to avoid wrap-
around effects (equation (1.28)). Consequently, the spatial bandwidth is limited
to the intervals [−Mx2 ∆kx;+(Mx2 − 1)∆kx] and [−My2 ∆ky;+(My2 − 1)∆ky].
The 2D NDFT does not reproduce the discrete Fourier spectra exactly, but as
demonstrated in the Section 1.1.2 for the one-dimensional case, the 2D NDFT
coefficients equal the 2D DFT coefficients convolved with a point-spread func-
tion. The 2D PSF is defined as:
PSF [mx∆kx,my∆ky] = ∆kx∆ky N−1∑
n=0 ∆ane−j2pi(mx∆kxxn+my∆kyyn). (1.31)
8In general, the determinant of the 2D NDFT matrix cannot be factored. However, Bagchi
and Mitra (1999) consider special cases (e.g., non-uniform sampling but with a repetitive
pattern) in which the determinant can be factored and the 2D NDFT can be computed by
two 1D NDFT transforms.
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The NDFTLS was proposed in order to improve upon the NDFT (Section 1.1.3).
Using the same matrix-vector notation as in the 1D case (Section 1.1.3), the
forward problem that describes the 2D NDFTLS can be written as:
dIRR =GmDFT + ε. (1.32)
where dIRR and mDFT are the 2D data d(xn, yn) and the 2D discrete Fourier
spectrum DDFT(mx∆kx,my∆ky), respectively, arranged in column vectors such
that dIRR(n) = d(xn, yn), and using a single index m instead of the indices mx
and my mDFT(m) = DDFT(kxm , kym). The forward model matrix G ∈ CN×M is
the 2D INDFT matrix with elements:
G(n,m) = ∆kx∆kye+j2pi(mx∆kxxn+my∆kyyn),
and ε is the noise term. The associate least-squares cost function can be written
as:
JLS = ∥W− 12 (dIRR −Gm) ∥22. (1.33)
where the elements of the diagonal weight matrix W ∈ RN×N are the areas of
Voronoi cell: W(n,n) = ∆an, and m is a generic model vector that can be used
to describe the data vector dIRR.
In contrast to the one dimension, where it is always possible to set M = N , set-
tingMx = Nx andMy = Ny is not straightforward in two dimensions. Therefore,
the matrix G is rarely a square matrix. For overdetermined problems, with
Nx×Ny ≥Mx×My, the minimum of the cost function in equation (1.33) is given
by:
mLS =G−gLSdIRR = (GHWG)−1GHWdIRR, (1.34)
where G−gLS = (GHWG)−1GHW is the (weighted) LS generalized inverse of G.
For a undetermined problem, with Nx ×Ny < Mx ×My, the matrix GHWG is
not invertible because it is not full rank. In this case, the Fourier spectrum
can be estimated using the following minimum length formulation, written in
standard form for the weight matrix W:
mMN =G−gMNdIRR =GW (GWGHW )−1dIRRW . (1.35)
with GW =W 12G and dIRRW =W 12dIRR. G−gMN = GW (GWGHW )−1 is the mini-
mum length generalized inverse ofG andGWGHW is the minimum length version
of the Gram matrix GHWG in equation (1.34).
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1.3 Discussions and future developments
The NDFTLS is a straightforward method of computing the Fourier spectrum
of an irregularly sampled data set and it is an improvement upon the NDFT.
The NDFTLS is particularly attractive because it is easy to implement and
it can be efficiently generalized to the multi-dimensional case (Jin (2010)) for
irregularly sampled signals in more than two directions. Unfortunately, this
type of LS inversion is often an ill posed problem, and additional constraints
must be incorporated in the NDFTLS, as discussed in Chapter 2. Moreover, the
stability of LS Fourier inversion is strictly dependent upon the bandwidth used
in the forward model parameterization, as discussed in Chapter 3.
To examine the performance of the NDFTLS in the future, it would be interesting
to have the ability to compare the NDFTLS with other methods based on the
NDFT operator, such as the CLEAN algorithm (Hogbom (1974)) or the anti-
leakage Fourier transform (ATLF) (Xu and Pham (2004)). These methods use
a iterative procedures to compute the spectrum of irregularly sampled data. In
each iteration, a NDFT9 is performed and the highest NDFT coefficient is back
transformed to the original irregular grid and subtracted from the data. This
procedure is repeated until there is no remaining signal or until a user-specified
threshold is reached. Due to the repeated evaluation of the forward and inverse
NDFT, both algorithms can be slow in comparison to the NDFTLS approach.
9The CLEAN algorithm uses a LS fit for each retrieved coefficient, while the ATLF only
uses the NDFT.
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Chapter 2
Least-squares Fourier
reconstruction of seismic data
Abstract
Least-squares Fourier reconstruction is essentially a discrete linear inverse prob-
lem that attempts to recover the discrete Fourier spectrum of the seismic wave-
field from data that are irregularly sampled in space. Spectral estimations can
be efficiently accomplished via least-squares non-uniform Fourier transforms if
a sufficient number of spatial samples are available and the signal is band lim-
ited. The estimated Fourier coefficients are then used to reconstruct the data
on a regular grid via a standard inverse Fourier transform. Unfortunately, this
type of inverse problem is usually ill conditioned. Therefore, a truncated SVD
(TSVD) approach is used to impose a minimum energy constraint in the inver-
sion procedure to retrieve a noise-free solution. A TSVD approach is very useful
due to its connection with SVD decomposition, which is a powerful tool for the
numerical analysis of ill conditioned problems. Using the SVD analysis, a rule
for determining the threshold in TSVD inversions is experimentally developed.
Fourier reconstruction with a minimum energy constraint (FRMN) is applied
to seismic data in overlapping spatiotemporal windows. FRMN works very well
for non-uniformly sampled data with gaps that are not too large. Because seis-
mic data are frequently spatially aliased due to economic constraints on the
acquisition geometry, a normal-moveout (NMO) correction is often required to
compress the bandwidth.
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2.1 LS Fourier reconstruction: a two-step method
Three-dimensional seismic data sets, in which two dimensions represent the spa-
tial coordinates and the third one represents the recording time, are discretely
sampled representations of a continuous seismic wavefield. Sampling the wave-
field in time is not a problem because the frequency range used in seismic
processing (up to 100 Hz) can be uniformly sampled using modern equipment
without aliases. In contrast, as discussed in the Introduction, the seismic data
are usually coarsely sampled in the two spatial dimensions.
Least-squares Fourier reconstruction is widely used to reconstruct the seismic
data on a regularly sampled spatial grid. The only requirement of this method
is that the seismic data are spatially band limited (i.e., no aliasing). In gen-
eral, this is rarely satisfied, but the spatial bandwidth can be compressed using
a normal-moveout (NMO) correction, which essentially flattens the reflection
events by compensating for their approximately hyperbolic moveout (Yilmaz
(2001)).
Conceptually, LS Fourier reconstruction is a two steps procedure. In the first
step a least-squares non-uniform discrete Fourier transform (NDFTLS) is used
to decompose a 3D seismic data set, that is irregularly sampled along the two
spatial directions, into plane wave components. In the second step the esti-
mated Fourier coefficients are used to reconstruct the data on a regular grid
(xREG, yREG) via an inverse Fourier transform (IDFT or IFFT).
2.1.1 The first step: Fourier spectral estimation
In the first step, the irregularly sampled 3D seismic data set D∧IRR is first trans-
formed in the frequency-space domain via a standard 1D DFT (equation (1.9))
or 1D FFT (figure 1a). Then, a 2D NDFTLS (equation (1.34)) is used to esti-
mate its Fourier coefficients (kx, ky) for each single temporal frequency f :
mLS =G−gLSdIRR = (GHWG)−1GHWdIRR (2.1a)
where dIRR and mLS (figure 1b, orange columns) denote a 2D temporal fre-
quency slice f, arranged in lexicographical order into column vectors , of the 3D
seismic data set (D∧IRR, in frequency-space coordinates) and the 3D LS Fourier
spectrum (M∧LS, figure 1b), respectively. An inversion approach is necessary
because, as described in the Chapter 1, the direct transformation via NDFT of
the non-uniformly sampled data poorly estimates the Fourier coefficients. The
advantages of performing the NDFTLS in the frequency-space domain are dis-
cussed in Hindriks and Duijndam (2000) and are remarked in the Section 2.2
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Figure 1: Schematic representation of the first step of the LS Fourier reconstruction. (a)
The original 3D data volume D∧IRR (in time-space coordinates) is transformed in the temporal
frequency domain. The dots indicate the actual spatial positions (xIRR, yIRR) of the traces.
(b) The 3D data volume D∧IRR (in frequency-space coordinates) is arranged in lexicographical
order into a 2D matrix DIRR. Each column of DIRR, that is a vector dIRR, corresponds to
a frequency slice of D∧IRR. Each row of DIRR corresponds to a data trace of D∧IRR. The 3D
Fourier spectrum M∧LS (or M∧FRMN) can be estimated from the 3D data using a 2D NDFTLS
(or 2D FRMN), as discuss in the text. MLS (or MFRMN) is the 3D Fourier volume M∧LS (or
M∧FRMN ) arranged in a 2D matrix. Each column of MLS (or MFRMN), that is a vector mLS
(or mFRMN), corresponds to a frequency slice of M∧LS (or M∧FRMN ). Each row of MLS (or
MFRMN) corresponds to a temporal frequency spectrum in M∧LS (or M∧FRMN ). Note that
the Fourier elements of M∧LS (or M∧FRMN ) fall on a regular (kx, ky) grid.
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Equation (2.1a) can be rewritten as:
mLS = (GHWG)−1 ∆kx∆kymNDFT (2.1b)
where the column-vector mNDFT is a temporal frequency slice of the the 3D
NDFT spectrum (M∧NDFT) of the 3D irregularly sample data set; mNDFT is
equal to the GHWdIRR matrix-vector product in equation (2.1a), apart from
the constant factor ∆kx∆ky. The inverted Gram matrix (GHWG)−1 acts as
a deconvolution operator for the spectral leakage, as discussed in the Chapter
1. However, the structure of the forward operator G (and thus the structure
of GHWG is usually ill conditioned. Due to small singular values, an ill con-
ditioned problem is effectively underdetermined (i.e., numerical rank deficient)
(Hansen (1998)). For a stable inversion and to retrieve an unique and noise-free
LS Fourier spectrum, additional constraints or a-priori information on model
parameters must be incorporated in the LS inversion. Unfortunately, there is
no a-priori knowledge in the Bayesian sense regarding either the model param-
eters and the noise distribution for this type of inverse problem (Duijndam et
al. (1999)). Therefore, to overcome the combination of noise (spectral leakage)
and ill conditioning, FRMN adopts the simple strategy of adding a restriction
on the Euclidean model norm to the cost function of the 2D NDFTLS (equation
(1.33)) (Hindriks and Duijndam (2000)):
JFRMN = ∥W− 12 (dIRR −Gm) ∥22 + λ∥m∥22. (2.2)
The damped least-squares (DLS) cost function of equation (2.2) is also known
as the zero-order Tikhonow cost function (Aster et al. (2005)). The damping
(or tuning) parameter λ is a positive constant that acts as a stabilization term
to balance the influences of the LS data misfit (the first term of equation (2.2))
and the quadratic penalty term (the second term of equation (2.2)). Because
the cost function into equation (2.2) is strictly convex, the unique minimum
given is by:
mFRMN =G−gFRMNdIRR = (GHWG + λI)−1GHWdIRR. (2.3a)
The subscript FRMN is used to remark that minimum energy constraints are
used in the estimation process and G−gFRMN = (GHWG + λI)−1GHW is the
(weighted) DLS generalized inverse of G. Equation (2.3a) can be rewritten
as:
mFRMN = (GHWG + λI)−1 ∆kx∆kymNDFT (2.3b)
where the term λ can be viewed as a pre-whitening term in the deconvolution.
In equations (2.3a) and (2.3b), instead of using a damped least-squares scheme,
the inverse of the Gram matrix GHWG can be computed by truncated singular
value decomposition (TSVD):
mFRMN =G−gFRMNdIRR = (GHWG)†GHWdIRR (2.4a)
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or
mFRMN = (GHWG)† ∆kx∆kymNDFT (2.4b)
where † denotes the Moore-Penrose pseudo-inverse (Aster et al. (2005)) and,
in this case, G−gFRMN = (GHWG)†GHW is the TSVD generalized inverse of G.
The equivalence between employing a damping factor λ as in equations (2.3a)
and (2.3b) and the application of a TSVD as in equations (2.4a) and (2.4b) can
be easily demonstrated via filter factor analysis (Aster et al. (2005)).
Least-squares or minimum norm formulation
The least-squares estimator in equations (2.1a) or (2.1b) cannot be applied
to an underdetermined problem in which the number (NIRR) of traces with
coordinates (xIRR, yIRR) of the irregularly sampled grid is less than the number
(M = (Mx ×My)) of estimated Fourier coefficients (kx, ky). Conversely, for a
damped least-squares estimate (equations (2.3a) or (2.3b)) the following identity
from Snieder and Trampert (1999):
(GHWGW + λI)−1GHW = 1λGHW (I +GW 1λGHW)−1 =GHW (GWGHW + λI)−1 (2.5)
withGW =W− 12G, shows that when damping is used, the damped least-squares
solution (the left-hand side of equation (2.5)) and the damped version of the
minimum-length solution (the right-hand side of equation (2.5)) are identical.
For NIRR <M , the damped minimum-length solution is more efficient than the
damped least-squares solution because the matrix GWGHW , of size NIRR×NIRR,
is smaller than the matrix GHWGW , of size M ×M .
Ill conditioning and stability: the discrete Picard condition
In the 2D NDFTLS (equations (2.1a) and (2.1b)) the ill conditioned nature of the
forward operator G is strictly related to the irregularity in the spatial sampling,
and as sampling becomes more non-uniform, the condition number1 of G (and
thus the condition number of GHWG) increases. SVD analysis is particularity
useful to determinate how the combination of noise (the spectral leakage in
the NDFT) and the ill conditioning affect the stability of the LS inversion. In
particular, using the SVD representation of the Gram matrixGHWG, equation
(2.1b) can be written as:
mFRMN = ∆kx∆ky (VS−1UH)mNDFT = ∆kx∆ky∑
i
uH(i)mNDFT(i)
S(i,i) v(i) (2.6)
1The condition number of a matrix is defined as the ratio between its largest and smallest
non-zero singular values.
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where the columns vectors u and v of the unitary matrices U ∈ CM×M and
V ∈ CM×M are the right and the left singular vectors of the Gram matrix,
respectively. The denominator S ∈ RM×M is the diagonal matrix of the singu-
lar values. The matrices U and V are two orthonormal bases that span the
wavenumber domain: the singular vectors in U are a set of M orthogonal vec-
tors for the NDFT spectrum mNDFT while the singular vectors in V are a set
of M orthogonal vectors for the NDFTLS spectrum mLS. Equation (2.6) shows
that each Fourier coefficient of the NDFTLS spectrum mLS can be written as a
linear combination of the columns of V weighted by the coefficients:(uH(i)mNDFT(i))
S(i,i) .
Due to the irregular sampling, the NDFT spectra mNDFT corrupted by leakage
can have a nonzero projection onto each columns of U (i.e., uH(i)mNDFT(i) ≠ 0
for each index i). The presence of one or more very small singular values (Si,i),
in the denominator of equation (2.6), can thus give a very large coefficient for
the corresponding basis vectors v(i) and the LS Fourier spectrum mLS will be
dominated by this basis (see, e.g., example 1 in Section 2.2). In the worst-
case scenario, the inverted Gram matrix (GHWG)−1 is just a spectral leakage
amplifier. Additionally, for the large indexes i both the singular values (S(i,i)),
and the coefficients uH(i)mNDFT(i) become dominated by rounding errors (see,
e.g., example 3 in Section 2.2).
A condition that insures stability in the LS inversion and arises naturally from
the previously consideration for equation (2.6) is the discrete Picard condition
(Hansen (1998)):
∑
i
uH(i)mNDFT(i)
S(i,i) <∞ (2.7)
The discrete Picard condition (equation (2.7)) is fulfilled when the projections
of the NDFT spectrum mNDFT onto the columns of U (i.e., the uH(i)mNDFT(i)
products) decay to zero more quickly than the singular values (S(i,i)) of the
Gram matrix. If the discrete Picard condition is not satisfied, a simple strat-
egy to recover a free-noise Fourier spectra consists in the removal of the small
singular values in equation (2.6), as discussed in the following section.
Minimum energy constraint: filter factor analysis
Here, the SVD analysis in equation (2.6), previously used to describe the NDFTLS
(equation (2.1b)), is applied to the FRMN (i.e., the NDFTLS with minimum
energy constraints, equation (2.2)). Using SVD decomposition of the matrix
GHWG, equations (2.3b) and (2.4b) can both be written as:
mFRMN = ∆kx∆ky (VFS−1UH)mNDFT (2.8)
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Equation (2.8) is equivalent to equation (2.6), except for the real diagonal matrix
F, referred to as the filter factor matrix (Aster et al. (2005)), which describes
how the stabilization terms (the TSVD threshold value or the parameter λ) filter
the small singular values in the Gram matrix inversion. For a TSVD approach
(equations (2.4a) and (2.4b)), the diagonal elements of the filter factor matrix
are:
F = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
1 if S(i,i) > tolTSV D
0 if S(i,i) < tolTSV D (2.9)
This simply means that all singular values S(i,i) (and their associated singular
vectors u(i) and v(i)) smaller than the TSVD threshold (tolTSV D) are rejected in
the estimation process. For a damped least-squares approach (equations (2.3a)
and (2.3b)), the diagonal elements of the filter factor matrix are:
F = S2(i,i)
S2(i,i) + λ (2.10)
This produces a similar effect to that of equation 2.9: for S(i,i) >> λ, F(i,i) =
1 and for S(i,i) << λ, F(i,i) = 0. For the LS Fourier reconstruction, I have
experimentally found that the results of setting the TSVD threshold and the
damping parameter λ to the same value are hardly distinguishable.
Empirical determination of the damping or threshold parameter
It is important to note that both of the previous approaches (equations (2.3b)
or (2.4b)) require the a-priori setting of an appropriate value for the damping
term λ or the TSVD threshold tolTSV D. The choice of the these parameters
can be critical (as discussed in Chapter 3): filtering small singular values is
necessary to stabilize the inversion, but this also causes the estimate Fourier
spectrummFRMN to lack details that correspond to the model vector (vi) asso-
ciated with the filtered singular values (S(i,i)). In the literature, many methods
exist for choosing the parameters in TSVD or DLS inversions: the most popular
are the generalized cross-validation (GCV) method, the discrepancy principle
and the L-curve (Bauer and Lukas (2011); Hansen (1998)). However, these
methods were generally designed for small inverse problems and they become
computationally expensive for 3D LS Fourier reconstructions.
I developed a simple empirical method based on the fact that for regular sam-
pling the forward operator G is unitary, and the product between G and its
Hermitian is:
GGH =GHG = NxNy(∆k2x∆k2y)I,
where Nx and Ny denote the number of the traces along the x and y direc-
tions, respectively. The elements of the diagonal weight matrixW are constant:
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W(n,n) = ∆x∆y. Therefore, the Gram matrix becomes:
GHWG = NxNy(∆k2x∆k2y)(∆x∆y)I,
and recalling that to avoid wraparound affects, ∆kx and ∆ky are set as in
equation (1.28):
GHWG = NxNy( 1(Nx∆x)2 1(Ny∆y)2 )(∆x∆y)I = (∆kx∆ky).I
This means that the singular values of the Gram matrix are equal to ∆kx∆ky
and its condition number is 1. For non-uniform sampling, the structure of the
Gram matrix is ill conditioned and its singular values decay gradually towards
zero. In general, setting the TSVD threshold value or the damping term λ
to one or two orders of magnitude less than the ∆kx∆ky results in noise-free
spectral estimation and data reconstruction, as shown in the Section 2.2, which
discusses real examples.
Efficiency
The first step of the LS Fourier reconstruction can be efficiently performed
simultaneously on all (NFREQ) temporal frequencies of the input 3D data set.
The ensemble of NFREQ equations (2.1a), one for each temporal frequency, can
be written shorthand as:
mLS =G−gLSDIRR = (GHWG)−1GHWDIRR (2.11)
where each column of the matrices DIRR and MLS (figure 1b) refers to a sin-
gle temporal frequency slice of the 3D irregularly sampled data set D∧IRR in
frequency-space coordinates) and 3D estimated Fourier spectrum (M∧LS), re-
spectively. Equivalently, using a minimum energy constrain in the estimation
process, the ensemble of NFREQ equations (2.3a or 2.4a) can be written as:
mFRMN =G−gFRMNDIRR = (GHWG + λI)−1GHWDIRR (2.12)
or
mFRMN =G−gFRMNDIRR = (GHWG)†GHWDIRR, (2.13)
respectively. However, seismic data are usually characterized by a minimum
apparent velocity, and this means that the useful spatial bandwidth varies with
the temporal frequency. Using a variable spatial bandwidth in the forward
problem parameterization could improve the reconstruction for the lower tem-
poral frequencies because it reduces the number of Fourier coefficients M in
the estimation process (as will be discussed in Chapter 3). However a variable
parameterization increases the computational cost because the Gram matrix
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(GHWG) inversion must be performed separately for each temporal frequency
slice (equations (2.1a), (2.3a) and (2.4a)). Fortunately, the Gram matrix can be
computed only once for the highest temporal frequency (i.e., for the largest spa-
tial bandwidth). For lower temporal frequencies, the required part of GHWG
can be simply copied. Moreover, the Gram matrix has a block-toeplitz-toeplitz-
block (BTTB) structure that can be used to improve the efficiency of the inver-
sion (Chan et al. (1993)).
2.1.2 The second step: direct inverse transformation
In the second step, the estimated 3D Fourier spectrum (M∧LS, or M∧FRMN) can
be transformed back into the time-space domain by using a 3D inverse Fourier
transform IDFT or IFFT. It is possible to inverse transform the estimate Fourier
spectra to any desired regularly sampled grid, but if the number (NREG) of
the traces with coordinates (xREG, yREG) of the regularly grid is grater than
the number (M) of the estimated Fourier coefficient (kx, ky) an interpolation
is required. The interpolation can be performed by padding the estimated
spectrum in the wave-number domain with zeros and then using a standard
IDFT (i.e., sinc interpolation), or equivalently defining a non-square 2D IDFT
matrix AR ∈ CNREG×M such that each temporal frequency of the 3D regularly
sampled data set (D∧REG in frequency-space coordinates) is given by
dREG =ARmLS (2.14)
or by
dREG =ARmFRMN (2.15)
The ensemble of NFREQ equations (2.14) or (2.15), one for each temporal fre-
quency, can be written shorthand as:
DREG =ARMLS (2.16)
and
DREG =ARMFRMN, (2.17)
respectively (figure 2a). Each column of the matrix DREG is a single tempo-
ral frequency of the 3D regularly sampled data set (D∧REG in frequency-space
coordinates) (figure 2b). Otherwise, one can also use an interpolation method
based on prediction error filter (PEF) (Gulunay (2003)).
The 3D regularly sampled data set is transformed in time domain by using a
standard 1D IDFT along the temporal frequency axis (figure 2c).
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Figure 2: Schematic representation of the second step of the LS Fourier reconstruction.
(a) The estimated 3D Fourier spectra M∧LS or M∧FRMN (in frequency-wavenuber coordinates)
is arranged in lexicographical order into a 2D matrix MLS (or MFRMN). Each column of
MLS (or MFRMN), that is a vector mLS (or mFRMN), are transformed back to the spatial
domain, as discuss in the text. (b) DREG is the 3D regularly sampled data (in frequency-
space coordinates) arranged in a 2D matrix. Each column of DREG, that is a vector dREG,
corresponds to a frequency slice ofD∧REG (in frequency-space coordinates). Each row ofDREG
corresponds to a temporal frequency spectrum in D∧REG (in frequency space-coordinates). (c)
The regularly sampled 3D data volumeD∧REG (in frequency-space coordinates) is transformed
in time-space domain by means a 1D IDFT (or IFFT) along the frequency axis.
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2.2 FRMN of a 3D marine common shot gather
The LS Fourier reconstruction with a minimum norm (FRMN) is applied here
to the 3D marine common shot (CS) gather of figure 3a, which has a non-
uniform sampling due to the feathering of the streamers. The receiver locations
of the original data set are shown by the red dots and the desired regular grid
of receivers is represented by the blue dots (receiver interval (∆x) of 25 m, line
interval (∆y) of 100 m). The reconstruction has been performed applying the
FRMN technique to ensemble of traces pertaining to rectangular sliding win-
dows than span the whole common shot receiver coordinates. Here, I describe
the results for the three spatial windows in figure 3b. In the FRMN, the spatial
bandwidths (Kx, Ky), in-line and cross-line direction, are determined by the re-
ceiver interval (∆x) and by the line interval (∆y) of the desired regular grid, and
the resolution in the Fourier domain (i.e., the wavenumber sampling intervals
∆kx and ∆ky) are determined by the actual aperture of the window. After set-
ting the wavenumber sampling intervals and the spatial bandwidths, the number
of Fourier coefficients (i.e., the number of model parameters M = Mx ×My) is
uniquely determined by:
Mx = 2Kx
∆kx
+ 1; My = 2Ky
∆ky
+ 1 (2.18)
Figure 4 shows the Voronoi polygons of the irregular sampling grid, which are
used as weights (diagonal entries of matrix W) in the FRMN data misfit term
(the first term of equation (2.2)). Numerical experiments show that for large
gaps the weight matrixW may have adverse effects on the condition number of
the Gram matrix (GHWG) (Schonewille, 2000). Therefore, I set a maximum
weight of 3∆x∆y and assigned a smaller weight to the receiver at the edge of
the sampling area, which acts as a small taper.
Example 1: FRMN of window 1
First, I describe the results in the window 1 (figure 3b). The original irregularly
sampled 3D data set is shown in figure 5 (top), and its 3D NDFT (M∧NDFT)
amplitude spectrum is shown in figure 5 (bottom). In this window, the inverse
problem (the first step of the LS Fourier reconstruction) is overdetermined be-
cause the number of trace of the irregularly sampled data set (NIRR = 806) is
grater than the number of Fourier coefficients (M = 800), but ill conditioned.
Figure 6 shows the singular value of the Gram matrix, and figure 7 shows the
discrete Picard condition (equation (2.7)) for the temporal frequency slices at
60 Hz (figure 7a), 40 Hz (figure 7b) and 20 Hz (figure 7c) of the NDFT spectrum
in figure 5 (bottom).
2.2. FRMN OF A 3D MARINE COMMON SHOT GATHER 46
!""
"" #!"" $""" $!""!!"" %""" %!"" #"
&!""
"
0 1000 2000 3000 4000 5000 6000 7000 800010  30  20  40  50  60  70  80   
Window 1 Window 3 
0 
500 
-500 
Source Irregular Grid Regular Grid 
C
ro
ss
-li
ne
 d
ire
ct
io
n 
[m
]  

 
In-line direction [m]   
0 500 1000 1500 2000 2500 3000
500 
0 
1000 1500 2000 2500 3000 500 0 
-500 
Window 1 
C
ro
ss
-li
ne
 d
ire
ct
io
n 
[m
]  

 
In-line 1 
00 3000 3500 4000 4500 5000 5500
Window 2 
C
ro
ss
-li
ne
 d
ire
ct
io
n 
[m
]  

 
3000 3500 4000 4500 5000 2500 2000 
In-line direction [m]   
Window 2 
500 
500 
-500 
a) 
b) 
Window 3 
5500 
-500 
6000 6500 7000 7500 8000 8500 
C
ro
ss
-li
ne
 d
ire
ct
io
n 
[m
]  

 
In-line 8 
In-line 1 
In-line 8 
In-line 1 
In-line 8 
Figure 3: (a) Shot geometry. Red dots show the actual receiver locations and blue dots
show the desired regular grid of receivers, with receiver interval (∆x) of 12.5 m and a line
interval (∆y) of 120 m. (b) The three rectangular windows used to illustrate the FRMN
reconstruction.
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Figure 4: Voronoi cells for the irregular grid (red dots in figure 3) used to compute the data
weights matrix W in the first step of the LS Fourier reconstruction.
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Figure 5: (top) Close up of the irregularly sampled CS gather within the window 1 in figure
3 and (bottom) its 3D NDFT amplitude spectrum (M∧NDFT). The dashed white line defines
the minimum apparent velocity of the seismic wavefield (for the positive wave-numbers is
1500 m/s), which shows the frequency-dependent spatial bandwidth. Note that the NDFT
spectrum is strongly aliased above the 40 Hz
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Figure 6: Singular value analysis of the Gram matrix (GHWG) for the window 1 shown
in figure 3b. The condition number of GHWG is 2 × 107. The dashed black line represents
the value of ∆kx∆ky [m−1], the dashed blue line represents the value of 0.1∆kx∆ky [m−1],
and the dashed green line represents the value of 0.01∆kx∆ky [m−1] used as threshold in the
TSVD inversion, as discuss in the text.
In the three plots of figure 7, the discrete Picard condition (
uH(i)mNDFT(i)
S(i,i) :
blue dots) is satisfied except for large values of the index i, i.e., corresponding
to smaller singular values S(i,i) for which the magnitude of the projection of
the NDFT spectrum onto the rank of the Gram matrix (uH(i)mNDFT(i) products:
green dots), does not decay as quickly as the singular values (S(i,i): red dots),
but instead tends to level off. Therefore, setting an appropriate threshold in the
Gram matrix inversion is necessary to prevent noise contamination. Addition-
ally, the stability of the inversion can be improved by specifying a variable spa-
tial bandwidth that is dependent upon the minimum apparent velocity (dashed
white line in figure 5, bottom) and by performing the inversion for each temporal
frequency components separately (Hindriks and Duijndam (2000)). However,
above 40 Hz the NDFT spectrum (figure 5, bottom) is strongly aliased. To
reduce this alias, the data set in figure 5 is NMO corrected with a constant
velocity of 1500 m/s. The NMO-corrected data set and its NDFT amplitude
spectrum are shown in figure 8 (top) and (bottom), respectively.
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Figure 7: Picard plot for the FRMN of the CS gather within the window 1 of figure 3b. Singu-
lar value S(i,i) are shown by red circles, ∣uH(i)mNDFT(i) ∣ coefficients are shown by green circles
and solution coefficients ∣uH(i)mNDFT(i) ∣ /S(i,i) are shown by blue circles for the temporal-
frequency slices at (a) 60 Hz, (b) 40 Hz and (c) 20 Hz of the NDFT spectrum in figure 5
(bottom).
After NMO correction, most of the energy of the data set is mapped to
low wavenumbers in the Fourier domain, and the FRMN can be efficiently per-
formed on all temporal frequencies simultaneously by using equation (2.12), or
equivalently equation (2.13).
Figure 9 displays the discrete Picard condition of the NDFT spectrum after
NMO correction. Comparison with the discrete Picard plot of figure 7 evi-
dences that the compression of the NDFT spectrum due to the NMO correction
improve the stability because it reduces the signal complexity in the Gram ma-
trix kernel space such that the coefficients uHi mNDFT(i) (figure 9, green dots)
decline toward zero for high indexes i. In some cases this could be sufficient to
guarantee a stable inversion, but in this example, a good spectral estimation can
be obtained only by setting an appropriate threshold in the Gram matrix inver-
sion. Figure 10 (top) shows the amplitude of the estimated Fourier spectrum
(M∧FRMN) without setting any threshold in the Gram matrix inversion (i.e. LS
inversion). The LS Fourier spectrum shows severe amplitude distortion due to
the noise amplification; while figure 10 (bottom) shows the free-noise amplitude
spectrum obtained after setting a TSVD threshold of 0.01∆kx∆ky.
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Figure 8: (top) The irregularly sampled common-shot gather of figure 5 and (bottom) its
3D NDFT amplitude spectrum after a NMO correction with a constant velocity of 1500 m/s.
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Figure 9: Picard plot for the FRMN of the CS gather within the window 1 of figure 3b. Singu-
lar value S(i,i) are shown by red circles, ∣uH(i)mNDFT(i) ∣ coefficients are shown by green circles
and solution coefficients ∣uH(i)mNDFT(i) ∣ /S(i,i) are shown by blue circles for the temporal-
frequency slices at (a) 60 Hz, (b) 40 Hz and (c) 20 Hz of the NDFT spectrum in figure 8
(bottom).
Figure 11 (top) shows the corrupted data set obtained from the Fourier
spectrum in the top panel of figure 10 while figure 11 (bottom) show the re-
constructed data set from the Fourier spectra of figure 10 (bottom). In figure
12 the in-lines 1 and 8 of the reconstructed data set in figure 11 (bottom) are
compared with the in-lines 1 and 8 of the original data set (figure 8, top). The
reflection events in the reconstructed in-lines (blue wiggle) have the same am-
plitude and same polarity of the events in the original in-lines (red wiggle). No
noise or artefacts are introduced.
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Figure 10: Estimated 3D Fourier spectra (M∧FRMN) within the window 1 in figure 3b after
the first step of the FRMN algorithm. (top) No threshold value was used in the inversion.
(bottom) A threshold value was set to 0.01∆kx∆ky m−1.
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Figure 11: Reconstructed common-shot gather within the window 1 in figure 3b after the
second step of the LS Fourier reconstruction. (top) Data set obtained by inverse Fourier
transforming the spectrum in the top panel of figure 10. (bottom) Data set obtained by
inverse Fourier transforming the spectrum in the bottom panel of figure 10.
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Figure 12: (top) In-line 1 and (bottom) in-line 8 of the original irregularly sampled data
set (red wiggle) and reconstructed regularly sampled data set (blue wiggle) within the window
1 in figure 3b.
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Example 2: FRMN of window 2
In window 2 (figure 3b), the original sampling grid (red dots) differs only slightly
from uniform sampling grid (blue dots). In this window, the inverse problem is
over determined (NIRR = 816 and M = 800) and well conditioned because the
singular values spectrum of the Gram matrix (figure 13) has a small condition
number.
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Figure 13: Singular value analysis of the Gram matrix (GHWG) for the window 2 shown
in figure 3b. The condition number of GHWG is 2.6. The dashed black line represents the
value of ∆kx∆ky [m−1], the dashed blue line represents the value of 0.1∆kx∆ky [m−1], and
the dashed green line represents the value of 0.01∆kx∆ky [m−1].
The FRMN allows a stable inversion and a free-noise estimation of the
Fourier coefficient without setting any threshold in TSVD inversion (i.e. LS
inversion). Figure 14 (top) shows the NDFT amplitude spectrum of the irregu-
larly sampled data set after NMO correction, and figure 14 (centre) shows the
3D Fourier spectrum estimated via the LS inversion. The difference between fig-
ure 14 (top) and figure 14 (centre) well evidence the spectral leakage removed by
the LS inversion approach (figure 14, bottom). After the second step of FRMN
algorithm (equation (2.17)), a comparison between the reconstructed in-lines
1 and 8 (figure 15, blue wiggle) and the original ones (figure 15, red wiggle)
confirms the goodness of the reconstruction.
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Figure 14: (top) 3D NDFT spectrum (M∧NDFT) of the irregularly sampled data set within
the window 2 of figure 3b. (centre) 3D LS Fourier spectrum (M∧LS) (bottom) The differences
between the spectrum shown in the top and centre panels (M∧LS −M∧NDFT).
2.2. FRMN OF A 3D MARINE COMMON SHOT GATHER 58
1750 
Ti
m
e 
[m
s]
 
1800 
1850 
1900 
1950 
2000 
2050 
2100 
2150 
2200 
2250 
2600 2300 2400 2500 
2250 
2300 
2350 
2400 
2450 
2500 
2550 
2600 
2650 
2700 
2750 
4600 4200 4300 4400 4500 
In-Line direction [m]   In-Line direction [m]   
2800 2300 
2200 
4600 4200 4300 4400 4500 
In-Line direction [m]   
2600 2200 2300 2400 2500 
In-Line direction [m]   
1750 
Ti
m
e 
[m
s]
 
1800 
1850 
1900 
1950 
2000 
2050 
2100 
2150 
2200 
2250 
2250 
2300 
2350 
2400 
2450 
2500 
2550 
2600 
2650 
2700 
2750 
2300 2800 
Figure 15: (top) In-line 1 and (bottom) in-line 8 of the original irregularly sampled data
set (red wiggle) and reconstructed regularly sampled data set (blue wiggle) within the window
2 in figure 3b.
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Example 3: FRMN of window 3
In the LS Fourier reconstruction for the data set in window 3 (figure 3b), the in-
verse problem is under-determined (NIRR=598 and M=640) because the in-line
8 is shorter than the other cables, which produces a large gap in the acquisition
geometry (36 receivers i.e. 900 m). The M singular value of the rank-deficient
Gram matrix (GHWG of size M ×M) are shown in figure 16a with red dots.
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Figure 16: a) Singular values of the least-squares Gram matrix (GHWG) for the window
3 in figure 3b. The condition number of GHWG is 2.24 × 1017. b) Singular value analysis of
the minimum-length Gram matrix (GWGHW ). The condition number of GWG
H
W is 24.6. The
dashed blue and black lines represent the values of ∆kx∆ky and 0.1∆kx∆ky, respectively.
Due to rounding errors the (M − NIRR) singular values, corresponding to
the null-space of GHWG, are small but non-zero. A free-noise spectral esti-
mation are obtained by setting a TSVD threshold of 0.1∆kx∆ky (figure 17a,
dashed blue line). The FRMN inversion (equation (2.4a)) with a threshold
value of 0.1∆kx∆ky is equivalent to the minimum length inversion in equation
(1.35) for which, the singular value spectrum of the Gram matrix (GWGHW )
is shown in figure 16b. The NMO-corrected irregularly sampled data set and
its NDFT spectrum are shown in figure 17. The estimated Fourier spectrum
(figure 18, bottom) allows a good data reconstruction (figure 18, top) only for
the more densely sampled part of the data set, but it is inaccurate to perform
the reconstruction in the large spatial gap at the end of the in-line 8.
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Figure 17: (top) Close up of the NMO corrected irregularly sampled CS gather within the
window 3 in figure 3b and (bottom) its 3D NDFT amplitude spectrum (M∧NDFT).
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Figure 18: (top) Reconstructed data set and (bottom) estimated 3D Fourier spectrum
(M∧FRMN) within the window 3 in figure 3b.
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2.3 Discussions and future development
LS Fourier reconstruction is possible only for a over determined and well-
conditioned forward operator. When the structure of the forward operator
is underdetermined or ill conditioned a noise-free spectral estimation can be
obtained by imposing minimum energy constraints on the model space. The
result of FRMN inversion is a Fourier spectrum with the smallest Euclidean
norm (i.e., minimum energy) that fits the irregularly sampled data. Unfortu-
nately, the smallest L2 norm is obtained by forcing the reconstruction to zero
in the large spatial gaps. To improve stability in the inversion, and thus the
reconstruction results in presence of large gaps, the minimum norm assumption
must be "assisted" by limiting the number of parameters in the forward model,
as it will be discussed in Chapter 3, or introducing an appropriate weight matrix
in the model space, as discussed in Chapter 4, in which the NDFT amplitude
spectrum is used as a-priori information.
Other Fourier reconstruction schemes using sparsity constraints have been pro-
posed by Zwartjes and Gisolf (2007) based on the high-resolution Fourier trans-
form (HRFT) formulated by Sacchi and Ulrych (1996). This method is often
referred to as Fourier reconstruction with sparse inversion (FRSI). In the sparse
inversion strategy, non-quadratic penalties are imposed on the model parame-
ters (e.g., using the L1 or Cauchy norms in the second term of equation (2.2)).
The result of FRSI inversion is a Fourier spectrum with a sparse structure (i.e.,
the minimum number of non-zero Fourier coefficients) that fits the irregularly
sampled data set. FRSI is numerically more robust and stable than the FRMN
(Zwartjes and Sacchi (2007)). However, non-linear events in the time-space do-
main have not a sparse representation in the frequency-wavenumber domain,
and thus FRSI is not suitable for reconstructing seismic events with strong cur-
vature (e.g., shallow diffractions). Moreover, the FRSI estimator is non-linear:
a sparse Fourier spectrum is obtained iteratively by solving a series of linear
inversions for each temporal frequency slice separately. In contrast, the FRMN
estimator can compute for all temporal frequency simultaneously using a direct
inversion approach, such as the TSVD (equation (2.13)). The TSVD algorithm
is very useful for theoretical purposes because provides a direct link between
stability in LS inversion and the decay rate of singular values, which fundamen-
tally characterizes ill conditioned problems. However, the TSVD has a high
cost in terms of computer memory requirements because it performs a full di-
agonalization of the Gram matrix in terms of orthonormal vector, which can
be more than necessary. Hence, for large problems, such as in 2D FRMN, it is
advantageous to use iterative algorithms. The FRMN can be efficiently solved
with a conjugate gradient scheme for the normal equations (CGNE) (Bjorck and
Elfving (1979)), in which the number of CGNE iterations plays a role similar
to a stabilization terms (Hansen (1998); Trad et al. (2002)).
In this chapter, I discussed 2D FRMN for the 3D seismic data (two spatial di-
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mensions and either time or frequency). However, real seismic data depends on
four spatial dimensions (e.g., receiver coordinates: xR and yR and source coor-
dinates: xS and yS) and either time or frequency. To fully exploit the potential
of the FRMN, one should work with four spatial dimensions. This increases
the number of data traces, leading to a more reliable reconstruction. Working
with five-dimensional (5D) data volumes (four spatial dimensions and time or
frequency) introduces computational and operational problems that can only
be addressed by industrial strategies that are beyond the scope of this thesis.
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Chapter 3
Resolution analysis of the LS
Fourier reconstruction
"...we cannot see the real world; we can see only a filtered version."
Albert Tarantola
Abstract
The reliability and confidence of the FRMN results is a major concern, as is
the case for many inverse problems. To quantitatively describe the accuracy of
the reconstructed regularly sampled data, the concept of the "extended" model
resolution matrix (EMRM) is introduced, and the reconstruction problem is
formulated as an appraisal problem. Analysis of the EMRM shows that the
parameterization of the forward problem is crucial to the performance of the
FRMN. Fourier reconstruction based solely on the minimum energy constraint is
incapable of correctly reconstructing the signal in large spatial gaps, and it may
also jeopardize the reconstructed data by adding unwanted spurious artefacts.
Resolution analysis is also used to determine the maximum wavenumber that
can be accurately estimated from the irregularly sampled data so as to guide
the forward problem parameterization toward a faithful and artifact-free band-
limited reconstruction.
67
3.1. THE FRMN VIEWED AS AN APPRAISAL PROBLEM 68
3.1 The FRMN viewed as an appraisal problem
LS Fourier reconstruction with a minimum norm constraint (FRMN) can in-
deed yield a solution, but its reliability is a major concern as in many other
inverse problems. A simple indication of the quality of the reconstruction is
the mismatch between the original irregularly sampled data set (D∧IRR) and the
estimated Fourier spectrum M∧FRMN transformed back to the original irregu-
lar grid. A small mismatch is necessary, but it is not sufficient. Due to the
ill conditioned nature of the forward operator, even if the mismatch is small,
there is no guarantee that the estimated Fourier spectrum is accurate enough
to provide a good reconstruction on a regular grid. Within Bayesian parameter
estimation theory, the most natural quantity to use for uncertainty analysis is
the a-posteriori covariance matrix (Tarantola (2005)). As discussed in Chapter
1, the inversion approach in FRMN is not based upon the probabilistic con-
cept, and a way to quality control (QC) the estimated solution can be found by
describing the inversion problem as an appraisal problem (Scales and Snieder
(2000)). Interesting examples of the use of model appraisal theory in geophys-
ical inverse problems are given by Routh and Miller (2006) for electrical and
electromagnetic inversion and by Xia et al. (2010) for surface-wave inversion.
In this chapter, I apply appraisal theory to the FRMN discussed in Chapter
2. In particular, to quantify the accuracy of the reconstructed regular data set
D∧REG at each spatial location (xREG, yREG), I extend the model appraisal the-
ory, also known as model resolution analysis (Aster et al. (2005)), through the
formulation of the "extended" model resolution matrix (EMRM). I review the
theory behind the resolution analysis and introduce the concept of the EMRM.
Then, I show how its computation is a key step to the QC of the reconstructed
data and to guide the forward model parametrization towards an accurate and
artefact-free reconstruction. Through the resolution analysis, I describe a novel
and robust approach for selecting the maximum forward operator bandwidth in
order to avoid unwanted artefacts in the reconstructed data. A common shot
gather from a 3D marine survey is used to discuss the resolution analysis and
to show the results of FRMN reconstruction.
3.1.1 The model resolution matrix (MRM)
In an ideal case, the 3D estimated Fourier spectrumM∧FRMN equals the true but
unknown discrete Fourier spectrumM∧DFT of the regularly sampled seismic wave
field that I seek. In general, this is impossible for an ill posed linear system for
which a generalized inverse must be constructed incorporating some constraint
(e.g., a minimum energy constraint on model parameters) in order to obtain a
unique and stable solution. The relation between M∧FRMN and M∧DFT becomes
evident when describing the inversion problem as an appraisal problem (figure
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19, red arrow) (Scales and Snieder (2000)):
mFRMN = (G−gFRMNG)mDFT +G−gFRMN ε. (3.1)
Equation (3.1), which was obtained by inserting equation (1.32) into equation
(2.4a) or (2.3a) allows determining, for each temporal frequency, which compo-
nents of the true model (mDFT) are recovered in the estimated model (mFRMN)
(first term on the right side of equation (3.1)) and what errors are attached to it
(second term on the right side of equation (3.1)). Considering all the temporal
frequencies, I may rewrite equation (3.1) as:
MFRMN = (G−gFRMNG)MDFT +G−gFRMNE. (3.2)
The analysis of the square matrix (G−gFRMNG) ∈ RM×M , known as the model res-
olution matrix (MRM), shows how the true model is filtered by the estimation
process. The diagonal entries of the MRM quantify the degree to which each
(kx, ky) model parameters can be independently resolved, and the off-diagonal
elements represent the smearing between parameters in the recovered solution.
The MRM depends on the forward operator (G) in terms of forward problem
parameterization and on the generalized inverse (G−gFRMN) structure. Because
G−gFRMN is constructed to control the influence of the noise on the estimated
model (as discussed in Chapter 2), the MRM depends indirectly on the noise
level. In this sense, equations (3.1) and (3.2) clearly evidence the well known
dilemma in ill posed inversion problems: the trade-off between the resolution
(first term on the right side of equations (3.1) and (3.2))) and the requirements
imposed by the attenuation of noise (second term on the right side of equations
(3.1) and (3.2))).
How the minimum energy constraint affects the model resolution can be evi-
denced by using SVD analysis. Using the TSVD generalized inverse of equation
(2.4a) (G−gFRMN = (GHWG)†GHW) and the SVD representation of the Gram
matrix, the MRM can be expressed as:
G−gFRMNG = (GHWG)†GHWG = (VFS−1UH) (USVH) (3.3)
where the columns of the unitary matrices U and V are the left and the right
singular vectors of the Gram matrix GHWG, respectively, S is the diagonal
matrix of the singular value decomposition, and F denotes the filter factor ma-
trix analogous to that described in Chapter 2.
Equation (3.3) clearly shows that the introduction of a TSVD threshold (equa-
tion (2.4a)) (or a damping term λ (equation (2.3a))) inevitably produces a
non-identity MRM because the matrix F is not an identity matrix (equation
(2.9) or equation (2.10)).
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3.1.2 The extended model resolution matrix (EMRM)
Analysis of the MRM allows the reliability of the estimation process (the first
step of the FRMN, figure 19, blue arrow) to be quantified. To QC the 3D
regular data (D∧REG), that were reconstructed through the two steps in the top
row of figure 19, I extend the relation expressed in equation (3.1) to the data
domain. To this end, I recall that mFRMN and mDFT constitute a Fourier pair
with dREG and dTRUE, respectively (figure 19, orange arrows). Therefore, as
indicated by the green arrow in figure 19, I may rewrite equation (3.1) as:
AHdREG = (G−gFRMNG)AHdTRUE +G−gFRMN ε. (3.4a)
which gives
dREG =A (G−gFRMNG)AHdTRUE +AG−gFRMN ε. (3.4b)
where the column-vectors dREG and dTRUE denote a temporal frequency slice
of the reconstructed 3D data set (D∧REG, in frequency-space coordinates) and of
the (theoretical) true regularly sampled 3D data set (D∧TRUE, in frequency-space
coordinates), respectively, and AH implements the 2D Fourier transform in the
wave-number domain. I call A (G−gFRMNG)AH ∈ RNIRR×NIRR the "extended"
model resolution matrix (EMRM), and considering all the temporal frequencies,
I may rewrite equation (3.4b) as:
DREG =A (G−gFRMNG)AHDTRUE +AG−gFRMNE. (3.5)
Each row of the EMRM determines one reconstructed trace at a specific (xREG,
yREG) location by weighting the traces of the unknown regular data DTRUE.
The closer the EMRM is to the identity matrix, the smaller is the bias inherent
to the inversion and the higher the fidelity of the reconstructed data to the true
unknown regular data. The second term of equations (3.4b) and (3.5) shows
how the noise is mapped onto the reconstructed data set.
3.1.3 Resolution analysis of a 3D common-shot gather
The FRMN and EMRM analysis previously discussed are now applied to a 3D
marine common shot gather that was acquired by means of multiple passes of
seismic vessels. Figure 20 shows its source and receiver positions. The receiver
locations of the actual data are shown by the red dots and the desired regular
grid of receivers is represented by the blue dots (receiver interval ∆x: 12.5
m, cross-line interval ∆y: 120 m). Note the strong irregularity of the actual
spatial sampling with a large gap in the cross-line direction and the anomalous
asymmetric location of the source (green dot in figure 20).
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Figure 20: Shot geometry. Red dots indicate the actual receiver locations and blue dots
indicate the desired (regularly spaced) grid of receivers (receiver interval (∆x) of 12.5 m and
line interval (∆y) of 120 m). The green and the yellow rectangular windows are used in the
discussion to illustrate the FRMN reconstruction and the resolution analysis.
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Of the 17790 traces of the nominal grid (blue dots in figure 20), only 16670
(red dots in figure 20) have been actually acquired, of which just 1021 have co-
ordinates within 5 m from the nominal coordinates (the few superimposed blue
and red dots in figure 20), corresponding to about the 6% of the total nominal
traces. Also, a significant number of traces are missing at either short and long
offsets (543 and 354 traces, respectively) and have to be extrapolated at the
two ends of the streamers in figure 20. The reconstruction has been performed
applying the FRMN technique to ensemble of traces pertaining to rectangular
sliding windows that span all the receiver coordinates. To test the effectiveness
of the bare FRMN method, I decided not to make use of the Voronoi polygons
to determine the elements of the weight matrix W. Therefore, I set them to a
constant value equal to the product of the nominal ∆x and ∆y. The data were
previously NMO corrected with a constant velocity of 1550 m/s and muted at
offsets greater than 7600 m to prevent overstretching effects. I start describing
the results for the spatial window indicated by the green rectangle in figure 20.
The window size is X = 1237.5 m along the in-line direction and Y = 3480 m
along the cross-line direction.
In Chapter 2, I have shown that for data containing large gaps, a side effect
of the damping term in the FRMN is to zero the reconstructed output within
the areas of missing data, and as reported by Schonewille (2000), it is difficult
to find a compromise between the noise-free reconstruction of the more densely
sampled parts and the reconstruction in gaps. In the following tests, I analyze
the FRMN to show how the side effects of the application of the minimum en-
ergy constraint can be even more disastrous. First, I apply the FRMN as a
simple least-squares inversion without setting a threshold in the Gram matrix
inversion. The results are illustrated in figure 21. In this case, both the MRM
(figure 22a) and EMRM (figure 22b) are identity matrices and thus, in absence
of noise (spectral leakage), the obtained data (DREG) should equal the theo-
retical regularly sampled data (DTRUE). Instead, the noise that acts on the
second term of equations (3.1) or (3.2) and (3.4b) or (3.5) is boosted by the
lowest singular values (red dots at the highest singular value index i in figure
23), which strongly compromises the reconstruction.
Setting an appropriate threshold is needed to prevent the noise contamination,
as discussed in Chapter 2. The results obtained with a threshold of 0.1∆kx∆ky
(figure 23, dashed blue line) are shown in figure 24: the noise is strongly atten-
uated, but unacceptable artefacts also appear. This happens notwithstanding
the fair behaviour of the MRM, which has a dominant nearly unitary main
diagonal and few small off-diagonal elements (figure 25a). The cause is found
analyzing the EMRM, which shows anomalously low values along the diagonal
and non-zero off-diagonal elements (figure 25b).
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Figure 21: (top) Estimated 3D Fourier spectra (M∧FRMN) within the green window of figure
20. (bottom) Close-up of the reconstructed CS. No threshold value used in the inversion.
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Figure 22: (a) Full MRM and main diagonal for the 3D Fourier spectra in the top panel
of figure 21 (b) Full EMRM and main diagonal for the reconstructed common shot in the
bottom panel of figure 21.
Thus, it would seem we are stuck in a circular problem: if a threshold or
damping factor is not applied to the matrix inversion, the noise compromises the
reconstruction (figure 21, bottom), while if a threshold is applied, intolerable
artefacts contaminate the reconstructed data (figure 24, bottom). A way to
limit this problem is to better parametrize the forward model operator, i.e. to
select the appropriate spatial bandwidths and wave-number sampling intervals
for the in-line (∆kx) and cross-line directions (∆ky). Analysis of the EMRM
can guide the selection of both parameters. To avoid wrap-around effects on the
reconstructed data, as occurs for the data shown in figure 26a, the wavenumber
sampling intervals (∆kx and ∆ky) must be small enough to cause the periodicity
in the spatial domain to be larger than the aperture of the final regular grid
within the reconstruction window. The EMRM in figure 26b shows that if the
∆ky is selected, as in the standard DFT serious edge effects are introduced to
the reconstructed data. An optimal value of ∆ky (analogous to padding the
irregularly sampled data with zeros before inversion) is shown in figure 26c,
where the EMRM is diagonal and does not have side-lobes. The correct spatial
bandwidth for an irregularly spaced data is a highly debated topic, as noted
in Chapter 1. In the experiment that was discuss, the in-line bandwidth (Kx)
was limited to the Nyquist of the nominal receiver interval (12.5 m) and the
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Figure 23: Singular value analysis of Gram matrix (GHWG) for the green window in figure
20. The red dots are the singular values obtained without limiting the spatial bandwidths in
the forward problem parameterization. The dashed black line represents the value of ∆kx∆ky
[m−1] and the dashed blue line represents the value of 0.1∆kx∆ky [m−1] used as threshold in
the TSVD inversion, as discussed in the text. The magenta dots refer to the singular values
after the forward problem re-parametrization, as discussed in the text.
cross-line bandwidth (Ky) was limited to the Nyquist of the largest cross-line
gap (245 m). After re-parametrization, the singular values of the Gram matrix
are shown in figure 23 as magenta dots. All singular values fall above the
threshold of 0.1∆kx∆ky (figure 23, dashed blue line) and the TSVD (equation
(2.4a)) inversion becomes a simple LS inversion (equation (2.1a)). The results
are stable and artefacts-free (figure 27). The MRM is an identity matrix (figure
28a), which indicate that the Fourier coefficients of the true band-limited Fourier
spectrum were correctly estimated. The reconstruction of the data to a finer
regular grid implies a sinc interpolation (M < NREG), as evidenced by the
features close to the main diagonal of the EMRM (figure 28b).
Figure 29 shows the original, irregularly sampled, in-line 1 (figure 20, red
dots), while figures 30 and 31 illustrate the results of different regularizations
that reconstruct the data set along the regularly sampled in-line 1 (figure 20,
blue dots). The data reconstructed by FRMN with a tolerance limit imposed
in the Gram matrix inversion (figure 30) show anomalous amplitudes.
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Figure 24: As in figure 21, but with a threshold value included in the inversion. The most
evident artefacts generated by the TSVD threshold are the whitening of the reconstructed
data of the missing lines 19 and 20.
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Figure 25: (a) Full MRM and main diagonal for the 3D Fourier spectra in the top panel
of figure 24 (b) Full EMRM and main diagonal for the reconstructed common shot in the
bottom panel of figure 24.
The analysis of the EMRM (figure 25b) shows that the amplitude anomalies
are correlated to the gaps in the main diagonal. Such errors do not appear
on the data reconstructed after the re-parametrization of the forward operator
(figure 31). A comparison with the data set of the actual in-line (figure 29)
confirms the goodness of the reconstruction. As a further example, figures 32,
33 and 34 show the reconstruction for the in-line 20 in the middle of the cross-
line gap on the irregularly sampled grid (figure 20). Figures 32 and 33 display,
respectively, the irregularly sampled in-line 20 and the reconstructed in-line 20
imposing a tolerance limit in the Gram matrix inversion. Significant artefacts
do appear. Figure 34 represents the FRMN reconstruction after a common re-
parametrization of the forward operator for the whole shot gather. Conclusions
similar to those for figures 29, 30 and 31 can be drawn.
CHAPTER 3. RESOLUTION ANALYSIS OF THE LS FOURIER RECONSTRUCTION
52
00
 
54
00
 
56
00
 
58
00
 
60
00
 
62
00
 
30
00
 
20
00
 
10
00
 
Time [ms] 
2 -2
 
0 1 -1
 
20
0 
30
0 
52
00
 
54
00
 
56
00
 
58
00
 
60
00
 
62
00
 
Time [ms] 
Tr
ac
e 
nu
m
. i
n 
w
in
do
w
 e
ns
em
bl
e 
2 -2
 
0 1 -1
 
40
0 
Tr
ac
e 
nu
m
. i
n 
w
in
do
w
 e
ns
em
bl
e 
Tr
ac
e 
nu
m
. i
n 
w
in
do
w
 e
ns
em
bl
e 
20
0 
30
0 
40
0 
40
0 
30
0 
20
0 
2 -2
 
0 1 -1
 
1 
0.
8 
0.
6 
0.
4 
0.
2 
0 
30
00
 
30
00
 
20
00
 
10
00
 
20
00
 1
00
0 
Tr
ac
e 
nu
m
. i
n 
w
in
do
w
 e
ns
em
bl
e 
(a
) 
1 
0.
8 
0.
6 
0.
4 
0.
2 
0 
20
00
 
10
00
 
10
00
 
20
00
 
Tr
ac
e 
nu
m
. i
n 
w
in
do
w
 e
ns
em
bl
e 
(b
) 
1 
0.
8 
0.
6 
0.
4 
0.
2 
0 
20
00
 
10
00
 
20
00
 1
00
0 
Tr
ac
e 
nu
m
. i
n 
w
in
do
w
 e
ns
em
bl
e 
(c
) 
30
00
 
30
00
 
30
00
 
30
00
 
Li
ne
 1
 
Li
ne
 2
 
Li
ne
 3
 
Li
ne
 1
 
Li
ne
 2
 
Li
ne
 3
 
Li
ne
 1
 
Li
ne
 2
 
Li
ne
 3
 
F
ig
u
re
26
:
(t
op
)
E
M
R
M
an
d
(b
ot
to
m
)
cl
os
e-
up
of
th
e
re
co
ns
tr
uc
te
d
co
m
m
on
sh
ot
w
it
hi
n
th
e
gr
ee
n
w
in
do
w
in
fig
ur
e
20
.
(a
):
A
in
co
rr
ec
t
w
av
en
um
be
r
sa
m
pl
in
g
in
te
rv
al
in
th
e
cr
os
s-
lin
e
di
re
ct
io
n
(∆
k
y
=1 Y−
3
∆
y
)
ca
us
es
se
ve
re
w
ra
p-
ar
ou
nd
eff
ec
ts
se
en
as
ev
en
t
du
pl
ic
at
io
ns
(i
nd
ic
at
ed
by
th
e
sm
al
la
rr
ow
s)
in
th
e
re
co
ns
tr
uc
te
d
da
ta
.
(b
):
A
va
lu
e
of
∆
k
y
is
se
le
ct
ed
as
in
th
e
st
an
da
rd
D
F
T
(∆
k
y
=1 Y+
∆
y
),
w
hi
ch
ag
ai
n
in
tr
od
uc
es
se
ri
ou
s
ed
ge
eff
ec
ts
.
(c
):
A
n
op
ti
m
al
∆
k
y
va
lu
e
(∆
k
y
=1 Y+
3
∆
y
)
is
us
ed
,w
hi
ch
do
es
no
t
in
tr
od
uc
e
ar
te
fa
ct
s.
3.1. THE FRMN VIEWED AS AN APPRAISAL PROBLEM 80
0 
0 
-5 
-10 
-15 
-20 
-25 
-30 
-35 
-40 
-45 
-0,2   0    0,2 -0,2   0    0,2 -0,2   0    0,2 -0,2   0    0,2 
In-line wavenumber (kx)  [rad/m] 
Cross-line (ky) 
-0,016  [rad/m] 
dB  
Scale 
0 
-0,2 
0,2 -0,2   0    0,2 
Cross-line (ky) 
-0,008  [rad/m] 
Cross-line (ky) 
0 [rad/m] 
Cross-line (ky) 
0,008  [rad/m] 
Cross-line (ky) 
0,016  [rad/m] 
(kx)  
(ky)  
10 
20 
30 
40 
50 
60 
10 
20 
30 
40 
50 
60 
Fr
eq
ue
nc
y 
[H
z]
 
2500 
3000 
3500 
4000 
4500 
2.5 
2 
1.5 
1 
0.5 
0 
-0.5 
-1 
-1.5 
-2 
-2.5 
Number of traces in ensemble 
Ti
m
e 
[m
s]
 
Linear 
Scale 
In-line 1   In-line 20   
500 1000 1500 2000 2500 
Figure 27: As in figure 21 but with a different forward operator. The cross-line spatial
bandwidth (Ky) was reduced, as discussed in the text.
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Figure 28: (a) Full MRM and main diagonal for the 3D Fourier spectra in the top panel
of figure 27 (b) Full EMRM and main diagonal for the reconstructed common shot in the
bottom panel of figure 27.
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3.2 Bandwidth and stability in the FRMN
In inverse problems a large condition number, and consequently numerical in-
stability, can be caused by an incorrect parametrization of the forward operator,
which should be modified before one attempts to compute a numerical solution
(Aster, 2005). In geophysical inverse problems a classical example of this occurs
in the seismic tomography1 (Stewart (1991)). The stability of the tomographic
inversion is related to the number of layers used to represent the subsurface (the
number of model parameters). Increasing the number of parameters causes the
inverse problem to become poorly conditioned (Hansen (1998)).
In the FRMN inversion (equation (2.3a) or equation (2.4a)) the forward oper-
ator G is the exponential matrix of the inverse 2D NDFT, which is a discrete
approximation of the continuous Fourier transform of the irregularly sampled
wavefield. After setting the wavenumber sampling intervals (∆kx and ∆ky) to
avoid edge effects, the number of (kx, ky) Fourier coefficients in the matrix G
formulation (i.e. ,the number of model parameters M) is uniquely determined
by the spatial bandwidths (Kx, Ky) (equation (2.18)). As shown in the previ-
ous section, if the spatial bandwidths are small such that the forward problem
(equation (1.32)) is over-determined (NIRR > M) and the forward operator G
(and equivalently the Gram matrixGHWG) is well conditioned, then the TSVD
threshold in equation (2.4a) can be set to zero. A zero threshold (or equivalently
λ = 0 in the DLS inversion approach of equation (2.3a)) is necessary to obtain a
unitary MRM (equation (3.3)) and a diagonal EMRM, such that the estimated
3D band-limited Fourier spectrum (M∧FRMN) is correct (i.e., in equation (3.1),
mFRMN = ImDFT) and the reconstructed 3D data set (D∧REG) is artefact-free.
Obviously, if the spatial bandwidth is set too small, then the reconstruction
degrades due to the loss of energy from wavenumbers outside the specified (Kx,
Ky) bandwidths. On the basis of these considerations, an approach for set-
ting an appropriate value of the forward operator bandwidth is discussed in the
following section.
3.2.1 Automatic detection of the forward operator band-
width
In the first step of FRMN (equation (2.4a)), the TSVD threshold is set to avoid
noise contamination, as discussed in Chapter 2, and the maximum wavenumbers
(KxMAX , KyMAX ) that can be properly estimated from irregularly sampled data
(DIRR) can be found by minimizing the following constrained cost function:
JKMAX = ∥SMIN(i,i) − tolTSVD∥22 subject to ∶ (SMIN(i,i) − tolTSV D) > 0 (3.6)
1Seismic tomography is used to estimate subsurface velocities and layer thicknesses using
seismic travel times.
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where SMIN(i,i) is the smallest singular value of the Gram matrix (GHWG)
when varying the spatial bandwidths (Kx, Ky) in the forward operator (G)
parametrization, and tolTSV D is the TSVD threshold in the Gram matrix inver-
sion (equation (2.4a)). The value of the spatial bandwidth, corresponding to
the minimum of the cost function described by equation (3.6), represents the
maximum bandwidth (KxMAX , KyMAX) that can be used in the matrixG compu-
tation such that the TSVD threshold does not affect the Gram matrix inversion.
Thus, the MRM is an identity matrix. The non-linear cost function given by
equation (3.6) may be explored using an iterative optimization technique. In
the first iteration, the forward operator G is computed using the smallest spa-
tial bandwidths (i.e., Kx = [−∆kx; 0; ∆kx] and Ky = [−∆ky; 0; ∆ky]). Then,
the bandwidths are iteratively increased, in in-line and cross-line directions, by
the discrete values of ∆kx and ∆ky, respectively, until the smallest singular
value (SMIN(i,i)) of the Gram matrix becomes less than the TSVD threshold.
Due the discrete increment of the spatial bandwidths, a genetic algorithm (GA)
optimization technique (Goldberg (1989)) can be efficiently used to find a min-
imum of the previous cost function because it does not need to assume that the
model space is continuous. Moreover, it is important to stress that equation
(3.6) requires computing only the smallest singular value of the matrixGHWG.
This can be efficiently calculated using the method proposed by Schwetlick and
Schnabel (2003). This useful method avoids storing the full SVD matrices (i.e.,
U, S and V), which can have prohibitive memory requirements.
3.2.2 Bandwidth selection in the FRMN of a 3D common-
shot gather
An application of the algorithm described by the cost function in equation (3.6)
is shown to reconstruct the marine 3D CS gather in figure 20. The FRMN
reconstruction was performed using a sliding window approach, as discussed in
Section 3.1.3. In the forward operator parametrization, a maximum value of
the spatial bandwidth was set independently for each spatial windows. First,
I describe the results for the green window in figure 20. To prevent noise con-
tamination in the FRMN inversion, the TSVD threshold was set to 0.1∆kx∆ky.
Figure 35 shows the value of the cost function of equation (3.6) for varying
spatial bandwidths (Kx, Ky). The bottom left corner corresponds to setting
the forward operator bandwidths to the Nyquist wavenumbers imposed by the
receiver interval (∆x:12.5 m) and by the line interval (∆y:120 m) of the desired
regular grid (figure 20, blue dots). While the top right corner corresponds to
using the smallest spatial bandwidths (i.e., only the first three low wave-number
Fourier coefficients: Kx = [−∆kx; 0; ∆kx] and Ky = [−∆ky; 0; ∆ky]). High val-
ues of the cost function correspond to setting Ky greater than 0.014 rad/m
(0.0024 m-1). Using this parameterization, the lowest singular value (SMIN(i,i))
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of the Gram matrix does not respect the constraint imposed by the second term
of equation (3.6).
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Figure 35: Cost function of equation (3.6) when varying the forward operator bandwidth
(Kx, Ky) in the FRMN of the data set within the green window in figure 20.
In the objective function, a well-defined global minimum corresponds to set-
ting Kx to 0.2513 rad/m (0.04 m-1) and Ky to 0.0122 rad/m (0.0019 m-1).
This bandwidth values are compatible with the Nyquist wavenumber of the
nominal receiver interval (12.5 m) and the Nyquist wavenumber of the largest
cross-line gap (245 m), as used in Section 3.1.3. Using this parametrization,
the band-limited estimated 3D Fourier spectrum and the reconstructed data
set (not shown here), are indistinguishable from those shown in figure 27.
As it is clearly visible in figures 31 and 34, the spatial bandwidths used to com-
pute the forward operator G for the FRMN of the data set within the green
window are not suited to reconstructing (extrapolating) the missing traces at
short source-receiver offsets (figure 20, yellow window). In the yellow win-
dow, the spectrum estimated by limiting the spatial bandwidths to the Nyquist
wavenumber of the nominal receiver interval and to the Nyquist wavenumber
of the largest cross-line gap (figure 36, top) only allows a proper reconstruction
for the most densely sampled part of the data set, from in-line 22 to in-line 30
(figure 36, bottom). As shown in Chapter 1, extrapolation is difficult for FRMN
algorithms due to the under-determined structure of the forward problem.
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Figure 36: (top) Estimated 3D Fourier spectra within the yellow window of figure 2.
(bottom) Close-up of the reconstructed common shot. The forward operator bandwidth
(Kx, Ky) has been chosen using the cost function in figure 35.
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However, using equation (3.6) an ad-hoc forward operator parametrization
can be set for the reconstruction of the traces included in the yellow window.
Figure 37 shows the values of the cost function described by equation (3.6),
with varied spatial bandwidths in the forward operator parametrization.
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Figure 37: Cost function of equation (3.6) when varying the forward operator bandwidth
(Kx, Ky) in the FRMN of the data set within the yellow window in figure 20.
Due to the large number of missing traces, the cost function clearly shows
that a proper reconstruction is possible only setting Kx to 0,005 rad/m (0.0008
m−1), i.e., Kx = [−∆kx; 0; ∆kx]) and Ky to 0.0122 rad/m (0.0019 m-1). These
bandwidth values are compatible with half the Nyquist wave-number of the
largest in-line gap (250 m) in the in-line direction and to half the Nyquist
wave-number of the nominal line interval (120 m) in the cross-line direction.
The imposed wavenumber limitations enables a proper estimation of the low
wavenumber components of the true Fourier spectrum (figure 38, top) and al-
low noise-free reconstruction for the flat and moderately dipping events, as evi-
denced in the bottom panel of figure 38 and in the yellow rectangle of figures 39
and 40 which show the reconstructed in-lines 1 and 8, respectively. Obviously,
due to the spatial bandwidth constraints, events with significant dips (visible
at higher offsets of figures 39 and 40) cannot be extrapolated to the missing
short offsets of the common shot and the reconstructed traces show a distinct
low frequency appearance.
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Figure 38: (top) Estimated 3D Fourier spectra within the yellow window of figure 2.
(bottom) Close-up of the reconstructed common shot. The forward operator bandwidth
(Kx, Ky) has been chosen using the cost function in figure 37.
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3.3 Discussions and future developments
Extended model resolution analysis is a powerful tool for assessing the validity
of reconstructed data and verifying possible biases introduced by the inversion.
Analysis of the EMRM shows that the choice of the forward operator parameter-
ization is crucial for the good performance of the FRMN. Fourier reconstruction
based solely on the minimum energy constraint on the model (equation (2.3a)
or equation (2.4a)) not only is incapable to correctly reconstruct the signal in
spatial gaps, but it may also jeopardize the reconstructed data adding unwanted
spurious artefacts. The rather severe test shown in this chapter indicates that
large data gaps are very difficult to be reconstructed because of the strong
under-determinacy and ill conditioning caused by the large number of missing
or misplaced traces. This can be (partly) fixed by re-parametrizing the forward
problem operator, that is by limiting the number of the Fourier coefficients to
be estimated to the low wavenumbers of the spectrum. Obviously, this results
in the impossibility to recover highly dipping events and in reconstructed traces
that show a distinct low frequency appearance. In other less severe situations,
with irregular spatial sampling but without large data gaps, FRMN performs
fairly well.
In the first step of the FRMN, for the examples shown in this chapter, a direct
matrix inversion via TSVD algorithm was employed, and the resolution ma-
trices are directly calculated via matrix multiplication. However, the FRMN
often requires solving a large normal system, which is best performed using an
iterative technique, such as the conjugate gradient method, as noted in Chap-
ter 2. The close connection between the conjugate gradient and the Lanczos
algorithm allows the construction of an extremely inexpensive approximation
to the model resolution matrix, as discussed in Minkoff (1996) and Alumbaugh
and Newman (2000).
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Chapter 4
LS Fourier reconstruction with
model constraints
Abstract
The first step of the LS Fourier reconstruction is an ill conditioned inverse
problem. A simple and ordinary approach to obtain a stable inversion, and
thus a noise-free estimation of the Fourier coefficients, exists in the imposition
of a minimum energy constraint in the inversion. The Fourier reconstruction
with a minimum energy constraint can be improved using the NDFT of the
irregularly sampled data as an a-priori information on the energy distribution
in the Fourier domain. The NDFT spectrum is used to build a diagonal weight
matrix in the model space of FRMN estimator to magnify the high-energy
wavenumbers and attenuate the low-energy wavenumbers. The proposed weight
matrix acts as a limiter on the forward operator bandwidth, improving the
stability of the reconstruction process. Application to a real 3D seismic data set
reveals the effectiveness of the proposed model constraint in the reconstruction.
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4.1 The NDFT as a-priori information
The FRMN (equation (2.2)) uses a minimum energy constraint on the model
space to stabilize the LS non-uniform Fourier transform (equation (1.33)). The
minimum energy constraint is imposed through a TSVD or by a DLS inversion.
In the TSVD inversion (equations (2.4a) and (2.4b)) and in the DLS inversion
(equations (2.3a) and (2.3b)), the unstable components of the solution are "fil-
tered out" on the basis of the SVD spectral properties of the Gram matrix, as
discussed in Chapter 2. However, the discrete Picard condition (equation (2.7)
shows that the stability of equations (2.3b) and (2.4b) depends on both the
Gram matrix structure (GHWG) and the shape of the NDFT spectrum.
To overcome this drawback, I discuss a simple strategy to include in the model
space of FRMN estimator (second term of equation (2.2)) proper weights, ac-
cording to the aspect of the NDFT amplitude spectra of the irregularly sampled
data. A simple way of computing the model weight matrix is described in Sec-
tion 4.1.1. Section 4.1.2 shows how the proposed model weight matrix controls
the spectral shape and the bandwidth of the reconstructed data. In Section 4.2,
a real data set from a 3D marine survey is used to discuss the effectiveness of
the LS Fourier reconstruction with model constraints (FRMC).
4.1.1 Model-space constraint
The discrete Fourier transform of an irregularly sampled 3D data set can be per-
formed using the non-uniform discrete Fourier transform (NDFT). As described
in Chapter 1, the NDFT is a leakage corrupted version of the true DFT (see,
e.g., equation (1.17c)) but the wavenumbers of the highest-amplitude NDFT
coefficients, which commonly contain the highest concentration of signal, are
the same as in the DFT (Naghizadeh and Sacchi, 2010). Thus, the NDFT can
be used as a-priori information regarding the energy distribution of the DFT for
different kx and ky wavenumbers. A simple strategy for incorporating this type
of a-priori information in the FRMN cost function (equation (2.2)) was found
by defining the following diagonal weight matrix for each temporal frequency
f :
C = 1
fRMAX − fRMIN
fRMAX∑
j=fRMIN ∣mNDFT(j)∣2 (4.1)
The diagonal elements of the matrix C ∈ RM×M are computed by averaging
the energy of the NDFT spectra mNDFT over a group of contiguous temporal
frequencies [fRMIN , fRMAX ], centered at the frequency f . Then, the FRMN de-
scribed by the DLS cost function of equation (2.2), is rewritten using the inverse
of the weight matrix C as a model-constraint matrix (or model-penalty matrix):
JFRMC = ∥W− 12 (dIRR −Gm) ∥22 + λ∥C− 12 (m −m0) ∥22. (4.2)
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where m0 is a vector of zeros which represent the unknown a-priori model. In
the equation (4.2) the model-constraint matrix (C−1), combined with a zero a-
priori model (m0 = 0), performs an energy discrimination of the wavenumbers
kx and ky in the inversion process:
Large values inC− 12 mean that the corresponding kx and ky wavenumbers of the
generic modelm are strongly constrained by the zero a-priori model (sec-
ond term of equation (4.2)), causing these parameters to be suppressed.
Small values in C− 12 mean that the corresponding kx and ky wavenumbers of
the generic model m are poorly constrained by the a-priori model and
are determined from the data (dIRR) in the first term of equation (4.2).
The minimum of the objective function of equation (4.2) is given by
mFRMC = (GHWG + λC−1)−1GHWdIRR (4.3a)
or equivalently, by
mFRMC = (GHWG + λC−1)−1 ∆kx∆kymNDFT, (4.3b)
where the subscript FRMC is used to denote that model constraints are used in
the estimation process. Equations (4.3a) and (4.3b) evidence how the model-
constraint matrix C−1 becomes a variable damping for each column (that is
each wavenumber) of the Gram matrix (GHWG). Scaling the matrix C−1 for
a constant term λ is required to properly balance the respective influences of
the data-misfit (first term of equation (4.2)) and the weighted penalty (second
term of equation (4.2)). The choice of λ is not trivial and can be computa-
tionally expensive, as noted in Chapter 2. However, if C−1 is normalized to its
maximum value, setting λ to 0.1∆kx∆ky or to 0.01∆kx∆ky generally results
in an accurate and leakage-free spectral estimation, as shown in the example
discussed in Section 4.2.
4.1.2 Model-constraint matrix as a band-limiting opera-
tor
The choice of the spatial bandwidth in the forward operator parameterization is
fundamental for a good performance of the FRMN, as discussed in Chapter 3.
In this respect, the weight matrix C (equation (4.1)) acts as a bandwidth limiter
controlled by the NDFT amplitude spectrum. This is evident when rewriting
equation (4.3a) in standard form (Hansen, 1998) (i.e., "absorbing" the matrix
C in to the forward operator G):
mFRMC =C 12 (GHCWGC + λ)−1GHCWdIRR (4.4)
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where GC = GC 12 is the band-limited forward operator. Although the dimen-
sions of the matrix GC ∈ CNIRR×M are the same as for G, the effect of the
matrix C on the stability of the FRMN inversion is similar to a forward op-
erator re-parametrization discussed in Chapter 3. This because the diagonal
matrix C sets toward zero the Fourier basis of the forward operator (i.e. the
columns of G) outside the spatial bandwidth specified by the NDFT amplitude
spectrum. However, if the energy of the NDFT spectrum is distributed over
the entire range of wavenumbers, as usually occurs for high temporal frequen-
cies (see, e.g., figure 5, bottom), C tends to an identity matrix and equations
(4.3a) and (4.3b) become the unweighted DLS inversion of equations (2.3a) and
(2.3b), respectively. Therefore, a NMO correction is often required in order to
compress the spatial bandwidth of the irregularly sampled data (see, e.g., figure
8, bottom).
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4.2 FRMC of a 3D marine common shot gather
As a demonstration, the LS Fourier reconstruction with model constraints
(FRMC) of equation (4.2) is applied to reconstruct the 3D marine common
shot gather shown in figure 20, in which the receiver locations of the original
data set are shown by the red dots and the desired regular grid of receivers is
shown by the blue dots. First, I describe the results for the spatial window
indicated by the green rectangle. In the forward operator parametrization the
spatial bandwidths in the in-line (Kx) and in cross-line (Ky) directions were set
to the Nyquist wavenumbers of the desired regular grid (receiver interval (∆x)
12.5 m, line interval (∆y) 120 m), and the sampling intervals in the wavenumber
domain (∆kx,∆ky) were set in accordance to the actual apertures of the green
window (X = 1237.5 m, Y = 3480 m). The original data set was first NMO
corrected using a constant velocity of 1550 m/s, as discussed in Chapter 3. The
NDFT amplitude spectrum of the NMO corrected data set shown in figure 41
has a narrow spatial bandwidth.
0 
0 
-5 
-10 
-15 
-20 
-25 
-30 
-35 
-40 
-45 
-0,2   0    0,2 -0,2   0    0,2 -0,2   0    0,2 -0,2   0    0,2 
In-line wavenumber (kx)  [rad/m] 
Cross-line (ky) 
-0,016  [rad/m] 
dB  
Scale 
0 
-0,2 
0,2 -0,2   0    0,2 
Cross-line (ky) 
-0,008  [rad/m] 
Cross-line (ky) 
0 [rad/m] 
Cross-line (ky) 
0,008  [rad/m] 
Cross-line (ky) 
0,016  [rad/m] 
(kx)  
(ky)  
10 
20 
30 
40 
50 
60 
10 
20 
30 
40 
50 
60 
Fr
eq
ue
nc
y 
[H
z]
 
Figure 41: 3D NDFT amplitude spectrum of the NMO-corrected irregularly sampled data
within the green window of figure 20.
To speed up the reconstruction process the weight matrix C (equation (4.1))
is calculated over the full range of the positive temporal frequencies (fMIN = 0
Hz, fMAX = 100 Hz) of the NDFT amplitude spectrum in figure 41 instead
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of for each single temporal frequency at the time. Thus, the reconstruction is
performed simultaneously on all temporal frequencies. Figure 42 shows the di-
agonal elements of the matrix C (figure 42, top) and the matrix C−1 (figure 42,
bottom). Figure 43 (top) shows the estimated Fourier spectrum by means of the
FRMC of equation (4.3a), in which the damping term λ is set to 0.1∆kx∆ky.
By comparing figure 43 (top) with the NDFT amplitude spectrum of figure 41,
one can quantify the effect of the weight matrix C in the model-constrained
inversion. The matrix C acts as a low-pass operator, suppressing the high
wavenumber coefficients with low energy in the NDFT spectrum shown in fig-
ure 41. The result is a Fourier spectrum that is attenuated towards the high
wavenumber edges. The data set reconstructed from the spectral estimation of
figure 43 (top) is shown in figure 43 (bottom). The reconstruction is good, even
in the large cross-line gaps. Although the spatial bandwidth used in the forward
operator parametrization is set to the Nyquist wavenumbers of the finer regu-
lar grid (blue dots in figure 20), no artefacts are introduced. This is because
the attenuation imposed by the weight matrix C along the ky wavenumbers
resembles the limits on the spatial bandwidth imposed by the forward operator
re-parametrization discussed in Chapter 3 (figure 27).
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Figure 42: (top) The diagonal elements of the weight matrix C and (bottom) the diagonal
elements of the model constrain matrix C−1 computed from the NDFT spectrum of figure 41.
4.2. FRMC OF A 3D MARINE COMMON SHOT GATHER 106
0 
0 
-5 
-10 
-15 
-20 
-25 
-30 
-35 
-40 
-45 
-0,2   0    0,2 -0,2   0    0,2 -0,2   0    0,2 -0,2   0    0,2 
In-line wavenumber (kx)  [rad/m] 
Cross-line (ky) 
-0,016  [rad/m] 
dB  
Scale 
0 
-0,2 
0,2 -0,2   0    0,2 
Cross-line (ky) 
-0,008  [rad/m] 
Cross-line (ky) 
0 [rad/m] 
Cross-line (ky) 
0,008  [rad/m] 
Cross-line (ky) 
0,016  [rad/m] 
(kx)  
(ky)  
10 
20 
30 
40 
50 
60 
10 
20 
30 
40 
50 
60 
Fr
eq
ue
nc
y 
[H
z]
 
2500 
3000 
3500 
4000 
4500 
2.5 
2 
1.5 
1 
0.5 
0 
-0.5 
-1 
-1.5 
-2 
-2.5 
Number of traces in ensemble 
Ti
m
e 
[m
s]
 
Linear 
Scale 
In-line 1   In-line 20   
500 1000 1500 2000 2500 
Figure 43: (top) Estimated 3D Fourier spectra and (bottom) close-up of the reconstructed
data set within the green window of figure 20 using the LS Fourier reconstruction with model
constraints (FRMC).
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As an additional example, I discuss the data set reconstruction within the
yellow window in figure 20. Figure 44 shows the NDFT spectra of the original
data set after NMO correction. The reconstruction is again performed simulta-
neously on all temporal frequencies.
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Figure 44: 3D NDFT amplitude spectrum of the NMO-corrected irregularly sampled data
within the yellow window of figure 20.
Figure 45 shows the diagonal entries of the matrix C (figure 45, top) and of
the matrix C−1 (figure 45, bottom), which are computed over the full range of
the positive temporal frequencies of the NDFT spectrum given in figure 44. Fig-
ure 46 (top) displays the estimated Fourier spectrum after the weighted FRMN
inversion, with λ = 0.1∆kx∆ky. In the Fourier spectrum of figure 46 (top), the
attenuation imposed by the weight matrixC is clear. The data set reconstructed
from the spectral estimate of figure 46 (top) is shown in figure 46 (bottom). The
imposed wavenumber limitations allow a noise-free reconstruction of the flat or
moderately dipping events. A simple comparison with the data set shown in
figures 38, where the reconstruction was performed after a forward operator
re-parameterization, confirms the goodness of the model constrained-FRMN.
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Figure 45: (top) The diagonal elements of the weight matrix C and (bottom) the diagonal
elements of the model constrain matrix C−1 computed from the NDFT spectrum of figure 44.
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Figure 46: (top) Estimated 3D Fourier spectra and (bottom) close-up of the reconstructed
data set within the yellow window of figure 20 using the LS Fourier reconstruction with model
constraints (FRMC).
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4.3 Discussions and future developments
In this chapter, I have modified the objective function of the FRMN, discussed
in Chapter 2, including a model weight matrix that incorporates a-priori knowl-
edge of the energy distribution in wavenumber domain. The model weight ma-
trix can be computed from the NDFT amplitude spectrum of the irregularly
sampled data. This approach is computationally efficient and does not require
additional work to estimate the NDFT spectrum because it is equal to the
GHWdIRR matrix-vector product in the FRMN estimator of equation (4.3a).
Moreover, the efficiency of the proposed algorithm can be improved by using
the standard form reduction (equation (4.4)) because it avoids calculating the
inverse of the weight matrix C.
As shown by the example discussed in this chapter, the diagonal stabilization,
which is based on the energy of the NDFT spectrum (equations 4.3a and 4.3b),
allows accurate data reconstruction and extrapolation. However, the perfor-
mance of the proposed algorithm depends on the quality of the NDFT spectra,
which deteriorates as the sampling becomes severely irregularly. Alternatively, if
the FRMN reconstruction is performed for each frequency slice at the time, the
weight matrix C (equation (4.1)) required to reconstruct the data at a temporal
frequency f , can be estimated from the already estimated Fourier spectra at a
temporal frequency f −∆f , similarly to Herrmann et al. (2000) and Hugonnetet
al. (2001) for the computation of the high-resolution parabolic Radon transform.
Moreover, an iterative strategy similar to the one proposed by Liu and Sacchi
(2004) and Trad (2009) in the minimum weighted norm interpolation (MWNI)
can be adopted. The MWNI employs an adaptive weighted model norm to
constrain solutions. Using an iterative least-squares optimization approach, the
model weight matrix is updated through iterations using a smoothed version of
the estimated Fourier spectra from the previously iteration. A similar adaptive
estimation of the model weight operator has been proposed by Cabrera and
Parks (1991) to extrapolate 1D time series.
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Conclusions and Recommendations
The aim of this Ph.D thesis is to investigate the least-squares Fourier recon-
struction of band-limited 3D seismic data that are non-uniformly and/or in-
adequately sampled along two spatial directions. The ill conditioning or rank
deficiency brought in by irregular sampling or by missing data (spatial gaps)
are intrinsic features of this inverse problem. Fourier reconstruction with a
minimum norm inversion (FRMN) is the simplest approach for obtaining a
numerically stable inversion and a free-leakage estimation of the Fourier co-
efficients. The FRMN inversion (equation (2.2)) consists in finding a set of
regularly spaced spatial Fourier coefficients by minimizing the damped norm
for each temporal frequency, subject to the condition that the resulting Fourier
coefficients reliably reconstruct the original data. In the FRMN inversion the
damping factor can be set to a constant that is defined applying the empirical
rule derived in Chapter 3. Otherwise, as described in Chapter 4, one may define
a variable damping that performs an energy discrimination of the wavenumbers
during the estimation process, guided by the a-priori information given by the
NDFT amplitude spectrum of the irregularly sampled data.
SVD analysis of the FRMN forward problem (Chapter 2), and in particular the
description of the inverse problem by means of the model (equation (3.1)) and
the extended model (equation (3.4b)) resolution matrices (Chapter 3), clari-
fies the potential and the limits of this reconstruction method. Reconstruction
with FRMN works well when sampling is non-uniform and data gaps are small,
but it has problems reconstructing data in the presence of large spatial gaps
(where the forward operator is severely ill conditioned ) or extrapolating data
(e.g. short-offset reconstructions, where the forward problem is typically under-
determined). The main cause of these limitations can be traced back to the
minimum norm constraint in the inversion for the Fourier coefficients, which
is fulfilled by the trivial solution of zero reconstruction in the spatial gaps.
Moreover, as demonstrated in Chapter 3, the minimum norm constraint may
also introduce artefacts in the reconstructed data. As consequence, to perform
extrapolation or fill large gaps, the spatial bandwidth used in the estimation
process must be appropriately limited such that the FRMN forward problem is
sufficiently overdetermined and the forward operator is well conditioned. An ap-
propriate bandwidth value can be automatically determined using the method
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outlined in Chapter 3. A NMO correction of the data is recommended in order
to improve the linearity of the events and thus mapping the energy of the data
to the low wavenumbers in the Fourier domain. This allows a stable inversion
and an artefacts-free LS estimation of the Fourier coefficient (the LS inversion
is characterized by an identity model resolution matrix). Then, the data are
reconstructed in the gaps through a implicit sinc interpolation (equations (2.15)
and (2.17)).
The performance of the FRMN, which was tested on data from marine common
shot gathers, demonstrates how setting a spatial bandwidth to reconstruct a
general irregularly sampled data set is a non-obvious trade-off between optimal
reconstruction of more densely sampled parts of the data (for which a large
bandwidth can be used), or the optimal reconstruction in data gaps (for which
a relatively small bandwidth must be used). A simple solution to this prob-
lem is found by performing the FRMN reconstruction using a sliding window
approach and setting a value of the spatial bandwidth independently for each
spatial window. The spatial dimension of the windows must be accurately cho-
sen, keeping in the mind that the resolution in the wavenumber domain is the
reciprocal of the window aperture. The results of the FRMN reconstruction
can be efficiently assessed through the formulation of the extended model reso-
lution matrix (Chapter 3), which may be also used to guide the reconstruction
process. In other words, by examining the EMRMs of different areal subsets
of the entire 3D data volume, it is possible to quantitatively assess how much
"large" the spatial gaps and the sampling irregularities can be for a certain
model parametrization to be tolerated. This can be carried out before the ac-
tual computations are made for the whole data volume thus enabling a proper
parameter selection for the various subsets.
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Velocity-based wavelet corrections for
PP/SS matching
Abstract
In this work, I investigate Gaiser’s (2011) theory of velocity-based wavelet cor-
rections for PP/SS matching in the time domain. This theory has recently been
published for carrying out non-stationary spectral broadening or narrowing of
PS and SS data after it has been mapped into the PP time domain. In the
context of investigating Gaiser’s theory I describe a method, based on the non-
stationary linear filtering approach (Margrave (1998)), to correct the wavelet
distortion due to the time domain conversion. I provide analytical expressions
to predict the SS wavelet distortion, and in contrast to Gaiser’s theory, I recog-
nize that the temporal-frequency bandwidth of the domain converted SS data
is governed by the interval VP /VS ratio (γI) rather than the average VP /VS
ratio (γ0). For a constant or piecewise-constant γI , the Fourier scaling theo-
rem dictates the amounts of wavelet distortion and the frequency spectrum of
the domain converted SS data matches, in term of wavelength, the frequency
spectrum of the PP data. I discuss the results, making use of simple synthetic
seismograms with zero-phase wavelets.
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Introduction
Combined AVO (or AVA) analysis via PP/PS joint inversion provides more reli-
able and accurate results than the inversion of PP modes alone (see, e.g., Miley
and Kessinger (1999)). The most important step to ensuring a successful si-
multaneous PP/PS inversion is to correct the registration of PS wave reflection
events with their equivalent reflections in the PP data. The temporal matching
(domain conversion) between reflections in the different modes is accomplished
by compressing the PS volume from PS time to PP time using the average
VP /VS. The time-dependent domain conversion defines an accurate correspon-
dence between PS and PP reflectivity series, but it causes wavelet distortion
that is non stationary in time. The problem of the non stationarity of the do-
main converted PS data and the frequency imbalance with respect to PP data
has been addressed in many works (Bansal and Matheney (2010); Fomel and
Backus (2003); Zhang and Wang (2009)). Recently, Gaiser (2011) suggested
that to maintain the true resolving power of PS data, they must match the
wavelengths of the PP data. In other words, Gaiser proposed matching the
wavelengths of PP and PS data because the same wavelengths sample the same
subsurface.
Gaiser described a theory for PP/PS and PP/SS matching in the time or depth
domains. In this work, I examine Gaiser’s theory only for PP/SS matching in
the time domain. The analysis begins by recalling the methods for mapping SS
data from SS time to PP time. Then, the discussion moves to the frequency
balance between PP and SS data after domain conversion by adding corrections
to the Gaiser’s theory. The new results are demonstrated by making use of
simple synthetic seismograms. In particular to correct the wavelet distortion
due the domain conversion, the proposed method is based on the theory of
non-stationary linear filtering (Margrave, 1998).
Velocity-based wavelet correction for time-domain transformation
Domain conversion for the temporal correspon-
dence between PP and SS data
The time domain conversion consists of mapping of the SS data (s(tSS)) from
SS time (tSS) to PP time (tPP ). The time domain conversion is accomplished
by compressing the temporal axis tSS using the average VP /VS ratio (γ0) (Gaiser
(1996)):
s(tPP ) = s(α(tSS)) = s( (tSS)
γ0(tSS)) (1)
and then re-interpolating the domain converted data s(tPP ) to the original
time sampling. As an example, figure 1a shows a synthetic PP trace (top) and
a synthetic SS trace (centre) modelled using the convolutional model with a
Ricker wavelet with f0 = 40 Hz and the constant velocity model given in figure
1b (top) and (centre) (VP=2000 m/s, red line; VS=800 m/s, blue line).
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Figure 1: a) Synthetic traces modelled by a convolutional model using a constant velocity
model and a Ricker wavelet (f0 = 40 Hz). (top) Synthetic PP trace. (centre) Synthetic SS
trace. (bottom) Synthetic SS trace after domain conversion (black wiggle) and PP trace
(dashed blue line). b) (top) Velocity model at PP time: VP (tPP ) is shown in blue, and
VS(tPP ) is shown in red (the continuous line shows the interval velocities and the dashed line
shows the average velocities). (centre) Velocity model at SS time: VP (tSS) is shown in blue,
and VS(tSS) is shown in red (the continuous line shows the interval velocities and the dashed
line shows the average velocities). (bottom) VP /VS at SS time; γ0(tSS) is shown in black and
γI(tSS) is shown in green.
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In this simple example, one can see how the SS waves provide better res-
olution than PP waves because the lower S-wave velocity results in shorter
wavelengths than the PP waves at the same frequencies. In a real data set the
temporal resolution of SS waves is usually significantly lower than the temporal
resolution of PP waves. This deficiency is attributed to an S-wave quality factor
lower than the P-wave quality factor (Meier et al., 2009). Figure 1a (bottom)
shows the compressed SS trace after domain conversion (equation (1)). The
average VP /VS (γ0) is 2.5 (dashed black line in the bottom panel of figure 1b),
equal to the interval VP /VS (γI) (green line in the bottom panel of figure 1b).
Compressing the temporal axis tSS of a constant value of γ0 is equivalent to a
down sampling of the original SS trace. As an additional example, figure 2a
shows a synthetic PP trace (top) and a synthetic SS trace (centre), modelled
using a piecewise-constant velocity model, i.e., a velocity model that is constant
within an interval of time samples (figure 2b (top) and (centre)). The average
VP /VS and the interval VP /VS are shown in figure 2b (bottom) by the dashed
black and continuous green lines, respectively.
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Figure 2: As in figure 1 but the synthetic traces are modelled using a piecewise-constant ve-
locity model. The close-up evidences the non-stationary wavelet compression due the domain
conversion.
Even in this simple example, after domain conversion, the domain converted
SS trace (figure 2a, bottom) shows an accurate correspondence in time with
Velocity-based wavelet correction for time-domain transformation
PP trace, but the domain converted SS trace shows non-stationary compressed
wavelets, in contrast to the previous example.
Figure 3a shows a synthetic PP trace (top) and a synthetic SS traces (centre)
modelled using a linear velocity model figure 3b (top) and (centre)). The linear
γ0 and γI are shown in figure 3b (bottom). After domain conversion, the non-
stationary domain converted SS trace is shown in the bottom of figure 3a.
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Figure 3: As in figure 1 but the synthetic traces are modelled using a linear velocity model.
It is important to emphasize that Bansal and Matheney (2010) described a
different method to perform the time domain conversion. In contrast to equation
(1) where the mapping from SS time to PP time is described by a transformation
function that depends on the average VP /VS, the domain conversion in their
method is performed using the interval VP /VS. The apparent inconsistency
between the two approaches is clarified by Ursenbach et al. (2012), who showed
that for a constant or piecewise-constant γI (e.g., continuos red line in the figure
2b, centre), the time-domain conversion can be accomplished by independently
compressing each γI-constant interval i of the SS data (si(tSS)) with γIi :
si(tPP ) = si ((tSS)
γIi
) . (2)
Then, the domain converted SS data (s(tPP )) are constructed by combining the
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intervals (si(tPP )):
s(tPP ) = ∪isi(tPP ) = ∪isi ((tSS)
γIi
) . (3)
The two domain conversion methods for the piecewise-constant velocity model
of figure 2b (centre) are compared in figure 4.
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Figure 4: a) (top) Synthetic SS trace of figure 2. (centre) Synthetic SS trace compressed
to PP time using the interval VP /VS (red) and SS trace compressed to PP time using the
average VP /VS (blue). (bottom) Difference between blue and red traces. b) VP /VS at SS
time; γ0(tSS) is shown in black and γI(tSS) is shown in green.
Both corrections result in two identical non-stationary traces (figure 4a,
centre). Obviously, the domain conversion method proposed by Bansal and
Matheney (equation (3)) can not work with a γI that varies from sample to
sample (e.g., linear γI , as in figure 3b, bottom). Using γ0, as proposed by
Gaiser (equation (1)), appears to be the most suitable approach to implement
the time domain conversion.
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The frequency balance between PP and SS data
The time domain conversion (equation (1)) maps the SS data to the same
temporal coordinate system (tPP ) of the PP data, but it does not allow to
properly balance the frequency spectra of the two data sets. To sample the
reflectivity series in an equivalent manner for PP data and SS data, Gaiser
(2011) suggested transforming the proper frequencies (fSS) of the SS data, such
that wavelengths (λSS) of SS data match the wavelengths (λPP ) of PP data :
λPP = λSS Ð→ fPP = VP
VS
fSS = γIfSS. (4)
The frequency transformation defined in equation (4) is determined by the in-
terval VP /VS ratio (γI) because the wavelength is defined by the local velocity.
Because γI is a function of time, equation (5) involves the following time-variant
mapping:
S(fPP , tSS) = S(γI(tSS)fSS, tSS) (5)
where S(fSS, tSS) and S(fPP , tSS) are the time-frequency spectra of the SS data
before and after the wavelength matching with the PP data, respectively.
A schematic illustration of the mapping described by equation (5) is shown in
figure 5, for a single time tSS = t0.
Figure 5: Schematic illustration of Gaiser’s wavelength mapping for a constant interval
VP /VS ratio (γI(tSS) = 2). (left) Amplitude spectra of the SS wavelet before (blue) and
after (red) wavelet matching with the amplitude spectra of PP data (right). Before Gaiser’s
wavelength mapping, the 20 Hz of the SS spectrum should match, in terms of wavelengths,
with the 40 Hz of the PP spectrum (blue arrows). After Gaiser’s mapping, the 20 Hz of the
SS spectrum match the 20 Hz of PP spectrum (red arrows).
Assuming γI(t0) = 2, each frequency of the SS amplitude spectrum (figure
5, left, blue line), should correspond, in terms of wavelength, to twice the fre-
quency of the PP spectrum (figure 5, right). For example, as indicated by the
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blue arrow, a frequency of 20 Hz for the SS amplitude spectrum maps to a fre-
quency of 40 Hz for the PP amplitude spectrum. Gaiser’s mapping (equation
5) stretches the frequency axis (fSS) of the SS spectrum by γI such that the
expanded SS spectrum (figure5, left, red dashed line) matches, in terms of wave-
length, the PP spectrum. This bandwidth improvement potentially make the
SS data more suitable for high-resolution interpretation and for joint inversion
with PP data.
Wavelet distortion due to domain conversion
The time domain conversion (equation (1)) may cause a non-stationary distor-
tion of the wavelet signature of the SS data. As shown in figure 2a (bottom),
the wavelet distortion is due to the non-uniform compression of the temporal
axis tSS described by equation (1). Figures 6 (rigth) and 7 (rigth) show the
S-transforms (Stockwell et al., 1996) of the SS traces of figures 2 and 3, be-
fore (centre) and after (bottom) the time domain-conversion, respectively. The
analysis of S transform clearly shows that a non-stationary compression of the
tSS axis causes a non-stationary stretching of the spectra of the SS traces.
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Figure 6: (left) Synthetic traces modelled using the piecewise-constant velocity model in
the top panel of figure 2b and (right) S-transforms. (top) PP data, (centre) SS data,
(bottom) domain converted SS data.
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Figure 7: (left) Synthetic traces modelled using the linear velocity model in the top panel
of figure 2b and (right) S-transforms. (top) PP data, (centre) SS data, (bottom) domain
converted SS data.
For the Gaiser’s mapping (equation (5)), the compensation of the distortion
due the domain conversion is very important in order to define an accurate
correspondence between the proper (original) SS frequency (fSS) and the PP
frequency (fPP ). Gaiser suggested that the mathematics of the compression or
stretching due the time domain conversion (equation (1)), is governed by the
Fourier scaling theorem (see, e.g., Talwalkar and Marple (2010)): compressing
the SS data in the time domain with γ0 should correspond to a non-stationary
stretch of the same value in the frequency spectrum of the original SS data and
vice-versa. Following Gaiser’s theory the time-frequency spectra of the domain
converted SS data should be:
S(f ′SS, tPP )∝ S(γ0(tSS)fSS, tSS) (6)
and the Gaiser’s mapping, defined by equation (5) for the SS data, is rewritten
as:
S(fPP , tPP ) = S (γI(tPP )
γ0(tPP )f ′SS, tPP) (7)
where γI in the numerator implements the wavelength matching, as in equation
(5), and γ0 in the denominator should compensate for the distortion due the
domain conversion.
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In contrast to Gaiser’s theory, I point out that the equations (6) and (7) are
inexact because the Fourier scaling theorem is defined only for a constant scaling
factor. In general, applying compression or stretching for a variable function
in the time domain does not correspond to a stretching or compression of the
same variable function in the Fourier domain. This is shown in the appendix,
in which the Fourier spectra of the domain converted SS data are defined as:
S(fSS) = F{s(tPP )} = F{s(α(tSS))} = ∫ +∞−∞ s(α(tSS))e−j2pifSStSSdtSS. (8)
Making use of equation (A.1) and equation (A.4), equation (8) can be rewritten
as:
S(fSS) = ∫ TSS
0
γI(tSS)s( tSS
γI(tSS)) e−j2piγI(tSS)fSSα(tSS)dα(tSS). (9)
where TSS is the temporal duration of the SS data. Equation (9) suggests that
the frequency bandwidth of the domain converted SS data is controlled by the
interval VP /VS (γI) and does not depend on the average velocity properties , as
suggested by Gaiser (equation (7)). If γI is piecewise constant, then the Fourier
transform in equation (9), can be written as:
Si(f ′SS) = γIiSi(γIifSS) (10)
for each constant interval i of γI , and the Fourier spectra of the domain con-
verted SS data (equation (9)) can be rewritten by summing the Fourier spectra
Si(f ′SS) of all intervals:
S(f ′SS) =∑
i
Si(f ′SS) =∑
i
γIiSi(γIifSS). (11)
Recalling that the domain conversion for a piecewise-constant γI can be achieved
as in equation (2), then equation (10) shows that the Fourier scaling theorem
can dictate the amount of SS wavelet distortion during the domain conversion.
Moreover, using a time-frequency representation of the domain converted SS
data, the equation (11) can be rewritten as:
S(f ′SS, tPP ) = γI(tPP )S(γIfSS, tPP ). (12)
Equation (12) shows that the time-variant effect of the domain conversion on the
spectra of SS data is equal to that obtained with the Gaiser’s mapping defined
by equation (5). After the time domain conversion, the frequency spectra of the
SS data match, in terms of wavelengths, the frequency spectra of the PP data.
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The correction for the non-stationary wavelet distortion
Correcting the time dependent wavelet distortion due the domain conversion
(equation (12)) is a crucial step in preparing the data for joint inversion because
the standard algorithms for simultaneous PP/SS inversion require stationary
data (Bansal and Matheney (2010)). This correction can be implemented via
time-variant filtering, similar to the approach proposed by Bansal and Math-
eney. For the filter computation, the spectra of the SS data prior to domain
conversion (S(fSS)) are used as the desired spectra, while the non-stationary
spectra of the domain-converted SS data (S(f ′SS, tPP )) can be predicted using
equation (12). A zero-phase time-variant shaping filter H(fSS, tPP ) is defined
as:
H(fSS, tPP ) = S(fSS)
S(f ′SS, tPP ) = S(fSS)S(γIfSS, tPP ) . (13)
The filter is applied to the domain converted SS data by using a non-stationary
filtering (Margrave (1998)). The theory proposed by Margrave is an extension of
the standard convolution for non-stationary processes. Two complementary gen-
eralizations of the standard convolution integral are possible: the non-stationary
convolution and the non-stationary combination. By defining the impulse re-
sponse of the filter H(f, tPP ) in equation (13) as h(τ, tPP ), the non-stationary
convolution between h(τ, tPP ) and the domain converted SS data s(tPP ) can
be written as:
out(tPP ) = ∫ +∞−∞ s(τ)h(tPP − τ, τ)dτ, (14)
and the non-stationary combination is given by:
out(tPP ) = ∫ +∞−∞ s(τ)h(tPP − τ, tPP )dτ. (15)
The non-stationary convolution and the non-stationary combination differ in
that the former considers the temporal variation of the non-stationary filter.
The non-stationary convolution (equation (14)) preserves the concept of scaled
superposition of the filter impulse response because the temporal variation of
the filter is expressed as a function of the input time (τ). In contrast, the
non-stationary combination (equation (15)) changes the filter parameters as a
function of the output time (tPP ). In other words, the non-stationary combina-
tion applies a unique filter for each time sample of out(tPP ). The non-stationary
combination is particularly suitable for compensating for the frequency distor-
tion due the domain conversion because it is able to change the spectral content
of out(tPP ) with any arbitrary suddenness. Using the non-stationary combina-
tion, a method of correcting the SS wavelet distortion can be step-summarized
as follows:
1. Estimate the amplitude spectra of the SS wavelet from SS data.
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2. For each time sample (tPP ), calculate the amplitude spectrum of the SS
wavelet in the converted domain using equation (12).
3. For each time sample (tPP ), calculate a filter dividing the predicted ampli-
tude spectrum at the 2nd step by the desired amplitude spectra estimated
in the 1st step.
4. Take the inverse Fourier transform of each filter.
5. Insert each impulse response, calculated in the 4th step, in the rows of
the convolution matrix (the filter is zero phase so the convolutional matrix
must be symmetrical).
6. Calculate the inverse of the convolutional matrix operator.
7. Apply the calculated operator via matrix-vector multiplication to the do-
main converted SS data.
As an example, figure 8 shows the domain converted SS trace of figure 2 after
wavelet distortion compensation by means of the previously described workflow.
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Figure 8: a) (top) Domain converted SS trace (black wiggle) and synthetic PP trace
(dashed blue line) of figure 2. (centre) Domain converted SS trace after the wavelet distortion
correction discussed in the text (black wiggle) and the PP trace (dashed blue line). (bottom)
The difference between the domain converted SS trace after wavelet distortion correction and
the PP data. b) VP /VS at PP time; γ0(tPP ) is shown in black and γI(tPP ) is shown in green.
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The PP trace (blue line) is used as a benchmark, as the PP trace is equivalent
to a perfect domain-converted SS trace, i.e., without distortion because the PP
and SS traces are computed using the same Ricker wavelet.
Figure 9 shows the same domain converted SS trace of figure 8 after distortion
compensation by means of the theory described by Gaiser.
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Figure 9: As in figure 8 but the the wavelet distortion correction is implemented using the
Gaiser’s approach.
The Gaiser wavelet correction is implemented using equation (6) instead
of equation (12) at the second step of the previously described workflow. This
simple examples demonstrate how using equation (12) properly compensates for
the wavelet distortion due the dominion conversion. Conversely, using equation
(6) gives inaccurate results.
Figures 10, 11 and 12 show the results of the wavelet distortion compensation
applied to a synthetic SS trace with a linear γI . To apply equation (12), the
linear γI is approximated by constant steps of 100 samples (figure 10) and 10
samples (figure 11). After the wavelet correction, the examples show similar
fairly accurate results.
Finally, in figure 12 the wavelet correction is applied using the linear γI , which
varies from sample to sample. Even in this case, using equation (12) gives more
accurate results than using equation (6), as suggested by Gaiser (figure 13).
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Figure 10: a) (top) Domain converted SS trace (black wiggle) and synthetic PP trace
(dashed blue line) of figure 3. (centre) Domain converted SS trace after the wavelet distortion
correction discussed in the text (black wiggle) and the PP trace (dashed blue line). (bottom)
The difference between the domain converted SS trace after wavelet distortion correction and
the PP data. b) VP /VS at PP time; γ0(tPP ) is shown in black and γI(tPP ) is shown in green,
and the constant approximation of γI(tPP ) using a steps of 100 samples is shown in magenta.
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Figure 11: As in figure 10 but the linear γI(tPP ) is approximated by constant steps of 10
samples.
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Figure 12: As in figure 10 but the linear γI(tPP ) is approximated by constant steps of 1
samples.
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Figure 13: As in figure 12 but the the wavelet distortion correction is implemented using
the Gaiser’s approach.
MINOR RESEARCH PROJECT 134
Conclusions
Gaiser’s correction for PP/SS matching in the time domain is incorrect because
it does not properly compensate for the wavelet distortion due the domain
conversion. In contrast to the discussion in Gaiser (2011), the spectral distortion
of the SS wavelet is controlled by the interval VP /VS and does not depend on the
average velocity. The Fourier scaling theorem dictates the amount of frequency
distortion for a constant (or piecewise-constant) velocity model only, and in
this case, the frequency spectrum of the domain converted SS data matches,
in terms of wavelength, the frequency spectrum of the PP data. The wavelet
distortion due to domain conversion can be corrected using a linear filtering
approach based on a non-stationary combination. Similar to the filtering scheme
proposed by Bansal and Matheney, the proposed method uses a zero-phase filter
and requires zero-phase wavelets.
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Appendix : Definition of effective frequency distortion of
the SS wavelet spectra due to domain conversion
This appendix defines analytical expressions for predicting the SS wavelet dis-
tortion due the time-domain conversion.
Recall that the time domain conversion for SS data from SS time (tSS) to PP
time (tPP ) is given by:
tPP = α(tSS) = tSS
γ0(tSS) ≈ α0 + α˙(tSS)tSS. (A.1)
The left part of equation (A.1) represents the Taylor series expansion of α(tSS)
up to the second order. Expressing the average VP /VS ratio (γ0) as:
γ0 = tSS
tPP
= tSS∫ +∞0 dtPP = tSS∫ +∞0 1γI(tSS)dtSS (A.2)
and combining equation (A.1) with equation (A.2), one obtains:
tPP = α(tSS) = tSS
γ0(tSS) = ∫ +∞0 1γI(tSS)dtSS (A.3)
which can be expressed in terms of differential operators:
dtPP
dtSS
= dα(tSS)
dtSS
= α˙(tSS) = 1
γI(tSS) . (A.4)
Describing the Fourier transform of the SS data (s(tSS)) as:
S(fSS) = F{s(tSS)} = ∫ +∞−∞ s(tSS) exp−j2pifSStSS dtSS, (A.5)
the Fourier transform of the SS data after domain conversion s(α(tSS)) can be
expressed as:
S(fSS) = F{s(tPP )} = F{s(α(tSS))} = ∫ +∞−∞ s(α(tSS))e−j2pifSStSSdtSS. (A.6)
Combining equation (A.6) with equation (A.4) results in:
S(fSS) = F{s(α(tSS))} = ∫ +∞−∞ s(α(tSS))e−j2pifSStSSdtSS
= ∫ +∞−∞ s(tPP )e−j2pifSSα−1(tPP ) dα(tSS)α˙(tSS) . (A.7)
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Using the linear approximation of α(tSS) (right part of equation (A.1)), equation
(A.7) can be rewritten as:
S(fSS) = F{s(α(tSS))} = ∫ +∞−∞ s(tPP )e−j2pifSSα−1(tPP ) dα(tSS)α˙(tSS)
= ∫ +∞−∞ s(α(tSS))e−j2pi fSSα˙(tSS) (α(tSS)−α0) dα(tSS)α˙(tSS)
= ∫ +∞−∞ s (α0 + α˙(tSS)tSS) e−j2pi fSSα˙(tSS) (α(tSS)−α0) dα(tSS)α˙(tSS)
= ∫ +∞−∞ s (α˙(tSS)tSS) e−j2pi fSSα˙(tSS) (α(tSS)−α0+α0) dα(tSS)α˙(tSS)
= ∫ +∞−∞ s (α˙(tSS)tSS) e−j2pi fSSα˙(tSS)α(tSS) dα(tSS)α˙(tSS) .
(A.8)
Recalling that in equation (A.4) α˙(tSS) = 1γI(tSS) , equation (A.8) becomes:
S(fSS) = F{s(α(tSS))} = ∫ +∞−∞ s (α˙(tSS)tSS) e−j2pi fSSα˙(tSS)α(tSS) dα(tSS)α˙(tSS)
= ∫ +∞−∞ γI(tSS)s ( tSSγI(tSS)) e−j2piγI(tSS)fSSα(tSS)dα(tSS).
(A.9)
Equation (A.9) provides an analytic expression for predicting the SS wavelet
distortion due to the time domain conversion as a function of the interval VP /VS
(γI).
