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Abstract
Coherent dynamics of a hybrid quantum spin-mechanical oscillator system
by
Kenneth William Lee III
A fully functional quantum computer must contain at least two important compo-
nents: a quantum memory for storing and manipulating quantum information and a
quantum data bus to securely transfer information between quantum memories. Typi-
cally, a quantum memory is composed of a matter system, such as an atom or an electron
spin, due to their prolonged quantum coherence. Alternatively, a quantum data bus is
typically composed of some propagating degree of freedom, such as a photon, which can
retain quantum information over long distances. Therefore, a quantum computer will
likely be a hybrid quantum device, consisting of two or more disparate quantum sys-
tems. However, there must be a reliable and controllable quantum interface between the
memory and bus in order to faithfully interconvert quantum information. The current
engineering challenge for quantum computers is scaling the device to large numbers of
controllable quantum systems, which will ultimately depend on the choice of the quantum
elements and interfaces utilized in the device. In this thesis, we present and characterize
a hybrid quantum device comprised of single nitrogen-vacancy (NV) centers embedded in
a high quality factor diamond mechanical oscillator. The electron spin of the NV center
is a leading candidate for the realization of a quantum memory due to its exceptional
quantum coherence times. On the other hand, mechanical oscillators are highly sensi-
tive to a wide variety of external forces, and have the potential to serve as a long-range
quantum bus between quantum systems of disparate energy scales. These two elements
are interfaced through crystal strain generated by vibrations of the mechanical oscillator.
xii
Importantly, a strain interface allows for a scalable architecture, and furthermore, opens
the door to integration into a larger quantum network through coupling to an optical
interface.
There are a few important engineering challenges associated with this device. First,
there have been no previous demonstrations of a strain-mediated spin-mechanical inter-
face and hence the system is largely uncharacterized. Second, fabricating high quality
diamond mechanical oscillators is difficult due to the robust and chemically inert nature
of diamond. Finally, engineering highly coherent NV centers with a coherent optical
interface in nanostructured diamond remains an outstanding challenge. In this thesis,
we theoretically and experimentally address each of these challenges, and show that with
future improvements, this device is suitable for future quantum-enabled applications.
First, we theoretically and experimentally demonstrate a dynamic, strain-mediated cou-
pling between the spin and orbital degrees of freedom of the NV center and the driven
mechanical motion of a single-crystal diamond cantilever. We employ Ramsey interfer-
ometry to demonstrate coherent, mechanical driving of the NV spin evolution. Using this
interferometry technique, we present the first demonstration of nanoscale strain imaging,
and quantitatively characterize the previously unknown spin-strain coupling constants.
Next, we use the driven motion of the cantilever to perform deterministic control of the
frequency and polarization dependence of the optical transitions of the NV center. Im-
portantly, this experiment constitutes the first demonstration of on-chip control of both
the frequency and polarization state of a single photon produced by a quantum emitter.
In the final experiment, we use mechanical driving to engineer a series of spin “clock”
states and demonstrate a significant increase in the spin coherence time of the NV cen-
ter. We conclude this thesis with a theoretical discussion of prospective applications for
this device, including generation of non-classical mechanical states and spin-spin entan-
glement, as well as an evaluation of the current limitations of our devices, including a
xiii
possible avenues for improvement to reach the regime of strong spin-phonon coupling.
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6.1 A mechanically-dressed spin. a) Schematic of the device. A single NV
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on the |1〉 ↔ |−1〉 transition with Rabi frequency Ωm. d) ODMR spec-
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7.1 Phonon cooling with a single defect. a) The standard phonon cooling
protocol. An electronic excitation results in a removal of a single phonon
from the mechanical oscillator, |g〉 |n〉 → |e〉 |n− 1〉. Spontaneous emission
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Protocol for sideband cooling or off-resonant cooling with the NV center.
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center. The |Ex〉 ↔ |Ey〉 transition frequency is matched to the phonon
frequency. When prepared in |Ey〉, the NV center absorbs a phonon from
the mechanical oscillator and is excited to |Ex〉, from which the NV center
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7.2 Excitation spectrum for an NV coupled to a thermal mechanical
oscillator. The excitation spectrum for the |0〉 → |Ey〉 for an NV center
embedded in a diamond nanobeam. The vibrational sidebands are induced
by thermal fluctuations of the nanobeam. The gray trace corresponds to
the |0〉 → Ey transition in the absence of phonons. The red trace corre-
sponds to coupling to the first-order flexural mode of the beam (ωm/2pi =
238 MHz). The blue trace corresponds to coupling to the second-order
flexural mode (ωm/2pi = 627 MHz). The plot on the left (right) corre-
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7.4 Phonon-mediated spin-spin entanglement. a) Two NV spins are off-
resonantly coupled to the mechanical oscillator, resulting in an effective
spin-spin interaction. b) Collective energy diagram of the two spins and
mechanical oscillator. An effective coupling J between states of a single
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7.5 Spin-phonon interactions via stimulated Raman transitions. Stim-
ulated Raman transitions between |±1〉 via virtual coupling to the red
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7.6 Steady-state entanglement using chiral phonons. Two NV centers
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entangled state. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 228
8.1 Example devices with potential to operate in the high coop-
erativity regime. a) A doubly-clamped nanobeam with dimensions 2
µm×100 nm×50 nm and ωm/2pi = 230 MHz. b) SAW cavity with a con-
fined phonon mode ωm ∼ 10 GHz defined by the grating pitch and the
speed of sound of diamond. c) Optomechanical crystal with dimensions
14.5 µm× 930 nm× 220 nm and a localized, mechanical breathing mode
with ωm/2pi ∼6 GHz. For each device, simulations of the mode displace-
ment and zero point strain are displayed underneath the device schematic.
These are calculated with finite element simulations. . . . . . . . . . . . 236
8.2 SEM micrograph of diamond optomechanical crystals. a) Image of
a single device containing two optomechanical crystals on either side of a
tapered optical waveguide. The device is surrounded by a two-dimensional
phononic crystal with an expected 1 GHz bandgap at a frequency of 6 GHz.
b) Zoomed in image of the OMCs and waveguide. . . . . . . . . . . . . . 239
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8.3 Confocal micrograph of diamond optomechanical crystals. The
device is surrounded in a two-dimensional phononic shield. Most of the
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8.4 Tapered fiber setup for measuring OMCs. a) Simplified schematic
showing the tapered fiber measurement of the OMCs. Light from a fiber-
coupled, tunable 1550 nm laser is sent through a circulator to the device.
A tapered fiber (blue) allows the laser light to couple into the device.
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Photograph of our diamond OMCs from above. A tapered fiber (shadow
roughly outlined in white dashed line) is in contact with one of the device
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8.5 Optical modes of a diamond optomechanical crystal. a) Reflected
power from the device as a function of laser wavelength. Two sharp dips in
the reflectance (red arrows) correspond to the fundamental optical modes
of the two OMCs. b) and c) show zoomed in spectra of the optical modes
with their measured quality factors of 11,200 and 12,400. Black lines
correspond to fits to a Fano resonance. . . . . . . . . . . . . . . . . . . . 242
8.6 Mechanical mode of a diamond optomechanical crystal. a) Mea-
sured mechanical spectrum as a function of laser wavelength. When the
laser is on resonance with the cavity, we observe a large mechanical signal
at approximately 5.9 GHz. Surprisingly, when we tune blue of the cav-
ity, we observe damping and softening of the mechanical resonance, which
may suggest drifts in the system or optomechanical self-oscillations. b)
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Chapter 1
Introduction
“Welcome to a new year at Hogwarts! Before we begin our banquet, I
would like to say a few words. And here they are: Nitwit! Blubber! Oddment!
Tweak!” - Albus Dumbledore
Quantum information science has largely driven the remarkable developments in the
control of individual quantum systems for the past 3 decades. Quantum information
science uses the strange and unique features of quantum mechanics, such as superposition
and entanglement, to perform tasks that are infeasible or impossible to accomplish with
any known classical algorithm. Within the past few years, researchers have been able
to develop highly complex quantum systems while retaining high levels of coherence and
control. There are now experimental demonstrations of small, programmable quantum
computers [4, 5] operating with fault tolerance [6], as well as quantum simulators probing
many-body quantum phase transitions with more than 50 qubits [7, 8]. As the quest for a
universal quantum computer progresses, the choice of hardware platform and architecture
will become more significant, both in terms of cost and efficiency. Therefore, it is useful
to breakdown the necessary components of a quantum computer and evaluate current
technologies and how they might be improved.
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The fundamental building block of a quantum computer is the quantum bit, or qubit.
Like its classical analog, the qubit consists of two logical states, |0〉 or |1〉. Physically,
these logical states correspond to two, well-isolated energy levels of a quantum system,
such as the spin states of an electron. However, unlike its classical counterpart, the qubit
can be in an arbitrary superposition of its two logical states
|ψ〉 = α |0〉+ β |1〉 (1.1)
provided that |α|2 + |β|2 = 1. In short, a classical bit is always 0 OR 1, whereas a
qubit can be both 0 AND 1 at the same time. In general, if we have N qubits, there
are 2N possible states that can be assumed simultaneously. At first glance it appears
that by using qubits, we have already gained a lot of processing power. However, when
we perform a measurement of the qubits, we project the system into a single logical
state and the superposition is destroyed. For instance, if we measure a qubit prepared
in the state given by equation 1, then we will recover the state |0〉 with probability |α|2
or the state |1〉 with probability |β|2. Now it appears that quantum computers do not
afford us any more processing power, so how do quantum computers achieve parallel
processing? The answer lies in quantum interference. By designing a quantum logic gate
appropriately, superpositions can interfere with each other and generate a single output
state that depends on all possible input states. Even more importantly, quantum gates
can be designed so that their results are deterministic instead of probabilistic.
The potential power of a quantum computer can be seen by considering a 300 qubit
quantum computer. A 300 qubit system can simultaneously assume 2300 states through
quantum superposition. As it turns out, 2300 is larger than the number of particles in
the universe. Therefore, a computer using every particle in the universe would be unable
to match the potential power of a 300 qubit device. However, a real device will require
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much more than 300 qubits, in order to account for errors induced by decoherence and
relaxation. It is generally accepted that more than one thousand logical qubits will be
required to achieve anything truly useful with a quantum computer. However, with only
50 logical qubits, a quantum computer may surpass the processing power of any classical
computer. This limit has been dubbed quantum supremacy [9].
Another central resource for quantum information science is entanglement. Entan-
glement quantifies the correlations between quantum systems that collectively have a
well-defined state, but individually do not have well-defined states. Another way to say
this is that the total wavefunction of the system is not separable – it cannot be factored
into a product state. To see this, consider the following two qubit unentangled state:
|ψ〉 = 1√
2
(|0〉 |0〉+ |0〉 |1〉) (1.2)
Clearly, this |ψ〉 can be written as the product state
|ψ〉 = 1√
2
|0〉 ⊗ (|0〉+ |1〉)
= |ψ〉1 ⊗ |ψ〉2
(1.3)
In this case, the dynamics of each qubit can be separated from each other and the
state does not exhibit any quantum correlations. Now, consider the two qubit entangled
state
|Φ+〉 = 1√
2
(|0〉 |0〉+ |1〉 |1〉) (1.4)
Note that it is impossible to factor the total wavefunction, and hence it is inappro-
priate to discuss the state of the individual qubits. Although the states of the individual
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qubits are unknown, they will exhibit correlations that have no classical analog. To see
where these correlations arise, consider the result of a measurement of one of the qubits.
For instance, if a measurement of the first qubit results in |0〉, then the second qubit
is projected into the state |0〉 as well. Likewise, a measurement of the first qubit that
results in |1〉 will project the second qubit into the state |1〉. If we prepare the entangled
state and measure it many times, we find that the states of the two qubits will always be
correlated. However, if you look at the measurement statistics of only one of the qubits,
the results are random. This is the defining feature of quantum mechanics.
The immense parallel processing afforded by a quantum information processor offers
several important applications relevant to the fields of cryptography, communication,
simulation, and optimization. For instance, a quantum computer can efficiently find the
prime factorization of large numbers using Shor’s algorithm [10]. The RSA encryption
scheme, which is commonly used in modern technology relies on the inefficiency of a
classical computer to factor large numbers, and therefore could be potentially cracked by
a quantum computer. In addition, a quantum information processor integrated into a
quantum network could be use for secure communication, as guaranteed by the no-cloning
theorem [11]. Perhaps the most appealing application that has emerged is quantum
simulation [12], in which a small set of controllable quantum systems is used to simulate
complicated, many-body dynamics, such as frustrated magnetism in an antiferromagnetic
Ising model [13], many-body localization [14, 8, 15, 16, 17], or entanglement propagation
in long-range interacting systems [18]. In current state of the art technologies, the number
of qubits that can be reliably controlled is limited to about 50. As these systems scale
to larger numbers of qubits, the choice of qubit platform will become highly relevant.
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1.1 Qubit platforms
Although there are many physical systems that exhibit quantum effects, few actually
make good qubit systems. The criteria for a good qubit were established by David
DiVincenzo [19], and are listed below in a modified form
• State initialization of the qubit
• Long qubit coherence times
• Arbitrary manipulation of qubit
• Readout of the qubit states
• Entanglement with stationary and flying qubits
• Scalability to large numbers of qubits
In order for a qubit to be useful, it must be able to be initialized to any arbitrary state
with high fidelity. Moreover, the qubit must exhibit long quantum coherence times. The
coherence time of the qubit determines how long quantum information can be preserved.
Consequently, the coherence time sets the upper bound on the number of quantum logic
operations that can be performed before the qubit loses its memory. Additionally, in order
to extract quantum information from the system, the qubit must have a mechanism that
allows for high fidelity readout of the qubit states. In addition, the qubit must be able
to entangle with “stationary” and “flying” qubits. A stationary qubit is used for storage
and manipulation of quantum information, whereas a flying qubit propagates quantum
information between nodes of the quantum information processor. In most cases, a
stationary qubit is encoded in a matter system, such as an atom, and a flying qubit is
encoded in a propagating degree of freedom, such as a photon. The final requirement
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for a good qubit is that it can be scaled to large numbers within a system without
compromising the other criteria.
The physical platforms that have emerged as good qubit candidates include trapped
atomic ions [4], neutral atoms [20], superconducting circuits [5], quantum dots [21], and
spins in the solid state [22]. Although all in principle can meet these requirements, there
is no platform that excels in all aspects. In general, there is an inherent tradeoff between
qubit coherence and the ability to rapidly manipulate the qubits. For instance, trapped
ions and neutral atoms are hosted inside of a ultrahigh vacuum chamber and are thus very
isolated from the environment, allowing for coherence times exceeding minutes. However,
this isolation comes at a cost. It is very difficult to bring control fields in proximity to
the atoms to manipulate the qubit states. On the other end of the spectrum, solid-state
systems such as superconducting qubits or quantum dots can be rapidly manipulated
(typically on ps timescales), but exhibit limited coherence times. The ideal qubit would
combine long-lived quantum coherence with rapid manipulation. Currently, no single
quantum system has emerged as the ideal qubit to address this issue.
1.2 Hybrid quantum devices
To address this paradoxical requirement, the quantum information community be-
gan developing hybrid quantum systems [23]. Indeed, a practical quantum device of the
future will likely integrate multiple physical systems in a synergistic way, allowing the
combined merits of the system to mitigate the weaknesses of its constituent components.
For example, a quantum information processor may leverage the long coherence times
of solid-state spins to store quantum information and the fast manipulation times of su-
perconducting qubits to manipulate quantum information in a hybrid quantum memory.
In order to construct a hybrid device, it is necessary to develop a universal quantum
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data bus, which serves as an interface between differing components [24]. A universal
quantum data bus is represented by a shared, external degree of freedom between the
individual components. Quite often, the quantum bus corresponds to a flying qubit, such
as photon or phonon. In such cases, the quantum bus can also be used to coherently
shuttle quantum information over long distances.
The figure of merit for a good quantum bus and thus a good hybrid device is the
so-called cooperativity [25], which compares the strength of the interaction between the
qubits and the quantum bus to the dissipative interactions with the environment. Ex-
plicitly, the cooperativity is defined to be
C =
g2
Γ2γ
(1.5)
where g is the interaction strength between the qubit and quantum bus, Γ2 is the qubit
decoherence rate, and γ is the bus decoherence rate. In the high cooperativity regime,
C > 1 and the qubit and quantum bus can coherently exchange energy with each other.
In order to reach this regime, one needs to sufficiently isolate the qubit and quantum
bus from the environment while allowing strong mutual coupling. Again, it appears that
these requirements are at odds with each other. Nonetheless, there have already been
demonstrations of hybrid devices operating in the high cooperativity regime, validating
the hybrid approach [23, 26, 27, 28].
1.3 Hybrid mechanical devices
Traditionally, single photons have served as the primary interconnect between remote
quantum systems [29]. Photons are natural carriers of quantum information, and can
propagate over large distances without significant losses. Several experiments have now
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Figure 1.1: A universal quantum bus based on a mechanical oscillator. A
mechanical oscillator can interface with a variety of qubits. For instance, a mechan-
ical oscillator can interact with photons, charge qubits, spin qubits, and embedded
qubits through radiation pressure, electrostatic interactions, magnetic dipole forces,
and strain respectively.
used photonic interconnects for a variety of applications in quantum information science,
such as loop-hole free Bell inequality violations [30], teleportation of quantum information
between spatially separated matter qubits [31, 32], and quantum key distribution [33].
Typically, applications involving photonic quantum buses rely on quantum interference
between photons emitted from each individual qubit. In order to achieve high visibility
quantum interference, these photons must be indistinguishable [29]. As a result, trans-
ferring information between remote quantum systems of disparate energy scales remains
an outstanding challenge, and may benefit from new types of quantum interfaces.
Mechanical oscillators in the quantum regime are an attractive solution to the chal-
lenges posed by traditional photonic interfaces due to their ability to coherently interact
with a wide variety of quantum systems of differing energy scales [34, 35, 36]. For in-
stance, mechanical systems can couple to photons through radiation pressure, charge
qubits through the Coulomb interaction, spin qubits through magnetic dipole forces, or
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internally embedded qubits through strain (fig.1.1). Indeed, the sensitive nature of me-
chanical oscillators have already enabled a host of applications in high precision metrol-
ogy, ranging from detection of gravitational waves [37] to single electrons in a solid [38].
An important feature of these coupling mechanisms is that they are conservative,
which allows for coherent transfer of quantum information. Consequently, a mechanical
oscillator can be used as a quantum data bus to coherently couple quantum systems over
an arbitrary energy scale, such as an optical photon (∼ 1014 Hz) and a spin qubit (∼ 109
Hz). By the same token, phonons associated with a mechanical oscillator can extend
over macroscopic distances, potentially allowing for long-range shuttling of quantum
information [25, 39, 40, 41, 42].
The ability of a mechanical resonator to preserve quantum information is character-
ized by the quality factor Q, which determines the rate at which the resonator exchanges
energy with the environment. The Q therefore determines the coherence length of a
single phonon associated with the mechanical resonance, defined by lc =
csQ
n¯fm
where cs
is the speed of sound, n¯ is the steady state thermal occupation number and fm is the
phonon frequency. For well designed mechanical oscillators, such as a phonon waveg-
uide, phonons can attain a coherence length on the order of meters. The advent of novel
nanofabrication techniques has led to the development of high-Q mechanical resonators
over a broad range of frequencies, establishing hybrid mechanical devices as an attractive
and feasible alternative to traditional quantum devices [43, 44, 45, 46, 47, 48, 49].
The synergy of hybrid mechanical architectures adds important and unique function-
ality to the standard toolbox of quantum devices. For instance, coherent control of qubits
is traditionally carried out with electromagnetic fields that are produced by an antenna
or waveguide near the system [50]. Mechanical degrees of freedom offer new ways to
control qubit registers which can enable a variety of previously inaccessible applications.
For example, as we discuss in this thesis, mechanically-induced crystal strain can en-
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able coherent control of spin transitions that are forbidden by magnetic dipole selection
rules [51, 52, 53]. Additionally, phonons associated with the vibrations of a macroscopic
mechanical resonator can be used to deterministically generate long-range interactions
between qubits [25, 39, 40, 41, 42].
From a mechanics perspective, qubits offer novel and powerful ways to generate and
detect non-classical mechanical states due to their inherent nonlinearity. Specifically,
nonlinear interactions allow for the preparation of non-Gaussian mechanical states, such
as Schrodinger cat states or Fock states [54]. Realizing non-Gaussian mechanical states
remains an important challenge, and has only recently been enabled by the development
of hybrid qubit-mechanical devices [55, 56]. By the same token, qubits can then be used
to probe the dynamics of non-Gaussian states, which may reveal the decoherence mech-
anisms associated with the poorly understood quantum to classical transition. In the
context of quantum information science, it has been shown that non-Gaussian mechani-
cal states are a necessary requirement for fault-tolerant quantum computing and secure
quantum communication [57, 58, 59].
An important prerequisite for using a mechanical resonator as a quantum bus is the
preparation of the resonator into a quantum state. Mechanical oscillators typically have
resonance frequencies in the kHz-GHz regime, and under most experiment conditions,
are thermally populated. The classical-to-quantum critical temperature is defined to be
Tc ≈ ~ω
kb
(1.6)
where ~ω sets the energy scale of the physical system. It is typically difficult or
impossible to passively cool a mechanical oscillator past the critical temperature. Dilution
and adiabatic demagnetization refrigerators can reach temperatures as low as a few mK,
which can passively cool GHz frequency oscillators to their quantum ground state [56].
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However, in many cases due to experimental or financial constraints, it is desirable to
operate at liquid helium temperatures (4 K) or even at ambient conditions, and therefore
passive cooling is not an option.
In the past decade, the field of cavity optomechanics has pioneered efforts to actively
cool mechanical oscillators to their quantum ground states using a technique similar to
laser cooling atoms. A variety of mechanical oscillators spanning a wide range of fre-
quencies (MHz to several GHz) have now been cooled to their ground state of motion
[60, 61, 62, 63]. For instance, a microscale membrane oscillator coupled to a supercon-
ducting microwave cavity was cooled from an effective mode temperature of 4 K to 500
µK using optomechanical sideband cooling, well beyond the passive cooling limit [60].
Remarkably, the largest mechanical oscillator that has ever been cooled to a quantum
state was a 43 nanogram SiN membrane oscillator [62]. This would correspond to a
quantum state of a collection of roughly 1015 atoms. These pioneering experiments have
validated the use of macroscopic mechanical oscillators as truly quantum elements in a
hybrid quantum device.
The success of cavity optomechanics opened the door to architectures incorporating
qubits, with the aim of addressing several outstanding challenges in quantum physics,
ranging from quantum foundations to quantum sensing and quantum information science
[34]. To date, hybrid mechanical systems have been realized with a variety of qubit
platforms, including superconducting qubits [64, 56, 65, 66, 67], ultracold atoms [68, 69,
70], quantum dots [71, 72, 73], and solid-state defects [38, 74, 75, 51, 76, 77, 53, 78, 79, 80,
52, 81, 82, 79]. In the short amount of time since these efforts began, there have already
been demonstrations of devices operating in the strong coupling regime. Notably, these
experiments have been able to show single phonon control of a mechanical oscillator, and
are positioned to generate arbitrary mechanical states [56, 67].
In this thesis, we will focus on the development of a hybrid mechanical device based
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Figure 1.2: Proposed hybrid device. Spins (black) embedded in an array of me-
chanical oscillators interact through phonons (blue arrows). The device is integrated
into a larger quantum network through photons (red arrows) emitted by the spins.
the nitrogen-vacancy (NV) defect center in diamond (fig.1.2). The NV center is a unique
quantum system that exhibits the exquisite coherence properties of trapped atoms but
in a more accessible solid-state setting. In particular, we will focus on a monolithic
architecture in which single NV centers are embedded in a nanostructured diamond
mechanical oscillator, and couple to mechanical motion through crystal strain. In this
device, the electron spin of the NV center serves as a quantum memory and the phonons
associated with a resonant mechanical mode of the diamond oscillator act as a quantum
bus to generate multi-spin entanglement and to propagate information over macroscopic
distances on a single chip. Using the coherent optical interface built into the electronic
structure of the NV center, this device can be integrated within a larger quantum network
12
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via a photonic channel, allowing for a modular architecture that is amenable for large
scale quantum information processing [24].
There are a few important engineering challenges associated with the development
of a strain-coupled NV-mechanical device. First, fabricating mechanical structures from
diamond is challenging due to the chemically inert and robust nature of diamond. Sec-
ond, the interaction of strain with the NV center is largely uncharacterized. In order to
optimize device design, a thorough and quantitative understanding of the strain interac-
tion is required. Finally, engineering high quality NV centers within these devices is an
outstanding challenge, due to damage and impurities introduced to the diamond during
fabrication. In this thesis, we aim to address all of these challenges and show that such
a device is possible and can be further optimized for operation in the high cooperativity
regime.
The outline for the rest of this dissertation is as follows. In Chapter 2, I will give
a detailed discussion of the components of our device: the NV center and single-crystal
diamond cantilevers. In particular, I will provide a full treatment of the crystal strain
interaction which addresses several inaccuracies and shortcomings in previous works. In
chapter 3, I will give a detailed overview of the primary experimental apparatus used in
this thesis. In chapter 4, I will discuss experiments in which the mechanical motion of a
diamond cantilever is used to drive the coherent dynamics of the NV spin. Using quantum
control techniques, we demonstrate nanoscale strain imaging using many spins. In chap-
ter 5, I will discuss experiments in which the mechanical motion of a diamond cantilever
is used for deterministic control of the orbital states of the NV center. Remarkably, we
use the strain-orbit interaction to demonstrate both frequency and polarization control of
the optical transitions of a single quantum emitter. In chapter 6, we discuss experiments
in which a resonant interaction between the NV spin and a diamond cantilever is used
to isolate the spin from magnetic field fluctuations, significantly enhancing the spin co-
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herence time. In chapter 7, we provide the theoretical framework for future experiments
involving the NV center and diamond optomechanical crystals, including a discussion of
phonon cooling, preparation of non-Gaussian mechanical states, spin-spin entanglement,
and non-reciprocal spin-phonon interactions. Finally, in chapter 8, we will summarize the
findings of this thesis and provide an outlook for future devices incorporating solid-state
defects and mechanical resonators.
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A hybrid spin-mechanical device
“Come on! You know... I wumbo, You wumbo, He she me... wumbo?
Wumbo, wumboing, we’ll have the wumbo, Wumborama... Wumbology, the
study of wumbo? It’s first grade, SpongeBob! ” - Patrick Star
In this chapter, we will formally introduce the two components of our hybrid device:
the NV center and diamond cantilevers. First, we will provide a brief overview of the
optical and spin properties of the NV center, and demonstrate that the NV center meets
several of the qubit criteria mentioned in chapter 1. Next, we will provide a detailed
explanation of the physical and electronic structure of the NV center, including a full
treatment of the Zeeman, Stark, and strain interactions. We will close the chapter with
a discussion of the mechanical and elastic properties of our diamond cantilevers, along
with a brief explanation of our diamond fabrication process.
2.1 The NV center in diamond
The NV center in diamond is an atomic-scale defect that balances the isolation of
atomic systems with the strong interactions of solid-state quantum systems. The excel-
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Figure 2.1: The NV center in diamond. The NV center is a point defect inside the
carbon (black) diamond lattice, and consists of a substitutional nitrogen atom (red)
adjacent to a lattice vacancy (white). The atoms that contribute to the electronic
orbitals of the NV center are highlighted.
lent and robust coherence properties of the NV center combined with its sensitivity to
a wide variety of external degrees of freedom make it an attractive system for applica-
tions ranging from quantum information science to quantum sensing of biological and
condensed matter systems [83, 84, 85, 86, 87]. The electron spin of the NV center is
remarkably isolated from its solid state environment, and exhibits long coherence times
on the order of milliseconds even under ambient conditions [88, 89]. Importantly, the
extended coherence time of the electron spin allows for coherent interactions with neigh-
boring nuclear spins, such as 13C, which can be used as quantum memories [90, 91]. In
contrast with many other solid-state spin systems, the NV electron spin can be opti-
cally polarized and readout, mitigating the need for strong magnetic fields and cryogenic
operation. An essential quality of the ground state spin levels of the NV center is the
zero-field splitting of D0 = 2.87 GHz (discussed in detail in this chapter), which allows
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for high fidelity, coherent microwave manipulation of the spin levels with commercially
available microwave sources. Moreover, the NV center contains a coherent, zero-phonon
optical dipole transition that can be used for interfacing the electron spin with single
photons [92, 93, 94, 95].
An important feature of the NV center is that its host crystal can be nanostructured
to enhance the interactions between the NV center and photons or phonons without
significantly reducing the coherence properties of the NV center. In the work presented
here, the host diamond is fabricated into micron-scale mechanical resonators to enhance
the coupling between single NV centers and acoustic phonons. This feature will be
critical when trying to integrate the NV center into a distributed quantum network,
which requires the use of flying qubits such as photons or phonons [24].
The remarkable properties of the NV center are in large part afforded by its host
material: diamond [96]. Diamond is a semiconductor with a large bandgap of 5.5 eV.
The bound states of the NV center reside deep within the bandgap of diamond, and thus
experience negligible coupling to the valence and conduction bands. Moreover, diamond
has a large Debye temperature, TD = 2200 K, which results in a small thermal population
of phonons even at room temperature, thereby suppressing significant phonon-mediated
spin relaxation processes. Diamond’s small intrinsic spin-orbit coupling also prevents
unwanted spin flips during electronic transitions. In addition, advances in the engineering
of synthetic diamond now allow for growth of single-crystal diamond substrates with
99.999% 12C isotopic purity [88, 97], mitigating decoherence induced by fluctuating 13C
nuclear spins in the environment. Finally, diamond is a non-piezoelectric material due
to its inversion symmetry. Low frequency acoustic phonons in piezoelectric materials
can induce appreciable electric fields which can significantly affect the spin and optical
coherences of an embedded defect.
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Figure 2.2: Energy level diagram of the NV center. The NV center can be
off-resonantly excited through the absorption phonon sideband using 532 nm laser
light. The NV center can radiatively decay to the ground state through emission of
a photon into the ZPL or phonon sideband. However, the ms = ±1 spin population
can be transferred non-radiatively to the singlet states in an intersystem crossing.
The singlet states are connected by a zero-phonon line at 1042 nm with a broad
emission phonon sideband extending deep into the IR. The spin population from the
singlet states is non-preferentially returned to the ground state in another intersystem
crossing.
2.2 Structural, electronic, and optical properties of
the NV center
Structurally, the NV center is a point defect in the diamond lattice in which a substi-
tutional nitrogen atom is adjacent to a lattice vacancy. The electronic structure of the
18
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NV center can be described using charge, spin and orbital degrees of freedom. There are
currently three known charge states of the NV center: NV−, NV0, and NV+ [98]. How-
ever, the negatively charged NV center has the most attractive quantum properties, and
consequently is the one most commonly studied for quantum technologies. Throughout
this thesis, we will refer to the negatively charged NV center as just “NV” and identify
any other charge state as listed above.
There are six total electrons bound to the NV center: three electrons are associated
with the three nearest-neighbor carbon atoms to the vacancy, two electrons are associated
with the nitrogen atom, and one electron is donated from the diamond environment.
These electrons are tightly bound to the four sp3 dangling bonds surrounding the vacancy
as shown on the right in fig. 2.1. Because each dangling bond can hold two electrons due
to the Pauli exclusion principle, an NV center containing eight electrons would be a spin
singlet with a fully symmetric orbital wavefunction, which is analogous to an atom with
a completely filled shell. Therefore, the negatively charged NV center can be modeled
as a two-hole defect as opposed to a six-electron defect [99]. It is convenient to use the
two-hole representation due to the simplicity of constructing the NV wavefunctions, but
one must be careful to take into account the positive charge of the hole when considering
interactions, such as the Stark effect.
An important physical property of the NV center is its trigonal structure. As a
point defect in the diamond lattice, the NV center breaks the translation symmetry of
the crystal. Therefore, the symmetries of its physical structure will be determined by
a collection of rotations and reflections. The particular set of rotations and reflections
that represent the symmetry of the NV center are described by the C3v symmetry group.
As will be discussed in greater detail in a later section of this chapter, the properties of
the NV electronic structure and interactions with external perturbations are intrinsically
linked to the NV C3v symmetry [99, 100].
19
A hybrid spin-mechanical device Chapter 2
Fig. 2.2 shows a simplified energy level diagram for the NV center at room tem-
perature. The electronic ground state of the NV center is an orbital singlet/spin triplet,
which is labeled 3A2 for its symmetry properties under the C3v group. The ground state is
connected to an orbital doublet/spin triplet excited state, 3E, through an electric dipole
transition at 637 nm (471 THz). Under ambient conditions, electron-phonon interactions
within the excited state manifold rapidly mix the orbital levels, averaging to an effective
orbital singlet similar to the ground state [100]. In both the ground and excited states,
the spin degeneracy is lifted via spin-spin interaction, and |ms = ±1〉 are uniformly split
from ms = 0 accordingly to the Hamiltonian
H = DS2z (2.1)
, where D is the crystal-field or zero-field splitting and S2z = |1〉 〈1| + |−1〉 〈−1|. In
the ground state, the zero-field splitting is approximately D0 = 2.87 GHz and in the
excited state, the zero-field splitting is approximately Des = 1.42 GHz. In addition, the
spin levels are affected by a variety of external fields, including magnetic [101, 102, 103],
electric [104, 105], thermal [106, 107, 108], and strain fields [76, 109, 77, 51]. We will
discuss these effects in greater detail in later sections of this chapter. We also note
that at cryogenic temperatures (< 20 K), the orbital doublet nature of the excited state
is preserved and the electronic structure becomes more complex due to spin-orbit and
spin-spin interactions [100]. We will discuss the cryogenic NV center in section 2.9.
The ground to excited state transition can be directly excited with a coherent laser
at 637 nm, or off-resonantly excited through an absorption phonon sideband (PSB). The
phonon sidebands of the NV center originate from electron-phonon interactions with
both acoustic and optical phonons which modulate the ground to excited state transition
energy. As a result, the NV center exhibits a broad absorption spectrum, and can be
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effectively excited using radiation from approximately 400-637 nm. In this thesis, we
utilize a 532 nm laser for off-resonant excitation of the NV center. Under off-resonant
excitation, the NV is promoted to a highly-excited vibrational level of the excited state,
which decays rapidly (∼ ps) to the vibrational ground state of the excited state. In
essence, during off-resonant excitation the NV center down-converts a higher frequency
photon to the resonant transition frequency by absorbing a phonon. If the NV center
is resonantly pumped, no phonons are absorbed, and hence the resonant excitation line
is referred to as the zero-phonon line (ZPL). It is important to note that these optical
transitions are spin conserving, even under off-resonant excitation.
From the excited state, the NV center can decay radiatively back to the ground
state levels through spontaneous emission. The NV center can either emit a photon
directly into the ZPL at 637 nm, or emit a photon into the broad phonon sideband,
which extends from approximately 638-850 nm. The ZPL accounts for approximately
3% of the total emission spectrum [100]. For photonic applications, this is a cause for
concern, as photons emitted into the phonon sideband are not coherent and thus cannot
be used in most experiments. Consequently, there has been a lot of experimental effort
toward improving this ratio through the use of optical cavities. For the experiments in
this thesis, we do not discriminate between ZPL and PSB photons and hence this ratio
is not so important. However, the relative weakness of the ZPL will come into play in
our discussion of phonon cooling, which is described in chapter 7.
An important aspect of the optical cycle of the NV center is that it is spin depen-
dent. As we discuss in the following section, the NV electronic structure facilitates an
all-optical spin polarization mechanism as well as spin-dependent fluorescence readout
mechanism[96, 110]. Using these features, we can perform optically detected magnetic
resonance of the ground state spin levels and perform single qubit gates.
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2.3 Optical spin initialization
As mentioned in chapter 1, an important requirement for a good quantum system
is the ability to initialize a quantum state. At thermal equilibrium for temperatures
greater than 140 mK, the NV center is in its electronic ground state, and the spin is
evenly distributed throughout the three spin levels. However, the spin of the NV center
can be initialized with high fidelity using an optical pumping technique. Remarkably,
this technique can be used to polarize the spin with high fidelity even under ambient
conditions. This is in stark contrast with other spin qubits, which require strong magnetic
fields and cryogenic conditions to overcome thermalization [111].
The spin polarization technique relies on the fact that the ground to excited state tran-
sition is not fully closed. Approximately 40% of the time, the ms = ±1 spin population
enters an intersystem crossing (ISC) and is non-radatively transferred to a metastable
singlet manifold with an effective lifetime of 450 ns. The spin population within the
singlet state is then returned to the ground state through another non-radiative ISC.
The spin selectivity of the second ISC has not been firmly established, however recent
measurements indicate that it is not spin-selective. Nonetheless, after several optical
cycles, the spin will be mostly initialized to the ms = 0 spin level of the ground state
[110].
Experimentally, we initialize the spin by continuously illuminating the NV center with
532 nm laser light for several microseconds, and achieve a intialization fidelity into |0〉 of
approximately 80-90%. The limits of the initialization fidelity have not been established,
however charge-state hopping between NV0 and NV− seems to be the most commonly
cited source of infidelity [112]. There has been significant research into improving the
fidelity of this technique through application of different wavelength excitation lasers,
with the goal of being able to stabilize the negative charge state [113]. In section 2.9.4,
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we will give a more detailed discussion of the dynamics of the NV center during this
initialization cycle and discuss possible avenues for improvement.
At cryogenic temperatures, the NV center can be resonantly excited through a spin-
conserving transition to the 3E manifold. Due to spin-spin interaction within 3E, there
is a small probability for the spin to flip, and upon spontaneous emission, the NV center
can relax to a different spin level of the ground state. After several excitation cycles, the
spin can be initialized with near-perfect fidelity [114].
2.4 Optical spin readout
Interestingly, the same mechanism that allows for spin initialization also allows for
optical readout of the spin states. Due to the non-radiative nature of the ISC and
the relatively long lifetime of the metastable states, the NV will exhibit diminished
fluorescence when prepared in ms = ±1 compared to ms = 0. The fluorescence contrast
between the spin states is approximately PL±1/PL0 ∼ 70%, but can vary significantly
across NV centers. To read out the spin, we apply a short pulse of 532 nm light that is
shorter than the lifetime of the singlet manifold, (typically 350 ns) and count the number
of photons measured. Due to the modest fluorescence contrast, we must perform the
measurement many times to build up enough statistics to distinguish the spin states.
There are several factors that currently limit the spin readout fidelity. The primary
limiting factor is the low relative strength of the ISC rate to the spontaneous emission
rate [110]. If ms = ±1 population was immediately shelved to the singlet states, then
perfect fluorescence contrast could be achieved. On the other hand, the short lifetime of
the singlet states limits the spin readout time to a few hundred ns, after which the spin
has been significantly polarized into ms = 0. Several techniques have been established to
address these weaknesses and achieve higher readout fidelity or faster spin readout, which
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include spin-to-charge conversion [115, 116, 117] and excitation of the infrared ZPL in
the singlet states [118]. We note that at cryogenic temperatures, single shot readout of
the spin levels can be achieved through resonance fluorescence techniques [114].
2.5 Optically detected magnetic resonance
The optical initialization and readout mechanism of the NV center allow for optically
detected magnetic resonance (ODMR) spectroscopy of the ground state spin levels, which
has been the workhorse of most NV related studies [119]. The standard ODMR protocol
is continuous-wave (CW) electron spin resonance (ESR) (see fig. 2.3). During CW ESR,
we illuminate the NV center with 532 nm laser light and near resonant microwave fields
and monitor the NV fluorescence. To identify the spin transitions, we sweep the frequency
of the applied microwave field. When the microwaves are brought into resonance with a
spin transition, the NV fluorescence diminishes as a result of depopulating the ms = 0
state.
In fig. 2.3, we demonstrate continuous-wave (CW) ODMR on a single NV center
in the presence of an external magnetic field. Due to the Zeeman effect, the ms =
±1 spin levels are split in energy by an amount proportional to the applied magnetic
field along the NV symmetry axis, ∆B = 2γNVBzSz. We observe two dips split by
approximately 25 MHz in the ODMR signal corresponding to the |0〉 → |−1〉 and the
|0〉 → |1〉 transitions. The spectral position of the ESR lines are sensitive to a variety
of external fields, including magnetic, electric, thermal and strain fields. By monitoring
the positions of these transitions with ODMR, we can use the NV center as a nanoscale
sensor of external fields [102, 88, 120, 121, 75, 74, 106, 107, 108, 104, 105, 76, 77, 82, 51].
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Figure 2.3: ODMR of a single NV center. a) Experimental protocol for contin-
uous wave ODMR. b) Energy level diagram for the ground state spin levels. In the
absence of any external fields, |ms = ±1〉 are degenerate in energy and split from |0〉
by D0 = 2.87 GHz. In the presence of a static magnetic field aligned to the NV axis,
Bz, |±1〉 split by an amount ∆B = 2γNVBz. Due to the intersystem crossing, the
NV fluoresces more when the spin is prepared in |0〉, as indicated by the lightbulbs.
c) Experimental continuous-wave ODMR data (blue dots) shows a Zeeman splitting
∆B = 25 MHz with a fluorescence contrast of approximately 21%.
2.6 Coherent spin manipulation with microwaves
The electronic spin of the NV center can be coherently manipulated with near-
resonant microwave magnetic fields. In the presence of a static magnetic field aligned
to the NV axis, the |±1〉 degeneracy is lifted, allowing for selective addressing of the
|0〉 ↔ |±1〉 transitions. In order to isolate these transitions, the microwave Rabi fre-
quency must be much smaller than the frequency difference between |±1〉, Ω 2∆B. In
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Figure 2.4: Microwave Rabi oscillations. Experimental data showing Rabi flop-
ping on the |0〉 ↔ |1〉 transition with a Rabi frequency of 13.8 MHz
this limit, we may define a spin qubit spanned by {|0〉 , |−1〉} or {|0〉 , |1〉}. Let us now
consider a single spin qubit interacting with a monochromatic microwave field
H =
ω0
2
σz + Ω cos (ωµt+ φ)σx (2.2)
where ω0 is the qubit frequency, ωµ is the microwave frequency, and φ is a controllable
microwave phase. In the interaction picture, the Hamiltonian becomes
HI =
Ω
2
(
σ+ei(δt+φ) + σ−e−i(δt+φ)
)
(2.3)
where we have made the rotating wave approximation (RWA) and defined the mi-
crowave detuning δ = ω0 − ωµ. To solve for the qubit dynamics, we move into another
frame where the Hamiltonian is time independent, and find
HR = −δ
2
σz +
Ω
2
(cos (φ)σx − sin (φ)σy)
=
ΩR
2
σR
(2.4)
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where ΩR =
√
δ2 + Ω2 is the generalized Rabi frequency, σR =
−δσz+Ωσφ
ΩR
is the gen-
eralized rotation operator, and σφ = cos (φ)σx − sin (φ)σy. Clearly, we can create any
arbitrary superposition of the qubit states, |ψ〉 = cos ( θ
2
) |0〉+ eiϕ sin ( θ
2
) |1〉 by adjusting
the microwave interaction time, the microwave detuning, and the microwave phase. For a
resonant microwave field, we see that θ = ΩRτ and ϕ = φ−pi/2, where τ is the microwave
pulse length.
In figure 2.4, we demonstrate high-fidelity Rabi flopping on the |0〉 ↔ |1〉 transi-
tion. The spin is first initialized into |0〉 via optical pumping. After applying a reso-
nant microwave pulse of length τ , the spin is read out using spin-dependent fluorescence
measurements. From fits to the data, we extract a Rabi frequency of approximately
ΩR/2pi = 13.8 MHz.
2.7 Hyperfine structure
As mentioned in the introduction of this chapter, the NV center can coherently in-
teract with nearby nuclear spins in the diamond lattice. Because nuclear spins interact
very weakly with their environments, they typically have very long coherence times, and
are attractive candidates for a quantum memory. Indeed, several groups have now used
nuclear spins to store quantum information that was initially prepared in the NV elec-
tron spin, leading to enhanced quantum sensing [122, 123], multipartite entanglement
[124], and decoherence free quantum memory registers [90]. The electron spin of the NV
interacts with nuclear spins through the hyperfine interaction [125]:
Hhf = µsµn
8pi|ψs(rn)|2
3
S · I + 〈µsµn
r3
(S · I − 3(rˆ · S)(rˆ · I))〉 (2.5)
The first term is called the contact interaction, and is proportional to the electron
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Figure 2.5: 14N hyperfine structure. a) Experimental sequence for pulsed ODMR
spectroscopy. b) NV hyperfine structure for a 14N nuclear spin. States are denoted
by |ms,mI〉. c) Pulsed ODMR spectroscopy of the NV center showing the triplet
hyperfine structure.
spin density at the site of the nuclear spin. The second term is the dipolar coupling
between the two spins. The overall effect of this Hamiltonian is that the electron spin
feels an additional magnetic field that is dependent on the spin state of the nuclear spin.
The most common nuclei that couple to the NV are 14N, 15N, and 13C [125]. In this
thesis, we will only discuss hyperfine coupling to 14N, which has a nuclear spin I = 1
[126]. The zero-field Hamiltonian for the NV center including hyperfine interaction with
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14N can be written as
Hhf = D0S
2
z + PI
2
z + A‖SzIz + A⊥(SxIx + SyIy) (2.6)
where A‖ = −2.16 MHz and A⊥ = −2.62 MHz are the axial and transverse hyperfine
couplings for the ground state [127, 128]. The axial hyperfine interaction produces an
effective magnetic field Beff = A‖mI along the NV symmetry axis. The transverse hy-
perfine interaction induces electron-nuclear spin flip-flops when the electron and nuclear
spins are near resonant. Similar to the NV electron spin, the 14N nuclear spin has a
preferred quantization axis at zero field which is set by the nuclear quadrupole splitting
P = −4.945 MHz. The quadrupole interaction arises from an interaction between a
nuclear spin with I > 1/2 and an electric field gradient. In the case of the NV center,
the electric field gradient is produced by the combined charge distribution of the nuclei
and electrons. We note that the ground state hyperfine interaction is purely a dipolar
effect, since the ground state spin density does not overlap with the nitrogen wavefunc-
tion. However, the excited state contains a strong contact interaction leading to an axial
hyperfine coupling of A‖ = −40 MHz [100, 129]. As we discuss later in this chapter,
strain can mix the ground and excited state orbitals, which should increase the hyperfine
interaction in the ground state.
An energy level diagram of the NV center with hyperfine interaction is shown in fig.
2.5 with eigenstates labeled by |ms,mI〉. To characterize the hyperfine interaction, we
perform pulsed ODMR (fig. 2.5 a.), which mitigates power broadening of the ODMR
signal from the microwaves and 532 nm laser [130]. To perform pulsed ODMR, we
initialize the spin with a 532 nm laser pulse, and then apply a low power microwave
pulse of a fixed duration to the NV center, and then readout the spin states. The
microwave power is chosen such that the pulse bandwidth satisfies ΩR  A‖, allowing us
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Figure 2.6: Measurement of T ∗2 and T2. a) Pulse sequence for a Ramsey experiment.
b) Experimental Ramsey signal for a single NV center with inhomogeneous coherence
time T ∗2 = 1 µs. c) Pulse sequence for a spin-echo experiment. d) Experimental
spin-echo signal for the NV in b) with homogeneous coherence time T2 = 34 µs.
to resolve the hyperfine structure. Moreover, if we choose the duration of the microwave
pulse such that on resonance we get a pi pulse, we should achieve maximum fluorescence
contrast. In the pulsed ESR data shown in fig. 2.5 c., we apply a weak magnetic field
to split ms = ±1. The data shows a triplet hyperfine structure associated with the
|0,mI〉 ↔ |±1,mI〉 transitions, with a hyperfine splitting A‖ = −2.16 MHz.
2.8 Spin coherence
In our proposed device, the spin of the NV center will serve primarily as a quantum
memory. The ability to store quantum information is given by the coherence time, T2,
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which is how long the qubit can retain information about a coherent superposition. The
central decoherence mechanism for the NV center is dephasing due to noisy fluctuations
of the qubit frequency [131]. The effect of dephasing can be modeled by the simple
Hamiltonian
H =
ω0 + δω(t)
2
σz (2.7)
where ω0 is the bare qubit frequency and δω(t) represents the coupling to some noisy
field. For a qubit initialized onto the x axis of the Bloch sphere, the density operator in
the rotating frame after a free evolution period of length τ can be written as
ρ(τ) =
1
2
[
|0〉 〈0|+ |1〉 〈1|+ e−i
∫
δω(t′)dt′ |0〉 〈1|+ ei
∫
δω(t′)dt′ |1〉 〈0|
]
(2.8)
where the has acquired a relative phase ϕ(τ) =
∫ τ
0
δω(t′)dt′. It is important to note
that this only holds for a single measurement of the qubit. In order to reconstruct the
density matrix, we must repeat the experiment several times. Therefore, the measured
state is given by the ensemble average and the relative phase is given by
ϕ(τ) =
〈∫ τ
0
dt′δω(t′)
〉
(2.9)
If the noise is Gaussian, then the density operator can be written as
ρ(τ) =
1
2
[
|0〉 〈0|+ |1〉 〈1|+ e−〈ϕ2(τ)〉 (|0〉 〈1|+ |1〉 〈0|)
]
(2.10)
and 〈ϕ2(τ)〉 = ∫ τ
0
dt′
∫ τ
0
dt′′〈δω(t′)δω(t′′)〉. If the measurement time is sufficiently long
compared to the correlation time of the noise, we can extend the bounds of the integrals
to infinity, allowing us to express the relative phase in terms of the power spectral density
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of the noise, S(ω):
〈ϕ2(τ)〉 = 1
2pi
∫ ∞
−∞
dωS(ω)F (ω, τ)
ω2
(2.11)
where F (ω, τ) is a filter function for the noise which is determined by the measurement
sequence used to determine the coherence. The coherence of the qubit is simply a measure
of how much the qubit has remained in an eigenstate of σx, and therefore can be defined
as C(τ) = Tr[σxρ(τ)].
In the case of simple white noise, δω is delta correlated, and the coherence decays
exponentially,
C(τ) = e−Γτ (2.12)
where Γ is the decay rate, and is given by the integrated noise power over all frequen-
cies within the passband of the filter function. In practice, the noise spectral density is
not uniform, which can lead to more complex coherence decays [132].
To measure the NV spin coherence, we perform a Ramsey measurement [133] in the
{|0〉 , |−1〉} spin basis, as shown in fig. 2.6 a. The spin is first initialized into |0〉 with
a 532 nm laser pulse. A microwave pi/2 pulse initializes the spin onto the x-axis of the
Bloch sphere, and then spin is allowed to freely evolve for time τ . After the free evolution
period, we apply another pi/2 pulse to project the qubit back onto the z axis, essentially
converting the relative phase acquired into a population difference. We then readout
the spin populations via spin-dependent fluorescence. In fig. 2.6 b., we show a typical
Ramsey signal for a single NV center. In this case, the coherence decays according to
C(τ) = e−(τ/T ∗2 )2 where T ∗2 = 1 µs. In addition, there are a series of oscillations imprinted
onto the coherence signal corresponding to beating of the different hyperfine states. Our
microwave pulse populates all three hyperfine levels, each with a different microwave
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detuning. A fit to the data yields the expected hyperfine coupling A‖ = 2.16 MHz.
In a Ramsey measurement, the spin is sensitive to noise at all frequencies. In par-
ticular, the spin decoherence is dominated by low frequency, quasi-static noise. For a
lack of a better term, the coherence time for a Ramsey experiment is denoted the inho-
mogeneous coherence time, T ∗2 . T
∗
2 is typically limited to tens of microseconds for NV
centers in bulk diamond, but quickly degrades to microsecond or worse for near-surface
NV centers [131].
A qubit can be decoupled from slowly varying noise through the application of a
spin-echo pulse, as shown in fig. 2.6 c. If a pi pulse is inserted symmetrically into the
free evolution period of the qubit, the phase acquired in the second free evolution period
should cancel out the phase acquired in the first, thereby extending the qubit coherence
time. With the addition of more pulses, the spin can decouple from higher frequency noise
sources [134, 135, 136]. This technique of applying spin-echo pulses is called dynamical
decoupling [137]. The coherence time of the qubit under dynamical decoupling is called
the homogeneous coherence time, T2.
In fig. 2.6 d., we show an experimental spin-echo coherence measurement on the
same NV shown in fig. 2.6 b. The spin coherence time has been extended to T2 = 34 µs.
Notably, the oscillations due to the static, microwave detuning of the hyperfine states
have been removed. Moreover, the spin coherence is now described by an e−(t/T2)
3
decay
envelope, suggesting that the coherence is limited by the surrounding nitrogen spin bath
[132].
We can see the effect of dynamical decoupling by considering the effect of the filter
function on S(ω). In a Ramsey experiment, the filter function is given by
F (ω, τ)/ω2 =
4 sin2
(
ωτ
2
)
ω2
(2.13)
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The cut-off frequency of the Ramsey filter function is determined by the total evolu-
tion time τ . Below the cutoff frequency 1/τ , the Ramsey filter function is approximately
constant, and hence the qubit is highly susceptible to noise from DC to 1/τ . Under
dynamical decoupling, a periodic sequence of pi pulses are applied to the qubit which is
interleaved with a series of free precession periods of length τ . The filter function for an
N pulse decoupling sequence for a total evolution time T = Nτ can be written as
FN(ω, T )/ω
2 =
2 sin2
(
ωT
2
) (
1− sec (ωT
2N
))2
ω2
(2.14)
In contrast with the Ramsey filter function, the N-pulse filter function is approxi-
mately zero at low frequencies. Moreover, the filter function contains a series of narrow
passbands at odd harmonics of 1/τ which decay with increasing harmonic number. This
feature of can be used for narrow-band sensing of time-varying fields. As the number
of pulses increases, the qubit becomes decoupled from higher frequency noise and the
passbands narrow.
An alternative way to think about dynamical decoupling is in the time domain
through the toggling function, f(t, τ), which is a binary function that switches between
the values of -1 and 1 when a pi pulse is applied. The toggling function can be understood
as the time domain representation of the filter function.
F (ω, τ) =
ω2
2
∣∣∣∣∫ dtf(t, τ)eiωt∣∣∣∣2 (2.15)
Therefore, the phase acquired in a dynamical decoupling experiment can be written
in the time domain as
ϕ(T ) =
〈∫ T
0
dt′δω(t′)f(t′, T )
〉
(2.16)
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For example, in the case of the spin-echo (or Hahn echo) experiment showed in fig.
2.6 c., the spin coherence obeys
C(τ) = exp
[∫ τ
0
dt′
∫ τ
0
dt′′〈δω(t′)δω(t′′)〉 −
∫ 2τ
τ
dt′
∫ 2τ
τ
dt′′〈δω(t′)δω(t′′)〉
]
(2.17)
Using dynamical decoupling, the spin coherence time of the NV center has been ex-
tended to near one second at liquid nitrogen temperatures [138], and can be several
milliseconds at ambient conditions [88, 97]. In addition to extending coherence, dynam-
ical decoupling can be used to quantitatively probe the environment of the NV center
[131, 139, 140]. In chapter 4, we use this result to coherently sense the mechanical motion
of a diamond cantilever. In chapter 6, we use dynamical decoupling to determine the
leading sources of decoherence for a mechanically-dressed spin state.
2.9 The molecular model of the NV center
In this section, we will give a more detailed description of the NV electronic structure.
In particular, we will formally introduce the molecular model of the NV center [100,
99], and show how it can be used to determine the energy fine structure as well as
describe the interactions with external perturbations. Using this model, we provide for
the first time a complete description of the interaction of crystal strain with the spin
and orbital degrees of freedom of the NV center. An understanding of this interaction is
critical to understanding the internal processes of the NV center, such as the intersystem
crossing [110]. In a broader context, understanding this interaction will be essential when
searching for other defects which may integrated into hybrid mechanical systems.
In the experiments described in this thesis, we are interested in quasi-static processes
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Figure 2.7: NV coordinate system. The NV z axis is along the nitrogen-vacancy
bond, and can point along any four of the [111] crystal directions. In the calculations
that follow, we assume the standard defect orientation where z ‖ [111], x ‖ [1¯1¯2], and
y ‖ [11¯0].
of the NV center, where the electrons move instantaneously with respect to the nuclei.
In this limit, we may describe the electronic wavefunctions in the Born-Oppenheimer
approximation, which allows us to separate the complicated many-body interactions be-
tween the electrons and nuclei. This will be especially important in our derivation of the
crystal strain interaction.
As a crystal defect, the NV center reduces the cubic symmetry of the diamond crystal.
The reduced symmetry group which describes the trigonal structure of the NV center
is the C3v point group (see Appendix A). In the case of the NV center, the symmetry
point is at the site of the vacancy. The symmetry axis of the NV center, or NV axis,
is a line passing through the nitrogen atom and vacancy. The C3v point group con-
tains 6 symmetry elements or operations under which the NV structure is preserved:
{E,C3, C23 , σ1v , σ2v , σ3v}. The element E is simply the identity operation. The elements
C3 and C
2
3 refer to rotations about the NV axis by 2pi/3 and 4pi/3 respectively. The
elements σv refer to reflections in the vertical plane containing the NV axis and a single
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Figure 2.8: Single-electron molecular orbitals. Schematic of the four symme-
try-adapted, single-electron molecular orbitals of the NV center. Grey indicates no
contribution, red indicates a positive contribution, and blue indicates a negative con-
tribution.
carbon atom.
The single electron molecular orbitals of the NV center are linear combinations of the
sp3 dangling bonds surrounding the vacancy, and reflect the C3v symmetry of the NV cen-
ter. There are four dangling bonds associated with the NV center: {σ1, σ2, σ3, σN}. The
symmetry adapted molecular orbitals of the NV center can be constructed by projecting
the dangling bonds onto the irreducible representations of the C3v group {A1, A2, E} [99].
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The resulting single electron orbitals are then
aN = σN
aC =
1
3
(σ1 + σ2 + σ3)
ex =
1√
6
(2σ1 − σ2 − σ3)
ey =
1√
2
(σ2 − σ3)
(2.18)
The orbitals aN and aC are fully symmetric orbitals and transform as the irreducible
representation A1 whereas ex and ey are degenerate orbitals that transform as the irre-
ducible representation E. Due to the Coulomb interaction, the aN and aC orbitals will
mix slightly (see appendix A), resulting in two A1 symmetric orbitals a1(1) and a1(2).
Ab initio calculations have shown that the ex and ey orbitals are higher in energy than
the a orbitals and moreover, that the a1(1) orbital lies in the valence band of diamond
[100].
It is useful to relate the single electron orbitals to the internal coordinate system of
the NV center, which is shown schematically in fig. 2.7. A geometric understanding
of these orbitals is critical to understanding how the NV center interacts with various
external perturbations. The z axis of the NV center is equivalent to the NV symmetry
axis, and can point in any one of the four [111] crystal directions. The x axis lies along
the projection of any one of the carbon bonds onto the plane perpendicular to the z axis.
The geometric relationship between the molecular orbitals and the NV coordinate system
can be seen through group theory. Because the molecular orbitals transform as the linear
basis functions of the C3v group, we see that each orbital transforms according to a
different cartesian variable. For instance, a1(2) transforms as A1, and hence transforms
identically to the operator z. Similarly, the orbitals ex and ey transform as E1 and E2,
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Figure 2.9: Electronic configuration for the ground and excited states. Elec-
tronic configuration of the NV center for the ground state (a) and first excited state
(b). The lowest lying molecular orbital, a1(1) lies in the valence band, and the rest lie
within the bandgap. The orbitals ex and ey are degenerate in the absence of external
perturbations. Black arrows indicate electrons and dashed arrows indicate holes. Note
that b) shows only one of the two possible electronic configurations, {|aey〉 , |aex〉}
and hence transform identically to the operators x and y respectively.
2.9.1 Constructing the NV wavefunctions
Now that we have constructed the molecular orbitals of the NV center, we may com-
pute the relevant electronic bound states of the NV center. As mentioned previously,
there are six electrons that occupy the NV center. In the ground state electronic config-
uration, the a1 orbitals are fully occupied and the remaining two electrons occupy the ex
and ey orbitals. In the first excited state, an electron is promoted from the a1(2) orbital
to the ex and ey orbitals. A diagram of these configurations is shown in fig. 2.9, where
the electrons are indicated with black arrows.
If the molecular orbitals of the NV were fully occupied, the NV wavefunction would
resemble that of an atom with a completely filled shell, such as a noble gas. Therefore,
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the NV center can be modeled as a two-hole defect as opposed to a six-electron defect
[99]. In the hole representation, the ground state configuration would consist of two
holes occupying the ex and ey orbitals. For this reason, the ground state configuration is
typically referred to as the e2 electronic configuration. Similarly, the first excited state
would consist of a hole occupying a1(2) and a hole occupying either one of the ex and ey
orbitals. For this reason, the first excited state is typically referred to as the ae electronic
configuration. The hole configuration is represented by dashed arrows in fig. 2.9. Due to
the simplicity of the hole representation (2 particles vs. 6 particles), we will henceforth
use the hole representation of the NV center.
We may write the overall NV wavefunctions as a product state of the orbital and
spin wavefunctions, |Ψ〉 = |`〉 ⊗ |s〉. The symmetry of |Ψ〉 can be determined by a
direct product of each hole, ΓΨ = (Γ1 ⊗D1/2)(Γ2 ⊗D1/2), where Γi denotes the orbital
symmetry for the ith hole and D1/2 is the representation of a spin 1/2 particle in the
C3v group. The corresponding wavefunctions can be constructed by projecting the two-
hole wavefunctions onto the irreducible representations of the C3v group using a series of
projection operators (see appendix A).
In the triplet ground state, the orbital wavefunction is a singlet |3A2〉 = |exey − eyex〉
with overall A2 symmetry. The total wavefunction including the spin degree of freedom is
simply |3A2ms〉 = |exey − eyex〉 |ms〉. Using the decomposition D1/2⊗D1/2 = A1 +A2 +E,
we find that |3A20〉 has overall A1 symmetry and |3A2±〉 have E symmetry. The triplet
excited state consists of a degenerate orbital doublet, with eigenstates |X〉 = |aex − exa〉
and |Y 〉 = |aey − eya〉 with E1 and E2 symmetry respectively. In the absence of fine
structure, the total excited state wavefunctions including the spin degree of freedom
are |Ex〉 = |X〉 |ms〉 and |Ey〉 = |Y 〉 |ms〉. As we will show in the next section, the
spin-orbit and spin-spin interactions lift the orbital and spin degeneracies of the excited
state, producing six distinct eigenstates. There are two (Ex and Ey) with ms = 0 and
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Configuration State Name Symmetry
|exey − eyex〉 ⊗ |↓↓〉 3A2− E1
e2 |exey − eyex〉 ⊗ |↑↓ + ↓↑〉 3A20 A1
|exey − eyex〉 ⊗ |↑↑〉 3A2+ E2
|E−〉 |↑↑〉 − |E+〉 |↓↓〉 A1 A1
|E−〉 |↑↑〉+ |E+〉 |↓↓〉 A2 A2
ae |E−〉 |↓↓〉 − |E+〉 |↑↑〉 E1 E1
|E−〉 |↓↓〉+ |E+〉 |↑↑〉 E2 E2
|a1(2)ey − eya1(2)〉 ⊗ |↑↓ + ↓↑〉 Ey E1
|a1(2)ex − exa1(2)〉 ⊗ |↑↓ + ↓↑〉 Ex E2
Table 2.1: NV wave functions for the triplet ground and first excited states along with
their names and symmetry. The left column denotes the electronic configuration. The
last two columns denote the name and overall symmetry of each wavefunction. Note
that we have defined e± = ∓(ex ± iey) and |E±〉 = |a1(2)e± − e±a1(2)〉
four (A1, A2, E1, and E2) that are entangled states of non-zero spin and orbital angular
momentum. The explicit definitions of the ground and excited state eigenstates including
fine structure are shown in table 2.1. We note that the singlet states of the NV center
can be constructed using the same process, and are explicitly calculated in appendix A.
2.9.2 Fine structure
Let us now introduce the fine structure of the NV center, which is a result of spin-orbit
and spin-spin interactions. Although the magnitudes of these interactions are relatively
small, they are responsible for a few important properties of the NV electronic structure,
including the intersystem crossing [110], the zero-field splitting [100, 99], and spin-strain
coupling [128]. In the following section, we will explicitly calculate the effect of the spin-
orbit and spin-spin interactions on the both the ground and excited states of the NV
center.
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Figure 2.10: Fine structure of the 3E excited state.
Spin-orbit interaction
Spin-orbit coupling is a relativistic correction to the NV Hamiltonian that breaks
any orbital degeneracies for states with non-zero angular momentum, such as in the 3E
excited state. Physically, the spin-orbit interaction arises due to the relative, relativistic
motion between the crystal ions and the electrons associated with the NV center. In
the reference frame of the electrons, the electric field from the crystal ions appears as a
magnetic field which can influence the electron spin. Therefore, the angular momentum
of the electron is inherently coupled to the spin, and the spin-orbit interaction obeys
the Hamiltonian HSO ∼ L · S. However, because the NV center is hosted inside of a
crystal, the spin-orbit interaction has a discrete rotational symmetry as prescribed by C3v
symmetry. If we project the spin-orbit Hamiltonian onto the irreducible representations
of the C3v group, we see (Lx, Ly, Lz) transform as (E1, E2, A2). This implies that the
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spin-orbit Hamiltonian can be written in the following way
HSO = λ‖Lzσz + λ⊥(Lxσx + Lyσy) (2.19)
To see the effect of the spin-orbit interaction, we first evaluate the Hamiltonian in
the basis of the single-electron orbitals {ex, ey, a1(2)}. To do that, it is useful to consider
a new set of single electron orbitals, {e+, e−, a1(2)}, where e+ = − 1√2(ex + iey) and
e− = 1√2(ex − iey). The orbitals {e+, a1(2), e−} are analogous to p orbitals of an atoms,
corresponding to states of m` = {1, 0,−1}. Therefore, the spin-orbit Hamiltonian can be
written in terms of the raising and lowering operators in the following way.
H = λ‖Lzσz +
λ⊥
2
(L+σ
− + L−σ+) (2.20)
In terms of {ex, ey, a1(2)}, the Hamiltonian is then
HSO =λ‖(|ex〉 〈ex|+ |ey〉 〈ey|)σz + λ⊥
2
(|a1(2)〉 (〈ex|+ i 〈ey|)− (|ex〉+ i |ey〉) 〈a1(2)|)σ−
+
λ⊥
2
(|a1(2)〉 (−〈ex|+ i 〈ey|) + (|ex〉 − i |ey〉) 〈a1(2)|)σ+
(2.21)
The effect of spin-orbit coupling on the electronic structure can then be calculated
by generalizing HSO to the two-hole picture via H = HSO ⊗ I + I⊗HSO.
H = λ‖ (|A2〉 〈A2|+ |A1〉 〈A1| − |E2〉 〈E2| − |E1〉 〈E1|) (2.22)
The only observable aspect of the NV fine structure is due to the axial spin-orbit
interaction in the 3E manifold. Specifically, the axial spin-orbit interaction splits A1,2
and E1,2 from Ex,y by λ‖ = 5.5 GHz, as shown in fig. 2.10. However, there are other
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important effects of spin-orbit coupling that do not result in fine structure [99, 100].
First, the axial spin-orbit interaction can couple states of ms = 0 spin projection and
of the same orbital configuration. For instance, this allows |Ex〉 and |Ey〉 to directly
couple to the singlet 1Ex,y manifold, which may play an integral part in the intersystem
crossing. Second and more importantly, the transverse spin-orbit interaction couples
states of different spin multiplicities and electronic configuration. Because the spin-orbit
interaction is a fully A1 symmetric interaction, this means that the transverse spin-orbit
interaction may only couple states of the same overall symmetry. For instance, transverse
spin-orbit coupling directly couples |A1〉 with |1A1〉 and is the primary mechanism for the
intersystem crossing, as we discuss in a later section. Additionally, transverse spin-orbit
coupling directly couples 3A2 with
3E, which is partially responsible for the spin-strain
interaction, which we discuss below.
Spin-spin interaction
The spin-spin interaction in the NV center plays an important rule in the fine structure
of the ground and excited states. The spin-spin interaction results from a direct dipolar
coupling between the unpaired spins of the NV center, and can be written as
HSS =
µ0
4pi
g2µ2B
r3
(3(σ1 · rˆ)(σ2 · rˆ)− σ1 · σ2) (2.23)
where g ≈ 2 is the Lande´ g factor of the NV center and µB is the Bohr magneton.
To see how the spin-spin interaction affects the NV electronic structure, it is useful to
separate the spin and orbital components and project them onto the irreducible repre-
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sentations of the C3v group [99]. Generalizing to the two-hole picture, we find
HA1SS =
µ0
4pi
g2µ2B
4
〈
1− 3z2
r3
〉
S2z
HESS =
µ0g
2µ2B
4pi
[〈
3(x2 − y2)
4r3
〉
(S2+ + S
2
−)− i
〈
3xy
2r3
〉
(S2+ − S2−)
+
〈
3xz
2r3
〉
(SxSz + SzSx)− i
〈
3yz
2r3
〉
(SySz + SzSy)
] (2.24)
In a perfect crystal, the ground state has A2 orbital symmetry, and hence the only
non-zero component of the spin-spin interaction is HA1SS , since E ⊗ A2 = E. Therefore,
the spin-spin interaction in the ground state can be written as
HSS = D0S
2
z (2.25)
where D0 =
µ0
4pi
g2µ2B
4
〈
ex
∣∣∣1−3z2r3 ∣∣∣ ex〉 = 2.87 GHz is the zero-field splitting at room
temperature that was introduced earlier in the chapter. Not surprisingly, the value of D0
is sensitive to both temperature, strain, and electric fields, as all of these directly affect
the unpaired spin density. We will directly show this later in the chapter.
The spin-spin interaction in the excited state is slightly more complicated, due to the
fact that the orbitals are E symmetric. Indeed, all terms of the spin-spin interaction
are non-zero, resulting in additional fine structure and mixing between states of different
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spin projections. In the excited state, the spin-spin interaction obeys
HSS =DA1 (|A1〉 〈A1|+ |A2〉 〈A2|+ |E1〉 〈E1|+ |E2〉 〈E2|)
− 2DA1 (|Ex〉 〈Ex|+ |Ey〉 〈Ey|)
+ 2DE(|A2〉 〈A2| − |A1〉 〈A1|)
+DE′ (|Ey〉 〈E1|+ |E1〉 〈Ey|+ i |Ex〉 〈E2| − i |E2〉 〈Ex|)
(2.26)
where we have defined DA1 =
µ0
4pi
g2µ2B
4
〈
X
∣∣∣1−3z2r3 ∣∣∣X〉, DE = µ0g2µ2B4pi 〈X ∣∣∣3(x2−y2)4r3 ∣∣∣X〉 =
µ0g2µ2B
4pi
〈
X
∣∣3xy
2r3
∣∣X〉, and DE′ = µ0g2µ2B4pi 〈X ∣∣3xz2r3 ∣∣X〉 = µ0g2µ2B4pi 〈X ∣∣3yz2r3 ∣∣X〉. An energy level
diagram showing the fine structure due to spin-orbit and spin-spin interaction in 3E is
shown in fig. 2.10 [99, 141]. The DE term lifts the degeneracy of |A1〉 and |A2〉 and
splits them by an amount 4DE = 3.3 GHz. In addition, the DA1 uniformly shifts states
of non-zero spin projection from states of zero spin projection by an amount 3DA1 = 1.4
GHz. The last term mixes |Ey〉 with |E1〉 and |Ex〉 with |E2〉 with a strength given by
DE′ . The value of DE′ has not directly been measured, but its effect is significant enough
to cause spin-flips in the optical cycle of the NV center at cryogenic temperatures. This
mechanism allows for the high fidelity optical pumping technique described earlier in the
chapter. Furthermore, in the presence of large E symmetric strain or electric fields, |Ey〉
and |E1〉 form an avoided level crossing and spin-mixing increases considerably. This
feature can be exploited to form a Λ system, providing an all-optical route for coherent
control of the spin [142, 141].
2.9.3 Interactions
The electronic structure of the NV center is sensitive to several external degrees of
freedom, including magnetic fields, electric fields, temperature, and crystal strain. In
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this thesis, we are particularly concerned with the NV interaction with crystal strain. In
a solid-state system, there are several ways that strain can interact with a defect. For
instance, in a piezoelectric crystal, the electric dipole moment can interact with the stress-
induced electric polarization field. In the case of diamond which is non-piezoelectric, the
strain interaction arises from a modification of the Coulomb interaction between the
electrons and nuclei. These models of the strain interaction are well established, and
have been used for careful studies of crystal defects since the 1960s [143, 144]. However,
the origin of the spin-strain interaction until very recently has not been established.
Until now, the strain interaction has been treated entirely phenomenologically using the
formalism for the spin-Stark effect observed in the EPR community [76, 77, 51, 82]. In the
following subsections, we will calculate the effects of magnetic, electric and strain fields
on the electronic structure of the triplet manifolds of the NV center, and provide for the
first time a full treatment of the NV-strain interaction. We note that the approach taken
here can be easily generalized to the singlet levels of the NV center and other solid-state
defects.
Zeeman interaction
Magnetic fields couple to both the spin and orbital degrees of freedom of the NV
center through the Zeeman interaction, which is described by the Hamiltonian
HB = γ`L ·B + γsσ ·B (2.27)
where L and σ are the single-electron orbital and spin operators, and γ` = 1.4 MHz/G
and γs = 2.8 MHz/G are the orbital and spin gyromagnetic ratios respectively. The
3A2
ground state is an orbital singlet, and hence the Zeeman interaction only contains a spin
component. Therefore, the Zeeman interaction within the ground state manifold can be
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written as
HB = γNV S ·B (2.28)
where S is the spin-1 operator and γNV = γs = 2.8 MHz/G.
At room temperature, the orbital excited state averages to an effective orbital singlet
due to the dynamic Jahn Teller effect, and the Zeeman interaction is identical to that
of the ground state. However, at cryogenic temperatures, the orbital excited state is an
orbital doublet, and hence the Zeeman interaction will also contain an orbital component.
Moreover, the presence of spin-orbit and spin-spin interactions leads to a highly non-
trivial response to magnetic fields. A discussion of this effect is beyond the scope of this
thesis, but a detailed calculation can be found in ref. [141].
A magnetic field applied along the NV axis breaks the degeneracy of the |±1〉 spin
levels according to HZ = γNV SzBz. In addition, microwave magnetic fields near-resonant
with the |0〉 ↔ |±1〉 transitions can be used to coherently rotate the spin. Interestingly,
the associated dipole selection rules are dictated by the value of Bz. In the absence of an
applied Bz, the microwaves couple |0〉 to a new set of spin states, |±〉 = 1√2(|1〉 ± |−1〉)
which require xˆ and yˆ polarized microwaves respectively. In the presence of an applied
field such that 2γNVBz  ΩR, the microwaves directly couple |0〉 to the usual |±1〉 spin
levels, which require σ± polarized microwaves. In our experiments, we use a single gold
wire to generate our microwave field, which is inherently linearly polarized. Therefore,
we will be able to drive the |0〉 ↔ |±1〉 transitions equally. However, as we show in the
following sections, the presence of crystal strain can alter the microwave selection rules
such that the |0〉 ↔ |±1〉 transitions are driven by linearly polarized microwave fields.
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Strain-orbit coupling
The primary interaction of the NV center with crystal strain is through the orbital
degree of freedom. Strain-induced relative displacements of the crystal ions modifies the
ion-electron Coulomb interaction, which deforms the molecular orbitals of the NV center
[99, 100]. Here, we will consider the effects of a small strain where the ionic displacements
are small. In the Born-Oppenheimer approximation, we can then expand the ion-electron
Coulomb interaction to first order in the displacements of the crystal ions.
Let’s suppose that the ion-electron Coulomb interaction can be written as as a sum
of one-particle potentials for the electrons:
Uel−ion(ri; Rl) =
∑
i
Uel−ion(ri; Rl) (2.29)
where ri denotes the position of the ith electron and Rl denotes the position of the lth
ion of the NV center. For small ionic displacements, δRl,the modified Coulomb potential
is linear in δRl. If we denote the equilibrium positions of the ions by Rl0, the potential
may be written and expanded as
Uel−ion(ri; Rl) = Uel−ion(ri; {Rl + δRl})
= Uel−ion(ri; Rl0) + δUel−ion(ri, δR
l)
(2.30)
where
δUel−ion =
∑
j
∂Uel−ion
∂Rlj
∣∣∣∣
Rl0
δRlj (2.31)
Using the chain rule, we can rewrite the modified Coulomb interaction in terms of
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the displacement tensor, uljk =
∂(δRlj)
∂Rlk
,
δUel−ion =
∑
j,k
∂Uel−ion
∂(δRlj)
ujkδR
l
k (2.32)
The displacement tensor can be broken up into symmetric and anti-symmetric parts,
u =  + f , where  is the strain tensor and f is the rotation tensor.
ij =
1
2
(uij + uji)
fij =
1
2
(uij − uji)
(2.33)
However, the modified Coulomb interaction will only be proportional to the strain
tensor ij. The rotation tensor fij corresponds to rigid rotations of the crystal, which
should not affect the energy of the defect. Therefore, the strain Hamiltonian is given by
Hstrain =
∑
j,k
Vjkjk (2.34)
where Vjk =
∑
l
∂Uel−ion
∂(δRlj)
|Rl0δRlk is a symmetric, second rank orbital tensor operator.
Because V and  are both second rank symmetric tensors, their components transform
as the quadratic basis functions of the C3v group. Therefore, we may project Hstrain onto
the irreducible representations of the C3v group [99, 80], which reflect the symmetry of
the orbital wavefunctions.
Hstrain =
1
2
(Vxx + Vyy)(xx + yy) + Vzzzz − 1
2
(Vxx − Vyy)(xx − yy)
+
1
2
(Vxy + Vyx)(xy + yx)− 1
2
(Vxz + Vzx)(xz + zx)
+
1
2
(Vyz + Vzy)(yz + zy)
(2.35)
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For ease of notation, we will write the Hamiltonian in a more compact form and label
each term of the Hamiltonian by their symmetry:
VA1 = Vzz
VA′1 =
1
2
(Vxx + Vyy)
VE1 =
1
2
(Vxx − Vyy)
VE2 =
1
2
(Vxy + Vyx)
VE′1 =
1
2
(Vxz + Vzx)
VE′2 =
1
2
(Vyz + Vzy)
↔
A1 = zz
A′1 = xx + yy
E1 = xx − yy
E2 = xy + yx
E′1 = xz + zx
E′2 = yz + zy
(2.36)
The orbital operators VΓ can be represented in the basis spanned by the single electron
molecular orbitals of the NV center {ex, ey, a1(2)}. The matrix elements of VΓ can be
determined from symmetry considerations. We explicitly define them below
VA1,A′1 =

V xxA1,A′1
0 0
0 V xxA1,A′1
0
0 0 V aaA1,A′1
 (2.37)
VE1,E′1 =

V xxE1,E′1
0 0
0 −V xxE1,E′1 V
ax
E1,E′1
0 V axE1,E′1
0
 (2.38)
VE2,E′2 =

0 V xxE1,E′1
V axE1,E′1
V xxE1,E′1
0 0
V axE1,E′1
0 0
 (2.39)
Here, we have defined V aaΓ = 〈a1(2)|VΓ|a1(2)〉,V axΓ = 〈a1(2)|VΓ|ex〉, and V xxΓ =
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〈ex|VΓ|ex〉. Extending the strain Hamiltonian to the two-hole picture allows us to write
the Hamiltonian in terms of the orbital wavefunctions {|X〉 , |Y 〉 , |A〉}, where we have
defined |A〉 = |3A2〉. Furthermore, the Hamiltonian can be decomposed into Hstrain =
HE +HA +HAE: HE is the strain-orbit interaction within 3E, HA is the strain-orbit in-
teraction within 3A2, and H
AE is the strain-orbit interaction coupling the two manifolds.
HE =
[
(V aaA1 + V
xx
A1
)zz + (V
aa
A′1
+ V xxA′1 )(xx + yy)
]
(|X〉 〈X|+ |Y 〉 〈Y |)
−
[
V xxE1 (xx − yy) + V xxE′1 (xz + zx)
]
(|X〉 〈X| − |Y 〉 〈Y |)
+
[
V xxE1 (xy + yx) + V
xx
E′1
(yz + zy)
]
(|X〉 〈Y |+ |Y 〉 〈X|)
(2.40)
HA =
[
2V xxA1 zz + 2V
xx
A′1
(xx + yy)
]
|A〉 〈A| (2.41)
HAE =−
[
V axE1 (xx − yy) + V axE′1 (xz + zx)
]
(|A〉 〈Y |+ |Y 〉 〈A|)
+
[
V axE1 (xy + yx) + V
ax
E′1
(yz + zy)
]
(|A〉 〈X|+ |X〉 〈A|)
(2.42)
As expected, HA contains only A1 symmetric terms, which results in a uniform shift
in energy with respect to the excited state. In any real experiment, the absolute shifts
of the ground and excited states will not be detectable. Spectroscopy of the two states
will only indicate the relative shifts of the ground and excited states. Therefore, it is
instructive to set the ground state to always be at zero energy and absorb HA into the
definition of HE.
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Figure 2.11: Interaction of E strain in the 3E excited state. a). In a perfect
crystal, the application of E1 or E2 strain splits |Ex〉 and |Ey〉 and mixes |A1,2〉 and
|E1,2〉. Under high strain (>20 GHz), the fine structure is washed out and the 3E
manifold converges into two orbital branches, |X〉 and |Y 〉. b) Energy of the 3E fine
structure levels as a function of E1 strain for an intrinsic E2 strain of 2 GHz.
Finally, we may write the strain-orbit interaction in terms of the fine structure states
and define the strain-orbit coupling constants. We label the ground state levels by their
spin projection {|1〉 , |0〉 , |−1〉} and label the excited levels by their symmetry as shown
in table 2.1: {|Ex〉 , |Ey〉 , |A1〉 , |A2〉 , |E1〉 , |E2〉}. Furthermore, we separate each strain-
orbit interaction in terms of their symmetries such that HE = HEA1 − HEE1 + HEE2 and
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HAE = HAEE1 +H
AE
E2
. In the excited state manifold, we obtain
HEA1 =
[
λA1zz + λA′1(xx + yy)
]
I
HEE1 = [λE(xx − yy) + λE′(xz + zx)]
(
|Ex〉 〈Ex| − |Ey〉 〈Ey|
+ (|E1〉 〈A1| − |E2〉 〈A2|+ h.c.)
)
HEE2 = [λE(xy + yx) + λE′(yz + zy)]
(
|Ex〉 〈Ey|
+ i |E2〉 〈A1| − i |E1〉 〈A2|+ h.c.
)
(2.43)
where λA1 = V
aa
A1
− V xxA1 , λA′1 = V aaA′1 − V
xx
A′1
, λE = V
xx
E1
, and λE′ = V
xx
E′1
. A1 symmetric
strain uniformly shifts the excited state in energy with respect to the ground state. Under
E1 symmetric strain, the ms = 0 eigenstates (Ex and Ey) split linearly while states of
non-zero spin momentum mix with each other. Under E2 strain, the ms = 0 eigenstates
mix while states of non-zero spin momentum mix with each other.
These effects of the strain-orbit interaction within the excited state are demonstrated
in fig. 2.11. On the left, an NV in a perfect crystal is subject to E symmetric strain.
There are a few important things to point out. First, the application of E strain breaks
the Ex and Ey degeneracy. This is directly related to the fact that E symmetric strain
reduces the C3v of the NV center. Second, for an E symmetric strain-orbit coupling of
approximately 8 GHz, the Ey and E1 states are nearly degenerate in energy. At this
avoided level crossing, the E-symmetric spin-spin interaction results in significant spin-
mixing between ms = 0 and ms = ±1. Finally, at high strain, the spin-orbit coupling is
washed out and the excited state converges to two orbital branches |X〉 and |Y 〉 which
are linearly sensitive to strain. In chapter 5, we quantitatively characterize HE and
determine the strain-orbit coupling constants.
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The strain-orbit interaction HAE can be written as
HAEE1 =dE
[
|0〉 〈Ey|+ i√
2
((
|1〉 − |−1〉
)(
〈A1| − 〈E1|
)
+
(
|1〉+ |−1〉
)(
〈A2|+ |E2〉
))
+ h.c.
]
HAEE2 =− dE
[
|0〉 〈Ex|+ 1√
2
((
|1〉 − |−1〉
)(
〈E2| − 〈A2|
)
−
(
|1〉+ |−1〉
)(
〈A1|+ |E1〉
))
+ h.c.
]
(2.44)
where the coupling constants dE = V
ax
E1
and dE′ = V
ax
E′1
have not yet been determined.
Given previous measurements and ab initio calculations of the electric dipole moment
of the NV center [145, 146], it seems likely that dE and dE′ are approximately an order
of magnitude larger than the strain-orbit coupling constants within the 3E manifold.
Traditionally, HAE has been ignored in the discussion of the NV electronic structure.
In measurements of the optical transitions of the NV center, this effect is essentially
negligible, as non-resonant terms are suppressed by the zero-phonon line energy and
generating phonons at 471 THz is unrealistic. However, HAE is responsible for the spin-
strain interaction, as we show in the following section.
Spin-strain coupling
The spin-strain interaction arises through two different mechanisms, as shown in
fig.2.12. The first is transverse spin-orbit coupling between the ground and excited state
manifolds [128]. The second is a modification of the spin-spin interaction via distortion
of the unpaired spin density [109]. Let us first consider the effect of spin-orbit coupling
on the ground state manifold, |3A2ms〉. It is easy to see that the axial spin-orbit term
does not affect the ground state spin levels. On the other hand, the transverse spin-orbit
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interaction connects the ground state manifold to the 3E manifold. After simplification,
we obtain the transverse spin-orbit Hamiltonian
HSO =
λ⊥
2
(|3A2+〉 (〈Ey| − i 〈Ex|) + (|Ey〉 − i |Ex〉) 〈3A2+|)
− λ⊥
2
(|3A2−〉 (〈Ey|+ i 〈Ex|) + (|Ey〉+ i |Ex〉) 〈3A2−|)
− iλ⊥
2
(|A1〉 〈3A20|+ |3A20〉 〈A1|)
(2.45)
The transverse spin-orbit interaction connects the |±1〉 spin levels of the ground state
to |Ex〉 and |Ey〉 while it connects the |0〉 spin level to A1. From here, we can calculate
the spin-orbit perturbed ground state spin levels:
|1〉 → |1〉+ λ⊥
2fZPL
(
|Ey〉 − i |Ex〉
)
(2.46)
|0〉 → |0〉+ i λ⊥
2fZPL
|A1〉 (2.47)
|−1〉 → |−1〉 − λ⊥
2fZPL
(
|Ey〉+ i |Ex〉
)
(2.48)
where fZPL is the zero-phonon line frequency of 471 THz. Now using the strain-orbit
interaction HE, we can derive the spin-strain interaction.
Hstrain =
λ2⊥
4f 2ZPL
[
UA1
(
|1〉 〈1|+ |−1〉 〈1| − |0〉 〈0|
)
+ UE1
(
|1〉 〈−1|+ |−1〉 〈1|
)
− iUE2
(
|1〉 〈−1| − |−1〉 〈1|
)] (2.49)
Note that we have defined the shorthand UA1 = λA1zz + λA′1(xx + yy), UE1 =
λE(xx − yy) + λE′(xz + zx), and UE2 = λE(xy + yx) + λE′(yz + zy). Now, let us add
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the contributions from the spin-spin interaction.
Figure 2.12: Fine structure required for spin-strain coupling. Spin-strain cou-
pling is partially enabled via spin-orbit (orange) and spin-spin (blue) interactions
between the triplet ground and excited states. Spin-orbit interaction introduces both
A1 and E symmetric spin-strain interactions and spin-spin interaction introduces only
an E symmetric spin-strain interaction.
Strain distorts the unpaired spin density of the NV center, which directly modifies
the spin-spin interaction. A1 symmetric strain, which corresponds to contractions and
dilations of the molecular structure that preserve the NV C3v symmetry, directly affects
the spin-spin interaction of the ground state. If the NV has perfect C3v symmetry, the
E symmetric components of the ground state spin-spin interaction are zero. However,
E symmetric strain distorts the unpaired spin density and reduces its symmetry. In this
situation, the E symmetric spin-spin interaction terms are no longer negligible.
To calculate the effect of E strain on the spin-spin interaction, we will treat both
strain and the spin-spin interactions to first order. It is easiest to see the effect by first
examining how the spin-spin interaction couples the 3A2 and
3E manifolds. Applying
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Figure 2.13: Spin-strain interaction. In the absence of strain, |±1〉 are degenerate
and split from |0〉 by spin-spin interaction. In the presence of A1 strain, |±1〉 remain
degenerate and shift uniformly with respect to |0〉. In the presence of E strain, the
|±1〉 degeneracy is broken and the levels mix producing new spin eigenstates, |±〉.
first order perturbation theory, we obtain the perturbed ground state spin levels:
|1〉 → |1〉+ ∆E
fZPL
(|A1〉 − |A2〉) + ∆
′
E
fZPL
(|Ey〉+ i |Ex〉)
|−1〉 → |−1〉+ ∆E
fZPL
(|E2〉 − |E1〉)− ∆
′
E
fZPL
(|Ey〉+ i |Ex〉)
|0〉 → |0〉
(2.50)
where we have defined ∆E =
µ0g2µ2B
4pi
〈
A
∣∣∣3(x2−y2)4r3 ∣∣∣X〉 = µ0g2µ2B4pi 〈A ∣∣3xy2r3 ∣∣X〉 and ∆′E =
µ0g2µ2B
4pi
〈
A
∣∣3xz
2r3
∣∣X〉 = µ0g2µ2B
4pi
〈
A
∣∣3yz
2r3
∣∣X〉. Note that we have neglected terms coupling |0〉
to the excited state, which would introduce terms in the spin-strain Hamiltonian coupling
|0〉 to |±1〉 that are suppressed by the large zero-field splitting.
If we apply the strain-orbit Hamiltonian, HAE to the perturbed eigenstates, we see
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that an effective spin-strain interaction arises of the form
H =
∆E + ∆
′
E
4fZPL
[
− VE2(|1〉 〈−1|+ |−1〉 〈1|) + iVE2(|1〉 〈−1| − |−1〉 〈1|)
]
(2.51)
The effective spin-strain coupling constants are a product of the strain-orbit coupling
and the spin-spin coupling between the ground and excited states. Therefore, the spin-
strain interaction can be interpreted as an enhancement of the spin-spin interaction due
to the distortion of the unpaired spin density from mixing of the ground and excited
state electronic orbitals [147]. Combining the spin-orbit and spin-spin terms, we obtain
overall spin-strain Hamiltonian,
Hstrain =
[
dA1zz + dA′1(xx + yy)
]
(|1〉 〈1|+ |−1〉 〈−1|)
− [dE(xx − yy) + dE′(xz + zx)] (|1〉 〈−1|+ |−1〉 〈1|)
+ i [dE(xy + yx) + dE′(yz + zy)] (|1〉 〈−1| − |−1〉 〈1|)
(2.52)
where dA1 , dA′1 , dE, and dE′ are the spin-strain coupling constants. As shown in fig.
2.13, the A1 component of the spin-strain interaction results in a modification of the
zero-field splitting, uniformly shifting |±1〉 with respect to |0〉. The E components of
the spin-strain interaction mix |±1〉. In a perfect crystal with no external perturbations,
the E symmetric spin-strain interaction breaks the |±1〉 spin degeneracy. Notably, the
degeneracy of the spin levels cannot be restored with a magnetic field, as the Zeeman
interaction does not commute with the E strain interaction.
Traditionally, the spin-strain interaction has been treated phenomenologically using
the Hamiltonian for the linear electric field effect derived in electron paramagnetic reso-
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nance of transition ions [148, 76, 51, 77], which can be written as
Hstrain =
[
dA1zz + dA′1(xx + yy)
]
S2z
− [dE(xx − yy) + dE′(xz + zx)] (S2x − S2y)
+ [dE(xy + yx) + dE′(yz + zy)] (SxSy + SySx)
(2.53)
By using the spin raising and lowering operators, it can be shown that the spin-strain
Hamiltonian derived in this chapter coincides with this phenomenological model.
Stark Effect
The Stark effect can be immediately calculated by recognizing an equivalence between
strain and electric fields. Because the NV center lacks inversion symmetry, strain and
electric fields transform identically under C3v symmetry [99]. Physically, this means that
the polarization of the NV electron cloud has the same effect as the relative motion of
the crystal ions. This is closely related to the piezoelectric effect, in which mechanical
stress induces a net electric polarization in the crystal. The electric field Hamiltonian is
simply given by
HE = −~d · ~E (2.54)
where ~d = q~r is the electric dipole operator. Because the dipole operator is a vec-
tor quantity, its components will transform as the linear elements of the C3v group. In
particular, dz ∼ z, and thus it will transform as the A1 irreducible representation. The
transverse components {dx, dy} ∼ {x, y}, and thus they will transform as the E irre-
ducible representation. Therefore, we may identify the following equivalence relations
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Ez ↔ zz, xx + yy (2.55)
Ex ↔ xx − yy, xz + zx (2.56)
Ey ↔ xy + yx, yz + zy (2.57)
Therefore, the dipole operators in the {|X〉 , |Y 〉 , |A〉} basis can be written as
dz =

d‖ + d˜‖ 0 0
0 d‖ + d˜‖ 0
0 0 2d˜‖
 (2.58)
dx =

d˜⊥ 0 0
0 −d˜⊥ d⊥
0 d⊥ 0
 (2.59)
dy =

0 d˜⊥ −d⊥
d˜⊥ 0 0
−d⊥ 0 0
 (2.60)
where we have defined
d‖ = 〈a1(2)| dz |a1(2)〉
d˜‖ = 〈ex| dz |ex〉
d⊥ = 〈ex| dx |a1(2)〉
d˜⊥ = 〈ex| dx |ex〉
(2.61)
By relating the dipole operators to the orbital operators for the strain interaction,
61
A hybrid spin-mechanical device Chapter 2
we can characterize the piezoelectric effect for the NV center, which is described by
ij = RijkEk, where Rijk is the third-rank piezoelectric tensor. The components of Rijk
can be calculated via
(d‖ − d˜‖)Ez = λA1zz + λA′1(xx + yy)
d˜⊥Ex = λE(xx − yy) + λE′(xz + zx)
d˜⊥Ey = λE(xy + yx) + λE′(yz + zy)
(2.62)
Using the strain-electric field equivalent relations, we can similarly construct the spin-
Stark Hamiltonian. Exactly like strain, the electric field couples to the spin through the
spin-orbit and spin-spin interactions. The spin-Stark Hamiltonian written in terms of
the Pauli matrices is
HE = k‖EzS2z − k⊥
[
Ex(S
2
x − S2y)− Ey(SxSy + SySx)
]
(2.63)
where k‖ = 0.35 Hz · cm/V and k⊥ = 17 Hz · cm/V are the spin-electric coupling
constants [149, 104]. Electric fields applied along the NV axis uniformly shifted |±1〉
with respect to |0〉 and transverse electric fields mix |±1〉.
Optical selection rules
Using the results from the previous sections, we can derive the selection rules for
electric dipole transitions between the 3A2 ground state and the
3E excited state and
how they change in the presence of crystal strain. In the presence of E symmetric strain,
the charge distribution of the NV center is deformed, which alters the electric dipole
moment. Here, we will focus on the selection rules for the Ex, Ey, and A2 transitions,
which have the most ideal for photonic applications due to their low coupling to the
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Figure 2.14: Selection rules for the NV optical transitions in a perfect crystal.
Dipole transitions involving ms = 0 (a) are driven with linearly polarized light. Dipole
transitions involving ms = ±1 (b) are driven with circularly polarized light.
intersystem crossing. These transitions have all been used for spin-photon entanglement
as well as photon-mediated spin-spin entanglement [92, 30, 150]. The fidelity of these
operations are intrinsically linked to the strain environment of the NV center, and hence
it is critical to have a full understanding of the optical transitions under strain.
Let us first consider the selection rules for the Ex and Ey transitions which correspond
to spin projection ms = 0. From the dipole operators derived in the last section, we see
that the |0〉 → |Ex〉 and |0〉 → |Ey〉 transitions are driven by yˆ and xˆ polarized light
respectively. To calculate the selection rules under E strain, we consider the following
simplified strain Hamiltonian
HEE1,2 = UE1(|Ex〉 〈Ex| − |Ey〉 〈Ey|) + UE2(|Ex〉 〈Ey|+ |Ey〉 〈Ex|) (2.64)
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The corresponding eigenstates are linear combinations of the {|Ex〉 , |Ey〉} states,
which we will denote by |φ±〉
|φ+〉 = cos (θ) |Ex〉+ sin (θ) |Ey〉 (2.65)
|φ−〉 = − sin (θ) |Ex〉+ cos (θ) |Ey〉 (2.66)
where tan (2θ) = UE2/UE1 . The presence of E2 strain mixes the |Ex〉 and |Ey〉.
Consequently, E2 strain rotates the transition dipole moment for the Ex an Ey transitions
[80]. We can rewrite the transverse electric dipole operators in the new basis spanned by
{|φ+〉 , |φ−〉 , |A〉}.
dx =

d˜⊥ cos (2θ) d˜⊥ sin (2θ) d⊥ sin (θ)
d˜⊥ sin (2θ) −d˜⊥ cos (2θ) d⊥ cos (θ)
d⊥ sin (θ) d⊥ cos (θ) 0
 (2.67)
dy =

d˜⊥ sin (2θ) −d˜⊥ cos (2θ) −d⊥ cos (θ)
−d˜⊥ cos (2θ) −d˜⊥ sin (2θ) d⊥ sin (θ)
−d⊥ cos (θ) d⊥ sin (θ) 0
 (2.68)
From here, we see the two new polarizations required to excite the ms = 0 transitions
are
eˆ+ = cos (θ)xˆ+ sin (θ)yˆ
eˆ− = − sin (θ)xˆ+ cos (θ)yˆ
(2.69)
where eˆ+ and eˆ− polarizations drive the φ− and φ+ transitions respectively. As
64
A hybrid spin-mechanical device Chapter 2
expected, the polarizations remain orthogonal under strain, and hence either transition
can be selectively addressed by tuning the polarization of the incident light regardless of
the energy splitting.
Now let us look at the |A2〉 excited state. Because electric dipole transitions may not
change the spin, we must consider the following transitions: 3A2+ ↔ A2 and 3A2− ↔ A2.
Recall that |A2〉 = 1√2(|E−〉 |1〉 + |E+〉 |−1〉) where |E±〉 = |a1e± − e±a1〉. With some
algebra, we find that these transitions are driven by circularly polarized light,
〈A2| dx + idy
2
|3A2+〉 = d⊥
〈A2| dx − idy
2
|3A2−〉 = d⊥
(2.70)
Specifically, σ+ light will be required to excite this the |3A2+〉 → |A2〉 transition,
whereas σ− light will be required to excite the |3A2−〉 → |A2〉. Note that an emission of a
σ+ photon results in a decay to the |3A2−〉 state and the emission of a σ− photon results
in a decay to the |3A2+〉 state. In a perfect crystal, the Clebsch-Gordan coefficients for
the transitions are equal, which allows the the A2 transition to be used for spin-photon
entanglement. Specifically, the polarization of the photon is maximally entangled with
the spin in the Bell state |Ψ+〉 = 1√
2
(|1〉 |σ−〉+ |−1〉 |σ+〉) [92].
The change from linear to circular polarization is a direct result of the spin-orbit cou-
pling in the excited state. However, in the limit of large strain, the spin-orbit interaction
is washed out and spatial and spin components of the wavefunction are decoupled. In this
limit, the A2 state converges to |X〉 |−1〉, and the transition is driven by linearly polarized
light. This would destroy the ability to perform the spin-photon entanglement protocol
based on photon polarization [99]. The exact polarization dependence as a function of
strain can be calculated using the same procedure used for the Ex and Ey transitions.
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2.9.4 Intersystem crossing
The intersystem crossing (ISC) is an important internal mechanism of the NV center
that enables the optical initialization and readout techniques mentioned at the beginning
of this chapter [110]. An intersystem crossing generally refers to a non-radiative transition
between states of the different electronic configurations and total spin. In the NV center
there are two ISCs between the triplet and singlet manifolds that are relevant to the
optical cycle. The first is a state-selective ISC between 3E and 1A1, which preferentially
shelves ms = ±1 spin population. The second ISC is between 1E1,2 and the ground
state 3A2, and does not appear to be appreciably state-selective. Therefore, the first ISC
appears to be the primary cause behind the optical spin initialization and readout [151].
In this section we will briefly review the ISC mechanism and outline the relevant rates
that determine the spin polarization and fluorescence contrast. We will henceforth refer
to the 3E →1 A1 intersystem crossing as “ISC.”
The ISC mechanism is demonstrated in fig. 2.15 [151]. The transverse spin-orbit
interaction directly couples |A1〉 with |1A1〉. However, the states are separated in energy
by an amount ∆ ∼ 400 meV. To conserve energy, the transition from |A1〉 must be to
a highly excited vibrational level of |1A1〉. The NV will quickly relax (ps timescale)
to the vibrational ground state of |1A1〉 through emission of A1 phonons. Because the
vibrational relaxation happens on such fast timescales, the ISC rate is dominated by the
transition |A1〉 |Ξνn〉 → |1A1〉 |Ξ′νn〉, where we have defined |Ξνn〉 and |Ξ′νn〉 to be the nth
vibrational levels of the 3E and 1A1 with energies νn. The ISC rate is then determined
by the value of the transverse spin-orbit interaction and the vibrational overlap between
the triplet and singlet, F (∆) = |〈Ξνn|Ξνn〉|2. In addition, due to the E symmetric
strain interaction, phonons of E symmetry can drive transitions between |E1,2〉 and |A1〉,
allowing them to enter the ISC in a second order process. The ISC from these states
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is therefore proportional to the spectral density of E phonons interacting with the NV
center. It is important to note that this rate is not dominated by direct, single-phonon
processes, but rather multi-phonon processes such as Raman transitions.
There have been several experimental determinations of the intersystem crossing rates
through lifetime measurements [151, 152, 153, 154], which are shown in fig. 2.15 b. and
c. At cryogenic temperatures of less than 22 K, it was determined that the ISC from
|A1〉 is ΓA1 = 16 MHz and the ISC rate from |E1,2〉 is ΓE1,2 = 8 MHz. The ISC rates of
A2 and Ex,y are significantly smaller, as each state would enter as a third-order or higher
process, either through electron phonon-interactions or the spin-spin interaction. These
rates are comparable with the radiative lifetime of the NV center, which is ΓRad =13.2
MHz. Above 22 K, electron-phonon interactions rapidly mix the orbital levels of the NV
center and wash out the orbital doublet of the excited state. The ISC rate of the |±1〉
spin levels is then given by the average of the ISC rates from the non-zero spin states
Γ±1 = 14(ΓA1 + 2ΓE1,2) = 8.2 MHz. The ISC rate from the ms = 0 spin level is still fairly
low at room temperature, with a value of Γ0 = 200 kHz. Given the radiative decay rate of
the excited state, there is approximately a 38% chance that ms = ±1 population enters
the ISC and is transferred to |1A1〉. The population in |1A1〉 rapidly decays to |E1,2〉 in
under a nanosecond. This rate appears to be dominated by non-radiative processes. The
lifetime of the 1E1,2 state is approximately 450 ns, and is the longest timescale in the
optical cycle of the NV center.
Because there exists a high-fidelity initialization protocol at cryogenic temperatures,
the focus of theoretical and experimental work relating to the ISC has been on improving
the room temperature spin initialization protocol [151]. The primary way to improve the
initialization fidelity is to increase the intersystem crossing rate Γ±1. Because the spin-
orbit coupling is fixed, an improvement in the ISC rate will depend on increasing the
spectral density of E phonons or the vibrational overlap F (∆). Improving the vibrational
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overlap could potentially be accomplished by changing ∆. However, strain and electric
fields are unable to produce a significant relative shift of these levels. Therefore, the ISC
rate must be improved by increasing the spectral density of E phonons [110].
One possible avenue to increase the spectral density is to embed the NV center in a
broadband phononic cavity, such as a surface acoustic wave cavity. This should shrink
the phonon mode volume while mostly conserving the mode structure of bulk diamond.
As our understanding of the ISC improves, there may be other mechanisms that can be
exploited to improve the spin polarization.
2.10 Single-crystal diamond mechanical oscillators
Diamond’s excellent mechanical properties make it an attractive platform material
for high quality factor mechanical resonators [43, 44, 155]. In addition, the large Young’s
modulus of diamond (E = 1.2 TPa) [156] allows for high frequency mechanical resonators
to be fabricated with relatively large features, potentially mitigating Q degradation asso-
ciated with scaling down device dimensions. As we discuss in the final chapter, this will
be an important factor in the success of future diamond optomechanical devices. Impor-
tantly, diamond mechanical resonators could be used in an integrated hybrid quantum
device where embedded crystal defects can couple to the motion of the resonator through
crystal strain.
2.10.1 Fabrication of diamond mechanical oscillators
Fabrication of high-quality diamond mechanical structures thus far has been limited
due to challenges in processing and growth. Processing of single-crystal diamond (SCD)
is difficult due to diamond’s chemically inert and robust nature, and is underdeveloped
compared to other technologies such as silicon processing. Moreover, challenges in the
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Figure 2.15: Intersystem crossing mechanism. a) The primary mechanism for the
ISC. Transverse spin-orbit coupling couples |A1〉 to a highly excited vibrational level
of |1A1〉. The NV center relaxes to the vibrational ground state on the ps timescale
through emission of an A1 symmetric phonon. The |E1,2〉 states can also enter the
ISC via A1 through electron-phonon interactions (pink arrow). b) Energy diagram
of the NV center at cryogenic temperatures (<20 K) with the timescales for each
transition involved in the optical pumping mechanism c) Energy diagram of the NV
center at room temperature with the timescales for each transition involved in the
optical pumping mechanism.
growth of high quality single-crystal diamond has limited the availability of suitable sub-
strates. Nonetheless, SCD mechanical oscillators have now been successfully fabricated in
many different forms, including clamped beams [43, 44, 46, 45], bulk acoustic resonators
[51], phononic crystals [48], and nano-disk resonators [157, 47] (Fig. 3a).
In this thesis, a“diamond-on-insulator” (DOI) approach is used [43, 44], in which a
thin film of diamond is bonded to an oxide-bearing substrate (Fig. 3b). Due to the
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Figure 2.16: Single-crystal diamond cantilevers. a) Optical micrograph. b) SEM
micrograph
prominent lack of commercially available diamond thin films, this technique requires an
additional, time-intensive step of producing the thin film, which can be accomplished
with ion-implantation techniques [158, 159] or inductively-coupled plasma/reactive ion
(ICP/RIE) etching [43]. The mechanical structures are lithographically defined and
subsequently created via ICP etching. The sacrificial oxide layer is etched away using a
buffered hydrofluoric (HF) solution, which releases the diamond mechanical structure.
2.10.2 Single-crystal diamond cantilevers
The mechanical oscillators in this thesis consist of micron-scale, single-crystal dia-
mond cantilevers. The use of cantilevers addresses a few important challenges in our
experiment. First, we would like to generate a well-characterized and controlled strain in
order to quantitatively characterize the strain response of the NV center. We demonstrate
exquisite control over the cantilever motion using the mature characterization techniques
established in the AFM community. Moreover, the mechanical and elastic properties of
cantilevers are well-known and can be described with Euler-Bernoulli beam theory [160].
This allows us to quantitatively determine the NV response to crystal strain, which is
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Figure 2.17: Mechanics of a cantilevered beam. a) Modeshapes for the first four
flexural modes of a cantilever. b) Strain profiles for the first four flexural modes of a
cantilever
important for future engineering of mechanical devices. Finally, cantilevers offer a simple
device geometry, and can be fabricated with high quality factors.
In the following sections, we will review the mechanical properties of cantilevers. We
will first describe the resonant mechanical modes of the cantilever using Euler-Bernoulli
beam theory, followed by a derivation of the associated strain profiles. We will conclude
the section with experimental data characterizing the diamond cantilevers employed in
this thesis. We note that a more detailed discussion of Euler-Bernoulli beam theory can
be found in ref. [161].
Cantilever modeshapes for flexural vibrations
The mode shape of a diamond cantilever undergoing flexural vibrations can be de-
scribed by Euler-Bernoulli beam theory [160]. Here, we calculate the modeshape and
resonant frequencies of the first four flexural modes of the cantilever. Consider a singly-
clamped diamond beam of length l, width w, and thickness t. The wave equation for
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beam deflections of the neutral axis obeys
EI
∂4U
∂z4
= −ρA∂
2U
∂t2
(2.71)
where U represents the beam deflection in the y direction and z is along the length of
the beam, as shown in the below figure. Here, E is Young’s modulus (E = 1.2 TPa for
diamond), I = wt
3
12
is the moment of inertia of the beam, ρ is the mass density (ρ = 3500
kg/m3 for diamond), and A = tw is the cross-sectional area of the beam. The solutions
to the above wave equation take the form Un(t, z) = un(z)e
−iωnt, where unz is given by
un(z) = an[cos (βnz)− cosh (βnz)] + bn[sin (βnz)− sinh (βnz)] (2.72)
which obeys the boundary conditions un(0) = u
′
n(0) = u
′′
n(l) = u
′′′
n (l) = 0. The coeffi-
cients an and bn satisfy the condition cn = an/bn = −1.3622,−0.0919,−1.008,−1.000, ...
and βn satisfies the condition cos (βnl) cosh (βnl) = −1. For the first four flexural modes,
we have βnl = (1.875, 4.694, 7.855, 10.996).
The eigenfrequencies of the cantilever are given by
ωn = β
2
n
√
EI
ρA
= (βnl)
2
√
E
12ρ
t
l2
(2.73)
To normalize the modeshapes, we set the potential energy of the beam equal to half
of the zero point energy
√
~
4µωn
, where µ = 1
4
ltwρ is the effective mass of the cantilever.
This normalization satisifies the Virial theorem, which states 〈T 〉 = 〈V 〉 = 〈E〉
2
. The
modeshapes for the first four flexural vibrations are shown in fig 2.17.
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Strain due to flexural vibrations
The strain due to the flexural motion of the beam is constant across the width of
the beam, and only varies along z and y. If we look at a point that is R0 away from
the neutral axis of the beam in the y direction, then the strain associated with flexural
modes as a function of z is given by n(z) ' −R0 d2undz2 , and we obtain
n(z) ' R0 x0√
2
β2n [cos (βnz) + cosh (βnz)− cn(sin (βnz) + sinh (βnz))] (2.74)
In this thesis, we are concerned with the strain felt by an NV center that is near the
diamond surface. For an NV center that is implanted at a depth di from the surface of
the cantilever, then R0 = t/2− di.
If the beam is displaced some amount xc from its equilibrium point, then the strain will
be multiplied by a factor xc
√
2
x0
(accounting for comparing absolute versus RMS displace-
ment). Therefore, under a coherent mechanical drive in which the beam is maximally
displaced by xc, then the strain profile for the n
th mode can be written as
n(z, t) '
(
t
2
− di
)
xc
2
β2n [cos (βnz) + cosh (βnz)− cn(sin (βnz) + sinh (βnz))] cos (ωnt+ φ)
(2.75)
Mechanical characterization using Fabry-Perot Interferometry
The mechanical properties of the cantilevers can be characterized using Fabry-Perot
interferometry [162]. Because our devices are fabricated using the diamond-on-insulator
technique, a low-finesse Fabry-Perot cavity exists between the diamond cantilever and the
polished silicon substrate with a resting length d. The length of the cavity is modulated by
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Figure 2.18: Fabry-Perot interferometry. A low finesse, Fabry-Perot cavity exists
between the surface of the cantilever and the polished silicon that sits below the
diamond sample. The resting length of the cavity, d, is defined by the distance between
the silicon surface and the equilibrium position of the cantilever. Light that reflects
off the cantilever surface interferes with light that passes through the cantilever and
reflects off of the silicon. When the cantilever is deflected by an amount xc, the light
passing through the cantilever picks up an additional 2kxc phase due to the change
in path length difference.
the motion of the cantilever. Therefore, the light reflected by the cavity will experience
a phase shift that is dependent on the position of the cantilever. This is essentially
the reverse goal of standard Fabry-Perot interferometry, in which a cavity with a well-
controlled length is used to measure frequency changes of a laser.
A critical requirement for this technique is that the coherence length of the laser
must exceed the length of the cavity. Another way to say this is that the laser must
maintain phase coherence while passing through the cavity so as to not wash out the
phase imprinted by the mechanical motion. Measuring the coherence length of a laser
can be accomplished by sending the laser through a Mach-Zender interferometer and
measuring the interference contrast as a function of the path length difference. In our
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experiments, we use a 532 nm or a 450 nm laser as our probe, both of which have
coherence lengths of approximately 1 cm, greatly exceeding the resting cavity length.
The light coming back from the cavity will be a combination of light reflected from
the cantilever surface and light that has passed through the cantilever and reflected off
of the silicon and back through the cantilever. Due to the curvature of the cantilever,
the light reflected from the cantilever surface will be slightly displaced at a small angle
from the light reflected off of the silicon. This is known as the optical lever effect. The
electric field for the light reflected off of the cantilever can be written as
E1(t) = (1− βxc(t))E0
(
e−i(kxc(t)−ωLt) + ei(kxc(t)−ωLt)
)
(2.76)
where xc(t) is the cantilever position in time and β quantifies the optical lever effect
for small displacements of the cantilever. The light reflected from the silicon surface will
pick up a 2kd phase shift from traversing the length of the cavity, can be written as
E2(t) = αE0
(
e−i(2kd−kxc(t)−ωLt) + ei(2kd−kxc(t)−ωLt)
)
(2.77)
where α is a scaling factor that takes into account the reflectivity of the silicon and
transmission coefficient of diamond.
The signal at the monitor photodiode is given by SPD = |E1 + E2|2. The photode-
tector will only pick up time-dependent terms within its detection bandwith (10 MHz for
the PDA36A at 0 gain), and hence we will only focus on quasi-static terms of SPD.
SPD(t) = |E0|2
(
(1− βxc(t))2 + α2 + 2α(1− βxc(t))
(
e−i(2k(xc(t)−d) + ei(k(xc(t)−d)
))
(2.78)
The output of the photodiode is then sent to a lock-in amplifier for spectral analysis
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of the signal. In many cases, we coherently excite the cantilever with a piezoelectric
transducer that is electrically driven with the lock-in. The excitation signal can then
serve as a reference for lock-in detection of the cantilever motion. For weak mechanical
excitation, the cantilever exhibits a linear mechanical response, and the driven motion is
well-described by
xc(t) = x(ω) cos (ωt)
= x
(γ/2)√
(γ/2)2 + (ω − ωm)2
cos (ωt)
(2.79)
where γ = ωm/Q is the damping rate of the cantilever, ω is the drive frequency of
the lock-in amplifier. If we remove DC terms and keep terms to first order in β, we find
SPD = −2βxc(t)+2α(1−βxc(t)) [cos (2kd) cos (2kxc(t)) + sin (2kd) sin (2kxc(t))] (2.80)
The lock-in signal essentially picks out the Fourier component of the photodiode signal
at frequency ω, and can be written as
Slockin(ω) =
1
T
∫ T
0
SPD(t) cos (ωt)dt (2.81)
where T is the total measurement time at a particular drive frequency. To properly
characterize the mechanics, T must be longer than the correlation time of the mechanical
oscillator, or the mechanical ringdown time. In the limit of large T , the integral can be
thought of a sum of N = Tω/2pi integrals over the range [0, 2pi/ω] and we can use
orthogonality to simplify the lock-in expression. In our experiments, we typically choose
T = 5Tringdown.
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The lock-in signal can be simplified using the Jacobi-Anger expansion and isolating
terms that oscillate at ω.
Slockin(ω) =− 2βx(ω) + 4αJ1 (2kx(ω)) sin (2kd)
− 2αβx(ω) cos (2kd)
(
J0 (2kx(ω))− J2(2kx(ω))
) (2.82)
where Jn(z) is the n
th order Bessel function of the first kind. Because the lock-in will
measure the rms voltage, Slockin is always positive, and
Slockin(ω) =
∣∣∣∣− 2βx(ω) + 4αJ1 (2kx(ω)) sin (2kd)
− 2αβx(ω) cos (2kd)
(
J0 (2kx(ω))− J2(2kx(ω))
)∣∣∣∣ (2.83)
Brownian motion
A simple technique that can be used to calibrate the lock-in signal is to use the in-
terferometer to measure the Brownian motion of the cantilever. When the cantilever is
at thermal equilibrium, it exhibits motion with a random amplitude and phase at its
resonance frequency. The mean displacement of the cantilever in thermal equilbrium is
precisely zero, but its variance is non-zero and determined by the equilibrium tempera-
ture, as predicted by equipartition theorem.
〈x2〉 = kBT
µω2m
(2.84)
The variance of the mechanical motion is directly related to the autocorrelation func-
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Figure 2.19: Interferometer signal. Left: The theoretical interferometer signal as
a function of frequency for various drive amplitudes assuming no optical lever effect
and a probe laser with λ = 532 nm. As the amplitude of motion increases, the signal
transforms from a Lorentzian lineshape to a series of interference fringes. Center: The
theoretical interferometer signal as a function of frequency for a fixed drive amplitude
of 300 nm, variable optical lever constant, and a probe laser with λ = 532 nm. As
the optical lever effect increases, the interference fringes are washed out. Right: The
theoretical interferometer signal for a resonantly driven oscillator as a function of
drive amplitude for various optical lever constants and a probe laser with λ = 532
nm. As the optical lever effect increases, the signal becomes dominated by amplitude
modulation of the photodiode signal and washes out the phase modulation signal
tion of the position operator
Gxx(t) = 〈x(t)x(t′)〉 (2.85)
The autocorrelation function Gxx measures the degree to which the position fluctua-
tions at times t and t′ are correlated. The decay constant of the position autocorrelation
function, τ , is the correlation or ringdown time and is related to the mechanical Q of
the cantilever. Using our interferometer, we measure the power spectral density of the
position. The power spectral density is formally defined as
Sxx(ω) =
∫ T
0
dt
∫ T
0
dt′〈x(t)x(t′)〉eiω(t−t′) (2.86)
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Figure 2.20: Mechanical response of a diamond cantilever. Left: Interferometric
signal showing the brownian motion of a cantilever with dimensions 30× 2× 0.67 µm
taken in vacuum (10−2 torr) and at room temperature. A Lorentzian fit to the data
is shown in black. Right: Interferometric signal (red dots) showing the driven motion
of the cantilever with an amplitude of motion xc = 188 nm. A fit to the expected
response is plotted in black.
where again T is the measurement time. If T  τ , then we may extend the bounds
on the inner integral to infinity. The bandwidth of the spectral density is 1/τ , and hence
the major contributions to the spectral density will lie in the interval {−T, T}. If we
utilize the fact that Brownian motion is time-translation invariant, we find that the power
spectral density can be written as
Sxx(ω) =
∫ ∞
−∞
dt〈x(t)x(0)〉eiωt (2.87)
This is known as the Wiener-Khinchin theorem. In the limit that Q > 1, the power
spectral density of the position is a Lorentzian centered around the cantilever resonance
frequency with a width determined by the quality factor.
Sxx(ω) =
kBT
piµω2m
(γ/2)
(γ/2)2 + (ω − ωm)2 (2.88)
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The mechanical linewidth is defined to be γ = ωm/Q. The units of the position
spectral density are m2/Hz. To get the total amplitude of Brownian motion, one must
integrate the spectral density over the entire frequency spectrum. The rms position is
merely
xrms =
√
〈x2〉
=
√
kBT
µω2m
(2.89)
To calibrate the interferometer signal, we compare the peak height of the Brownian
motion signal to the peak height of the mechanical response under a weak coherent drive.
In fig. 2.20 a., we show a measurement of the Brownian motion of a cantilever with a
resonance frequency ωm/2pi = 4.8745 MHz. The measurement was performed at room
temperature in a vacuum environment of approximately 1 torr. The measured linewidth
of the cantilever is γ/2pi = 220 Hz, implying a quality factor Q = 2.2×104. Alternatively,
the the quality factor can be determined by a mechanical ringdown measurement, which
mitigates line broadening due to drifts in the mechanical frequency [43].
Mechanical quality factors
The cantilevers studied in this thesis have frequencies ranging from 600 kHz to about
5.3 MHz. All of these cantilevers have relatively high quality factors, where the lowest Q
is approximately 1.2×104 for the 5.3 MHz cantilever and the highest Q is approximately
3 × 105 for a cantilever with a frequency of approximately 900 kHz. These Qs are
comparable to state of the art cantilevers employed in atomic force microscopy [163].
Typically, as the mechanical frequency increases, the quality factor will decrease, and
hence it is useful to discuss the Qf product. At room temperature, the largest ever
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Qf product ever reported is 1.66 × 1014 [49] for a 1.6 MHz silicon nitride membrane
resonator embedded in a phononic shield. By comparison, the resonators in this thesis at
that frequency achieve a Qf product of roughly 1011. The limits to the cantilever quality
factor have not been determined, but have been attributed to two-level defects, surface
chemistries, surface roughness, and clamping losses [43, 44, 164].
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Experimental setup
“You know what they say. ‘Fool me once, strike one, but fool me twice,...
strike three’ ” - Michael Scott
In this chapter, we will review the experimental setup used for measuring our hy-
brid NV-mechanical devices. The primary setup consists of a homebuilt laser scanning
confocal microscope integrated with a cryogen-free cryostat. The confocal microscope is
used to locate, analyze, and manipulate individual NV centers embedded in our diamond
samples, which are hosted inside the cryostat. The cryostat provides a low-temperature
environment necessary for resolving the fine structure of the orbital excited state of the
NV center, and also provides a high vacuum environment to mitigate viscous damping
of the mechanical resonators. In addition, the cryostat is equipped with a microwave
antenna for coherent spin manipulation and a low-capacitance piezoelectric transducer
for resonant mechanical excitation. In the following sections, we will review the ba-
sics of confocal microscopy, the design and components of our apparatus, and relevant
experimental constraints that were considered during the design process.
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3.1 Scanning confocal microscope
The confocal microscope is a powerful and versatile imaging tool that has been crit-
ical to experiments throughout the natural sciences. In contrast to a standard optical
microscope which uniformly illuminates a sample, a confocal microscope illuminates and
images a single point on the sample [165]. To illuminate a single point of the sample, the
excitation or illumination light is sent through a high numerical aperture (NA) micro-
scope objective and focused onto the sample to a diffraction-limited spot size. The (NA)
of an objective quantifies the amount of light that the objective can collect, and is given
by
NA = n sin (θ) (3.1)
where n is the index of refraction of the medium the objective is working in and θ
is the maximum angle of light emanating from the focal point that makes it into the
objective. A higher NA objective allows for tighter focusing of the excitation beam and
greater collection efficiencies. Consequently, the NA essentially determines the spatial
resolution of the confocal microscope. Only the fluorescence of objects located in the
illumination volume will contribute to the confocal microscope image. The fluorescence
can be imaged onto a pinhole aperture in the image plane, which rejects light that is
out of focus or not in the image plane, hence defining the detection or collection volume.
Under these conditions, the illumination and collection volumes are said to be confocal
[165].
The spatial resolution of a confocal microscope is determined by the point spread
function of the microscope, and under ideal conditions is [166]
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φr =
κλ
NA
(3.2)
φz =
nλ
NA2
(3.3)
whereλ is the wavelength of the excitation light, and κ is a constant typically around
1 that varies depending on the apparatus. In our experiments, κ is determined by the
diffraction limit, or the Airy unit diameter, giving κ = 1.22. In our experiments, we
uniformly illuminate the back aperture of our microscope objective (NA = 0.7) with
λ = 532 nm laser light, which is then focused onto the sample with a diffraction limited
spot size of φr ∼ 920 nm. The axial resolution of the microscope is then φz ∼ 1.1
µm. Therefore, the excitation/detection volume is confined to about 1 µm3. While the
confocal microscope affords exceptional spatial resolution, it comes at a cost when trying
to image a large sample. In order to get an image of a large sample, the excitation light
must be rastered across the sample. To get a fully three-dimensional image, the light
must then be rastered at different focal planes.
3.1.1 Design of the confocal microscope
In this subsection, we will give a brief description of the confocal microscope, and pro-
vide a detailed description of the important components in further sections. A schematic
of our homebuilt scanning confocal microscope is shown in fig. 3.1. The excitation light
is provided by a 532 nm laser (shown schematically in green), which enters the apparatus
through a fiber port. The excitation light is sent through polarization optics before being
introduced into the confocal path through a longpass dichroic beam splitter (Semrock
Di01-R532-25) which reflects approximately 94% of the laser light. A fast scanning mir-
ror (FSM-300-02) is used to raster the excitation laser across the sample. Piezoelectric
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actuators tilt the fast scanning mirror in two orthogonal directions which deflect the
beam at an angle with respect to the confocal axis. The excitation light passes through
a scanning telescope (see following section for design details) to direct the beam onto
the back aperture of the objective. The excitation light then passes through an infinity
corrected objective (Olympus LCPLFLN50xLCD) with NA = 0.7 and focused onto the
diamond sample, which sits inside a closed cycle cryostat. The NV fluorescence collected
by the objective is sent back through the confocal path and is passed through the dichroic
beam splitter (transmission ∼ 93%.) The fluorescence is further passed through longpass
filters (BLP01-594R-25) to reject any light outside of the NV photoluminescence band.
The light is then coupled into a single mode fiber (SM800) which is sent directly to an
avalanche photodiode (APD) single photon detector (Perkin Elmer SPCM-AQR-14) with
a measured dark count rate of 100 Hz.
3.1.2 The scanning telescope
In order to direct the beam into the objective, a scanning telescope consisting of
two convex lenses, L1 and L2, with focal lengths f1 and f2, is placed in between the
fast scanning mirror and objective. If the scanning telescope is positioned correctly, the
laser’s position and size will be matched to that of the back aperture of the objective
while the entrance angle is varied. For the beam to not move off of the back aperture
of the objective as the fast scanning mirror moves, the lenses L1 and L2 must be a
distance f1 and f2 away from the fast scanning mirror and back aperture of the objective
respectively. Any deviation from this will result in not only a loss of excitation power,
but also a decrease in the photon collection efficiency.
This loss can be calculated by considering the overlap between two Gaussian beams of
waist w. Consider a scanning telescope such that L1 is a distance d1 = f1 + δd1 from the
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Figure 3.1: Schematic of the cryogenic scanning confocal microscope. The
optical path of each laser is shown in color and the relevant propagation directions
are shown in black arrows. A legend for the schematic is found above.
fast scanning mirror and L2 is a distance d2 = f2+δd2 away from the back aperture of the
objective. Assuming that the telescope input and output is collimated, the displacement
of the laser center due to an angular displacement θ from the confocal axis is
δr =
(
f2
f1
δd1 +
f1
f2
δd2
)
θ (3.4)
The loss in excitation power and collection is then quantified by
Ploss = 1− e−δr2/2w2 (3.5)
In addition, the scanning telescope will determine the field of view of the confocal
microscope. The field of view is determined by the maximum entrance angle into the
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objective, and is given by
FOV = 2×WD × tan
(
f1
f2
θmax
)
(3.6)
where WD is the working distance of the objective and θmax = 1.5
◦ is the maximum
deflection angle of the fast steering mirror. The FOV for our apparatus is approximately
100× 100 µm.
3.1.3 Microscope objective
The primary microscope objective used on this apparatus is an infinity-corrected,
Olympus LCPLFLN50xLCD microscope objective with a NA = 0.7. The objective is
apochromatic to mitigate chromatic aberrations, and displays a nearly constant trans-
mission of ∼ 90% over the relevant wavelength ranges for our experiment (450-850 nm).
The objective is equipped with a coverslip correction collar, which allows the objective
to correct for spherical aberrations from imaging through glass up to 1.2 mm in thick-
ness. In our experiments, we image through two 200 µm windows (the cryostat lid and
the radiation shield window), and hence set the correction collar to a value of 0.4. The
objective was partially chosen for its large working distance of 2.7 mm, which maximizes
the space inside of the cryostat. The large working distance, however, comes at the cost
of NA and hence collection efficiency. The objective is mounted on an NPoint nanopo-
sitioning piezo stage for fine adjustment of the focus. The NPoint stage is mounted to
a large breadboard supported by three 1.5 in. stainless steel posts, as shown in fig. 3.2.
The breadboard height can be coarse adjusted using a series of adjustable height collars
(Thorlabs PSHA) over a range of 8.2 mm (640 µm per revolution). It is important that
the breadboard be kept level with the optical table during adjustment. To minimize the
effect of vibrations from the compressor, these collars are left unlocked. This allows the
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objective platform to vibrate in phase with the sample inside of the cryostat.
Figure 3.2: Photographs of the cryogenic confocal microscope (external).
Top: The sample is hosted inside the chamber of the cryostat. A magnetic field coil
is clamped to the lid of the cryostat. The objective is mounted on a piezoelectric
nanopositioner and placed inside the field coil. The objective stage is mounted onto
a platform breadboard. The height of the breadboard can be adjusted using three
adjustable height collars (two shown). Bottom: Alternative view showing the third
height collar and the external rf bus located on the side of the sample chamber.
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3.1.4 Laser systems
The confocal microscope is equipped with 3 different laser systems, which are used
for optically addressing single NV centers and characterizing the mechanical properties
of our diamond mechanical oscillators. The primary science laser is a continuous-wave
(cw) diode laser at 532 nm (Laser Quantum gem 532) with a maximum power of 100 mW
and a coherence length of approximately 1 cm. As described later, this laser is used for
optically addressing the NV center as well as characterizing the mechanical resonances
of single-crystal diamond cantilevers. The 532 nm laser is sent through an Intraaction
acousto-optic modulator (AOM) and the first order diffracted beam is coupled to a single
mode fiber (460HP) which is sent to the confocal microscope. The AOM is primarily used
as a switch, and has a rise time of about 12 ns with a maximum extinction ratio exceeding
106. The AOM is driven with an Isomet driver operating at 200 MHz integrated with a
passive noise-eating circuit, which improves the extinction ratio of the AOM from 103 to
greater than 106.
The laser power is adjusted with a series of neutral density filters of varying strengths
that are hosted in a Thorlabs filter wheel. The laser polarization is controlled with a
linear polarizer and a half-wave plate. The linear polarization is matched to the optical
transition dipole moment of the NV center by monitoring the PL as a function of the
half-wave plate angle and choosing the maximizing angle. At room temperature, the
optimal polarization is roughly the same for all NVs, in contrast with NVs at cryogenic
temperatures. This can be explained by electron-phonon interactions and the dynamic
Jahn Teller effect, which washes out the orbital-doublet nature of the excited state [167].
The confocal microscope is also equipped with a cw narrow-linewidth (∼ 300 kHz),
tunable, external cavity diode laser operating near 637 nm (New Focus Velocity). As
described in chapter 5, this laser is used for resonant excitation of the optical transitions
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of the NV center. The 637 nm laser can be coarse tuned over a 3 nm range spanning
636-639 nm with 0.01 nm resolution, and can be fine tuned over a 38 GHz frequency band
by scanning the laser cavity piezo. The 637 nm laser also outputs a significant amount
of yellow light which can couple into the APD and significantly increase the background
counts. We filter out the yellow light using a series of bandpass filters centered around
637 nm. The laser is passed through an AOM similar to the 532 nm laser and coupled into
a single-mode fiber (SM600) and sent to the confocal microscope. The AOM in this case
is driven by a homebuilt rf driver that consists of a voltage controlled oscillator, voltage
variable attenuator, microwave switch, and a microwave amplifier. The extinction ratio
of the AOM using the homebuilt driver is greater than 106, and hence does not require
a noise-eating circuit.
The 637 nm laser is introduced into the confocal microscope through a dichroic beam-
splitter with a cutoff wavelength of 640 nm as depicted in fig. 3.1. To minimize back-
ground 637 nm light reflected from the sample, a series of longpass filters are placed in
front of the collection fiber. This results in a slightly reduced photon collection rate from
the NV center (10-20% loss), but completely extinguishes scattered excitation light. The
extinction ratio is very sensitive to the relative angle between the optical axis and the
filters. To calibrate the angle, we focused on a single NV center and varied the position
of the filters while optimizing the fluorescence collection rate.
To perform fine scans of the 637 nm laser frequency, we apply a series of voltages
generated by the DAQ directly to the laser piezo. The relative frequency shift per piezo
voltage was calibrated via Fabry-Perot interferometry using a scanning invar cavity with
a free spectral range of 1.5 GHz. Although the laser piezo can handle voltages spanning
(-10, 10) V, we found that the scan is only linear in piezo voltage from (-7.5, 7.5) V
and is highly nonlinear otherwise (see fig. 3.3). We note that our measurements of the
scanning range differ by a factor of 2 from the New Focus specifications.
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Figure 3.3: Laser calibration. Calibration of the 637 nm laser fine scan. The
frequency sweep is linear in voltage from -7.5 to 7.5 V, yielding a frequency shift of
-2.725 GHz/V
The laser power was controlled by either changing the laser diode current or passing
the laser through a series of neutral density filters. The polarization of the 637 nm laser
was controlled with a linear polarizer and a liquid crystal retarder. The liquid crystal
retarder allows for rotation of the laser polarization while keeping the laser intensity
constant. In the experiments of chapter 5, we characterize the orientation of the electric
dipole moment of the NV center, which requires precise calibration of the laser polariza-
tion with respect to the crystal axes. To this end, we used a polarimeter (Thorlabs) to
determine the absolute polarization of the laser.
The final laser used in the confocal microscope is a cw diode laser at 450 nm with a
maximum power of 5 mW and a coherence length exceeding 1 cm. This laser was used
for characterizing and stabilizing the driven mechanical motion of diamond cantilevers.
This laser is directly introduced into the confocal microscope with a long-pass dichroic
beamsplitter.
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3.1.5 Control of the confocal microscope
The experimental apparatus is controlled using custom software written in MATLAB.
The program contains two GUIs: one to control the confocal microscope (ImageScan)
and one to interface with the control electronics (ESRControl). Both GUIs communicate
with a data acquisition and DAQ board (NI PXIe-6361). Two DAQ outputs are used to
control the orientation and position of the fast scanning mirror. A single DAQ output is
used to control the objective piezo stage (NPoint) for fine tuning of the microscope focus
over a 100 µm range. A counter on the DAQ board is used to process the APD signal.
For a comprehensive overview of the control software, I refer the reader to ref. [168].
3.2 Microwave electronics
As discussed in chapter 2, the spin of the NV center can be coherently manipulated
using near resonant microwave magnetic fields at approximately 2.87 GHz. Microwave
fields are delivered to the sample through a gold wirebond that is placed just above
the sample. The microwave circuit is shown schematically in fig. 3.4. Microwaves are
generated using a microwave signal generator (SG384).The frequency and power settings
of the signal generator are controlled with the MATLAB control software. The output
of the signal generator is first sent through a SPDT high isolation switch (ZASWA-2-50-
DR) with a rise time of 5 ns to generate microwave pulses. As described in the following
section, this switch is gated by a pulse timing generator. The output of the switch is then
sent through a high power microwave amplifier (ZHL-16W-43+). The amplified signal
is passed through a circulator (NARDA 4923) and to the microwave SMA interface of
the cryostat (see fig. 3.2). A combination of stiff and flexible SMP cables are used
to deliver the microwave signal to the coplanar waveguide (CPW) sample holder. A
gold wirebond with a diameter of approximately 30 µm connects the inner conductors
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of the CPW and is placed nearby the diamond sample. The transmitted signal through
the CPW is sent back through the cryostat interface and either terminated with a high
power 50 Ω terminator or measured using a SRS spectrum analyzer. For an optimally
placed antenna, a 1 mW output from the signal generator will produce a field of about
9 G at the NV, corresponding to a microwave Rabi frequency of 25 MHz.
In some of the pulsed measurements described in this thesis, we require phase con-
trol of the microwave source, which is accomplished through IQ modulation. The total
microwave signal can be written as
V (ω) =I cos (ωt) +Q sin (ωt)
= A sin (ωt+ ϕ)
(3.7)
where A =
√
I2 +Q2 and ϕ = tan−1(Q/I). I and Q are controlled with by an
external voltage input located on the real panel of the signal generator. The allowable
voltage range for each input spans (-0.5, 0.5) V.
3.3 Pulse timing electronics
To perform pulsed measurements, we use a SpinCore PulseBlasterESR-PRO 500 MHz
card (Pulseblaster) to generate TTL control pulses. The Pulseblaster can generate up to
24 independent TTL signals (assigned to bit 1, 2, 3, ...) that are synchronized to a single
clock. The outputs of the Pulseblaster are sent through a homebuilt TTL interface for
ease of access. Bit1 is assigned to the AOM driver for the 532 nm laser, and is used for
switching the laser on and off. Bit2 is assigned to the trigger of the DAQ counter input
which measures the signal from the APD. Bit3 is assigned to the microwave switch, is
used to create square microwave pulses. Bits 5-8 are used to for IQ modulation of the
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Figure 3.4: Electrical schematic of the apparatus. The schematic shows the
microwave and pulse timing control electronics.
microwave signal. The TTL pulses are sent through a homebuilt circuit board which
attenuates the pulses from 3.3 V to ±0.5 V and then sent to the IQ modulation inputs of
the SG384. In our setup, we map bits (bit5, bit6, bit7, bit8) to ϕ = (0, 90◦, 180◦, 270◦).
For a more detailed discussion of the pulse timing, we refer the reader to ref. [168].
3.4 Magnetic field electronics
As discussed in chapter 2, we apply a small magnetic field to the NV center in order
to break the degeneracy of the ms = ±1 spin levels. In the experiments described in
chapter 4, the magnetic field is generated by a rare earth magnet. In the experiments
described in chapter 6, the magnetic field is generated by a half-Helmholtz coil, which
sits on the lid of the cryostat as depicted in fig 3.5. The coil is approximately 2 in. in
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Figure 3.5: Cross section of the cryostat. A cross section of the cryostat shows
the relative positions of the magnetic field coil, objective, and sample. The sample–
to-window distance varies with temperature, but is typically on the order of 1 mm.
The sample to coil center distance is approximately 1 cm.
diameter and contains 100 turns of wire. The field coil is driven with a custom-built,
low-noise current source that can supply current up to 1 A. The value of the current is
set by an external voltage supplied by a DAQ output, where the current is given by 1
A/V. To further reduce noise in the current, the control voltage output from the DAQ is
sent through a differential amplifier to break the ground loop with the computer power
supply. The current source is connected to the external electrical bus of the fridge, as
shown in fig 3.9.
The field coil sits approximately 1 cm above the sample, depending on the operating
temperature of the cryostat. If the sample sits laterally in the center of the coil, the
magnetic field will be approximately perpendicular to the plane of the diamond sample
(along the (001) crystal direction), producing a field B(001) = (24 mG/mA)Icoil. Note that
this field will generate the same longitudinal magnetic field for all four NV orientations,
Bz =
B(001)√
2
. The use of the field coil allows for precise tuning of the Zeeman splitting,
which is a crucial requirement for the coherent strain-driving measurements presented in
chapter 6.
95
Experimental setup Chapter 3
3.5 Mechanical resonance characterization
The resonant modes of our diamond mechanical oscillators are actuated with a low
capacitance (∼ 25 nF), piezoelectric transducer (Noliac NAC2011) that is electrically
driven using a lock-in amplifier (Zurich Instruments HF2). The piezo is soldered to two
phosphor-bronze wires which are wrapped around a copper bobbin for thermal anchoring
and lagging and connected to the fridge at a user interface (see figure). The piezo
is mounted to the sample holder with a set screw and flat copper clamp. The piezo-
cantilever coupling is very sensitive to the clamping conditions, due to its small surface
area. Once the coupling is maximized, the clamp is never touched again unless it needs to
be tuned. To remove the sample holder from the fridge, the piezo must be disconnected
from the fridge.
The lock-in amplifier contains two channels that can be independently controlled.
In addition, the lock-in is equipped with two phase-locked loops and four PID servo
controllers. We control the lock-in externally through commercial software (ziControl).
To characterize the driven motion of the cantilevers, we use the “Sweeper” function
within ziControl. The Sweeper function measures the demodulated input signal for either
a varying output frequency or amplitude. To characterize the brownian motion of the
cantilevers, we use the FFT function within ziControl.
As discussed in Chapter 2, the mechanical properties of the cantilevers are charac-
terized using Fabry-Perot interferometry where either the 450 nm or 532 nm lasers are
used as the probe laser. In this section, we will describe the interferometer setup for the
450 nm laser, which is shown schematically in fig. 3.6. The 450 nm laser is first sent
through a non-polarizing 50:50 beamsplitter, which is used to send light reflected from
the sample to a photodiode with a bandwith of 125 MHz (Newport 1801-FS). The light
is then introduced into the confocal path through a dichroic beamsplitter. The beam
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Figure 3.6: Circuit for mechanical characterization. A lock-in amplifier is used
to actuate a piezoelectric transducer clamped to the sample stage. The interferometer
signal is demodulated with the lock-in amplifier. Using feedback, the mechanical reso-
nance can be stabilized. Furthermore, the lock-in can be used to perform stroboscopic
PL measurements using a homebuilt ADC circuit.
is introduced after the fast-steering mirror due to space constraints, and its position is
determined by a two-mirror periscope. The blue light is focused to a spot of roughly
3 microns in diameter onto the cantilever. Light reflected from the diamond surface
and the underlying silicon substrate interfere and are sent to the photodiode for spectral
analysis. A band-pass filter centered at 450 nm is placed in front of the photodiode to
minimize crosstalk introduced by the 532 nm laser.
The output of the photodiode is sent directly to the input of the lock-in amplifier,
and is demodulated using the piezo excitation signal as the reference. The extracted
amplitude and phase from the demodulated signal can then be used to for stabilization
of the mechanical motion. We use a phase-locked loop to keep the mechanical excitation
on resonance with the cantilever and a PID to stabilize the amplitude of driven motion.
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3.5.1 Stroboscopic measurements
All of the strain related measurements in this paper are performed when the cantilever
is in motion. Therefore, any spectroscopic measurements of the NV spin or optical
transitions average over the cantilever motion. At times, it can be difficult to separate
the internal dynamics of the NV center from the mechanical motion, and it is desirable to
look at static bending of the cantilever. Static bending could be achieved with an atomic
force microscope or an electrostatic interaction with metal electrodes [77]. However,
the required overhead for these methods would add unnecessary complications to the
experiment. As an alternative, we perform stroboscopic measurements of the NV center
which isolate a particular phase of the cantilever motion. This is accomplished by directly
gating the APD with a periodic sequence of short TTL pulses that is phase locked with
the mechanical motion (see fig. 3.6).
A small portion of the mechanical drive signal (output 1 of the lock-in) is sent to
input 2 of the lock-in, which then serves as a reference for output 2. The signal from
output 2 has the same frequency as the mechanical drive signal but an adjustable, relative
phase that can be set in the control software. The signal from output 2 is then sent to a
homebuilt comparator circuit which converts the sinusoidal signal into a TTL pulse train
of the same frequency and phase. The threshold voltage of the comparator is supplied
by a DAQ output, and sets the logic “HI” threshold. We adjust the threshold voltage
such that the TTL pulse train has pulses with an “ON” length of approximately 60 ns,
which is short compared to the length of a cantilever oscillation period (typically 1 µs).
The TTL output of the comparator then directly gates the APD. The APD will only
generate pulses from incident photons during the TTL “HI” period.
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3.6 Cryogenic and vacuum environment
The diamond samples studied in this experiment are housed inside of small cryostat
operating at liquid He temperatures and high vacuum (10−9 torr). The cryogenic and
high vacuum environment is necessary for resolving the fine structure of the NV excited
state and minimizing damping of the cantilever motion. In the following sections, we will
provide a detailed discussion of the cryostat and the additional equipment that has been
incorporated into the cryogenic environment.
3.6.1 Cryostat description
The cryogenic environment is provided by a closed-cycle cryostat (Montana Instru-
ments Cryostation) with a base temperature of 3.2 K and 150 mW of cooling power
at 4.2 K with no experimental heatload. The term closed-cycle refers to the fact that
there is no direct liquid helium bath to provide cooling. Instead, a cryocooler is used
to conductively cool the sample to base temperature. For this reason, the closed-cycle
systems are often called “cryogen-free” systems, even though the cooling process still
relies on helium. One important advantage of a closed-cycle system is that helium can
be recycled. This feature allows for continuous operation of the cryostat without having
to refill the helium supply.
The main cooling apparatus for the cryostat is a two-stage Gifford-McMahon cry-
ocooler. The primary cooling mechanism involves pulsing high pressure helium, typically
at frequencies of a couple Hz. The helium supply is run through a variable-flow helium
compressor, which also controls the speed of the cold head and hence the cooling power.
The cryocooler has two stages for cooling that are equipped with three pre-calibrated
Cernox thermometers. The first stage is thermally coupled to the radiation shield and
reaches a temperature of approximately 28 K at base temperature. The second stage is
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thermally coupled to the cold plate, or platform. At base temperature, stage 2 reaches
a temperature of approximately 3 K and the platform reaches a temperature of approx-
imately 3.5 K. The sample stage, which is mounted directly on the platform, reaches
a base temperature of approximately 3.9 K. We note that during cooldown, the plat-
form temperature significantly lags stage 1 and stage 2 in order to prevent particles from
condensing onto the sample.
One significant drawback of a closed-cycle system is the vibrations that are intro-
duced from the pulsing of the helium gas. To address this issue, the cryostat chamber is
vibrationally isolated from the coldhead. The only mechanical connection between the
crycooler and the sample chamber is provided by the copper coldfinger. The platform
of the cryostat is thermally connected to the coldfinger through a copper mesh, which
is designed to further minimize vibrations carried by the coldfinger. The optical table is
vibrationally isolated from the coldhead with both passive and active elements.
To reach base temperature, the sample chamber must be at a high vacuum level, as
background gas can add unwanted heat loads. High vacuum is achieved with a combi-
nation of mechanical pumping and cryopumping. Before the compressor is turned on,
the sample chamber is evacuated with a mechanical pump or a turbopump to pressures
of approximately 100 mTorr. During cooldown, high vacuum is established through cry-
opumping with activated charcoal sorbs that are thermally coupled to the cold plate.
Material floating in the chamber adsorbs onto the charcoal surface, reducing the pres-
sure in the chamber. As the temperature decreases, the charcoal sorbs “activate”, and
adsorbed material on the surface does not have the required energy to overcome the
binding energy of the carbon and escape. Through cryopumping, pressures down to
approximately 10−9 torr can be achieved.
After long periods of time, the charcoal sorbs become saturated (usually with water)
and need to be re-activated. At 4 K, we find that significant saturation begins after
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approximately one month. As a consequence of the charcoal saturation, the pressure
in the sample chamber rises. To reactivate the charcoal, we bake the charcoal sorbs at
150 ◦C for three hours in atmosphere. Ideally, this would be done in a dry nitrogen
environment or a high vacuum environment.
3.6.2 Calculating vacuum pressure from mechanics measure-
ments
At cryogenic temperatures, our diamond sample also becomes an effective cryopump
for any material floating around in the fridge. As material is adsorbed onto the diamond
surface, the resonance frequency of the cantilevers will decrease due to the increase in
mass. The adsorption rate onto the surface in equilibrium is given by the impingement
equation, which is defined to be
J =
fP√
2piMkBT
(3.8)
where J is the adsorption rate per unit area, f is the sticking coefficient, P is the
pressure, M is the molar mass of the material, and T is the temperature. In the cryostat,
the primary gases adsorbing onto the surface are nitrogen and water. At 4 K, the sticking
constant is approximately 1. We can measure the adsorption rate J by measuring the
cantilever frequency drift rate and converting it into an adsorbed mass.
In this experiment, we measured the resonance frequency of a cantilever with dimen-
sions (l, w, t) = (60, 15, 1) µm and found that the resonance frequency drifted about 20
mHz/second. Using an average of the molar masses of nitrogen and water, this corre-
sponds to roughly 106 atoms impinging the surface per second, which corresponds to a
change in mass of about 10−20 kg. From this measurement, we infer a pressure of about
10−9 torr. When the charcoal sorbs begin to saturate, the pressure in the chamber starts
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Figure 3.7: Schematic of the cryostat interior. A rendering of the sample stage
stack showing the cold stage, the attocube stack, and the sample holder.
to rise and the adsorption rate begins to accelerate. After significant saturation, the
adsorbed mass on the cantilever reduces the cantilever quality factor to the point that
mechanical resonance can no longer be detected.
3.6.3 Sample stage
The sample stage consists of three main components which are shown in fig. 3.7: a
copper cold stage, the Attocube stack, and the sample mount. The copper cold stage
is thermally anchored to the platform and contains a series of copper bobbins and two
custom electrical user interfaces. The copper bobbins serve two main purposes. The
first is for 4 K heatsinking to the coldplate. The second is to allow wires to be wound
several times for thermal lagging. The electrical interfaces are used to organize and
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reroute electrical connections between the inner fridge connectors shown in fig. 3.9 and
the components inside of the radiation shield. All electrical wiring entering the radiation
shield is clamped to the platform for heat sinking and passed underneath the radiation
shield and up through the platform. This prevents any thermal contact with the radiation
shield, which is at the elevated temperature of stage 1.
The attocube stack contains 3 separate nanopositioning piezo stages to control the
sample position in all three dimensions. The travel range of each attocube is approx-
imately 5 mm. The attocubes are controlled with a dedicated controller provided by
Attocube. The controller is connected to the homebuilt external electrical bus shown
in fig. 3.9. Due to the poor heatsinking between the attocube stacks, a several copper
ribbons are placed between the attocube stacks and thermally anchored to the cold plate,
as shown in fig. 3.8. The thermal anchoring of the copper ribbons to the cold plate in
part is provided by the mechanical pressure provided by the z attocube, which sits at
the bottom of the stack. When the z attocube is raised from its fully retracted position,
the thermal connection is slightly worsened, resulting in a slightly elevated sample tem-
perature. Furthermore, we have found that when the z attocube is extended more than
a few hundred microns, the vibrations become worse. For that reason, we typically keep
the z attocube fully retracted.
The sample mount consists of an adapter plate and the sample holder. The sample
holder consists of a copper post with a circular pillar at the top. The sample is firmly
attached to the surface of the pillar with silver conductive paint. The microwave CPW is
anchored to the copper post with four 0-80 screws. The sample holder is machined so that
the piezoelectric actuator can be clamped underneath of the sample, as depicted in fig.
3.6. The piezo is electrically connected to the custom electrical bus at the cold plate with
phosphor-bronze wiring. To electrically insulate the piezo leads from the copper clamp,
we wrap the piezo in a thin layer of teflon tape. The sample holder screws into the
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Figure 3.8: Photographs of the sample chamber. A photograph of the sample
chamber of the cryostat with no radiation shield.
sample mount adapter plate, which allows for simple removal of the sample holder. The
sample mount adapter plate is also equipped with a self-calibrated Cernox thermometer
to measure the temperature
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Figure 3.9: External electrical connections of the cryostat. Schematic of the
external electrical bus and wiring for the cryostat, including connections for the at-
tocubes, piezo, and magnetic field coil
The sample stage sits approximately 2 mm below the top window of the cryostat,
and approximately 1 mm below the top radiation shield window.
3.6.4 Electrical wiring
The cryostat is equipped with several external electrical buses to organize the elec-
trical wiring for the attocubes, microwaves, piezo, and thermometers. A homemade bus
interface (fig whatever A) handles the connections for the X, Y, and Z attocubes, the
magnetic field coil, and the piezo. The homemade bus is directly connected to the built-
in external electrical bus of the fridge, with connectors X1, Y1, Z1, and T1, as shown in
fig. 3.9. These external connectors are internally routed to their counterparts X2 Y2 Z2
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and T2 inside of the cryostat.
The attocubes are driven by a commercial high voltage supply provided by Attocube.
Each attocube is driven with a separate controller that is connected to the homemade
electrical bus, as shown in fig. 3.9. The attocube signals enter the fridge through the X,
Y and T connectors of the cryostat electrical bus. Inside of the cryostat, the attocube
signal enters the radiation shield through a clamp that heatsinks the wires to the cold
stage. The wires are then directed to the homebuilt electrical bus and connected to the
respective attocubes.
The electrical drive signal for the piezo is generated by a lock-in amplifier. The lock-in
amplifier is directly connected to an isolated BNC bulkhead located on the homebuilt
electrical bus to ensure that the piezo has a floating ground with respect to the fridge.
The piezo signal enters the fridge through the Z1 and Z2 connectors as shown in fig. 3.9.
Inside of the cryostat, two phosphor bronze wires carry the electrical signal to the piezo.
The wires first enter the radiation shield through a clamp that heat sinks the wires to
the platform. The wires are then wrapped around copper bobbins for thermal lagging
and then are connected to the electrical interface mounted on the cold stage. From there,
another set of phosphor-bronze wires carry the signal to the piezo. To keep the piezo
in place during sample removal, another connector is placed just before the piezo enters
the sample mount. Each time the sample holder is removed from the cryostat, the piezo
must be unplugged at this connector.
The microwaves used for coherent spin manipulation enter the cryostat through the
external RF electrical bus, as shown in fig. 3.2. Inside of the cryostat, the microwaves
are transmitted through rigid SMP cables that enter the sample chamber through the
platform. The stiff cables wrap around the sample stage several times and are then
exchanged for semi-rigid SMP cables, which connect directly to the sample PCB board,
as shown in fig. 3.8. There is approximately 5 dB of rf loss at 3 GHz through the cryostat
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when the sample PCB is bypassed. The loss is mostly in the semi-rigid cables. Including
the sample PCB, the total loss ranges from 9-15 dB depending on the quality of the gold
on the conducting layer of the sample PCB.
In addition to the thermometers on stage 1, 2 and the platform, the cryostat has
another Cernox thermometer located on the sample mount adapter. The thermometer
is soldered to two phosphor-bronze wires that are thermally lagged and connected to the
“USERTHM” connector on the sample chamber PCB board. The USERTHM pins can
be accessed externally through the user bridge located on the back of the cryostat. The
thermometer can be read out in the Montana Instruments Cryostation control software.
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Dynamic strain-mediated coupling
of a single spin to a mechanical
oscillator
“You rarely win, but sometimes you do” - Atticus Finch
This chapter has been adapted with edits from ref. [76]
4.1 Introduction
Hybrid quantum systems are central to several emerging quantum technologies, rang-
ing from quantum information processing to quantum-assisted sensing. Very recently,
hybrid quantum systems incorporating high quality factor (Q) mechanical oscillators
coupled to quantum two-level systems have been developed to address both fundamental
and practical problems in quantum technology [24, 23]. One promising architecture for
a such a device consists of a mechanical oscillator whose motion is coupled to the spin of
an embedded nitrogen-vacancy (NV) center through crystal strain [24, 39]. Utilizing the
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superior coherence properties of the NV center and the low intrinsic mechanical losses of
diamond, this device offers unique opportunities to engineer long-range spin-spin inter-
actions such as entanglement or squeezing [24, 39, 25]. In the regime of strong coupling,
the spin-mechanical interaction can be used for phonon cooling and creating non-classical
mechanical states, such as a Schro¨dinger cat state [54, 169, 170].
An important consideration in the design of hybrid devices lies in the quantum inter-
face. Ideally, the the interface should combine the merits of the individual elements to
mitigate the weaknesses of each element. A crystal strain interface not only meets this
requirement, but also offers distinct engineering advantages over other designs, such as
magnetic interfaces. For example, strain coupling is intrinsic to the device, and requires
no additional external components, such as magnetic tips or cavities, which typically
require precise alignment to the target qubit [75, 76]. This allows for a monolithic archi-
tecture, which should eliminate drifts in the coupling strength associated with drifts in
the alignment. In contrast with other monolithic mechanical devices, this NV-mechanical
device requires no functionalization of the oscillator, which could adversely affect the Q.
Importantly, strain coupling does not generate noisy, stray fields such as Johnson noise,
which introduce decoherence channels to the spin. Overall, these engineering features
are particularly important for device scalability. As these devices are scaled to host large
numbers of qubits and mechanical oscillators, it will be crucial to minimize the number
of individual components and channels for decoherence.
NV centers in diamond are among the most promising qubit platforms due to their
superior quantum coherence and their ability to coherently interact with a wide variety
of external fields, including magnetic, electric, and thermal fields [171]. To date, NV
centers have been integrated into several different hybrid systems consisting of photons
[92, 150, 93], nuclear spins [91, 90], magnons [172], and magnetically-coupled mechani-
cal resonators [75, 74]. Despite numerous theoretical proposals, there has not yet been
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any experimental demonstrations of a strain-coupled spin-oscillator device, primarily due
to the inability to reliably produce high quality diamond mechanical oscillators. At a
more fundamental level, the NV spin-strain interaction has not been fully characterized
due to the inability to controllably probe the interaction, and there exist competing
theoretical models of the interaction itself [100, 99]. However, the recent and rapid de-
velopment of diamond nanofabrication techniques has led to several demonstrations of
high Q single-crystal diamond mechanical resonators, stimulating significant experimen-
tal efforts towards developing a strain-coupled NV-mechanical system [43, 44].
In this chapter, we discuss experiments in which the coherent dynamics of a single
NV center in diamond are driven by crystal strain associated with the mechanical motion
of a high quality factor diamond cantilever. Using a piezoelectric actuator, we resonantly
drive the fundamental vibration mode of the cantilever and carefully monitor and control
the motion with an optical interferometer and feedback electronics. Coherent control of
the spin through pulsed dynamical decoupling allows the mechanical resonator to imprint
a relative phase on the spin through a parametric spin-strain coupling [136]. Combining
our measurements with elasticity theory and Euler-Bernoulli beam theory, we quantita-
tively determine the previously unknown spin-strain coupling constants and identify the
primary mechanism for the spin-strain interaction. Our measurements therefore enable
the use of the NV center as a calibrated strain sensor,. As a proof-of-principle, we demon-
strate nanoscale strain imaging of the cantilever, with a strain sensitivity of 10−6 Hz−1/2.
Importantly, we demonstrate for the first time a strain-coupled NV-mechanical system in
an scalable architecture, and show that by scaling down the device dimensions, it should
be possible to enter the regime of strong coupling between spins and single phonons.
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4.2 Spin-strain model
In this chapter, we model strain as an effective electric field and adopt the phe-
nomenological formalism for the linear electric field effect developed in the context of
EPR [104, 148, 149]. Within this model, the ground state spin Hamiltonian for the NV
center in the presence of magnetic and strain fields can be written as (h = 1),
HNV = (D0 + d‖zz)S2z + γNV S ·B− d⊥
[
xx(S
2
x − S2y) + yy(SxSy + SySx)
]
(4.1)
where D0 is the zero-field splitting (D0 =2.87 GHz at room temperature), γNV = 2.8
MHz/G is the gyromagnetic ratio, {Si}i=x,y,z are the spin-1 Pauli operators, {j}j=x,y,z
are the uniaxial components of the strain tensor defined in the NV coordinate basis, and
d‖ and d⊥ are the strain susceptibility parameters for axial and transverse strain. A
uniaxial strain along the NV axis results in a parametric interaction from a modification
of the zero-field splitting whereas, a uniaxial strain tranvserse to the NV axis mixes and
splits the ms = ± 1 spin levels. It is important to note that this simplified model makes
two important assumptions that differ from the full model provided in chapter 2. First,
strain is treated somewhat like a vector, and hence shear strain is neglected and the full
A1 character of the strain tensor is not captured. Second, only two strain susceptibility
parameters appear in the Hamiltonian, which neglects the coupling to A1 symmetric
(xx + yy) strain and E symmetric shear strain. Later in this chapter, we will discuss
how this affects our measurements of the strain susceptibilities.
The above Hamiltonian can be rewritten in a more accessible form using the spin
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raising and lowering operators that captures the spin mixing induced by transverse strain:
HNV = (D0 + d‖‖)S2z + γNV S ·B−
d⊥⊥
2
(
eiφsS2+ + e
−iφsS2−
)
(4.2)
Here, S± = Sx±iSy are the raising and lowering operators, ‖ = zz is the axial strain,
⊥ =
√
(xx)2 + (yy)2 is the tranverse strain, and φs = tan
−1 (yy/xx) is the strain phase.
Although we have somewhat neglected the tensor nature of strain in our Hamiltonian,
we include elastic effects such as the Poisson effect in our analysis. The Poisson effect
accounts for uniaxial strain that is generated in directions tranverse to the direction of
applied stress. This effect cannot be ignored, and will be discussed in detail later.
4.3 Spin-mechanical coupling
In this experiment, the spin of a single NV center interacts with the fundamental
flexural mode of a single-crystal diamond cantilever through crystal strain. For small
displacements of the cantilever, the strain in the crystal is proportional to the beam
displacement, which can be quantized in terms of the phonon creation and annihilation
operators:
 = 0X = 0(a+ a
†) (4.3)
Here, 0 is the strain induced by the zero-point fluctuations of the cantilever and
X = xc/x0 is the cantilever displacement normalized to the zero-point motion. If the NV
is in the presence of a small magnetic field closely aligned to its symmetry axis, we can
make the secular approximation and equation 4.2 can be diagonalized with eigenstates
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{|0〉 , |±〉}, whose energies can be written as a function of X
ω0(X) ' 0
ω±(X) ' D0 + g‖X ±
√
(γNVBz)2 + (g⊥X)2
(4.4)
Here, we have defined the quantum spin-phonon couplings g‖ = d‖‖0 and g⊥ = d⊥⊥0,
which quantify the axial and transverse coupling of the spin to the zero-point motion of
the beam. Alternatively, these couplings can be thought of as the spin energy shift due
to the absorption or emission of a single phonon, and hence g is typically referred to as a
single phonon coupling. In the experiments here, the resonator is in a classical coherent
state containing many phonons, and hence it is useful to consider the classical strain
coupling parameters G‖ = g‖X and G⊥ = g⊥X. Here, the normalized position of the
cantilever is given by X(t) = xc
x0
cos (ωmt+ φ), where ωm is the cantilever frequency.
The corresponding spin eigenstates can then be written as
|0〉 = |0〉
|±〉 = cos (α) |1〉 ∓ e−iφs sin (α) |−1〉
(4.5)
where α is the mixing angle and tan (2α) = G⊥
γNV Bz
. Note that for increasing Bz the
effect of transverse strain is suppressed. In our experiments, we tune the value of Bz in
order to suppress or enhance the effects of transverse strain, which allows for selective
characterization of axial and transverse strain.
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Figure 4.1: A hybrid spin-mechanical system. a) Schematic of the hybrid device.
A 532 nm laser is focused onto a single NV spin embedded in a cantilever for spin
initialization and readout. Microwaves are used for pulsed spin manipulation. b)
Confocal fluorescence image of a cantilever showing the presence of embedded NV
centers. c) Strain induced by the motion of a diamond cantilever modulates the spin
levels of an embedded NV center.
4.4 Experimental setup
The device in this experiment consists of a single spin embedded inside of a SCD
cantilever, as shown in fig. 4.1 a. The cantilevers were fabricated using the silicon-on-
insulator technique described in chapter 2 and have dimensions of approximately 60 ×
15× 1 µm. The fundamental flexural modes of the cantilever have resonance frequencies
ωm/2pi ranging from approximately 600 kHz to 1.4 MHz and quality factors exceeding 10
5
[43]. NV centers were formed via 14N ion implantation with a dosage of 3×109 ion/cm2 at
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40 keV and a 0◦ tilt, which yields an expected nitrogen layer at a depth of 51.5 nm below
the surface (calculated by Stopping and Range of Ions in Matter (SRIM) simulations).
To create NV centers, the sample was annealed under high vacuum (∼ 10−6 torr at 800◦C
for 3 hours.
The measurement apparatus consists of a homebuilt confocal microscope integrated
with a vacuum chamber, as described in chapter 3. A confocal microscope image of the
the device is shown in fig. 4.1 b., showing the existence of single NV centers embedded in
the structure. The experiments were performed at room temperature and high vacuum (∼
10−5 torr) to reduce viscous damping of the cantilever mode. A continuous wave laser at
532 nm is used for optical pumping and readout of the spin, and is gated with an acousto-
optic modulator (AOM). Photons emitted into phonon sideband are collected into a
single-mode fiber and directed to an avalanche photodiode. For pulsed measurements,
we apply a DC magnetic field supplied by a rare earth magnet to break the degeneracy
of the ms = ±1 spin levels. The position and orientation of the magnet is controlled in
all 3 dimensions using a combination of goniometers and translation stages. We identify
the crystallographic orientation of the NV center with respect to the cantilever by the
monitoring the Zeeman splitting in the ESR spectrum. In our measurements, we align
the field close to the NV axis and encode our qubit in the |0〉 and |+〉 spin states.
Microwaves used for resonant spin manipulation are delivered to the sample by a nearby
gold wirebond. Phase control of the microwaves is accomplished via IQ modulation.
Microwave pulses are generated by gating a high isolation switch placed in the microwave
circuit with a Spincore Pulseblaster ESR-Pro 500 MHz card.
The cantilevers are mechanically driven with a piezoelectric actuator that is electri-
cally driven with a lock-in amplifier, as discussed in chapter 3. To maximize the piezo
coupling to the sample, the piezo is clamped directly to the sample holder. The me-
chanical motion of the cantilever is characterized using Fabry-Perot interferometery as
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discussed in detail in chapter 3. To calibrate the amplitude of driven motion, we find
the piezo voltage required for the cantilever to hit the silicon substrate which sits 1 µm
below the cantilever. This manifests as an interruption of the Bessel oscillations shown
in 2.19.
4.5 Coherent strain detection using spin-echo spec-
troscopy
The interaction between the cantilever motion and the spin qubit results in a para-
metric modulation of the qubit frequency, as shown in fig. 4.1 c. To measure this
effect, we perform spin-echo spectroscopy on the spin qubit while mechanically driving
the cantilever. During the free evolution periods, the mechanical motion of the cantilever
imprints a relative phase onto the spin qubit, which is then converted into a population
difference and readout via spin-dependent fluorescence. Importantly, the use of a spin-
echo pulse allows the spin to decouple from quasi-static noise while enhancing the spin
sensitivity to the mechanical motion over a narrow frequency band [75]. In the following
measurements, we set the axial magnetic field to Bz = 22 G, which should suppress the
effects of transverse strain.
The protocol for the strain detection as well as the spin evolution on the Bloch sphere
is depicted in 4.2 a. The cantilever is driven at its resonant frequency while a Hahn echo
sequence is performed on the spin. The experiment begins by initializing the spin into |0〉
via optical pumping. A microwave pi/2-pulse tuned to the |0〉 ↔ |+〉 transitions prepares
the spin in a coherent superposition along the x-axis of the Bloch sphere. The spin
then freely evolves for a time τ , during which the mechanical motion imprints a relative
phase onto the qubit (blue shaded region). The spin is then inverted with a microwave
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Figure 4.2: Mechanically driven spin dynamics. a)Strain-induced modulations
of the qubit frequency are detected with a Hahn echo sequence. The spin-echo pulse
allows the phases from the first (blue) and second (purple) free evolution periods to
add constructively. Below is a cartoon showing the spin evolution on the Bloch sphere.
b) Hahn echo signal for an NV center demonstrating coherent spin dynamics driven
by the mechanical motion. c) As the amplitude of motion increases, the modulation
depth increases. d) The measured strain coupling G‖ is plotted as a function of xc,
demonstrating the linear nature of the coupling.
pi-pulse and allowed to freely evolve for a time τ , during which the spin acquires a relative
phase shown by the purple shaded region. The acquired phase is then converted into a
population difference with a final pi/2-pulse and then the spin is readout with a 532 nm
laser pulse.
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In figure 4.2 b., we show the Hahn echo signal for a single NV center located at the
base of a cantilever with ωm/2pi = 884 kHz and an oscillation amplitude xc = 650 nm.
The dynamic, axial strain produced by the cantilever motion results in a modulation of
the spin population that is correlated with the cantilever motion. In particular, when
the total free evolution time, T = 2τ is equal to an odd integer multiple of the cantilever
period, the phases acquired in each free evolution period add constructively, resulting in a
collapse of the spin population in |0〉. When T is equal to an even integer multiple of the
cantilever period, the phases cancel out and the qubit acquires no net phase, resulting
in a revival of spin population in |0〉. Because we do not keep track of the cantilever
phase, the signal averages of a uniform distribution of the initial phase of motion. A fit
to the theoretical Hahn echo signal (discussed in the following section) yields an axial
strain coupling G‖ = 2.1± 0.1 MHz. The data shown here indicates that the mechanical
motion of the cantilever is driving the coherent evolution of the spin.
To demonstrate the tunability of our coupling, we performed a series of Hahn echo
experiments for various amplitudes of cantilever motion, which is shown in fig. 4.2 c.
When the cantilever is not driven, the spin is coherent over a single cantilever oscillation
period and the spin population is fixed in |0〉. As xc increases, the axial strain cou-
pling increases, resulting in stronger modulation of the spin population difference. For
sufficiently high strain couplings, multiple oscillations of the spin populations appear,
indicating that the spin has precessed more than once around the equator of the Bloch
sphere. This is responsible for the faster frequency response in fig. 4.2 b. To confirm
that the strain coupling is linear in xc, we plot the extracted strain couplings, G‖, for
four different values of xc, which is shown in fig. 4.2 d.
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4.5.1 Theoretical spin evolution for axial strain under dynami-
cal decoupling
In this section, we derive the theoretical spin evolution signal under generic dynam-
ical decoupling for a parametric spin-strain coupling induced by axial strain [173]. The
Hamiltonian for the system can be written as
H =
ω+
2
σz + ωma
†a+ 2pi
g‖
2
(a+ a†)σz (4.6)
where ω+ = 2pi(D0 + γNVBz) is the qubit frequency in the absence of strain, ωm is
the cantilever frequency, and a is the annihilation operator of the cantilever mode. In the
experiment, we resonantly drive the cantilever mode with a piezoelectric transducer. In
this situation, the cantilever mode can be described by a large amplitude coherent state.
|α〉 = e−α2/2
∞∑
n=0
αn√
n!
|n〉 (4.7)
where |n〉 represent the Fock states of the cantilever mode and α is a dimensionless
number giving the amplitude of the coherent state. Working in the Schrodinger picture,
we see the the time-dependent coherent state obeys
|α(t)〉 = e−α2/2
∞∑
n=0
αn√
n!
e−i(n+1/2)ωmt |n〉 (4.8)
We are interested in the expectation value of the position operator, X(t) = 〈α(t)|x0(a+
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a†) |α(t)〉, which will govern the dynamics of the spin evolution. We see
X(t) =x0e
−α2
(∑
m
αm√
m!
ei(m+1/2)ωmt) 〈m|
)
a+ a†
(∑
n
αn√
n!
ei(n+1/2)ωmt) |n〉
)
=x0e
−α2∑
m
∑
n
αm+n√
m!n!
e−i(n−m)ωmt(
√
nδm,n−1 +
√
n+ 1δm,n+1)
=x0e
−α2∑
n
(
α2n−1√
(n− 1)!n!e
−iωmt√n+ α
2n+1√
(n+ 1)!n!
eiωmt
√
n+ 1
)
=x0e
−α2
( ∞∑
l=0
α2l+1√
(l + 1)!l!
e−iωmt
√
l + 1 +
∞∑
n=0
α2n+1√
(n+ 1)!n!
eiωmt
√
n+ 1
)
=x0αe
−α2∑
n
α2n
n!
(
e−iωmt + eiωmt
)
=2x0α cos (ωmt)
(4.9)
Defining X = 2α, the Hamiltonian may be written as
H =
ω+
2
σz + 2pi
g
2
X cos (ωmt+ φ)σz (4.10)
In the experiment, we initialize the qubit into an eigenstate of σx, |ψ〉 = 1√2(|0〉+ |+〉)
with a microwave pi/2 pulse. During the free evolution period, the qubit acquires a relative
phase from the mechanical motion of the cantilever. To enhance the mechanically-induced
phase accumulation and decouple the qubit from quasi-static noise, we apply a periodic
sequence of pi pulses to the qubit. In such dynamical decoupling pulse sequences, a pi
pulse swaps the qubit populations, or equivalently, takes σz → −σz and vice versa. In
the rotating frame of the qubit, the sign of the parametric spin-phonon coupling then
“toggles” each time a pi pulse is applied. Therefore, it is convenient to write out the
Hamiltonian in the interaction picture with respect to the qubit and introduce the so-
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called “toggling frame”
HI = pigX cos (ωmt+ φ)f(t, τ)σz (4.11)
where f(t, τ) defines the toggling frame generated by the microwave pi pulse train and
τ is the length of a free evolution period [173]. Mathematically, f(t, τ) is a square wave
that switches between values of ±1 when a pi pulse is applied. The explicit definitions of
f(t, τ) for the Hahn echo sequence and XY-4 sequence are shown below
fecho(t, τ) =

+1 0 < t < τ
−1 τ < t < 2τ
(4.12)
fXY 4(t, τ) =

+1 0 < t < τ
−1 τ < t < 3τ
+1 3τ < t < 5τ
−1 5τ < t < 7τ
+1 7τ < t < 8τ
(4.13)
The dynamics of the qubit are then determined by the time evolution operator in the
interaction picture
U(T ) = exp
[
−i
∫ T
0
HI(t)dt
]
= T exp
[
−ipig‖Xσz
∫ T
0
cos (ωmt+ φ)f(t, τ)
] (4.14)
where we have introduced the time ordering T . After a free evolution period of length
T , the qubit has acquired a relative phase, θ(T ). In our measurements, we convert this
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relative phase into a population difference by projecting the qubit back on the z axis with
a pi/2 pulse. The phase can then be readout by reading out the qubit populations via
spin-dependent fluorescence. Our signal can then be written in terms of the probability
for the qubit to be in |0〉,
P (T ) =
1
2
(1± cos (θ(T )) (4.15)
where the sign of the phase term is determined by the phase of the last pi/2 pulse.
In our analysis, we map this probability to the fluorescence signal to infer the qubit
populations.
4.5.2 Hahn echo signal
For a Hahn echo experiment, the qubit undergoes free evolution for a time T = 2τ ,
and acquires a relative phase
θ(2τ) = 2piG‖
[∫ τ
0
cos (ωmt+ φ)dt−
∫ 2τ
τ
cos (ωmt+ φ)dt
]
(4.16)
Carrying out the integration and accounting for the phase of the microwave pulse
train, the probability to be in |0〉 is given by
P (T ) =
1
2
[
1 + cos
[
8piG‖
ωm
sin2
(
ωmT
8
)
sin
(
ωmT
2
+ φ
)]]
(4.17)
In our experiments, we do not keep track of the cantilever phase, and hence the Hahn
echo signal will average over an initial, uniform distribution of the cantilever phase, φ.
P (T ) =
1
2
[
1 + J0
(
8piG‖
ωm
sin2
(
ωmT
8
))]
(4.18)
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To take into account decoherence, we introduce a exponential phase decay
P (T ) =
1
2
[
1 + e−(T/T2)
n
J0
(
8piG‖
ωm
sin2
(
ωmT
8
))]
(4.19)
where T2 is the spin coherence time and n is a free parameter that is determined by
the decoherence mechanism for the system.
4.6 Nanoscale strain imaging with a single spin
The electron spin of the NV center is an extraordinarily robust quantum sensor that
can be used to probe a variety of external fields [174]. As an atomic scale defect, the NV
center offers the ability to perform quantum field imaging with nanometer scale resolu-
tion. Here, we demonstrate nanoscale strain imaging of a diamond cantilever using single
NV spins embedded in the structure. To this end, we perform a Hahn echo measurement
for a fixed mechanical drive amplitude and measured the classical strain coupling, G‖,
for several NV centers located at different positions in the cantilever.
The strain profile for the fundamental flexural mode of a cantilever is shown in fig.
4.3 a(calculated using COMSOL). The strain is highest at the clamping point of the
cantilever, and decreases approximately linear along the cantilever axis, reaching a strain
of zero at the cantilever tip. With the exception of the corners of the clamping points,
the simulated strain profile is in good agreement with the strain profile predicted from
Euler-Bernoulli beam theory.
In fig. 4.3 b., we plot the measured values of G‖ for a fixed mechanical drive amplitude
xc = 250 nm as a function of NV position along the cantilever axis (orange circles). As
expected, the measured strain couplings are highest for spins located near the clamping
point, and near zero for spins located near the tip. Indeed, the measured couplings are
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Figure 4.3: Nanoscale strain imaging. a) Strain profile for the cantilever used in
this experiment simulated using a finite element method. b) Measured strain coupling
as a function of NV position along the cantilever axis. The grey shaded area shows
the region of expected strain couplings from theory including uncertainties in the NV
depth (13 nm) and amplitude of driven motion (10 nm). Vertical error error bars
correspond to standard error in the fit from the spin-echo measurement.
in excellent agreement with the theoretical strain profile calculated from Euler-Bernoulli
beam theory, indicated by the gray shaded region. The width of the shaded region is
determined by the uncertainty in the depth of the NV centers from ion implantation (13
nm), and the data error bars are determined by errors in the fit to the expected Hahn
echo signal. Notably, the excellent agreement between the data and theory provides
convincing evidence that strain is responsible for the spin evolution.
Because Euler-Bernoulli theory appears to accurately predict the strain coupling to
the NV center, we can quantitatively infer the axial spin-strain coupling constant, d‖.
The confocal microscope allows for precise, three dimensional localization of the NV
centers, allowing us to predict the cantilever strain at the site of the NV center with
Euler-Bernoulli theory (see supporting information for this chapter). Using the data
from fig. 4.3 b., we extract an average value of d‖ = 13.4 ± 0.8 GHz. Note that our
measured value should average over the expected inhomogeneities in the NV depth and
local strain environments.
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4.7 Spin-strain sensitivity
An important result of our determination of d‖ is that the NV can be used as a cali-
brated strain sensor. To evaluate the strain sensing ability of the NV, we must calculate
the strain sensitivity. The strain sensitivity, ηs, can be thought of as the minimum value
of the field that can be detected with a signal-to-noise ratio (SNR) of 1 in a 1 second
measurement. Here, we provide a shot-noise limited estimation of the strain sensitivity
of our hybrid spin-mechanical device, following a similar procedure provided in ref. [101].
The sensing measurement consists of a Hahn echo experiment performed in the
{|0〉 , |+〉} basis that senses AC strain introduced from the motion of the cantilever. The
free evolution period, τ , is matched to half of the cantilever oscillation period, and the
phase of the microwave control pulse train is fixed with respect to the phase of the can-
tilever motion, maximizing the accumulated phase. In the analysis that follows, we will
only consider the sensitivity to axial strain, but note that this analysis may be extended
to transverse strain as well.
The strain sensitivity may be written as
ηs =
2piA
d‖t
e(t/T2)
n
(4.20)
where A is defined to be
A =
√
2(1 + C)
(Nα0(1− C)2 (4.21)
Here, t is the total measurement time, N is the total number of measurements, n is
the exponent in the coherence decay (determined by the decoherence mechanism), T2, is
the Hahn echo coherence time, α0 is the number of photons detected in a single shot for an
initial spin state |0〉 , and C is the fluorescence contrast between |0〉 and |+〉. For a readout
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time of 350ns, we collect approximately α0 = 0.01 per shot. The fluorescence contrast
varies between NVs, but on average is C = 0.85. These values are limited primarily by
the collection efficiency of the confocal microscope, and can be significantly improved
with higher numerical aperture objectives or resonator geometries that waveguide NV
fluorescence into the confocal microscope. The spin coherence times in these devices
vary from 10− 60 µs, which we estimate to be limited by fluctuating paramagnetic spins
within the diamond. The coherence decays observed in our experiments can be modeled
with several values of n in the range [1, 3], and we will henceforth set n = 1. Assuming
no dead time between measurements, the total interrogation time, T , can be written as
T = Nt.
It can be shown that the SNR is maximized with t = T2/2, and hence the strain
sensitivity can be written as
η2 =
2pi
√
2A
d‖
√
TT2
e1/2 (4.22)
Substituting typical values for the parameters from this device, we extract a minimum
detectable strain of 10−6 in a 1 second measurement, implying the sensitivity of our
device is ηs = 1 × 10−6 Hz−1/2. Given the minimum detectable strain, the minimum
detect amplitude of motion is estimated to be 2 nm.
4.8 Coherent detection of transverse strain
In the previous measurements, we suppressed the effects of transverse strain by apply-
ing a strong axial magnetic field. However, to quantitatively understand the spin-strain
interaction, we must understand how the spin evolves under a general strain. To this
end, we measured an NV center perpendicular to the cantilever stress direction. indi-
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Figure 4.4: Measurement of transverse strain. a) XY-4 control sequence used
to measure transverse strain. Dynamic transverse strain (blue) modulates the qubit
splitting at approximately twice the cantilever frequency, whereas dynamic axial strain
modulates the qubit splitting at the cantilever frequency. b) Schematic showing the
orientation of the cantilever stress (grey arrow) with respect the crystal frame. NVs
oriented nearly parallel to the cantilever stress are indicated by blue bonds. NVs
oriented perpendicular to the cantilever stress are indicated by orange bonds. c)
XY-4 signal for a parallel NV when the cantilever is driven at 250 nm d) XY-4 signal
for a perpendicular NV center for xc = 675 nm.
cated with orange bonds in fig. 4.4 b. Additionally, we lowered the axial magnetic field to
Bz = 16 G, allowing the transverse strain to have a more significant effect. We note that
although the strain for this NV center will be predominantly transverse to the symmetry
axis, the NV will experience a small amount of axial strain due to the Poisson effect.
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Interestingly, because the magnetic field and transverse strain interactions do not com-
mute, the time dependence of the transverse strain interaction will be inherently different
from the axial strain interaction, as indicated by the energy eigenvalues in equation 4.5.
Specifically, the axial strain modulation frequency will be at ωm, whereas the transverse
strain modulation frequency will be at ∼ 2ωm. Therefore, the effects of the axial and
transverse strain can be identified by beatnotes in the spin evolution.
To enhance our sensitivity to these beatnotes, we applied an XY-4 control sequence
to the NV center, as shown in fig. 4.4 a. This sequence increases the spin sensitivity
to strain by extending the coherence time and correcting for first-order, pulse timing
errors [136, 135]. To demonstrate the geometric dependence of the NV orientation on
the cantilever stress, we performed an XY-4 sequence for an NV whose symmetry axis is
approximately parallel to the cantilever stress (fig. 4.4 c.) and an NV whose symmetry
axis is perpendicular to the cantilever stress (fig. 4.4 d.). For the data in fig. 4.4 c., we
investigated an NV center at the base of a cantilever that was being driven at 250 nm.
The data is in good agreement with the expected XY-4 signal (discussed in next section)
for an NV center experiencing only axial strain, and shows the presence of several cycles
around the equator of the Bloch sphere. In fig. 4.4 d., we plot the XY-4 signal for an
NV 3 µm from the base for the same cantilever being driven at 675 nm. A fit to the
expected signal indicates the presence of transverse strain. Using this data, we extract
G⊥ = 6.7 ± 0.4 MHz and G‖ = 270 ± 50 kHz. Using Euler-Bernoulli theory, we extract
a value of d⊥ = 21.5 ± 1.2 GHz and d‖ = 13.1 ± 1.1 GHz, showing excellent agreement
with the previously determined d‖.
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4.8.1 XY-4 signal for an NV under dynamic axial strain
In the XY-4 sequence, the qubit undergoes free evolution for a time T = 8τ , and
acquires a relative phase
θ(8τ) =2piG‖
[ ∫ τ
0
cos (ωmt+ φ)dt−
∫ 3τ
τ
cos (ωmt+ φ)dt
+
∫ 5τ
3τ
cos (ωmt+ φ)dt−
∫ 7τ
5τ
cos (ωmt+ φ)dt+
∫ 8τ
7τ
cos (ωmt+ φ)dt
] (4.23)
Using the same procedure described in the Hahn echo section and taking into account
the microwave phase, we obtain the XY-4 signal
P (T ) =
1
2
[
1− e−(T/T2)nJ0
[
4piG‖
ωm
sin
(
ωmT
2
)(
1− sec
(
ωmT
8
))]]
(4.24)
4.8.2 Spin evolution for general strain under dynamical decou-
pling
In this section, we provide a theoretical model for the XY-4 signal for an NV experi-
encing significant coupling to both axial and transverse strain. The Hamiltonian in the
interaction picture is
HI =
[
2piG‖ cos (ωmt+ φ) +
√
(γNVBz)2 + 4pi2G2⊥ cos2 (ωmt+ φ)
]
σz (4.25)
Because the Zeeman and transverse strain interactions do not commute, they add in
quadrature. As a result, axial and transverse strain will oscillate at different frequencies,
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allowing us to distinguish the two effects in the spin evolution. We see that axial strain
will oscillate at ωm and transverse strain will oscillate at approximately 2ωm. This will
result in beatnotes in the spin evolution, which we measure with the XY-4 pulse sequence.
The probability to be in |0〉 after a measurement time T is given by
P (T ) =
1
2
[
1− e−(T/T2)n cos (θ‖(T ) + θ⊥(T ))
]
(4.26)
where
θ‖ =
4piG‖
ωm
sin
(
ωmT
2
)(
1− sec
(
ωmT
8
))
sin (ωmT + φ) (4.27)
represents the phase accumulated due to axial strain. To evaluate the phase θ⊥, we
use the incomplete elliptic integral of the second kind, E(m, k). If the elliptic modulus,
k, satisfies the condition 0 < k2 < 1, then we define E(m, k) =
∫ m
0
dx
√
1− k2 sin2 (x).
With some algebra, we can write θ⊥ as
θ⊥(T ) =
2piR
ωm
[
2E
(
ωmT
8
+ φ,
G⊥
R
)
− E
(
φ,
G⊥
R
)
− 2E
(
3ωmT
8
+ φ,
G⊥
R
)
+ 2E
(
5ωmT
8
+ φ,
G⊥
R
)
− 2E
(
7ωmT
8
+ φ,
G⊥
R
)
+ E
(
ωmT + φ,
G⊥
R
)] (4.28)
where have defined R =
√
(γNVBz)2 +G2⊥ for ease of notation. Finally, we must
average over the initial phase of the cantilever motion. We note that this has no closed-
form solution. In the analysis of our data, we used a simple least-squares model that
compared a series of numerically integrated fit functions to the data. In the analysis, we
sample various values of ωm, g‖ and g⊥ while keeping the Zeeman splitting and amplitude
of driven motion constant.
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4.9 Discussion of the spin-strain coupling constants
As we mentioned in the beginning of the chapter, the simple model used for the
spin-strain interaction is not strictly correct. One important discrepancy is that our de-
scription fails to completely project the elements of the strain tensor onto the irreducible
representations of the C3v group. For instance, in our model we treat xx and yy as terms
of only E1 and E2 symmetry. As we showed in chapter 2, both xx and yy have A1 and
E1 character and hence our model of A1 symmetric spin-strain coupling is incomplete. In
addition, our model incorrectly neglects the effects of shear strain, specifically xz, which
introduces an E symmetric spin-strain interaction.
In this work, we use two strain coupling constants to characterize the spin-strain
interaction. While this description can phenomenologically explain the effects observed
in this work, it does not provide a complete description of the spin-strain interacton. As
we showed in chapter 2, we require four parameters to fully characterize the spin-strain
interaction. This is a result of the fact that the NV center has C3v symmetry and is
hosted inside a cubic crystal. Very recently, a study by Barson et al. measured all four
spin-stress coupling constants using static uniaxial stress [109]. In their experiments,
a pneumatically actuated push press was used to apply uniaxial stress to a diamond
anvil cell while continuous wave ODMR was performed on an ensemble of embedded
NV centers. The coupling constants were measured by monitoring the uniform shift
(corresponding to A1 strain) and splitting (corresponding to E strain) of the ESR peaks
as a function of applied stress.
Despite our incomplete model, we can make some comparisons between our measured
strain coupling constants and the stress coupling constants in Barson et al. The stress
coupling constants can be converted into strain coupling constants by transforming into
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the crystal frame and applying the elastic stiffness matrix:
dA1 =− 3.0 GHz
dA′1 =11.2 GHz
dE =2.0 GHz
dE′ =6.6 GHz
(4.29)
We can compare our value for d‖ to these measured coupling constants by calculating
the A1 symmetric strain coupling for a unit strain, dA1zz + dA′1(xx + yy). Because we
measured d‖ with NVs in group A, we substitute the unit strain tensor for an NV in
group A and find an equivalent d‖ = 0.6 GHz, which does not agree with our result.
Interestingly, if we use the strain tensor for group B, Barson would predict a value of
d‖ = 12 GHz, which agrees relatively well with the result found here. In addition, our
measured value of d⊥ does not agree with the measurement of Barson. Interestingly, our
value of d⊥ agrees well with a related study by Teissier et al., which measured the strain
coupling constants using static bending of a diamond cantilever [77].
4.10 Origin of the spin-strain interaction
In chapter 2, we showed that the spin-strain interaction can be explained by both
spin-orbit and spin-spin interactions between the ground and excited state manifolds.
However, it is not obvious if one of these interactions is the dominant mechanism. Inter-
estingly, the experiments shown here along with recent work by Doherty et al. indicate
that the spin-spin interaction is the primary mechanism for the spin-strain interaction
[175]. Ab initio calculations by Doherty showed that under hydrostatic pressure, the
132
Dynamic strain-mediated coupling of a single spin to a mechanical oscillator Chapter 4
change in the zero-field splitting is approximately 6.5 GHz per unit strain, which is of
the same order of magnitude as our result. This semi-classical calculation considered the
modification of the spin-spin interaction within the ground state triplet due to isotropic
changes in the sp3 bond lengths. Further calculations performed by Doherty using density
functional theory estimate that the distortion in the unpaired spin density from crystal
strain strongly modifies the spin-spin interaction within the ground state. The calculated
spin-strain couplings are again of the same order of magnitude as our results, suggesting
that the spin-spin interaction is the dominant factor in the spin-strain interaction
4.11 Toward spin-phonon interactions in the quan-
tum regime
Looking ahead toward quantum spin-phonon interactions, we observe that the zero
point motion coupling for our current devices is quite small, with g⊥ = 40 mHz. How-
ever, this value can be significantly increased by reducing the device dimensions to the
nanoscale. For instance, a doubly-clamped beam with dimensions of 2 µm × 50 nm ×
50 nm and ωm/2pi = 238 MHz would have a coupling g⊥ ∼ 180 Hz. Although the NV
spin exhibits smaller strain couplings than other systems, such as quantum dots [72],
the NV center has a significantly longer coherence time. Assuming a bath temperature
of T = 100 mK, a mechanical quality factor Q = 106 and T2 = 100 ms, this doubly
clmaped beam achieves a single spin cooperativity, η = 2pi
g2⊥T2
γn¯
≈ 1.6, where γ = ωm/Q
is the damping rate and n¯ is the equilibrium thermal occupation number of the resonator.
These parameters have been demonstrated independently in a variety of systems. For
instance, single crystal diamond cantilevers have been shown to exhibit Q > 106 at
temperatures of less than 50 K [44]. In our current devices, the spin coherence times
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are limited to tens of microseconds. By utilizing nitrogen delta-doping techniques and
higher order dynamical decoupling pulse sequences, it should be possible to significantly
increase T2 [97, 131]. Very recently, coherence times exceeding 500 ms were recorded
for a single NV center at liquid nitrogen temperatures [138]. We note that although
smaller resonators could increase g⊥, clamping losses would limit their quality factors
[164]. However, the strain coupling to the orbital levels of the NV center is significantly
higher, and for the resonator described here, would give a coupling exceeding 10 MHz
[80]. Therefore, a device utilizing strain-orbit coupling presents an alternative route to
accessing the regime of strong spin-phonon coupling.
4.12 Conclusion
In conclusion, we have presented for the first time a novel, hybrid quantum system
coupling a spin electron spin to a mechanical oscillator through crystal strain. We demon-
strated mechanically driven, coherent spin evolution, which enabled nanoscale strain
imaging as well as a quantitative analysis of the spin-strain coupling mechanism. We
note that the measurements and analysis utilized here can be generalized to measure
all four spin-strain coupling constants of the NV center, and can be used to measure
strain couplings to other solid-state defects, such as color centers in SiC [176, 177]. As
a nanoscale strain sensor, the NV could be critical to identifying the poorly understood
origins of dissipation in mechanical oscillators, which is instrumental in engineering high-
Q mechanical resonators [178]. Moreover, our results could provide insight into the role
of strain in the decoherence of the ground state spin levels. Most importantly, we have
demonstrated that our device architecture provides a feasible route to accessing coherent
spin-phonon interactions, with applications ranging from quantum control of a macro-
scopic mechanical oscillator to long-range spin-spin interactions.
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4.13 Supporting information
4.13.1 Cantilever strain profile
The strain introduced by the mechanical motion of the cantilever can be modeled
theoretically using Euler-Bernoulli beam theory [160], which describes the bending modes
of long, thin beams. We consider a singly-clamped diamond beam of length l, width w,
and thickness t. We define the cantilever coordinate system (X, Y, Z), such that the
Z axis (cantilever axis) lies along the length of the beam and flexural vibrations occur
along the Y direction. The strain associated with pure bending is given by the radius of
curvature of the beam and hence is directly proportional to the amplitude of bending.
Using the results from chapter 2, we find that the strain experienced by an NV center at
a position Z along the cantilever axis can be written as
ε(Z, xc) 'R0 xc
2l2
(1.875)2
[
cos
(
1.875
Z
l
)
+ cosh
(
1.875
Z
l
)
− 1
1.3622
(
sin
(
1.875
Z
l
)
+ sinh
(
1.875
Z
l
))] (4.30)
where R0 refers to the distance in the Y direction from the neutral axis of the beam.
For an NV that is at a depth di from the surface of the cantilever, R0 = (t/2)− di. The
NV depth is determined by the nitrogen implantation process, and di = 51.5± 13.0 nm.
The quoted uncertainty in di corresponds to one standard deviation in the straggle of
nitrogen ions during ion implantation (calculated by Stopping Range of Ions in Matter
(SRIM) simulations).
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4.13.2 Strain tensor in the NV coordinate system
To understand the spin response to cantilever motion, it is necessary to calculate the
mechanical strain tensor in the NV coordinate system. The strain tensor for a cantilever
under pure bending in the cantilever coordinate system is
Ξ =
−νε 0 0
0 −νε 0
0 0 ε
(4.31)
where ε is the mechanically induced strain along the Z direction in the previous section
and ν = 0.069 is the Poisson ratio of CVD diamond. The cantilevers are cut along the
(110) crystal plane and the diamond is grown along the (100) plane. Therefore, we find
Z ‖ [110], X ‖ [1¯10], and Y ‖ [001]. t.
The NV coordinate system depends on its orientation within the diamond crystal.
There are 4 possible crystallographic orientations for the NV z axis
vˆ1 = [1¯1¯1¯]
vˆ2 = [1¯11]
vˆ3 = [11¯1]
vˆ4 = [111¯]
(4.32)
The x axis of the NV center lies along the projection of any of the 3 carbon atoms
in the plane perpendicular to the NV axis. We will define the NV reference frame T ik,
where the NV z axis lies along vˆi and the NV x axis lies along the projection of a carbon
bond that lies along vˆj. To obtain the strain tensor in the NV reference frame, we apply
a similarity transformation of the form PikΞ(Pik)T . We note that although there are
3 unique transformations and strain tensors that can be made for each NV orientation
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(due to the C3 rotational symmetry), the spectral response of the NV center is invariant
to the choice of x axis.
Due the symmetry of the cantilever, we can group NV centers into two separate
groups, A and B, within which NV centers experience the same strain tensor. Group A
contains NV centers oriented along vˆ1 and vˆ4, and group B contains NV centers oriented
along vˆ2 and vˆ3. For NVs in group A we choose the transformations
P14 =
0 −
√
2
3
1√
3
−1 0 0
0 − 1√
3
−
√
2
3
(4.33)
P41 =
0 −
√
2
3
− 1√
3
1 0 0
0 − 1√
3
√
2
3
(4.34)
and for NVs in group B we choose the transformations
P23 =
− 1√
3
√
2
3
0
0 0 1√
2
3
1√
3
0
(4.35)
P32 =
1√
3
√
2
3
0
0 0 −1
−
√
2
3
1√
3
0
(4.36)
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From these transformations we see that the strain tensors for each group are
ΞA =
ε
3
(1− 2ν) 0 −
√
2ε
3
(1 + ν)
0 −νε 0
−
√
2ε
3
(1 + ν) 0 ε
3
(2− ν)
(4.37)
ΞB =
−νε 0 0
0 ε 0
0 0 −νε
(4.38)
NV centers in group A are oriented nearly parallel with cantilever axis, and will
predominantly experience axial strain, whereas NV centers in group B are oriented per-
pendicular to the cantilever axis, and will experience predominantly transverse strain.
The classical strain coupling parameters G‖ and G⊥ can then be defined for each group
GA‖ =
1− 2ν
3
d‖ε
GA⊥ =
√
ν2 +
1
9
(2− ν)2d⊥ε
GB‖ =− νd‖ε
GB⊥ =
√
1 + ν2d⊥ε
(4.39)
4.13.3 Estimation of the single-spin backaction force
In the measurements performed in this chapter, we have described the parametric
spin-phonon interaction in terms of a shift of the qubit frequency due to the motion
of a mechanical oscillator. Alternatively, this interaction can also be interpreted as a
reciprocal spin-dependent force on the oscillator. The Hamiltonian for the parametric
spin-phonon interaction is linear in position, H = g
2
XσZ , and hence the force exerted by a
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single spin on the oscillator is simply F = g
2x0
σz. For the devices in this chapter, we expect
a backaction force of F ∼ 8 × 10−21 N. If the spin is driven with resonant microwaves
with a Rabi frequency equal to the mechanical resonance frequency, this would induce a
xc =
FQ
ω2mµ
= 800 fm displacement. This is small compared to the amplitude of Brownian
motion, xth = 10 pm, and hence would not be detectable in our experiments.
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Mechanical control of the optical
properties of a single quantum
emitter
Fry: “I heard one time you single-handedly defeated a horde of rampaging
somethings in the something something system”
Zapp Brannigan: “The killbots? A trifle. It was simply a matter of outsmart-
ing them.”
Fry: “Wow, I never would’ve thought of that.”
Zapp Brannigan: “You see, killbots have a preset kill limit. Knowing their
weakness, I sent wave after wave of my own men at them until they reached
their limit and shut down.
- Futurama
The contents of this chapter have been adapted with minor edits from ref. [80].
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5.1 Introduction
Hybrid quantum devices involving mechanical systems are attractive candidates for
future quantum technologies. Mechanical systems are sensitive to a diverse array of ex-
ternal forces, and with recent advancements made in nanofabrication techniques, these
systems can be precisely engineered with high quality factors. Several experiments have
exploited this sensitivity to engineer magnetic, electric, and strain couplings between
mechanical resonators and two-level systems in atoms, quantum dots, superconducting
Josephson junctions and defects in semiconductors [56, 75, 72, 74, 68, 66, 73]. These
experiments have demonstrated coherent mechanical control of two-level systems and in
some cases, coupling of the two-level system to the quantum motion of the resonator.
Ultimately, these devices strive to address several outstanding challenges in the devel-
opment of quantum technologies, including the realization of long-range interactions be-
tween a wide variety of quantum systems, and the preparation of non-classical states of
a macroscopic mechanical object [54, 24].
Hybrid spin-mechanical devices that utilize a crystal strain interface offer several
promising applications in the fields of quantum information science and sensing. For ex-
ample, crystal strain associated with the spatially extended phonon modes of mechanical
resonators can be used as a quantum data bus to transmit quantum information between
disparate qubits [179, 41], prepare spins in entangled or squeezed states [39, 25], or provide
an interface between photons of disparate energy scales [180, 181]. This interaction can
similarly be used to cool mechanical resonators to their quantum ground state, enabling
fundamental studies of quantum mechanics in macroscopic objects [170, 169, 60, 61].
From a practical standpoint, using crystal strain to interface a mechanical resonator
with a two-level system has many advantages. Strain directly couples the two systems
without the need for external components or functionalization of the resonator, and there-
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fore allows for a monolithic architecture. Importantly, the coupling does not generate
noisy stray fields, which may degrade the coherence of the system. Furthermore, a mono-
lithic architecture eliminates drifts in the coupling strength and allows for more facile
device fabrication, which is crucial when scaling the device to large numbers of quantum
systems.
A leading candidate for a strain-coupled hybrid device consists of nitrogen-vacancy
(NV) defect center spins and diamond mechanical resonators [76, 77, 51, 82]. The electron
spin of the NV center has been shown to exhibit long coherence times near one second at
77 K and single-crystal diamond mechanical resonators have been fabricated with high
quality factors in excess of one million [138, 44]. To date, experiments coupling mechan-
ical oscillators to the NV spin have realized mechanically driven spin dynamics, enabling
coherent spin manipulation in the strong coupling regime [53], nanoscale strain sensing
[76], and continuous dynamical decoupling from magnetic field noise [53, 78]. However,
proposed hybrid quantum devices involving the NV center, photons, and phonons will
also require a mechanical coupling to the orbital states of the NV center [40]. The orbital
degree of freedom is inherently more sensitive to crystal strain than the spin degree of
freedom, and thus provides higher single-phonon couplings. In addition, coupling to the
orbital states allows for direct tuning of the optical transitions of the NV center, which is
essential for photonic applications that require generation of indistinguishable photons,
such as entanglement of distant spins [150]. Importantly, strain-orbit coupling enables
several applications that are inaccessible with spin-strain coupling, such as phonon cool-
ing of a mechanical resonator and phonon routing [169, 40]. Very recently, coherent
control of the NV orbital states was demonstrated using a combination of optical fields
and strain fields associated with propagating surface acoustic waves generated by an
interdigitated transducer [79].
In this chapter, we realize a dynamic, strain-mediated coupling between the orbital
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states of a single NV center in diamond and the resonant mechanical motion of a dia-
mond cantilever. The time-varying strain field generated by the cantilever displacement
modulates both the energy and polarization dependence of the optical transitions of the
NV center, which we characterize using resonant excitation spectroscopy (RES). With
mechanical driving, we observe large (10 GHz) NV strain-orbit coupling and precisely
characterize the strain-orbit coupling constants. Notably, we observe strain-mediated sin-
gle phonon coupling strengths of a few kHz, which are three to five orders of magnitude
higher than those previously demonstrated with the NV spin [76, 77, 51, 82]. Finally, we
use this coupling to match the energy and polarization dependence of the zero-phonon
lines of two spatially separated NV centers.
5.2 Experimental setup and sample preparation
Our experiments are performed on single, negatively-charged NV centers embedded
in a single-crystal diamond cantilever as depicted in fig. 5.1a. In fig. 5.1c., we show a
simplified energy level diagram of the NV center that depicts the relevant energy levels
investigated here. An orbital-singlet/spin-triplet ground state, 3A2, is connected to an
orbital-doublet/spin-triplet excited state, 3E, by a zero-phonon dipole transition at 637
nm. Here, we focus on electronic states with spin projection ms = 0, consisting of two
excited state levels (|Ex〉 , |Ey〉) and one ground state level (|A〉) (although |Ex〉 and |Ey〉
are slightly mixed via spin-spin interaction withms = 1 spin projections under perfect C3v
symmetry, we neglect this effect and approximate them as the ms = 0 spin projections
of the excited state). Experiments are carried out at cryogenic temperatures (∼7 K)
where phonon broadening of the optical transitions is negligible and the excited state
fine structure is accessible [100]. We use a home-built confocal microscope to optically
address single NV centers in diamond cantilevers and to interferometrically monitor the
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Figure 5.1: Strain-orbit coupling and experimental setup. a) An NV center
is embedded in a diamond cantilever and strain produced by the cantilever motion
shifts the resonance frequency of the zero-phonon line. A 637 nm lase probes the shifts
using resonant excitation spectroscopy. b) A photoluminescence image of a diamond
cantilever shows the presence of embedded NV centers. c) Simplified energy level
diagram depicting the optical transitions between the ms = 0 electronic levels. Under
no strain, the Ex and Ey states are degenerate (left panel). Strain of A1 symmetry
shifts the Ex and Ey states together (center), while strain of E symmetry splits the
Ex and Ey levels (right).
cantilevers motion. In our experiments, we off-resonantly excite the NV center with 532
nm laser light to identify NV centers in the cantilever (fig. 5.1b.), optically pump the NV
center into the ms = 0 spin sublevel of the ground state, and to initialize the NV
− charge
state. A tunable diode laser near 637 nm (New Focus Velocity) is used for resonant
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excitation of the NV zero-phonon line, and is gated with an acousto-optic modulator
(Intraaction). A combination of linear polarizers and a liquid-crystal retarder is used to
control the linear polarization of the resonant excitation light. The relative polarization
of the laser light with respect to the diamond crystallographic orientations is monitored
with a polarimeter. Photons emitted by the NV are collected into a single-mode fiber
and subsequently detected by an avalanche photodiode (APD).
A piezoelectric transducer with a capacitance of 17 nF is mounted just below the
sample for resonant mechanical driving of the diamond cantilevers. A continuous wave
diode laser at 450 nm (Thorlabs) is used for interferometric detection of the mechanical
motion of the cantilever. The mechanical motion of the cantilever phase modulates the
reflected light off the cantilever surface and interferes with light that passes through the
cantilever and reflects off the silicon substrate located 1 µm below the cantilever. The 450
nm light is filtered out of the collection path using a longpass dichroic filter (Semrock).
The cantilever used in this experiment was fabricated using the silicon-on-insulator
technique [43] described in chapter 3. NV centers were formed via nitrogen implantation,
with a dosage of 3× 109 ion/cm2 at 40 keV and a 0◦ tilt, yielding an expected nitrogen
depth of 51.5 nm (calculated by Stopping and Range of Ions in Matter (SRIM)). The
sample was annealed under high vacuum (10−6 Torr) at 800 ◦C for 3 hours to create NV
centers.
5.3 Optical characterization using resonant excita-
tion spectroscopy (RES)
To characterize the coherent optical transitions of the NV center, we perform resonant
excitation spectroscopy (RES), which directly probes the absorption spectrum of the NV
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Figure 5.2: Resonant excitation spectroscopy. Experimental sequence describing
resonant excitation spectroscopy.
center. The experimental protocol for RES is shown in fig. 5.2. The experiment begins
with a short 1 µs pulse of 532 nm laser light generated by an acousto-optic modulator
(AOM). This pulse initializes the NV negative charge state and also optically pumps the
NV into the ms = 0 spin level of the ground state, |A〉. Next, a 5 µs pulse of light
near 637 nm from the tunable diode laser is sent to the NV for resonant excitation of
the zero-phonon line (ZPL). During this pulse, we monitor the NV fluorescence using an
avalanche photodiode. If the laser is resonant with one of the optical transitions, the NV
center will fluoresce. This two-pulse sequence is repeated 20,000 times for a particular
laser frequency. The laser frequency is swept by changing the voltage of a piezoelectric
element that controls the laser cavity length. In each scan, the laser is swept over a 38
GHz frequency band, which is the maximum frequency window allowed by the laser piezo
(see chapter 3). The laser frequency sweep is calibrated with a scanning Fabry-Perot invar
cavity with a free spectral range of 1.5 GHz.
It is important to note that the experimental parameters used in this sequence were
optimized specifically for the NV centers in this sample. The optimal values of the 532
nm laser power, 532 nm laser pulse length, 637 nm laser power, and the 637 nm laser pulse
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length may vary significantly across samples, and even across NV centers within a sample.
The reason for this is unclear, but is likely linked to the photoionization rate of the NV
center. The 637 nm laser efficiently ionizes the NV center from the negative charge state
to the neutral charge state via a two-photon photoionization process [113, 115]. The first
photon promotes an NV electron into the 3E manifold and the second photon promotes
the electron into the conduction band. The 532 nm laser then restores the negative
charge state by promoting an electron from the valence band to the bound states of the
NV center. Despite this simple model, it is clear that the electrostatic environment of the
NV center significantly contributes to the ionization dynamics. Near-surface NV centers
typically photoionize or “blink” more often than bulk NV centers [182, 183]. This is also
true of implanted NV centers compared to bulk, naturally occurring NV centers [184].
During optical measurements, it is possible to alter the local electrostatic environment,
producing photo-induced fields at the NV center which can alter the relevant energy
scales for photoionization [145]. Interestingly, this effect is closely related to the spectral
diffusion of the zero-phonon line. We will discuss spectral diffusion in more detail in the
final chapter of this thesis.
5.4 Strain-orbit interaction
The strain-orbit Hamiltonian arises from a modification of the Coulomb interaction
between the crystal ions and the electrons of the NV center due to small, relative dis-
placements of the crystal ions. To analyze the effect of crystal strain, let us consider a
generic strain experienced by the NV center as defined in its own coordinate basis, which
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is characterized by the strain tensor, .
 =
xx xy xz
yx yy yz
zx zy zz
(5.1)
The NVs coordinate system is shown in fig. 2.1 from chapter 2. The z-axis, or NV
axis, lies along the nitrogen bond, and can point in 4 crystallographic directions: [1¯1¯1¯],
[111¯], [1¯11], or [11¯1]. The NV x-axis lies along the projection of a carbon bond in the
plane perpendicular to the NV axis. The strain Hamiltonian can be written in terms of
individual components of the strain tensor, as shown in chapter 2
Hstrain =
∑
i,j
Λijij (5.2)
where i, j refer to Cartesian indices of the NV coordinate system and Λij are orbital
operators. The NV center has C3v symmetry, and hence it is useful to project the strain
Hamiltonian onto the irreducible representations of the C3v group, Γ = {A1, A2, E}
[99, 100].
Hstrain =
∑
Γ
ΛΓΓ (5.3)
In the above Hamiltonian we take advantage of the fact that since strain is a sym-
metric second-rank tensor, its components transform as the quadratic basis functions of
the C3v group. Therefore, Hstrain will only contain components that transform as A1 and
E. For instance, zz transforms like z
2, and hence it will transform as A1. Strains that
transform as A1 will preserve the C3 rotational symmetry and σv reflection symmetry of
the NV center; whereas, strains that transform as E will break both the rotation and
reflection symmetries.
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In our experiments, we focus on the ms = 0 eigenstates of the triplet manifolds,
{|A〉 , |Ex〉 , |Ey〉}. In this basis, the NV-strain interaction can be written as
Hstrain =
[
λA1zz + λA′1(xx + yy)
][ |Ex〉 〈Ex|+ |Ey〉 〈Ey| ]
− [λE(xx − yy) + λE′(xz + zx)][ |Ex〉 〈Ex| − |Ey〉 〈Ey| ]
+
[
λE(xy + yx) + λE′(yz + zy)
][ |Ex〉 〈Ey|+ |Ey〉 〈Ex| ]
(5.4)
where λA1 , λA′1 , λE, and λE′ are the strain-orbit coupling constants in units of Hz.
5.5 NV-resonator interaction
In our experiments, the strain induced by the cantilever motion is linear in the can-
tilever tip deflection,  = 0(a+ a
†). Here, 0 is the strain induced by zero point fluctua-
tions of the cantilever and a is the annihilation operator of the cantilever mode. In the
{|A〉 , |Ex〉 , |Ey〉} basis, the strain-coupled NV-resonator Hamiltonian (h = 1) takes the
form
HNV =fZPL
(
|Ex〉 〈Ex|+ |Ey〉 〈Ey|
)
+
ωm
2pi
a†a+
[
gA1
(
|Ex〉 〈Ex|+ |Ey〉 〈Ey|
)
+ gE1
(
|Ex〉 〈Ex| − |Ey〉 〈Ey|
)
+ gE2
(
|Ex〉 〈Ey|+ |Ex〉 〈Ey|
)] (5.5)
where fZPL is the natural zero-phonon line frequency, ωm is the cantilever frequency,
gΓ is the single phonon coupling strength for phonons with symmetry Γ, a(a
†) are the
creation (annihilation) operators for the phonon mode of the cantilever, and we have
defined |A〉 to be at zero energy. In a perfect crystal lattice with no applied external
fields, the NV has perfect C3v symmetry and |Ex〉 and |Ey〉 are degenerate in energy.
Strain of A1 symmetry corresponds to dilations and contractions of the NV molecular
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structure that preserve the C3v symmetry. An A1-symmetric strain preserves the |Ex〉
and |Ey〉 degeneracy and uniformly shifts the two states in energy with respect to |A〉.
Conversely, strains of E1 and E2 symmetry break all symmetries of the NV center, and
therefore split and mix |Ex〉 and |Ey〉 respectively (Fig 1c). From the NV-resonator
Hamiltonian, the Ex and Ey transition frequencies, f+ and f− , can be expressed in
terms of the normalized cantilever displacement, x = xc/x0 ,
f±(x) = fZPL + δfA1 + gA1x±
√
(gE1x+ δfE1)
2 + (gE2x+ δfE2)
2 (5.6)
where x0 is the amplitude of zero-point motion, xc is the peak displacement of the
cantilever, and δfΓ corresponds to the frequency shift due to local, intrinsic strain of
symmetry Γ.
5.6 Dynamic NV-mechanical coupling
We demonstrate strain-mediated NV-phonon coupling by mechanically driving the
fundamental flexural mode of a cantilever with a resonance frequency ωm/2pi = 870 kHz
and performing RES on a single embedded NV (fig. 5.3). In the absence of mechanical
driving, we observe two Lorentzian peaks within the RES spectrum (gray) corresponding
to the Ex and Ey transitions. Under a resonant mechanical drive the peaks are modulated
(red) by the AC strain field produced by the cantilevers flexural motion, which is given
by x(t) = xc/x0 cos (ωmt). The time-varying strain modulates the optical transition
frequencies, and hence the center frequency of these Lorentzian peaks. In addition, the
strain field will modulate the polarization selection rules for the transitions. Since the
laser polarization is kept constant throughout the measurement, this modulation will
manifest as a modulation of the peak PL emission intensity. The broadened, double-
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Figure 5.3: Dynamic strain-orbit coupling. a) RES measurement of a single
NV center embedded in a cantilever. In the absence of mechanical driving (gray
curves), the optical transition lineshapes are Lorentzian. Under resonant mechanical
driving (red), the transitions are modulated and the lineshapes are broadened. b)
Experimental and c) simulated excitation spectra of the Ex and Ey transitions as a
function of mechanical drive detuning, showing the resonant nature of the coupling.
d) Experimental and e) simulated excitation spectra as a function of the amplitude
of the mechanical excitation.
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peaked lineshape results from averaging over the cantilever motion and can be modeled
by a Lorentzian with an oscillating center frequency and modulated peak intensity,
S±(f) = 2pi
ωm
∫ 2pi/ωm
0
I± (x(t)) (Γ/2)
2
(Γ/2)2 + (f − f± (x(t)))2dt (5.7)
where I± refers to the PL intensity of each peak (measured in kC/s). In the data
shown in figure, the linewidth of these peaks is Γ = 1.4 GHz.
Next, we show the dynamic modulation of the Ex and Ey transitions as the drive
frequency is swept through the cantilever resonance. Due to the finite quality factor of the
cantilever, the cantilever will respond to mechanical excitations over a small frequency
band around its resonance frequency. For weak mechanical excitation, the cantilever
exhibits a Lorentzian mechanical response whose linewidth is determined by its quality
factor. Therefore, the normalized cantilever tip position can be written as
x(t) =
xc(ωpiezo)
x0
cos (ωpiezot) (5.8)
where
xc(ωpiezo) ∼ xmax (γ/2)
2
(γ/2)2 + (ωpiezo − ωm)2 (5.9)
Here, xmax refers to the maximum tip deflection when driven on resonance, ωpiezo is
the actuation frequency, and γ = ωm/Q is the linewidth of the mechanical resonance.
The resonant behavior of the mechanical mode is clearly imprinted on the spectral
response of the NV center (fig. 5.3b). Far detuned from the mechanical resonance,
the transitions are unaffected and maintain their Lorentzian lineshape. Approaching
resonance, the lineshapes broaden due to the increasing deflection of the cantilever. The
spectral response of the NV is in good agreement with simulations shown in fig. 5.3c,
which take into account the intrinsic strain environment and the mechanical quality
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factor of 20,000. The asymmetric frequency modulation of the optical transitions, most
clearly seen at zero mechanical detuning, arises from intrinsic crystal strain of E1 and
E2 symmetry, which we discuss in greater detail later. In addition, the intrinsic E1- and
E2- symmetric strains are responsible for the splitting between |Ex〉 and |Ey〉 when the
cantilever is at rest, ∆f0 = 2
√
(δfE1)
2 + (δfE2)
2.
Next, we probe the strength of the strain-mediated NV-phonon coupling as a function
of cantilever deflection for a resonant mechanical drive (fig. 5.3d). As the amplitude of
beam deflection increases, the strain-modulation of the optical transitions increases ap-
proximately linearly, as predicted by equation (2). For the NV measured in fig. 5.3, we
observe strain-mediated NV-phonon couplings exceeding 10 GHz for cantilever displace-
ments of only a few nanometers. Our measurement is in good agreement with simulations
(fig. 5.3e) and demonstrates the large coupling of the orbital states to the mechanical
motion of the cantilever. We note that the observed coupling strengths are limited by
the scanning range of the resonant excitation laser and not by the device itself. The can-
tilevers can be driven a maximum of xc = 1 µm, which would correspond to a coupling
strength of approximately 1 THz.
5.7 Determination of the single-phonon couplings and
strain-orbit coupling constants
To accurately determine the single-phonon coupling parameters, we must isolate the
effects of strain for each symmetry, which cannot be accomplished with the continuous
wave (CW) spectroscopy technique employed above. The CW spectral response of the
NV is a time-averaged response that samples all points of the cantilevers motion, mak-
ing it difficult to distinguish between common mode shifts and splittings of |Ex〉 and
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Figure 5.4: Stroboscopic strain-orbit coupling. a) A stroboscopic RES measure-
ment shows shifts of the Ex and Ey transitions when the cantilever tip is deflected
upward (blue curve) or downward (yellow curve) by 24 nm. The transitions when the
cantilever is at rest are shown in gray. The line shapes are fit with Lorentzians (black
curve). b) Plot of the common mode shift of theEx and Ey states for 12 different
NV centers, each marked by a different color. Circles (triangles) indicate NV centers
in group A (B). Linear fits to the data are shown in black. The gray shaded area
indicates a 15% uncertainty in the amplitude of driven motion determined from opti-
cal-interferometry measurements. c) and d) plot the total frequency shifts of the Ex
and Ey transitions for NV centers in groups A and B. Error bars in b)d) correspond to
5◦ phase uncertainties in the relative phase between the measurement window and the
cantilevers motion in the stroboscopic measurement (vertical) and 13-nm uncertainties
in the NV depth (horizontal).
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|Ey〉. However, by performing stroboscopic RES synchronized to the cantilevers motion,
we can deconvolve the orbital dynamics from the mechanical motion [81]. Specifically,
we measure the NV fluorescence in 60 ns windows that are much shorter than the can-
tilevers 1.15 µs oscillation period, thus enabling RES at a well-defined cantilever position
(see supporting information). In fig. 5.4a, we demonstrate stroboscopic RES when the
cantilever is maximally deflected upward (blue) and maximally deflected downward (or-
ange) with xc = 24 nm. Importantly, we can distinguish the effects of uniform shifts
of the transitions due to A1 strain from splittings due to E strain, and with the well-
known strain profile of a cantilever, we may extract the strain-orbit coupling constants
[76, 77]. The single-phonon coupling parameters can be written explicitly in terms of
the strain-orbit coupling constants and the strain induced by the zero-point motion of
the cantilever: gA1 = λA1zz + λA′1(xx + yy), gE1 = λE(xx − yy) + λE′(xz + zx), and
gE2 = λE(xy + xy) + λE′(yz + zy).
In fig. 5.4b, we study the A1-symmetric common mode shifts of |Ex〉 and |Ey〉 for 12
different NV centers as a function of the mechanically induced strain along the cantilever
axis, which lies along the [110] crystal direction. We observe two distinct spectral re-
sponses corresponding to NV centers of different crystallographic orientations. Due to the
crystallographic orientation of the cantilever, the NV centers can be categorized into two
distinct groups: group A with NVs oriented along [1¯1¯1¯] and [111¯], and group B with NVs
oriented along [1¯11] and [11¯1]. Within each group, NV centers experience the same type
of strain induced by the cantilever motion (see supporting information). Fitting this data,
we find λA1 = −1.95±0.29 PHz and λA′1 = 2.16±0.32 PHz. To extract the two remaining
coupling constants, we analyze the total frequency shifts of the Ex and Ey transitions for
group A NV centers and group B NV centers. To accurately fit the data, we must take
into account the intrinsic E- symmetric strain environment of each NV center that gener-
ates δfE1 and δfE2 . E-symmetric strain rotates the orthogonal transition dipole moments
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for the Ex and Ey transitions, and thus modifies the polarization dependence of the tran-
sitions. The rotation angle, θ, is defined by tan (2θ) = (δfE2 +gE2x)/(δfE1 +gE1x) and is
defined relative to the NV x-axis (see supporting information). Measuring both ∆f0 and
θ allows for complete characterization of the intrinsic strain environment of an NV center.
From the fits of the transition frequencies in fig. 5.4c-d, we obtain λE = −0.85 ± 0.13
PHz and λE′ = 0.02± 0.01 PHz. From the 12 NVs measured in this paper (data shown
in supporting information of this chapter), we observe maximal single phonon couplings
of gA1 ∼ 1 kHz and gE1 ∼ 3 kHz, and note that due to the crystallographic orientation
of the cantilever, gE2 .
5.8 Comparison with uniaxial stress measurements
In this section, we do a direct comparison of our strain-orbit coupling constants with
those measured by Davies et al. [144]. The experiments in ref. [144] were performed
on type 1a and 1b diamond anvil cells at liquid nitrogen temperatures (77 K). Uniaxial
stress was applied to the diamond with simple push rods driven by pressurized oil. In the
experiments, Davies measured the effect of stress on both the absorption and emission
zero-phonon lines for an ensemble of NV centers, including the optical polarization and
frequency. The Hamiltonian provided by Davies is written in terms of the stress tensor
defined in the crystal frame, where xˆ ‖ [100], yˆ ‖ [010] and zˆ ‖ [001].
V =A1(sxx + syy + szz) + A
′
1(syz + szx + sxy)
+ EX(sxx + syy − 2szz) + EY
√
3(sxx − syy)
+ E′X(syz + szx − 2sxy) + E′Y
√
3(syz − szx)
(5.10)
Here, A1, EX,... are orbital operators labeled by their symmetry under C3v oper-
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ations, and sij refer to components of the stress tensor in the crystal frame. We can
rewrite the above Hamiltonian explicitly in terms of the eigenstates of the NV center as
follows:
V =
(
A1(sxx + syy + szz) + 2A2(syz + szx + sxy)
)(
|Ex〉 〈Ex|+ |Ey〉 〈Ey|
)
+
(
B(sxx + syy − 2szz) + C(syz + szx − 2sxy)
)(
|Ex〉 〈Ex| − |Ey〉 〈Ey|
)
−
√
3
(
B(sxx − syy) + C(syz − szx)
)(
|Ex〉 〈Ey|+ |Ey〉 〈Ex|
) (5.11)
Here, we have set 3A2 to be at zero energy and introduced the stress coupling constants
{A1, A2, B, C}. The values for the stress coupling constants were measured to be
A1 = 1.92 meV/GPa
A2 = −5.02 meV/GPa
B = −1.36 meV/GPa
C = −2.20 meV/GPa
(5.12)
To compare our coupling constants, we must convert our strain Hamiltonian into
a stress Hamiltonian. This can be done using the elastic stiffness matrix, C, which
converts stress into strain via ~σ = C~. Here ~σ = (σxx, σyy, σzz, σyz, σzx, σxy) and ~ =
(xx, yy, zz, 2yz, 2zx, 2xy) are the stress and strain six-vectors respectively.
For an isotropic material, the elastic stiffness matrix is defined by 3 physical quantities
of the material: the Young’s modulus (E), the shear modulus (G), and the Poisson ratio
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(ν). This allows the elastic stiffness matrix to be written in the following way
C =

c11 c12 c12 0 0 0
c12 c11 c12 0 0 0
c12 c12 c11 0 0 0
0 0 0 c44 0 0
0 0 0 0 c44 0
0 0 0 0 0 c44

(5.13)
These value were measured as a function of temperature in ref. [185], and were found
to be
c11 = 1080 GPa
c12 = 124 GPa
c44 = 578 GPa
(5.14)
Next, we transform into the crystal frame from the NV coordinate system. Davies
assumes the the standard NV orientation, with z ‖ [111], x ‖ [1¯1¯2], and y ‖ [11¯0],
and hence we choose that as the starting NV coordinate system. Applying the proper
transformation and grouping stress terms of the correct symmetry, we obtain a relation-
ship between the strain coupling constants defined in this chapter and the Davies stress
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Lee et al. [80] Davies et al. [144]
λA1 -1.95 ± 0.29 PHz -2.18 PHz
λA′1 2.16 ± 0.32 PHz 2.01 PHz
λE -0.85 ± 0.13 PHz -0.93 PHz
λE′ 0.02 ± 0.01 PHz 0.01 PHz
Table 5.1: Comparison of the strain-orbit coupling constants measured in refs. [80, 144].
coupling constants.
λA1 = (c11 + 2c12)A1 + 4c44A2
λA′1 = (c11 + 2c12)A1 − 2c44A2
λE = (c11 − c12)B + 2c44C
λE′ =
√
2 ((c11 − c12)B + c44C)
(5.15)
A comparison of our measured coupling constants with Davies constants is shown in
table 5.1.
These values are in excellent agreement with those measured in this chapter. In a
related study, Doherty et al. measured the shift in the zero phonon line as a function of
hydrostatic pressure [175], which determines the value of A1. Since hydrostatic pressure
induces a stress s = sxx = syy = szz, the measured shift corresponds to a value of
3A1, which was measured to be 3A1 = 5.75 meV/GPa. This result is the most accurate
measurement to date, since it was calibrated with the well-established pressure response
of the spectral lines of Ruby. Importantly, this measurement is in good agreement with
the values measured in our experiments.
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5.9 Mechanical tuning of the zero-phonon line fre-
quency
Figure 5.5: Deterministic frequency tuning. a)c) RES measurements for two NV
centers (NV I, NV II). With no mechanical driving, the Ex and Ey transitions of NV
I (a) differ in frequency from those of NV II (c). (b) RES measurements of NV I for
increasing cantilever-tip-deflection amplitudes. At amplitudes of 30 nm and 43 nm,
respectively, the Ex and Ey transition frequencies match those of NV II, as indicated
by the black circles.
A common way to couple remote, matter qubits via a photonic channel is to interfere
and detect single photons emitted by the qubits [92, 150]. However, protocols employing
quantum interference typically require the photons to be indistinguishable. As a quantum
emitter in the solid state, the NV center faces the challenge of overcoming spectral
inhomogeneities resulting from locally varying electrostatic and strain environments in
the host diamond. In many cases, the optical transitions for different emitters can vary by
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many optical linewidths, precluding the use of quantum interference. The conventional
solution to this challenge utilizes multi-axis DC electric fields that are delivered via metal
electrodes placed nearby or on the diamond sample [145, 146]. While this technique has
found success, it introduces additional channels for spectral diffusion through electric
field noise produced by the electrodes or changes in the electrostatic environment. Here,
we take a promising alternative approach that uses our hybrid strain-mediated coupling
to deterministically control the frequency of the Ex and Ey transitions. This control will
allow for dynamic matching of the optical transition frequencies of two spatially separated
NV centers. For weakly or non-piezoelectric host materials such as diamond, strain-
control should introduce minimal spectral diffusion to embedded quantum emitters.
Fig. 5.5a and c show RES measurements of two NVs: one located in the cantilever
(NV I) and one located in the bulk of our sample (NV II). In the absence of mechanical
driving, their optical transitions differ in frequency by several linewidths. By resonantly
driving the cantilever, we can tune the Ex and Ey transitions of NV I into resonance with
NV II. Fig. 5.5b shows stroboscopic RES measurements of NV I for various cantilever
deflection amplitudes. At amplitudes of 43 nm and 30 nm respectively, the Ex and Ey
transition frequencies of NV I match those of NV II. Importantly, this technique intro-
duces very minimal spectral broadening, which can be attributed to the finite duration
of the detection window. In the future, this technique could be extended to a large array
of cantilevers, each with a different resonant frequency, enabling on-chip, multiplexed
tuning of many NV centers for multipartite entanglement. In this architecture, a high
density of emitters can be addressed without crosstalk between photonic channels using
nanoscale cantilevers without the need for individual electrical leads for each emitter.
Excitation of multiple resonators is straightforward and can be carried out by driving
a single piezoelectric transducer at multiple frequencies. This AC strain tuning modal-
ity is also more tractable than protocols involving static strain, which may suffer from
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an unknown strain profile and may require significantly more fabrication, alignment, and
stabilization steps to individually address each structure. In addition, strain tuning could
be used for dynamic feedback control of the transitions to reduce spectral diffusion caused
by local charge fluctuations [146].
5.10 Mechanical tuning of the orientation of the NV
electric dipole moment
Figure 5.6: Deterministic polarization tuning. a) Schematic showing the electric–
field vector (red arrow) of the excitation laser (kˆ ‖ [001¯]) and the linear-polarization
angle, φ, defined with respect to the [1¯10-crystal axis. b)e) φ-dependent RES mea-
surements for NV centers A-D with no mechanical excitation showing the distinct
polarization dependences of the Ex and Ey transitions due to local, intrinsic strain.
Data points plot the PL amplitudes of the Ex/Ey peaks versus φ, and solid lines are
fits (see supporting information). f)h) φ-dependent stroboscopic RES measurements
for NV center D at tip deflections of (9.4, 3.7, and 12.4 nm), matching the dipole-ex-
citation pattern of NV center D to those of NV centers A-C. The dashed lines are
theoretical predictions using the tip-deflection amplitude as the input.
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The polarization dependence of the optical transitions of spatially separated NV cen-
ters can also be matched using our strain-mediated control scheme. We characterize
the polarization dependence of the zero-phonon line by performing RES for as a func-
tion of laser polarization angle (fig. 5.6a) and measuring the corresponding PL am-
plitudes of the transition peaks. Infig. 5.6b-e, we plot the polarization dependence
of the Ex and Ey transitions for 4 different NV centers, where NVs A, B, and C are
located in the sample bulk, and NV D is located inside the cantilever. Due to their
inhomogeneous environments, they all exhibit different polarization dependences, with
θ = (16.4◦,−134.1◦,−116.4◦, 33.9◦) for NVs A, B, C and D, respectively. In fig. 5.6f-h,
we match the polarization dependence of the Ex and Ey transitions of NV D to those of
NV A, B and C by driving the cantilever at tip amplitudes of 9.4 nm, 3.7 nm, and 12.4
nm respectively, and measuring when the cantilever is maximally deflected downward.
The dashed curves in fig. 5.6f-h correspond to the expected polarization dependence,
taking into account the cantilever amplitude and distortions in the shape of the dipole
excitation patterns caused by non-zero ellipticity in the laser beam and saturation of the
optical transitions (see supporting information). The excellent agreement between mea-
sured and expected polarization dependences highlights the deterministic nature of our
strain-control. To the best of our knowledge, this is the first demonstration of in− situ
polarization tuning of a NV center. Typically, the polarization state of spontaneously
emitted photons is manipulated after the collection optics with a combination of polar-
ization control elements, such as waveplates and fiber paddles. For fully chip-integrated
systems where many quantum emitters need to be individually addressed, it can be dif-
ficult to utilize these external components for selective control of a photonic channel.
In-situ control allows for selective control while minimizing cross-talk between photonic
channels. We note that in-situ control can also be accomplished with electric fields [186]
or optical microcavities [187]. However, the fabrication and alignment required for indi-
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vidual addressing with electric fields and cavities may present a significant challenge as
the number of emitters increases.
In our current resonator geometry we do not have independent control of E1 and
E2 strain, and are thus unable to arbitrarily tune the frequency and polarization de-
pendence of an optical transition simultaneously. Universal control could be enabled by
simultaneous excitation of two mechanical modes that generate different strain profiles.
Interestingly, this approach could offer novel opportunities to study multimode optome-
chanics by utilizing the inherent nonlinearity of a two level system [54]. Alternatively,
generation of indistinguishable photons can still be accomplished by a combination of
frequency matching and polarization filtering [95, 94].
5.11 Conclusion and outlook
Future quantum-enabled applications such as long-range interactions between distant
qubits or phonon routing will require the single phonon coupling strength to be larger than
the intrinsic dissipation in the hybrid system. This high cooperativity regime is defined
by η = (g2/Γ2γth) > 1, where η is the cooperativity, Γ2 is the dephasing rate of the optical
transition, and γth is the thermalization rate of the resonator with the environment. By
scaling our device down to the nanoscale and improving optical linewidths, it should be
possible to enter the high cooperativity regime. For instance, the fundamental flexural
mode of a doubly-clamped diamond beam of dimensions 2 µm × 100nm × 50nm with
ωm/2pi = 238 MHz and Q = 10
5, coupled to a near surface NV center with Γ2 = 100
MHz, would have a coupling g = 21.5 MHz and a cooperativity η ∼ 5 at T = 4 K,
residing deep within the high cooperativity regime. Moreover, this device could be used
for single-defect cooling of the fundamental mode of the nanobeam to its quantum ground
state with phonon occupation number n¯ < 1 , allowing for preparation and observation
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of quantum states of the mechanical oscillator (see supporting information).
The strain-mediated frequency tuning technique employed here should in principle
preserve the coherence of the optical transitions. Due to the finite duration of our stro-
boscopic measurement window, we observe minimal broadening of the optical transitions,
and are only limited by the Brownian motion of the cantilever. In the devices here, the
broadening of the zero-phonon line due to the cantilever Brownian motion would be ap-
proximately 1 MHz, which is much lower than the lifetime limited linewidth of 13.6 MHz.
In a future experiment, one could perform a g(1) correlation measurement to probe the co-
herence of the transition and definitively prove that strain does not introduce significant
spectral diffusion.
In summary, we have presented a hybrid quantum device in which the orbital states
of a single solid-state quantum emitter are coupled via strain to a single vibrational mode
of a high quality factor mechanical resonator. We used our device to carefully control the
frequency and polarization dependence of the optical transitions of single NV centers.
Several additional and diverse applications could be enabled by our device. For instance,
our hybrid coupling mechanism could be used to generate large, broadly-tunable light
phase shifts, enabling novel applications in all-optical signal processing [188]. Moreover,
by combining our strain-mediated NV-phonon coupling with electron spin resonance at
the cryogenic temperatures employed here, it should be possible to significantly enhance
the optically detected magnetic resonance signal through phonon assisted optical pump-
ing [110]. Additionally, our dynamic strain-tuning experiments may be extended for
manipulation and control of the NV hyperfine transitions, which may facilitate the use of
nuclear spins as quantum memories [189, 91]. Furthermore, our device architecture and
its applications are compatible with other solid-state emitters, such as the silicon-vacancy
center in diamond or defects in silicon carbide [176]. Most importantly, we have demon-
strated for the first time strain-coupling of a mechanical oscillator to the orbital states
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of the NV center. Scaling down our device dimensions and reducing optical linewidths
should allow for operation in the resolved sideband regime, enabling phonon cooling and
lasing, spin-dependent force quantum gates, and phononic routing applications. The
single phonon couplings shown here are the largest ever demonstrated for an NV-based
system, and constitute a major step toward quantum applications enabled by a hybrid
quantum device based on spins, phonons and photons.
5.12 Supporting information
5.12.1 Stroboscopic measurement procedure
The fundamental mechanical mode of the cantilever is actuated by a piezoelectric
transducer that is electrically driven with a lock-in amplifier. During the measurement,
both the frequency detuning from resonance and amplitude of the driven motion are
kept constant with a phase-locked loop and feedback circuits. The amplitude of driven
motion is measured with an interferometer whose signal is calibrated by the Brownian
motion of the cantilever. The stroboscopic measurement is accomplished by gating the
photon detection. A home-built comparator circuit converts the mechanical drive signal
from the lock-in amplifier into a TTL pulse train of the same frequency with a finite
phase offset. The duty cycle and hence the width of the ON region of the pulse train
is controlled by the threshold voltage of the comparator chip. The finite phase offset is
tuned with a phase shifter, and can be tuned over a full 360 degrees. This pulse train
directly gates the APD through an external modulation input. For the data shown in
Fig. 3b-d, the TTL pulse train is frequency doubled, allowing for measurements of two
cantilever positions that are 180 degrees out of phase from each other.
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5.12.2 Stroboscopic RES signal
During stroboscopic measurements, RES signals average over a small segment of the
cantilever motion, as described in the previous section. Therefore, the general strobo-
scopic RES signal can be written as
Sstrob± (f) =
1
τ
∫ T+τ
T
I± (x(t)) (Γ/2)
2
(Γ/2)2 + (f − f± (x(t)))2
dt (5.16)
Where T indicates the start time of the PL detection and τ is the length of the
detection window of 60 ns. The start time, T , is set by the relative phase between the
TTL pulse train gating the single photon counter and the mechanical driving signal. In
our experiments, we set T such that the detection window lies symmetrically around
an antinode of the cantilevers motion. For instance, when we are interested in the
maximum downward deflection of the cantilever (corresponding to negative x), we set
T = (pi/ωm)− (τ/2) .
The detection window is much shorter than the oscillation period of the cantilever,
and we approximately measure the NV spectral response for a well-defined positon of the
cantilever. When the detection window is placed symmetrically around an antinode of
motion, the stroboscopic RES signal can be approximated by a Lorentzian.
Sstrob± (f) ≈ I±
(
xmax/min
) (Γ/2)2
(Γ/2)2 +
(
f − f±
(
xmax/min
))2 (5.17)
Here, xmax/min is the maximum or minimum normalized displacement of the cantilever
tip depending on which antinode is selected. The fits to the stroboscopic RES data shown
in Fig. 3a in the main text reflect this approximation. For data shown in Figs. 3b-d
and in Figs. 5f-h, the center frequency and amplitudes of the stroboscopic RES peaks as
calculated by fits to eq. (9) are used respectively.
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An important note to make is that this approximation breaks down at other phases
of the cantilever motion. Although our measurement window is short compared to the
cantilever period, it is still long enough that measurements at other phases fail to isolate
a single position of the cantilever. This can be understood by considering the dynamics
of a harmonic oscillator. At the classical turning points, the velocity of the beam is zero,
and hence the cantilever is essentially static during our measurement window. However,
when the beam passes through its equilibrium position, the velocity is largest and hence
our measurement window will average over a significant portion of the motion. Therefore,
if one were to use this method to perform frequency tuning, the cantilever displacement
must be adjusted as opposed to the position of the detection window. Alternatively, one
could make a lower frequency cantilever so that the ratio of the measurement time to the
cantilever period is reduced.
5.12.3 Cantilever strain profile
The mechanical modes of our diamond cantilevers are well-described by Euler-Bernoulli
beam theory. We consider a singly-clamped diamond beam of length l, width w, and
thickness t. The cantilever coordinate system (X, Y, Z) can be described in terms of the
diamond crystallographic directions, as shown in Fig. 7a. The Z-axis is the cantilever
axis, and is parallel to the [110] crystal direction. The strain profile for the cantilevers
fundamental flexural motion along the Y direction as function of axial position Z and
cantilever tip deflection xc is given by
ε(Z, xc) 'R0 xc
2l2
(1.875)2
[
cos
(
1.875
Z
l
)
+ cosh
(
1.875
Z
l
)
− 1
1.3622
(
sin
(
1.875
Z
l
)
+ sinh
(
1.875
Z
l
))] (5.18)
168
Mechanical control of the optical properties of a single quantum emitter Chapter 5
where R0 refers to the distance in the Y direction from the center of the beam (neutral
axis). A more detailed derivation is provided in chapter 2.
For an NV that is at a depth di from the surface of the cantilever, R0 = (t/2) − di.
For the devices in this paper, the NV depth is determined by the nitrogen implantation
process, and di = 51.5 ± 13.0 nm, where the uncertainty in di is derived from Stopping
Range of Ions in Matter (SRIM) simulations, representing one standard deviation in the
straggle of nitrogen ions during ion implantation.
5.12.4 Strain tensor in the NV coordinate system
For the purposes of this paper, we treat diamond as an isotropic solid. In this approx-
imation, the strain tensor generated by the cantilevers flexural motion can be written in
the cantilevers coordinate system (X, Y, Z) as follows
c =
−νε 0 0
0 −νε 0
0 0 ε
(5.19)
where ε is the mechanically induced strain along the Z direction as defined above
and ν = 0.11 is the Poisson ratio of diamond. Our cantilevers are fabricated such that
X ‖ [1¯10], Y ‖ [001] and Z ‖ [110]. We transform the above strain tensor from the
cantilever coordinate system, (X, Y, Z), into the coordinate system of the NV center,
(x, y, z). For NVs in group A (z ‖ [1¯1¯1¯] or [111¯]), the transformed strain tensor is
A =
ε
3
(1− 2ν) 0 −
√
2ε
3
(1 + ν)
0 −νε 0
−
√
2ε
3
(1 + ν) 0 ε
3
(2− ν)
(5.20)
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For NVs in group B (z ‖ [1¯11] or [11¯1]), the transformed strain tensor is
B =
−νε 0 0
0 ε 0
0 0 −νε
(5.21)
With the above strain tensors, we can diagonalize the Hamiltonian in eq. (6) and
write the Ex and Ey transition frequencies for NVs in both groups in terms of ε. We
obtain
fA± =fZPL + δfA1 + λA1
2− ν
3
ε+ λA′1
1− 5ν
3
ε
±
√√√√(−λE 1 + ν
3
ε− λE′ 2
√
2(1 + ν)
3
ε+ δfE1
)2
+ (δfE2)
2
(5.22)
for group A and
fB± = fZPL + δfA1 − λA1νε+ λA′1(1− ν)±
√
(λE(1 + ν)ε+ δfE1)
2 + (δfE2)
2 (5.23)
for group B.
5.12.5 Characterization of intrinsic strain and polarization se-
lection rules with strain
To properly model the NV response to crystal strain and extract the single phonon
coupling parameters, it is necessary to characterize the intrinsic local E-symmetric strain
environment of the NV center. The intrinsic strain can be completely characterized by
measuring the splitting between |Ex〉 and |Ey〉 and measuring the orientation of the
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transition dipole moments. For intrinsic strains δfE1 and δfE2 , we see that the splitting
between |Ex〉 and |Ey〉 can be written as
∆f0 = 2
√
(δfE1)
2 + (δfE2)
2 (5.24)
The orientation of the transition dipole moments can be extracted by measuring the
polarization dependence of the Ex and Ey transitions. The interaction of the resonant
laser with the NV is described by electric dipole interaction, HE = −d · E, where d is
the NV electric dipole operator and E is the electric field of the excitation laser. The
axial dipole moment, dz, does not connect the ground and excited state manifolds, but
merely shifts them relative to each other. The transverse electric dipole moments dx and
dy split and mix |Ex〉 and |Ey〉, but also couple the ground and excited state manifolds.
In the {|A〉 , |Ex〉 , |Ey〉} basis and in the absence of strain, the transverse electric
dipole moments dx and dy can be expressed as
dx =
0 0 d⊥
0 d˜⊥ 0
d⊥ 0 −d˜⊥
(5.25)
dy =
0 d⊥ 0
d⊥ 0 d˜⊥
0 d˜⊥ 0
(5.26)
Clearly, the Ex and Ey transitions are driven by linearly polarized light along the yˆ
and xˆ directions of the NV center. In the presence of E-symmetric strain, |Ex〉 and |Ey〉
are mixed, and new eigenstates are formed. Simultaneously, this leads to a rotation of
the transverse electric dipole moments. The rotated dipole operators, d˜x and d˜y can be
expressed as
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d˜x = cos (θ)dx + sin (θ)dy (5.27)
d˜y = − sin (θ)dx + cos (θ)dy (5.28)
where 2θ is the Stuckelberg angle and tan (2θ) = (δfE2 + gE2x)/(δfE1 + gE1x).The
electric field of the incident light, E, can be written in terms of the crystallographic
directions and polarization angle φ, E = |E|
2
(
cos (φ)[1¯10] + sin (φ)[110]
)
. The absorption
intensity is proportional to |d · E|2. Therefore, the normalized absorption intensity of
the two excited states are given by
IEy =
(
cos (θ) cos (φ)√
3
− sin (θ) sin (φ)
)2
IEx =
(
sin (θ) cos (φ)√
3
− cos (θ) sin (φ)
)2 (5.29)
for group A, and
IEy =
(
cos (θ) sin (φ)√
3
− sin (θ) cos (φ)
)2
IEx =
(
sin (θ) sin (φ)√
3
− cos (θ) cos (φ)
)2 (5.30)
for group B.
In our polarization dependence measurements, we need to account for saturation of
the optical transitions and non-zero ellipticity of the excitation laser. Here, we assume
a simple model of saturation in which the normalized absorption intensity is given by
I = 1− e−Peff/Psat , where Peff is the effective laser power seen by the NV and Psat is the
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saturation power. The effective laser power is determined by the polarization dependence
of the transition as well as the total incident laser power, Pin. To account for ellipticity, we
introduce a relative phase delay, ψ, between the x and y components of the electric field:
E = |E|
2
(
cos (φ)[1¯10] + eiψ sin (φ)[110]
)
(refer to fig. 5.6a. for a diagram). Putting it all
together, the normalized absorption intensities for the Ex and Ey transitions including
these two effects are given by
IEy = 1− exp
[
− Pin
Psat
(
sin2 (θ) sin2 (φ) + cos
2 (θ) cos2 (φ)
3
− cos (ψ) sin (2θ) sin (2φ)
2
√
3
)]
(5.31)
IEx = 1− exp
[
− Pin
Psat
(
cos2 (θ) sin2 (φ) + sin
2 (θ) cos2 (φ)
3
− cos (ψ) sin (2θ) sin (2φ)
2
√
3
)]
(5.32)
for group A, and
IEy = 1− exp
[
− Pin
Psat
(
sin2 (θ) cos2 (φ) + cos
2 (θ) sin2 (φ)
3
− cos (ψ) sin (2θ) sin (2φ)
2
√
3
)]
(5.33)
IEx = 1− exp
[
− Pin
Psat
(
cos2 (θ) cos2 (φ) + sin
2 (θ) sin2 (φ)
3
− cos (ψ) sin (2θ) sin (2φ)
2
√
3
)]
(5.34)
for group B. Note that to calculate the dipole excitation patterns, we must transform
from the cantilever frame used to describe the laser polarization into the NV coordinate
system. The fits of the polarization plots are shown in Fig. 5 as well as Figs. 8 and 9.
where θ, Psat, and ψ are used as fit parameters. The fit results obtained from 12 NVs
yield Psat = 0.4± 0.1 µW, ψ = 54± 10◦, and the results of θ are used to determine the
intrinsic strain.
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5.12.6 Extracting the strain coupling constants and error bars
To measure the strain-orbit coupling constants, we measure the Ex and Ey transition
frequencies, f+ and f−, for NVs in groups A and B as function of the strain induced
along the cantilever axis. Flexural motion of the cantilever introduces a strain ε along
the cantilever axis, while producing strains −νε in the transverse directions due to the
Poisson effect (ν = 0.11). To extract the A1-symmetric strain coupling constants, we
monitor the uniform shifts of the Ex and Ey transition frequencies as a function of ε,
∆A1 = (f+ + f−)/2 . Neglecting the static frequency offset, fZPL + fA1 , we obtain
∆AA1(ε) = λA1
2−ν
3
ε+ λA1
1−5ν
3
ε (5.35)
∆BA1 = (ε = −λA1νε+ λA′1(1− ν)ε (5.36)
The vertical error bars in Fig. 3b-d reflect the uncertainty in peak positions in the
RES measurements, which is dominated by the 5◦ phase uncertainty in the location
of the stroboscopic measurement window with respect to the cantilever motion. The
horizontal error bars in Fig. 3b-d are given by the uncertainty in 3-D position of the NV,
which is dominated by the 13 nm uncertainty in the NV depth in the diamond, which is
the expected straggle of nitrogen ions during our implantation process (as calculated by
SRIM). To extract λA1 and λA′1 , we simultaneously fit the data in Fig. 3b to the above
equations for ∆A1 . The error reported forλA1 and λA′1 is limited by our calibration in
the uncertainty of ε, which is determined in the uncertainty in the optical interferometry
measurement of the cantilever tip deflection. We estimate a 15% uncertainty in this
calibration, and hence quote a 15% uncertainty in the values of λA1 and λA′1 . With this
information, we next extract λE and λE′ by extracting the overall shifts of the Ex and
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Ey transition frequencies for 12 NVs (6 NVs in each group), as a function of ε. The
uncertainty in the measured values of λE and λE′ also reflect the 15% uncertainty in the
interferometric measurement of the cantilever tip deflection. Data for all measured NVs
are shown in Figs. 10 and 11.
5.12.7 Cooperativity and phonon cooling calculations
The device described in the conclusion section is a doubly-clamped diamond nanobeam
with dimensions (2 µm, 100 nm, 50 nm) containing a near-surface NV center located at
one of the clamping points. We will focus on the fundamental mode of this resonator,
which has a resonance frequency ωm/2pi = 238 MHz. Moreover, we assume that the
nanobeam has the same crystallographic orientation as the device shown in this chapter.
In this calculation, we will consider an NV center from group B, whose symmetry axis is
transverse to the resonator axis. For simplicity, we will assume that the NV is hosted in
a perfect crystal with no intrinsic strain. Using the strain tensor calcaulated above, the
NV-resonator interaction Hamiltonian is
Hint =
(−λA1νε+ λA′1(1− ν)ε) (|Ex〉 〈Ex|+ |Ey〉 〈Ey|)
+ (λE(1 + ν)ε) (|Ex〉 〈Ex| − |Ey〉 〈Ey|)
(5.37)
where ε is the strain induced along the axis of the nanobeam. Next, we quantize the
strain field in terms of the phonon creation and annihilation operators for the resonator
mode such that ε = ε0(a+a
†) and ε0 is the strain due to zero point motion. Based on the
signs of the strain coupling constants, the highest single phonon coupling occurs for the
A→ Ey transition. We can isolate this transition and neglect |Ex〉 by using xˆ polarized
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light. We find the effective interaction Hamiltonian for the |Ey〉 state is
Heff = g‖ |Ey〉 〈Ey| (a+ a†) (5.38)
where g‖ =
(−λA1ν + λA′1(1− ν)− λE(1 + ν)) ε0 = (2.31 PHz)ε0 is the effective
single-phonon coupling parameter. For the device described here, we expect g‖ = 21.5
MHz for the fundamental mode.
The single phonon cooperativity is defined to be η = (g2‖/Γ2γth), where Γ2 is the
dephasing rate of the optical transition, and γth is the heating rate of the mechanical
resonator [10]. The heating rate is defined by γth = (n¯ωm)/2piQ, where n¯ is the equilib-
rium phonon occupation number of the resonator at temperature T , and Q is the quality
factor of the mechanical mode. For the calculation of the cooperativity in the conclusion
section, we assume a value of Γ2 = 100 MHz for the A→ Ey transition, which has been
observed in ref. [190]. This value was limited primarily by electron-phonon interactions
within the excited state manifold. In addition, we assume that the quality factor of the
mechanical mode is Q = 105, which has already been demonstrated with micron-scale
diamond resonators [43]. At a temperature T = 4 K, the diamond resonator has an
equilibrium thermal occupation number of n¯ = 367. Putting it all together, we find the
cooperativity of this device to be η = 5.2 . To evaluate the prospects for ground state
cooling, we consider the protocol for sideband cooling as detailed in ref. [169, 170] and
chapter 7 of this thesis. In this protocol, we resonantly address the first red vibrational
sideband of the A → Ey transition associated with the fundamental mechanical mode
of the resonator. The steady state thermal occupation number for the resonator under
sideband cooling obeys
n¯ ≈ γth
ΓC
(5.39)
176
Mechanical control of the optical properties of a single quantum emitter Chapter 5
Figure 5.7: Supplementary Data 1. Measured dipole excitation patterns for all
NVs in group A
where ΓC is the sideband cooling rate. The sideband cooling rate is given by
ΓC = 4pi
2
g2‖Ω
2
Γω2m
(5.40)
where Ω is the optical Rabi frequency and Γ is the linewidth of the optical transition.
Assuming an optical Rabi frequency Ω, a linewidth of Γ = 100 MHz, and the γth described
above, we find ΓC = 843 kHz and n¯ ≈ 0.9.
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Figure 5.8: Supplementary Data 2. Measured dipole excitation patterns for all
NVs in group B
Figure 5.9: Supplementary Data 3. Measured total frequency shift of all measured
NVs in group A as function of cantilever strain
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Figure 5.10: Supplementary Data 4. Measured total frequency shift of all measured
NVs in group B as function of cantilever strain
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Chapter 6
Enhanced spin coherence in a hybrid
spin-mechanical oscillator system
“Though some of you may see me as a celebrity, you should know that I
once sat where you sit. Literally. Late last night I snuck out here and sat in
every seat. I did it to prove a point: I am not bright and I have a lot of free
time.”
- Conan O’Brien
6.1 Introduction
The electron spin of the nitrogen-vacancy (NV) center in diamond is among the most
technologically advanced platforms for nanoscale quantum sensing and quantum infor-
mation processing due to its exceptional coherence properties. To date, NV centers have
been integrated into complex quantum devices that are capable of imaging nanoscale
magnetic systems, such as superconducting vortices [121], single electron spins [191], and
nuclear spins in proteins [192]. Furthermore, NV centers have been successfully imple-
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mented in small qubit registers that can be integrated into a large-scale quantum network
[124, 90]. However, many of these applications require NV centers that are either near the
surface of diamond or embedded in a fabricated diamond nanostructure, where the NV
spin experiences significant dephasing from surface-related noise [131, 139, 193, 140]. As
a result, engineering highly coherent, near-surface NV centers in nanostructures remains
an outstanding challenge, and will require a detailed understanding of the underlying
decoherence mechanisms.
One way to decouple the spin from environmental fluctuations is through dynami-
cal decoupling [194]. In periodic dynamical decoupling (PDD), the spin is coherently
addressed with a periodic sequence of control pulses, which decouple the spin from
quasi-static noise while enhancing the spin sensitivity in a narrow frequency band set
by the interpulse spacing. In continuous dynamical decoupling (CDD), the spin is con-
tinuously and coherently driven with an external control field, creating new “dressed”
spin states that are inherently less sensitive to environment fluctuations. Both tech-
niques have been utilized to extend the NV spin coherence time by orders of magnitude
[138, 78, 53, 195, 196, 197].
In this chapter, we take a hybrid approach to dynamical decoupling which combines
continuous and periodic control of the NV spin. We utilize the time-varying strain field
generated by the motion of a diamond mechanical oscillator to drive a magnetic dipole-
forbidden |1〉 ↔ |−1〉 spin transition and perform continuous dynamical decoupling [78,
53]. The resulting strain dressed states, {|0〉 , |+〉 , |−〉}, where |±〉 are linear combinations
of |±1〉, are insensitive to all magnetic field noise to first order. We encode our qubit
in the {|0〉 , |−〉} states and demonstrate a 50-fold increase in the inhomogeneous spin
coherence time, T ∗2 . We then perform conventional periodic dynamical decoupling on the
{|0〉 , |−〉} qubit, and demonstrate that the mechanically dressed spin states exhibit an
extended homogeneous spin coherence time, T2, compared to the bare spin states of the
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NV center.
Our approach to dynamical decoupling has a few important advantages over previous
demonstrations. First, CDD is traditionally performed on the |0〉 ↔ |±1〉 transitions
with microwave magnetic fields. The resulting dressed states cannot be distinguished
using spin-dependent fluorescence, and hence any protocol utilizing |0〉 ↔ |±1〉 CDD
requires undressing the spin in an adiabatic fashion, which adds significant overhead.
The CDD protocol employed here does not address |0〉, and hence the standard spin-
dependent fluorescence readout protocol can be used. Furthermore, previous work with
magnetic CDD has shown that the coherence of the dressed states is limited by high
frequency amplitude fluctuations in the driving field. Our approach leverages the narrow
linewidth of a high quality factor mechanical oscillator to filter out high frequency noise
in the continuous driving field. Finally, a microwave dressed spin qubit typically has a
frequency splitting on the order of MHz due to the experimental constraints on the drive
field amplitude, and hence the manipulation speed of the dressed qubit is limited. The
mechanically dressed qubit employed here is in the GHz range, and hence theoretically it
is possible to perform rapid manipulation of the qubit. We take advantage of this feature
to perform PDD with microwave magnetic fields to further extend the spin coherence
time past the CDD limit.
6.2 Bare spin states
The traditional NV spin qubit is encoded in a magnetic dipole transition between two
of the bare Sz eigenstates, such as |ms = 0〉 and |ms = 1〉. The spin Hamiltonian for the
NV center in this basis can be written as
HNV = DS
2
z + γNV S ·B−
1
2
E(S2+ + S
2
−) (6.1)
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where D is a function of the zero-field spin-spin interaction, temperature, axial elec-
tric fields, and A1 symmetric strain, and E is a function of transverse electric fields and E
symmetric strain (see supporting information). A static magnetic field applied along the
NV quantization axis breaks the ms = ±1 degeneracy and allows for selective addressing
of the |0〉 ↔ |±1〉 transitions. For a qubit encoded in the bare spin states {|0〉 , |±1〉},
dephasing is dominated by noise terms that couple to Sz and S
2
z , as the E terms are sup-
pressed by the Zeeman interaction. Therefore, the spin decoherence of the bare dressed
states can be induced by magnetic, electric, strain, and thermal noise.
6.3 Hyperfine interaction
As described in chapter 2, the NV center can couple to the nuclear spin of the nitrogen
atom through hyperfine interaction. In our experiments, the NV center couples to the
I = 1 nuclear spin of 14N , characterized by the hyperfine interaction
Hhyp = −A‖mISz (6.2)
where A‖ = 2.16 MHz is the hyperfine coupling and mI denotes the nuclear spin pro-
jection along the quantization axis. Here, we work entirely within the mI = 1 manifold.
Therefore, the resonance condition for mechanically driven Rabi oscillations is given by
∆B = 2(γNVBz − A‖) = ωm/2pi.
6.4 Mechanically dressed spin states
In our experiments, we perform CDD by coherently driving the |1〉 ↔ |−1〉 transition.
To this end, we resonantly address the |1〉 ↔ |−1〉 transition with a time-varying, E-
symmetric strain field generated by the motion of a single-crystal diamond cantilever.
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We model the system with the following Hamiltonian
H = DS2z +
∆B
2
Sz +
Ωm
4
cos(ωmt)(S
2
+ + S
2
−) (6.3)
where Ωm is the mechanical Rabi frequency, and ωm is the mechanical frequency. The
dynamics of the system can be solved by moving into the interaction picture with respect
to Sz and making a rotating wave approximation. In the time-independent frame, we
obtain
HI = DS
2
z +
∆
2
Sz +
Ωm
4
(S2+ + S
2
−) (6.4)
where we have defined the mechanical detuning ∆ = ∆B − ωm. From here, we may
diagonalize the Hamiltonian to obtain the mechanical dressed states
|0〉 = |0〉
|+〉 = cos (θ) |1〉+ sin (θ) |−1〉
|−〉 = − sin (θ) |1〉+ cos (θ) |−1〉
(6.5)
where tan (2θ) = Ωm/∆. When ∆ = 0, the dressed states are equal superpositions of
|±1〉 that are split in energy by an amount Ωm. Importantly, we observe that 〈±|Sz |±〉 =
0. Therefore, the mechanical dressed states are insensitive to fluctuations in the magnetic
field to first order. However, we note that 〈±|S2z |±〉 6= 0, and hence the mechanically
dressed spin states will still be sensitive to fluctuations in D. In addition, as the |±〉
splitting is set by Ωm, the dressed states will also be sensitive to amplitude fluctuations in
the mechanical driving field. Because we employ a high Q mechanical oscillator, we filter
out amplitude noise above a cutoff frequency fc =
ωm
4piQ
= 250 Hz. This is an important
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Figure 6.1: A mechanically-dressed spin. a) Schematic of the device. A sin-
gle NV center (red) embedded in a diamond cantilever coherently interacts with the
strain induced by the cantilever motion and microwave magnetic fields. The spin is
initialized and readout using a 532 nm laser. b) Energy level diagram of the bare
spin levels (left) and strain-dressed spin levels (right) of the NV center. The bare
spin levels are sensitive to magnetic fields. Under resonant mechanical driving, the
spin evolves into new eigenstates which are insensitive to magnetic fields to first order
(bottom). c) Rabi flopping on the |1〉 ↔ |−1〉 transition with Rabi frequency Ωm.
d) ODMR spectroscopy of the bare (blue) spin levels and the mechanically-dressed
spin levels (maroon) reveals the hyperfine structure of the NV center. When the
|ms = 1,mI = 1〉 ↔ |ms = −1,mI = 1〉 transition frequency matches the mechanical
oscillator frequency, an Autler-Townes splitting emerges with energy gap Ωm.
feature of our device, as high frequency noise can be difficult to mitigate with PDD.
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6.5 Experimental setup
Our experiments are performed on single NV centers embedded in a single-crystal
diamond cantilever, as depicted in fig. 6.1a. The cantilever has dimensions 30× 10× 1.7
µm and a fundamental flexural mode frequency of ωm/2pi = 5.28 MHz. The cantilevers
were fabricated using a diamond-on-insulator technique, as described in ref. [43]. NV
centers were created through 14N ion implantation and subsequent annealing at 850◦C. A
homebuilt, cryogenic scanning confocal microscope is used to optically address individ-
ual NV centers in the cantilevers and perform Fabry-Perot interferometry for mechanical
characterization. The fundamental mode of the cantilever is actuated with a piezoelec-
tric transducer located nearby the diamond sample. Electron spin resonance and pulsed
dynamical decoupling are performed with resonant microwave fields produced by a mi-
crowave antenna placed nearby the sample. A half-Helmholtz coil is used for precise
tuning of the |1〉 ↔ |−1〉 transition energy.
The experiments are performed at 180 K and under high vacuum conditions (10−5
torr). This unconventional choice of operating conditions addresses four important issues
associated with operating at liquid helium temperatures or ambient conditions. First,
the high vacuum environment mitigates damping of the cantilever, which should improve
the noise filtering ability of the CDD protocol. Second, we observe the formation of
anomalous bright spots on the sample under vacuum conditions. The formation of these
bright spots is significantly suppressed at cryogenic temperatures. The origin of these
bright spots is not understood, but may be related to graphitization of the diamond or
accumulation of impurities on the surface. For a short discussion of these bright spots, we
refer the reader to the supporting information for this chapter. Third, at temperatures
below 50 K, the diamond sample becomes an effective cryopump. Due to the finite
pressure in the cryostat, the cantilever will adsorb material floating in the chamber,
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causing a slow drift in the mechanical frequency and a slow reduction in the mechanical
quality factor. Finally, we observe a significant temperature dependence of the cantilever
quality factor [44, 43], with a significant drop in quality factor as the temperature is
lowered from 180 K. To overcome all of these constraints, we operate the cryostat at an
elevated temperature by heating the sample stage. Under these conditions, we observe a
mechanical quality factor Q = 12, 000 with no apparent drift of the mechanical frequency,
and no formation of bright spots.
6.6 Mechanically driven Rabi flopping
We first demonstrate that the strain field produced by the mechanical oscillator can be
used to coherently drive the |1〉 ↔ |−1〉 spin transition [51, 53]. To this end, we performed
strain-driven Rabi flopping between |−1, 1〉 and |1, 1〉 for a cantilever amplitude xc =
120 nm, where we have defined the hyperfine states |ms,mI〉 corresponding to the 14N
nuclear spin. The experiment begins by initializing the spin into |0〉 through optical
pumping. The spin is prepared in |−1, 1〉 with a microwave pi pulse. The spin is allowed
to free evolve for a time τ under the influence of the mechanical strain field. The spin
population in |−1, 1〉 is then readout by applying a second microwave pi pulse to return
the spin population to |0〉 and applying an optical pulse for spin-dependent fluorescence
measurements. In fig. 6.1c, we show mechanical Rabi flopping for a Rabi frequency
Ωm/2pi = 1 MHz.
6.7 Mechanically induced Autler-Townes splitting
To characterize the mechanically dressed spin states, we perform electron spin reso-
nance (ESR) with microwave magnetic fields while driving the cantilever [78, 53]. In the
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absence of mechanical driving, the ESR spectrum reveals the triplet hyperfine structure
associated with 14N with a hyperfine splitting A‖ = 2.16 MHz for the |0,mI〉 ↔ |±1,mI〉
transitions (blue data in fig. 6.1d.). With mechanical driving, we observe an Autler-
Townes splitting of the |±1, 1〉 hyperfine levels that is equal to the mechanical Rabi
frequency (maroon data in fig. 6.1d.). The split levels corresponding to the mechanically
dressed spin states, |±〉.
6.8 CDD with mechanical driving
Now that we have established our coherent mechanical driving technique, we can
perform mechanical CDD and probe the coherence of the mechanical dressed states. To
this end, we perform a Ramsey experiment on the {|0〉 , |−〉} qubit and compare it to the
coherence of the bare spin qubit {|0〉 , |1〉}. In fig. 6.2a., we show Ramsey data for the
bare spin states. We observe a rapid decay of the spin coherence, with T ∗2 = 310± 32 ns.
However, with mechanical CDD, we observing a significant extension in spin coherence.
In fig. 6.2b, we show Ramsey data for a mechanical Rabi frequency Ωm/2pi = 1.5 MHz.
We observe an initial rapid decay associated with off-resonant microwave coupling to the
undriven hyperfine state |1, 0〉 followed by long lived oscillations corresponding to both
|−〉 and |+〉. From fits to the data, we obtain a T ∗2 = 800 ± 100 ns for the undriven
hyperfine states and a T ∗2 = 16± 4.9 µs for the mechanical dressed states, constituting
a 50-fold increase in the spin coherence. We note that the increased T ∗2 for |1, 0〉 can
be explained by off-resonant mechanical driving of the transition, which partially dresses
the mI = 0 hyperfine manifold.
Figure 6.2c. shows a Fourier spectrum of the Ramsey data shown in fig. 6.2b. In the
experiment, we tune the microwaves to be symmetrically detuned from |±〉 and hence we
expect oscillations of the dressed states to occur at Ωm/4pi. Indeed, we observe a strong,
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Figure 6.2: Mechanically driven CDD. a) Experimental Ramsey data for the
undressed spin shows a T ∗2 = 310±32 ns. b)Experimental Ramsey data for a mechan-
ically dressed spin with Ωm/2pi =1.5 MHz shows an extended T
∗
2 = 16.0 ± 4.9 µs c)
Fourier spectrum of the Ramsey data in b) shows a strong peak at 750 kHz, consistent
with the expected symmetric detuning from each dressed state of Ωm/4pi.
narrow peak at 750 kHz, corresponding to half of the mechanical Rabi frequency.
6.9 Hybrid PDD+CDD
Although our CDD protocol offers enhanced spin coherence, the resulting coherence
time is significantly shorter than the limit imposed by spin relaxation. Although me-
chanical CDD renders the spin insensitive to magnetic fields, the spin is still sensitive
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Figure 6.3: Hybrid CDD+PDD protocol. Hahn echo spin coherence measurement
with (maroon) and without (blue) mechanical CDD. The bare spin states exhibit a
T2 = 40 ± 2 µs. With mechanical CDD and Ωm/2pi = 1.5 MHz, the spin exhibits an
extended T2 = 64± 6 µs.
to fluctuations in temperature, electric fields, and the mechanical driving field. Recent
studies of the NV center indicated that the electric field contribution to decoherence is
dominant at low frequencies [139]. Moreover, the mechanical resonator acts as a low-
pass filter to noise in the driving field, with a cutoff frequency of approximately 250 Hz
(see supporting information). This suggests that the spin may be decoupled from the
remaining sources of dephasing through PDD, which excels at decoupling the spin from
low frequency noise.
To explore this hypothesis, we performed a Hahn echo experiment with and without
mechanical CDD. In the absence of CDD, we observe a spin coherence time T2 = 40 µs.
When we use CDD with Ωm/2pi = 1.45 MHz, we observe a 50% increase in the spin co-
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herence compared to the bare spin states, with T2 = 64 µs. The increase in T2 shows that
the bare NV spin states are still limited by higher frequency magnetic field fluctuations
during a Hahn Echo. The modest increase in T2 suggests two possible sources of decoher-
ence. On the one hand, the spin may be sensitive to higher frequency electric field noise
that is unable to be decoupled away in a Hahn echo sequence. On the other hand, high
frequency magnetic field noise may be coupling to the qubit in a second order process.
Given the decoherence rate measured here, this would correspond to an rms magnetic
field of 100 mG at the NV center. This is approximately 50 times higher than the ex-
pected rms field produced by the nitrogen spin bath in our sample. Moreover, because
our NV centers are approximately 50 nm deep in the diamond, we do not expect any
significant magnetic contributions from the surface. Although possible, it seems unlikely
that magnetic field noise dominates the residual dephasing. We hypothesize that electric
field noise is the dominant dephasing mechanism for our hybrid CDD+PDD scheme.
6.10 Outlook
In this chapter, We have shown for the first time that CDD and PDD can be combined
in a synergistic way. We demonstrated a 50-fold enhancement in the spin coherence of
single NV centers through continuous mechanical driving. Moreover, when we combined
mechanical driving with traditional microwave pulsed dynamical decoupling, we observed
a 50% increase in the spin coherence time T2 compared to the bare NV spin states. Be-
cause the spin coherence of the NV center is primarily limited by high frequency magnetic
field noise, our protocol can in principle be used to extend the spin coherence time to the
energy relaxation limit. In future experiments, we can establish the enhancement in T ∗2
and T2 as a function of mechanical drive strength, which should allow us to quantitatively
characterize the residual sources of dephasing. If we observe a saturation effect, then the
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residual dephasing is most likely due to electric field noise. Moreover, this hypothe-
sis can be tested through the application of more dynamical decoupling pulses, which
should allow for quantitative analysis of the noise spectrum. Furthermore, using mag-
netic double-quantum microwave pulses, one can probe the decoherence of the {|+〉 , |−〉}
qubit [78], which is only sensitive to fluctuations in the mechanical driving field. This
should allow us to discriminate between electric field noise and residual magnetic field
noise.
In a broader context, our protocol should provide enormous benefits to hybrid spin-
mechanical devices. The figure of merit for spin-mechanical devices is given by the single
phonon cooperativity, η = 2pi g
2T2
n¯ωm
, where g is the single phonon coupling strength, and n¯
is the equilibrium thermal occupation number of the mechanical resonator. A practical
device of the future will typically host many mechanical modes. Therefore, in a future
multimode device, one mechanical mode can be used for CDD to improve T2, leaving
other modes to coherently couple to the dressed spin. Furthermore, our protocol can be
used in AC electrometry and vibrometry measurements with greater sensitivity, which
may assist in future experiments characterizing NV spin decoherence.
6.11 Supporting information
6.11.1 The bare NV spin Hamiltonian
In the main text of this chapter, we condensed the NV spin Hamiltonian into a simple
phenomenological form characterized by the parameters D and E. Here, we provide the
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full NV spin Hamiltonian for the bare spin states, which is shown below.
Hbare =(D0 + αT + d‖Ez + VA1)S
2
z + γNV S ·B
− [(d⊥Ex + VE1)(S2x − S2y)− (d⊥Ey + VE2)(SxSy + SySx] (6.6)
Here, D0 = 2.876 GHz is the zero-field splitting at 180 K, αT = −28 kHz/K is the
temperature shift of the zero-field splitting near 180 K [198], d‖ = 0.35 Hz · cm/V is the
axial electric susceptibility [104], VA1 = dA1zz +dA′1(xx+ yy) is the A1 symmetric strain
interaction [109, 76], d⊥ = 17 Hz · cm/V is the transverse electric susceptibility, and VE1 =
dE(xx−yy)+2dE′xz and VE2 = 2dExy+2dE′yz are the E symmetric strain interactions.
In a typical experiment, an applied magnetic field along the NV axis results in the Zeeman
interaction HZ =
∆B
2
Sz which does not commute with the transverse electric and E
symmetric strain interactions. Therefore, HZ typically suppresses fluctuations in those
terms of the Hamiltonian [139, 76].
6.11.2 Mechanical Rabi frequency
The mechanical Rabi frequency is given by the E symmetric spin-strain interaction.
The cantilever employed in this experiment only generates E1 strain, and hence the
interaction Hamiltonian can be written as
Hint =
1
2
VE1(S
2
+ + S
2
−) (6.7)
The strain coupling, VE1 , can be quantized in terms of the phonon creation and
annihilation operators, {a†, a}, resulting in an interaction Hamiltonian
Hint =
g
2
(a+ a†)(S2+ + S
2
−) (6.8)
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where g is the strain coupling to the zero-point fluctuations, or alternatively, the single
phonon coupling strength. In our experiments, the cantilever is resonantly driven with
a piezoelectric transducer, and hence the resonator can be modeled as a large amplitude
coherent state, |α〉, where α is a dimensionless number determining the amplitude of
the state. The expectation value of the position operator for a coherent state is simply
X(t) = 2x0α cos (ωmt). Therefore, the mechanical Rabi frequency can be written in
terms of the beam displacement, xc = 2αx0,
Ωm = g
xc
x0
(6.9)
For the device employed here, we observe g ≈ 120 mHz, where variations are caused
by the different locations and orientations of the NV center with respect to the cantilever.
6.11.3 The dressed NV spin Hamiltonian
For a resonant mechanical strain field, the dressed spin Hamiltonian is reduced to
H =(D0 + d‖Ez + VA1 + αT )S
2
z +
1
2
(Ωm + VE + d⊥E⊥)Sz + γNV δBz(S2+ + S
2
−)
+ γNV δB⊥ [cos (φ)(|0〉 〈+|+ |+〉 〈0|) + i sin (φ)(|−〉 〈0| − |0〉 〈−|)]
(6.10)
where we have defined VE =
√
V 2E1 + V
2
E2
and E⊥ =
√
E2x + E
2
y and defined the
azimuthal orientation of an applied perpendicular magnetic field, φ = arctan δBy/δBx.
Note that because we are working in a rotating frame, the Zeeman terms appear as
perturbations in the dressed state Hamiltonian. Importantly, we see that the magnetic
field does not affect the dressed state energies to first order.
An important feature of these dressed states is that they are driven by linearly po-
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larized microwaves. The magnetic dipole transitions for the bare spin states require
circularly polarized microwave fields. Therefore, to perform multi-pulse dynamical de-
coupling with phase swapping on the mechanical dressed states, circularly polarized mi-
crowave fields are required. Since we do not have such control, we are limited to the
number of pulses that can be applied by pulse errors.
6.11.4 Experimental details for Ramsey experiments
In our Ramsey measurements of the undressed spin, the microwave field was detuned
from the |1, 1〉 transition by 7.5 MHz to make the coherence decay more visible. The
microwave Rabi frequency was set to 4.5 MHz in order to drive all three hyperfine states.
The Ramsey signal was fit to the following function:
S(t) = e−(t/T ∗2 )2
∑
mI
amI cos (2piδmI t+ ϕmI ) + I0 (6.11)
where amI , δmI , and ϕmI correspond to the population, microwave detuning, and
initial phase for each hyperfine state and I0 is the steady-state normalized photolumi-
nescence rate for a thermally mixed state.
In our Ramsey measurements of the dressed spin, we tune our microwave field such
that it is symmetrically detuned from the dressed states |±〉 by an amount Ωm/2. This
would correspond to a microwave frequency that is resonant with the undressed |1, 1〉
transition. Even though the mechanical resonator is detuned from the other |±1,mI〉
transitions, they experience a significant amount of dressing, and hence each hyperfine
195
Enhanced spin coherence in a hybrid spin-mechanical oscillator system Chapter 6
transition was fit with their own coherence time.
S(t) =e−(t/T ∗2±)2[a+ cos (2pi(Ωm/4pi − δ)t+ ϕ+) + a− cos (2pi(Ωm/4pi + δ)t+ ϕ−)]
+
∑
mI=0,1
amIe
−(t/T ∗2mI )
2
cos (2piδmI t+ ϕmI ) + I0
(6.12)
6.11.5 Experimental details for the Hahn Echo experiment
In our Hahn echo measurements of the dressed state, the microwave field is resonantly
tuned to the |−〉 transition. To reduce pulse errors from residual coupling to the other
hyperfine states, we reduce the microwave Rabi frequency to approximately 500 kHz.
For both the undressed and dressed state experiments, we fit the data to the following
coherence envelope
C(t) = e−(t/T2)n (6.13)
For the NVs measured in this experiment, we found the spin echo signal to fit to a
variety of values of n ∈ [2, 3]. The value of n did not significantly affect the extracted
T2. The fit shown in fig. 6.3 corresponds to n = 3.
6.11.6 Amplitude noise filtering with a high-Q oscillator
An attractive aspect of our mechanical driving protocol is the filtering of high fre-
quency fluctuations of the mechanical Rabi frequency by the mechanical oscillator. Stan-
dard microwave CDD is typically limited by amplitude fluctuations in the microwave field
due to either thermal drifts of the microwave antenna or technical noise in the driving
electronics. As a high-Q mechanical oscillator, the cantilever is an excellent filter of am-
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plitude noise. To understand this, consider the dynamics of a resonantly driven harmonic
oscillator with a noisy drive amplitude
x¨+ γx˙+ ω2mx = (F0 + δF (t)) cos (ωmt) (6.14)
where γ is the cantilever linewidth. The solution this equation is given by the con-
volution of the driving term with the Green’s function for the mechanical oscillator. In
frequency space, the solution is the direct product of the cantilever transfer function with
the Fourier transform of the mechanical driving field. If we express the noisy force in
terms of its Fourier components,
δF (t) = a0 +
∑
n
[an cos (ωnt) + bn sin (ωnt)] (6.15)
then we can write the frequency domain response to the noisy fluctuations, δx(ω) as
δx(ω) =
∑
n
[
1/2√
(ω20 − ω2)2 + γ2ω2
(an ± ibn)δ(ω ± ωnt)
]
δx(ω) =
∑
n
[
1/2(an ± ibn)√
(ω20 − (ω ± ωn)2)2 + γ2(ω ± ωn)2
] (6.16)
In the high-Q limit, we obtain the usual Lorentzian mechanical response of a mechan-
ical oscillator and
δx(ω) =
∑
n
[
1/(2ωm)(an ± ibn)√
(ω − ωm ∓ ωn)2 + (γ/2)2
]
(6.17)
We see that the Lorentzian transfer function of the cantilever will effectively suppress
amplitude fluctuations for ωn > γ/2. Therefore, the cutoff frequency for the cantilever is
given by its linewidth fc = γ/4pi = ω0/4piQ.
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6.11.7 Bright spots
As mentioned in the main text of this chapter, we observe the formation of anomalous
bright spots on the diamond surface after long exposure to the 532 nm laser in a vacuum
environment. These brights do not correspond to the NV photoluminescence, and as the
bright spots grow in size, they dominate the NV fluorescence and no optically detected
magnetic resonance can be detected. We have observed that these spots are fluorescent
under 532 nm excitation, but are dark under 637 nm excitation. In addition, the bright
spot appears to change either the electrostatic or strain environment of near-surface NV
centers. To probe this effect, we performed resonant excitation spectroscopy of a single
NV center before and after bright spot formation and observed significant changes in the
zero-phonon line. The overall PL of the NV center was reduced, which may be due to
increased photoionization. Moreover, the polarization dependence and static splitting of
the zero-phonon line changed after the formation of the bright spot.
At cryogenic temperatures near 4 K, we observe a formation time of over one month.
At room temperature and in high vacuum conditions (10−4 torr), bright spots can be
formed in minutes depending on the laser power. The growth rate also appears to be
exponential in time. It is unclear whether the suppression at cryogenic temperatures is
related to the temperature of the sample or the vacuum level, which can reach values of
10−9 torr in our chamber. Based on our limited data, we have two hypotheses regarding
the origin of these bright spots. One possibility is that the 532 nm laser graphitizes the
diamond surface. The second possibility is that contaminants are accumulating at the
spot of the laser. This could be due to the laser ionizing material in its path, which
can polarize material floating around in the chamber or on the surface. Subsequent
Langevin collisions would then cause an accumulation of mass at the surface. In either
case, we expect that the primary effect on the NV center would be the introduction of
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low frequency electric field noise.
We have found two ways to remove the bright spots from the sample. The first
is to irradiate the sample with several mW of 532 nm light in air for several minutes.
However, this method appears to be somewhat insufficient. When the sample is returned
to vacuum conditions, bright spots appear to form more quickly. The second and more
effective method is to clean the sample in a boiling (190◦ C) 1:1 H2SO4 : HNO3 acid
mixture for several minutes. Interestingly, sonicating the sample in solvents does not
remove the bright spots.
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Fry: How could they even know about a show from 1000 years ago?
Professor: Well, Omicron Persei 8 is about 1000 light years away, so the
electromagnetic waves would just recently have gotten there. You see –
Fry: Magic. Got it.
- Futurama
NV centers and mechanical oscillators have been developed independently for quan-
tum technologies for several years, but have faced important roadblocks that may be
addressed with a hybrid NV-mechanical device. Among these challenges are the genera-
tion of multipartite entanglement in an NV center system and preparation of non-classical
states of a mechanical oscillator. In this chapter, I will review the theory for several im-
portant applications of our hybrid NV-mechanical device, including phonon cooling and
spin-spin entanglement. The aim of this discussion is to provide an accessible intro-
duction to the relevant experimental protocols and to provide a realistic scope of the
experimental progress that is required to achieve these goals.
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7.1 Phonon cooling
The future utility of any hybrid mechanical device hinges on the ability to prepare the
mechanical degree of freedom in a non-Gaussian state. For instance, in a device where
phonons serve as a flying qubit, quantum information may stored as a superposition of
phonon Fock states. An important prerequisite for generating non-Gaussian mechanical
states is the preparation of the mechanical oscillator in the ground state of motion. As
mentioned in chapter 1, this can be accomplished through passive cooling or through
active, optomechanical cooling methods. In general, active cooling of a mechanical oscil-
lator has been accomplished using radiation pressure forces, but has proven to be difficult
do the weak nature of radiation pressure [199]. Very recently, the focus has shifted to-
ward the use of single qubits for phonon cooling due to the inherent nonlinear interaction
provided by the qubit [54]. A qubit can potentially cool a mechanical oscillator to the
ground state and subsequently prepare a non-Gaussian state of motion, such as a Fock
state [170, 169]. This would be of fundamental interest as this could not be performed
with standard optomechanical devices. More generally, achieving ground state cooling
with a qubit would provide a new approach to study the quantum acoustics as an analog
to cavity quantum electrodynamics.
Phonon cooling relies on the fact that a qubit prepared in its ground state is effec-
tively at zero temperature. By engineering a coupling between the qubit and mechanical
oscillator, the qubit can then be used to remove entropy from the mechanical oscillator.
The standard protocol [170] for phonon cooling with a qubit is demonstrated in fig. 7.1
a. A qubit with frequency ω0 is parametrically coupled to a mechanical oscillator with
frequency ωm. The parametric qubit-phonon coupling produces phonon sidebands on the
qubit transition, at frequencies of ω = ω0 ± qωm, where q is an integer. For illustrative
purposes, let us encode the qubit in an optical transition that can be coherently driven
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with a laser at frequency ωL. At thermal equilibrium, the qubit population will be en-
tirely in the ground state |g〉. If the qubit is coherently driven at first red sideband of
the qubit transition, ωL = ω0 − ωm, a Jaynes-Cummings interaction is created between
the qubit and mechanical oscillator, Hrsb ∼ (σ+a+σ−a†) [200, 201]. An excitation of the
qubit is accompanied by the removal of a single phonon from the mechanical oscillator,
|g〉 |n〉 → |e〉 |n− 1〉. Physically, this can be interpreted as the qubit upconverting a
photon from the laser to the qubit frequency by absorbing a single phonon. Entropy is
carried away from the system through spontaneous emission of a single photon, which
returns the qubit to the ground state. This cycle can be repeated until the oscillator is
prepared in its quantum ground state.
There are now several proposals for phonon cooling with the NV center [202, 203,
169]. In this section, we will focus on two cooling protocols that utilize the strain-orbit
interaction. For a comprehensive review of phonon cooling with an NV center, I refer
the reader to refs. [169, 24]. The two cooling protocols are shown in fig. 7.1 b. and
c. The protocol shown in fig. 7.1 b. is the standard sideband cooling protocol that
we introduced above, which relies on addressing phonon sidebands on the NV optical
transitions. The second protocol shown in fig. 7.1 c. is a unique cooling protocol that is
enabled by the rich electronic structure of the NV excited state, and relies on a resonant
electron-phonon interaction. We will discuss both of these cooling protocols in detail in
the following sections.
7.1.1 Sideband cooling
The sideband or “off-resonant” cooling scheme was first proposed in ref. [170] in
the context of quantum dots, and was later refined for the NV center in ref. [169].
This protocol relies on a strain-mediated, parametric interaction between the orbital
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Figure 7.1: Phonon cooling with a single defect. a) The standard phonon cooling
protocol. An electronic excitation results in a removal of a single phonon from the
mechanical oscillator, |g〉 |n〉 → |e〉 |n− 1〉. Spontaneous emission of a photon carries
away the removed entropy from the harmonic oscillator and the defect returns to the
ground state |g〉 |n− 1〉. After many cycles, the mechanical oscillator can be prepared
in the ground state, |0〉. b) Protocol for sideband cooling or off-resonant cooling with
the NV center. The cooling relies on driving the first red sideband of the Ey transition
to remove phonons from the mechanical oscillator and spontaneous emission to carry
away entropy. c) Protocol for resonant cooling with the NV center. The |Ex〉 ↔ |Ey〉
transition frequency is matched to the phonon frequency. When prepared in |Ey〉, the
NV center absorbs a phonon from the mechanical oscillator and is excited to |Ex〉, from
which the NV center decays back to the ground state through spontaneous emission.
states of the NV center and a mechanical resonator. This parametric interaction results
in a modulation of the optical transition frequencies of the NV center, and hence a
series of phonon sidebands. If the NV center is coherently driven with a laser on the
first red sideband, cooling of the mechanical resonator occurs. As a result, in order
for this protocol to be used, the system must be in the resolved-sideband regime where
ωm  Γ, where Γ is the optical transition linewidth. To describe this process, we
introduce the Hamiltonian for a driven two-level system parametrically coupled to a
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single-mode harmonic oscillator,
H =
ω0
2
σz + ωma
†a+
g‖
2
(a+ a†)σz + Ω cos (ωLt)σx (7.1)
where ω0 is the qubit frequency, σz = |e〉 〈e|− |g〉 〈g|, ωm is the phonon frequency, a is
the annihilation for the mechanical mode, g‖ is the parametric coupling, Ω is the optical
Rabi frequency and ωL is the laser frequency.
In the rotating frame of the laser, we have
H = −δ
2
σz +
Ω
2
σx + ωma
†a+
g‖
2
(a+ a†)σz (7.2)
where δ = ωL − ω0. As we mentioned, this parametric interaction can be understood
as a modulation of the qubit frequency due to the motion of the mechanical oscillator.
On the other hand, the the parametric interaction can be understood as a spin-dependent
force on the oscillator, which displaces the harmonic oscillator in phase space. Therefore,
to better understand the dynamics of the system, we will apply the Polaron transfor-
mation to the above Hamiltonian to move into the “displaced-oscillator basis”, UˆHUˆ †
where Uˆ =exp
(
g‖
ωm
(a† − a)σz
)
.
In the displaced oscillator basis, we obtain the Hamiltonian
H˜ = −δ
2
σz + ωma
†a+
Ω
2
(
eg‖/ωm(a
†−a)σ+ + e−g‖/ωm(a
†−a)σ−
)
(7.3)
Note that this Hamiltonian is analogous to a trapped ion experiencing a laser-assisted
spin dependent momentum kick [200]. In our case, we instead have a laser-assisted, spin-
dependent displacement kick of the harmonic oscillator. We are interested in the so-called
Lamb-Dicke regime where the recoil energy associated a single spontaneous emission event
is much less than phonon energy, η = g
ωm
 1. This parameter η is defined as the Lamb-
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Dicke parameter. In general, the phonon mode will be in a thermal state, and to account
for thermal excitations, we define the thermal Lamb-Dicke parameter ηth = η
xth
x0
. The
amplitude of thermal motion can be calculated via xth =
√〈x2〉 = Tr[x2ρˆ], where ρ is
the phonon density matrix.
〈x2〉 = 1
Z
∑
n
e−β~ωm(n+1/2) 〈n|x20(a+ a†)2 |n〉 (7.4)
where Z is the partition function for the harmonic oscillator. After some algebra, we
find
xth = x0
√
coth
(
~ωm
2kBT
)
(7.5)
Now, we can write xth in terms of the average thermal population number n¯ using
the following identity:
n¯ =
1
eβ~ωm − 1 (7.6)
=
1
2
[
coth
(
~ωm
2kBT
)
− 1
]
(7.7)
This implies that xth = x0
√
2n¯+ 1, and thus
ηth =
g‖
ωm
√
2n¯+ 1 (7.8)
Therefore, the Lamb-Dicke limit is defined by ηth  1. Note that the Lamb-Dicke
parameters are related to the Huang-Rhys factors [204] by the simple relationships, S0 =
η2 and S = η2th. To find the dynamics of the system in the Lamb-Dicke regime, we move
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into the interaction picture with respect to the qubit,
HI =
Ω
2
[
σ+e−iδteη(a
†eiωmt−ae−iωmt) + σ−eiδte−η(a
†eiωmt−ae−iωmt)
]
(7.9)
In the Lamb-Dicke limit, we can Taylor expand the Hamiltonian up to first order in
η, and we obtain
HI ≈ Ω
2
[
σ+e−iδt
(
1 + ηa†eiωmt − ae−iωmt)+ σ−eiδt (1− (ηa†eiωmt − ae−iωmt))] (7.10)
We are interested in the electronic transition |g〉 |n〉 → |e〉 |n′〉. For a particular set
of laser detunings, δ = (n′−n)ωm + ∆, the matrix elements 〈e, n′|HI |g, n〉 are non-zero.
In particular, when the laser is parked on the red sideband, δ = −ωm, we can make a
rotating wave approximation and we obtain the red sideband Hamiltonian
Hrsb =
ηΩ
2
(σ+a+ σ−a†) (7.11)
which drives the transition |g, n〉 → |e, n− 1〉 desired for cooling the system. To
derive the effective cooling equation, a master equation approach can be used to take
into account spontaneous emission, dissipation of the mechanical resonator, and the NV-
mechanical coupling. In the Lamb-Dicke limit, the dynamics of the NV center are much
faster than the overall cooling rate, and the NV center can be adiabatically eliminated
from the master equation [170], resulting in an effective rate equation for the harmonic
oscillator
∂〈a†a〉
∂t
= −Γc
(〈a†a〉 − nf) (7.12)
where nf is the steady-state thermal occupation number and we have defined the
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cooling rate.
Γc =
g2‖Ω
2
Γω2m
(7.13)
If the cooling rate exceeds the thermalization rate of the mechanical resonator, the
final thermal occupation number is given by
nf ≈ ωmNbath
ΓcQ
(7.14)
where Nbath is the average thermal occupation number of the surrounding bath and
Q is the mechanical quality factor. There are a few important aspects of this cooling
protocol that should be pointed out. First, the cooling rate scales inversely with the
square of the mechanical frequency. This is a direct result of the fact that this protocol is
inherently an off-resonant process. As the frequency increases, the Lamb-Dicke parameter
effectively goes to zero, which eliminates the NV-mechanical coupling. In addition, the
cooling rate increases with the Rabi frequency, and hence the laser power. Unfortunately,
there is an upper limit on the optical Rabi frequency. If the transition is driven too
strongly, then the cooling becomes less efficient, as the NV center has a finite probability
to return to the ground state and adding a phonon to the resonator. As it turns out, the
cooling is maximized when Ω ≈ ωm.
It is important to note that in our analysis, we have not considered any spectral
diffusion of the optical transition. Spectral diffusion broadens the transition, but does
not increase the spontaneous emission rate, and hence spectral diffusion will lead to
lower cooling rate. For a broadened linewidth of Γφ, the cooling rate is reduced by
Γc ∼ Γ/(Γ+Γφ). As we mentioned in chapter 2, the radiative linewidth is approximately
Γ = 13.2 MHz.
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7.1.2 Experimental calculations for sideband cooling
The sideband cooling protocol relies on the strain-induced modulation of the optical
transition frequencies. Due to the signs and magnitudes of the strain-orbit coupling
constants, it is advantageous to use the Ey transition for sideband cooling. In particular,
we focus on the A1 and E1 symmetric terms of the strain Hamiltonian. In the calculations
that follow, we will assume that the NV center is embedded inside of a doubly-clamped
nanobeam resonator with dimensions 2 µm× 100 nm× 50 nm. The nanobeam contains
flexural, compressional, and torsional mechanical modes that can all interact with the NV
center. However, the scaling of the Lamb-Dicke parameter is only favorable for flexural
vibrations, and hence we will restrict our discussion to the nanobeam flexural modes.
To optimize the single phonon coupling, the nanobeam should be fabricated such
that the resonator axis is along the [110] crystal direction, and the NVs used for cooling
should be oriented along [1¯11] and [11¯1]. The strain experienced by an NV at a depth d
from the surface due to zero-point fluctuations of the nth flexural mode can be written
as
B =
−νn 0 0
0 n 0
0 0 −νn
(7.15)
where n is given by
n(z) =
(βnl)
2x0√
2l2
(t/2− d) [cos (βnz) + cosh (βnz)− cn (sin (βnz) + sin (βnz))] (7.16)
where βnl = (4.73, 7.85, 10.9956, 14.1372, ...) are the nanobeam wavenumbers and
cn = (
1
1.01781
, 1
0.99923
, 1
1.000033551
, 1
.9999985501
, ...) are normalization constants which satisfy
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n ωm/2pi g‖ Γc n¯i n¯f
1 228 MHz 23.4 MHz 928 kHz 367.0 9.0
2 627 MHz 38.8 MHz 337 kHz 133.0 24.8
3 1.23 GHz 54.4 MHz 172 kHz 67.5 48.4
4 2.03 GHz 69.9 MHz 104 kHz 40.6 40.6
Table 7.1: Experimental estimates for sideband cooling. Calculated sideband
cooling rates for a diamond nanobeam with a bath temperature T = 4 K, an optical
Rabi frequency Ω=100 MHz, mechanical Q = 104, and an inhomogeneously broadened
transition linewidth Γφ = 100 MHz.
the boundary conditions for a doubly-clamped beam. Using the derived strain tensor
and the definition of HE, we see that the single phonon coupling for the nth mode can
be written as gn‖ = −λA1νn + λA′1(1− ν)n− λE(1 + ν)n = (2.31 PHz)n, leading to an
effective parametric interaction
H = gn‖(an + a†n) |Ey〉 〈Ey| (7.17)
From here, we may calculate the cooling rate and final phonon thermal occupation
number for some realistic experimental parameters. The first condition is that the NV
center is located within 5 nm of the diamond surface and at one of the nanobeam clamping
points. The second condition is that the mechanical resonator has a quality factor of
Q = 104. In addition, we assume that the sample is at a temperature of 4 K, which
sets the thermalization rate. In table 7.1, we show the cooling rates for an optical Rabi
frequency Ω = 100 MHz for an inhomogeneously broadened linewidth Γφ = 100 MHz.
From these calculations, we observe that sideband cooling can be used to prepare
the lowest frequency modes of the nanobeam near their quantum ground state, with the
fundamental mode reaching a minimum temperature of n¯ = 9. The fundamental limit for
reaching the ground state is the mechanical quality factor, which we assumed here to be
104. However, if we assume that the Q is dominated by clamping losses, we can improve
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n ωm/2pi g‖ Γc n¯i n¯f
1 228 MHz 23.4 MHz 928 kHz 367.0 0.19
2 627 MHz 38.8 MHz 337 kHz 133.0 0.51
3 1.23 GHz 54.4 MHz 172 kHz 67.5 1.00
4 2.03 GHz 69.9 MHz 104 kHz 40.6 1.65
Table 7.2: Experimental estimates for sideband cooling for a clamping
loss limited Q. Calculated sideband cooling rates for a diamond nanobeam with
a bath temperature T = 4 K, an optical Rabi frequency Ω=100 MHz, mechanical
QCL = 480, 000, and an inhomogeneously broadened transition linewidth Γφ = 100
MHz.
our estimate for the Q [164]. If we assume a clamping-loss limited Q of approximately
QCL = 480, 000, then we find that the first two modes of the beam can be prepared in
the ground state.
7.1.3 Sideband thermometry
The the most direct way to measure the mechanical resonator temperature is through
sideband thermometry [201]. In this technique, the amplitude of the red and blue side-
bands in the excitation spectrum give a direct measure of the mode temperature. In
this section, we will give a full derivation of the excitation spectrum and show how this
technique works. To begin, let us return to the interaction picture Hamiltonian in the
displaced oscillator basis.
HI =
Ω
2
[
σ+eiδteη(a
†eiωmt−ae−iωmt) + σ−e−iδte−η(a
†eiωmt−ae−iωmt)
]
(7.18)
To derive the correct lineshape and get an accurate temperature, it is important to find
the exact transition probability. Again, for the set of laser detunings δ = (n′−n)ωm+∆,
the matrix element 〈e, n′|HI |g, n〉 can be easily simplified. Only terms with the correct
number of creation and annihilation operators in the Taylor expansion of eη(a
†−a) will
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Figure 7.2: Excitation spectrum for an NV coupled to a thermal mechanical
oscillator. The excitation spectrum for the |0〉 → |Ey〉 for an NV center embedded in
a diamond nanobeam. The vibrational sidebands are induced by thermal fluctuations
of the nanobeam. The gray trace corresponds to the |0〉 → Ey transition in the
absence of phonons. The red trace corresponds to coupling to the first-order flexural
mode of the beam (ωm/2pi = 238 MHz). The blue trace corresponds to coupling to
the second-order flexural mode (ωm/2pi = 627 MHz). The plot on the left (right)
corresponds to transition linewidths of Γ = 100(300) MHz.
generate non-zero matrix elements.
〈e, n′|HI |g, n〉 = Ω
2
〈e|σ+ |g〉 〈n′| eηth(a†−a) |n〉
=
Ω
2
ei((n
′−n)ωm+∆)t
∞∑
j=0
〈n′| η(a†eiωmt − a−iωmt)j |n〉
j!
=
Ω
2
ei∆t 〈n′| eη(a†−a) |n〉
(7.19)
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It can be shown through Taylor expansion that
〈n′| eη(a†−a) |n〉 =
√
n<!
n>!
e−η
2/2η|n
′−n|L|n−n
′|
n (η
2) (7.20)
where n<(>) refers to the smaller (larger) of n
′ and n and Lαn is the generalized
Laguerre polynomial.
Since the lineshape depends on the transition probability, we must calculate Peg =
|〈e, n′|HI |g, n〉|2.
Peg = |〈e, n′|HI |g, n〉|2 = Ω
2
4
(
n<!
n>!
)
e−η
2
η2|n
′−n|
(
L|n
′−n|
n (η
2)
)2
(7.21)
Now, let us define the change in phonon number, ∆n = n′ − n. The expression for
Peg can be broken up into the case where ∆n > 0 and ∆n < 0. For now, we will focus
on the case where ∆n < 0 and note that the analysis for ∆n > 0 follows similarly. We
proceed by looking the probability for all transitions involving a change in vibrational
quanta of ∆n.
Peg(∆n) =
∑
n
Pn |〈e, n+ ∆n|HI |g, n〉|2 (7.22)
where Pn is the initial probability that the state |n〉 is occupied. Here, we assume the
initial state of the resonator is a thermal state, and Pn = e
−nβ~ωm(1− e−β~ωm).
Peg(∆n) = (1− e−β~ωm)
∞∑
m=−∆n
e−mβ~ωm |〈e,m+ ∆n|HI |g,m〉|2
=
Ω2
4
e−η
2
η2∆n(1− e−β~ωm)e∆nβ~ωm
×
∞∑
n=0
e−nβ~ωm
n!
(n−∆n)!
(
L∆nn (η
2)
)2
(7.23)
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In the second step above, we have just made a simple change of variable. To simplify
this expression, we use the following identity for the modified Bessel function Iα.
∞∑
n=0
n!
Γ(n+ α + 1)
Lαn(x)L
α
n(y)z
n =
1
1− z e
−z(x+y1−z )(xyz)−α/2Iα
(
2(xyz)1/2
1− z
)
(7.24)
Clearly, we have z = e−β~ωm , x = y = η2, and α = |∆n| (noting that Iα = I−α).
Using this identity, we find
Peg(∆n) =
Ω2
4
e−η
2
e∆nβ~ωm/2exp
[
−2η2 e
−β~ωm
1− e−β~ωm
]
I∆n
(
2η2e−β~ωm/2
1− e−β~ωm
)
(7.25)
Using hyperbolic functions and noting that again n¯ = (eβ~ωm − 1)−1, we find
Peg(∆n) =
Ω2
4
e−η
2
e−η
2(coth (β~ωm/2)−1)e∆nβ~ωm/2I∆n(η2 csc (β~ωm/21))
=
Ω2
4
e−η
2(2n¯+1)e∆nβ~ωm/2I∆n(2η
2
√
n¯(n¯+ 1))
(7.26)
Finally, noting that eβ~ωm = n¯+1
n¯
, we find
Peg(∆n) =
Ω2
4
e−η
2(2n¯+1)
(
n¯+ 1
n¯
)∆n/2
I∆n(2η
2
√
n¯(n¯+ 1)) (7.27)
Now, we may construct the function describing the excitation spectrum, which we
will define as a function of the excitation (laser) frequency, σ(ωL). The lineshape will
be given by a convolution of the phonon transition lineshape gph(ω) and the electronic
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transition lineshape gel(ω).
σ(ωL) =
∑
∆n
Peg(∆n)gph(ωL −∆nωm) ? gel(ωL − ω0) (7.28)
The phonon and electronic transition lineshapes are merely Lorentzians whose widths,
γ and Γ are set by the mode Q and excited state lifetime respectively. The convolution of
these two Lorentzians is another Lorentzian whose width is γ + Γ. In most cases, γ/Γ ≈
10−4, and it is safe to treat gph(ω) as a delta function. Carrying out this convolution and
recalling that the laser detuning is δ = ωL − ω0, we have
σ(δ) =
∞∑
∆n=−∞
I∆n(2η
2
√
n¯(n¯+ 1))
(
n¯+ 1
n¯
)∆n/2
e−η
2(2n¯+1) (Γ/2)(Ω/2)
2
(Γ/2)2 + (δ −∆nωm)2
(7.29)
Some example spectra are shown in fig. 7.2 for a variety of parameters.
Importantly, we see it is possible to probe the phonon temperature by looking at the
sideband amplitudes. In particular, comparing the nth red and blue sidebands should
give a direct measure of the temperature of the mode. This can be seen via
σ(+∆nωm)
σ(−∆nωm) =
(
n¯+ 1
n¯
)|∆n|
(7.30)
Therefore, if we cool the resonator near its quantum ground state, the red and blue
sidebands should appear asymmetric in amplitude. In the ground state, the red sideband
should entirely disappear. An example spectrum showing the sideband asymmetry is
shown in fig. 7.3, where we have considered the second order mode of the nanobeam
described in the previous section at a mode temperature of n¯ = 1.
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Figure 7.3: Sideband thermometry. Excitation spectrum showing the amplitude
asymmetry for the first red and blue sidebands of the second order mode of the
nanobeam when n¯ = 1.
7.1.4 Resonant cooling
The second cooling technique relies on a resonant interaction between the NV center
and the mechanical resonator [169]. In the case of the NV center, we utilize the transition
between |Ex〉 and |Ey〉, which can be driven by either E1 or E2 symmetric phonons
when the energy splitting is equal to the phonon frequency ∆xy = ωm. This resonance
condition can be achieved by tuning ∆xy with an external, DC electric field. The effective
Hamiltonian for this system in the rotating wave approximation can be written as
Heff = gn⊥
(|Ex〉 〈Ey| an + |Ey〉 〈Ex| a†) (7.31)
Notice that an effective Jaynes-Cummings interaction is naturally formed in the NV
center, which is a direct result of the orbital doublet nature of the excited state. The
single phonon coupling gn⊥ depends on the static environment of the NV center. For
example, if ∆xy is set by an electric field Fx, which is inherently E1 symmetric, then gn⊥
will be given by the E2 symmetric strain coupling. Alternatively, if the splitting is set
by an electric field Fy, |Ex〉 and |Ey〉 mix and form new eigenstates that can be directly
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coupled by E1 symmetric strain.
The cooling process begins by resonantly pumping the |A〉 → |Ey〉 transition, as
shown in fig. 7.1 c. Population in |Ey〉 will be transferred to |Ex〉 through the absorption
of a single phonon from the mechanical oscillator. Just as the case with sideband cooling,
spontaneous emission (this time from |Ex〉) carries away entropy from the system and
returns the NV center to the ground state. Using the same master equation approach,
we obtain the same rate equation determining 〈a†a〉, with a resonant cooling rate given
by
Γc =
4g2n⊥Ω
2
Γ3
(7.32)
In contrast with the sideband cooling protocol, the resonant cooling rate does not
depend on the phonon frequency. This gives more flexibility in cooling, and opens the
door to cooling other mechanical modes, such as compressional modes. We note that the
resonant cooling protocol is optimized when the optical transition is saturated, Ω = Γ,
which would result in a cooling rate Γc =
4g2n⊥
Γ
. To further optimize the cooling process,
the resonant cooling can be combined with the sideband cooling protocol. Instead of
resonantly driving the Ey transition, the red sideband can be addressed, potentially
removing two phonons from the mechanical oscillator in each optical cycle.
7.1.5 Experimental calculations for resonant cooling
In the calculations that follow, we will consider the same experimental conditions
described for the sideband cooling calculations. Due to the magnitudes of the strain
coupling parameters, it is advantageous to utilize the E1 symmetric strain interaction
for the resonant cooling protocol. Therefore, the splitting between |Ex〉 and |Ey〉 will
be set by a DC electric field applied along the y direction of the NV center. Therefore,
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Theoretical calculations for future NV-phonon interactions Chapter 7
n ωm/2pi g⊥ Γc n¯i n¯f
1 228 MHz 10.1 MHz 2.8 MHz 367.0 2.99
2 627 MHz 16.8 MHz 7.7 MHz 133.0 1.08
3 1.23 GHz 23.5 MHz 15.1 MHz 67.5 0.55
4 2.03 GHz 30.3 MHz 25.0 MHz 40.6 0.33
Table 7.3: Experimental estimates for resonant cooling. Calculated resonant
cooling rates for a diamond nanobeam with a bath temperature T = 4 K, an optical
Rabi frequency Ω=100 MHz, mechanical Q = 104, and an inhomogeneously broadened
transition linewidth Γφ = 100 MHz.
the single phonon coupling is given by gn⊥ = λE(1 + ν)n = (950 THz)n. Calculated
resonant cooling rates are shown in table 7.3.
If we again assume a clamping loss limited Q, then every mode of the beam can
be prepared in the quantum ground state. From these calculations, it is clear that the
resonant cooling protocol is a more efficient and power cooling method.
7.1.6 Fluorescence thermometry
The temperature of the mechanical mode under resonant cooling can be directly
probed by measuring the fluorescence level of the NV center. For a mechanical resonator
in a thermal state, the probability in time to make a transition from |Ey〉 to |Ex〉 is given
by an incoherent sum over all Fock states
P (t) =
∞∑
n=0
1
1 + n¯
(
n¯
1 + n¯
)n
sin2 (g⊥
√
nt/2) (7.33)
As the resonator is cooled and n¯ decreases, the probability to make a transition to
|Ex〉 also decreases. Therefore, the population in |Ex〉 gives a direct measure of the
resonator temperature. The population in |Ex〉 will determine the flux of yˆ-polarized
photons emitted from the NV center. The scattering rate of yˆ polarized photons can be
calculated by solving the master equation, as described in ref. [169]. If the Ey transition
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is driven on resonance, the scattering rate is approximately given by
Iy ≈ 4g
2
⊥Ω
2
Γ3
〈a†a〉 (7.34)
Because the Ey transition is driven by xˆ polarized light, this signal should have a
high signal to noise ratio, and is only limited by the polarization optics.
7.2 Generating non-Gaussian mechanical states
Generation of non-Gaussian mechanical states can be accomplished through a swap-
ping interaction between the NV center and a mechanical resonator prepared in the
quantum ground state [205]. As a simple example, we describe the preparation of a
single phonon Fock state. Consider an NV center that is parametrically coupled to a
nanomechanical resonator in its ground state through the A1 strain interaction. The ini-
tial wavefunction of the system can be written as |g〉 |0〉. If we apply a laser pulse resonant
with the first blue sideband of the optical transition, we create an anti-Jaynes-Cummings
interaction, H = ηΩ
2
(σ+a† + σ−a), and the system evolves into the fully separable state,
|e〉 |1〉, where the mechanical oscillator is in a single phonon Fock state. More complex
mechanical states can be generated by through further coherent interactions with the NV
center or through dissipative reservoir engineering [206].
7.3 Phonon-mediated spin-spin entanglement
An outstanding challenge in quantum information science is generating controlled
interactions between multiple qubits. In the case of the NV center, multipartite entan-
glement has been accomplished through dipole-dipole interactions [207] and quantum
interference of photons [150, 30]. However, there are a few important drawbacks of each
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Figure 7.4: Phonon-mediated spin-spin entanglement. a) Two NV spins are
off-resonantly coupled to the mechanical oscillator, resulting in an effective spin-spin
interaction. b) Collective energy diagram of the two spins and mechanical oscillator.
An effective coupling J between states of a single electronic excitation, |↑↓〉 |0〉 and
|↑↓〉 |0〉, arises through virtual coupling to the |↓↓〉 |1〉 state. Therefore, entanglement
arises through a virtual exchange of phonons.
of these techniques. For instance, the dipolar interaction between two NVs separated
by a distance d scales as d−3. For NV centers even with long spin coherence times,
this limits the maximum NV-NV separation to a few tens of nanometers. With cur-
rent technologies, it is not feasible to controllably place NV centers within such a small
volume. Therefore, this entanglement scheme is poorly suited for scalability. On the
other hand, photon-mediated entanglement has been used to entangle NV centers that
are separated by over 1 km with high fidelity [30]. However, the entanglement is based
on a heralded detection scheme, and the entanglement rate is typically very slow (on the
order of mHz). Moreover, photon-mediated entanglement relies on quantum interference
of single photons emitted by each NV center, which requires indistinguishable photons
[150, 30, 95, 94, 31]. More generally, generating photon-mediated interactions between
qubit systems of varying energy scales is exceedingly difficult.
Phonon-mediated interactions offer a promising alternative to these existing schemes
by allowing for deterministic, long-range interactions between NV centers. In this section,
we will give a brief review of an entanglement protocol based on dispersive, spin-phonon
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interactions, as shown in fig. 7.4 a. In the dispersive regime, spin-spin entanglement is
achieved through a virtual exchange of phonons [39]. This entanglement protocol is quite
general, and can be realized in a variety of ways with the NV center [39, 42, 208, 209,
210, 211, 212, 25]. For illustrative purposes, we consider entanglement between two NV
spins that are strain-coupled to a nanomechanical resonator through the E symmetric
spin-strain interaction. The Hamiltonian describing the hybrid system in the rotating
wave approximation is given by
H =
2∑
j=1
[
ωjσ
+
j σ
−
k + gj(σ
+
j a+ σ
−
j a
†)
]
+ ωma
†a (7.35)
where ωj is the frequency of the j
th qubit, σ±l are the qubit raising and lowering
operators, gj is the single phonon coupling, and a is the phonon annihilation operator
for a phonon with frequency ωm. We want to operate in the dispersive regime, where the
qubits are far detuned from the mechanical resonator, δj = ωj−ωm  gj. In this regime,
we only virtually excite phonons in the mechanical resonator. Furthermore, we can
remove the direct spin-phonon interaction and obtain an effective spin-spin interaction
by moving into the interaction picture with respect the qubit and resonator and applying
a unitary transformation defined by
U = exp
[
2∑
j=1
gj
δj
(σ+j a− σ−j a†)
]
(7.36)
The transformed Hamiltonian can be obtained by performing the following expansion
eαABe−αA = B + α[A,B] +
α2
2!
[A, [A,B]] + · · · (7.37)
Carrying out the transformation to second order in (gj/δj), we obtain the effective
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spin-spin interaction Hamiltonian
Heff =
∑
j
(
δj
2
+
g2j
δj
(1 + a†a)
)
σzj +
g1g2(δ1 + δ2)
2δ1δ2
(σ+1 σ
−
2 + σ
−
1 σ
+
2 ) (7.38)
In the first term, we see an effective AC Stark shift of each qubit due to the dispersive
interaction. The second term contains the effective spin flip-flop interaction with a rate
J = g1g2(δ1+δ2)
2δ1δ2
. By choosing the appropriate gate time, tg = pi/J , this interaction can
generate a two-qubit entangled state. In particular, if both qubits are prepared in an
eigenstate of σx, then the system will evolve into the two-qubit entangled state, |Ψ+〉 =
1√
2
(|↑↓〉 + |↓↑〉). As mentioned, this entanglement is mediated by a virtual exchange
of phonons. To understand this process, consider the dynamics of the total system,
shown in fig. 7.4 b. For simplicity, we consider a mechanical oscillator in the ground
state of motion, but note that the same reasoning can be applied to an oscillator in
a thermal state. In the proposed experiment, the qubits are prepared in a joint state
consisting of a single qubit excitation and no phonons, such as |↑↓〉 |0〉. The dispersive
spin-phonon interaction virtually couples the system to a state where a qubit excitation
is exchanged for a single phonon excitation, |↓↓〉 |1〉. In essence, by virtually exchanging
phonons through the intermediate state |↓↓〉 |1〉, the qubits can exchange single electronic
excitations. This results in the spin flip-flop interaction shown in the above Hamiltonian.
Although this example was given for a resonator in the ground state, entanglement
can still occur even when the resonator is in a thermal state. However, the fidelity is
lowered due to the phonon number fluctuations, which enter the Hamiltonian through the
effective AC Stark shift. Generating entanglement requires C = g
2
Γ2γ
> 1, where Γ2 is the
spin dephasing rate and γ is the thermalization rate of the resonator [39]. Therefore, there
exists a maximum resonator mode temperature which can accommodate entanglement.
It is important to note that there are a few important drawbacks of this entanglement
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scheme. One drawback of the dispersive regime is that the spin-spin coupling J is usually
small and hence the gate time tg can be very long. An obvious solution to speeding up
the entanglement rate is to increase the ratio gj/δj. However, as gj/δj increases, the
probability to populate the resonator with real phonons becomes significant, and the
spins can become entangled with the resonator. Any residual entanglement with the
resonator at the end of the gate will result in a reduced fidelity [213, 214]. Nonetheless,
it is possible to achieve high fidelity entanglement by keeping track of the resonator in
phase space. In particular, the spin and resonator are completely disentangled after the
resonator has traversed a closed loop in phase space. The geometric phase acquired is
directly imprinted on the two-qubit entangled state [213]. Furthermore, with the use
of passive error correction and ground state cooling, the residual entanglement with the
resonator can be minimized [25, 215].
Another important drawback of the dispersive coupling scheme is that it requires the
ability to turn the coupling off and on at will, which can be difficult to achieve, especially
with the E symmetric strain coupling which is intrinsic to the NV center. There are two
possible ways to control the dispersive coupling. The first is to generate a large AC Stark
shift to bring the qubits out of resonance with each other, which will suppress the spin-
spin interaction [214]. In practice, this could be accomplished with individual addressing
lasers. The second way is to search for a spin-phonon interaction that is assisted by
an external control field. One promising technique that can be used to generate such
an interaction is stimulated Raman transitions, which we discuss in detail in the next
section.
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Figure 7.5: Spin-phonon interactions via stimulated Raman transitions.
Stimulated Raman transitions between |±1〉 via virtual coupling to the red sideband
of the A2 transition allow for an effective spin-phonon interaction.
7.3.1 Phonon-assisted Raman transitions
In this thesis, we have established that the spin of the NV center is an excellent
quantum memory with extended coherence times. However, the spin of the NV center
is relatively insensitive to strain, leading to small single phonon couplings. On the other
hand, the orbital states of the NV center are highly sensitive to strain, but are poor qubits
due to their short coherence times. Ideally, one would be able to combine the coherence of
the spin levels with the strain sensitivity of the orbital states. A promising way to achieve
this is through stimulated Raman transitions [208, 216]. The use of Raman transitions
has the added benefit in that the effective spin-phonon interaction can be turned on and
off at will.
A schematic showing the proposed Raman transition can be found in fig. 7.5. We
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consider a Λ-system composed of two ground state spin levels, {|1〉 , |−1〉} separated
by ω0 and a single excited state level |A2〉. The NV is addressed by two laser beams
addressing the |±1〉 → |A2〉 transitions at frequencies of ω−1 and ω1. The beams are σ±
polarized and generate single-photon Rabi frequencies Ω−1 and Ω1. Moreover, each beam
has a controllable phase φ−1 and φ1.
The NV center is parametrically coupled to a mechanical resonator of frequency ωm
through the A1-symmetric strain-orbit interaction with a single phonon coupling strength
g. Furthermore, we will work in the resolved sideband regime where the phonon frequency
greatly exceeds the optical transition linewidths. The reason for this is subtle, but can
be explained by the fact that the Lamb-Dicke parameters for the |±1〉 → |A2〉 transitions
are the same, which means there is no net transfer of quanta between the two-level system
and the resonator during a standard Raman transition. However, if we are in the resolved
sideband regime, we can perform a Raman transition on a phonon sideband of the excited
state. This will allow for an effective spin-phonon coupling.
Consider a Λ system consisting of two ground state levels {|−1〉 , |1〉} separated by
ω0 and a single excited state level |A2〉. The Hamiltonian for the system including the
resonator and the two laser beams can be written as
H0 = ω0 |1〉 〈1|+ ωA |A2〉 〈A2|+ ωma†a+ g(a+ a†) |A2〉 〈A2|
− Ω−1 cos(ω−1t+ φ−1) (|A2〉 〈−1|+ |−1〉 〈A2|)
− Ω1 cos (ω1t+ φ1) (|A2〉 〈1|+ |1〉 〈A2|)
(7.39)
We move into a rotating frame at the laser frequency ω−1 via U1 = eiω−1t|A2〉〈A2|, and
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make a rotating wave approximation (RWA) on the optical frequencies.
H1 = ω0 |1〉 〈1|+ ∆ |A2〉 〈A2|+ ωma†a+ g(a+ a†) |A2〉 〈A2|
− Ω−1
2
(
eiφ−1 |A2〉 〈−1|+ e−iφ−1 |−1〉 〈A2|
)
− Ω1
2
[
ei(ω−1−ω1)teiφ1 |A2〉 〈1|+ e−i(ω−1−ω1)te−iφ1 |1〉 〈A2|
] (7.40)
We next move into the displaced oscillator basis via the Polaron transformation,
U2 = e
η(a†−a), where we have defined the Lamb-Dicke parameter η = g/ωm.
H2 =ω0 |1〉 〈1|+ ∆ |A2〉 〈A2|+ ωma†a
− Ω−1
2
[
eη(a
†−a)eiφ−1 |A2〉 〈−1|+ e−η(a†−a)e−iφ−1 |−1〉 〈A2|
]
− Ω1
2
[
ei(ω−1−ω1)teη(a
†−a)eiφ1 |A2〉 〈1|+ e−i(ω−1−ω1)te−η(a†−a)e−iφ1 |1〉 〈A2|
] (7.41)
To simplify the Hamiltonian, we move into the interaction picture with respect to
ω0 |1〉 〈1|+ωma†a. The Raman resonance condition occurs when the two-photon beatnote,
ω−1 − ω1 ∼ ω0. Therefore, we assume a near-resonance condition and define the Raman
beatnote, ω−1 − ω1 = δ − ω0.
H3 =∆ |A2〉 〈A2| − Ω−1
2
[
eη(a
†eiωmt−ae−iωmt)eiφ−1 |A2〉 〈−1|+ h.c.
]
− Ω1
2
[
ei(δt+φ1)eη(a
†eiωmt−ae−iωmt) |A2〉 〈1|+ h.c.
] (7.42)
To proceed, we work in the Lamb-Dicke limit and assume that the Raman beams are
parked in between the carrier and red sideband such that δ = ωm + δL. Keeping terms
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to first order in η, we obtain
H4 = ∆ |A2〉 〈A2|− Ω−1
2
[|A2〉 〈−1| eiφ−1 + h.c.]− ηΩ1
2
[
ei(δLt+φ1) |A2〉 〈1| aˆ+ h.c.
]
(7.43)
If the overall detuning ∆ is large compared to the single photon Rabi frequencies,
we can adiabatically eliminate the excited state level and work in the two-level subspace
spanned by the ground state spin levels. To this end, we solve the time dependent
Schro¨dinger equation and assume a generic wavefunction |ψ〉 = α |−1〉+ β |1〉+ γ |A2〉.
iα˙ = −Ω−1
2
e−iφ−1γ
iβ˙ = −ηΩ1
2
e−i(δLt+φ1)aˆ†γ
iγ˙ = ∆γ − Ω−1
2
eiφ−1α− ηΩ1
2
ei(δlt+φ1)aˆβ
(7.44)
Under adiabatic elimination, γ˙ = 0 and γ = Ω−1
2∆
αne
iφ−1+ ηΩ1
2∆
ei(δLt+φ1)aˆβ. Substituting
the definition of γ into the Schro¨dinger equation leads to the following
iα˙ = −Ω
2
−1
4∆
α− ηΩ−1Ω1
4∆
aˆβei(δLt+∆φ)
iβ˙ = −ηΩ−1Ω1
4∆
aˆ†αe−i(δLt+∆φ) − η
2Ω21
4∆
aˆ†aˆβ
(7.45)
where we have defined ∆φ = φ1−φ−1. Assuming a perfect Raman resonance, δL = 0,
and setting the ∆φ = 0, we obtain an effective spin-phonon interaction
H =
ηΩ1Ω−1
4∆
(
σ+a+ σ−a†
)
(7.46)
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Note that this interaction is accompanied by a differential AC Stark shift of the qubits
given by δf =
Ω2−1
4∆
+
η2Ω21
4∆
a†a. In addition, there is an additional decay channel introduced
by spontaneous emission, which scrambles the coherence of the spin levels. Although we
adiabatically eliminated the excited state, there is still a small probability to populate
the level, and hence the spontaneous emission rate is approximately given by Γeff = Γ
Ω2
∆2
.
As expected, the spontaneous emission decreases as the detuning from the excited state
increases.
To benchmark the Raman technique, we compare the effective spin-phonon coupling
to the spontaneous emission rate, C = g∆
ωmΓ
. The spin can coherently exchange quanta
with the mechanical resonator in the limit that C > 1. The further the detuning from the
excited state, the better the ratio of the coupling to the decoherence rate. In practice,
however, there is a fundamental limit to the detuning, since we require the Raman beams
to be tuned in between the carrier and red sideband. Therefore, we typically find C = κ g
Γ
where 0 < κ < 1. In other words, the Raman Rabi frequency will almost always be
slow compared to the decoherence rate [216]. However, it may be possible to overcome
this limit using shortcut-to-adiabaticity protocols that have been recently developed.
In particular, there has been an experimental demonstration such a protocol in which
the addition of a single control field dramatically speeds up Raman transitions while
maintaining the high fidelity state transfer of adiabatic protocols [217].
7.4 NV centers coupled to a chiral phonon waveg-
uide
In this section, we will show coupling to a chiral phonon waveguide can generate
steady-state entanglement between two NV centers [218, 219]. Consider a chiral phonon
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Figure 7.6: Steady-state entanglement using chiral phonons. Two NV centers
embedded in a chiral phonon waveguide are individually addressed with Raman beams.
Emission of a single chiral phonon by an NV center into the waveguide is absorbed
by another NV center, producing an two-qubit entangled state.
waveguide that interacts with two embedded NV centers separated by a distance d via
the E symmetric spin-phonon interaction. Each spin will be addressed by Raman beams
with equal and opposite two-photon detunings δ, equal Rabi frequency Ω, and a relative
phase ψ. The spin is resonantly coupled to the phonon waveguide, and hence the phonon
emission rate Γ is given by Γ = 2g
2
γ
where γ is the dissipation rate of the phonon mode.
If phonons are traveling to the right and NV 1 sits to the left of NV 2, a phonon emitted
by NV 1 into the waveguide will be absorbed by NV 2, but a phonon emitted by NV 2
will not interact with NV 1. In this case, NV 1 does not feel the presence of NV 2. The
reverse is true for left propagating phonons. The non-unitary Hamiltonian governing this
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experiment in the rotating frame of the qubits is
H = −δσ+1 σ−1 + δσ+2 σ2− −
Ω
2
(
σ+1 + e
−iψσ+2 + σ
−
1 + e
iψσ−2
)− iγ
2
(eiφσ+1 σ
−
2 − e−iφσ−1 σ+2 )
(7.47)
where φ = ωmd
cs
is a path-length dependent phase and cs is the speed of sound. The
first two terms are from the Raman beams driving the two NVs and the second term is
an anti-symmetric flip-flop interaction stemming from phonon emission. Because phonon
emission is a dissipative process, this term in the Hamiltonian is imaginary. The chirality
of the phonons is captured in the antisymmetric nature of the flip-flop interaction. To
generate entanglement, we must satisfy commensurability, and hence we set ψ = φ, which
can be done easily by adjusting the phase of the Raman beams.
This Hamiltonian produces a dark entangled state that is decoupled from the phonon
waveguide [219]. By diagonalization it can be shown that this dark state is
|D〉 = 1√
1 + |α|2
|↓↓〉+ α√
2
(|↑↓〉 − |↓↑〉) (7.48)
where α = −√2 Ω
iΓ+2δ
7.5 Nonreciprocal phonon transport with an NV cen-
ter
Consider an NV embedded in a phonon waveguide that can couple to Lamb waves
[220] via the E symmetric spin-phonon interaction. The chirality of the Lamb wave can
be defined by a 90◦ relative phase between the uniaxial and shear strain terms of the
strain tensor. For instance, consider the strain imparted by left or right-handed Lamb
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waves in the NV coordinate system,
R =

εxx iεxy 0
iεxy −xx 0
0 0 0
 (a+ a†)
L =

εxx −iεxy 0
−iεxy −xx 0
0 0 0
 (a+ a†)
(7.49)
where we have quantized the strain field and εij refers to the strain induced by the
zero-point motion of the Lamb wave. Recall that the E symmetric spin-strain interaction
can be written as
H = −VE1
2
(S2+ + S
2
−) +
VE2
2i
(S2+ − S2−) (7.50)
= −1
2
[
(VE1 + iVE2)S
2
+ + (VE1 − iVE2)S2−
]
(7.51)
where we have defined
VE1 = λE(yy − xx) + λE′(xz + zx) (7.52)
VE2 = λE(xy + yx) + λE′yz + zy) (7.53)
The interaction with a right-handed/left-handed Lamb wave in the |±1〉 basis can be
230
Theoretical calculations for future NV-phonon interactions Chapter 7
written as
HR = gxx(a+ a
†)(σ+ + σ−)− gxy(a+ a†)(σ+ − σ−)
HL = gxx(a+ a
†)(σ+ + σ−) + gxy(a+ a†)(σ+ − σ−)
(7.54)
where gxx = 2λEεxx and gxy = 2λEεxy. In the rotating wave approximation, we have
the following
HR = (gxx − gxy)σ+a+ (gxx + gxy)σ−a†
HL = (gxx + gxy)σ
+a+ (gxx − gxy)σ−a†
(7.55)
Clearly, we have a nonreciprocal interaction between the NV center and the Lamb
waves. For simplicity, we assume that gxx, gxy > 0. If an NV center is prepared in |↓〉,
it will preferentially absorb a left-handed Lamb wave. If an NV center is prepared in
|↑〉, it will preferentially emit a right-handed Lamb wave. A perfectly chiral interaction
would be achieved if the sum or difference between the two couplings were 0. This could
be achieved by placing the NV center in a particular region of the phonon waveguide.
Alternatively, a chiral interaction could be achieved utilizing the full three-level nature
of the spin ground state by spin locking. If resonant microwaves were used to drive the
system into the xy plane of the Bloch sphere, then one could generate an inverted Λ
system where each dipole transition is driven by a phonon of a particular chirality.
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Chapter 8
Toward spin-phonon interactions in
the quantum regime
“The lord giveth and the lord taketh away”
- Anonymous
In this chapter, we will evaluate the prospects and challenges for future hybrid me-
chanical devices utilizing the NV center. In particular, we will discuss the challenges of
reaching the high cooperativity regime and discuss realistic architectures for new devices
that can realize quantum coherent interactions between the NV center and a mechan-
ical oscillator. In addition, we will discuss some preliminary data showing optical and
mechanical resonances of diamond optomechanical crystals, as well as spectroscopy data
characterizing the NV centers inside of these structures.
8.1 Limitations of current devices
To evaluate the limitations of current devices, we will evaluate all of the parameters
that can affect the single phonon cooperativity. The single phonon cooperativity pa-
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rameter can be written in a more useful way that is explicit in terms of experimentally
relevant parameters.
C =
2pig2QT2
n¯ωm
∼ hg
2QT2
kBT
(8.1)
The recipe for residing in the high cooperativity regime is quite clear: increase the
single phonon coupling g, increase the mechanical quality factor Q, reduce the system
temperature T , and increase the coherence time of the NV center, T2. However, given
current experimental limitations, it is difficult to achieve all of these tasks simultaneously.
In the devices used throughout this thesis, the coupling strengths are limited by the strain
induced by the zero point motion of the cantilevers, which scales inversely with the
dimensions of the resonator [76, 77, 82]. In addition, strain is maximized at the surface
of the cantilever. Therefore, increasing the coupling in these types of architectures will
necessarily require bringing the NV center near diamond surfaces. Unfortunately, the spin
coherence and optical properties of the NV center are significantly degraded when brought
into close proximity of the diamond surface [131, 193, 221, 222, 140]. In the case of the
spin coherence, it appears that a combination of magnetic field noise from a a bath of
surface electronic spins and electric field noise, possibly from surface dipoles, significantly
limit the spin coherence for NV centers within 25 nm of the diamond surface [131, 139,
193]. On other hand, the optical transitions are subject to significant spectral diffusion
due to a combination of low frequency electric field noise and NV charge state fluctuations,
resulting in optical linewidths of several tens of GHz. In the devices presented throughout
this thesis, the NV centers were approximately 50 nm from the surface and had Hahn
echo T2 times of approximately 40 µs and optical linewidths of approximately 1 GHz.
Therefore, the high cooperativity regime will require an improvement in both the spin
coherence properties.
233
Toward spin-phonon interactions in the quantum regime Chapter 8
To date, the longest spin coherence times recorded for NV centers have been for NVs
located deep in bulk diamond samples. Under ambient conditions, the longest T2 time
ever recorded is on the order of milliseconds [88]. At liquid nitrogen temperatures, T2
times on the order of 500 ms were observed [138], and required many refocusing, spin-
echo pulses. In addition, narrow optical linewidths of Γ = 17 MHz were observed in a
single spectroscopic measurement on an NV center in a diamond nanocrystal [223]. These
linewidths are close to the lifetime limited linewidth, Γ = 13 MHz, that was observed for
NVs in a bulk diamond sample [224]. These results suggest that mitigating surface noise
should allow for millisecond spin coherence times and optical linewidths of tens of MHz
[145, 146, 225, 223, 113].
Correspondingly, a significant effort in the diamond community is being made to ad-
dress surface-induced spin decoherence and spectral diffusion through a variety of tech-
niques, including surface passivation [226], downstream etching [227], high temperature
annealing[184], and alternative NV formation techniques [228, 97, 229, 230, 231].
NV centers naturally occur in diamond, but can be artificially introduced through
nitrogen ion implantation, which is the most common approach taken to introduce NV
centers. In general, the spin coherence properties of these implanted NV centers are infe-
rior to naturally occurring NV centers. This degradation in spin coherence is attributed
to lattice damage introduced during the implantation process, poor nitrogen to NV cen-
ter conversion efficiencies, and plasma-induced damage during etching [227]. In 2012,
two groups [97, 228] introduced a nitrogen delta-doping technique to form NV centers
that is inherently gentler than ion implantation and mitigates lattice damage. In this
method, nitrogen gas is introduced during CVD growth of diamond for a short amount of
time, introducing a nitrogen-rich layer into the diamond sample. The sample can then be
electron irradiated to create vacancies and annealed to create NV centers. This process
has been successful in creating shallow NV centers with long coherence times, with an
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observed T2 > 200 µs for a 20 nm deep NV center [229] and an observed T2 > 100 µs for
a 5 nm deep NV center [97].
Spectral diffusion in the optical transitions has been mostly attributed to lattice
damage, in particular, divacancy defects in the diamond. To overcome lattice damage, the
diamond sample can be annealed at high temperatures (1200◦C). At these temperatures,
vacancy clusters can move to the surface and be annealed away, essentially repairing
the diamond lattice. This technique was shown to produce narrow optical lines in an
implanted diamond sample [184], with the best observed linewidth of Γ = 27 MHz.
Moreover, this technique was used to improve the spin coherence times of implanted
NV centers and stabilize the NV charge state [232]. These materials science approaches
are promising for engineering shallow NV centers with excellent coherence and optical
properties.
In terms of the mechanics, single-crystal diamond should in principle be an excellent
substrate material for high quality factor mechanical resonators due to its low intrin-
sic losses. Indeed, mechanical quality factors exceeding one million have already been
demonstrated in SCD cantilevers at cryogenic temperatures [44]. However, as the me-
chanical frequency increases to improve the single phonon couplings, the quality factor
correspondingly decreases while the so called Q·f product remains roughly constant. The
reduction in quality factor can be attributed to a number of sources, including two-level
defects, surface chemistries, surface roughness,and clamping losses[44, 43, 45]. However,
achieving high Q diamond mechanical oscillators with high frequencies is not an impossi-
ble task. For instance, the clamped beams that are typically used in our experiments can
be designed to avoid clamping losses [164], and with the continual improvements and ad-
vancements in diamond processing, these devices could operate in the high cooperativity
regime. In addition, a phononic shield placed around the device could also significantly
improve the quality factor [61].
235
Toward spin-phonon interactions in the quantum regime Chapter 8
Figure 8.1: Example devices with potential to operate in the high coopera-
tivity regime. a) A doubly-clamped nanobeam with dimensions 2 µm×100 nm×50
nm and ωm/2pi = 230 MHz. b) SAW cavity with a confined phonon mode ωm ∼ 10
GHz defined by the grating pitch and the speed of sound of diamond. c) Optomechan-
ical crystal with dimensions 14.5 µm× 930 nm× 220 nm and a localized, mechanical
breathing mode with ωm/2pi ∼6 GHz. For each device, simulations of the mode dis-
placement and zero point strain are displayed underneath the device schematic. These
are calculated with finite element simulations.
8.2 Architectures for future devices
The challenge of increasing g while mitigating dissipation and decoherence may be
overcome by choosing new types of architectures for hybrid NV-mechanical devices. In
particular, diamond optomechanical crystals and surface acoustic wave cavities currently
stand out as promising avenues for reaching the high cooperativity regime. SAW cavities
have already been used to generate GHz frequency phonon modes in other substrate
materials with high quality factors approaching one million at low temperatures [233, 234,
235], and more importantly, they have been demonstrated in the quantum regime [236,
237, 235]. Furthermore, SAW phonons propagate approximately one acoustic wavelength
into the surface of the elastic material. Because diamond has a high speed of sound,
GHz frequency phonons would propagate several microns into the diamond. This would
allow the use of naturally occurring, deep NV centers, which have exhibited the best
coherence and optical properties to date. We note that ref. [79] has already utilized
this benefit in experiments to use SAWs to perform optomechanical control of naturally
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occurring NV centers. However, because there was no cavity element in the device, it
cannot be extended to the quantum regime of coupling. SAW cavities in principle should
also increase the coupling strength. Finite element simulations performed in COMSOL
(see fig.8.1b.) reveal that for a SAW cavity device supporting a 10 GHz phonon mode,
gA1 = 10 MHz can be achieved. Assuming a reasonable Q = 10
5 and optical linewidth
Γ = 100 MHz, it should be possible to enter the high cooperativity regime with the
orbital states of the NV center.
Optomechanical crystal devices provide a promising platform for NV-mechanical ex-
periments due to their potential to generate high single phonon couplings, isolate the NV
center from surface noise, and mitigate clamping losses. Optomechanical crystals (OMCs)
are structures that support both optical and mechanical resonances. Importantly, the
optical and mechanical modes can be localized to a small volume through bandgap en-
gineering. The optomechanical crystal supports a quasi-phononic and quasi-photonic
bandgap wherein lie the optical and mechanical modes of the crystal. In addition, the
optical and mechanical modes are localized to the same volume, known as the defect
region of the OMC, which allows for a mutual coupling between phonons and photons.
For instance, a mechanical vibration will deform the crystal, and hence modifies the ef-
fective optical cavity length [238]. This “optomechanical” coupling allows for radiation
pressure forces to actuate the mechanical mode. The partial phononic bandgap of the
OMC prevents phonons of the mode of interest from tunneling out of the mechanical
structure, improving the Q [61].
In general, this bandgap can be designed to increase the Q of a high frequency me-
chanical mode whose strain profile is constant through the cross section of the structure.
For instance, consider the 1-D diamond optomechanical crystal shown in fig. 8.1c., which
has dimensions 14.5 µm× 930 nm× 220 nm. This crystal supports a localized, mechanical
breathing mode, with an eigenfrequency of ∼ 6 GHz. The strain induced by the motion
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of this mode is highest at the center of the length of the beam. However, the strain
is also constant through out the thickness of the beam. This means that a target NV
center could be located at the volumetric center of this beam, with the nearest diamond
surface being approximately 100 nm away. Since the NV would not be in close proximity
to a surface, its coherence and optical properties should in principle resemble those in
bulk diamond samples [131]. If the NVs are introduced using nitrogen delta-doping, then
these coherence properties should not be significantly affected [97, 228]. Therefore, a
ground state spin coherence time T s2 = 10 ms and orbital coherence time T
o
2 = 10 ns
should be reasonably attainable in this device [97, 184]. Moreover, a quality factor of
Q = 104 should also be attainable for this mechanical mode, which is consistent with
recent measurements of diamond optomechanical crystals [48].
Diamond optomechanical crystals can not only offer improvements to both the me-
chanical and NV decoherence, but also offer improved NV-phonon couplings. For the
mechanical mode depicted in fig. 8.1c., the orbital single phonon couplings would be go ∼
20 MHz, with the spin single phonon coupling being gs ∼ 1 kHz. With these improved
couplings, and assuming the reasonable parameters of Q = 104, T s2 = 10 ms, T
o
2 = 10 ns,
the single phonon cooperativities should be Co ∼ 3 for an operation temperature of 4 K
and Cs ∼ 0.4 for an operation temperature of 100 mK.
In addition to the NV center, the mechanical mode of the optomechanical crystal
can directly couple to the photonic modes of the crystal via radiation pressure [61].
Therefore, this device could achieve mechanical cooling that combines radiation pressure
back action cooling with single defect cooling. This paves the way for studies of the
interplay between the two interactions and cavity quantum electrodynamics (cQED)
experiments in diamond optomechanical crystals [239, 240].
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Figure 8.2: SEM micrograph of diamond optomechanical crystals. a) Image
of a single device containing two optomechanical crystals on either side of a tapered
optical waveguide. The device is surrounded by a two-dimensional phononic crystal
with an expected 1 GHz bandgap at a frequency of 6 GHz. b) Zoomed in image of
the OMCs and waveguide.
8.3 Diamond optomechanical crystals hosting NV cen-
ters
Very recently, we have been able to fabricate 1-D diamond optomechanical crystals
(OMCs) hosting NV centers. A scanning electron micrograph image of one of the devices
is shown in fig. 8.2. The device contains two optomechanical crystals that sit on either
side of tapered optical waveguide. Light coupled into the waveguide evanescently couples
to the optomechanical crystals. The device is designed to host an optical mode near
1550 nm and a mechanical breathing mode at approximately 6 GHz. There are several
reasons why these parameters were chosen. From a practical standpoint, the use of
1550 nm light allows us to take advantage of the mature technologies developed in the
telecommunications industry, such as tunable lasers and fiber-optics. From a theoretical
standpoint, an optomechanical crystal operating in this wavelength range could provide
an infrared band photonic interface to the NV center, providing an alternate route to
quantum photonics with the NV electron spin. In terms of the mechanical mode, the
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Figure 8.3: Confocal micrograph of diamond optomechanical crystals. The
device is surrounded in a two-dimensional phononic shield. Most of the bright spots
correspond to NV centers.
device was optimized for the mechanical quality factor and the strength of the strain
coupling, which requires a balance between the feature sizes on the device, such as the
holes.
8.3.1 Optical modes
To probe the optical and mechanical resonances of the device, we constructed a new
experimental setup which integrates a tapered fiber spectrometer with a standard laser
scanning confocal microscope. A confocal image of the optomechanical crystals shown
in fig. 8.2 is shown in fig. 8.3. A simple experimental schematic is shown in fig. 8.4.
Light from a tunable, 1550 nm laser is fiber coupled and sent through a circulator to
the device. Light reflected from the device is then sent to a fast photodiode for analysis.
To mode match the optical fiber to the device waveguide, we taper the optical fiber
so that the index of refraction adiabatically evolves from the usual fiber index to the
index of the optical fiber. To couple light into the device, we place the tapered fiber in
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Figure 8.4: Tapered fiber setup for measuring OMCs. a) Simplified schematic
showing the tapered fiber measurement of the OMCs. Light from a fiber-coupled,
tunable 1550 nm laser is sent through a circulator to the device. A tapered fiber
(blue) allows the laser light to couple into the device. Light reflected from the device
is sent to a photodiode for analysis. b) Photograph of our diamond OMCs from above.
A tapered fiber (shadow roughly outlined in white dashed line) is in contact with one
of the device waveguides.
contact with the waveguide, as shown in the photograph in fig. 8.4. To optimize the
coupling into the waveguide, we move the sample with respect to the tapered fiber with
nanopositioning stages and monitor the reflected power coming back into the circulator,
S11. We typically observe fiber-waveguide couplings between 10 − 15%, and note that
this is not a limiting factor in our current experiments. To probe the optical resonances
of the OMCs, we scan the wavelength of the input laser and monitor changes in S11.
When the laser is resonant with one of the optical modes of the OMCs, we see a dip in
S11, corresponding to the transmission of light from the waveguide to the OMC. In fig.
8.5, we show experimental measurements of the optical modes of one of our devices. In
fig. 8.5a., we show the measured S11 over the full scanning range of the laser. Notably,
we observe two sharp dips in the reflected signal at approximately 1547 nm and 1556 nm,
corresponding to the fundamental optical modes of the two OMCs around the waveguide.
Figs. 8.5b-c. show a zoomed in view of both optical modes. Fits of both modes to Fano
resonances indicate a quality factor of 11,200 for one mode and 12,400 for the other mode.
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Figure 8.5: Optical modes of a diamond optomechanical crystal. a) Reflected
power from the device as a function of laser wavelength. Two sharp dips in the re-
flectance (red arrows) correspond to the fundamental optical modes of the two OMCs.
b) and c) show zoomed in spectra of the optical modes with their measured quality
factors of 11,200 and 12,400. Black lines correspond to fits to a Fano resonance.
These values are approximately an order of magnitude lower than other demonstrations
of diamond photonic crystals in this frequency range [48], indicating that there is room
for improvement. As we discuss in our measurement of the mechanical modes, this may
be limited by residual oxide on the back side of the device that has was not etched away
during the release process.
8.3.2 Mechanical modes
To measure the mechanical modes of the OMCs, we park the laser near resonance
with the optical mode, and measure the phase of the reflected light from the device in
a measurement that is very similar to the Fabry-Perot interferometry technique used to
measure the cantilevers. To describe this effect, we make use of the linearized optome-
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Figure 8.6: Mechanical mode of a diamond optomechanical crystal. a) Mea-
sured mechanical spectrum as a function of laser wavelength. When the laser is on
resonance with the cavity, we observe a large mechanical signal at approximately 5.9
GHz. Surprisingly, when we tune blue of the cavity, we observe damping and softening
of the mechanical resonance, which may suggest drifts in the system or optomechanical
self-oscillations. b) Spectroscopy of the mechanical mode when the laser is resonant
with the cavity shows a mode at 5.9 GHz with Q = 120.
chanical interaction [199], which can be described by
HOM = g
√
n¯cav(d+ d
†)(b+ b†) (8.2)
where g is the single photon optomechanical coupling, n¯cav is the average number
of photons in the cavity, d is the annihilation mode for the displaced cavity field, and
b is the annihilation operator of the mechanical mode. If we park the laser directly on
resonance with the optical mode, we see the cavity mode is displaced by an amount
proportional to the mechanical displacement, which amounts to an effective phase shift
of the light that has traveled through the cavity. Obviously, the phase acquired will be
directly proportional to the optomechanical coupling. Moreover, the modulation depth
will be increased as the intracavity photon number increases. To measure the mechanical
mode, we send the output of the photodiode directly to a spectrum analyzer. In fig.
8.6b., we show the mechanical spectrum for the OMC hosting an optical mode near 1556
nm when the laser is resonant with the cavity mode. We observe a mechanical mode at
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approximately 5.90 GHz with a quality factor of approximately 120. In fig. 8.6a., we show
the mechanical spectrum for a variety of difference laser wavelengths. When the laser
is resonant with the cavity, we observe the largest mechanical response. Interestingly,
when we are blue detuned from the cavity, we see a damped mechanical response, which
is the opposite of what one would expect. When we are red detuned, we observe no
mechanical response. In the bad cavity limit, blue detuning from the cavity resonance
will generate an optical spring effect, resulting a positive shift of the mechanical frequency
and a narrowing of the mechanical linewidth. Conversely, red detuning from the cavity
resonance will damp the mechanical motion. Our measurement is more consistent with
optical damping, which suggests the cavity may have drifted with respect to the laser
during the measurement. On the other hand, for a large input laser power, it is possible
to generate an instability in the mechanical oscillator displacement due to self-induced
oscillations, which will bring the cavity out of resonance with the laser and reduce the
signal. In the future, we can test this hypothesis by repeating the experiment for various
input powers. Additionally, a measurement of g should allow us to numerically integrate
the equations of motion to determine the threshold for optomechanical self-oscillations.
To combat any possible laser drifts, we can lock the laser to a stable reference cavity
with a Pound-Drever-Hall locking scheme.
There are several possible sources of dissipation that may be affecting the quality
factor. The first and perhaps most obvious limitation is from an apparent layer of oxide
that is on the backside of the device. In optical microscopy, we see a strong interference
pattern that is not consistent with the wedge thickness of the diamond sample. Any
contaminants on the surface will significantly degrade the Q. This effect was also observed
in our cantilever samples at cryogenic temperatures. As the sample cryopumped more
and more materials, the quality factor slowly degraded. The next source of error may be
from the outer phononic shield, which suffered from some fabrication errors. In particular,
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Figure 8.7: Spectroscopy of NV centers in an OMC. a) ESR spectrum with
no applied magnetic field for likely several NV centers located in the defect region of
the OMC. b) RES data taken at 4 K for possibly several NV centers showing broad
optical lines with linewidths exceeding 20 GHz.
the cross-shaped holes are smaller and slightly rounded compared to the optimized shape.
This may reduce the phononic bandgap enough that phonon tunneling is limiting the Q.
8.3.3 ESR and RES
The diamond optomechanical crystals that we have fabricated currently contain large
ensembles of NV centers. As a first step toward characterizing our devices, we performed
cw ESR and resonant excitation spectroscopy on NV centers located inside of the OMCs.
In fig. 8.7a., we show an ESR spectrum for what is likely multiple NV centers located
inside the defect region of an optomechanical crystal. We see a fluorescence contrast of
approximately 10%, which is likely limited by the large background. The background
may be caused from waveguiding or may just be stray fluorescence from the HSQ bonding
layer which is still underneath the sample. In fig. 8.7b., we show a representative resonant
excitation spectroscopy measurement for what is likely multiple NV centers in the OMC.
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The line is at a very minimum 20 GHz wide, as we could not see the tails of the Lorentzian
due to the finite scanning range of the laser. The RES spectrum is not stable from scan to
scan, suggesting that spectal diffusion plays a major role in the broadening of these lines.
However, it is unclear whether the broad linewidth is due purely to spectral diffusion or
contributions from several NV centers. If we look at any point of the sample, we can
measure an ESR signal, which suggests that the NV density is high in this sample. In
the future, we can tune the nitrogen incorporation into the sample to reduce the NV
density and hopefully identify and characterize the coherence and optical properties of
single NV centers.
8.4 Summary
In this thesis, we have carefully the coherent dynamics of a hybrid spin-mechanical
oscillator quantum system. We first established that such a system was possible, by
studying how the parametric coupling between the mechanical motion and the electron
spin of the NV center can be used to coherently drive the spin evolution on the Bloch
sphere. Using quantum control protocols and the mechanical properties of a diamond
cantilever, we quantitatively characterized the spin-strain interaction. Our analysis al-
lowed us to quantitatively image the strain profile of our diamond cantilever and more
broadly, establishes the NV center as a nanoscale strain sensor. We next demonstrated
a strong, strain-mediated coupling between the orbital states of the NV center and a
diamond cantilever. Careful control of the mechanical motion through optical interfer-
ometry and feedback allowed us to deterministically shift the optical resonances of the
NV center by several GHz, with potential shifts up to several THz. Furthermore, we
showed that strain can be used to deterministically control the frequency and polariza-
tion dependence of the optical transitions of single NV centers. In the future, this tuning
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modality could be crucial for chips hosting many optical emitters, and will be critical for
optical tuning of defect centers with inversion symmetry. We concluded our characteriza-
tion of these cantilever devices by examining a resonant interaction between the NV spin
and cantilever motion. With continuous mechanical driving, we engineering a series of
dressed spin states that are insensitive to magnetic field fluctuations, and demonstrated a
significant enhancement in the spin coherence time. Importantly, these engineered spins
states are still sensitive to strain, and hence can be used for future quantum devices
without significant experimental overhead. More generally, the techniques and results
established in this thesis can be applied very generally to any solid-state defect system,
and may be used to identify other promising strain-sensitive defects.
Looking ahead toward the future, we hypothesize that diamond optomechanical crys-
tals will provide the necessary environment to achieve strong coupling between the NV
center and coherent phonons. Our simulations suggest that these devices will be well
suited to perform many of the desirable applications discussed in this thesis, including
phonon cooling, generation of non-classical mechanical states, and multi-partite entan-
glement. More broadly, an optomechanical crystal platform can be used to interface dark
spins with infrared photons through phonons, which should bolster the use of solid-state
spins of hybrid quantum networks. Strain-coupled devices are still very much in the
early stages of development, and have enormous room for growth. As nanofabrication
techniques and our understanding of the noise environment of solid-state defects mature,
these devices will be poised to make a significant impact in quantum technologies.
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Appendix A
Group Theory and C3v symmetry
This appendix is intended to give a brief introduction to C3v symmetry and group theory
to allow the reader to perform the theoretical calculations in chapter 2 of this thesis.
I would not describe the following as mathematically rigorous, but more of a general
guide to understanding how group theory and quantum mechanics are related. For a
comprehensive and accessible overview of group theory and its application to quantum
mechanics, I highly recommend the online notes of Dr. Mildred Dresselhaus.
A.1 Group theory and quantum mechanics
The energy structure of a quantum system is intrinsically linked to its inherent sym-
metries. If we consider a general Hamiltonian H with eigenstates defined by
H |ψn〉 = E |ψn〉 (A.1)
then we can find some symmetry operators, PΓ under which the Hamiltonian is in-
variant, PΓHP
†
Γ. These symmetry operators can refer to a number of physical operations,
such as rotations, reflections or inversion. Applying these operators to the Hamiltonian
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will not alter the Hamiltonian or its energy eigenvalues. Therefore, the wavefunction
P |ψn〉 is also an eigenstate of H with energy En. The set of these operators {PΓ} are
referred to as the symmetry group of the Hamiltonian.
This is an extraordinarily powerful statement. It follows that we can generate all
eigenstates of energy En by applying the symmetry operators to |ψn〉. Suppose that
the Hamiltonian contains an m-fold degenerate manifold with energy En and eigenstates
{|ψnm〉}. Then, we see
PΓ |ψnm〉 =
∑
p
Dpm(Γ) |ψnp〉 (A.2)
where Dpm(Γ) is an irreducible representation describing the symmetry operator. The
distinct energy eigenstates of the system are related to each other by these irreducible
matrices.
These symmetry operators can similarly be thought of as projection operators, which
project any set of eigenstates onto the irreducible representations of the symmetry group.
In the following section, we will show how to construct the projection operators for the
C3v symmetry group, which describes the physical symmetry of the NV center. Moreover,
we will show how these projection operators can be used to construct the wavefunctions
of the NV center and their response to external perturbations.
A.2 C3v symmetry
The NV center is a trigonal center in diamond with C3v point group symmetry. The
NV symmetry axis (the z axis or NV axis) lies along the bond connecting the nitrogen
and the vacancy. The x axis is in the plane perpendicular to the symmetry axis, and
lies along the projection of one of the carbon bonds onto this plane. The C3v symmetry
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Figure A.1: C3v symmetry operations. Left: C3 rotations. Right: σv reflections
group has 6 elements, which are operations under which the NV symmetry is preserved:
{E,C3, C23 , σ1v , σ2v , σ3v}. The element E is the identity, the elements C3 and C23 refer to
rotations about the z axis by 2pi/3 and 4pi/3 respectively, and the elements σv refer to
reflections in the vertical plane containing the z axis and a single carbon atom. These
operations are shown schematically in fig.
To understand the NV electronic structure, we need to construct the irreducible
representations of the C3v group. Let us first construct a simple matrix representation
of the C3v symmetry group. We will work in a 4 dimensional basis spanned by the 4
dangling bonds associated with the NV center: {σ1, σ2, σ3, σN}.
The matrix representation of E is obviously
E =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

(A.3)
250
Group Theory and C3v symmetry Chapter A
The action of C3 has (σ3 → σ1, σ1 → σ2, σ2 → σ3) and the action of C23 has (σ2 →
σ1, σ3 → σ2, σ1 → σ3), thus we have
C3 =

0 0 1 0
1 0 0 0
0 1 0 0
0 0 0 1

(A.4)
C23 =

0 1 0 0
0 0 1 0
1 0 0 0
0 0 0 1

(A.5)
The reflection operators σv merely swap two of the carbon bonds, depending on which
carbon atom is contained in the reflection plane. We see that
σ1v =

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

(A.6)
σ2v =

0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1

(A.7)
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σ3v =

0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 1

(A.8)
An important property of representations is the characterof the representation. Math-
ematically, it is defined as the trace of the matrix representation. The reason the character
is important is because it is invariant under similarity transformations – this allows a
representation to be identified even if it is not defined in a diagonal basis. As it turns out,
the character will be helpful in finding all of the irreducible representations in addition to
showing how different physical quantities transform under the irreducible representations.
If we look at the characters of the 6 representations, we see that operations of the
same type all have the same characters: tr(E) = 4, tr(C3) = tr(C
2
3) = 1, tr(σ
i
v) = 2. We
say that operations of the same form belong to the same class. In the C3v group we have
3 classes: the identity E, rotations C3, and reflections σv. Group theory tells us that
the number of irreducible representations of a group is equal to the number of classes
in a group. Moreover, the sum of the squares of the dimensionalities of the irreducible
representations must equal the total number of elements in the group (known as the
order), which is 6. So we have 3 irreducible representations Γ1,Γ2,Γ3 and Dim(Γ1)
2 +
Dim(Γ2)
2 + Dim(Γ3)
2 = 6. It’s easy to see that the upper bound on the dimension of
any of the irreducible representation is 2, and moreover, only one may have a dimension
of 2. Therefore, we are looking for two one dimensional representations and one two
dimensional representation. Looking at the 4×4 representations above, we see that they
can be written in block diagonal form with one 3 × 3 and one 1 × 1. The 1 × 1 matrix
which is just the constant (1), is an irreducible representation, which we label A1. The
character of each operation in this representation is simply 1. The 3×3 representation can
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E C3 σv
A1 1 1 1
E 2 -1 0
Table A.1: Character table for the first two irreducible representations.
be reduced by applying a similarity transformation, which again allows it to be written in
block diagonal form with one 1×1 representation and one 2×2 representation. It turns out
the 1×1 representation is A1 again, so we can ignore it. The 2×2 representation, however,
turns out to be the 2 dimensional irreducible representation, which we denote as the E
irreducible representation. The character table for these two irreducible representations
can be found below:
The last one dimensional irreducible representation can be found using the character
orthogonality theorem from group theory. If we define the character of an element R in
an IR, Γi, to be χ
Γi(R), then we have the following orthogonality condition:
∑
R
χΓi(R)χΓj(R) = hδi,j (A.9)
where h is the order of the group (for C3v, h = 6).
Using this relation, we can finally construct the final one dimensional IR, A2.
E C3 σv
A1 1 1 1
A2 1 1 -1
E 2 -1 0
Table 2: Full character table for the C3v group.
The names of the irreducible representations are consistent with what is called Mul-
liken notation. A refers to the fact that the IR is one dimensional and that it is fully
symmetric under C3 operations (as defined by the character). The subscripts of A1 and
A2 refer to whether a wavefunction picks up a negative sign under rotations Rz. Under
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reflections σv, rotations Rz are reversed, which corresponds to the -1 character of σv
operations in A2. E refers to the fact that the representation is two dimensional.
To understand the NV Hamiltonian construct the total NV wavefunctions, it is im-
portant to know the so called basis functions of the irreducible representations. Basis
functions can be used to generate the matrices for the elements of a particular irreducible
representation. Moreover, the basis functions dictate the form of each term in the NV
Hamiltonian. In particular, we would like to see which IR the linear basis functions
{x, y, z, Rx, Ry, Rz} and quadratic basis functions {z2, x2+y2, x2−y2, xy, yx, xz, zx, yz, zy}
belong to. Let’s start with the easiest example: z. Under all symmetry operations of
the group, z remains invariant, which corresponds to the IR A1. The quantities x and
y are slightly more complicated. If we apply the symmetry operations to x and y, we
see that they form a linearly independent basis in a two-dimensional subspace which can
be described by simple 2 × 2 matrices. If we compare these 2 × 2 matrices to the 2
dimensional IR found above, we see that they are equivalent! Therefore, we see that x
and y transform as the E irreducible representation. The rest of these basis functions
can be found in the table below.
linear basis functions quadratic basis functions
A1 z z
2,x2 + y2, R2z, R
2
x +R
2
y
A2 Rz
E (x, y),(Rx, Ry) (x
2 − y2, xy), (xz, yz)
Table 3: Linear and quadratic basis functions for the C3v irreducible representations.
A.2.1 Constructing the projection operators
Now that we have found all the irreducible representations and their characters, we
can now return to the NV structure. As mentioned before, there are 4 dangling bonds
associated with the NV center: {σ1, σ2, σ3, σN}, shown in fig. A.2. The relevant molecular
orbitals of the NV center are constructed by linear combinations of these dangling bonds.
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Figure A.2: Dangling bonds associated with the NV center.
In other words, we are just making a change of basis, which means we can use Clebsch-
Gordan coefficients to describe these transformations. Recall that in quantum mechanics,
a wave function |Ψ〉 can be expressed in any complete basis that spans the Hilbert space,
{φi} by ∑
i
〈Ψ|φi〉 |φi〉
. The same applies here, except we define our projection operators |φ〉 〈φ| in terms of
the group symmetry operators and their character in each irreducible representation.
Specifically, the projection operator for a particular IR Γi is defined by
PΓi =
1
h
∑
R
χΓi(R)R (A.10)
where again χΓi(R) is the character for a symmetry element R. Just to be super
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pedantic and give an example, the projection operator for the IR A2 would be
PA2 =
1
6
(E + C3 + C
2
3 − σ1v − σ2v − σ3v) (A.11)
To find the molecular orbitals of the NV center, we can apply the projection operators
{PA1 , PA2 , PE} to the 4 dangling bonds. The result will be a linear combination of the
dangling bonds which transforms as that respective IR. Let’s start with the two easiest
examples: First, let’s apply PA1 to |σN〉. Clearly, all the symmetry operations will leave
σN unchanged, thus we see PA1 |σN〉 = σN ≡ aN . Now let’s apply it to one of the
carbon bonds, σ1. From symmetry, it is easy to see that PA1 |σ1〉 = PA1 |σ2〉 = PA1 |σ3〉 =
1
3
(σ1 + σ2 + σ3) ≡ aC . We now have two of the four molecular orbitals. If we apply the
projection operator for A2, we see that we get 0 for all 4 dangling bonds, which means
there are no molecular orbitals that transform as A2. This means the remaining two
orbitals transform as E. PE |σN〉 = 0, thus we only need to focus on the carbon bonds.
If we apply the projection operator to each, we find
PE |σ1〉 = 1
6
(2σ1 − σ2 − σ3) ≡ e1 (A.12)
PE |σ2〉 = 1
6
(2σ2 − σ3 − σ1) ≡ e2 (A.13)
PE |σ3〉 = 1
6
(2σ3 − σ1 − σ2) ≡ e3 (A.14)
At first glance, it appears that we have 3 orbitals that transform as E, but we can
easily see that only two of these orbitals are linearly independent. We can see this by
the fact that e3 = −(e1 + e2). If I choose e1 to be one of our orbitals, ex, this means that
I can generate another orbital ey, that is orthogonal to ex and is a linear combination of
e2 and e3, ey = αe2 + βe3. It follows that α = −β and ey = 12(σ2 − σ3).
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We have now recovered all 4 orbitals associated with the NV center. It is important
to note that the use of the dangling bonds is an approximation, so the orbitals are
not exactly correct. However, they do have the correct symmetry. The final molecular
orbitals can be obtain by applying the Coulomb interaction to the system, which sets the
energy ordering of the orbitals. The Coulomb interaction is a fully symmetric interaction
and thus transforms as A1. Therefore, it will mix the aN and aC orbitals since they are
also of the same symmetry (see below discussion). Including the Coulomb interaction we
are left with our final molecular orbitals (normalized):
a1 = αaC + βaN (A.15)
a2 = αaN + βaC (A.16)
ex =
1√
6
(2σ1 − σ2 − σ3) (A.17)
ey =
1√
2
(σ2 − σ3) (A.18)
In general, this technique can be applied to calculate the many-body NV wavefunction
and calculate the symmetry components of some external perturbation on the NV center,
such as the strain-orbit interaction.
A.2.2 Calculating matrix elements
To calculate the matrix elements for a physical observable, one must consider the
group multiplication table for the symmetry group. In particular, a matrix element
〈φ| O |ψ〉 is non-zero when O |ψ〉 has the same symmetry as |φ〉. In general, the element
O |ψ〉 will have symmetry ΓO ⊗ Γψ, which can be calculated using the product table
shown below.
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A1 A2 E
A1 A1 A2 E
A2 A2 A1 E
E E E A1+A2+E
Table A.2: Product table for the C3v group.
This leads to the following results. An A1 symmetric interaction may only couple
states of the same symmetry. An A2 symmetric interaction can couple a state of A1
symmetry to a state of A2 symmetry, and can also couple states of E symmetry. Finally,
an E symmetric interaction can couple states of all symmetries.
A.2.3 Direct products of degenerate irreducible representations
Throughout this thesis, I break down components that transform as the doubly degen-
erate E irreducible representation into terms of E1 and E2 symmetry, which correspond
to the first and second rows of the E irreducible representation. The direct product
of E ⊗ E was shown to be A1 + A2 + E in table A.2. However, we can break down
this direct product in terms of E1 and E2, and determine which products correspond
to the each symmetry component of E ⊗ E. This is important in determining matrix
elements such as the electric dipole operator between 3A2 and
3E. Suppose we have two
E symmetric quantities with basis functions {αx, αy} and {βx, βy} which transform as
{E1, E2}, and we want to know the symmetry of the direct product of these two quantities
α⊗β = {αxβx, αxβy, αyβx, αyβy}. We can construct symmetric and anti-symmetric com-
binations of these quantities which transform as a particular irreducible representation.
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Specifically, we see that
αxβx + αyβy → A1
αxβy − αyβx → A2
αxβx − αyβy → E1
αxβy + αyβx → E2
(A.19)
From here, we can immediately understand the symmetry argument for the matrix
elements of the strain and electric dipole operators. In particular, we see why dx couples
|0〉 to |Ey〉 and why dy couples |0〉 to |Ex〉. If the electronic ground state were, for
instance, A1 symmetric, then xˆ polarized light would drive the Ex transition instead of
yˆ polarized light.
This product rule can also be applied to D3d defects. However, because of inversion
symmetry, there is an additional product rule which states that g ⊗ g = u ⊗ u = g and
g ⊗ u = u. This is a fairly intuitive result, as these labels correspond to even and odd
parity.
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Appendix B
Hybrid mechanical devices based on
D3d defects in diamond
In this appendix, we will study the electronic structure of negatively charged defect cen-
ters in diamond incorporating a group IV atom. In particular, we focus on defect centers
with D3d symmetry, such the silicon-vacancy center (SiV), germanium-vacancy center
(GeV), and the tin-vacancy (SnV). These defects are promising for photonic interactions
due to their exceptional optical properties, in particular their large Debye-Waller factors.
Defects with D3d symmetry are inversion symmetric, and hence lack a permanent electric
dipole moment. This mitigates the spectral diffusion induced by electric field noise that
is typically observed in the NV center. However, the optical transitions of these defects
are still highly susceptible to crystal strain, and thus it may be advantageous to pur-
sue hybrid mechanical devices incorporating D3d defect centers. We demonstrate that
electric fields cannot be used to effectively tune the optical transitions of these defects
and that strain provides a promising platform for tuning the frequency and polarization
selection rules.
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B.1 Structure and D3d symmetry
The D3d color centers of interest consist of two vacancies in a ”split-vacancy” configu-
ration along the [111] crystal axis, with an interstitial atom in between them, as shown in
fig. B.1. The electronic structure of these defects are determined by the dangling bonds
associated with the 6 nearest neighbor carbon atoms as well as the interstitial atom.
z x
y
z
Figure B.1: Physical structure. On the left is a schematic of theD3d defect structure
where the white atoms represent vacancies, the yellow atom is the interstitial group
IV atom, and the blue atoms are the nearest-neighbor carbon atoms. On the right we
are looking down the z axis of the defect center, which is along the [111] direction.
TheD3d symmetry group has 12 elements, and for these defects, the symmetry point is
the interstitial atom. The group elements are {E,C13 , C23 , C12 , C22 , C32 , i, S16 , S26 , σ1d, σ2d, σ3d}.
The element E refers to the identity operation. The elements C13 and C
2
3 refer to rotations
about the z axis by 2pi/3 and 4pi/3 respectively. The elements C12 , C
2
2 , and C
3
2 refer to
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E C3 C2 i S6 σd
A1g 1 1 1 1 1 1
A2g 1 1 -1 1 1 -1
Eg 2 -1 0 2 -1 0
A1u 1 1 1 -1 -1 -1
A2u 1 1 -1 -1 -1 1
Eu 2 -1 0 2 1 0
Table B.1: Full character table for the D3d group.
rotations of pi around axes in the transverse plane, where the rotation axis is 30 degrees
away from any carbon atom. The element i refers to the inversion operation, where
{x, y, z} → {−x,−y,−z}. The elements σ1d,σ2d and σ3d refer to reflections about the so
called dihedral mirror planes. These dihedral mirror planes are vertical and intersect
the carbon bonds. Finally, the elements S16 and S
2
6 refer to improper rotations. In this
case, this operation refers to a rotation about the z axis by 60 degrees followed by a
reflection over the x− y plane. In principal, there should be 6 of these operations, but it
turns out that some improper rotations lead to symmetry operations that we’ve already
established, and only 2 of these improper rotations are new symmetries.
There are six irreducible representations of theD3d group: {A1g, A2g, Eg, A1u, A2u, Eu}.
The character table for the group is shown in B.1. As we recall, an irreducible represen-
tation A is a one-dimensional representation that is symmetric about the C3 rotations.
The subscript 1 and 2 refer to the character of the IR under the C2 operations, where A1
has a +1 character and A2 has a −1 character. An irreducible representation E is simply
a two-dimensional representation. The subscripts g and u refer to the parity under the
inversion operation. The letters g and u specifically are abbreviations of the german
words ”gerade” and ”ungerade” which mean even and odd respectively, thus g refers to
a character of +1 for i and u refers to a character −1 for i.
Using the character tables, we can generate the basis functions for each irreducible
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representation, which will be key to understanding the electronic structure of these de-
fects. For example, the position operator z is unaffected by the identity operator and C3
rotations and obviously by reflections about vertical planes. However, we see the rotation
C2 inverts z, inversion inverts z, and the improper rotations invert z through the reflec-
tions in the transverse plane. Therefore, we see that z transforms as the A2u irreducible
representation. The position pair {x, y} transform into each other via two-dimensional
matrices, and thus transform as an E irreducible representation. Moreover, since they
are negative under inversion, we see that they must transform as Eu. The rest of the
basis functions can be found in the table below
linear basis functions quadratic basis functions
A1g z
2, x2 + y2
A2g Rz
Eg (Rx, Ry) (x
2 − y2, xy), (xz, yz)
A1u
A2u z
Eu (x, y)
Table 2: Linear and quadratic basis functions for the D3d irreducible representations.
B.1.1 Molecular model of D3d defects
Next, we must find the symmetry-adapted molecular orbitals of these negatively
charged D3d color centers, which are linear combinations of the atomic dangling bonds.
To do this, we use the same projection operator method that we used to find the NV
molecular orbitals. For now, we only consider the 6 dangling bonds associated with the
center’s carbon atoms. We find that there is one orbital that transforms as A1g which we
denote a1g. There is one orbital that transforms as A2u which we denote a2u. There are
two orbitals that transform as Eg, which we denote egx and egy. Finally, there are two
orbitals that transform as Eu, which we denote eux and euy. Their explicit definitions
can be found below:
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a1g =
1√
6
(σ1 + σ2 + σ3 + σ
′
1 + σ
′
2 + σ
′
3) (B.1)
a2u =
1√
6
(σ1 + σ2 + σ3 − σ′1 − σ′2 − σ′3) (B.2)
egx =
1
2
√
3
(2σ1 − σ2 − σ3 + 2σ′1 − σ′2 − σ′3) (B.3)
egy =
1
2
(σ2 − σ3 + σ′2 − σ′3) (B.4)
eux =
1
2
√
3
(2σ1 − σ2 − σ3 − 2σ′1 + σ′2 + σ′3) (B.5)
euy =
1
2
(σ2 − σ3 − σ′2 + σ′3) (B.6)
Now, we must take into account the electronic orbitals of the interstital atom. As
an example, consider the SiV center. The electron configuration of the silicon atom is
[Ne]3s23p2. Therefore, the electrons may occupy a 3s orbital or any of the 3 possible 3p
orbitals which are labeled 3px, 3py, and 3pz. The orbital 3pz corresponds to the ml = 0
orbital and the 3px and 3py orbitals are linear combinations of the ml = ±1 orbitals. The
orbitals of the Si atom can mix with the above molecular orbitals through the Coulomb
interaction, which is an A1g symmetric interaction. Therefore, the symmetry adapted
molecular orbitals can only mix with Silicon orbitals of the same symmetry.
Since the 3s orbital is spherically symmetric, it clearly will transform as A1g. The
orbitals 3px and 3py transform as x and y and thus transform as Eu. Finally the 3pz
orbital transforms as z and hence transforms as A2u. Therefore, a1g couples to the 3s
orbital, a2u couples to the 3pz orbital and the eu orbitals couples to the 3px,y orbitals.
This procedure can be used to determine the mixing of the heavier interstitial atoms.
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B.1.2 Constructing the ground and excited states
Through density functional theory, it is possible to predict the energy ordering of
these electronic states. It was found that the energy ordering (from lowest to highest)
is a1g a2u eu eg. As group theory tells us, the orbitals egx and egy are degenerate and
the orbitals eux and euy are degenerate. There are 11 total electrons associated with
negatively charged D3d defec centers: 4 electrons are provided by the group IV interstitial
atom, 6 electrons are provided by the dangling bonds, and a single electron is trapped
from a nearby donor in the crystal (thus providing the negative charge). The ground
state electronic configuration is a21ga
2
2ue
4
ue
3
g, where one electron hole occupies either the
egx or egy orbital. In the excited state, the hole is promoted to an eu orbital, and the
electronic configuration is a21ga
2
2ue
3
ue
4
g. We will henceforth assume the hole representation.
Note that the dynamics of the color center are dictated by a single hole, which has
spin s = 1/2. We will denote the electronic spin-doublet orbital-doublet ground state by
2Eg and the spin-doublet orbital-doublet excited state by
2Eu. Although the
2Eu excited
state orbitals should mix with the orbitals of the interstitial atom, it has been shown
with abinitio calculations that this mixing is quite small and can be neglected. We can
now write out the 4 possible ground and excited states explicitly:
2Eg → {|egx, ↑〉 , |egx, ↓〉 , |egy, ↑〉 , |egy, ↓〉} (B.7)
2Eu → {|eux, ↑〉 , |eux, ↓〉 , |euy, ↑〉 , |euy, ↓〉} (B.8)
At this stage, all 4 levels in both manifolds are degenerate. As we will see, these
degeneracies are partially lifted by the spin-orbit interaction and can be completely lifted
with external fields.
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A1g A2g Eg A1u A2u Eu
A1g A1g A2g Eg A1u A2u Eu
A2g A2g A1g Eg A2u A1u Eu
Eg Eg Eg A1g + A2g + Eg Eu Eu A1u + A2u + Eu
A1u A1u A2u Eu A1g A2g Eg
A2u A2u A1u Eu A2g A1g Eg
Eu Eu Eu A1u + A2u + Eu Eg Eg A1g + A2g + Eg
Table B.2: Product table for the D3d group.
B.2 Interactions
Now that we have established the relevant energy levels,, we can determine how other
interactions affect the electronic structure. To do this, it will be necessary to know the
group multiplication table, which is shown in table B.2. The following calculations are
similar to those shown in chapter 2 of this thesis.
B.2.1 Spin-orbit coupling
Let us now calculate the effect of spin-orbit coupling on both the ground and excited
states. The spin-orbit interaction takes the form HSO ∼ L ·S, and for D3d symmetry can
be simplified to
HSO = λzLzSz + λxy(LxSx + LySy) (B.9)
Recall that (Lx, Ly, Lz) transform as (Eg2, Eg1, A2g) respectively.
It will be useful to consider a new set of electronic orbitals, eg± and eu±, where
e+ = − 1√2(ex + iey) and e− = 1√2(ex − iey). The Lz operator preserves the symmetry of
the e orbitals, and because the e orbitals are mutually orthogonal, we see that the Lz
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operator can be written as
Lz = ` (|e+〉 〈e+| − |e−〉 〈e−|) (B.10)
In addition to Lz we can define the raising and lowering operators L± = Lx ± iLy,
where L+ |e+〉 = 0 and L− |e−〉 = 0. Recall from the previous section that the e orbitals
are similar to p atomic orbitals. Therefore, the orbitals e± correspond to orbitals with
ml = ±1. If we recall, the orbital with ml = 0 is an A2u symmetric orbital, and hence
we see that L+ |e−〉 = L− |e+〉 |a2u〉. It is clear that these raising and lowering operators
do not directly couple the e± orbitals, and are thus equal to 0 in the e± subspace. As a
result, the operators Lx and Ly are equal to 0 in the ex and ey basis. If we rewrite the
angular momentum operators in the ex,y basis, we see
Lx = 0 (B.11)
Ly = 0 (B.12)
Lz = i` (|ex〉 〈ey| − |ey〉 〈ex|) (B.13)
The spin-orbit Hamiltonian can now be written explicity in terms of the orbital and
spin eigenstates
HSO = −λ‖
2
LzSz (B.14)
= λ (|e+〉 〈e+| − |e−〉 〈e−|) (|↑〉 〈↑| − |↓〉 〈↓|) (B.15)
In both the ground and excited states, the four-fold degeneracy is lifted and two
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branches emerge, as shown in the figure below.
Figure B.2: Electronic structure with spin-orbit coupling. The crystal-field for
D3d defects is set by the spin-orbit interaction. The values of the splittings for the
SiV are λg = 48 GHz and λe = 259 GHz [1]. For GeV, we have λg=190 GHz and
λe=981 GHz [2]. For SnV, we have λg=850 GHz and λe=3 THz. [3]
B.2.2 Magnetic fields
External magnetic fields couple to both the orbital and spin degree of freedom through
the Zeeman interaction. The Zeeman Hamiltonian is given by the following
HB = γ`L ·B + γsS ·B (B.16)
where γ` = µB/~ = 1.4 MHz/G and γs = 2µB/~ = 2.8 MHz/G are the orbital and
spin gyromagnetic ratios respectively. Recall that the transverse angular momentum
operators are precisely zero, and thus the Hamiltonian simplifies to
HB = γ`LzBz + γsS ·B (B.17)
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Let’s work in the spin-orbit basis once more. Also, let’s define a generic perpen-
dicular magnetic field, B⊥ =
√
B2x +B
2
y and a corresponding azimuthal angle θB =
arctan (By/Bx) such that Bx = B⊥ cos (θB) and By = B⊥ sin (θB).
We can express this Hamiltonian in terms of the spin-orbit basis states in either
manifold, given by {|e+, ↑〉 , |e+, ↓〉 , |e−, ↑〉 , |e−, ↓〉}.
HB =

(γ` + γs)Bz γsB⊥e−iθB 0 0
γsB⊥eiθB (γ` − γs)Bz 0 0
0 0 −(γ` − γs)Bz γsB⊥e−iθB
0 0 γsB⊥eiθB −(γ` + γs)Bz

(B.18)
B.2.3 Strain-orbit coupling
The interaction of the D3d defects with crystal strain arises from a change in the
ion-electron Coulomb interaction, similarly to the NV center. The Hamiltonian can be
written as
Hstrain =
∑
j,k
Hjk =
∑
j,k
Vjkjk (B.19)
where Vjk =
∑
l
∂Uel−ion
∂(δRlj)
δRlk. Note that V and  are both second rank symmetric
tensors, and so their components transform as the quadratic forms of the D3d group.
Therefore, it will be useful to express Hstrain in terms of quantities that transform as
specific irreducible representations. Using table B.2, we see that the strain Hamiltonian
can be written as
Hstrain = VAzz+VA′(xx+yy)+Vx(xx−yy)+Vy(xy+yx)+Vx′(xz+zx)+Vy′(yz+zy)
(B.20)
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where VA,A′ are orbital operators of A1g symmetry, Vx,x′ are orbital operators trans-
forming as the first row of the Eg irreducible representation and Vy,y′ are orbital operators
transforming as the second row of the Eg irreducible representation.
Let us work in a 4-dimensional basis spanned by the orbital eigenstates {|egx,y〉 , |eux,y〉}.
We note that strain may couple both the excited state and ground state orbitals to the
A symmetric orbitals, but we neglect that interaction here as the large energy gap be-
tween the orbitals will suppress it. Moreover, we will temporarily neglect the spin-orbit
interaction. The total strain Hamiltonian can thus be written as
Hstrain = (λ1zz + λ2(xx + yy))(|egx〉 〈egx|+ |egy〉 〈egy|)
+ (λ3zz + λ4(xx + yy))(|eux〉 〈eux|+ |euy〉 〈euy|)
− (λ5(xx − yy))− λ6(xz + zx))(|egx〉 〈egx| − |egy〉 〈egy|)
− (λ7(xx − yy))− λ8(xz + zx))(|eux〉 〈eux| − |euy〉 〈euy|)
+ (λ9(xy + yx)) + λ10(yz + zy))(|egx〉 〈egy|+ |egy〉 〈egx|)
+ (λ11(xy + yx)) + λ12(yz + zy))(|eux〉 〈euy|+ |euy〉 〈eux|) (B.21)
Since the strain interaction is much more likely to be small compared to the spin-orbit
coupling, it will be wise to rewrite the strain Hamiltonian in terms of the spin-orbit basis
states. For simplicity, let’s work within either the ground or excited state manifold (it
doesn’t matter which one we choose). The simplified Hamiltonian can be written as
H = VA(|ex〉 〈ex|+ |ey〉 〈ey|) + VE1(|ex〉 〈ex| − |ey〉 〈ey|) + VE2(|ex〉 〈ey|+ |ey〉 〈ex|) (B.22)
If we include the spin, the transformation to the spin-orbit basis takes the form
270
Hybrid mechanical devices based on D3d defects in diamond Chapter B
Q = T ⊗ I, where T is defined by
e+
e−
 = T
ex
ey
 (B.23)
which means that T = 1√
2
−1 −i
1 −i
. The strain Hamiltonian in the spin-orbit basis
is given by H˜ = QHQ†, and we see
H˜ = VA
[
|e+, ↑〉 〈e+, ↑|+ |e+, ↓〉 〈e+, ↓|+ |e−, ↑〉 〈e−, ↑|+ |e−, ↓〉 〈e−, ↓|
]
− (VE1 + iVE2)
[
|e+, ↑〉 〈e−, ↑|+ |e+, ↓〉 〈e−, ↓|
]
− (VE1 − iVE2)
[
|e−, ↑〉 〈e+, ↑|+ |e−, ↓〉 〈e+, ↓|
]
(B.24)
defining the total E type strain coupling as VE =
√
V 2E1 + V
2
E2
and tan (φ) = VE2/VE1 ,
we see the Hamiltonian can be written as
H˜ = VA
[
|e+, ↑〉 〈e+, ↑|+ |e+, ↓〉 〈e+, ↓|+ |e−, ↑〉 〈e−, ↑|+ |e−, ↓〉 〈e−, ↓|
]
− VE
[
eiφ
[
|e+, ↑〉 〈e−, ↑|+ |e+, ↓〉 〈e−, ↓|
]
+ e−iφ
[
|e−, ↑〉 〈e+, ↑|+ |e−, ↓〉 〈e+, ↓|
]]
(B.25)
B.2.4 Spin-strain coupling
There is now considerable interest in the spin of the D3d defects center for applications
in quantum information processing. In this section, we demonstrate that the spin of such
defects is insensitive to crystal strain, and hence should be immune to decoherence due
to direct (single) phonon processes, unlike the spinorbit states.
Spin-strain interaction typically requires the presence of fine structure. In the case
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of the NV center, spin-strain interaction arises due to the presence of transverse spin-
orbit coupling as well as direct modification of the spin-spin interactiob due to distortion
of the unpaired spin density. As these defects lacks spin-spin interaction, spin-orbit
coupling is the only possible mechanism for spin-strain coupling. However, as we showed
in the previous section, the tranverse spin-orbit interaction is precisely zero within the
ground and excited state manifolds. Additionally, the transverse spin-orbit interaction
transforms as Eg and hence cannot couple states of opposite parity, which means there
is no coupling between the ground and excited states either. Therefore, strain does not
affect the spin degree of freedom. We note, however, that D3d defects with spin S > 1/2,
such as SiV0, may exhibit spin-strain coupling.
B.2.5 The Stark effect
Let us now consider the electric field interaction with the ground and excited state
manifolds. The electric field Hamiltonian in the dipole approximation is given by
HE = −~d · ~E (B.26)
where ~d = q~r is the electric dipole operator. Again, let us neglect the spin-orbit
coupling and consider the effect of the electric field on the unperturbed orbital eigenstates.
Because the dipole operator is a vector quantity, its components will transform as the
linear elements of the D3d group. Therefore, we see that (dx, dy, dz) will transform as
(Eu1, Eu2, A2u). Interestingly, we immediately see that strain and electric field are NOT
equivalent for D3d since they are of different symmetry. This is a direct result of the
inversion symmetry. Indeed the Stark effect is quite different from the effect of crystal
strain. Using the group multiplication table, the dipole operators can be written in the
{|egx〉 , |egy〉 , |eux〉 , |euy〉}.
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dz =

0 0 d‖ 0
0 0 0 d‖
d∗‖ 0 0 0
0 d∗‖ 0 0

(B.27)
dx =

0 0 d⊥ 0
0 0 0 d⊥
d∗⊥ 0 0 0
0 −d∗⊥ 0 0

(B.28)
dy =

0 0 0 d⊥
0 0 d⊥ 0
0 d∗⊥ 0 0
d∗⊥ 0 0 0

(B.29)
As we can see, the electric field has no effect within the ground or excited state
manifolds, but only acts to connect the two manifolds. In contrast with the NV center,
the z component of the dipole operator can drive optical transitions in D3d defects. To
get the final matrix elements, we rewrite the dipole operators in the spin-orbit basis.
This can be done via QdiQ
†, where Q =
T 0
0 T
.
The dipole operators written in the basis {|eg+,ms〉 , |eg−,ms〉 , |eu+,ms〉 , |eu−,ms〉}
are
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dz =

0 0 d‖ 0
0 0 0 d‖
d∗‖ 0 0 0
0 d∗‖ 0 0

(B.30)
dx =

0 0 0 −d⊥
0 0 −d⊥ 0
0 −d∗⊥ 0 0
−d∗⊥ 0 0 0

(B.31)
dy =

0 0 0 −id⊥
0 0 id⊥ 0
0 −id∗⊥ 0 0
id∗⊥ 0 0 0

(B.32)
From here, we see the |eg±,ms〉 → |eu±,ms〉 transitions are driven by linearly polar-
ized light along the z direction. Moreover, the |eg+,ms〉 → |eu−,ms〉 and |eg−,ms〉 →
|eu+,ms〉 transitions are driven by circularly polarized light. Specifically, the |eg+,ms〉 →
|eu−,ms〉 transition is mediated by σ+ = xˆ + iyˆ polarized light and the |eg−,ms〉 →
|eu+,ms〉 transition is mediated by σ− = xˆ− iyˆ polarized light. A diagram showing the
relevant selection rules is shown in fig. B.3.
Selection rules under crystal strain
The polarization selection rules for these will be modified by the presence of Eg
symmetric crystal strain. Let us work within either the ground or excited state manifold.
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Figure B.3: Polarization selection rules. Here, we show the polarization selection
rules with no external perturbations
The total Hamiltonian defined in the {|e+, ↑〉 , |e+, ↓〉 , |e−, ↑〉 , |e−, ↓〉} basis is given by
H =

VA +
λ
2
0 −VEeiφ 0
0 VA − λ2 0 −VEeiφ
−VEe−iφ 0 VA − λ2 0
0 −VEe−iφ 0 VA + λ2

(B.33)
The spin-orbit coupling and the Eg symmetric strain interaction do not commute,
and will lead to the following new eigenstates
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|+, ↑〉 = sin (θ) |e+, ↑〉+ e−iφ cos (θ) |e−, ↑〉 (B.34)
|−, ↑〉 = − cos (θ) |e+, ↑〉+ e−iφ sin (θ) |e−, ↑〉 (B.35)
|−, ↓〉 = sin (θ) |e+, ↓〉 − e−iφ cos (θ) |e−, ↓〉 (B.36)
|+, ↓〉 = cos (θ) |e+, ↓〉+ e−iφ sin (θ) |e−, ↓〉 (B.37)
where we have defined tan (2θ) = 2VE/λ. These corresponding energies are
E+↑ = VA −
√
λ2/4 + V 2E (B.38)
E−↑ = VA +
√
λ2/4 + V 2E (B.39)
E−↓ = VA +
√
λ2/4 + V 2E (B.40)
E+↓ = VA −
√
λ2/4 + V 2E (B.41)
Note that we still have two two-fold degenerate branches within each manifold. Now
we can re-express the dipole operators in terms of these new eigenstates. We will work in
the following basis {|+g〉 , |−g〉 , |+u〉 , |−u〉} and treat spin up and spin down separately.
We will explicitly show the spin up calculation and leave the spin down calculation as
an exercise for you. Expressing the dipole operators in the eigenstates of the strain
Hamiltonian requires the transformation UdiU
†, where U =
Q 0
0 Q
.
Q =
 sin (θ) e−iφ cos (θ)
− cos (θ) e−iφ sin (θ)
 (B.42)
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The resulting dipole operators are
dz =

0 0 d‖ 0
0 0 0 d‖
d∗‖ 0 0 0
0 d∗‖ 0 0

(B.43)
dx =
 0 X
X 0
 (B.44)
X =
 −d⊥ cos (φ) sin (2θ) d⊥(cos (2θ) cos (φ)− i sin (φ))
d⊥(cos (2θ) cos (φ) + i sin (φ)) d⊥ cos (φ) sin (2θ)
 (B.45)
dy =
 0 Y
Y 0
 (B.46)
Y =
 d⊥ sin (φ) sin (2θ) −d⊥(cos (2θ) sin (φ) + i cos (φ))
id⊥(cos (2θ) sin (φ) + cos (φ)) −d⊥ sin (φ) sin (2θ)
 (B.47)
B.3 Conclusion
In this chapter, we have calculated the electronic structure of negatively charged D3d
defect centers incorporating group IV atoms. We explicitly showed that electric fields
do not affect the optical transitions to first order, and are thus inefficient for tuning
the optical properties. Furthermore, we demonstrated that the A1 symmetric strain
interaction can be used to shift the zero-phonon line of these defects, and moreover, that
E symmetric strain can be used to modify the dipole selection rules.
277
Appendix C
Spin phonon coupling with Si:Bi
C.1 Strain coupling to Si:Bi
Bismuth donors in silicon (Si:Bi) are a promising platform for a quantum memory due
to their exceptional spin coherence properties [241]. The Si:Bi system contains a single
electron spin with S = 1/2 coupled to a nuclear spin I = 9/2. The rich energy structure
and unusually large hyperfine constant of A = 1.475169 GHz give rise to several unique
properties that are ideal for quantum memories. For instance, hyperfine clock transitions
have been isolated with coherence times exceeding 1 s at cryogenic temperatures. Very
recently, experiments have shown that the Si:Bi system is extremely senstive to crystal
strain [242], opening up the door to possible spin-phonon experiments. In this appendix,
we investigate a system of large ensembles of Si:Bi coupled to a mechanical oscillator
through crystal strain. In particular, we assess the possibility of measuring strong cou-
pling between the spin ensemble and the mechanical resonator through measurements of
the mechanical resonance.
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C.1.1 Si:Bi strain coupling
There are two possible mechanisms that may explain the strain coupling to the Si:Bi
system. The first is through a strain-induced quadrupolar interaction and the second is
a direct modification of the hyperfine interaction. Let us first consider the quadrupole
interaction.
The orbital ground state of the Si:Bi system has A1 symmetry which is spherically
symmetric, and hence does exhibit and nuclear quadrupolar coupling. However, E sym-
metric strain can mix the A1 ground state with the E symmetric excited state, generating
an effective electric field gradient which couples to the nuclear quadrupole moment. This
could also be explained by a strain-induced mixing between the T2 orbitals due to shear
strain, which transforms as the T2 irreducible representation. Without going into too
many details, we can write the quadrupolar strain coupling Hamiltonian as
Hstrain =
∑
ij
Qijij (C.1)
where  is the elastic strain tensor and Q is the quadrupole tensor. As it turns out,
strain of E symmetry directly couples nuclear spin states with |∆mI | = 2, similar to the
NV center, whereas A symmetric strain shifts the nuclear spin sublevels relative to each
other.
Now, let us consider the effect of strain on the hyperfine interaction. As we discussed
in chapter 2 of this thesis, the hyperfine interaction consists of an isotropic contact
interaction plus an anisotropic spin-spin interaction. A positive hydrostatic pressure,
corresponding to an A1 strain, could increase the electron density at the site of the
Bismuth atom, thereby increasing the contact interaction and increasing the spin-spin
interaction. The effect of E and T2 strain would be negligible, because the A1 ground
state is unaffected by those strains to first order. The modification of the hyperfine
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interaction would also be large due to the large intrinsic hyperfine coupling. Recent
unpublished studies have shown that the large strain coupling in the Si:Bi system is
to A1 strain, and hence the hyperfine modification may be the primary effect at work
(Private communication with John Morton)
To keep things simple, let us consider two hyperfine levels that can be connected via
strain, and label them |↑〉 and |↓〉. Moreover, let us consider a strain field produced by
a resonant mode of a mechanical oscillator with phonon annihilation (creation) operator
a (a†) and frequency ωm.
Let us first consider the interaction of a single donor with the resonator, and deal
with ensemble dynamics later. For both possible strain mechanisms, we may describe the
interaction of a single donor with the mecahnical resonator with the Jaynes-Cummings
Hamiltonian
H =
ω0
2
σz + ωma
†a+ g(σ+a+ σ−a†) (C.2)
where g represents the the strain coupling to the zero point motion of the resonator.
Moving into the interaction picture, and assuming resonance (ω0 = ωm), we have
HI = g(σ
+a+ σ−a†) (C.3)
Clearly we can drive transitions between the two spin levels by adding or removing
vibrational quanta with a Rabi frequency that is proportional to g and dependent on
the vibrational level state. The eigenstates of the Hamiltonian are the so-called dressed
states: |±, n〉 = (|↑, n〉 ± |↓, n+ 1〉)/√2. These two states are separated by 2g√n+ 1. If
the resonator is initially in its ground state, then the separation is merely 2g. Therefore,
2g is sometimes referred to as the vacuum Rabi splitting. When doing spectroscopy of
the resonator or the spin, an avoided crossing with a gap of 2g would appear.
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Let us now consider a measurement of the mechanical resonance as a way to probe
the spin-phonon coupling. Our experiments will be carried out at temperatures around
4 K, and we will be unable to further cool the mechanical mode. Therefore, any mode
less than 50 GHz will not be in the ground state, but some thermal state with average
occupation number n¯. In a thermal state, the probability to be in a vibrational state |n〉
is given by
Pn =
1
1 + n¯
(
n¯
1 + n¯
)n
(C.4)
Therefore, the total wavefunction for the system can be written as
|ψ〉 = (α |↑〉+ β |↓〉)⊗
∑
n
Pn |n〉 (C.5)
Populating several vibrational states in an incoherent manner induces dephasing and
hence washes out the Rabi splitting. As n¯ increases, the oscillator damping term begins
to dominate the spin-phonon interaction. This is because the damping scales linearly
with n while the spin-phonon interaction scales as
√
n. As a result, the spectrum of
the resonator will just appear as the usual Lorentzian spectrum describing a damped
harmonic oscillator. Therefore, we need to look in the limit that g
√
n > nΓ, where
Γ = ωm/Q is the damping rate. This implies that we need n¯ < (g/Γ)
2 = (gQ/ωm)
2. In
other words, we need to be in the high cooperativity regime.
To demonstrate this, I have simulated some spectra assuming some lofty parameters,
shown in fig. C.1. In these simulations, I assume that Q = 105 and g = .001ωm and vary
the thermal occupation number of the resonator. As the temperature of the resonator
increases, the Rabi splitting decreases and the peaks overlap. The spectrum of the
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Figure C.1: Vacuum Rabi splitting of a mechanical oscillator coupled to a
single SiBi. As the thermal occupation of the resonator increases, the Rabi splitting
is washed out.
mechanical oscillator is defined by
Sxx(ω) =
∫ ∞
−∞
dteiωt〈x(0)x(t)〉 (C.6)
where x = a + a†. The power spectrum of the oscillator position depends on the
transition rates between the dressed states in the following way
Sxx(ω) =
∑
i,f
Pi| 〈f | a+ a† |i〉 |2
(
Γ/2
(Γ/2)2 + (ω − ωfi)2 +
Γ/2
(Γ/2)2 + (ω + ωfi)2
)
(C.7)
where |i(f)〉 refer to the dressed states and ωfi refers to the frequency difference
between the states. Note that we have assumed the high Q limit which allows us to write
the power spectrum as a series of Lorentzians. The position operator leads to non-zero
matrix elements between states whose phonon numbers differ by one. More specifically,
the allowed transitions can be broken up into two subclasses: The first couple |±, n− 1〉
to |±, n〉 and the second couple |±, n− 1〉 to |∓, n〉. It can be shown that the second
class listed will have a negligible affect on the mechanical spectrum, as they are highly
282
Spin phonon coupling with Si:Bi Chapter C
suppressed by temperature. The first class, however, contributes significantly to the
spectrum. By doing some algebra, one can show
| 〈f | a+ a† |i〉 | = 1
2
(
√
n+
√
n+ 1) (C.8)
ωfi = g(
√
n+ 1−√n) (C.9)
C.1.2 Ensemble dynamics and the Tavis-Cummings model
As shown in the previous section, for a single spin coupled to a thermal oscillator with
n¯ > 1, the mechanical spectrum is highly non-linear and the Rabi splitting is suppressed
with increasing temperature. Overcoming this non-linear behavior can be accomplished
by cooling the mechanical mode or by adding more spins into the system. The addition
of spins suppresses the Jaynes-Cummings nonlinearity because the collective spin can
hold onto more phonon excitations than a single spin. Indeed, if the number of spins
N exceeds the number of phonon excitations n, the energy spectrum is approximately
linear and the Rabi splitting is maintained.
To show this, let us introduce the Tavis-Cummings model, which deals with N spins
coupled to a single phonon mode.
H =
ω0
2
Jz + ωma
†a+ g¯(J+a+ J−a†) (C.10)
Here J is the collective spin operator, with Jz =
∑N
i=1 σ
i
z and J± =
∑N
i=1 σ
i
±. In this
model, we have assumed the single-spin coupling gi is different for each spin, and have
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replaced it with the effective coupling g¯.
g¯ =
√∑N
i=1 g
2
i
N
(C.11)
We can define the system in terms of the total number of excitations M = J+J−+a†a
and note that [H,M ] = 0. The total excitation number then counts the number of up
spins in the system and the phonon number. The ground state of the Tavis-Cummings
model is a state with zero total excitations, that is
|M = 0〉 = |↓↓ · · · ↓i · · · ↓N〉 |n = 0〉 (C.12)
For now, let us consider the resonant case where ω0 = ωm. The first excited state of
course contains one single excitation, either from the spin or the phonon field and can
be written as
|±〉 = 1√
2N
N∑
i=1
|↓↓ · · · ↑i · · · ↓N〉 |n = 0〉 ± 1√
2
|↓↓ · · · ↓i · · · ↓N〉 |n = 1〉 (C.13)
The energy gap between these two states is simply ∆E = 2g¯
√
N . TheM = 2 manifold
contains three states, and as we ascend the Tavis-Cummings ladder, the number of levels
in each manifold M increases until n > N . For n < N , there are n + 1 levels in each
manifold. For n > N there are N + 1 levels in each manifold. Hence, for n > N
the number of states in each manifold is constant and the energy-level spacing changes,
introducing strong non-linearity.
Let’s assume for now that we are working in the large N limit where n controls the
number of states in each manifold. The approximate energies of the system are written
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as
E(n, j) ≈ (n−N/2)ω0 + 2jg¯
√
N (C.14)
where of course 0 ≤ n ≤ N and −n/2 ≤ j ≤ n/2. You can think of j as the effective
m number for a given multiplet. In the n = 1 manifold for instance there are two dressed
states and correspondingly, we have j ∈ {−1/2, 1/2}. The energy splitting between those
two states would then be E(1, 1/2)− E(1,−1/2) = 2g¯√N as we would expect.
As discussed in the previous section, our measurements probe the position operator
of the resonator x = a+ a† which couples states of different manifolds and hence probes
their difference frequencies. In the limit of large N , the power spectral density of the
position (offset by ω0 in frequency) can be written as
Sxx(ω) =
∑
n,j,j′
Pn
∣∣〈n+ 1, j| a+ a† |n, j′〉∣∣2
×
(
Γ/2
(Γ/2)2 + (ω − (j − j′)2G¯√N)2 +
Γ/2
(Γ/2)2 + (ω + (j − j′)2G¯√N)2
)
(C.15)
For large numbers of spins, we expect the ∆j = ±1/2 terms to dominate the spectrum,
as the other terms are suppressed by temperature.
C.1.3 Thermally Polarized Spins
In our experiments, we will be working with a relatively large ensemble of spins. Since
we have no way of polarizing the spins, they will be in a thermal state and hence described
by Boltzmann statistics. To calculate the thermal population, we must consider the full
nuclear spin Hamiltonian, which includes hyperfine interaction. The total Hamiltonian
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Figure C.2: Energy of the Si:Bi system with magnetic fields.
is
H = A(S · I)− (γeS + γnI) ·B (C.16)
In the low magnetic field regime, the eigenstates of the Hamiltonian correspond to
eigenstates of the total angular momentum operator, F = I + S and can be labeled
|F,mF 〉. In the high magnetic field regime, I and S are good quantum numbers and the
states can be written as |ms,mI〉. We will most likely be working in regimes where F
is a good quantum number, but we will solve for the exact eigenstates and eigenvalues
anyway. Luckily, we have S = 1/2 and the solution to the system can be solved for
analytically. The solution is the famous Breit-Rabi formula, and an energy plot of the
eigenstates as a function of magnetic field is shown in fig. C.2.
The full spin Hamiltonian can be recast in terms of the spin operators
H = ASzIz +
A
2
(S+I− + S−I+)− (γeSz + γnIz)B (C.17)
In all regimes, the quantity mF = mI + mS is conserved. It is useful to define the
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eigenstates of the system in terms of mF :
|±〉 = |mS = ±1/2,mI = mF ∓ 1/2〉 (C.18)
As we can see, the Hamiltonian can be diagonalized within a series of 2-D matrices
spanned by |±〉, where + refers to the F = 5 manifold and − refers to the F = 4
manifold. The eigenvalues of this Hamiltonian are
E(±,mF ) = A
(
−1
4
+
γnB
A
mF ±
√
(I + 1/2)2 + 2mFx+ x2
)
(C.19)
where x = (γe−γn)B
A
gives the relative strength of the magnetic field with respect to
the hyperfine coupling. It is important to note that these eigenvalues are not valid for
the |F = 5,mF = ±5〉 states since they do not have any direct coupling to states in the
F = 4 manifold. This is evident by their linear behavior. The eigenvalues for these two
states are E(5,±5) = 9A
4
± 5γnB ± (γe − γn)B. The spectrum showing all 20 eigenstates
is shown above.
The dipole selection rules in the regime where F is a good quantum number obey
(∆F = 0,∆mF = ±1) and (∆F = ±1,∆mF = 0,±1).
Now that we know the energies, we can calculate the density matrix for the system
when its thermally populated. The system temperature will be set to 4 K. We must
also choose the magnetic field strength. To choose the proper strength, we must identify
where a target transition has a resonance frequency near 5 GHz, which will be near the
mechanical frequency. The quadrupole-strain interaction can be written as
HQ = gA1I
2
z + gE(I
2
+ + I
2
−) (C.20)
Because of the strong hyperfine interaction, the transverse strain or E symmetric
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strain will be able to induce transitions with ∆mF = ±2. Looking back at our spectrum,
it makes sense to set the field strength to be near 200 mT, where the |4,−3〉 ↔ |5,−5〉
transition is near 5 GHz.
Now that we have all of our parameters, we can solve for the populations, given by
ρi =
e−Ei/kBT∑
j e
−Ej/kBT (C.21)
where i and j index all 20 eigenstates. At a temperature of 4 K, the population
difference between the |4,−3〉 and |5,−5〉 states is about ∆ρ = 0.7%.
C.1.4 Calculation of the strain coupling
The measured strain coupling for Si:Bi (unpublished) is approximately 150 GHz.
To see if measuring a Rabi splitting is possible, we assume optimistic parameters that
purposefully overestimate the strength of the coupling. Let us consider a SAW cavity
described in chapter 8, but in silicon instead of diamond. This device would generate
the approximate 5 GHz frequency calculated from the previous section. The peak zero-
point strain in the device is roughly 8× 10−10. In this calculation, we assume a uniform
density of Si:Bi spins through the SAW cavity volume of (5.25 µm, 200 µm, 200 nm).
The maximum bismuth donor implantation density is 1023 spins/m3. If we assume a
constant strain profile throughout the device with a value of the peak strain, and a
generous 5% spin polarization, the ensemble coupling would be g = 30 kHz. At 4 K,
the average thermal occupation of the SAW is approximately n¯ = 16 which is much less
than the number of spins. Therefore, it is safe to treat this system as a single spin with
an effective S = N/2 interacting with the phonon field, and we would expect a vacuum
Rabi splitting of 30 kHz. However, if the SAW cavity has a quality factor Q = 105,
then the mechanical linewidth would be 50 kHz, and we would be unable to resolve the
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vacuum Rabi splitting, which is likely overestimated by an order of magnitude, if not
more. Unless the spin polarization is dramatically improved, this system is unlikely to
reach the strong coupling regime.
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Appendix D
Spectrum under a coherent
mechanical drive
In our first experiments with high frequency resonators, we will look at the mechanical
sidebands of the ZPL for a coherently driven mechanical mode. To model the spectral
response of the NV center, we introduce the Hamiltonian
H = −ω0
2
σz + ωma
†a+ g‖(a+ a†)σz + Ω cos (ωLt)σx (D.1)
where σz = |g〉 〈g|−|e〉 〈e|. Under a coherent mechanical drive, the resonator’s motion
can be described by a large amplitude coherent state,
|α〉 = e−α2/2
∞∑
n=0
αn√
n!
|n〉 (D.2)
where |n〉 represent the Fock states of the resonator mode and α is a dimensionless
number giving the amplitude of the coherent state. If we define g = 2g‖α, then the above
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Hamiltonian can be written as
H = −ω0
2
σz + g cosωmtσz + Ω cosωLtσx (D.3)
Here, the qubit frequency is oscillating at the resonator frequency, and thus moves
in and out of resonance with the probe laser. In the stationary frame of the qubit, it
appears as though the laser frequency is thus being modulated at the resonator frequency.
Equivalently, this frequency modulation can expressed as a phase modulation of the laser
light, producing sidebands on the laser. In this picture, the Hamiltonian obeys
H = −ω0
2
σz + Ω cos (ωLt+
g
ωm
cosωmt)σx (D.4)
In the interaction picture with respect to −ω0
2
σz, we have
HI =
Ω
2
(
e−i(ωLt+g/ωm cos (ωmt)) + (ei(ωLt+g/ωm cos (ωmt))
) (
eiω0tσ+ + e−iω0tσ−
)
(D.5)
Defining the laser detuning δ = ωL − ω0 and making the RWA, we find
HI =
Ω
2
(
e−i(δt+g/ωm cos (ωmt))σ+ + ei(δt+g/ωm cos (ωmt))σ−
)
(D.6)
Using the Jacobi-Anger expansion, this is simplified to
HI =
Ω
2
( ∞∑
n=−∞
Jn
(
g
ωm
)
e−i(δ+nωm)tσ+ +
∞∑
n=−∞
Jn
(
g
ωm
)
ei(δ+nωm)tσ−
)
(D.7)
Now we can solve the time-dependent Schrodinger equation in the interaction picture.
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ic˙g =
Ω
2
∞∑
n=−∞
Jn
(
g
ωm
)
e−i(δ+nωm)tce (D.8)
ic˙e =
Ω
2
∞∑
n=−∞
Jn
(
g
ωm
)
ei(δ+nωm)tcg (D.9)
Let the laser detuning be written in terms of a detuning ∆ from a sideband: δ =
−n′ωm + ∆.
ic˙g =
Ω
2
∞∑
n=−∞
Jn
(
g
ωm
)
e−i((n−n
′)ωm+∆)tce (D.10)
ic˙e =
Ω
2
∞∑
n=−∞
Jn
(
g
ωm
)
ei((n−n
′)ωm+∆)tcg (D.11)
Assuming that we are in the resolved sideband regime and under weak excitation
power (small Ω), then we can consider transitions to the nth sideband individually.
ic˙g =
Ω
2
Jn
(
g
ωm
)
e−i∆tce (D.12)
ic˙e =
Ω
2
Jn
(
g
ωm
)
ei∆tcg (D.13)
Taking the time derivative of the above equations allows us to decouple the two states
and we find
c¨g + i∆c˙g +
Ω2
4
J2n
(
g
ωm
)
cg = 0 (D.14)
which has solutions cg(t) = e
i∆t
(
a1 cos
(
ΩRt
2
)
+ a2 sin
(
ΩRt
2
))
, where the Rabi fre-
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quency is ΩR =
√
Ω2J2n
(
g
ωm
)
+ ∆2
The probability to be in the excited state is given by |ce|2. Assuming that the qubit is
initialized into the ground state, we find that the probability of being in the NV excited
state is given by
Pe(t) =
ΩJn
(
g
ωm
)
√
Ω2J2n
(
g
ωm
)
+ ∆2
sin2
(
ΩRt
2f
)
(D.15)
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