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ABSTRACT
Comparison of the Performance o f Various Bootstrap Procedures for 
Gamma and Lognormal D istributions
by
Alex N. Berejnoi
Dr. Ashok Singh, Exam ination Committee Chair 
Professor of M athem atical Sciences 
University of Nevada, Las Vegas
The m ain objective of the present work is to study and compare the 
performance of the various bootstrap procedures (e.g., standard bootstrap 
method, bootstrap-t method, simple percentile bootstrap method. H all’s 
bootstrap method, and bias-corrected accelerated (BCA) bootstrap method 
(Efron and Tibshirani, 1993)) which m ay be used to compute a 95% UCL of 
the population mean based upon skewed distributions (e.g., gamma and 
lognormal).
Monte Carlo sim ulation experiments have been performed to compare the 
performances of these methods. The comparison of the various methods has 
been evaluated in terms of the coverage probabilities achieved by the various 
95% UCLs. Based upon this study, conclusions have been derived about the 
com putation of a 95% UCL of the mean for skewed data distributions 
(lognormal and gamma) originating from the various environm ental 
applications.
m
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CHAPTER 1 
INTRODUCTION
In Superfund and RCRA projects of the U.S. EPA, cleanup, exposure, and 
risk assessment decisions are often made based upon the average 
concentrations of the contaminants of potential concern (COPCs). A 95%  
upper confidence lim it (UCL) of the population mean is often used to 
estimate the exposure point concentration (EPC) term  (2002a). It  is, 
therefore, im portant to compute an accurate and stable 95% UCL of the 
population mean from the available data. The 95% UCL should 
approximately provide the 95% coverage for the unknown population mean. 
EPA (2002a) has come up w ith a guidance document for calculating upper 
confidence lim its for hazardous waste sites. EPA (2002b) has also developed 
software, ProUCL, which computes UCLs of unknown population mean 
based upon several methods for norm al, lognormal, and nonparam etric 
distributions.
The performance of a UCL com putation method depends upon the data  
distribution. Two different distributions, lognormal and gamma, have been 
considered in  this study. Use of a gamma distribution wül cover a wide 
range of skewed data distributions (Singh, Singh, and laci, 2002). 
Performance of the Bias Corrected Accelerated (BCA) method has been 
compared w ith the performances (in terms of coverage probabilities) of the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
various other methods already included in  EPA 2002a, EPA 2002b. Several 
95% UCL computation methods have been considered. These are Student’s-t 
statistic based UCL, Central Lim it Theorem (CLT) UCL, m odified-t UCL, 
adjusted-CLT UCL, Chebyshev UCL, H-UCL, Chebyshev M VUE UCL for 
lognormal distribution, standard bootstrap UCL, simple percentile bootstrap 
UCL, BCA bootstrap UCL, bootstrap-t UCL, and H all’s bootstrap UCL.
The form ula for computing a UCL depends upon the data distribution. 
When the data distribution is approximately norm al, the t statistics based 
UCL is known to provide good results. Typically, environm ental data are 
positively skewed, and a lognormal distribution (EPA, 1992) is often used to 
model such data distributions. The H-statistic (Land, 1971) based upper 
confidence lim it of the mean (denoted henceforth as H-UCL) is used in  these 
applications. However, recent researches in this area (Singh, Singh, and 
Engelhardt, 1997, 1999, Schultz and Griffin, 1999, Singh, Singh, and laci, 
2002) suggest that this m ay not be an appropriate choice. It  is observed that 
for large values of standard deviation (e.g., cr exceeding 1.5 - 2.5) of the log- 
transformed data, the use of H-statistic leads to unreasonably large, 
unstable, and im practical UCL values (Singh, Singh, Engelhardt, and 
Nocerino, 2001). This is especially true for samples of smaller sizes (e.g., n < 
50 - 70). The H-UCL is also very sensitive to a few low or high values. For 
example, the addition of a sample below detection lim it can cause the H- 
UCL to increase by a large am ount (Singh, Singh, and laci, 2002). Realizing 
that the use of H -statistic can result in  unreasonably large UCL, it has been 
recommended (EPA, 1992) to use the m aximum  observed value as an 
estimate of the UCL (EPC term) in  cases where the H-UCL exceeds the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
maximum observed value. Also, when the sample size is 5 or less, m axim um  
observed concentration is often used as an estimate of the EPC term  (EPA, 
1992). However, it is observed that for highly skewed data sets (lognormal, 
gamma), use of the m aximum observed concentration may not provide the 
specified 95% coverage to the population mean. This is especially true for 
samples of small size such as 5 - 15 (Singh, Singh, laci, 2002). For larger 
data sets (e.g., n > 20), the use of the m aximum  observed value results in  an  
overestimate of the 95% UCL of population mean. For such highly skewed 
data sets, use of a gamma distribution based 95% UCL of the mean provides 
a viable option.
In  case one does not want to use param etric methods to compute a UCL 
of mean (e.g., for lognormally distributed data w ith standard deviation of 
log-transformed variable exceeding 1.5), one may want to consider the use of 
bootstrap methods to compute a 95% UCL of population mean. Several 
bootstrap methods exist in the literature of statistics. The m ain objective of 
the present work is to study and compare the performance of the various 
bootstrap procedures (e.g., standard bootstrap method, bootstrap-t method, 
simple percentile bootstrap method. H all’s bootstrap method, and bias- 
corrected accelerated (BCA) bootstrap method (Efron and Tibshirani, 1993)) 
which may be used to compute a 95% UCL of the population mean based 
upon skewed distributions (e.g., gamma and lognormal). Monte Carlo 
simulation experiments have been performed to compare the performances 
of these methods. The comparison of the various methods has been 
evaluated in  term s of the coverage probabilities achieved by the various 95%  
UCLs. Based upon this study, conclusions have been derived about the
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sample mean and standard deviation (non-param etric UCL), and the 
m inim um  variance unbiased estimate (MVUE) of population mean and its 
standard error (parametric UCL based upon the lognormality assumption).
Performances of these UCL computation methods have been compared in  
terms of coverage probabilities provided by the various UCLs. A brief 
description of the five bootstrap methods and the Chebyshev inequality is 
given in  Chapter 3. For a ll other methods, refer to EPA 2002a, EPA 2002b, 
and Singh, Singh, and laci, 2002.
Two data distributions have been studied including the lognormal 
distribution and the gamma distribution. These distributions are briefly 
described in Chapter 2. Some examples are discussed in  Chapter 4. Chapter 
5 has the simulation experiments. Results (95% UCLs) for the various 
bootstrap methods and Chebyshev inequality have also been presented 
graphically in  Chapter 5. Conclusions and recommendations are discussed 
in Chapter 6.
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CHAPTER 2
DISTRIBUTIONS CONSIDERED  
Two distributions: gamma, and lognormal have been included in  the 
present sim ulation study. Singh (2001) used Monte Carlo sim ulation 
experiments to compare the performance of the various UCL computation 
methods for data sets obtained from lognormal distributions. In  their study 
they did not include bootstrap-t. H all’s bootstrap, and bootstrap BCA 
methods. Therefore, the performances of these bootstrap methods have been 
evaluated in the present study. Also Singh (2002) studied gamma 
distribution to model environm ental data sets. They used sim ulation 
experiments to study the performance of the various UCL computation 
methods. In  their study, they did not include H all’s bootstrap and bootstrap 
BCA methods. For gamma distribution, these methods have also been 
considered in the present study. In  the present study, the performances of 
the various UCL computation methods have been compared using data sets 
obtained from a norm al population. A brief description of the two 
distributions is given as follows.
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The Gamma D istribution  
A continuous random variable, X  (e.g., concentration of COPC), is said to 
follow a gamma distribution, G|7c, 2 J w ith parameters fc > 0 and 2 > 0, if its 
probability density function is given by the following equation:
f (x ;k ,0 )  = - ^  ; %>0
2*G (t)
and zero otherwise. The parameter k  is the shape parameter, and 2 is the 
scale param eter. Many positively skewed data sets can be modeled by a 
lognormal as well as a gamma distribution. The following is the form ula for 
skewness:
g -I
If  a skewed data set follows a gamma model, then a 95% UCL of 
population mean should be computed using a gamma distribution. It  is 
therefore, desirable to test if  an environm ental data set follows a gamma 
distribution. For details of gamma goodness-of-fit tests, estim ation of 
gamma parameters, and computation of a 95% UCL of mean based upon a 
gamma distribution, refer to Singh, Singh, and laci, 2002.
The Lognormal D istribution  
In  practice, m any times a skewed data set can be modeled by both 
lognormal and gamma distribution. However, due to com putational ease, 
the lognormal distribution is typically used to model such skewed data sets. 
This distribution is also included in  EPA, 2002a and EPA, 2002b. The 
following is the form ula for skewness:
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g = + -1
If  there is evidence that the population distribution is positively skewed, 
especially when cr (standard deviation of the log-transformed data) is larger 
than 1, then a lognormal distribution is often assumed as the distribution of 
the underlying data set.
Let be such a random sample from a lognormal
population, ZAf(//,<r^), where the natural logarithm , y of data are norm ally
distributed w ith mean // and variance cr̂ , N{/u,a^). Let ÿ
and 5̂ ., denote the
sample mean and sample standard deviation, respectively, of the log- 
transformed datay, =ln(x,.) ; i = 1, 2, .... n. The m e a n //,, of the lognormal
population is given by //,=  exp(//+ 0.5 cr’ ) , variance is given 
bycr,̂  =exp(2// + cr^)(exp(cr^)-l), and the m edian is given byM  = exp(//). The 
sample mean, ÿ , and sample standard deviation, ŝ ., of the log-transformed 
data are given by
_ 1 j  2 1 y —.2 (^)ŷ --Zy. and »,
UCL of the Mean, //, of a Lognormal D istribution Based Upon Land’s Method. 
A (1- a ) 100% UCL for the m ean ,//,, of a lognormal distribution based upon 
Land’s (1971) method is given as follows:
UCL = exp(y + 0.5g/ + / V iTrf) (4)
where ÿ and are the sample mean and variance of the log-transformed 
data. The 95% H-UCL given by (4) does provide the specified 95% coverage
8
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for lognormal population mean, //, . However, the practical m erit of 
lognormal model and the associated H-UCL is doubtful as it results in  
unacceptably high UCL values. This is especially true for samples of small 
size (e.g., n < 50) w ith values of exceeding 1.5 - 2.5 (Singh, Singh,
Engelhardt, and Nocerino, 2001). From the examples discussed in  Singh, 
Singh, and laci (2002), and also in  Chapter 4, it is observed that H-statistic 
based 95% UCL grossly overestimates the 95% UCL of mean and often 
results in unjustifiably large im practical UCL values. In  Chapter 4, some 
examples are included to illustrate the unreasonable behavior of the H- 
statistic based UCL.
Singh, Singh, Engelhardt, and Nocerino (2001) conducted lim ited Monte 
Carlo experiments on several lognormal distributions. In  their study, they 
did not consider aU of the bootstrap methods. In  this report, Monte Carlo 
experiments have been used to study and compare the behavior (coverages) 
of the five bootstrap methods and the Chebyshev inequality (both based 
upon sample mean and standard deviation, and the MVUE of mean and its 
standard error) to compute a 95% UCL of lognormal mean, //,.
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CHAPTER 3
VARIOUS UCL COMPUTATION METHODS 
Several authors (Johnson, 1978, Kleijnen, Kloppenburg, and Meeuwsen, 
1986, Chen, 1995) have developed inference procedures for means of 
asymmetrical distributions. Also, several bootstrap procedures (Efron, 1982, 
Hall, 1988 and 1992, Efron and TibShirani, 1993, M anly, 1997) have been 
recommended for the computation of confidence intervals for means of 
skewed distributions. Some of these methods have already been included in  
EPA 2002a, and ProUCL software (EPA 2002b). Singh, Singh, and laci 
(2002) concluded that for skewed data distributions (e.g., lognormal and 
gamma), the 95% UCLs based upon modified-t statistic (Johnson, 1978) and 
adjusted Central Lim it Theorem (Chen, 1995) do not provide the specified 
(e.g., 0.95) coverage to the population mean. These procedures have also 
been included in  the present sim ulation experiments. In  this study 
emphasis is given to the comparison of the performances of the various 
bootstrap methods.
Bootstrap Procedures 
General methods for deriving estimates, such as the method of m axim um  
likelihood, often result in  estimates that are biased. Bootstrap procedures as 
discussed by Efron (1982) are nonparam etric statistical techniques which
10
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can be used to reduce bias of point estimates and construct approximate 
confidence intervals for parameters such as the population mean, / / .  These 
procedures require no assumptions regarding the statistical distribution  
(e.g. norm al, lognormal, gamma) for the underlying population, and can be 
applied to a variety of situations no m atter how complicated. However, it 
should be pointed out th at the use of a param etric statistical method 
(depending upon distributional assumptions such as adjusted gamma 95%  
UCL) when appropriate is more efficient than its nonparametric 
counterparts. In  practice, param etric assumptions are often difficult to 
justify, especially in environmental applications. In  these cases, 
nonparam etric methods may provide valuable tools for obtaining reliable 
estimates of the parameters of interest. Use of these methods has been 
considered in environm ental applications (Singh, Singh, and Engelhardt, 
1997, 1999, Singh, Singh, and laci, 2002, Schulz and G riffin, 1999). Five 
bootstrap methods are described as follows.
Let x,,x2 ,...,x„ be a random sample of size n from a population w ith an
unknown param eter 6 (e.g., 9 = m e a n //), and let 2 be an estimate of 2 
which is a function of a ll n observations. For example, the param eter 2 
could be the population mean, / / ,  and a reasonable choice for the estimate 2 
m ight be the sample mean 3c . In  the bootstrap procedures, repeated 
samples of size n are drawn w ith replacement from the given set of 
observations. The process is repeated a large num ber of times, N  (e.g., 1000
- 2000), and each tim e an estim ate,2, of 2 (the mean, here) is computed. The 
estimates thus obtained are used to compute an estim ate of the standard
11
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error of 9. There exists in the literature of statistics an extensive array of 
different bootstrap methods for constructing confidence intervals. In  this 
study five of those methods: 1) the standard bootstrap method, and 2) 
bootstrap-t method (Efron, 1982, H all, 1988), and 3) H all’s bootstrap 
method (Hall, 1992, Manly, 1997), and 4) simple bootstrap percentile method 
(Manly, 1997), and 5) bias-corrected accelerated (BCA) percentile bootstrap 
method (Efron and Tibshirani, 1993, Many, 1997) have been considered.
UCL of Mean Based Upon Standard Bootstrap Method 
Step 1. Let ( 2 ,...,Xĵ  ) represent the sample of size n  w ith
replacement from the original data set ( x,,jC2 ,...,x„ ). Compute the sample 
mean x̂  of the sample, i  =1, 2, ..., N.
Step 2. Repeat Step 1 independently Æ times (e.g., N =  2000), each time 
calculating a new estimate. Denote these estimates by %,,3^,...,x^ . The
bootstrap estimate of the population mean is the arithm etic mean, Xg, of the 
N  estimates 3̂ .. The bootstrap estim ate of the standard error is given by
(5)
The general bootstrap estim ate, denoted hy9g, is the arithm etic m ean of
the i\T bootstrap estimates. The difference, 9 g - 9 , provides an estimate of the
bias of the estimate, 9 .
The standard bootstrap confidence interval is derived from the following 
pivotal quantity, t
12
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è - e  (6)
/ = —
A (l-a)100%  standard bootstrap UCL for 2 , which assumes that (6) is 
approximately norm ally distributed, is given as follows:
UCL = 0 + z"ag (7)
where z“ is the upper critical value (quantile) of the standard norm al 
distribution. It  is observed that the standard bootstrap method does not 
adequately adjust for skewness, and the UCL given by (7) fails to provide the 
specified (l-or)100% coverage to population mean of skewed (e.g., lognormal 
and gamma) data distributions. This can be seen from the results 
summarized in  Appendix A. This method has already been incorporated in  
ProUCL.
UCL of Mean Based Upon Bootstrap-t Method 
Another variation of the bootstrap method, called the "bootstrap-t" by 
Efron (1982) is a nonparam etric procedure which uses the bootstrap 
methodology to estimate quantiles of the t-statistic, given by (6), directly 
from data (Hall, 1988). In  practice, for non-norm al populations, the required 
t-quantües may not be easily obtained, or may be impossible to derive 
exactly. In  this method, as before in  Steps 1 and 2 described above, 3c is the 
sample mean computed from the original data, x. and are the sample 
mean and sample standard deviation computed from the fh resam pling of 
the original data. The AT quantities =(x i~x)l{s^ j) ly j in ) are computed and 
sorted, yielding ordered quantitiesf,,) <f(2 > ^ -- The estimate of the lower
13
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a**’ quantile of the pivotal quantity (6) is For example, if  = 1000
bootstrap samples are generated, then the 50*̂  ̂ ordered value, t(so), would be 
the bootstrap estimate of the lower 0 .05th  quantile of the t-statistic as given 
by (6). Then a (l-a)100%  UCL of mean based upon bootstrap t-m ethod is 
given as follows:
U C L - x -  /yfn (̂ )
It  is observed that for skewed data sets (e.g., gamma, lognormal), the 
95% UCL based upon bootstrap-t method performs better than the 95%  
UCLs based upon the simple percentile and the BCA percentile methods 
(Figures 1 - 16). For highly skewed < 0.1) data sets of small sizes (e.g., n <
15) the bootstrap-t method performs better than other (adjusted gamma 
UCL, or Chebyshev inequality UCL) UCL com putation methods. It  is noted 
that for gamma distribution, the performances (coverages by the respective 
UCLs) of bootstrap-t and H all’s bootstrap methods are almost the same 
(Figures 1 - 8). It  is also noted that for larger samples, these two methods 
(bootstrap-t and H all’s bootstrap) approxim ately provide the specified 95%  
coverage to mean, kO of gamma distribution. For gamma distributed data  
sets, the coverage provided by a bootstrap-t (and H all’s bootstrap UCL) 95%  
UCL approaches 95% as sample size increases for aU values of k  considered 
(fc = 0.03 - 2.0).
For lognormally distributed data sets, the coverage provided by 
bootstrap-t 95% UCL is a little  b it lower than the coverage provided by the 
95% UCL based upon H all’s bootstrap method (Figures 9 - 16). However, it  
should be noted that for lognormally distributed data sets, for samples of a ll
14
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sizes, the coverage provided by these two methods (bootstrap-t and H all’s 
bootstrap) is significantly lower than the specified 0.95 coverage. This is 
especially true for highly skewed (e.g., cr > 1.0) lognormally distributed data 
sets.
It should be pointed out that the bootstrap-t and H all’s bootstrap 
methods sometimes result in  unstable and erratic UCL values especially in  
the presence of outliers (Efron and Tibshirani, 1993). Therefore, these two 
methods should be used w ith caution. In  case, any of these two methods 
results in erratic unstable UCL values, when appropriate a Chebyshev 
inequality based UCL may be used to estim ate the EPC term  for non­
parametric data sets. The bootstrap-t UCL computation method is already in  
ProUCL and EPA, 2002a. H all’s bootstrap method has also been included in  
EPA 2002a.
UCL of Mean Based Upon H all’ S Bootstrap Method
HaU (1992) proposed a bootstrap method which adjusts for bias as well 
as skewness. This method has been included in  UCL guidance document 
(EPA 2002a). For highly skewed data sets (e.g., LN{5, 4)), it performs slightly 
better (higher coverage) than the bootstrap-t method. In  this method, Xj, ,
and 4 ,, the sample mean, sample standard deviation, and sample skewness 
are computed from the resampling (i = 1 ,2 ,..., N) of the original data. Let 
jc be the sample mean, be the sample standard deviation, and 4  be the
sample skewness computed from the original data. The quantities Wj and Q  
given as follows are computed for each of the N  bootstrap samples, where
15
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fF .=(x.-x)/s^, and = IZ + k^Wf H I +  k,J{6n)
The quantities g ( ^ )  given above are arranged in  ascending order. For a 
specified (1 -  a) confidence coefficient, compute the (ccN) *  ordered value ,
of quantities g .(^ ) • Finally, compute W{q^) using the inverse function, 
which is given as follows;
(9)
Finally, the (l-a)100%  UCL of the population mean based upon H all’s 
bootstrap method (Manly, 1997) is given as follows:
UCL = x-W{qJ-s^ (10)
For gamma distribution, it is observed (Chapter 5) that the coverage 
probabilities provided by the 95% UCLs based upon bootstrap-t and H all’s 
bootstrap methods are in  close agreement. For larger samples these two 
methods approximately provide the specified 95% coverage to the population 
mean, k6 of gamma distribution. For smaller sample sizes (from gamma 
distribution), the coverage provided by these two methods is only slightly 
lower than the specified level of 0 .95. For both lognormal and gamma 
distributions, these two methods (bootstrap-t and H all’s bootstrap) perform  
better than the standard, the simple percentile and the BCA percentile 
bootstrap methods.
For lognormally distributed data sets, it is noted th at H all’s UCL provides 
slightly better coverage for the population mean than the bootstrap-t UCL. 
However, the coverages based upon H all’s method and bootstrap-t methods 
are significantly lower than the specified 0.95 coverage (e.g.. Figures 13 -
16
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16). This is true even in samples of larger sizes (e.g., n = 100). For highly 
skewed data sets of small sizes. Hall's bootstrap (and also bootstrap-t) 
performs better than Chebyshev UCL (e.g. Figures 1 - 2  and Figures 15 -
16), and for larger samples, Chebyshev UCL performs better than H all’s 
bootstrap method (Figures 12 - 16). Just like the bootstrap-t method, it  
should be noted that H all’s bootstrap method sometimes results in unstable 
and erratic values especially in  the presence of outliers (Efron and 
Tibshirani, 1993). Bootstrap-t method is already in  ProUCL. In  the 
forthcoming upgrade of ProUCL, H all’s Bootstrap method w ill also be 
included.
Simple Percentile Bootstrap Method 
Bootstrap resampling of the original data set is used to generate the 
bootstrap distribution of the unknown population mean (Manly, 1997). In  
this method, , the sample mean is computed from the i *  resampling (i = 
1,2 ,..., N) of the original data. These, i  = 1 ,2 ,..., N  are arranged in ascending 
order as ^ ^ (̂at) • The (l-a)100%  UCL of population mean, / / is
given by the value that exceeds the (l-a)100%  of the generated mean values. 
The 95%  UCL of mean is the 95*^ percentile and is given by:
Percentile-UCL = 95"'%xr,i = 1,2,...,N = (11)
For example, when Al = 1000, a simple 95% percentile-UCL is given by the 
950^  ordered mean value given by .
It is observed that for skewed (lognormal and gamma) data sets, the 
coverage provided by this simple percentile method is m uch lower than the
17
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coverage provided by the bootstrap-t and H all’s bootstrap methods. Also it is 
observed that for skewed data sets, the BCA bootstrap method performs 
better than the simple percentile method.
Bias-Corrected Accelerated (BCA) Percentile Bootstrap Procedure 
The BCA bootstrap method is also a percentile bootstrap method which 
adjusts for bias in the estimate (Efron and Tibshirani, 1993, Manly, 1997). 
The performance of this method for skewed distributions (e.g., lognormal 
and gamma) is not well studied. In  this report, we study and compare its 
performance (in terms of coverage probabilities) w ith param etric methods 
and other bootstrap methods. For skewed data sets, this method does 
represent a slight improvement (in terms of coverage probability) over the 
simple percentile method. However, this improvement is not adequate 
enough and yields UCLs w ith coverage probability m uch lower than the 
specified coverage of 0 .95. The BCA upper confidence lim it of intended (1-or) 
coverage is given by the following equation:
BCA-UCL = x̂ °'-̂  (12)
where %'"-'is the 100"^ percentile of the distribution of the x . \ i  = \,2,—, N . 
For example, when N  = 2000, 3c‘“-* = ( JV)* ordered statistic of 
= 1,2,..., Af given by ■ Here is given by the following probability 
statement:
18
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where 0 (.) is the standard norm al cum ulative distribution function and 
is the lO O -(l-a ) percentile of a standard norm al distribution. For 
example, = 1.645, and 0(1.645) = 0.95. Also in equation (13), Zg (bias 
correction) and â (acceleration factor) are given as follows:
(1^)
N
where 0  '(.) is the inverse function of a standard normal cumulative 
distribution function, e.g.. O '(0.95) = 1.645. Is the acceleration factor and is 
given by the following equation:
where summation in  (15) is being carried from i = 1 to i = n, the sample size. 
X is the sample mean based upon all n observations, and 3c_,. is the mean of
(n - 1) observations w ithout the observation, i= l,2 ,...,n .
It  is observed that for skewed data sets (e.g., gamma and lognormal), the 
coverage provided by this BCA percentile method is m uch lower than the 
coverage provided by the bootstrap-t and H all’s bootstrap methods. This is 
especially true when the sample size is small. The BCA method does provide 
an improvement over the simple percentile method and the standard  
bootstrap method. However, bootstrap-t and H all’s bootstrap methods 
perform better (in term s of coverage probabilities) than the BCA method. 
Bootstrap-t method is already in ProUCL. In  the forthcoming upgrade of 
ProUCL, H all’s Bootstrap method and the BCA bootstrap method w ill also be 
included in  ProUCL. For skewed data sets, the BCA method performs better
19
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
than the m odified-t UCL. For gamma distributions, the coverage provided by 
BCA 95% UCL approaches 0.95 as the sample size increases (Figures 1 - 8). 
For lognormal distributions, the coverage provided by the BCA 95% UCL 
(Figures 11 - 15) is much lower than the specified coverage of 0 .95.
UCL of Mean Based Upon Chebyshev Inequality  
Chebyshev inequality can be used to obtain a reasonably conservative 
but stable estimate of the UCL of the mean. The two-sided Chebyshev 
theorem states that given a random variable X  w ith finite mean, /j. and 
standard deviation, cr, we have
P { - j a < X - n < j a ) > \ - j
where j  is a positive real num ber. This result can be applied w ith the 
sample mean, F  to obtain a conservative UCL for the population mean. 
Specifically, a (l-a)100%  non-param etric UCL of m e a n ,//, is given by
(17)
Of course, this would require the user to know the value of cr . The 
obvious modification would be to replace a  w ith the sample standard 
deviation, , but this is estimated from data, and, therefore, the result is no 
longer guaranteed to be conservative. In  general, if // is an unknown mean, 
// is an estimate, and à(/i)  is an estimate of the standard error of f t , then  
the quantity
UCL = /2 + A.7,59ô{p) (18)
20
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w ill provide a 95% UCL for n , which should tend to be conservative, but 
this is not assured. In  this study, we use (17) or (18) to compute a 95% UCL 
of mean based upon Chebyshev inequality. Specifically, equation (18) has 
been used to compute UCLs of mean of a lognormal distribution based upon 
the m inim um  variance unbiased estimate (MVUE) of m ean and its standard 
error.
From Monte-Carlo results discussed in  Singh, Singh, and laci (2002) and 
in  Chapter 5, it is observed that for highly skewed gamma distributed data 
sets (with k < 0.5), the coverage provided by the Chebyshev 95%  UCL (given 
by (17)) is smaller than the specified coverage of 0 .95. This is especially true 
when the sample size is smaller than 10 - 20. As expected, for larger 
samples sizes, the coverage provided by the 95% Chebyshev UCL is a t least 
95%. This means that for larger samples, the Chebyshev 95%  UCL wiU 
result in a higher (but stable) UCL of the mean of positively skewed gamma 
distributions.
It  is observed that for moderately skewed to highly skewed lognormally 
distributed data sets (e.g., w ith cr exceeding 1), 95% Chebyshev MVUE UCL 
does not provide the specified coverage to population mean. This is true  
when the sample size is sm aller than 10 - 50. For highly skewed (e.g., cr > 
2), lognormal data sets of small sizes (e.g., n < 50 - 70), the H-UCL results in  
unstable unjustifiably large values. For such highly skewed data sets of 
small sizes, one may want to use 97.5%  or 99% Chebyshev MVUE UCL of 
mean as an estimate of the EPC term .
It  is also noted that for skewed data sets, the coverage provided by a 95%  
UCL based upon Chebyshev inequality is higher than those based upon the
21
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percentile bootstrap method or the BCA bootstrap method. Thus for skewed 
data sets, the Chebyshev inequality based 95% UCL of mean (samples of all 
sizes from both lognormal and gamma distributions) performs better than  
the 95% UCL based upon the BCA bootstrap method.
22
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CHAPTER 4 
EXAMPLES
Two examples illustrating the computation of the various 95% UCLs of 
the population mean are included in this chapter. A program, MCBTEST 
was developed which can compute the UCLs of population mean using the 
methods discussed in  Chapter 3. This program also computes the UCL of 
mean of a gamma distribution. Thus the UCLs are computed using all of the 
13 methods discussed in  this report, in  EPA, 2002a, and in Singh, Singh, 
and laci (2002). It  should be noted that for small data sets (e.g., n < 100), it  
is not easy to distinguish between a gamma model and a lognormal 
distribution. It  is further noted that use of a gamma distribution results in  
practical and reliable UCLs of the population mean where as lognormal 
model yields unreliable and im practical UCL values. For positively skewed 
data sets, it is highly desirable to test if  the data set follows a gamma 
distribution. If  the data set does follow a gamma distribution, then the 95%  
UCL should be computed based upon a gamma distribution.
Example 1
A data set of size 15 is generated from a gamma, G(0.2, 100) distribution  
with the true population mean = 20, and skewness = 4 .472. The data are 
0.7269, 0 .00025, 0 .0000002548, 0 .9510, 0.000457, 32 .5884, 0 .02950 ,
23
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1.6843, 3 .3981, 170.4109, 59.8188, 0 .00042, 0 .8227, 0 .00726, and 2.1037. 
The data set consists of very small values as well as some large values. 
These types of data sets often occur in  environm ental applications. The 
sample mean is 18.17. Using Shapiro-W ilk's test, it  is concluded that the 
data also foUow a lognormal model. The standard deviation of log- 
transformed data is quite large, 5.618; therefore, the H-statistic based UCL 
of mean becomes im practically large. The bias-corrected MLEs of k  and 0 
are 0.165 and 109.939, respectively. The adjusted (using bias-corrected 
estimate of k) df, û* = 4.958. For a = 0 .05 , and n =15, the critical probability 
level, p , to be used is 0.0324 (Singh, Singh, and laci, 2002). The UCLs 
obtained using the various methods are summarized as follows.
Filename = TEST1.TXT 
Dataset Size = 1 5  
M inim um  = 0 .0000002548  
Maximum = 170.41095  
Median = 0.82266  
Mean = 18.16951  
Variance = 2053.50945  
Standard Deviation = 45.31566
95% Students-t UCL = 38.77764  
95% CLT UCL = 37.41505  
95% Adjusted-CLT UCL = 47.53695  
95% Modified-t UCL = 40.35645
24
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95% Chebyshev UCL = 69.17061  
97.5%  Chebyshev UCL = 91.23883  
99% Chebyshev UCL = 134.58756
95% Standard Bootstrap UCL = 36.51709  
95% Bootstrap-t UCL = 101.87222  
95% Bootstrap Hall's UCL = 113.86621  
95% Bootstrap Percentile UCL = 38.64065  
95% Bootstrap BCA UCL = 49.92599
Mean of log(x) = -2.18413  
Variance of log(x) = 31.56370  
Standard Deviation of log(x) = 5.61816
95% Chebyshev MVUE UCL = 9392.84943  
97.5%  Chebyshev MVUE UCL = 12693.36438  
99% Chebyshev MVUE UCL = 19176.58689  
95% H Statistic UCL = 54209281078244.22700
95% Gamma Approximate UCL = 79.54867  
95% Gamma Adjusted UCL = 97.20331
Note that the H-UCL becomes unrealisticaUy and unacceptably large. The 
true population mean is only 20. Since the H-UCL exceeds the m aximum  
observed value of 170.41, using the recommendation made in  the EPA
25
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(1992) RAGS document, one w ill use the maximum value as an estimate of 
the EPC term. Since data follow a gamma distribution, the adjusted 95%  
UCL based upon a gamma model provides the specified 95% coverage to the 
population mean. Therefore, for this data set, use of the adjusted gamma 
95% UCL = 97.2033 is an appropriate choice for an estimate of the EPC 
term . The maximum observed value represents an overestimate of the EPC 
term . Also, using the BCA method, one obtains the nom inal 95% UCL = 
49.93 which represents an underestim ate of the EPC term  (Figures 3 - 4 ) .
Example 2
Next, we consider a data set of size 20 from a highly skewed lognormal 
model, LN(5, 3 )̂ w ith parameters // = 5 and cr = 3. As mentioned earlier, there 
are fundam ental practical problems associated with the use of a lognormal 
model. For this high value of cr, the population mean assuming a lognormal 
model becomes quite high = 13359.73 which may not be a practical value in  
real application. In  practice, use of such a model w ill unjustifiably inflate the 
population mean; therefore, its use to estimate the EPC term  is not 
desirable. Note that the population median is only 148.413. The generated 
data are 4453.2441, 337.7879, 2972.0916, 10.4690, 827.7806, 63 .2507, 
13969.2646, 11.1967, 5 .2651, 65.7771, 921.7736, 7 .6539, 756.6956, 
223.3185, 140.8639, 466.1513, 3 .1751, 418.6896, 1.1281, and 22.4442. 
The observations range from 1.1281 to 13969.2646 w ith sample m ean of 
only = 1283.9. Note that the population mean is orders of magnitude higher 
than the sample mean. It  is also observed that a t 0 .05 level of significance, 
this data set cannot reject the hypothesis of a gamma model. The bias-
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corrected MLEs of shape and scale for a gamma model are 0.28 and 
4564.46, respectively. The K-S test statistic for gamma distribution is D = 
0.176 which is less than the 5% critical value of about 0.21 (with an  
estimated shape parameter of 0.28, Table 7, Schneider, 1978) leading to the 
conclusion that the data cannot reject the hypothesis of an approximate 
gamma distribution. The 95% UCLs obtained using the various methods are 
given as follows.
Filename = 20LOG53.TXT 
Dataset Size = 20 
Minim um  = 1.12810 
Maximum = 13969.26460  
Median = 182.09120  
Mean = 1283.90106  
Variance = 10185793.57674  
Standard Deviation = 3191.51901
95% Students-t UCL = 2517.88845  
95% CLT UCL = 2457.74320  
95% Adjusted-CLT UCL = 3088.01600  
95% M odified-t UCL = 2616.19827
95% Chebyshev UCL = 4394.60900  
97.5%  Chebyshev UCL = 5740.61481  
99% Chebyshev UCL = 8384.58259
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95% Standard Bootstrap UCL = 2415.03800  
95% Bootstrap-t UCL = 5784.19750  
95% Bootstrap Hall's UCL = 6069.54612  
95% Bootstrap Percentile UCL = 2643.84295  
95% Bootstrap BCA UCL = 3665.26889
Mean of log(x) = 4.78291  
Variance of log(x) = 6.82282  
Standard Deviation of log(x) = 2.61205
95% Chebyshev MVUE UCL = 8632.93482  
97.5%  Chebyshev MVUE UCL = 11458.23421  
99% Chebyshev MVUE UCL = 17007.98777  
95% H Statistic UCL = 87052.02567
95% Gamma Approximate UCL = 3049.40260  
95% Gamma Adjusted UCL = 3278.09431
As mentioned earlier, the use of a lognormal model unjustifiably  
accommodates large and im practical values of the mean concentration and 
its UCLs. For k = 0 .28 and n  = 20, the adjusted gamma UCL w ill provide the 
specified 95% coverage to the population mean of a gamma model. Thus, 
using this data set, a gamma UCL = 3278.41 provides a reasonable estim ate 
of the EPC term .
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CHAPTER 5
COMPARISON OF UCL COMPUTATION METHODS VIA  MONTE CARLO
SIMULATION EXPERIMENT 
Using Monte Carlo sim ulation experiments for data sets generated from  
lognormal and gamma distributions, the performances of the various 
bootstrap UCL computation methods have been compared in  terms of the 
coverage probabilities achieved by the respective 95%UCLs. The methods 
considered in  the present sim ulation experiments include: Student’s t 
statistic, modified t, CLT, adjusted CLT, Chebyshev method, H UCL, 
approximate gamma UCL, adjusted gamma UCL, and the five bootstrap 
methods: standard bootstrap, bootstrap t method (Efron, 1982, Hall, 1988), 
and H all’s (1992) bootstrap method, bootstrap percentile method, and BCA 
method (Efron and Tibshirani, 1993). For each of the five bootstrap 
methods, 2000 resamples have been used. Thus 13 UCL computation 
methods have been considered in  these sim ulation experiments.
10,000 sim ulation experiments are carried out for various values of the 
sample size, n = 5, 10, 15, 20, 30, 50, 70, and 100. Random deviates of 
sample size n were generated from normal, JV(//,cr^), lognormal, L N (f i,a ^) ,  
and gamma, G(k, 6) populations. Various values of the param eters,/ / ,  cr, k, 
and 0 were considered. The sim ulation experiments are described as follows.
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Step 1. Generate a random sample of the specified size, n, from a 
gamma, G{k, 50) distribution or a lognormal distribution LN(5, 
(7^). Various values of k  and cr have been considered.
Step 2. For each generated sample (10000 of them) from the chosen 
distribution, compute a 95% UCL of the mean using the various 
methods described in Chapter 3.
Step 3. Repeat steps 1 and 2, 10000 times.
Step 4. For each UCL computation method, count the num ber of tim es
the true population mean falls below a respective UCL. The 
percentages of these numbers provide the coverage probabilities 
achieved by the various UCL computation methods. Note th a t 
the true mean w ill be computed separately for each of the three 
distributions. For example, for gamma distribution, the true  
mean is given by kO.
The complete sim ulation results are given in  Appendix A. Some relevant 
selected results have been graphed in Figure 1 - 16. From the sim ulation  
results and graphs, it is concluded that for highly skewed data sets (e.g., 
lognormal and gamma), bootstrap-t and H all’s bootstrap methods perform  
better than the BCA percentile bootstrap method. Also the Chebyshev UCL 
provides better coverage to the population mean than the bootstrap BCA 
method for a ll cases considered. The sim ulation results for the two 
distributions are separately discussed as follows.
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Gamma Distribution  
In  practice, many skewed data sets can be modeled both by a lognormal 
distribution and a gamma distribution as can be seen in  Examples 1 and 2. 
As well known, the 95% H-UCL of mean based upon a lognormal model 
often result in  unjustifiably large and im practical 95% UCL value. In  such 
cases, a gamma model, G{k, 6) may be used to compute a 95% UCL of 
unknown population mean. It  is therefore, always desirable to test if  an 
environmental data set follows a gamma distribution. Goodness-of-fit test is 
not easily available for gamma distribution. In  the forthcoming upgrade of 
ProUCL (EPA 2002b), Kolmogorov-Smirnov and Anderson-Darlings 
goodness-of-fit tests (DAgostino and Stephens, 1986, Schneider, 1978, and 
Stephens, 1970) for gamma distribution w ill also be incorporated.
It is observed that the percentile bootstrap method represents a slight 
improvement over the standard bootstrap method, and BCA bootstrap 
method represents a slight modification over the percentile bootstrap 
method. However, the BCA bootstrap method and as well as the standard 
bootstrap and the percentile methods do not provide the specified 95%  
coverage for the population mean, this is especially true when the sample 
size is small, i.e., n < 20 (Figures 1 - 8 ) .  Therefore, none of these three 
versions of bootstrap methods can be recommended to compute a 95%  UCL 
of mean of a gamma population.
It  is noted that the bootstrap-t method and the H all’s bootstrap method 
are veiy sim ilar and both perform better than the BCA bootstrap method 
(the standard bootstrap and the percentile methods) as can be seen in 
Figures 1 - 8. It  also can be seen from the graphs that for highly skewed
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data (fc < 0.1) and small samples (n < 15), the bootstrap-t method and H all’s 
bootstrap method perform better than the Chebyshev UCLs. For such small 
data sets Chebyshev UCLs do not provide the specified 95% coverage to 
population mean (Figures 1, 2). However, as the sample size increases, the 
Chebyshev UCLs do provide a t least 95%  coverage to population mean. 
Bootstrap-t and H all’s bootstrap methods should be used w ith caution as 
sometimes these procedures yield erratic and unstable UCLs values 
especially in  the presence of outliers. In  case H all’s bootstrap and bootstrap- 
t yield unstable and erratic UCL results, the 95% UCL of mean should be 
computed based upon Chebyshev 99% UCL.
For data sets which follow a gamma distribution w ith 0.1 < k  < 0 .5, 
Chebyshev UCLs can be used for any n (5 < n < 100); however, for n > 15, 
the coverage provided by Chebyshev UCLs approaches 100%, i.e., the UCL is 
extremely conservative. A more realistic UCL can be obtained from the t- 
bootstrap or H all’s bootstrap methods.
For data sets which follow a gamma model w ith 0.5 < k  ^  2, Chebyshev 
UCLs are extremely conservative, plus H all’s and t-bootstrap methods 
provide coverages close to 95% and, therefore, they appear to be more 
reasonable.
It  is also noted that the coverages provided by the m odified-t statistic 
95% UCL and adjusted CLT 95% UCL are lower than nom inal 0 .95 level 
(Appendix A). In  order to avoid cluttering of graphs, the coverages provided 
by the adjusted CLT UCLs and m odified-t statistic UCLs have not been 
shown in  Figures 1 - 8 .  The coverages provided by these methods are much
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lower than 0 .95, especially when skewness is high (e.g., k  < 0.5), and sample 
size is small.
Overall, the five bootstrap methods do not perform better than the three 
Chebyshev UCL computation methods. O ut of the five bootstrap methods, 
bootstrap-t and H all’s bootstrap methods perform the best (in term s of 
providing the 95% coverage to population mean).
Lognormal D istribution
For lognormally, LN( ju ,(j ^) distributed data sets, the H-statistic based 
UCL does provide the specified 0.95 coverage for the population mean for all 
values of <t . However, the H -statistic often results in  unjustifiably large UCL 
values which can not occur in practice (e.g., see Examples 1 and 2). This is 
especially true when skewness is high (e.g., cr > 2.0). The problem w ith a 
lognormal distribution is that the population mean of a lognormal model 
becomes im practically large for larger values of cr which in turn  results in  
inflated H-UCL of the population mean. Since the population mean of a 
lognormal model becomes large, none of the other methods except for H-UCL  
provides the specified 95% coverage for that inflated population mean. This 
is especially true when the sample size is sm all and skewness is high. For 
extremely highly skewed data sets (with cr > 2.5 - 3.0) of sm aller sizes (e.g., 
n < 70), use of a lognormal distribution should be avoided. Therefore, 
alternative UCL computation methods such as use of a gamma distribution  
or use of a UCL based upon non-param etric Chebyshev inequality are 
desirable.
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For lognormally distributed data sets (which can not be modeled by a 
gamma distribution), procedure as incorporated in  ProUCL software (EPA 
2002b) may be used to compute a 95% UCL of mean.
As expected for skewed (e.g., w ith <t > 0.5) lognormally distributed data  
sets, the Student’s t-UCL, m odified-t UCL, adjusted-CLT UCL, standard 
bootstrap method. H all’s bootstrap, bootstrap-t method, and BCA bootstrap 
method all fail to provide the specified 0 .95  coverage for the unknown  
population mean (Appendix A). Therefore, the m odified-t method and some 
other UCL methods are not graphed in Figures 9 - 16.
Bootstrap BCA method does not perform better than the procedures 
already incorporated in  ProUCL software. The coverage for the population 
mean provided by the BCA method is m uch lower than the specified 95%  
coverage (Figures 9 - 16). Therefore, the BCA bootstrap method cannot be 
recommended to compute a UCL of population mean of lognormal 
distributions.
It  is also noticed that for the lognormal distribution. H all’s method 
performs slightly better (in terms of coverage probability) than the bootstrap- 
t method w ith a  < 2.5 which in  tu rn  performs better than the BCA bootstrap 
method (Figures 9 -  13). However, H all’s bootstrap methods should be used 
with caution as sometimes it  yields erratic and unstable UCLs values, 
especially in the presence of outliers.
For highly skewed (e.g., 1.5 < a  < 2.5) data sets of sm all sizes (e.g., n < 
70), the EPC term  may be estimated by using a 97.5%  or 99% Chebyshev 
UCL of the population mean (e.g.. Figures 11 - 13). For larger samples (e.g., 
n > 70), H-UCL may be used to estimate the EPC term . However, for
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extremely highly skewed (e.g., cr > 2.5) lognormally distributed data sets, the 
population mean becomes unrealistically large. Therefore, the use of H-UCL  
should be avoided especially when the sample size is small (e.g., n < 70).
For highly skewed data sets (e.g., 2.5 > cr > 3.0) of sm aller sample sizes, 
the lognormal population mean becomes so large that even a 99%  
Chebyshev UCL based on samples of small sizes (e.g.. Figures 14 - 16) fails 
to provide the nominal 95% coverage for the population mean.
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Figure 1. Graphs of Coverage Probabilities by 95%
UCLs of Mean of G(k=0.03,6=100)
Alpha Value; 0.03 Beta Value; 100
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Figure 2. Graphs of Coverage Probabilities by 95%  
UCLs of Mean of G(k=0.05,0=100)
Alpha Value: 0 .05 Beta Value: 100
20 30
Sam ple Size
-S td . ♦  T  o  Hall -H -P e re t .  *  BCA —^ C h e b y . 95% - - - C h e b y .  97 .50%  Cheby. 99%
36
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Figure 3. Graphs of Coverage Probabilities by 95%
UCLs of Mean of G(k=0.1,6=100)
Alpha Value: 0.1 Beta Value: 100
100
i
Î  “ 
£
I 80
'  ‘ 1 .  i
’1 ,  ' . ' ’- r .
» « 1» y
Sam ple Size
105
100
i “
I  90
r
S 70
-S td . e  T - O  - Hall -M -P e rc t. - * - B C A  - o — Cheby. 9 5 %  C h ^ y . 97.50% — Cheby. 99%
Figure 4. Graphs of Coverage Probabilities by 95%  
UCLs of Mean of G(k=O.2,0=lOO)
Alpha Value: 0.2 Beta Value: 100
“TT rîTi—'* '17̂ -5
: ' #
' i'
<  j y ' '
^  ---- —’
■ J-
f f
â  > f - ;
...............1
.* » '
' y x :
g g g g l
______ 1 1 " - :
20 30
Sam ple Size
T O Halt -W r- Peret. *  - BCA Cheby. 95% — — Cheby. 97 .50%  C^teby. 99%
37
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Figure 5. Graphs of Coverage Probabilities by 95%
UCLs of Mean of G(k=0.25,0=100)
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Figure 6. Graphs of Coverage Probabilities by 95%  
UCLs of Mean of G(k=O.5,0=lOO)
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Figure 7. Graphs of Coverage Probabilities by 95%
UCLs of Mean of G(k= 1.0,0= 100)
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Figure 8. Graphs of Coverage Probabilities by 95%  
UCLs of Mean of G(k=2.O,0=lOO)
Alpha Value: 2.0 Beta Value: 100
ÏS£E|‘-'
20 30
Sam ple Size
-S td . ♦  T o  Hall -H - P e ic t .  »  BCA —r— C h ^ .  9 5 %  Cheby. 97 .50%  Cheby. 99%
39
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Figure 9. Graphs of Coverage Probabilities by UCLs of
Mean of LN(p=5.0,a=0.5)
Mean Value: 5.0 Stdv Value: 0.5
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Figure 10. Graphs of Coverage Probabilities by UCLs of 
Mean of LN(p=5.0,o= 1.0)
Mean Value: 5.0 Stdv Value: 1.0
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Figure 11. Graphs of Coverage Probabilities by UCLs of
Mean of LN(p=5.0,o=1.5)
Mean Value: 5.0 Stdv Value: 1.5
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Figure 12. Graphs of Coverage Probabilities by UCLs of 
Mean of LN(p=5.0,a=2.0)
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Figure 13. Graphs of Coverage Probabilities by UCLs of
Mean of LN(p=5.0,o=2.5)
Mean Value: 5.0 Stdv Value: 2.5
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Figure 14. Graphs of Coverage Probabilities by UCLs of 
Mean of LN(p=5.0,a=3.0)
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Figure 15. Graphs of Coverage Probabilities by UCLs of
Mean of LN(p=5.0,o=3.5)
Mean Value: 5.0 Stdv Value: 3.5
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Figure 16. Graphs of Coverage Probabibties by UCLs of 
Mean of LN(p=5.0,a=4.0)
Mean Value: 5.0 Stdv Value: 4.0
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CHAPTER 6
SUMMARY AND RECOMMENDATIONS
For the two distributions considered, it  is observed that the bootstrap 
BCA method does not perform any better than the bootstrap-t and HalTs 
bootstrap methods. For skewed distributions (lognormal and gamma), the 
coverage provided by the 95%  UCL of mean based upon the BCA bootstrap 
method is much lower (less than 0.95) than the coverage provided by the 
95% UCLs based upon Chebyshev inequality, the bootstrap-t and H all’s 
bootstrap methods.
The simple percentile bootstrap method provides a slight improvement (in 
terms of coverage) over standard bootstrap method, and bootstrap BCA 
method provides a slight improvement over the simple bootstrap percentile 
method. It  is also observed that for skewed data sets, the BCA method 
performs better than the m odified-t and adjusted-CLT methods (Appendix 
A).
For lognormal data sets the BCA bootstrap method fails to provide the 
specified 0 .95  coverage for the population m ean when the sample size is 
small and skewness is high. Therefore, the BCA bootstrap method can not 
be recommended to compute a 95% UCL of population mean of lognormal 
distribution especially when skewness is high (e.g.. Figures 11 - 16).
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It  is noted that for highly skewed lognormal data sets (Figures 11 - 16), 
the coverages for the population mean provided by UCLs based upon the 
bootstrap - t  and H all’s bootstrap methods are m uch lower than the 
specified 95% coverage. It  should also be noted th at H all’s bootstrap and 
bootstrap-t methods sometimes result in  unstable and erratic UCL values 
(Efron and Tibshirani, 1993). This is especially true in  the presence of 
outliers. Therefore, these two bootstrap methods should be used w ith  
caution.
Skewed data sets can be modeled by more than one distribution. Due to 
the computational ease of working w ith a lognormal model, users often 
choose the lognormal distribution for such data sets. However, there are 
some fundamental practical problems associated w ith the use of a lognormal 
distribution. The use of a  lognormal model unjustifiably elevates the 
population mean and the associated UCL, therefore its use in  environm ental 
applications should be avoided. It  is observed that for sm all data sets (e.g., n 
< 100), it is not easy to distinguish between a gamma model and a  
lognormal distribution. It  is noted that use of a gamma distribution results 
in  practical and reliable UCLs of the population mean. It  is, therefore, 
recommended that for a given data set, the user should use a goodness-of-fit 
test to see if the data follow a gamma distribution. Gamma goodness-of-fit 
tests are not easily available. In  the forthcoming upgrade of ProUCL, a 
goodness-of-fit test for gamma distribution (e.g., Kolmogorov-Smimov test) 
w ill be incorporated in  ProUCL.
If  the data do follow a gamma distribution, then the user should compute 
a 95% UCL of the mean based upon a gamma model. Sim ulation results
45
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discussed in Chapter 5 suggest that the Chebyshev UCLs approximately 
provide the specified 95% coverage for the population mean for data sets 
with shape parameter, k, exceeding 0.1.
For gamma distribution, the Chebyshev UCLs provide extremely high 
coverage and appear to yield conservative EPC values. It  is also noted that 
for values of k  smaller than 0 .1 , the coverages provided by H all’s bootstrap 
and bootstrap-t UCLs, which are very sim ilar, are the highest among all 
remaining UCL computation methods considered. It  is also noted th at for 
small values of k  (<  0.1), as n increases, the coverage provided by the 
adjusted gamma 95% UCL approaches 0.95 faster than the bootstrap-t 
method or H all’s bootstrap method (Appendix A).
For estimated values of the shape parameter, k  > 0 .5 , one can use the 
approximate gamma 95% UCL as an estimate of the EPC term . For values of 
fc; 0.1 < k  < 0 .5, one can use the adjusted gamma 95% UCL (Appendix A). 
For values of k  smaller than 0 .1 , bootstrap-t (or H all’s bootstrap method) 
may be used when the sample size is small (n < 10, Figure 1, 2) and 
adjusted gamma UCL or the Chebyshev UCL should be used when the 
sample size starts exceeding 10. In  case, the bootstrap-t method (or H all’s 
bootstrap method) yields erratic result then the 95% UCL of mean should be 
computed using the Chebyshev UCL.
For lognormally distributed data sets, one can compute a 95% UCL of 
mean based upon the procedure as incorporated in  the ProUCL software 
(EPA, 2002b). Use of a highly skewed lognormal distribution (with <r > 2 .5 - 
3.0) should be avoided. This is especially true when the sample size is small 
(e.g., n <  70  -100). For such highly skewed data sets, it is preferable to use
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methods based upon Chebyshev inequality. For such highly skewed data 
sets, the coverages for the population mean provided by UCLs based upon 
the five bootstrap procedures are much lower than the specified 95%  
coverage (Figures 13 - 16).
For highly skewed data sets. H all’s bootstrap method performs a little  
better than bootstrap-t method (e.g., lognormal w ith a  > 1). These two 
bootstrap methods also perform better than the modified-t and adjusted CLT 
UCL computation methods (Appendix A). However, it is observed that these 
two bootstrap methods fa il to provide the specified 95%  coverage for 
population mean based upon skewed data sets (e.g., w ith tr > 1) as can be 
seen in  Figures 11 - 16. The coverage for the population mean by the UCLs 
based upon these two bootstrap methods decreases as skewness increases 
(Figures 11 - 16). It  is also noted th at these two bootstrap methods seem to 
perform better than Chebyshev UCLs when the sample size is sm aller than  
10 (Figures 12 - 16). Thus, for extremely highly skewed (e.g., a  > 2 .5 - 3.0) 
data sets of smaller size (e.g., n < 10), one can use H all’s bootstrap UCL 
(Figures 13 - 14) to estimate the EPC term , but when H all’s bootstrap 
method yields erratic result, the EPC term should be computed based upon 
Chebyshev 99%  MVUE UCL (Appendix A).
The sim ulation results for two distributions as summarized in this report 
clearly establish that BCA bootstrap method does not perform better than  
the bootstrap-t. H all’s bootstrap, and Chebyshev UCL computation methods. 
It  is observed th at for highly skewed data sets. H all’s bootstrap slightly 
performs better than the bootstrap-t method. Bootstrap-t method is already
47
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in  ProUCL. In  the forthcoming upgrade of ProUCL, H all’s bootstrap and 
bootstrap BCA can also be incorporated in  ProUCL.
48
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Gamma Distribution
k  = 2.0
k =  1.0
k  = 0.5
k  = 0.2
k = 0.2
k  = 0.1
k = 0.05-
k  = 0.03
Bootstrap-t or the Hall’s 
bootstrap method 
(Chebyshev UCLs are 
too conservative)
Bootstrap t or the Hall’s 
bootstrap method
Bootstrap-t or the Hall’s 
bootstrap method 
(Chebyshev UCLs are 
too conservative)
100
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Lognormal Distribution
<T = 4.0
a  = 3.5“
a  = 3.0“
O ’ =  2 .
a  =  2 .
(T =  1 .
O - =  1 . 0 “
CT = 0.5
H-UCL
Bootstrap-t or 
the Hall’s 
bootstrap 
method
Bootstrap-t or the Hall s bootstrap method 
(Chebyshev UCLs are too conservative)
100
50
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
APPENDIX A
Gamma1.txt
Alpha Value; 0.03 
Beta Value: 100 
Number of Test Runs: 10000 
Number of Bootstrap Runs: 2000
Max 95% 97.50% 99%
Test T-UCL CLT AdjCLT MOD. T Cheby. Cheby. Cheby.
5 58.83 53.73 51.91 55.28 54.24 60.08 63.36 67.15
10 83.48 69.56 68.64 72.73 70.25 77.76 81.34 85.13
15 93.43 77.98 77.14 81.22 78.58 86.45 89.22 92.33
20 97.31 83.44 83.01 86.45 83.88 90.92 93.26 95.64
30 99.54 89.35 89.12 91.78 89.81 95.49 97.19 98.36
50 99.99 95.19 95.08 96.62 95.44 98.62 99.3 99.7
70 100 97.44 97.41 98.38 97.64 99.5 99.8 99.97
100 100 98.85 98.84 99.24 98.92 99.86 99.95 99.98
95% 97.50% 99%
MVUE MVUE MVUE Boot strap M ethods
1 Cheby. Cheby. Cheby. Std. T Hall's Perot. BCA
5 72.15 74.29 77.17 51 86.08 85 52.62 53.23
10 94.42 95.17 96.01 68.07 89.89 89.56 69.58 73.18
15 99.08 99.23 99.49 76.85 92.27 91.74 78.24 82.07
20 99.92 99.93 99.97 82.71 94.07 93.49 83.77 87.3
30 100 100 100 88.96 96.09 95.51 89.78 92.52
50 100 100 100 95.05 98.31 98 95.46 96.99
70 100 100 100 97.37 99.17 98.91 97.69 98.54
100 100 100 100 98.82 99.53 99.43 98.89 99.31
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Gamma2.txt
Alpha Value; 0.05 
Beta Value: 100 
Number of Test Runs: 10000 
Number of Bootstrap Runs: 2000
Max 95% 97.50% 99%
n Test T-UCL CLT AdjCLT MOD. T Cheby. Cheby. Cheby.
5 60.21 53.95 51.03 55.85 54.68 61.61 65.24 69.84
10 83.92 66.36 65.11 70.31 67.37 77.26 81.47 86.05
15 93.22 73.01 72.16 77.46 73.83 84.67 88.44 92.06
20 97.46 78.1 77.43 82.57 78.96 89.48 92.56 95.51
30 99.42 83.34 82.96 87.38 84.17 93.51 96.03 98.11
50 99.98 90.53 90.3 93.38 91.14 97.39 98.77 99.58
70 100 93.38 93.25 95.45 93.88 98.9 99.63 99.92
100 100 95.35 95.3 97.01 95.68 99.5 99.88 100
95% 97.50% 99%
MVUE MVUE MVUE Boot strap M ethods
n Cheby. Cheby. Cheby. Std. T Hall's Perot. BCA
5 76.9 79.08 81.76 50.02 86.31 85.54 52.02 52.92
10 96.64 97.3 97.92 64.47 88.96 88.65 66.32 70.79
15 99.55 99.67 99.78 71.71 90.59 89.74 73.2 78.52
20 99.97 99.98 99.98 77.04 92.01 91.29 78.58 83.7
30 100 100 100 82.78 93.6 92.71 83.87 88.45
50 100 100 100 90.18 96.36 95.77 91.18 94.05
70 100 100 100 93.19 97.51 97.18 93.91 95.97
100 100 100 100 95.26 98.3 98.12 95.72 97.39
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Gamma3.txt
Alpha Value: 0.1 
Beta Value: 100 
Number of Test Runs: 10000 
Number of Bootstrap Runs: 2000
Max 95% 97.50% 99%
n Test T-UCL CLT AdjCLT MOD. T Cheby. Cheby. Cheby.
5 64.66 57.56 54.23 59.75 58.42 66.76 71.18 76.85
10 87.73 67.91 66.32 72.31 69.09 80.64 85.46 90.26
15 95.59 72.7 71.53 77.57 73.55 86.79 91.11 94.85
20 98.62 77.15 76.32 81.85 78.24 90.61 94.2 97.19
30 99.84 81.71 81.23 86.26 82.71 94.29 97.03 99
50 99.99 86.27 85.97 90.46 87.06 97.48 98.95 99.79
70 100 88.51 88.27 92.2 89.27 98.5 99.51 99.89
100 100 91.02 90.83 93.93 91.71 99.19 99.79 99.99
95% 97.50% 99%
MVUE MVUE MVUE Boot strap M ethods
n Cheby. Cheby. Cheby. Std. T Hall's Perot. BCA
5 83.68 85.88 88.54 52.74 87.61 87.52 55.23 56.47
10 98.49 98.86 99.2 65.46 88.65 88.18 67.52 72.91
15 99.85 99.91 99.93 71.02 89.14 88.33 72.64 78.58
20 100 100 100 75.84 91.12 89.72 77.59 82.93
30 100 100 100 80.94 92.55 91.22 82.43 87.24
50 100 100 100 85.8 94.44 93.84 86.99 91.3
70 100 100 100 88.14 94.96 94.54 89.32 92.95
100 100 100 100 90.76 95.92 95.66 91.75 94.48
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Gamma5.txt
Alpha Value: 0.25 
Beta Value: 100 
Number of Test Runs: 10000 
Number of Bootstrap Runs: 2000
Max 95% 97.50% 99%
n Test T-UCL CLT AdjCLT MOD.T Cheby. Cheby. Cheby.
5 77.81 69.84 66.02 71.07 70.6 81.08 85.61 90.73
10 95.16 76.09 74.12 79.82 77.02 90.57 94.5 97.65
15 98.8 79.49 78.1 83.96 80.49 93.89 96.84 98.86
20 99.71 80.76 79.61 85.48 81.6 95.35 98.07 99.49
30 99.99 84.8 84.18 88.99 85.76 97.49 99.19 99.89
50 100 86.21 85.75 90.35 87 98.71 99.67 99.99
70 100 88.4 88.16 91.85 89.03 99.33 99.89 100
100 100 89.37 89.08 92.32 89.83 99.69 99.96 100
95% 97.50% 99%
MVUE MVUE MVUE Boot strap M ethods
n Cheby. Cheby. Cheby. Std. T Hall's Perot. BCA
5 91.22 93.67 95.86 64.47 88.52 89.9 66.32 67.69
10 99.08 99.48 99.86 73.14 89.9 89.17 74.87 79.8
15 99.84 99.93 99.98 77.51 90.79 89.64 78.92 84.37
20 99.96 100 100 79.13 90.95 90.13 80.63 85.81
30 100 100 100 83.79 93.12 92.31 85.26 89.66
50 100 100 100 85.56 93.01 92.95 86.73 90.7
70 100 100 100 88.08 93.88 93.89 88.98 92.28
100 100 100 100 88.9 93.93 93.96 89.9 92.91
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Gamma6.txt
Alpha Value: 0.5 
Beta Value: 100 
Number of Test Runs: 10000 
Number of Bootstrap Runs: 2000
Max 95% 97.50% 99%
n Test T-UCL CLT AdjCLT MOD.T Cheby. Cheby. Cheby.
5 85 78.16 73.36 78.11 78.9 89.11 93.21 96.67
10 97.91 82.57 80.21 85.28 83.44 95.44 97.9 99.35
15 99.68 84.22 82.85 87.6 85.11 97.17 99 99.85
20 99.97 86.31 85.31 89.79 87.27 98.35 99.52 99.95
30 100 87.57 86.91 90.48 88.24 98.85 99.79 99.98
50 100 89.6 89.2 92.6 90.3 99.59 99.96 100
70 100 90.63 90.35 93.38 91.07 99.73 99.96 100
100 100 90.79 90.64 93.35 91.35 99.88 99.99 100
95% 97.50% 99%
MVUE MVUE MVUE Boot strap M ethods
n Cheby. Cheby. Cheby. Std. T Hall's Perot. BCA
5 93.71 96.09 98.23 71.48 89.78 90.51 73.08 74.66
10 99.01 99.54 99.91 79.2 91.01 90.08 80.63 84.64
15 99.79 99.94 99.99 82.16 91.89 90.96 83.43 87.33
20 99.98 100 100 84.82 92.68 92.2 86.08 89.76
30 99.98 100 100 86.58 92.88 92.82 87.55 90.71
50 100 100 100 89.04 93.99 93.96 89.84 92.75
70 100 100 100 90.22 94.41 94.33 91.07 93.47
100 100 100 100 90.49 94.39 94.44 91.12 93.63
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Gamma7.txt
Alpha Value: 1.0 
Beta Value: 100 
Number of Test Runs: 10000 
Number of Bootstrap Runs: 2000
Max 95% 97.50% 99%
n Test T-UCL CLT AdjCLT MOD.T Cheby. Cheby. Cheby.
5 89.87 84.25 79.19 82.39 84.52 94.64 97.33 99.12
10 98.96 86.91 84.95 88.33 87.5 97.97 99.45 99.95
15 99.93 88.12 86.75 90.22 88.75 98.71 99.72 100
20 100 88.71 87.72 90.88 89.13 99.21 99.93 100
30 100 90.17 89.54 92.12 90.62 99.54 99.93 100
50 100 90.86 90.52 93.03 91.3 99.77 99.99 100
70 100 92.03 91.72 93.81 92.41 99.88 99.98 100
100 100 92.59 92.35 94.22 93.02 99.96 100 100
95% 97.50% 99%
MVUE MVUE MVUE Boot Strap M ethods
n Cheby. Cheby. Cheby. Std. T Hall’s Perot. BCA
5 96.13 98.29 99.38 76.9 91.6 90.56 78.22 79.36
10 99.21 99.77 99.96 83.86 92.16 91.21 84.68 87.54
15 99.68 99.96 100 86.17 93.05 92.54 86.94 89.7
20 99.83 99.99 100 87.16 93.27 92.95 88.04 90.72
30 99.96 100 100 89.14 93.6 93.72 89.92 92.12
50 99.99 100 100 90.34 94.16 94.23 90.97 93.02
70 100 100 100 91.66 94.52 94.58 92.08 93.84
100 100 100 100 92.4 94.74 94.82 92.84 94.26
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Gamma8.txt
Alpha Value: 2.0 
Beta Value: 100 
Number of Test Runs: 10000 
Number of Bootstrap Runs: 2000
Max 95% 97.50% 99%
n Test T-UCL CLT AdjCLT MOD.T Cheby. Cheby. Cheby.
5 92.83 88.29 83.32 85.65 88.43 97.05 98.79 99.65
10 99.49 89.42 87.29 89.91 89.86 98.93 99.8 99.98
15 99.97 90.41 88.99 91.33 90.75 99.53 99.94 100
20 100 90.77 89.73 92.19 91.17 99.78 99.97 100
30 100 91.85 91.31 93.23 92.17 99.88 100 100
50 100 92.53 92.15 93.75 92.74 99.91 99.99 100
70 100 93.09 92.83 94.4 93.32 99.98 99.99 100
100 100 92.98 92.81 94.31 93.25 99.99 100 100
95% 97.50% 99%
MVUE MVUE MVUE Boot strap M ethods
n Cheby. Cheby. Cheby. Std. T Hall's Perct. BCA
5 97.44 99 99.7 81.24 92.52 90.93 81.92 82.62
10 99.36 99.92 99.99 86.4 92.85 91.74 87.01 88.82
15 99.83 99.97 100 88.36 93.44 92.81 89.03 90.73
20 99.94 99.99 100 89.23 93.66 93.72 89.75 91.73
30 99.98 100 100 90.97 94.45 94.45 91.36 92.97
50 100 100 100 91.87 94.38 94.49 92.5 93.72
70 99.99 100 100 92.62 94.87 94.88 93.12 94.41
100 100 100 100 92.74 94.7 94.78 92.92 94.26
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LogNorml.txt
Mean Value: 5.00 
Stdv Value: 0.50 
Number of Test Runs: 10000 
Number of Bootstrap Runs: 2000
Max 95% 97.50% 99%
n Test T-UCL CLT AdjCLT MOD.T Cheby. Cheby. Cheby.
5 92.47 88.14 83.05 84.6 88.24 97.08 98.81 99.83
10 99.5 88.94 86.66 89.08 89.32 99.1 99.84 99.98
15 99.95 90.25 88.76 91.06 90.55 99.49 99.93 99.99
20 100 90.34 89.29 91.53 90.75 99.63 99.97 100
30 100 91.32 90.73 92.63 91.56 99.84 99.99 100
50 100 92.18 91.77 93.71 92.52 99.91 100 100
70 100 92.41 92.16 93.77 92.7 99.95 100 100
100 100 92.98 92.74 94.33 93.26 100 100 100
95% 97.50% 99%
MVUE MVUE MVUE Boot strap M ethods
n Cheby. Cheby. Cheby. Std. T Hall's Perct. BCA
5 97.18 98.85 99.79 80.72 91.7 89.43 81.51 81.64
10 99.23 99.82 99.98 85.66 91.93 91.3 86.22 88.26
15 99.66 99.94 99.99 88.12 93.04 92.67 88.68 90.35
20 99.72 99.97 100 88.91 93.06 93.03 89.42 91.21
30 99.87 99.99 100 90.31 93.78 93.86 90.86 92.43
50 99.94 100 100 91.51 94.3 94.54 91.97 93.6
70 99.98 100 100 92 94.17 94.3 92.43 93.62
100 99.99 100 100 92.65 94.64 94.75 93.11 94.17
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LogNonn2.txt
Mean Value: 5.00 
Stdv Value: 1.00 
Number of Test Runs: 10000 
Number of Bootstrap Runs: 2000
Max 95% 97.50% 99%
n Test T-UCL CLT AdjCLT MOD.T Cheby. Cheby. Cheby.
5 84.42 76.53 71.28 75.06 77.02 90.86 95.38 98.43
10 97.51 79.37 77.28 81.86 80.14 95.02 98.07 99.71
15 99.55 81.26 79.74 84.37 82.07 96.7 98.97 99.86
20 99.92 83.09 82.02 86.42 83.88 97.81 99.43 99.93
30 99.99 84.52 83.8 87.89 85.16 98.39 99.75 99.98
50 100 86.65 86.24 89.86 87.18 99.26 99.91 100
70 100 87.43 87.13 90.57 88.01 99.47 99.95 100
100 100 88.83 88.65 91.67 89.28 99.63 99.99 100
95% 97.50% 99%
MVUE MVUE MVUE Boot strap M ethods
n Cheby. Cheby. Cheby. Std. T Hall's Perct. BCA
5 91.88 95.98 98.67 68.83 86.8 87.19 70.34 71.77
10 96.02 98.6 99.83 76.16 87.15 87.98 77.34 81.08
15 97.81 99.37 99.97 78.85 88.4 88.8 80.17 83.98
20 98.67 99.69 99.97 81.35 89.99 90.42 82.52 86.37
30 99.05 99.91 99.99 83.32 90.56 91.08 84.47 88.05
50 99.57 99.96 100 85.99 91.62 92.27 86.97 90.02
70 99.75 99.97 100 87 92.11 92.56 87.88 90.76
100 99.85 100 100 88.51 92.61 93.05 89.27 91.77
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LogNorm3.txt
Mean Value; 5.00 
Stdv Value; 1.50 
Number of Test Runs: 10000 
Number of Bootstrap Runs: 2000
Max 95% 97.50% 99%
n Test T-UCL CLT AdjCLT MOD.T Cheby. Cheby. Cheby.
5 72.43 63.1 57.98 63.44 63.89 78.08 85.07 91.86
10 92.49 67.23 64.87 71.48 68.21 86.08 92.28 97.31
15 97.95 69.78 68.45 74.64 70.81 89.36 94.69 98.63
20 99.4 71.19 70.09 76.68 72.21 91.09 96.01 99.22
30 99.94 74.74 73.99 80.04 75.85 93.42 97.79 99.63
50 100 77.19 76.65 82.65 78.35 95.69 98.61 99.91
70 100 79.46 79.17 84.78 80.49 97.08 99.21 99.99
100 100 80.95 80.71 85.81 81.79 97.92 99.66 99.99
95% 97.50% 99%
MVUE MVUE MVUE Boot strap M ethods
n Cheby. Cheby. Cheby. Std. T Hall's Perct. BCA
5 81.09 87.46 93.3 55.84 80.14 83.92 57.73 59.82
10 90.08 94.88 98.36 63.94 81.32 83.75 65.55 71.04
15 93.52 97.09 99.35 67.7 82.89 84.79 69.25 74.91
20 94.78 98.05 99.67 69.44 83.45 85.31 71.26 77.29
30 97.36 99.24 99.94 73.42 85.26 86.71 75.26 80.48
50 98.48 99.72 100 76.39 86.39 87.96 78.1 83.47
70 99.09 99.89 100 79.06 88.14 89.23 80.42 85.61
100 99.42 99.95 100 80.53 88.58 89.45 81.87 86.45
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LogNorm4.txt
Mean Value: 5.00 
Stdv Value: 2.00 
Number of Test Runs: 10000 
Number of Bootstrap Runs: 2000
Max 95% 97.50% 99%
n Test T-UCL CLT AdjCLT MOD. T Cheby. Cheby. Cheby.
5 58.02 49.26 44.72 50.76 49.92 62.49 70.04 79.61
10 82.62 53.55 51.53 58.31 54.56 72.35 80.1 88.99
15 92.7 56.13 54.73 62.15 57.57 76.65 84.72 92.29
20 96.77 57.84 56.68 64.26 58.97 79.49 87.15 94.47
30 99.45 61.03 60.36 67.91 62.49 83.27 90.88 96.8
50 99.99 65.22 64.74 72.15 66.51 87.96 94.08 98.33
70 100 67.08 66.74 74.19 68.44 90.38 95.99 99.02
100 100 70.28 70.02 76.04 71.4 92.03 96.73 99.5
95% 97.50% 99%
MVUE MVUE MVUE Boot strap M ethods
n Cheby. Cheby. Cheby. Std. T Hall's Perct. BCA
5 67.53 74.91 83.11 42.85 73.6 78.04 45.33 47.19
10 80.27 86.94 93.13 50.55 73.8 76.91 52.56 58.5
15 85.29 91.19 96.49 53.92 75 78.61 56.28 62.95
20 88.76 94.32 98.12 56.09 75.55 79.45 58.21 65.81
30 92.82 96.87 99.34 60 77.77 81.17 61.99 69.78
50 95.87 98.74 99.88 64.51 79.86 82.9 66.55 73.77
70 97.44 99.39 99.94 66.51 81.24 84.02 68.61 76.16
100 98.44 99.67 99.99 69.93 81.81 84.51 71.68 77.63
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LogNorm5.txt
Mean Value: 5.00 
Stdv Value: 2.50 
Number of Test Runs: 10000 
Number of Bootstrap Runs: 2000
Max 95% 97.50% 99%
n Test T-UCL CLT AdjCLT MOD.T Cheby. Cheby. Cheby.
5 43.67 34.86 31.35 37.24 35.75 46.46 53.55 62.67
10 67.64 39.2 37.46 43.68 40.17 55.29 63.2 73.63
15 81.52 42.02 41.07 47.68 43.18 60.3 68.63 79.17
20 89.49 44.34 43.52 50.65 45.42 64.36 73.14 83.31
30 96.46 47.67 47.16 54.46 48.83 68.4 77.13 87
50 99.58 50.96 50.65 58.02 52.27 73.79 82.62 91.8
70 99.98 53.26 52.97 60.76 54.53 77.16 85.75 94.44
100 100 56.03 55.77 63.77 57.43 80.44 88.52 95.97
95% 97.50% 99%
MVUE MVUE MVUE Boot strap M ethods
n Cheby. Cheby. Cheby. Std. T Hall's Perct. BCA
5 51.95 58.77 68.32 30.12 66.63 69.13 32.32 33.66
10 66.88 74.3 83.61 36.9 65.2 66.47 38.76 44.54
15 73.94 81.85 89.52 40.47 66.23 68 42.39 49.27
20 79.35 86.43 92.99 43.12 68.19 70.19 45.05 52.71
30 85.22 91.28 96.5 46.82 69.24 72 48.87 56.52
50 91.61 95.91 98.81 50.43 70.99 75.43 52.44 60.6
70 93.94 97.84 99.52 52.84 72.53 77.48 54.88 63.12
100 96.5 98.95 99.89 55.62 74.28 78.99 57.82 66.35
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LogNorm6.txt
Mean Value: 5.00 
Stdv Value: 3.00 
Number of Test Runs: 10000 
Number of Bootstrap Runs: 2000
Max 95% 97.50% 99%
n Test T-UCL CLT AdjCLT MOD.T Cheby. Cheby. Cheby.
5 29.66 23.15 21 25.03 23.67 31.23 36.4 43.61
10 50.3 26.91 25.68 30.96 27.73 38.56 45.18 54.41
15 64.62 29.35 28.53 34.3 30.34 43.08 49.94 60.3
20 75.25 31.91 31.24 37 32.85 46.44 53.74 64.54
30 87.56 34.11 33.74 39.96 35.24 50.79 58.97 70.59
50 96.74 37.7 37.36 44.02 38.64 56.71 65.76 77.33
70 99.29 39.2 38.89 46.65 40.58 60.04 69.09 81.11
100 99.96 41.91 41.71 49.56 43.07 63.82 73.49 85.43
95% 97.50% 99%
MVUE MVUE MVUE Boot strap M ethods
n Cheby. Cheby. Cheby. Std. T Hall's Perct. BCA
5 37.31 42.96 50.91 20.16 59.33 58.4 21.9 22.59
10 52.04 59.07 68.59 25.1 56.6 55.04 26.94 31.78
15 60.07 67.87 77.65 28.05 57.04 56.03 30.04 35.7
20 67.26 74.75 83.67 30.79 58.17 57.29 32.76 38.89
30 75.25 83.17 90.74 33.47 59.73 60.11 35.3 42.35
50 83.82 90.3 95.68 37.25 61.87 64.07 38.98 46.87
70 88.7 94.17 98.03 38.86 62.88 66.35 40.94 49.76
100 92.77 96.8 99.18 41.57 64.39 69.23 43.63 52.61
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LogNorm7.txt
Mean Value: 5.00 
Stdv Value: 3.50 
Number of Test Runs: 10000 
Number of Bootstrap Runs: 2000
Max 95% 97.50% 99%
n Test T-UCL CLT AdjCLT MOD.T Cheby. Cheby. Cheby.
5 18.43 14.47 12.91 15.61 14.86 19.34 22.76 27.91
10 33.35 16.99 16.32 19.85 17.57 24.93 29.22 35.91
15 45.62 19.23 18.71 22.71 19.91 28.5 33.47 41.35
20 55.75 19.68 19.3 23.56 20.5 30.1 35.67 44.19
30 71.03 23.13 22.75 27.58 23.86 35.19 42.18 51.37
50 87.12 25.01 24.76 30.24 25.9 39.1 46.19 56.98
70 93.89 26.02 25.93 31.86 27.3 41.68 49.69 61.84
100 98.25 29.59 29.45 35.48 30.66 46.17 54.47 65.93
95% 97.50% 99%
MVUE MVUE MVUE Boot strap M ethods
n Cheby. Cheby. Cheby. Std. T Hall's Perct. BCA
======
5 24.66 28.74 34.91 12.48 51.82 48.8 13.67 14.05
10 37.34 43.08 51.16 16.04 48.18 45.83 17.19 20.61
15 46.04 52.65 61.24 18.47 48.35 45.88 19.86 24.02
20 52.6 59.86 69.83 19.11 48.22 46.01 20.56 25.09
30 62.84 70.85 80.01 22.67 51.22 49.11 24.13 29.84
50 73.35 80.95 89.25 24.61 52.05 50.28 26.34 32.71
70 80.07 86.78 93.45 25.84 53.22 51.78 27.79 34.57
100 86.36 92 96.78 29.4 55.3 55.36 31.23 38.69
65
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
LogNomi8.txt
Mean Value: 5.00 
Stdv Value: 4.00 
Number of Test Runs: 10000 
Number of Bootstrap Runs: 2000
Max 95% 97.50% 99%
n Test T-UCL CLT AdjCLT MOD.T Cheby. Cheby. Cheby.
5 11.02 8.4 7.6 9.21 8.72 11.54 13.59 16.8
10 20.4 10.23 9.81 11.89 10.55 14.67 17.29 21.73
15 29.59 11.58 11.22 13.76 12.03 17.42 20.73 25.82
20 36.68 12.39 12.06 14.77 12.69 18.62 22.31 28.41
30 49.34 13.59 13.45 16.7 14.16 21.32 25.35 31.94
50 67.62 16.07 15.93 19.58 16.66 25.29 30.26 37.52
70 79.84 17.56 17.46 21.29 18.3 27.63 33.14 41.85
100 89.74 18.7 18.64 23.01 19.44 29.45 35 44.61
95% 97.50% 99%
MVUE MVUE MVUE Boot strap M ethods
n Cheby. Cheby. Cheby. Std. T Hall's Perct. BCA
5 15.48 17.95 22.02 7.31 44.59 40.66 8.09 8.23
10 24.9 29.4 35.26 9.6 40.65 38.65 10.43 12.44
15 33.37 38.44 46.14 11.08 40.33 38.38 12.04 14.6
20 38.75 44.97 53.47 11.94 40.96 38.86 12.85 15.71
30 48.59 55.47 64.54 13.4 41.46 39.27 14.34 17.99
50 61.64 69.63 78.94 15.83 43.11 40.8 17.08 21.55
70 69.62 77.45 86.01 17.43 44.76 42.32 18.72 23.76
100 77.19 84.58 92.01 18.52 45.31 42.6 19.99 25.39
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