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Abstract
The thesis focuses on improving the performance of wireless networks including en-
ergy eﬃciency and the maximum capacity of the network. In wireless networks such
as ad hoc networks, they have been observed that the physical transmission rate is
a vital parameter. For slow data rate networks, not only the end-to-end through-
put is poor, the energy eﬃciency is also not good, because the transmission energy
cannot be consumed eﬀectively. In order to improve both performance matrices,
this thesis proposes the use of MIMO-HSDPA techniques collaborating with an op-
timal resource allocation technique. When using the MIMO-HSDPA approach, it
will be demonstrated in the thesis that the total physical data rate increases signif-
icantly, which render the improvement in both energy eﬃciency and the end-to-end
throughput.
In chapter 2, the performance of stationary ad hoc networks has been examined.
The network uses the HSDPA technique to improve the physical data rate whilst a
multipath routing communication with the load balancing algorithm is also employed
to maximize energy eﬃciency. The focus of the chapter is on optimizing a packet size
in order to achieve the target end-to-end throughput required by a user. The packet
length optimization involves the analysis and modiﬁcation of the MAC service time
model, which will be used to determine the optimum packet size.
In chapter 3, for further improvement of the physical data rate, the MIMO trans-
mission technique is employed in collaboration with the HSDPA approach. However,
when increasing the data rate, fading in the communication channel ﬂuctuates and
has eﬀects on the received signal. The fading causes the communication channel to
be a frequency selective channel, which renders an Inter-Symbol-Interference (ISI) in
the received signal and the subsequent reducing in the performance of the receiver.
The chapter shows how to allocate energy in the MIMO-HSDPA communication
system where a channel is considered as a frequency selective channel. In order to
mitigate the eﬀect of the ISI the successive interference cancellation (SIC) technique
is also used at the receiver. By using the energy allocation and the SIC technique,
the maximum capacity of the system is greatly enhanced and is close to the upper
V
bound capacity achieved by the water-ﬁlling algorithm.
The communication channels being examined in the thesis mainly are type of
pedestrian A channels. The channels are assumed to represent Wireless LAN sys-
tems, which are used only for short distance communications. Once MIMO tech-
niques are applied, antenna conﬁgurations might produce spatial correlations on
the pedestrian A channels, which causes reduction in the capacity given by a spa-
tial multiplexing gain of the MIMO systems. In chapter 4 chapter, the capacity
of the MIMO-HSDPA systems over correlated channels is identiﬁed and, in order
to improve the performance, MIMO pre-coding techniques such as an Eigen value
and a channel inverse pre-coding approach are proposed to deal with the correlated
channel problem.
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1 Introduction
The High Speed Downlink Packet Access (HSDPA) [4], a technique currently em-
ployed in 3G cellular networks, can be used to improved downlink throughput of
wireless networks. However, it was revealed by [5] that the performance of the HS-
DPA technique, when implementing in reality, is much lower than the theoretical
performance. Work represented in [5] also identiﬁed the cause of the performance
degradation, which is mainly due to the interference at the receiver created by
multi-path fading channels and, moreover, non-optimal resource allocation done by
the transmitter.
This thesis focuses on optimizing the end-to-end performance of wireless com-
munication systems where the HSDPA technique is implemented at the physical
layer. In order to improve the performance, the Multiple-Input-Multiple-Output
(MIMO) transmission technique [6] can be employed in collaborating with the op-
timal resource allocation technique. The resource allocation approach used in this
thesis is call the Equal-Energy-Equal-SNR (EEES) and the Equal-Energy-Equal-
Rate (EEER) approach. The EEES approach is able to produce the data rate which
is close to the upper bound value but the computational complexity is high. If
the computational cost is concern the EEER approach can be used instead, but
the achievable data rate produced by the EEER approach is lower than the EEES
approach. In addition, once the MIMO technique is operated, antenna conﬁgura-
tions cause correlations between MIMO paths in the communication channels, which
degrade spatial multiplexing gain and the subsequent Signal to Interference-Noise
Ratio (SINR) at the MIMO receivers. In order to mitigate the eﬀect of the correlated
MIMO channel, the pre-coding technique at the transmitter can be employed. This
thesis also examines the Eigen vector pre-coding and the chanel inverse pre-coding
strategy to be used to improve the performance of the MIMO system.
1
1.1 A Review of Mobile Technology
The key technology focused in this thesis is the wireless communication. Speciﬁ-
cally 3rd generation networks which will be reviewed for the High Speed Downlink
Packet Access (HSDPA) approach and a MIMO transmission techniques. Rather
than voice communications, the 3G networks emphasizes on data communications.
Having the HSDPA and the MIMO communication techniques improves peak data
rate of the 3G networks signiﬁcantly. However, the 3G networks encounter more
communication channel problems for example the Inter-Symbol Interference (ISI) or
the correlation between links, when the MIMO communication is used. Obviously,
these will degrade the performance so that the system needs to be designed properly
in order to deal with the channel problems. Moreover, resources in wireless system
such as bandwidth and energy are constraint resources. Allocating bandwidth and
energy need to be done fairly and properly among nodes in the network, otherwise
these resources can be wasted, which causes to performance loss.
1.1.1 The High Speed Downlink Packet Access (HSDPA)
The HSDPA system was developed for the W-CDMA system by the 3GPP group,
whose job is to issue the global standard speciﬁcation for 3G networks, based on
the GSM system. The work developed by the 3GPP group was submitted to the
ITU and the ﬁrst release was the release R99 [7], which was delivered in Decem-
ber 1999. The release R99 speciﬁes all requirements for performing the Wideband
Code Division Multiple Access (W-CDMA) system as required by the International
Telecommunication Union (ITU). The HSDPA technique was ﬁrst released in Rel-5
whilst the HSUPA was introduced in Rel-6. The HSDPA and HSUPA were brought
together in Rel-7, which is known as the HSPA, and all release after the Rel-7 dis-
cuss the new generation of the mobile network, 4G Long-Term-Evolution (LTE)
systems. The Current version of the release is now run into Rel-12. As user would
like to achieve a higher downlink throughput, which is very close to the theoretical
throughput, so that the thesis focuses on the HSDPA technique.
The HSDPA evolved from the R99, which is a method for transmitting data
packet in W-CDMA systems. In R99, there are three communication channels [3],
a Dedicated Channel (DCH), a Downlink-Shared Channel (DSCH) and a Forward
Access Channel (FACH). The DCH channel is allocated to a single user who requests
data transmission. The number of the DCH channels depends on the Spreading
Factor (SF) whose maximum number is equal to 256. When using burst data traﬃc,
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the DCH channel on its own is insuﬃcient to provide the services to all users so that
the DSCH channel, where the users can share the channel was introduced to provide
smooth communication. The FACH channel is the secondary control channel and is
used to interact with users who fail to deliver Channel Feedback Information (CSI)
containing the quality of communication channel. In the HSDPA approach there
are changes in both a physical channel and a protocol structure [8].
For the HSDPA systems, the DSCH channel is modiﬁed to HS-DSCH where an
Adaptive Modulation and Coding (AMC) scheme is employed instead of a variable
spreading factor and a fast power control algorithm. A multi-code operation is
extended which allows users to use up to 15 codes in parallel for the transmission.
In the HS-DSCH, the channel sharing is operated in time domain and is updated
every 2 millisecond. This is fast enough to use a fast Automatic Repeat Qequest
(HARQ) and a fast link adaption algorithm, which makes the transmission much
better than the variable spreading factor technique. To perform the AMC technique,
a HSDPA base station (node B) requires the CSI feedback from each user on a High
Speed Dedicated Physical Control Channel (HS-DPCCH). Once node B ﬁnishes
resource allocation using the AMC algorithm, signalling information is transmitted
on a high speed shared control channel (HS-SCCH) whilst data is placed on the HS-
DSCH channel. Each receiver uses the information carried on the HS-SCCH channel
for demodulation purpose. The physical channels of the HSDPA can be seen in the
Figure 1.1
Figure 1.1: The HSDPA’s physical channels.
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The performance of the HSDPA approach is aﬀected by the channel condition,
the terminal category and the resource allocation algorithm, and including Signal
to Interference and Noise (SINR). In release R99, there are 2 modulation scheme,
Quadrature Phase Shift Key (QPSK) and 16 Quadrature Amplitude Modulation
(QAM), which have been used with eﬀective turbo code rate to achieve the maximum
throughput. For the R99, the eﬀective throughput is represented by the Table 1.1
Table 1.1: HSDPA data rate [3]
Modulation Eﬀective code rate Max data rate (Mbps)
QPSK 1/4 1.8
QPSK 2/4 3.6
QPSK 3/4 5.3
16QAM 2/4 7.2
16QAM 3/4 10.7
The 64QAM modulation was introduced in the Rel-7, which raises the throughput
to 21Mbps and, with a 2x2 MIMO transmission technique issued in Rel-7 as well,
the throughput increase to 42 Mbps. As it can be seen, the MIMO approach is able
to double the data rate of the HSDPA system, which is the signiﬁcant improvement.
The MIMO communication technique will be discussed in the next section.
1.1.2 The MIMO communication
In an eﬀort to improve the downlink throughput of the 3G HSDPA system, the ITU
has introduced the MIMO communication technique. The MIMO was introduced in
3GPP Rel-7 [9], which submitted to the ITU in September 2007. The MIMO is a
system where transmitters and receivers employed multiple antennas in communica-
tions, as it can be seen in the Figure 1.2 With the multiple antennas, by consuming
the same amount of transmission power, MIMO systems improve the throughput
performance substantially compared with the conventional system where one trans-
mitting antenna are employ (SISO) [10]. The MIMO receiver basically gets not only
expected data, but the redundant data which is delivered by the others antennas.
These redundancies can be utilized to achieve performance gains such as spatial
diversity or spatial multiplexing. Consequently, communication links become more
robust as well as providing throughput improvement. Typically, the performance
improvement of the MIMO systems is produced by using array gain, diversity gain,
spatial multiplexing gain and by reducing interference [11].
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Figure 1.2: A MIMO system. [1]
A wireless communication channel basically is not a perfect medium which intro-
duces fading to the received signal. The amplitude of received signal is corrupted
by random fading, which aﬀect the reliability and the error rate of the received
symbol. Once a multiple antenna is employ at receivers or transmitters, a diversity
technique can be used to reduce the eﬀect of the fading. The principle of the diver-
sity is to provide copies of a transmitted signal to receivers. Each signal reach to
the receiver after experiencing independent fading can be used to combine by using
signal processing techniques to provide more reliable transmission. This signal pro-
cessing method is called diversity processing and it can be done at the transmitter
side or at the receiver side. The diversity technique can be done on space, time or
frequency [12]. For example, coding and interleaving techniques may be used for
time diversity whilst a frequency diversity can be obtained by using ﬁlter at a trans-
mitter or a receiver. However, the time diversity and the frequency diversity appear
to be waste of resources to make use of the diversity. One more eﬃcient method is
a space diversity [13] which can be done by separate antennas with proper space,
which is normally about a quarter of a carrier wave length to make independent
fading of received signals. In addition to space diversity, it is feasible to use an-
tennas with diﬀerent polarization or use multiple antennas where each one point to
diﬀerent direction for achieving the diversity. Signals travel through diﬀerent paths
or polarization also encounters independent fading property.
The performance of the diversity technique can be indicated by array gain or
diversity gain [12]. The array gain represents how much average received SNR
increases, once the diversity is employed. The array gain can be formulated such
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that [12]
ga =
γout
γ
(1.1)
where γout and γ are an average of output SNR over channel distribution and average
of SNR output for a single branch respectively. The diversity gain is a negative slope
of the log-log plot of the average error probability versus the SNR, that is [12]
g0d(γ) = −
log2(P )
log2(γ)
(1.2)
where P is the average error probability.
Apart from using the MIMO technique to achieve diversity gain, it is also possible
to use the MIMO to improve data throughput as well. Under proper fading channel
conditions, the MIMO is able to transmit multiple data streams. At the receiver end,
each data stream can be separated as a single-input-single-output (SISO) stream,
which increases the data throughput proportionally to the number of transmitted
data streams. This is called spatial multiplexing technique [14]. Assume that there
are NT transmit antennas and NR receive antennas employed in the communication
and, by operating techniques such as a beam-forming, spatial multiplexing gain can
be produced as NL multiple substreams, where NL = min(NT , NR) is transmitted
simultaneously over a MIMO channel. With the parallel data stream transmission,
the bandwidth normalized capacity of the MIMO system is improved such that
C
BW
= NL log2(1 +
NR
NL
S
N
) (1.3)
The channel SNR is denoted by S/N while C and BW represents the channel capacity
and the channel bandwidth respectively. As this thesis aims to achieve the upper
bound capacity, the spatial multiplexing MIMO system is a major focus of the
thesis. The spatial multiplexing was originally introduced by [15] and have been
implemented in BLAST and V-BLAST system [16,17]
In addition, when using MIMO spatial multiplexing technique, a simple analyt-
ical system model was introduced in [15] to demonstrate that the level of noise in
each sub-stream increases. Especially, when the channel matrix becomes a singular
matrix, the level of noise is boosted greatly, yielding performance degradation as it
can be seen in (1.3). The reduction in the throughput due to co-channel interference
can be mitigated by using a MIMO interference reduction technique. In this con-
text, multiple streams received by the MIMO receiver are considered as interferer to
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each other. The receiver ﬁrstly extracts the strongest signal and then subtracts this
signal stream from the rest of signal. Once the strongest signal is removed, the level
on the noise and interference in the remaining signal is reduced so that the receiving
process works more eﬃciently. The MIMO interference reduction technique can also
be operated in a multi-cell cellular environment to reduce the co-channel interfer-
ence caused by frequency re-using. In this case, the interference is reduced from
the margin of the expected signal by the co-channel signal but using this strategy
requires good knowledge of the channel information.
An example of the system which employs the MIMO communication is the IEEE
802.11n [18, 19].By exploiting MIMO and spatial multiplexing the data rate of the
IEEE 802.11 is increased. The IEEE 802.11n standard, when using 4 x 4 MIMO
with 4 spatial stream on 40 Mhz channel bandwidth, oﬀers the peak data rate to
600Mbps [20], which is almost 12 times faster than the IEEE 802.11g.
1.2 Wireless Channel Fading
Naturally, communications using radio waves to transmit signals over long distances
will always encounter signal attenuation. The environments basically not only re-
duce amplitude of the transmitted signal but vary them randomly as well. The radio
transmission is based on the basic propagation principles of wave, reﬂection, diﬀu-
sion and scattering. Signals go to receiver appearing as a multiple reﬂection form
known as the multipath propagation. Each multipath reﬂection encounters ampli-
tude variation, known as fading or multipath fading that can harm or sometime
reinforce the received signal. In [21], fading characterized as a large-scale fading
channel, where receivers are moving over a large area. For large-scale fading, the
amplitude of the signal is not rapidly changing but gradually reducing as a propa-
gation distance increases. The large-scale model therefore emphasises on predicting
path loss coeﬃcient as a function of the distance and environment factors. On the
other hand, when receivers are moving in a short distance, the amplitude of the
received signal ﬂuctuates quickly so that small-scale fading model is used to de-
scribe the behaviour. In this model, the speed of the receiver or the transmitter and
multipath propagations inﬂuence the fading characteristics. Hence, the model can
be characterised by using the time-delay spread signal or a time-variance of signal,
as it can be seen in the Figure 1.3. The small-scale fading can be considered in a
time domain as well as a frequency domain. Moreover, it can be characterized as a
frequency selective fading channel, ﬂat fading channel, slow fading and fast fading
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Figure 1.3: Fading characterization. [22]
according the domain of operation. In this thesis focuses on the ﬂat fading and
the frequency selective fading as we want to optimize the downlink throughput is
optimized for those channel models.
1.2.1 A MIMO Channel
Initial, MIMO channel modelling considered channel as the narrow transmission
band channel with the properties of independent and identical distribution (i.i.d)
ﬂat fading channel. Later, the use of broadband communications is led to the use
of wideband model. This changes the common channel model to a broad spectrum
model, which is a frequency selective channel model. Moreover, extensive studies on
MIMO communications have demonstrated that MIMO channels basically have spa-
tial correlations between MIMO paths so that the analysis of MIMO communication
channel model required a more realistic model. The conventional MIMO channel
model for the system employingm transmit antennas and n receive antennas is given
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as an n×m dimensional matrix, that is
H(t, τ) =

h1,1(t, τ) h1,2(t, τ) · · · h1,m(t, τ)
h2,1(t, τ) h2,2(t, τ) · · · h2,m(t, τ)
...
...
. . .
...
hn,1(t, τ) hn,2(t, τ) · · · hn,m(t, τ)
 (1.4)
where hj,i(t, τ) is a time-variant impulse response representing a path gain between
transmit antenna ith and receive antenna jth. The τ denotes the path delays excess,
which is used for deﬁning multi-path components in the channel model. Hence,
for ﬂat-fading channels, the τ can be simpliﬁed as zero. Depending on the level
of sophistication, the MIMO channel can have multipath components where the
amplitude is a complex number modeled for scattering, reﬂectivity and antenna
polarization. It can includes parameters representing antenna conﬁgurations as well
as a pulse shaping ﬁlter, which connect to the bandwidth of the system.Currently,
there are many of MIMO channel models have been proposed. These channel models
can be classiﬁed into two categories, physical models and analytical models, as the
work conducted by [23].
The MIMO physical channel models
The physical models take electromagnetic wave propagation mechanisms into con-
sideration for making the model. The model is based on the double-directional
multipath propagation [23] between the location of transmit antenna arrays and
the location of receive antenna array, which are described by parameters such as
direction-of-departure(DoD), direction-of-arrival (DoA) and the delay times of mul-
tipath components. The physical model excludes antenna conﬁguration parameters
such as pattern of antenna, number of antenna and also the system bandwidth.
In addition to the physical models, they can be separated into three sub groups,
deterministic models, geometry-based stochastic models and non-geometric stochas-
tic models. For the deterministic models, as it is implied by the name all propagation
parameters exploited in the model are deterministic. The geometry-based stochastic
models formulate the channel impulse responses by using the law of wave propaga-
tion and parameters according to transmitters, receivers and scatters geometries,
which are speciﬁed randomly. Finally, all parameters are completely determined
by using stochastic processes for a non-geometric stochastic model. In this model,
probability density functions describing the parameters are given without deﬁning
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underlying geometry. Detailed and sets of example models of the MIMO physical
channel also are given in [23].
The MIMO analytical channel models
In the MIMO analytical models, mathematical methods are used to characterize
impulse responses of the channel. Each channel impulse response representing char-
acteristics of the path between transmit antennas and receive antennas and those
channel impulse responses are used to construct a MIMO channel matrix, which
is favorable for examining MIMO systems. The MIMO analytical models are cat-
egorized as propagation-motivated models, which characterize the matrix by using
propagation parameters, and correlation-based model, which take correlations be-
tween elements of the MIMO channel matrix into account. In this thesis, the em-
phasis is put on using the correlation-based models which the channel degradation
due to spatial correlation and antenna conﬁgurations are examined.
For the correlation-based models, the channel model is represented as a multi-
variate complex Gaussian distribution of the channels coeﬃcient, and the MIMO
channel model is obtained as [23]
H =
√
1
1 +K
Hs +
√
K
1 +K
Hd (1.5)
where Hs and Hd are the matrices describing non-Line-of-Sight (non-LOS)and the
Line-of-Sight (LOS) component respectively, and K ≥ 0 denotes the rice factor.
In general, we are interested in the systems where the LOS component is absent
or K = 0, so that the MIMO channel matrix can be rewritten as H = Hs. The
channel matrix is a n×m dimensional matrix, where n andm represents a number of
antennas at the receiver and the transmitter. The channel comprises all multi-path
components. Hence, for time-varying channel, the MIMO channel can be represented
by discrete time channel impulse such that
H(t) =
L∑
l=1
Hl(t)δ(t− l) (1.6)
L is a number of resolvable paths. It is further assumed that, there are no correlations
between multipath ray so that each Hl matrix can be modeled independently. In
the correlation-based model, the correlations of all entries in the channel matrix
are characterized by the full correlation matrix, RH , which is given for each l
th
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multi-path tap as
RH,l = E
{
vec {Hl} vec {Hl}H
}
(1.7)
Each element in the correlation matrix is a random variable and they are commonly
described by using the Laplacian [24] probability density function, which is basi-
cally formulated as a function of antenna conﬁgurations, Angle-Of-Arrival (AoA)
and Angle-Of-Departure (AoD). For simplicity, there are many schemes used to
calculate each correlation coeﬃcients in the matrix RH . One of those approaches
is the i.i.d model that assumes all of elements in the MIMO channel matrix to
be uncorrelated. The i.i.d model can be applied on the rich scatter environment
where multipath components uniformly arrive at the receiver in all directions. The
correlation matrix therefore can be written as a function of a variance,ρ, which is
RH = ρ
2I. Alternatively, the kronecker model [25] can be exploited to model the
correlated MIMO channel model. Using the kronecker model, the full correlation
matrix is given as a kronecker product, that is
RH = RTx ⊗RRx (1.8)
where RTx is a spatial complex correlation matrix of a transmit antenna array
whilst RRx denotes a spatial complex correlation matrix of a receive antenna array,
both correlation matrices represent correlation between the channel coeﬃcients. For
the MIMO system, the channel capacity depends on the correlation between those
channel coeﬃcients, where a large gain of the capacity can be achieved from a de-
correlated channel. The spatial correlation matrices are written as
RTx = E
{
HHH
}
, RRx = E
{
HHH
}
(1.9)
Hence, for lth multi-path components, the kronecker model representing the MIMO
correlation channel Hl is given as
Hl = R
1/2
Rx,lHwR
1/2
Tx,l (1.10)
The Hw is n × m dimension MIMO channel matrix whose entries are generated
from i.i.d complex Gaussian distribution. Note that, among the MIMO channels, the
kronecker model is the most successful model for examining the MIMO system. With
the feature that completely separates the transmitter and the receiver correlation
matrix, the model allows to perform optimization independently. This makes the
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kronecker model favorite in MIMO system designing.
1.3 Research motivation
This section addresses the problems to be solved in the thesis
1. How to optimize energy efficiency and throughput in end-to-end
communication in the ad hoc networks.
Since energy is always a constrained resource in wireless networks, energy
eﬃciency is an important research topic in wireless communication. For high
speed networks, a data rates is directly proportional to the energy consumption
so that using the high data rate results in fast energy exhausting. For a given
transmission energy, what can be done in order to optimize the throughput
and the energy eﬃciency of the wireless network is to maximize the data rate.
This section shows optimizing energy eﬃciency and the throughput in ad hoc
networks, where the 3G-HSDPA technique is employed and the communication
channel is assumed to be a ﬂat fading channel. The energy eﬃciency can be
optimized by using a multi-path routing communication collaborating with
a load balancing algorithm, which yields the extension of network lifetime.
Once the load balancing allocates the amount data to be transmitted to data
paths, the maximum throughput of the data paths then can be achieved by
using packet length optimization. It will be shown in the section that the
maximum throughput of the network is inversely proportional to a link service
time. Hence, the throughput will be improved by reducing the service time
when the slowest link data rate is maximized. For improving the slowest link
data rate, the MIMO communication can be implemented. The use of MIMO
changes the system to be MIMO-HSDPA integration system which requires
new resource allocation scheme.
2. How to allocate the total transmission energy into parallel coded-
channels of the MIMO-HSDPA system such that the upper-bound
throughput can be achieved
When maximizing the link data rate for the system with the HSDPA-MIMO
transmission technique, it is assumed that the total transmission energy per
symbol is limited at the transmitter. The HSDPA system uses multi-code
CDMA with orthogonal signature sequences, which spread the transmission
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symbols. For a given signal to noise ratio at the receivers, the total capacity of
the system can be calculated. Currently, two methods are used to distribute
the total energy at the transmitter to achieve throughput close to the capacity
upper bound. These scheme are the equal-SNR-equal-rate (EEES) loading and
the equal-energy-equal-rate (EEER) loading scheme. The EEER is simple to
implement but at high SNR value the capacity diverge from the upper bound
capacity. The EEES produces a throughput close to the capacity upper bound
at the expense of having high computational complexity at the transmitter
and a high level of channel state information feedback requirement. Both
techniques will be applied on the HSDPA-MIMO to improve the downlink
throughput.
Simulation have been run to examine the performance of the EEER and the
EEES technique and it conﬁrms that both schemes are able to provide the
promised results. However, it is necessary to evaluate the performance of both
techniques on practical systems. This section also includes the detail of setting
up the test bed system using the software deﬁned radio based on the Labview-
FPGA system. Once the test bed system is constructed, it will be used to
examine the EEES and EEER approach and to produce the testing results for
the section.
3. How to deal with the correlated channel in the MIMO-HSDPA sys-
tem.
It will be assumed that the proposed wireless network operates in the envi-
ronment where the transmission scheme uses a MIMO link with signals being
correlated between the transmitter antenna elements and also between the
receiver antenna elements. This causes the communication channel becomes
correlated channel, which can be modeled by using A kronnecker model. The
Kronecker MIMO correlation channel model will be developed and the capac-
ity upper bound as a function of the received total signal to noise ratio will
be identiﬁed for the Kronecker correlated MIMO channel model. It will be
shown that the capacity for the correlated MIMO channels has a reduced or
degraded capacity. For the MIMO system with correlated channels, the CSI
feedback information is assumed to be perfectly known by the transmitter and
incorporates the correlation channel model to implement a pre-coder at the
transmitter to improve the degraded capacity. The pre-coding incorporating
with the resource allocation technique promises to improve the capacity over
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the correlated channel. The performance of the proposed pre-coding technique
will be examined in the section.
1.4 Thesis outline
Chapter 2 discusses how to improve the end-to-end performance of the ad hoc net-
work. The chapter begins with the ad hoc system model and the description of the
physical layer to be used in the thesis. This section also includes the previous work
done on the physical layer to enhance the downlink throughput by using the HSDPA
with the two group bit allocation technique. Section 2 of the chapter demonstrates
how to enhance the energy eﬃciency by using the multi-path routing approach with
the load balancing algorithm. This section shows the results of the load balancing
which is used to extend the network lifetime. Then, the Carvalho’s MAC service
time model is discussed in section 3 of the chapter. This section also describes the
modiﬁcation of the service time model for using in packet length optimization. The
validation and the simulation result of the new model is presented in section 4 of the
chapter. The modiﬁed service time is used to determine the optimum packets size.
When using the optimum packet size in data transmission, the end-to-end packet
delivery ratio is measured.
Chapter 3 introduces the use of the MIMO technique to increase the downlink
throughput of the 3G-HSDPA system. The ﬁrst and the second part is for the
introduction and the related works. Section 3 of the chapter outlines the MIMO
system model to be employed in the chapter and the MIMO channel model which
is deﬁned as a frequency selective channel. Section 4 describes the EEES and the
EEER resource allocation technique and the replicated simulation results produced
by LabVIEW. The detail of how the test bed system is constructed including the
time and frequency synchronization for the signal reception is given in section 5.
In section 6, the LabVIEW-PXIe test bed system used to produce the result for
the chapter is presented and, in the last part, the performance evaluation of the
proposed resource allocation technique is given.
Chapter 4 addresses the MIMO correlated channel problem. The ﬁrst and the
second part of the chapter describe the MIMO correlated channel and the MIMO
system model to be used in the chapter, this part includes the kronecker model
and a method employed to formulate correlation coeﬃcient matrices. The third
and the fourth section of the chapter discussed the capacity of the system and how
the correlated channel aﬀects the capacity of the channel. The use of Eigen vector
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pre-coding and the channel inverse pre-coding approach in order to improve the
capacity of the correlated channel is given in part 5 of the chapter and, in the
section 6, the performance of the Eigen vector pre-coding and the channel inverse
pre-coding system on the speciﬁed environment is discussed.
Chapter 5 contains the conclusion of the thesis and discusses about the future
work.
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2 End-to-End Performance
Enhancement in Ad Hoc Wireless
Networks
Data throughput of networks is determined by the amount of information success-
fully transferred from a source to a destination in a given time. For a point-to-point
communication, the achievable throughput is the maximum throughput as data traf-
ﬁc ﬂow without any interruptions from surrounding environments. In this case, the
maximum throughput is only bounded by the physical layer parameters such as the
signal strength or a channel bandwidth. Typically, the maximum throughput or
the upper bound throughput can be obtained by using Shannon’s equation, which
gives the upper bound as the maximum data rate achieved by link. However, when
considering ad hoc networks, the throughput is not only depended on the physical
layer, it is also associated with other layer such as the link layer or the routing layer.
The link layer operates transmission scheduling tasks by using Medium Access
Control (MAC) protocols. For ad hoc networks, the Carrier Sense Multiple Access
with Collision Avoidance (CSMA/CA) protocol [26] is employed to organize trans-
mission and prevent data collision. The use of CSMA/CA protocol causes exchange
of overhead packets for establishing and securing the transmission session. Those
overhead packets are necessary but are not counted as real data so that, when ex-
amining the throughput of any individual links in ad hoc networks, the eﬀective
throughput is utilized. The eﬀective throughput is written as [27]
S =
L
T
(2.1)
where L is the data payload and T is a service time of the MAC protocol. The
service time T denotes time required to complete delivery of the packet containing
the data payload L, which include time for transmitting all overhead packets, time
spend by the MAC algorithm to solve collision problems in case they happen and
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time for transmitting the data L
Data packets in ad hoc networks are usually not transmitted directly from sources
to destinations due to limitation of radio signals. The packets are actually delivered
in a multi-hop fashion via intermediate nodes between the source and the destination.
A multi-hop path is selected by a routing layer based on goals networks want to
achieve. For instance, the path might be selected to minimize latency or to optimize
the throughput. Once communication is run on a multi-hop path, the performance to
be considered here is the maximum end-to-end throughput. Data packets traversing
the multi-hop path basically encounter diﬀerent service time from each intermediate
node. The service time really varies and depends on the network topology and
traﬃc load at that time. For a given multi-hop data path, the maximum end-to-end
throughput can be obtained as [28]
S = minji=1{S1, S2, , . . . , Si} (2.2)
where j is the maximum number of hop length in the path and Si represents eﬀective
throughput of the intermediate node i, given in (2.1). Since the service times are
diﬀerent among nodes in the path, the eﬀective throughput of each node is not
equal. The maximum end-to-end throughput on the path is limited by the slowest
link, known as the bottleneck link, where the service time of the link is the maximum.
This work concentrates on optimizing end-to-end throughput and energy eﬃciency
ad hoc networks. The ad hoc network uses a multipath routing approach to trans-
mit data in order to achieve target end-to-end throughput whilst optimize energy
eﬃciency. The multi-path routing algorithm is formulated as a cross-layer optimiza-
tion, where a parameter determined at the physical layer is utilized to identify a
set of disjoint data paths link between source nodes and destination nodes.Once
the multi-path communication is established, data bits will be allocated into each
data path such that the required throughput can be achieved. Giving the total
throughput as M bps, M bits of data is going to be loaded into all data paths
in each second. Since energy consumed by each path is diﬀerent, data bit allo-
cated into each path must be distributed so that the total energy consumed by
each path is in balance. The data bit to be loaded into each path is determined
by the load balancing algorithm. For giving a set of path Jz for z = 1 , . . . , Z
data bit to be allocated to path Jz is determined as mz, which yields total energy
consumption on the path jz is written as Ez = mzEb,z, where Eb,z is energy re-
quired to transmit one bit of data. Hench, energy consumed by each path is written
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as m1Eb,1 = m2Eb,2 = , . . . , = mzEb,z = , . . . , = mZEb,Z , which maximize the
network lifetime as well as energy eﬃciency.
After data bits are allocated, the optimal packet size has to be determined in
order to maximize the throughput. Giving the data packet as L, the optimal packet
size for data path z can be calculated as
Lz =
mz
T
max
i,l∈Jz
(T i,l) (2.3)
Where maxi,l∈Jz(T i,l) is the maximum service time of path z. As it can be seen,
in order to determine the throughput, the maximum service time is required.This
chapter mainly focuses on modeling the link service time, which is re-
quired to determine the optimal packet size. The service time model
need to be tested on the interesting network and modified properly, so
an accurate service time value can be obtained.
The service time is a parameter of the MAC protocol and the standard MAC pro-
tocol for ad hoc networks, the IEEE 802.11 with Distributed Coordination Function
(DCF) mode, is used in this chapter. The IEEE 802.11 employs the CSMA/CA algo-
rithm to perform data transmission and the binary exponential backoﬀ algorithm [29]
to deal with data collision problems. For networks using the IEEE 802.11 protocol,
the service time of each node can be estimated by the Carvalho’s model [30]. The
model calculates the service time based on saturated network assumption, which can
be adapted to be used in determining the service time of multipath communication.
At the physical layer, the WCDMA with single code communication is employed
in transmission. However, it was shown in [31], the single code communication in
ad hoc networks is not energy eﬃcient, and it can be improved by using the HS-
DPA approach with two-group energy allocation, which eﬀectively spends residual
energy to increase physical data rates. Since the data rate is higher, the service time
decreases. Consequently, the end-to-end throughput is enhanced, as it is inversely
proportional to the maximum service time of a given data route. The end-to-end
throughput can be further increased by applying a MIMO-HSDPA technique. The
use of MIMO communication substantial increases in data rates. Therefore, the
end-to-end throughput can be maximized.
This chapter is organized as follows. In the section 2, the ad hoc system model
is described, which includes descriptions of the physical layer and network topol-
ogy. The energy eﬃciency multi-path routing protocol is discussed in the section 3
whilst The IEEE 802.11 MAC protocol and the Carvalhos service time model are
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detailed in the section 4. In section 5, the model validation and simulation results
produced by the NS-2 network simulator [32] are given, including the discussion.
The section 6 summarizes on the work and contribution in this chapter and also dis-
cusses the potential of using MIMO-HSDPA technique in order to further improve
the performance of the systems.
2.1 Ad Hoc System Model and the Physical Layer
Description
First of all, the topology of ad hoc networks to be simulated and all deﬁnitions used in
the model are described. The model gives an overview of how nodes in the networks
are connected and how they communicate to each other. After that, description of
the physical layer will be given. This includes the wireless communication techniques
according to the standard IEEE 802.11 and the HSDPA multi-code communication
using in the physical layer enhancement.
2.1.1 Network Topology and the Description of The System Model
A regular ad hoc network consists of a number of nodes deployed in a ﬂat plain
area. The term ﬂat explains that all nodes are located on the same level or their
heights are considered to be equal. It is assumed that the network is stationary
so that all nodes stay at a ﬁxed coordinate over simulation period. It is assumed
that all nodes are equipped with a radio transceiver in order to transmit data using
wireless communication, where an electromagnetic wave with frequency f , given in
Hz unit, is used as a carrier. The carrier wave is transmitted by a transmitting
antenna, which ht denotes the transmitting antenna height. Similarly, the antenna
with the height of hr is used to receive the signal. When using wireless communi-
cation, the received signal strength can be estimated by using a radio propagation
model and, in this work, it is initially assumed that signal traverses a ﬂat fading
channel. The received signal therefore suﬀers from only a propagation loss, where
the loss factor is given in [33], will be discussed in the next section. In addition,
the noise encountered at received signal is modeled as Additive White Guassian
Noise (AWGN). The AWGN noise power is formulated as a function of transmission
bandwidth and temperature, as given in [27]. Each node consumes energy supplied
by a battery and total transmission energy per symbol period is ﬁxed to be ET .
At the receivers, if the received signal strength is suﬃcient for the transmitter to
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send data packets with the minimum data rate, deﬁned as the minimum number of
bits per symbol allowed by the transmission technique, it can be said that there is
a communication link between the transmitter and the receiver. To put it simply,
transmission energy is set such that every node can transmit data in free space up to
200 metres around themselves, or the maximum transmission distance is equal to 200
metres. According to the IEEE 802.11 standard, a MAC protocol is used in packet
transmission. When employing a MAC protocol, it is necessary to set the carrier
sensing range representing the maximum range that nodes can detect any packet
transmissions happen within. Nodes hearing the transmissions then are forced to be
idle till the transmission is completed, which prevents the existing communication
from any interruptions created by surrounding nodes. The carrier sensing range
used in this work is the optimum range given by [34],which double of the maxi-
mum transmission distance (400 metres).By using aforementioned assumption, the
example network topology containing 50 nodes can be created as demonstrated by
Figure 2.1.
 
Figure 1 : 50 nodes ad hoc network 
Figure 2.1: A 50 nodes topology of the Ad hoc network.
Giving a network topology, a source node generates data packets for delivery to
the destination. However, the destination is far beyond the maximum transmission
range of the source. The source node thus needs assistance from neighboring nodes
to forward packets to the destination. Beginning from the source node, packets are
passed to adjacent nodes and are continually relayed from node to node until they
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are received by the destination. Set of nodes involved in the packet transmission is
call data path and, for the ad hoc network, the data path is deﬁned as a multi-hop
path. It can be said that the multi-hop path is established from a set of nodes
where each member of the set connects to at least one member in the set. If the
number of nodes contained in the network is high enough and the nodes are deployed
properly, it is possible to have many data paths link between the source node and the
destination node and all of them can be used to deliver data packets, which is known
as a multi-path communication. It is assumed that data paths participating in the
packet transmission must be disjoint paths in which nodes comprising each path
are totally diﬀerent, apart from the source and the destination. The set of disjoint
paths to be used can be identiﬁed by the multipath routing algorithm called the hop
trellis diagram, which is described later in the next subsection.Once a group of data
path is established for packet transmission the source node allocates packets to each
data path such that energy consumption across the network is equally distributed
and a target end-to-end throughput is satisﬁed. The end-to-end throughput for the
data path can be determined by using (2.2), which requires the MAC’s service time
in the calculation. The Carvalho’s model [30] is used to determine the service time
in the end-to-end throughput examination.
2.1.2 Channel Modelling for Ad Hoc Networks
A carrier signal transmitted by nodes propagates across space and it typically en-
counters many objects spoiling quality of the signal before reaching a receiver. The
signal power basically is absorbed by atmosphere, signal strength is attenuated as
it travels further away from the transmitter. Parameters such as temperature or
humidity aﬀect the signal, which creating noise and causing ﬂuctuation in the am-
plitude of received signal. If there is a Line-of-Sight (LOS) path where signal can
travel on a straight line from a transmitter to a receiver, the received signal might not
be attenuate signiﬁcantly over the paths. However, in most communication systems,
non-line-of-sight paths usually exist and signals go to a receiver in accordance with
the propagation mechanism, reﬂection, diﬀraction and scattering. Consequently, the
received signal is always distorted, which limits the performance of the communica-
tion link.
The signal propagation can be predicted by a channel model. For ad hoc networks,
the channel model can be simple or very complicated depending on factors to be con-
sidered such as propagation characteristics, location of the network or network type.
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Basically, the wireless channel can be characterized as 2 major forms, the large-scale
or path loss model and the small-scale or fading model [35]. The large-scale model
normally is employed to estimate signal attenuation as a function of transmitting
distance. Using the large-scale model gives the average received signal strength,
which eventually reﬂects the coverage area associated with the transmitter. The
amplitude of the received signal however does not only experience the attenuation,
it also encounters rapid variations as well. This is because the received signal is
actually a combination of multiple signals appearing at the receiver in an observa-
tion period. The multiple signals take diﬀerent NLOS paths for traveling, causing
diﬀerent phase and delay time when they reach the receiver. Hence, once they are
added together, the resulting signals might have fast changing amplitudes. The
rapid variation is called multi-path fading eﬀect and it typically can be described by
using the small-scale fading model. It can be said that the received signal strength
measured at diﬀerent transmission ranges vary widely due to multi-path fading, but
mean value of the signal strength decrease as the transmission range increase. Both
propagation model therefore are essential for signal strength prediction.
In this work, it is assumed that the multi-path fading have small eﬀects on the
received signal strengths. Therefore, only the large-scale model is employed when
calculate the received signal strength. The path loss factor utilized to estimated
received signal is taken from [33]. The path loss model is formulated based on free
space model [35] and take into account the height of antennas, as it creates Fresnel
zone loss which reduce transmission distance of carrier wave given in gigahertz (GHz)
band. The proposed model gives an approximation for a path loss factor in ad hoc
systems where low height antennas are exploited in transmission. The path loss
factor is given as
h = 40log10d+ 20log10f − 20log10hrht (2.4)
where d is the separation distance between the transmitter and the receiver, given
in metres unit. f denotes the carrier frequency in Gigahertz (GHz) while hr and ht
represent the height of the receiving antenna and the height of transmitting antenna
respectively. Giving a carrier frequency 2.45 GHz and hr = ht = 1.5 metres, the
loss factor can be rewritten as a function of the distance d as follows
h = 40log10d+ 0.736 (2.5)
By using (2.5), the expected received SNR corresponding to the distance d can be
calculated as tabulated in table 1. Note that, interference is ignored and transmission
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power and noise power used in the calculation are 5 dBm and -90 dBm respectively.
Table 2.1: Path loss calculation
Transmission range (metres) Path Loss (dB) Received SNR (dB)
1 m 0.736 94.264
5 m 28.69 66.31
15 m 47.78 47.22
50 m 68.69 26.31
100 m 80.736 14.264
150 m 87.78 7.22
200 m 92.78 2.22
2.1.3 Received SNR Calculation
Originally, the IEEE 802.11 standard assigned a code division multiple access (CDMA)
for data transmission. With the CDMA scheme, data is spread by code sequences
to create a wide band signal before transmission. The objective is reduced spectral
energy for each signal which allows more data stream to be transmitted in parallel on
the same frequency. At the receiver, since the used spreading codes are orthogonal,
each data stream can be easily extracted by using the same code sequence to de-
spread. The IEEE 802.11 can use CDMA with two spreading technique, Frequency
Hopping Spread Spectrum (FHSS) and Direct Sequent Spread Spectrum (DSSS).
The FHSS approach transmits data over a carrier changing frequency band peri-
odically. The frequency of a carrier is selected corresponding to hopping pattern
generated by a pseudorandom code generator. The received signal appears to be
transmitted over random channels and can be detected, if the receiver synchronizes
with the transmitter and knows the hopping sequence. In this work, we focus on
the DSSS approach which uses code sequences to spread data to be transmitted di-
rectly. Traditionally, the spreading sequence consists of a set of rectangular pulses,
which each pulse can be called ”chip” and has a pulse width of Tc. Assuming data
to be transmitted are generated as symbols with a bandwidth of Bs and a symbol
period of Ts. Once these symbols are passed to the spreading process, the spreading
sequence distributes the symbol power over the bandwidth Bss, where Bss ≫ Bs,
before the transmission. At the receiver, the received signal are corrupted by inter-
ference power over the entire Bss bandwidth. However, the de-spreading process can
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recovers the transmitted symbols into the Bs bandwidth whilst leaving interference
power be scattered. As a result, the majority of the interference surrounding the
bandwidth Bs can be easily removed by using a bandpass ﬁlter. The performance of
the DSSS approach can be determined by the interference rejection ratio or it can
be called as the processing gain (PG), which is written as
PG =
Ts
Tc
(2.6)
Assuming that each node in ad hoc networks employs a DS-CDMA transmission
technique for communication. The system operates the DS-CDMA approach using
spreading sequences with length of NPG chips, where each chip has a pulse duration
of Tc. Node i equipped with a single antenna, whose height is ﬁxed at ht, to transmit
data to node l, which employing antenna with height of hr to receive the data. The
distance between node the i and the node l is given as di,l and a carrier wave signal
is transmit at the centre frequency f . At node i, each symbol is generated with a
symbol period of Ts and is transmitted with the maximum transmission power PT .
Therefore, the energy required for transmitting in each symbol period is given as
ET = TSPT or it can be rewritten as ET = NPGTcPT , as each symbol is spread
by a spreading sequence. At node l, since multi-path fading is not considered, the
received signal energy can be calculated as
PR = 10
−h/10ET (2.7)
where h is obtained from (2.4). For the signal-to-noise ratio (SNR) estimation, it
is assumed that the noise corrupting the system is the AWGN noise, as described
in section 3.2.1. The AWGN noise can be modelled by the normal distribution
with zero mean value and σ2 variance, which gives the noise power as N0 = 2σ
2.
Therefore, the received SNR can be determined by using the following equation
SNTtotal =
10−h/10ET
N0
(2.8)
Once the received SNR is obtained, the data rate can be estimated according to
resource allocation techniques, which is going to be discussed later.
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2.1.4 Data Rate Calculation in Single-Code CDMA Systems
A data rate corresponding to a given received SNR can be estimated by using Shan-
non’s equation. For a theoretical system where no error rate is taken into consid-
eration, the achievable data rate is known as the upper bound rate and is written
as
b = log2(1 + SNRtotal) (2.9)
where b is given in bits/symbol. However, in practice, the systems always suﬀer
communication channel impairment which result errors in the received data. In
order to reﬂect the actual performance, equation (2.9) is rewritten as
b = log2
(
1 +
SNRtotal
Γ
)
(2.10)
where Γ is a gap value introduced to measure the diﬀerent between the theoretical
system and practical systems. The theoretical data rate for a given total SNR is
provided by (2.9). Alternatively, because of the presence of the errors, obtaining
the same rate b in practical systems needs higher SNR. The diﬀerence of SNR value
between both systems is represented by the gap value Γ, given in dB unit. It is
obvious that the Γ must be minimized so that the upper bound can be achieved.
Traditionally, channel coding techniques are used to reduced the errors in received
data, which is deﬁned as the Bit-Error-Rate (BER). There are two types of channel
coding which is currently in use, the block coding approach and the convolutional
coding approach. The block coding such as a Low-Density-Parity-Check (LDPC)
approach [36] concatenates on code word, which has redundant information, with
data placed into a block. On the other hand, a convolutional coding schemes as
well as a turbo coding techniques [37] encode data as a stream rather than a block
code. Both techniques have diﬀerent in complexities and performance and the choice
depend on speciﬁc systems. Basically, the standard of HSDPA needs BER up to
10−3 and the turbo coding approach is used for the channel coding. For application
required a low BER, which is in range 10−6 < BER < 10−3 [38], the convolutional
coding is performed instead. In this work, we assume that application requires very
low BER so that the BER of 10−6 is set for the simulation, which corresponds
to 8 dB of the gap value, where the gap value is deﬁned in [39]. In data rate
calculation for each transmission technique, adaptive modulation and coding scheme
(AMC) is utilized. The AMC selects a data rate and coding technique based on the
received SNR. Therefore, the system operates with available discrete bit rates bp for
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p = 1 , . . . , P . The discrete rate bp can be written as
bp = βp (2.11)
where β is the bit granularity representing the minimum increment or decrement
value of the data bit. The bit granularity typically is ﬁxed at a constant value. In
a single code CDMA system, for a given total energy ET per symbol period, the
maximum achievable data rate ri,j between node i and node j, can be determined
using (2.9) and (2.10), which can be obtained as ri,j = bp. However, it can be seen
that the relationship between the bit rate and the energy follows and an exponential
function, which means, the bit rate does not improved linearly as the input SNR
increases. Especially, in the high input SNR region, the achievable bit rate is very
unsatisfactory compared with the SNR value.
2.1.5 Data Rate Calculation in Multi-Code CDMA Systems
Alternatively, to enhance the data rate in CDMA systems, a multi-code CDMA [40]
can be employed instead of the single-code technique. In a multi-code CDMA sys-
tem, data symbols are allocated into multiple channels, where each channel employs
a diﬀerent code sequence to spread data. The spread symbols are then multiplexed
and transmitted on the same carrier frequency. At the receiver, since the spreading
codes are orthogonal to each other, symbols transmitted in each channel can be eas-
ily extracted using the same code sequence. The total data rate of the multi-code
CDMA is summing of the rates achieved by each communication channel. Rather
than giving all the energy budget to achieve a high bit rate in one channel, the
multi-code approach allocates energy into multiple channels such that each channel
can transmit with a low bit rate, which yields the higher rate in total. With im-
pressive performance, the multi-code approach has been employed in downlink of
the HSDPA [4] system, which is developed for 3G mobile networks. The HSDPA
approach is operated on W-CDMA [41] air interface and uses orthogonal variable
spreading factor (OVSF) code with processing gain of 16 for the spreading process.
When using multi-code HSDPA, it is assumed that up to K channels, where K ≤ 16,
can be simultaneously utilized in transmissions. Assuming that node i employs the
multi-code CDMA technique to communicate with node j, the total data rate ri,j)
can be obtained as
ri,j =
K∑
k=1
bpk =
K∑
k=1
log2(1 +
SNRk
Γ
) (2.12)
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where k is the indices of channel and k = 1 , . . . , K. It is assumed that a channel is
a ﬂat fading channel, each sub channel k encounters the same path loss and noise.
The amount of energy required to achieve the maximum bit rate bp of bit per symbol
in the channel k is formulated as
Ek(bp) =
N0Γ
10−h/10
(2bp − 1) (2.13)
As the channels experience the same conditions, the required energy Ek(bp) is equal
in all channels. The total energy consumption is obtained as KEk(bp) and it must
not excees the energy budget, the available transmission energy per symbol period
ET , such that KEk(bp) ≤ ET . With this energy consumption, the total bit rate
between node i and node l is given as follows
ri,l = Kbp (2.14)
In order to increase the bit rate in all channels to one step higher, bp+1, the system
requires total energy of KEk(bp+1). Since bp is the highest possible achievable bit
rate, obtaining the bp+1 in all channels result over energy budget, which can be
demonstrated by the inequality as follows
KEk(bp) ≤ ET < KEk(bp+1) (2.15)
However, in careful analysis, it found that loading data bit equally contributes to
waste of transmission energy. Once transmission energy is allocated to get the
maximum bit rate bp, there is remaining transmission energy which is not spent as
it is insuﬃcient to use in increasing the data rate to bp+1 in all channels. This energy
is called the residual energy, which can be demonstrated as the following equation
0 ≤ ǫR = ET −KEk(bp) < K(Ek(bp+1)− Ek(bp)) = Kǫ(bp) (2.16)
the residual energy, ǫR, is bound byKǫ(bp) , which increases as more parallel channel
is performed. The ǫ(bp) is called the incremental energy which is required to improve
the data rate such that the rate bp increases by β for p = 1 , . . . , P − 1. The
incremental energy is given as
ǫ(bp) = Ek(bp+1)− Ek(bp) = N0Γ
10−h/10
(2β − 1)2bp (2.17)
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The presence of the residual energy conﬁrms that energy is not utilized eﬀectively
and it is necessary to reduce the residual energy for the performance improvement.
The work reported [31] examined the residual energy and proposed a method to
exploit the residual energy to improve the total data rate, which is called two-group
resource allocation. The two-group bit loading uses residual energy to increase the
bit rate in potential channels. As a result, the communication channels are separated
in two groups, where one group is loaded by a higher bit rate. The two group resource
allocation therefore minimizes the residual energy whilst optimizing the total data
rate.
2.1.6 Two-Group Bit Allocation in Multi-Code CDMA Systems
Giving total number of communication channel as K, by using the two-group ap-
proach,m channels are allowed to transmit with a bit rate bp+1 whilstK−m channels
transmit with a bit rate bp, which is a lower bit rate. The total transmission rate
hence is obtained as
ri,j = (K −m)bp +mbp+1 (2.18)
where m is the integer number with the value giving between 1 and K−1. The total
transmission energy required by the two-group approach is equal to (K−m)Ek(bp)+
mEk(bp+1). The residual energy of the two-group can be rewritten as
0 ≤ ǫR = ET − ((K −m)Ek(bp) +mEk(bp+1)) < ǫ(bp) (2.19)
the residual energy gradually decreases as the number of m channels increases and
, when m reaches the maximum value, it can be seen that the upper bound of the
residual energy is reduced substantially by a factor of K.
To allocate data bits, the two-group bit loading algorithm requires to calculate
only the rate index p for getting bit rate of the low group channel, bp. Then, the
number of high group channel, m, is estimated such that the residual energy is
minimized. For a set of given parameters ET ,K, h,N0,Γ, β and the discrete bit rate
set bp for p = 1, . . . , P the index p can be calculated by using the following equation
p = min
 log2
(
10−h/10ET
KΓN0
+ 1
)
β
, P
 = min
 log2
(
SNRtotal
KΓ + 1
)
β
, P
 (2.20)
Once the bit rate bp is obtained, the number of high group channel m can be deter-
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mined as
m =
⌊
ETKEk(bp)
ǫ(bp)
⌋
(2.21)
2.21 can be rewritten as a function of the total received SNR, which is
m =
⌊
SNRtotal
Γ −K(2bp − 1)
(2β − 1) 2bp
⌋
(2.22)
Therefore, assuming node i is communicating with node l using the multi-code
CDMA transmission where K is the number of spreading sequence, the SNR per-
ceived by node l is calculated from (2.8). Then, having β and Γ, the bit index p
representing the rate allocated for channels in the low group can be determined from
(2.20) whilst the number of channels in the high group can be obtained by using
(2.22).
2.1.7 Total Data Rate Comparison
Link simulations have been run on Matlab to observe the total data rate achieved
by each transmission technique. The result is plotted as the total data rate given
in bits per symbol against and total input SNR, as it is shown in Figure 2.2. It can

Figure 2.2: Total data rate comparison.
be seen in the ﬁgure that, there are 4 curves corresponding to, the theoretical upper
bound, the single-code CDMA, the multi-code CDMA with the single group bit
loading approach and the multi-code CDMA with two-group bit loading approach.
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The upper bound curve is obtained by using (2.7). Apart from the upper bound,
each curve is calculated from a set of parameters including β = 2, Γ = 7.8 dB and
bp ∈ {2, 4, 6}. For a single-code CDMA, the required SNR to achieve each bit rate
is determined as γ∗(bp) = Γ(2
bp − 1). Since there is only 3 available discrete bit
rates, the curve of the single-code CDMA approach represents as three step. The
maximum data rate is saturated and remains at 6 bits per symbol, although the SNR
increase beyond 30 dB. For the multi-code CDMA approach, it is assumed that only
3 sets of spreading sequences can be employed according to the HSDPA standard,
where each code set has diﬀerent number K of spreading code. The number of code
corresponding to each spreading sequence can be represented as a set where K ∈
{5, 10, 15}. The total data rate of the multi-code CDMA is given as r∗(bp) = Kbp
while the SNR required for each bit rate is obtained from γ∗(bp) = K(2
bp − 1).
Given the set of K and the set of bp, The total data rate of the multi-code CDMA
is obtained by maximizing K and bp whilst satisfying the input SNR γ
∗. From the
ﬁgure, it can be observed that having the multi-code CDMA technique enhances
the total data rate signiﬁcantly. Especially, in the high SNR region, the results
show that the multi-code approach is much better than the single-code approach.
However, the throughput of the multi-code scheme also has a step, because the
approach contributes to waste of the input SNR. The residual SNR can be measured
from width of each step in the curve. A further performance improvement can be
achieved by using the two-group bit allocation approach. The curve of the two-group
bit allocation is higher than the others for all input SNR values. Moreover, the curve
grow smoothly as the input SNR increase, which means that the residual energy is
utilized wisely to improve the total data rate.
Once the physical layer is enhanced by the two-group approach, it is possible
set the improvement by optimizing the other layer. Next, the multi-path routing
approach developed by using a cross-layer optimization will be discussed. The multi-
path routing technique searches for a set of disjoint paths which have been to develop
to minimize transmission energy and to improve the network energy eﬃciency.
2.2 Routing Layer and an Energy Efficiency Routing
Algorithm
Since batteries are the main energy supply for ad hoc networks, energy is limited
and important resource, which needs to be used wisely in order to extend the life
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time of the networks. The last section has discussed the physical layer enhancement
which aims to minimize the residual energy and to increase the total data rate.
The implementation of the technique ensures that each individual link consumes
transmission energy eﬀectively. However, when the links are operated as a network,
achieving energy eﬃciency needs to take more factors into consideration.
Consider an ad hoc network, a source node in which requests the network to con-
struct a data path for packet delivery. Once the data path is established, packet
transmissions are replicated only on that path to preserve network goal such as mini-
mizing the latency or maximizing the end-to-end throughput. As a result, the energy
of nodes placed in a long data path are therefore exhausted quickly, which cause the
network life to be shorted as nodes will exhaust the energy. Therefore, a single path
communication may not be suitable when considering the network life time and en-
ergy balancing.Instead of using a single path communication, suggested in [42], a
multi-path routing approach can be employed to improve the network performance.
The multi-path routing can enhance both end-to-end throughput and energy eﬃ-
ciency as studied in [43–45]. In [43], the multi-path routing is used to improve the
successful delivery ratio. The work demonstrated that the performance of networks
increases as more data paths are used in data transmissions. Unlike [43], the multi-
path routing is used to improve the energy eﬃciency as shown in [44] and [45]. The
objective of both works is to improve the average network life time by distributing
energy consumption uniformly over all available routes. In work [44], the number of
node placed in the data paths is taken into account for calculating the number of
packet to be allocated into the path. Alternatively, work [45] considers sum of the
remaining energies in the batteries of the path for the packet allocation. Both work
spread data load over a group of paths as well as energy consumption. As a result,
the average network life time can be extended. The multi-path routing approach
therefore can be applied in this work to optimize the end-to-end throughput and en-
ergy utilization as well. When using a multi-path routing approach, path selection
have a great impact on the performance of the system. For network optimization per-
formance, matrices which may be considered include latency, throughput or lifetime.
The path selection may take parameters from others protocol layers into account,
which is known as a cross-layer optimization. As given in [46], signal strength, which
is a parameter of a physical layer, is used in the path selection. The objective is
to search for robust paths to deliver packets, which minimizes latency due to link
failure during the transmission. On the other hand, the path selection may consider
parameters provided by the MAC protocol, as demonstrated by [47]. This routing
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algorithm is classiﬁed as an opportunistic routing where the packets are forwarded
according to transmission success rate. For a multi-path routing approach, a group
of disjoint paths, which each data path has no common nodes or common links ex-
cept the source and the destination, can be employed. As conducted by [48], the
routing algorithm should select a set of disjoint paths for multi-path communication.
Hence, path conﬂicts and data collisions can be reduced.
In this work, a multi-path routing approach with a load balancing algorithm is
employed. The aim of using the multi-path communication is to satisfy the target
end-to-end throughput and to maximize the network life time. The multi-path rout-
ing algorithm is formulated using a physical-routing cross layer aspect, where data
path selection is based on a physical parameter called the bit-energy consumption.
For each physical link, the bit-energy consumption represents energy required to
transmit one bit of data, which is inversely proportional to the link data rate. The
multi-path routing algorithms search for a set of least-cost disjoint paths, where
summing of the bit-energy consumption in each path is the smallest. The packet
transmission hence can be operated with the minimum transmission energy. In addi-
tion, a load balancing algorithm [49] is also implemented to ensure that the network
life time is maximized. The algorithm allocates amount of data into each path such
that the energy consumption is identical. The complexity of the multi-path routing
algorithm is one of the major concerns. Originally, the route discovery algorithm
used in this work is called the hop trellis diagram [50], which contribute to complex-
ity of O(N2) in discovery all usable paths. In order to reduce the complexity, the
modiﬁed Viterbi algorithm is applied on the hop trellis diagram. The complexity of
the hop trellis diagram and the modiﬁed Viterbi algorithm is investigated by [51],
it demonstrate that the complexity of the multi-path routing algorithm is improved
and drop to O(N) when using the modiﬁed Viterbi algorithm.
The formulation of the bit-energy consumption is outlined in the next section.
After that, the description of the trellis-hop diagram, the modiﬁed Viterbi algorithm
and the load balancing algorithm will be given.
2.2.1 Minimizing Energy Consumption Using Bit-Energy
Consumption
When employing the transmission techniques proposed in section 2 in ad hoc net-
works, data rates are calculated as a function of transmission distance. The data
rates, measured in bits per symbol, of each link is changed across the networks,
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although the transmission energy per symbol period is allocated equally. This also
means giving those links the same amount of data bits to transmit, high speed links
consume less transmission energy, as a number of transmitted symbols is lower.
Hence, bit energy consumption deﬁned as energy required for transmitting one bit
of data can be used as a metric to compare energy eﬃciency of each link. Similarly,
the bit energy-consumption can be employed in the multi-path routing algorithm to
identify the least-cost path where the sum of the bit-energy energy consumption is
the smallest so that it can guarantee that each path consumes the minimum energy
in packet transmissions.
Assuming an ad hoc network consisting of N number of nodes is randomly de-
ployed on a space. The number of nodes N is large enough so that each node
connects to at least one node in the network. For a given source node and a desti-
nation node, a set of disjoint paths is discovered for the packet transmission. The
maximum number of disjoint paths employed in the transmission is given as Z and
a set of nodes comprise each path is denoted by Jz where z = 1 , . . . , Z. The ad
hoc network needs to transmit M bits of data over all routes whilst each route is
allowed to carry a total of mz bit of data. Hence, M =
∑Z
z=1mz. For the trans-
mission, the network employ the CDMA technique with the chip period of Tc and
the processing gain of NPG. The transmission power for each node is ﬁxed equally
at PT . Since the symbol is spread by the chip sequence, the symbol period is ob-
tained as Ts = NPGTc and the transmission energy per symbol period is written as
ET = PTTs = PTNPGTc.
For every node i and node l where i, l ∈ Jz, the energy ET is consumed for the
transmission and, having this transmission energy, communication between node i
and node l achieve a data rate of ri,l bits per symbol. Since the path Jz delivers mz
bits, each link i, l transmits up to mz/ri,l symbols. Therefore, the energy required
by link i, l to send mz bits can be calculated as
Ei,l,z =
ETmz
ri,l
(2.23)
The total energy that path Jz consumes for deliver the data mz is given as
Ez = mzET
∑
i,l∈Jz
1
ri,l
= mzPTNPGTc
∑
i,l∈Jz
1
ri,l
(2.24)
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from 2.24, the bit energy consumption is determined as
Eb,z = PTNPGTc
∑
i,l∈Jz
1
ri,l
(2.25)
It can be seen that the bit energy consumption is inversely proportional to the data
rate. Hence, the bit energy consumption can be reduced by improving the data
rate. It is obvious that energy the consumption in multi-path communication can
be minimized by selecting a set of path corresponding to the lowest Eb,z. The Eb,z
is then employed as a cost metric for the multi-path routing algorithm.
2.2.2 The Load Balancing Algorithm
Once a set of data paths is discovered, the amount of data carried on each path
need to be determined accordingly, in order to balance energy utilization and to
achieve energy eﬃciency. The amount of data to be allocated is calculated as a
function of the total bit-energy consumption per path,Eb,z. Giving data path z for
z = 1 , . . . , Z and energy consumed by path z is written as Ez, the load balancing
algorithm allocate amount of data such that energy consumption by each path is
equal, E1 = E2 = , . . . , = Ez = , . . . , = EZ . The path energy consumption
obtained from by substituting (2.25) into (2.24), which can be re-written as
Ez = mzEb,z (2.26)
Giving the total number of transmitted bits as M =
∑Z
z=1mz, each energy con-
sumption Ez must be equal in order to achieve energy eﬃciency, thus m1Eb,1 =
m2Eb,2 = , . . . , = mzEb,z = , . . . , = mZEb,Z . Rewriting the equation, the amount
of data to be allocated mz is given as
mz =
M
1 + Eb,z
∑Z
j 6=z
1
Eb,j
(2.27)
Originally, (2.27) is given by [27]. As least-cost paths are loaded with data bits
determined from (2.27), the energy consumption is distributed equally over trans-
mitting nodes as well as data paths, which maximizes the network lifetime in the
system.
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2.2.3 The Multi-Path Routing Algorithms
When maximizing the link data rate, the bit energy consumption is minimized and
can be used as a cost metric to indentify the least-cost path by the multi-path
routing algorithm. However, the complexity of the algorithm is a major concern.
If the complexity cost when identifying all potential data paths is too high, the
algorithm cannot be used in practice. An example of the routing algorithm has been
employed in common is the shortest path algorithm or the Dijkstra’s algorithm [52].
Implying by the name, a number of data hops is taken as a cost metric in order to
search for the minimum data hop path for packet transmission. Since packets are
delivered over the shortest path, the end-to-end latency is very low. The Dijkstra’s
algorithm achieves the computational complexity of O(N), where N denotes the
number of node in networks. Unlike the Dijsktra’s algorithm, this work aims to
minimize the energy consumed per one bit transmission. Therefore, new algorithms
have been developed to identify the set of paths corresponding to the minimum sum
of the bit energy consumption. There are two algorithms proposed in this works, the
trellis hop diagram [50] and the modiﬁed Viterbi algorithm [27]. Both algorithms
take the bit energy consumption as the cost metric, but they are run with diﬀerent
computational cost in determining data paths.
The Trellis Hop Diagram Routing Algorithm
For a given source node and a destination node, the hop trellis diagram searches
for all possible data paths between them. The algorithm basically creates a di-
agram comprising all nodes in the networks. For a given N node network, the
diagram is similar to a N × N dimensional matrix without a bracket, where each
column comprises all N nodes in the network whilst each row contains the same
node. Then, from the network topology, the connectivity matrix representing links
among nodes in the network can be determined. The routing paths are identiﬁed
by drawing lines between nodes having links according to the connectivity matrix.
The algorithm starts from the most left column of the diagram where a source node
is located in a row. The line are drawn to connect between the source and neigh-
bouring nodes in the adjacent column. To prevent a loop in the data path, the
line is drawn only to the next column on the right side without go to the same
nodes which are just passed in all previous columns till it ﬁnish at the destina-
tion node. A set of nodes which makes the complete link represents the routing
path. Once one data path is obtained, all nodes which are the member of the data
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path excepting the source node and the destination node are removed from the
trellis hop diagram and the algorithm is re-started to search for other data path.
The trellis hop algorithm is replicated until all potential data paths are obtained.
N1
N6
N5
N4
N3
N2
N8
N9
N7
Figure 2.3: The 9 nodes ad hoc network.
For instance, the ad hoc network con-
sisting of 9 nodes as shown by the Fig-
ure 2.3 is considered.From the network
topology, a connectivity matrix can be
formulated as a N ×N dimensional ma-
trix, where indices of the row and the
column in the matrix denote nodes in
the networks. If there is a link between
a node in the row i and a node in the col-
umn l, the elements in the matrix corre-
sponding to the row i and the column l
is written as ’1’. Hence, from the topol-
ogy, the connectivity matrix is formu-
lated as
A =

0 1 1 1 1 1 0 0 0
1 0 1 0 0 0 1 0 0
1 1 0 1 0 0 1 0 0
1 0 1 0 1 0 0 1 0
1 0 0 1 0 1 0 0 1
1 0 0 0 1 0 0 0 1
0 1 1 0 0 0 0 1 0
0 0 0 1 0 0 1 0 1
0 0 0 0 1 1 0 1 0

(2.28)
Now, assuming node 1 is trying to transmit data packets to node 8, the algorithm
begins from node 1 and searches through node 2, which is the ﬁrst neighboring
node. The algorithm draws lines between the current visited node and its entire
neighbor, where all neighboring nodes can be observed from the connectivity ma-
trix. If the neighboring node of the current node is the destination, a complete
set is found and kept in the table. The algorithm is operated as demonstrated in
Figure 2.4 until all completed paths are discovered As it can be seen in the ﬁg-
ure 5, there are 8 complete routing paths are found that is J1 = {1, 2, 7, 8} , J2 =
{1, 2, 3, 7, 8} , J3 = {1, 2, 3, 4, 8} , J4 = {1, 2, 7, 3, 4, 8} , J5 = {1, 2, 3, 4, 5, 9, 8} , J6 =
{1, 2, 7, 3, 4, 5, 9, 8} , J7 = {1, 2, 3, 4, 5, 6, 9, 8} and J8 = {1, 2, 7, 3, 4, 5, 6, 9, 8}. Note
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Figure 2.4: The trellis hop diagram.
that, these sets of data paths correspond only to the node 2. The trellis hop algo-
rithm identiﬁes all possible sets of data paths and then compares energy cost among
the set in order to selects the least-cost path. Once the least-cost path is obtained,
the connectivity matrix is modiﬁed by removing all nodes which are members of
the least-cost path. This is to ensure that only disjoint path is produced when the
modiﬁed connectivity matrix is used by the algorithm. Since only disjoint paths are
obtained, for a given source and a destination node, the maximum number of the
disjoint paths produced by the trellis hop diagram is equal to the minimum number
of neighboring node among the source or the destination. In this example, it can be
seen that the source node has 5 neighbors whilst the destination has 3 neighbors.
The maximum number of disjoint paths connecting between them is 3.
However, the hop trellis diagram is computationally expensive, as it requires all
data paths to be discovered before selecting the best path. The computational
complexity of the hop trellis diagram is studied by [51]. For the ad hoc network
containing N node numbers, the complexity of the hop trellis diagram is given as
O(N2). The complexity of identifying the set of disjoint paths can be improved by
using the modiﬁed Viterbi algorithm, which will be discussed in the next section.
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The Modified Viterbi Algorithm
The modiﬁed Viterbi algorithm [27] is based on the hop trellis diagram but the least-
cost path selection algorithm and the path discovery algorithm is improved. Using
the modiﬁed Viterbi algorithm the cost metric is computed during path identifying
process. The total cost of uncompleted paths will be compared, if it is necessary,
and only the lowest cost path is selected and kept in the uncompleted routing table.
As a result, the number of uncompleted paths to be considered during the process
as well as the complexity are reduced.
The algorithm is operated similarly as the hop trellis diagram, but the cost is
calculated in each step. In a set of uncompleted path, if there are paths going
to the same node, the algorithm compares their cost. The higher cost path is then
removed from the table and the algorithm continuous at the next hop level with those
uncompleted paths remaining in the table. Once the algorithm is stop running, only
one least-cost path will be obtained and the algorithm then modiﬁes the connectivity
matrix to be used in the next search. The algorithm is replicated just the same way
as the hop trellis done to identify all disjoint paths. Since the number of uncompleted
path can be reduced during each searching time, the computational complexity of
the modiﬁed Viterbi algorithm is reduced to O(N).
In order to examine the modiﬁed Viterbi algorithm, simulations on the 50 nodes
ad hoc network, given in Figure 2.1, has been set up. It is assumed that the max-
imum transmission range for each node is ﬁxed at 200 metres and there are three
transmission techniques, the single code CDMA, the multi-code CDMA with the sin-
gle bit allocation and the multi-code CDMA with two-group bit allocation employed
in communications. For each transmission scheme operated at the physical layer,
the modiﬁed Viterbi algorithm is used to identify a set of disjoint paths connecting
between node 37 and node 3. Firstly, the single code CDMA code communication
with the modiﬁed Viterbi algorithm is run. The result is given in a Figure 2.5. It
can be observed from the Figure 2.5 that the single code CDMA with the modiﬁed
Viterbi algorithm obtains 5 disjoint paths. The path labeled by a blue line is the
ﬁrst path discovered by the algorithm, which is the most least-cost path. The set of
the discovered paths consists of J1 = {37, 35, 46, 4, 3} , J2 = {37, 49, 47, 2, 3} , J3 =
{37, 36, 45, 44, 3} , J4 = {37, 29, 48, 50, 5, 3} and J5 = {37, 31, 32, 33, 8, 7, 3}. How-
ever, because data rates produced by the single code CDMA is very low, total
bit energy consumption of these paths are very high. As a result, when these
data paths are employed in data transmission, life time of each path is short.
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 J1
J3
J2
J4
J5
Sourcenode
Destinationnode
Figure 2.5: A set of disjoint paths produced by the modiﬁed Viterbi algorithm and
the single-code CDMA scheme.
The data path lifetime will be discussed in the next section. Next, the modi-
ﬁed Viterbi algorithm incorporated with the multi-code CDMA with the single
group bit allocation is operated, which provide a set of disjoint path as shown
in the Figure 2.6 when the multi-code CDMA with the single group loading ap-
proach is employed, according to the standard of the HSDPA technique, each pair
of communication needs to have an SNR suﬃciently high to operate transmis-
sions with the minimum bit rate on at least 5 channels. Otherwise, it is consid-
ered as no link between them. Therefore, the number of data links in Figure 2.6
is lower than in Figure 2.5, as all low SNR links are removed. It can be seen
that the multi-code CDMA with the single group bit allocation provides 3 disjoint
paths, which is J1 = {37, 49, 36, 32, 47, 4, 3} , J2 = {37, 35, 33, 50, 45, 44, 3} and J3 =
{37, 30, 28, 29, 48, 46, 5, 3}. Although the number of disjoint paths to be used in this
scheme is smaller than the single code communication, the total bit energy consump-
tion of each path is signiﬁcantly lower. Finally, a set of disjoint paths given by the
modiﬁed Viterbi algorithm collaborating with the multi-code CDMA with the two-
group loading approach is shown in Figure 2.7. The approach utilizes transmission
energy eﬀectively to improve the data rate. As a result, low SNR link is able to oper-
ate data transmission. There are 4 data paths given by the multi-code CDMA with
the two-group loading technique, where the total bit energy consumption of each
path is minimized. The data paths of the two-group loading approach comprises J1 =
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J1
J2
J3
Sourcenode
Destinationnode
Figure 2.6: A set of disjoint paths produced by the modiﬁed Viterbi algorithm and
the multicode-code CDMA with the single-group bit allocation scheme.
{37, 49, 36, 32, 47, 4, 3} , J2 = {37, 30, 28, 38, 42, 43, 2, 47} , J3 = {37, 35, 48, 45, 44, 3}
and the path J4 = {37, 23, 21, 20, 19, 18, 17, 15, 34, 8, 5, 3}.
The multi-path routing communication is able to identify the set of the least-cost
disjoint paths for data transmission but those disjoint path discovered in the later
state are slower data rate paths, which consume more energy for transmitting the
same amount of data. The energy cost of each path is not identical so that allocating
data equally into all path causes the energy unequal energy consumption, which
reduce the network lifetime and energy eﬃciency. Therefore, to enhance energy
eﬃciency, energy consumption must be spread uniformly across the set of the disjoint
paths, which can be done by using the load balancing algorithm,demonstrated in
the next section.
2.2.4 Maximizing the Lifetime of the Networks
In this work, the network lifetime is deﬁned as the period of time since the network is
deployed until some nodes in the network run out of energy, or it can be said that, for
the multi-path communication, the network lifetime is equal to the shortest lifetime
of the paths. The network lifetime is one of the factors to be used to indicate
how network consumes energy eﬀectively, the energy eﬃciency. In conventional ad
hoc networks, the data packets are delivered over a single data path, known as the
best path, so that nodes constitute the data path exhaust energy quickly, rendering
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J1
J2
J3
J4
Sourcenode
Destinationnode
Figure 2.7: A set of disjoint paths produced by the modiﬁed Viterbi algorithm and
the multicode-code CDMA with the two-group bit allocation scheme.
the short lifetime of the network. Therefore, having the multiple data paths in
transmission can enhance the network lifetime as energy consumption can be spread
over all paths. However, energy cost on each data path is not uniform so that it is
important to allocate data into each data path properly. Otherwise, system cannot
take advantage of the multi-path communication.
Now, giving M data bits to be transmitted over multiple data paths in a period
time of T second, the required transmission rate hence is given as M/T bits per
second. Assuming the M data bits are distributed to each data path z with a
number of bit denoted by mz, the data rate on path is given as mz/T , which satisfy
M
T =
∑Z
z=1
mz
T . The energy draining rate which show an amount of energy consumed
by path z in each second can be written as
Dz =
Eb,zmz
T
(2.29)
Giving an average transmission energy on the data path as Eini, the average lifetime
of the data path is formulated as
tl,z =
Eini
Dz
(2.30)
For the network using a multipath routing, the network lifetime can be determined
by using (2.30), as it is assumed to be equal to the lowest average path lifetime.
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Since the multi-path routing algorithm is performed in ad hoc networks, it is
possible to used the load balancing algorithm to maximize the network lifetime. In
order to examine the performance of the load balancing approach, the simulations
on Matlab are implemented. it assume that the ad hoc network need to achieve a
total data rate of 1 Mbits/second and the modiﬁed Viterbi algorithm is employed to
discover a set of disjoint data path. It is assumed that the load balancing algorithm is
tested on three transmission techniques, the single-code CDMA communication, the
multi-code CDMA communication with the single-group bit allocation approach and
the multi-code CDMA communication with the two-group bit allocation approach.
By using these transmission techniques, the modiﬁed Viterbi algorithm provides the
sets of data paths as given in the previous section. The load balancing algorithm
is then run and the lifetime of those data paths are determined. To evaluate the
performance, the lifetimes obtained from the load balancing approach are compared
with the lifetime produced by the equal data loading scheme. Assume that each
data path is initialized by energy of 100 unit, the average network lifetime of the
single-code CDMA technique running at 1 Mbps is given in Figure 2.8. when there
Figure 2.8: The average lifetime of the network operating the single-code CDMA
approach.
are more data path participating in data transmission, the network expects to have
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a longer lifetime, as the amount of data to be transmitted can be shared by each
data path. However, for the system using the single code CDMA communication, it
can be observed that the network lifetime is not improved as the number of paths
increases, if the data is allocated equally to all paths. This is because the paths
discovered later has a high total bit energy consumption and those paths consume
large energy even to carry small bits of data. As a result, the network lifetime of
the single code CDMA is not improved much for the equal data loading scheme. On
the other hand, the load balancing algorithm allocate amount of data accordingly,
which contributes to uniform energy consumption over all data path. The average
network lifetime therefore can increase proportionally to the number of data path.
The simulation results for the multi-code CDMA with the single group allocation
is demonstrated in the Figure 2.9. The multi-code CDMA with the single group
Figure 2.9: The average lifetime of the network operating the multi-code CDMA
with the single-group bit allocation approach.
bit allocation signiﬁcantly enhances the total data rate and the network lifetime
compared with the single-code CDMA approach. It is noticeable here that the
uniform data allocation produces poor lifetime as more data paths are used, since
the data path 3 is very slow data path consume too much energy for transmitting
the same amount of data. The lifetime of the data path three is the shortest so that
it consider as the network lifetime. Finally, the network lifetime of the system using
the multi-code CDMA with the two-group bit allocation technique is presented in
Figure 2.10. It can be observed that further improvement of the lifetime is provided
by the two-group bit allocation, where the maximum lifetime increases by 20%
compared with the single group allocation. Moreover, the result also conﬁrms that
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Figure 2.10: The average lifetime of the network operating the multi-code CDMA
with the two-group bit allocation approach.
the load balancing algorithm is necessary for maximizing the network lifetime.
Having the multipath communication with the load balancing algorithm maxi-
mizes energy eﬃciency, but not the target end-to-end throughput. The eﬀective
throughput actually depends on MAC protocols as it controls data traﬃc in net-
works. A carefully investigation on the MAC protocol is required in order to estimate
the end-to-end throughput correctly, which will be used to improve the end-to-end
throughput. In the next section, an analytical model for the MAC protocol is de-
scribed. The model provides the MAC’s service time indicates the time required to
complete one packet transmission. The service time is necessary parameter which is
employed in the end-to-end throughput enhancement.
2.3 The MAC Layer and the Service Time Calculation
In conventional ad hoc networks, MAC protocols control channel access on all nodes
and limit the amount of data that a node can transmit. The eﬀective throughput
of an ad hoc network is given by (2.1), where L is length of data bits in the payload
of packets and T is the transmission duration allocated by a MAC protocol. The
time T is known as the MAC’s service time, which vary in each node in the network.
The service time depends on the network topology and data traﬃc, and it is also
associated with the physical data rate. Assuming that the ad hoc network employs
the multi-path routing to transmit M bits of data in a given time T second, the
target throughput of the ad hoc network is given as R = M/T bits/second. The
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data M is spread over multiple paths such that R =
∑Z
z=1
mz
T , where mz is data
allocated for path Jz for z = 1 , . . . , Z. For every node i and node l where i, l ∈ Jz,
the service time between the nodes is given as T i,l. The service times of each link in
the path Jz are diﬀerent and the link with the maximum service time is known as a
bottleneck link, which limits the maximum throughput of the path Jz, as previously
stated in (2.2). The MAC protocol assembles packets from a given data before
transmission, and if the MAC protocol produces a packet length of Lz bits, The
maximum data rate given by the MAC protocol over the path Jz is written as
RMAC,z,MAX =
Lz
maxi,l∈Jz
(
T i,l
) (2.31)
where maxi,l∈Jz
(
T i,l
)
is the maximum service time of path Jz. In order to satisfy
the required throughput R, the optimum packet Lz must be determined such that
Lz
maxi,l∈Jz
(
T i,l
) = mz
T
(2.32)
It can be observed from (2.32) that the maximum service time is required in the
calculation. In this work, the link’s service time can be estimated by using the
Carvalho’s analytical model [30]. The model is proposed to calculate the service
time of ad hoc networks in which the MAC protocol corresponding to the IEEE
802.11 standard is performed. Moreover, it is able to calculate the service time
for the entire network regardless of the network topology. The Carvalho’s model is
described in the next section.
2.3.1 The Carvalho’s Service Time Model
The model is used to calculate the service times for saturated networks where all
nodes in the networks have packets ready to be transmitted and queue delay time
is not considered. The service time determined by the model is given as
T = TB + T s (2.33)
According to the IEEE 802.11 with Distributed Coordinate Function (DCF) MAC
protocol, TB is average time that node spend in a binary backoﬀ state and TS is
time required to complete one packet transmission after the backoﬀ period expire.
The binary backoﬀ is a mechanism that the IEEE 802.11 DCF MAC protocol is
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used to solve packet collision in the network. The backoﬀ basically is a timer es-
tablished by the node encountering the packet collision or unsuccessful transmission
attempts. Once the backoﬀ is set, the node is forced to be idle and remains in that
state until the backoﬀ time is over. The backoﬀ timer comprises multiple time slots,
where each time slot size is equal to an interval of time required by a node to detect
packet transmission performed by the others. The number of time slots for setting
up the backoﬀ time is initialized by a random integer number running between 0
and w − 1, where w is called a contention window. The contention window begins
with wmin and it increases by a factor of 2 power every time the node detects more
unsuccessful transmission. The maximum number of the contention windows is de-
noted by wmax. During the backoﬀ process, the backoﬀ time is reduced only if the
node observes and ﬁnds that the communication channel is unoccupied for a period
longer than the period of Distributed Inter-Frame Time Slot (DIFs), and the node
is allowed to used the channel once the backoﬀ timer is over, as it can be seen in the
Figure 2.11 In order to determine the average backoﬀ time of each node, the model

Figure 2.11: DCF and the backoﬀ time. [2]
takes correlations between the physical layer and the MAC layer into account. The
relationship between both layers is formed as a linear equation such that
τ = f(q) (2.34)
where τ and q represent a transmission scheduling rate and a successful transmission
probability respectively. The transmission scheduling rate τ a parameter of the MAC
protocol, which indicates the opportunity of transmitting packets given to each node
whilst the successful transmission probability q is a parameter of the physical layer
which denotes the successful rate once a packet is transmitted. The node with a
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high successful transmission rate has a higher chance for data transmissions, as it
can be seen in (2.34). Since the network is saturated and all nodes are allowed to
send packets simultaneously, there may be packet collision occurring at receivers.
However, in the case that receivers perceive a low level of interference those collided
packets can be successfully received, as they can be recovered by an error correction
mechanism. Consequently, the successful transmission probability q of each node
depends on the interference level, or the received SNIR. Since the ad hoc network
is saturated, queue delay time is excluded and (2.34) can be rewritten in a vector
notation to represent the scheduling rate of all N nodes in the network as follows
τ = aq (2.35)
where τ = [τ1 τ2 , . . . , τN ]
T and q = [q1 q2 , . . . , qN ]
T . the constant a is a parameter
of the MAC protocol which can be calculated from the contention window as
a =
2wmin
(wmin + 1)2
(2.36)
The probability q is associated with two parameters, the bit error rate of received
packets and the interference appearing at the point of interest. The bit error rate is
calculated both in the forward direction, when a data packet is sent to the receiver,
and in the reverse direction, when the receiver sends an acknowledge packet to the
transmitter. The interference estimation considers only node in the carrier sensing
area of the transmitter and the receiver. The q vector is formulated as
q = (I+Φ)−1π (2.37)
where I is a N×N dimensional identity matrix for a network with N nodes and π =
[π1 π2 , . . . , πi , . . . , πN ]
T is a vector comprising the total bit error rate encountered
by node i for i = 1 , . . . , N whilst Φ is called an interference matrix.
The total bit error rate πi is calculated as a function of the conditional probability
of successful frame reception as given in the follows
πi = f(c
r
i0)f(c
i
r0) (2.38)
the conditional probability f(cri0) is estimated from the bit error rate determined at
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the SINR level of γ, Pb(γ), and a transmitted packet size K such that
f(cri0) = [1− Pb(γ(cri0))]K (2.39)
the f(cri0) represents the transmission of data in the forward direction and K is
the size of the transmitted packet given in bits. Similarly, the f(cir0) is used in the
reverse direction where the packet to be transmitted is the acknowledgment packet
instead of the transmission data packet. The interference matrix has a dimension
N × N which describes how interference exists between the nodes in the network.
The interference matrix is given as
Φ =

0 Φ12 Φ13 · · · Φ1N
Φ21 0 Φ23 · · · Φ1N
Φ31 Φ32 0 · · · Φ32
...
...
...
. . .
...
ΦN1 ΦN2 ΦN3 · · · 0

(2.40)
where each element in the matrix is
Φil =
{
aπi, if l ∈ Vi ∪ Vri
0, if l /∈ Vi ∪ Vri
(2.41)
where Vi is the set of nodes staying in the carrier sensing area of node i and Vri is
a set of nodes staying in the carrier sensing domain of the promise receivers of node
i. The parameter a can be obtained from (2.36). Once the successful transmission
vector q is calculated, the transmission scheduling rate matrix can be determined
by using (2.35).
The Carvalho’s model assumes that only three events are encountered by nodes
i while it is in the backoﬀ state. The events consist of successful transmission,
idle and collision, which can be described by a channel state probability vector
p
i
=
[
pii p
i
c p
i
s
]T
where pii, p
i
c and p
i
s stand for an idle channel probability, a collision
channel probability and a successful channel probability. The channel state prob-
ability vector exists, if other nodes are transmitting in the carries sensing area of
the node i. Hence, to calculate the channel state probability p
i
, the probability of
transmission will need to be calculated. Giving Ri as a set of nodes appearing in
the carrier sensing area of node i, the possibility that the nodes in this set transmit
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data while node i is in a backoﬀ state is written as
pitr = 1−
∏
j /∈Ri
(1− τj) (2.42)
where τ is obtained from (2.35). once the data transmissions happen within carrier
sensing range of node i, the probability that these transmissions are done successfully
is obtained as
pisuc =
∑
k/∈Ri qkτk
pitr
(2.43)
Using the pitr and p
i
suc, the idle channel probability, the collision channel probability
and the successful channel probability are formulated as
pii = 1− pitr
pic = p
i
tr(1− pisuc)
pis = p
i
trp
i
suc
(2.44)
The channel state probability is employed to estimate the average backoﬀ time of
node i, which is given as
TB =
α(wminβ − 1)
2q
+
1− q
q
tc (2.45)
where
α =
q − 2m(1− q)m+1
1− 2(1− q) (2.46)
where m is a standard power determined from the maximum contention window
size such that wmax = 2
mwmin. The parameter α denotes the average time that the
node spend in each channel state, which is calculated as a function of the channel
state probability, as follows
α = σi + tcpc + tsps (2.47)
For node i, each channel state probability is obtained from the vector p
i
=
[
pii p
i
c p
i
s
]T
.
The time coeﬃcient σ is an interval of the backoﬀ time slot while tc and ts are an
average time that the system expects to encounter data collisions and an average
time of completing packet transmissions respectively. The ts includes all periods of
time for processing one packet transmission by a four-step handshake mechanism
(RTS-CTS-DATA-ACK) deﬁned in the IEEE 802.11 MAC protocol. The four-step
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handshake protocol is shown in the Figure 2.12
Figure 2.12: The four-step handshake protocol. [2]
To obtain tc, the system assumes that the collisions happen only in during the
overhead packet transmission. This is because, if the overhead packet exchanging is
completed, nodes surrounding the communication pair are forced to be idle by the
protocol, which cannot interrupt the data transmission. Hence, the tc is given as
tc = tRTS + tDIFs + δ (2.48)
where tRTS ,tDIFs and δ is the time required to complete transmission of the RTS
packet, the interval of DCF interframe time space and the propagation dalay. In
this work, it is assumed that all control packets are transmitted with a constant
data rate of 1 Mbps. The propagation delay δ is very small compared with other
delay time so that it is assumed to be equal in all links and the approximate value
will be assigned. The successful tranmsission time ts is obtained as
ts = A+
L
rdata
(2.49)
where A = tRTS+tDIFs+3tSIFs+4δ+tMACheader+tCTS+tACK . tCTS and tACK are
time required to complete transmission of the CTS packet and the acknowledgment
packet respectively. tSIFs is the short interframe time space speciﬁed by the MAC
DCF protocol. It also assumes that all header packets are transmiitted with the
constant data rate of 1 Mbps whilst a data rate rdata, given in bits/sec, is used
only when transmitting the data payload L.For a given node i and node l, the data
rate ri,ldata is determined as r
i,l
data = ri,l/(NPGTs). Each time parameters used by
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(2.48) and (2.49) are taken from to standard values given by the IEEE 802.11 MAC
protocol. These parameters are shown in the table 2.2. The Carvalho’s model can
Table 2.2: The IEEE 802.11DCF MAC protocol’s parameters
wmin 32
wmax 1024
MACheader 34 bytes
tRTS 44× 8 µS
tCTS 38× 8 µS
tACK 38× 8 µS
σ 20 µS
tSIFs 10 µS
tDIFs 50 µS
δ 1 µS
be used to estimate the service times for saturated networks, where all nodes are
transmitting data packets. However, for the network we are interested in packet
transmission are operated only by nodes which are members of a data path. As
there is some discrepancy, applying the Carvalho’s model directly on the network
may contribute to inaccurate results. Therefore, it is necessary to examine the
accuracy of the Carvalho’s model when it is used in the given network.
For the testing, the Carvalho’s model is applied for services times calculation of
each link over a data path, which is constructed on the 50 node ad hoc network given
in the Figure 2.1. The results produced by the Carvalho’s model are then compared
with the sets of results obtained from the network simulator NS-2 [32], which is run
under the same condition. The data paths to be examined for the link service times
are given as J1 = {37, 49, 36, 32, 47, 4, 3} and J2 = {37, 30, 28, 38, 42, 43, 2, 3}. The
results are illustrated by the Figure 2.13 and the Figure 2.14.
It can be observed from Figures 2.15 and Figure 2.16 that the service times cal-
culated by the Carvalho’s model are exceptionally high compared with the service
time obtained from the NS-2. Since the NS-2 is known as a tool to give practical
results, it means using Carvalho’s model may produce another set of results which
is diﬀerent from the practical. This is because the Carvalho’s model considers all
nodes in the network for the calculation. As a result, the interference domain and
the number of activated nodes in the carrier sensing range of each node are large,
which contribute to very high service time in each communication link. On the other
hand, in the NS-2 simulation, all nodes are idle except the nodes belonging to the
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Figure 2.13: Data path J1.

Figure 2.14: Data path J2.
data path. Therefore, the number of nodes that can interrupt the communication
is minimized, which results in the low link services times. As it can be observed
from the examination, the Carvalho’s model needs to be modiﬁed before applying
to calculate link service times in ad hoc networks. Otherwise, inaccurate service
times may be obtained.
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Figure 2.15: The link service time of data path J1.
2.3.2 The Modification of the Carvalhos Service Time Model
From the NS-2 simulation, two reasons causing discrepancy in the service time
between the NS-2 simulation and the Carvalhos model has been observed. Firstly,
the carvalhos model takes all nodes in the network into consideration in order to
calculate the service time. Consequently, the service time in each data link is very
high, since the number of node create data collision is large. On the other hand,
in the NS-2 simulator, once data path is established, only nodes which are the
member of the data path are activated, and data collision only caused by these
nodes. Therefore, the number of node making the collision in the NS-2 is much
lower than in the Carvalhos model.
Secondly, it has been observed in the NS-2 that the packet collision always hap-
pen at the receiver during the RTS transmission. Once the transmitter send the
RTS packet to the receiver and the receiver is waiting to reply by sending the CTS
packet, the receiver sometime encounters another transmission caused by neighbour-
ing nodes. These neighbouring nodes are known as interferer which can interrupt
the data transmission, as they are not in the range of the transmitter and cannot
hear the RTS transmission produced by the transmitter. In the NS-2, the interferes
appear only in the carrier sensing range of the receiver as shown by the Figure 2.17.
Alternatively, in the Carvalhos model the interferer exists in both transmitter and
receiver carrier sensing distance, since it considers data transmission in both forward
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Figure 2.16: The link service time of data path J2.
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Figure 2.17: The interference at the receiver.
and reverse path. Having more interfering nodes yields the higher service time in
each link.
In order to make the service time produced by the Carvalhos model to be identi-
cal to the service time of the NS-2, as we need the carvalho’s model to be close as
possible as to the practical results. To modify the Carvalho’s model, ﬁrstly, nodes
which are not participated in data transmission must be removed from the consider-
ation. Secondly, the interference domain, which basically considers both the carrier
sensing distance of the transmitter and of the receiver, need to be changed.The new
interference domain considers only the nodes stay in the carrier sensing range of the
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receiver. Therefore equation 2.41 is re-written as
Φil =
{
aπi, if l ∈ V ′i ∪ Vri
0, if l /∈ V ′i ∪ Vri
(2.50)
which excludes node in the carrier sensing area of the transmitter.
2.4 Model Validation and Simulation Results
To modify the Carvalho’s model, the interference domain of the model must be
changed and all nodes which are not involved in the data transmission must be ig-
nored,as they are considered as idle nodes in the NS-2 simulator. After makeup these
changes,the modiﬁed Carvalho’s model is employed to estimate the service time of
data path J1 and the data path J2,which are given in the Figure 2.13 and Figure 2.14,
and the results are presented by the Figure 2.18 and Figure 2.19 respectively.
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Figure 2.18: The service time of data path J1 produced by the modiﬁed Carvalho’s
model.
As it can be seen from the ﬁgures, the service time produced by the modiﬁed
Carvalhos model is labeled by ”The simpliﬁed analytical model”. It can be observed
that the service times obtained from the modiﬁed model almost agrees with the one
produced by the NS-2 simulator in both data path.
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Figure 2.19: The service time of data path J2 produced by the modiﬁed Carvalho’s
model.
2.4.1 The Packet Delivery Ratio of Ad Hoc Networks
Next the packet delivery ratio of the multi-path routing on the ad hoc is discussed.
The packet delivery ratio is measured by transmitting data packets over the least-
cost paths identiﬁed by the modiﬁed Viterbi routing technique. Sets of results are
produced by the NS-2 for each transmission technique proposed in the section 2, the
single code communication, the multi-code with the single group bit allocation and
the multi-code with two group bit allocation. After the data paths are discovered,
the load balancing algorithm determines data bits mz to be transmitted over path z.
The optimal packet size Lz is calculated by using (2.3), where the maximum service
time of each data path is estimated my using the modiﬁed Carvalho’s model.The
number of total packets that can be obtained are Nz = ⌊mz/Lz⌋. However, the total
number of transmitted bits must satisfy mz > NzLz so that, after the number of
packet is obtained, the packet size is adjusted such that
Lz =
⌈
mz
Nz
⌉
(2.51)
which ensures that all mz data bits can be transmitted with the data packet size of
Lz. Using the NS-2 simulator, the packet delivery ratio of data path Jz is deﬁned
as the number of successfully received packet at the destination divided by the total
number of transmitted packet. The packet delivery ratio of each data path is shown
as Figure 2.20
It can be seen that the packet delivery ratio produced by the single CDMA tech-
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Figure 2.20: The delivery ratio observation.
nique is much lower than the ratio produced by the multi-code CDMA approach.
The delivery ratio of the multi-code CDMA with single-group approach is identical
to the ratio produced by the multi-code CDMA with two-group technique. However,
with the two-group resource allocation technique, there is one more data path to be
used so that the energy consumption per path is lower, which contribute to higher
lifetime as well as energy eﬃciency.
2.5 Conclusions
In this chapter, the end-to-end performance of ad hoc networks is enhanced. The
improvement of the ad hoc network has been done by cross-layer optimization which
includes optimizing the physical layer, routing layer as well as the MAC layer. At the
physical layer the multi-code CDMA with the two group resource allocation tech-
nique is implemented. The two group technique signiﬁcantly improves the physical
data rate and minimize the residual energy. The energy eﬃciency is provided by
the routing layer, where a multi-path routing technique is employed. The multi-
path routing technique uses a bit-energy consumption as cost matrices to identify
a set of disjoint paths. The disjoint path with the minimum bit-energy consump-
tion is selected for transmission.This will ensure only the least-cost data paths are
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employed in order to minimize energy consumption. The load balancing algorithm
is then utilized to distribute data to be transmitted equally to all paths. The load
balancing algorithm spread the energy consumption uniformly across the network.
As a result, the network lifetime as well as energy eﬃciency is improved when more
disjoint data paths participate in data transmission. In addition to the routing layer,
to improve the complexity for determining the set of the disjoint path,the modiﬁed
Viterbi algorithm is exploited instead of the trellis hop algorithm. However, the
actual end-to-end throughput is controlled by the MAC layer so that, to achieve the
target end-to-end throughput required by a user, a packet lenght optimiation on the
MAC layer need to be done. To calculate the optimal packet size, the maximum
service time of the data path is required, which can be estimated by using Carvalho’s
service time model. However, examining the Carvalho’s model found that the model
is unable to provide accurate service time values, when applying on the interested
network.
The main contribution of the chapter is examining and modifying the Carvalho’s
service time model. To examine the model, the set of result produced by the NS-
2 is used as a reference. The NS-2 is set to simulate the interested network for
determining the serveice times, which are compared to another set of the service
time calculated by using the Carvalho’s model. It is found that the results obtained
from the Carvalho’s model are much higher than the results given by the NS-2.
Therefore, to make the Carvalho’s model to be more accurate, the model need to
be modiﬁed. After adjusting, the Carvalho’s model is used to estimate the service
time, which will be used further to identify the optimum packet size. The result has
shown in the section 5.
For the further performance enhancement of the wireless network, it can be done
by improving the physical data rate. As shown by (2.25), the bit energy consumption
is inversely proportional to the physical data rate so that the bit energy consump-
tion can be reduced by increasing the data rate. Since the bit energy consumption
is reduced, the network consume energy more eﬀectively, which results the higher
energy eﬃciency. Enhancing the data rate not only improves the energy eﬃciency
but the end-to-end throughput of the system as well. Since the end-to-end through-
put depend on the maximum service time of the data path and the service time is in
inversely proportion to the data rate, increasing the data rate therefore improve the
end-to-end throughput. In the next chapter, an enhancement of the data rate using
the MIMO-HSDPA technique will be demonstrated. The MIMO communication
technique speciﬁed by 3GPP basically can double the data rate of the system. How-
58
ever, when data rate increase, the system encounters the frequency selective channel
instead of a ﬂat fading channel. The next chapter also performs a method to deal
with the frequency selective channel together with resource allocation technique,
which optimize the performance of the of the MIMO-HSDPA system.
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3 Resource Allocations and
Performance Evaluations on the
MIMO-HSDPA system
3.1 Introduction
In the Chapter 3, the energy eﬃciency and the throughput of ad hoc networks has
been investigated. Energy eﬃciency can be improved by using the load balancing
algorithm collaborating with the multipath routing approach, which uses a set of
the minimum energy consumption paths. Improvement of energy eﬃciency is de-
termined by the network lifetime and it has been demonstrated that the network
lifetime is extended when the schemes are implemented. Careful analysis found that
the critical parameter of ad hoc networks is actually a physical data rate. As you
can see from the multipath routing selection algorithm, consuming the same amount
of energy, the faster path can deliver more data. Therefore, using the faster path
results in the improvement of energy eﬃciency. Not only the energy eﬃciency which
is depended on the physical data rate, the end-to-end throughput as well.
The end-to-end throughput is inversely proportional to the maximum service time
in a data path, which is the parameter of the MAC layer, so that the end-to-end
throughput increases, if the maximum service time is reduced. It was shown in the
analysis of service time model of the MAC protocol that the service time inversely
proportional to the physical data rate. Hence, increasing the data rate reduces the
maximum service time and enhances the end-to-end throughput.
The previous chapter showed how to improve the physical data rate by using HS-
DPA with the two-group bit loading approach, where the system is operated on ﬂat
fading channel.In this chapter, the further improvement of the data rate by utilizing
a MIMO transmission technique will be discussed. This will show that the MIMO
approach can signiﬁcantly boost the physical data rates when collaborating with
resource allocation techniques. However, when the data rate increases, the commu-
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nication channel might be changed from a ﬂat fading channel to a frequency selective
channel, which causes inter-symbol-interference at the received signal. This chapter
will demonstrate an interference cancellation technique which is used to deal with
the frequency selective channel.The interference cancellation approach is utilized
in collaboration with the resource allocation technique, Equal-Energy-Equal-SNR
approach and Equal-Energy-Equal-Rate (EEER)approach, [53] such that the per-
formance of the MIMO-HSDPA system is substantially improved. The performance
of the proposed technique is evaluated by the simulation on a frequency selective
channel, which is represented by more sophisticated channel model.
In order to conﬁrm the eﬀectiveness of the proposed algorithm, examining the
technique on a test bed system has been set up. The test bed system has been build
base on software deﬁned radio based LabVIEW-FPGA system, which is capable of
testing ultra-broadband transmission systems such as 3G or 4G systems. The test
bed system incorporates particular signal processing techniques so that no external
signal sources are required for the synchronization of the transmitter and the receiver
when operating the signal transmission. The detail of MIMO-HSDPA and the test
bed system is going to be discussed later. The detail of how to construct the test
bed system can be found in the appendix I.
3.2 Related Works
For improving downlink data rates of 3rd generation (3G) networks, the third gen-
eration partnership project (3GPP) introduced a high speed downlink packet access
(HSDPA) approach in release 5 [4]. In HSDPA systems, the data rate is signiﬁ-
cantly improved by using an adaptive modulation and coding scheme including a
fast link schedule algorithm. The transmitter speciﬁes the modulation and coding
scheme to a particular user based on channel information sent back from that user.
To provide the higher data rate, the use of a Multiple Input and Multiple Output
(MIMO) technique, where multiple antennas are used by transmitters or receivers,
was introduced in 3GPP release 7 [9]. In this release, 2 x 2 MIMO transmission
scheme called the Dual Stream Transmit Diversity (D-TxAA) is incorporated into
the HSDPA system speciﬁcation, the system hence is able to transmit up two data
streams to users, which theoretically doubles the capacity of the system. Although
the MIMO-HSDPA techniques provide a considerable improvement for the system
but, in practice, the performance of the MIMO system still need to be examined.
Study conducted by [5] has been found that the capacity of MIMO-HSDPA is less
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than the upper bound when the system is operated in practical systems. The paper
reviewed several reasons degrading the performance, which mainly are Inter-Symbol-
Interference (ISI) in the system and ineﬃciency of resource utilization.
Communication channels might be corrupted by multipath fading which causes
the channels to be a frequency selective channel, which distorts a signal. Once a
sequence of symbols is transmitted over the frequency selective channel, the sym-
bols might be spread in time and to the adjacent symbols, and this is known as
ISI which degrade the quality of received signals. Basically, both linear and non-
linear equalizer can be used to eliminate the ISI. The linear equalizer such as a
Zero-Forcing (ZF) equalizer is simply constructed by the inversion of the frequency
selective channel, which is modeled as a linear time invariant ﬁlter. However, the ZF
equalizer potentially leads to enhancement of noise power levels as it is not taken sys-
tem noise into consideration [54]. Alternatively, the Minimum-Mean-Square-Error
(MMSE) equalizer can be employed instead of the ZF equalizer, since it provides
the better performance in ISI and noise suppression. Comparing between the ZF
and the MMSE equalizers demonstrates that the MMSE equalizer is only slightly
complicated in analysis. The use of the MMSE equalizer can be found in [55, 56].
In [55], the MMSE equalizer was performed in marco-femto cell networks where
the MIMO transmission is operated and it conﬁrms the eﬀectiveness of the MMSE
equalizer. Study in [56] applied the MMSE equalizer on the system where uncertain
channel feedback information appears. But using only the MMSE equalizer might
not be eﬀective as suggested by [5], which measures the throughput on two diﬀerent
channel proﬁles, a short delay spread channel and a long delay spread channel. The
results showed that the long delay spread channel contributes to the higher lever of
the multipath fading and the subsequent interference which causes more throughput
loss.
For further improvement in the receiver, it is feasible to incorporate non-linear re-
ceiving techniques such as Successive Interference Cancellation (SIC) into the struc-
ture of the receiver. The SIC approach decodes and removes out the strong signal,
which is a potential interferer. As a result, the interference level is reduced, when
attempting to extract the desired signal. For example, the used of interference can-
cellation can be found in [57]. Work [57] attempted to improve the capacity of
radio down-links by using the MMSE-SIC receiver, and it demonstrated that the
MMSE-SIC receiver provides the better performance. Once the MMSE-SIC receiver
is exploited, the computational complexity is concerned, because the receiver needs
to run intensive computation in order to search for the coeﬃcient matrix of the
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equalizer. The computation includes the inversion of a channel covariance matrix
whose dimension is scaled the number of spreading sequence, the number of used
antenna as well as the number of resolvable path in the multipath fading channel.
For MIMO-HSDPA systems, the channel information is update for every 2 milli-
seconds according to the speciﬁcation so that the computational cost is obviously
very high. In order to reduce the computational complexity, [58] proposed SIC based
matrix inversion method which minimizes the number of the matrix inversion when
calculating the MMSE linear de-spreading ﬁlter coeﬃcients for multi-code HSDPA
systems. This approach can be applied on the MIMO-HSDPA as well.
Apart from optimizing receiver structures by using the MMSE-SIC approach, ef-
fective resource allocation algorithms are also required, in order to enhance the
capacity of MIMO-HSDPA systems. Since wireless resources are limited and shared
among users, allocating resource need to be done properly for maximizing the per-
formance. The optimization of the capacity might be achieved by using the famous
iterative water ﬁlling algorithm as described by [59]. In this work, the linear water-
ﬁlling algorithm is employed to solve capacity maximization problems in cognitive
radio systems, where interference and a power budget are limited. Work [60] per-
formed the water-ﬁlling algorithm on MIMO broadcasting systems to achieve energy
eﬃciency. Work [61] maximizes downlink throughput of CDMA systems by select-
ing the best group of uses to operate transmission. This problem is considered as
a scheduling problem which is done after power and spreading codes are properly
allocated. A dual formulation was exploited in this work as systems cost function
is constrained by the number of used codes and available transmission power. The
problem is formulated as a constrained optimization and Lagrangian method is pro-
posed to determine the solution. However, these works consider only a continuous
bit rate, which is impractical.
To make realistic systems, a discrete bit rate must be included in the problem. The
discrete bit loading has been studied by [62] and [63]. A rate maximization problem
and a margin maximization problem in multi-carriers systems were investigated
in [62], which also obtained the optimal solution by using the water-ﬁlling algorithm.
In addition to work [62], a discrete-bit loading problem was examined as well and
the modiﬁed water-ﬁlling algorithm was proposed to provide the solution. In [63],
a rate maximization including an optimal power allocation problem for MIMO with
MMSE-SIC receivers was formulated. The systems have considered a set of available
discrete- bit for power allocation. To maximize sum-rate, the maximum sum-rate
and the minimum required transmit power are determined. After that, the transmit
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antenna set which satisfy those rate and power is selected to run transmission. The
proposed scheme also oﬀers a good trade-oﬀ between the computational complexity
and information feedback rates.
Not only maximizing the performance of the MIMO-HSDPA system, the compu-
tational cost of resource allocation algorithm must be minimized in order to keep the
algorithm to be realistic. Although the water ﬁlling algorithm provides the optimal
solution for allocating resources, it is computationally expensive. The complexity of
the algorithm exponentially increase with as the number of users grows. In partic-
ular, the computational cost of the water ﬁlling algorithm might be exceptionally
high when consider discrete-bit allocation approach. To simplify and optimize re-
source allocation in MIMO-HSDPA systems, work [53] proposed resource allocation
algorithms based-on system values approach. The system values are parameters as-
sociated with the SNR at the output of de-spreading ﬁlters. For a MIMO-HSDPA
system using signature sequence for spreading data to be transmitted, the system
values for each spreading sequence can be calculated and they relate to a trans-
mission channel. The system values approach [58] is used to select the spreading
sequence creating high-gain coded channels. As a result, transmission energy can be
used more eﬀectively to increase the total rate. For the rate allocation, the system
values approach is able to determine discrete data rates to be transmitted without
energy calculation, yielding reduction in computational cost. The total data rate
determined the system values approach is close to the maximum capacity of a given
channel.
Two resource allocation techniques are proposed to be used with the system values.
The ﬁrst one is called the Equal-Energy-Equal-Rate (EEER) allocation. Using the
EEER approach, transmission energy is allocated equally into all code-channels,
which is similar to the standard MIMO-HSDPA, and all the channels are loaded by
the same data rate, which is estimated from the minimum system value. Another
loading scheme is known as the Equal-Energy-Equal-SNR (EEES) approach. The
EEES basically determine data rate to be allocated into each channel by using the
mean system value approach, and run iterative calculation to determine the amount
of energy which satisfy the data rate and produces identical received SNRs in all
channels. Since the iterative calculation is employed in the EEES approach, the
computational cost is higher than the EEER approach but it is able to achieve
the total rate which is very close to the system value upper bound. To conﬁrm
the performance of the EEER and EEES approaches, experiments on a real system
have been undertaken. The test bed to run the experiments has been built on the
64
LabVIEW-PXIe systems provided by National Instrument (NI). The system is based
on the LabVIEW platform and work with channel emulator software, which is used
to generate various wireless multipath channels. The complete test bed system is
capable of supporting very high data rate processing, which is suitable for building
a test system for wideband communications such as HSDPA and LTE systems. The
LabVIEW-PXIe system was used to collect data for the chapter.
In order to evaluate the performance of algorithms, MIMO test bed systems are
required. At this moment, test bed systems are mainly developed on software radio
architecture, which is known as the Software Deﬁned Radio (SDR) [64, 65]. The
SDR platform allows to deﬁne physical layer functions on a software and implement
by using the combination of electronics technologies such as a general-purpose pro-
grammable processing unit, analog-digital-analog (A/D/A) converter.It can be said
that all RF components and the baseband processes are converted as conﬁgurable
digital forms or it is the digit conﬁgurable radio (DCR).It is now being employed
widely to construct testbed systems for various applications. For example, a test bed
system for cognitive radio can be found in [66, 67]. For the RFID test bed system,
it is constructed in [68] and the test bed system for cellular networks is conducted
by [69, 70]. In work [66, 67], a survey on current technology of the SDR platform
has been demonstrated. [66] dedicated for identifying hardware which is suitable for
the cognitive radio systems. Many of hardware were examined in term of energy
consumptions, ﬂexibility and computing ability. Similarly, in work [67] analyst the
hardware to be used for the test bed system of a cognitive radio and also discussed
about some of software available in the market. [67] demonstrated the SDR which
build on Matlab/Simulink and Universal-Software-Radio-Peripheral (USRP) [71] de-
vices. The USRP devices are selected to be used in the work [67], because they are
low-cost whilst the performance is acceptable when comparing with others. Actu-
ally, the USRP is a favorite device for the hardware platform of the SDR system and
it is also employed by [68] to construct a test bed for RFID systems. The SDR plat-
form for testing LTE cellular networks was proposed by [69]. The work developed
a baseband board which supports 4 x 4 MIMO-LTE transmission, requiring up to
48 Gbps data transfer rate in real-time. Another example of the test bed system is
conducted by [72,73]. This work used sophisticated hardware to build a system,the
Vienna MIMO testbed, for examining the performance of MIMO-HSDPA system.
This system uses Matlab and C language to implement data processing and generate
a signal vector to be transmitted.
Basically, Matlab can be used as a SDR software platform as it is capable of com-
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puting intensively and it also provides communication toolboxes, which are ready to
operate signal processing. However, the run-time of the Matlab is not good enough
to perform real-time operation so that using Matlab as the SDR is eﬀective only in
an oﬀ-line mode. Alternatively, GNU Radio [74], which is another famous software
platform for the SDR system, can be used instead of Matlab. The GNU radio is an
open-source software which is based on Linux operating system. The GNU radio
also provides a set of signal processing toolboxes to be used and it is compatible
with low-cost radio font-ends such as the USRP. However, the major drawback of
the GNU radio is that it is unable to do intensive computation. Moreover, using
the GNU radio requires expertise in the Linux operating system and developing a
new tool box set of the GNU radio is diﬃcult, since it requires knowledge of Python
programming language as well as C programming. Recently, National Instrument
become a partner with the ETTUS research group, who produce the USRP de-
vice, and proposed LabVIEW to collaborate with the USRP for making the SDR
platform. The LabVIEW basically is comparable to Matlab but it use graphical-
based programming rather than text-based mode. LabVIEW is originally made for
monitoring and control systems so that they have ability for operating in real-time
mode. LabVIEW therefore is interesting software for making the SDR and test bed
systems. The use of LabVIEW-USRP test bed system can be found in [68, 75, 76].
Challenges and problems in building a MIMO test bed system were reviewed
by [77]. Generally, hardware and software available on market majority are unable to
satisfy the requirements for making the systems. For the hardware, they have limited
bandwidths and slow data transfer rates and, when they are used to make the test
bed system, they will encounter a synchronization problem between the transmitter
and the receiver. For the software, they have a limitation problem that make them
cannot be modiﬁed or it cost a lot of money for the modiﬁcation, as licenses and
additional modules are required. The software also faces compatibility problems
which make them work only with particular hardware. In addition to the problem,
the documentation and the manual for the systems are poor, which make diﬃculty
in operations. Work [78] conducted an overview of the test bed technology. [78]
classiﬁes hardware systems into three group, systems for demonstrating, systems
for prototypes and system for test bed which is the focus of the paper. The work
discussed about basic component in test bed systems and provided the comparison
between the systems from diﬀerent manufacturers. Some of problem of the test beds
system was discussed in this work, which are lacking of tunable RF-front ends and
the methodologies for real-time implementations.
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Apart from optimal resource allocation for MIMO-HSDPA systems, this chapter
also focus on building a test bed system in order to evaluate the performance on the
proposed techniques. The challenge in building the test bed system ﬁrstly is how
to synchronize the transmitter and a receiver without external clock signal. For the
best of our knowledge all of the test bed systems in the literature review require
the external signal source for synchronization propose. However, a precise external
signal source is expensive and is not available to our system. Therefore, we need to
do the synchronization base on a signal processing method. Secondary, the minor
problem of the test base system is the amount of data to be process and transferred
during the operation which might exceed the current bandwidth of the medium and
ability of the processing unit. Especially, running 3G or beyond systems, which is
an ultra-wideband system, total data to be transferred is more than the current
bandwidth of the Ethernet. For solving this problem, we use a special data bus
designed on purposed by the NI Corp. The detail of how to construct our test bed
system will be given later.
3.3 The MIMO-HSDPA System Model
3.3.1 The MIMO-HSDPA Transmitter Model
When operating a MIMO communication, It is assumed that the transmitter and
the receiver are equipped with NT and NR, which are the maximum number of
transmitter and receiver antennas. The transmitter antenna and the receiver an-
tenna indices are respectively denoted by nt and nr. The multi-code CDMA with
a spreading factor N will be used in transmission. The multi-coded communication
system uses an orthogonal set of signature sequences to create virtual communica-
tion channels, which are used to deliver data in parallel. The maximum number
of the orthogonal spreading sequences is given as K, where K is constrained by
K ≤ min (NT , NR)N , and each signature sequence is marked by an index k. The
MIMO-HSDPA system employs the system value approach to determine an optimum
number of the spreading sequences, K∗, to be used in the transmission. For each
period of the transmission, a binary packet uk with a length of Nu is transmitted
over coded channel k for k = 1, ...,K∗. The binary packet will be en-coded before
the transmission. Hence, an encoded packet dk with a length B will be produced
from an encoder, where B = Nurcode code and rcode is the code rate for the encoder.
The en-coded packet is then mapped to generated transmission symbols by using
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quadrature amplitude modulation (QAM) scheme. The number of data bits con-
tained in each QAM symbol is written as b = log2M , for a given constellation size
M. Using the code rate rcode and the number of bits per symbols, a discrete trans-
mission bit rate is obtained as bp = rcode × b, with the all available code rates and
constellation sizes in the system, a set of the achievable bit rates bp of can be calcu-
lated for p = 1, . . . , P is given as indices. A rate allocation algorithm will be used
to assign these data rates to each channel properly assign these data rates, denoted
by bpk for k = 1, . . . ,K
∗, to each channel.
For CDMA systems, transmission symbols are spread by signature sequences be-
fore transmission. Giving Tc as the chip period of the signature sequences, the
transmission symbol period can be given as Ts = NTc. Having the symbol periods,
a number of symbols sent in each transmission time interval (TTI) can be calculated
as N (x) = TTITs . When K
∗ channels are used to transmit symbols simultaneously,
the number of symbols transmitted over the TTI period is equal to N (x) × K∗.
Consequently, the number of symbols transmitted per TTI can be represented as
an N (x) ×K∗ dimensional matrix, that is X =
[
x1, . . . , xk, . . . , xK∗
]T
, where each
xk is a length N
(x) column vector comprising symbols carried by channel k. The
transmission matrix can be rewritten in order to represent all symbols sent over each
symbol period, as
X =
[
y (1) , . . . , y (ρ) , . . . , y
(
N (x)
)]T
(3.1)
where y (ρ) =
[
x1 (ρ) , . . . , xK∗ (ρ)
]T
and ρ = 1, . . . , N (x).
The allocated transmission energy can be written as aK∗×K∗ dimensional matrix
A = diag
(√
E1, . . . ,
√
Ek, . . . ,
√
EK∗
)
to show energy allocated to each channel.
After that, the energy weighted symbol vector is spread by signature sequence.
A description of MIMO signature sequence formulation will be given in the next
section. In MIMO transmission, diﬀerent transmission antennas use a diﬀerent set of
spreading sequences in order to provide spatial multiplexing. The signature sequence
matrix for the MIMO system is given as
S =
[
ST1 , . . . ,S
T
nt , . . . ,S
T
NT
]T
(3.2)
where Snt is aN×K∗ dimensional signature sequence matrix employed by antenna
nt. The signature can be written as S = [s1, . . . , sK∗ ] where |sk|2 = 1.
Given a y (ρ) vector, each transmission antenna generates a transmission vector
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znt (ρ), which is a length N vector, and it can be written as znt (ρ) = SntAy (ρ).
Hence, for each symbol period, the MIMO transmission will give a data vector to
be transmitted as
z (ρ) =
[
zT1 (ρ) , . . . , z
T
nt (ρ) , . . . , z
T
NT
(ρ)
]T
(3.3)
where z (ρ) is a N ×NT length vector. The transmission signal vector z (ρ) is then
passed to a pulse shaping ﬁlter to form a transmission pulse and to be transmit-
ted using an up-converter. The converter shifts the transmitting signal vector to
carrier frequency before transmit by the antenna. A block diagram of the MIMO
transmitter is given in Figure 3.1.
Figure 3.1: MIMO-HSDPA Transmitter [53].
The Set of Signature Sequence for the MIMO Transmission
In multi-code communication systems, symbols which are transmitted in paral-
lel need to have orthogonal property otherwise receivers cannot recover the orig-
inal symbols, as they interfere with each other. To create orthogonality between
data streams, the standard CDMA system uses the Orthogonal-Variable-Spreading-
Factor (OVSF) spreading codes in which diﬀerent code sequences are mutually or-
thogonal that is
CSF,i ⋆ CSF,j =
{
1, for i=j
0, otherwise
(3.4)
where CSF,i and CSF,j are OVSF code with the SF spreading factor sequence i and
sequence j respectively. The OVSF code is simply generated by using a binary
structure tree shown in Figure 3.2. As it can be seen, for each spreading factor SF,
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Figure 3.2: The OVSF spreading code binary tree structure.
code sequences are derived from a root code word as a Hadamard matrix structure.
These code sequences are generated by concatenating the root code sequences to-
gether. For example, giving i as an index of a code sequence and n as the length of
the sequence, code CSF,i,n and CSF,i+1,n are obtained as
CSF,i,n =
(
CSF
2
,i,n
2
, CSF
2
,i,n
2
)
and CSF,i+1,n =
(
CSF
2
,i,n
2
,¬CSF
2
,i,n
2
)
(3.5)
Using the tree structure, the set of OVSF codes for the standard HSDPA system with
single-input-single-output (SISO) mode can be formulated as an 16 x 16 dimensional
matrix. For the MIMO transmission, a 2 x 2 MIMO transmission system is examined
in this work. The OVSF signature sequence matrix for the 2 x 2 MIMO system can
be simply generated by using a pre-coding matrix, which is written as
P =
[
w1,1 w1,2
w2,1 w2,2
]
(3.6)
Giving the OVSF spreading sequence matrix of the SISO system as SSISO , a sig-
nature sequence matrix for 2 x 2 MIMO system can be formulated as
SMIMO = P⊗ SSISO (3.7)
where ⊗ denotes the kronecker product. The MIMO signature sequence matrix
SMIMO contains two set of OVSF codes for each transmitting antennas as given
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in (3.2), where each set can be represented by a 16 x 32 dimensional matrix. In
order to make orthogonality between the sets of the MIMO signature sequence, each
element of the pre coding matrix must be selected carefully. The element s p1,1 and
p2,1 are already provided in 3GPP Release 99 [7], as
w1,1 = 1/
√
2
w2,1 ∈
{
1+j
2 ,
1−j
2 ,
−1+j
2 ,
−1−j
2
}
(3.8)
Once w1,1 and w2,1 are selected, w1,2 and w2,2 must be chosen such that each column
of the pre-coding matrix is orthogonal to the other columns, to prevent interference
between the MIMO OVSF code sets. A pre-coding matrix used in this work is given
a
P =
1/√2 q/√2
1+j
2
−1−j
2
 (3.9)
The pre-coding matrix are normalized so that WHW = I.
3.3.2 The MIMO Channel
Once a transmission signal vector traverses a wireless channel to a receiver, the re-
ceived signal naturally is impaired by propagation environment, introducing ampli-
tude attenuation, phase change or propagation delay. A wireless channel usually can
be modeled by three major components, path loss, shadowing fading and multi-path
fading. The path loss represents how the signal power is attenuated as a function of
the distance between the transmitter and the receiver. The shadowing fading char-
acterizes how the received signal power vary. As the transmission signals might be
obstructed by objects such as buildings, mountains or trees. This causes variations in
the received signal power, which can be predicted by using a shadowing model. The
multi-path fading makes rapid changes in the received signal amplitude. Because
the transmitted signal might be reﬂected, scattered or diﬀracted by surrounding ob-
jects, the transmission environment will create multiple copies of the original signal
when received by the receiver, as it can be seen in the Figure 3.3 Signals traveling
on diﬀerent directions will come to the receiver with diﬀerent time delays as well as
diverse characteristics. Consequently, the total received signal, which is produced
by combining all multi-path signals, have a very fast fading. A wireless channel
corrupted by multi-path signals is known as a frequency selective channel and it
creates inter-symbol-interference (ISI) at the MIMO-HSDPA systems. The channel
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Figure 3.3: Multi-path fading.
impulse response of the multi-path channels can be described by a tapped delay line
model [79], which is represented by
h(t, τ) =
N∑
i=1
ci(t)δ(t− τi) (3.10)
The model represents a time-varying channel comprising N resolvable paths, where
amplitude and delay of each path are respectively denoted by ci and τi. The multi-
path channel model in which we are focusing is simply deﬁned by the channel impulse
response vector and considering only the coeﬃcients. Hence, in this work, the multi-
path channel impulse response vector is written as h = [h0, . . . , hL−1]
T where each
element hi for i = 0, . . . , L − 1 represents the coeﬃcient of each resolvable path L
which can be obtained from standard channel model such as the ITU model [80]
or the TGn model [81]. Using the channel impulse response vector, the so-called
channel convolution matrix describing path between a receiving antenna nr and a
transmitting antenna nt, can be modelled as
H(nr,nt) =

h0 0 . . . 0
... h0
. . .
...
hL−1
... 0
0 hL−1
. . . h0
...
...
...
0 0 . . . hL−1

(3.11)
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The channel convolution matrix is (N+L−1)×N dimensional matrix, where N is a
system processing gain and L is a number of the multi-path rays. The MIMO channel
can be formulated by pulling the channel matrices between antennas together, which
assume links between each antenna are uncorrelated links. The MIMO channel
model is formulated as
H =

H(1,1) . . . H(1,NT )
...
. . .
...
H(NR,1) . . . H(NR,NT )
 (3.12)
where the maximum number of receiving antennas and transmitting antennas are
given as NR and NT respectively.In the MIMO-HSDPA system, it is assumed that
the channel model is known at both transmitters and receivers, as the receivers
can send information regarding the channel state information to the transmitter via
feedback loops.
3.3.3 The MIMO-HSDPA Non-Successive Interference
Cancellation (SIC) Receiver Model
At the receiver, a signal received by each nr antenna is passed to a down-frequency
converter in order to shift the received signal back to the base band. After that, the
base-band received signal is delivered to a matched-ﬁlter for detection. The output
of the matched ﬁlter is sampled in every chip periods to produce the received signal
vectors rTnr(ρ). The received chip vector is obtained by concatenating the received
vectors from all received antennas, as the following
r(ρ) =
[
rT1 (ρ), . . . , r
T
nr(ρ), . . . , r
T
NR
(ρ)
]T
(3.13)
The matched ﬁlter received signal vector corresponds to the transmitted vector z(ρ),
which is transmitted over the ρ symbol period. However, the dimension of the
receiver vector is NR(N +L− 1), which is longer than the length of the vector z(ρ),
since the signal is transmitted over a multi-path channel and is corrupted by the
ISI. The vector r(ρ) can be written as a function of the vector z(ρ), that is
r(ρ) = Hz(ρ) +H1z(ρ− 1) +H2z(ρ+ 1) + n(ρ) (3.14)
where z(ρ−1) and z(ρ+1) are the signal vectors transmitted in the previous symbol
period and in the next symbol period respectively. The vector n(ρ) denotes the
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noise power received at the output of the matched ﬁlter. The matrix H1 represents
a channel state in the previous symbol period whilst the matrix H2 is for the next
symbol period, these matrices are formulated as
H1 = (INR ⊗ (JT )N )H
H2 = (INR ⊗ JN )H
(3.15)
The previous and the next channel state matrices are constructed by using a shifting
matrix J. The matrix (JT )N move up the column of the target matrix byN positions
and place a group of zeroes in the empty space. Similarly, the matrix JN is used to
move columns of the target matrix down instead. Given a notation JN+L−1, the J
matrix is formulated as a (N +L− 1)× (N +L− 1) dimensional matrix, and it can
be written as
JN+L−1 =
0T(N+L−1)−1 0
I(N+L−1)−1 0(N+L−1)−1
 (3.16)
The complete received signal is a NR(N + L− 1)×N (x) dimensional matrix which
is constructed by gathering all vectors r(ρ) received during one Transmission Time
Interval (TTI) period together. The matrix is given as
R =
[
r(1), . . . , r(ρ), . . . , r(N (x))
]
(3.17)
Since the signal travels over a frequency selective channel, a multi-code received
signal vector might lose their orthogonality which creates ISI in the received symbols.
In order to mitigate the eﬀect of the ISI, MMSE equalizer can be employed to
improve the detection. Once the ISI is alleviated, the de-spreading process then can
be run to recover the transmitted symbols afterward. In this work, it is assumed that
the restoration of code orthogonality and the de-spreading process are performed
simultaneously. The MMSE equalizer matrix is formulated as W = [w1, . . . , wK∗ ],
which is a NR(N +L− 1)×K∗ dimensional matrix. Each column of the W matrix
is a de-spreading coeﬃcient vector for a channel k which is determined to minimize
a mean-square-error (MSE) and is obtained as
wk =
C−1q
k
qH
k
C−1q
k
(3.18)
74
where C is the covariance matrix of the received signal vector and a vector q
k
is
obtained from column kth a chip matched ﬁlter matrix. The matched ﬁlter matrix
is denoted by the matrix Q, which has the dimension of NR(N + L− 1)×K∗, and
is determined as
Q = HS =
[
q
1
, . . . , q
K∗
]
(3.19)
The covariance matrix C is NR(N + L − 1) × NR(N + L − 1) dimensional matrix
and it can be calculated as follows
C = Qe(I3 ⊗A2)QHe + 2σ2INR(N+L−1) (3.20)
where σ2 is the variance of the system noise and the matrix Qe is a matched ﬁlter
matrix extended to the previous symbol period and the next symbol period for
including the ISI eﬀect. The Qe matrix has the dimension of NR(N +L− 1)× 3K∗
and is given as Qe = [Q,Q1,Q2] where Q1 and Q2 are the matched ﬁlter matrix
for the previous symbol period and the next symbol periods respectively. Both Q1
and Q2 can be constructed by using the shifting matrix J such that
Q1 = (INR ⊗ (JTN+L−1)N )Q =
[
q
1,1
, . . . , q
k,1
, . . . , q
K∗,1
]
Q2 = (INR ⊗ JTN+L−1)Q =
[
q
1,2
, . . . , q
k,2
, . . . , q
K∗,2
] (3.21)
Once the received signal vector is de-spread by the MMSE equalizes, the estimated
transmitted symbol is obtained as
ŷ(ρ) = [ŷ1(ρ), . . . , ŷK∗ ] =W
Hr(ρ) (3.22)
Then, the de-spread symbol matrix X̂ can be generated from the vector ŷ(ρ), which
is
X̂ =
[
ŷ(1), . . . , ŷ(ρ), . . . , ŷ(N (x))
]T
= [x̂1, . . . , x̂K∗ ] (3.23)
where each column of the matrix X̂ represents the estimated version of symbols
carried over each transmission channel. These symbols passed to a decision process
and de-coding process in order to recover the original binary data stream uk,D for
k = 1, . . . ,K∗. The non-SIC receiver structure is shown in Figure 3.4
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 Figure 3.4: The non-SIC receiver structure [53].
3.3.4 The MIMO-HSDPA Successive Interference Cancellation
Receiver Model
Since a multi-code communication employed in the transmission, it is feasible to use
an SIC receiver to improve signal-to-interference-noise ratio (SINR) at the receiver.
The idea of the SIC approach is, if some signal in a multi-code signal is received and
de-coded correctly at the receiver, that signal can be used to reduce the interference
in the multi-code signal, which facilitates receiving processes for the other channels.
For example, in HSDPA systems, signals in each channel are separated by code words
and are transmitted in parallel. At the receiver, a signal transmitted in the ﬁrst code
is detected and is de-decoded, and if it is done correctly, the ﬁrst signal is subtracted
from the received signal. Consequently, the process for recovering the second signal is
easier, as the interference from the ﬁrst code is removed. The SIC process continuous
for the second signal and so on, which should successively improve the performance.
Note that, in order to maximize the performance of the SIC technique signal to be
removed should be in an descending order of the interference level, the ﬁrst signal
causes stronger interference than the second signal and the second signal is stronger
than the third signal and so on. In this work, the SIC is performed channel by
channel starting from k = K∗ and the process is run till k = 1 for the last channel.
When de-spread for kth channel, a received signal matrix Rk is given, the subscript
k represents that the matrix Rk is used only for determining estimated symbols for
the kth channel. Since the SIC process begins from the K∗ channel, the received
signal matrix in (3.17) is written as RK∗ for an initialization. After the receiving
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process for the kth channel is completed, the received signal matrix is modiﬁed to
be used for processing of the next channel as
Rk−1 = Rk −
√
EkΦk (3.24)
where the k index is run from k = K∗ to k = 1. The
√
Ek denotes the amount of
energy. the system allocated to the kth channel and the Φk is given as
Φk = qkx
T
k,D + qk,1x
T
k,D1 + qk,2x
T
k,D2 (3.25)
where the xk,D is a reproduction of a transmitted symbol vector of the k
th channel,
which is generated by the receiver. Basically, when operating the SIC approach, the
received signal matrix is de-spread by the MMSE equalizer to obtain an estimated
symbol vector on each channel k, which is x̂Tk = w
H
k Rk. The vector x̂k is then
de-modulated and de-coded to produce a binary stream vector given as uk,D. As-
suming that the vector uk,D is correctly detected same as the original vector uk, the
receiver then utilizes this vector to reproduce the transmitted symbol vector as the
xk,D, which exploits in (3.25) for an interference cancellation purpose. The vector
xk,D1and xk,D2 can be constructed by using the shifting matrix J, which is
xk,D1 = JN(x)xk,D
xk,D2 = J
T
N(x)
xk,D
(3.26)
q
k
,q
k,1
and q
k,2
are matched ﬁlter chip vectors for the kth channel and are given in
(3.19) and (3.21) respectively. The SIC receiver structure is given as in the Figure 3.5
More detail on the MIMO-HSDPA SIC receiver can be found on [53].
3.4 Resource Allocation on MIMO-HSDPA Systems
3.4.1 Rate allocation using the system value optimization approach
The problem focused on this section is how to maximize downlink throughput for a
single user such that the upper-bound capacity can be achieved. In the past, the sum
bit rate maximization problem was formulated as a minimizing sum MSE problem
subject to having limited transmission energy per user. Giving the MSE as ǫk and
the total transmission energy as ET the problem is formulated as a Lagrangian dual
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Figure 3.5: The SIC receiver structure [53].
objective function, which is written as
L(ǫk, Ek, λ) =
K∗∑
k=1
ǫk + λ(
K∗∑
k=1
Ek − ET ) (3.27)
where λ is known as a Lagrangian multiplier. Solving the above equation yields
the optimal amount of energy to be loaded into the channel k, which minimizes
the MSE under the power constraint. The optimal bit rate bpk for the channel k
is then determined afterward. Since the required bit rate bpk is formulated as a
function of ǫk and Ek, the solution cannot be obtained directly and needs exhaust-
ing computation to get the answer. Therefore, work [53] proposed the system value
optimization to facilitate the rate allocation problem. The system value consists of
the mean value approach and the minimum value approach. Both are employed to
determine the optimum number of signature sequences as well as discrete bit rate
for each transmission channel, which render the optimum total data rate achieved
by the system without pre-energy calculation.The mean system and the minimum
system value can be applied on both the Non-SIC and SIC receivers. For the mean
system value approach, that it is able produce the total rate which is close to the
theoretical upper-bound. When the mean and minimum system value approach col-
laborates with energy allocation, they contributes to two resource allocation schemes,
the equal-energy-equal-SNR (EEES) approach and the equal-energy-equal-rate ap-
proach, which will be discussed in the following section.
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3.4.2 Energy Allocation Techniques for MIMO-HSDPA Systems
Giving transmission power budget as ET , the transmitter needs to allocate energy
to each channel for k = 1, . . . ,K such that the energy constraints
∑K
k=1Ek ≤ ET
is satisﬁed. The transmission energy must be allocated suﬃciently to the channels
so that expected SINRs and subsequent allocated data rates are realizable at the
receivers. The standard MIMO-HSDPA employs the equal energy allocation, which
can guarantee only the smallest bit rate in all channels. This method has a low
complexity, but it does not optimize the total data rate. Alternatively, the total
data rate can be maximized by the mean system value discrete bit loading approach.
However, this scheme requires uniform SINR measured at the output of the de-
spreading unit at the receiver. As a result, to use the mean system value scheme,
the transmitters need an equal SINR energy loading scheme which run an iterative
calculation method for the energy allocation in order to provide identical received
SINRs. For the minimum system value discrete bit loading, the equal energy loading
approach, which employ in the standard MIMO-HSDPA system, can be used. The
use of the minimum system value and the equal energy allocation is named as equal-
energy-equal-rate (EEER) approach in this work. For the mean system value loading
approach where the equal SINR loading scheme is applied on, it is called equal-
energy-equal-SINR loading approach, which EEES is used for an abbreviation. The
EEER and the EEES approach also can be found on [53].
The EEER Resource Allocation Approach
The EEER loading approach can be applied on the standard MIMO-HSDPA system
where a number of channels k = 1, . . . ,K is operated. The minimum system value
determine the used bit rate, bp,min, which is the smallest rate. The optimum number
of channels, K∗min, is also identiﬁed by the minimum system value, which gives the
total transmission rate as RT,min = K
∗
minbp,min. Then, the energy for each channel
k channel is obtained from the equal energy loading given as
Ek =
ET
K∗min
(3.28)
where ET is total transmission energy per symbol period. The EEER is a simple
algorithm and can be with both the non-SIC and the SIC receivers without any
modiﬁcations. The simulation representing performance of the EEER approach is
examined in the next section.
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The EEES Resource Allocation Approach
The mean system value is employed to determine the allocated bit rate, bp,mean, and
the optimum number of channels, K∗mean. For the energy allocation in the non-SIC
systems, using the equal SNR loading scheme, energy allocated to each channel for
k = 1, . . . ,K∗mean is written as
Ek,i =
λ∗k
qH
k
C−1i−1qk
(3.29)
where q
k
is obtained from (3.19). The λ∗k is the target system value corresponding to
the bit rate bpk , the bit rate allocated to the channel k. The matrix C is determined
from (3.20) and it can be seen that it is formulated as a function of Ek for k =
1, . . . ,K∗mean. Therefore, giving i as an iteration number, Ek,i is a function of Ek,i−1
for k = 1, . . . ,K∗mean, which is the amount of energy calculated in the previous
iteration. Note that, (3.29) begins with i = 1 where Ek,0 is initialized as Ek,0 =
ET
K∗mean
for all channels and the iterative process is repeated until Ek,i ≈ Ek,i−1 for
all k channels or i is equal to IMAX , which is the maximum number. For systems
using the SIC technique, energy calculation in each channel can be simpliﬁed so that
the computational complexity decreases. Unlike the non-SIC system, the allocated
energy Ek,i for the SIC system is a function of itself in the previous iteration,Ek,i−1.
Moreover, in each Ek calculation, the stored covariance matrix C
−1
k−1, which is a
function of Ek−1,IMAX , is used instead of C
−1
i−1. Consequently, a number of matrix
inversions need to be done for each Ek calculation is reduced signiﬁcantly.To be more
speciﬁc, the total number of matrix inversion required to complete the algorithm is
equal to one. The allocated energy Ek for the SIC system is obtained as
Ek,i =
γ∗k
ξ − ζ1,(i−1) |ξ3|2 − ζ2,(i−1)
(
|ξ4|2 − 2ζ1,(i−1)ξ6 + ζ21,(i−1) |ξ5|2 |ξ3|2
) (3.30)
where γ∗k is a target SNR for a given bit rate bpk . For a given system gap, Γ, The
SNR target is given as
γ∗k(bpk) = Γ(2
bpk − 1) (3.31)
The parameters in the denominator of (3.30) are the matrix inversion lemma’s pa-
rameter. The detail of the matrix inversion lemma and the calculation method of
the parameters can be found in [53] as well. Actually, (3.30) is performed in exact
order starting from evaluating the allocated energy for the ﬁrst signature sequence.
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The system ﬁrstly initializes C−10 by setting C
−1
0 =
1
2σ2
INR(N+L−1) and (3.30) is
than operated iteratively till i = IMAX , where the E1 is achieved. Typically, the
IMAX is not a great number and (3.30) is converged after running for several times.
Once E1 is obtained, it is used to formulate the C
−1
1 for calculating energy for the
next signature sequence. Using the matrix inversion lemma, there is no need to
invert any matrices in the formulation of the C−11 . The SIC equal SNR continues
till all Ek are calculated for k = 1, . . . ,K
∗
mean, As it can be seen, only one matrix
inversion is done, which is formulating C−10 , so that the computational cost for the
SIC EEES loading scheme is much lower than the non-SIC EEES scheme. The
simulation results for EEES will be given and discussed in the next section.
3.4.3 Simulations and Performance Comparison
The simulation results produced in this section replicates the original results pro-
duced in [53] by using LabVIEW [82], as the LabVIEW is main software to interface
with the test bed system which will be described next. The objective of replicat-
ing the results is to conﬁrm that the computational performance of LabVIEW is
identical to MATLAB [83], which use to produce the result for [53]. The tests are
done on the ITU-R standard channel model given in [80], which is issued by The
International telecommunication union (ITU). The channel model used in this work
represents pedestrian test environments for Outdoor systems to Indoor systems. The
model comprises the multi-path fading channel A and channel B, where the channel
B has a longer delay time spread. Both channels are mostly encountered by users
in practice. To adapt the ITU model on the MIMO-HSDPA simulation system, the
ITU model is interpreted and is re-constructed by the method given in [53] such
that each channel impulse response in the new model is sampled at the chip period
of the MIMO-HSDPA system. The re-constructed channel is used as a prototype to
generate random channels having similar properties which will be used in the simu-
lations. The simulation results are presented as average total data rates achieved by
the receiver when applying each resource allocation approach on those multi-path
fading channels.
The Simulation Results and Discussion
The simulations for a 2 x 2 MIMO-HSDPA system are run on the LabVIEW platform
to evaluate the capacity, represented in bits per symbol, for each loading scheme.
The capacity curves are plotted against total received SNR per receiver, which is
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Figure 3.6: The mean upper bound capacity curve for the pedestrian A channel.
given in dB.
Firstly, the upper bound capacity was determined using the water ﬁlling and the
system value optimization approach, demonstrated in [53].The upper bound curves
for the pedestrian A and the pedestrian B channels are shown in ﬁgure 3.6 and
ﬁgure 3.7 respectively. Note that, each curve given in the ﬁgures is a mean capacity
curve, which is determined from 10 diﬀerent channels for both the pedestrian A
channel and pedestrian B channel. The curve corresponding to the water ﬁlling
approach with the non-SIC and the SIC techniques are shown under heading ”WF
UB” and ”SIC WF UB” whilst the system value approach are marked as ”SV UB”
and ”SIC SV UB”, for the non-SIC and SIC system respectively. It can be seen that
the system value and the iterative water ﬁlling approaches produce identical capacity
curves in both systems with the SIC and without the SIC receiver structures. Also,
the ﬁgures for the pedestrian A and the pedestrian B channels conﬁrm that the
performance of the system value approach is comparable to the iterative water ﬁlling
approach.However, when considers the complexity, it can be said that the system
value approach gives the better performance, as the algorithm to perform the system
value calculation is shorter and less complicated compared with the iterative water
ﬁlling algorithm. Moreover, the simulation results also show that the SIC receiver
structure signiﬁcantly improves the capacity. Especially in the high SINR region
where energy per channel is higher, the interference among the parallel channels
increases and eventually saturates the system throughput. However, when the SIC
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Figure 3.7: The mean upper bound capacity curve for the pedestrian B channel.
receiver is used, those interference is removed, resulting the capacity enhancement.
Next, in Figure 3.8 and Figure 3.9, the average total throughput of the EEER
approach on the pedestrian A and the pedestrian B channel are presented. The
EEER loading approach uses equal energy loading and the minimum system value
incorporated in the signature sequence ordering algorithm and the discrete bit load-
ing approach for producing the mean capacity curve. Since average upper bound
capacity produced by the SIC-system value approach is the maximum, the ”SIC SV
UB” curve is used as a reference. The curve labeled with an abbreviation ”OPT”
represent the capacity of the system where the signature sequence selection algo-
rithm [53] is performed whilst the abbreviation ”FULL” corresponds to the system
running without the selection algorithm, which mean all signature sequences are in
use. It can be observed in that, when the signature sequence selection algorithm
is performed, the average capacity increases in both channels. Comparing between
the EEER OPT and the EEER FULL, it is used that the improvement is about 2dB
for the pedestrian A channel whilst the capacity is nearly doubled on the pedes-
trian B channel before the saturation. Once the SIC technique is employed, the
performance is further improved. On the pedestrian A channel, the system achieves
approximately a 1dB SNR improvement but the improvement is noticeable for the
pedestrian B channel, for both the system with and without the signature sequence
selection technique.
For the EEES examination, the results are given in Figure 3.10 and Figure 3.11.
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Figure 3.8: The mean capacity curve of the EEER approach on the pedestrian A
channel.
The EEES employs the mean system value method for selecting the optimum se-
quences and allocating the bit rate. The EEES approach needs to be operated using
iterative transmission energy adjustment scheme in order to produce identical re-
ceived SNRs in all channels at the de-spreading ﬁlter output. The iterative energy
calculation algorithm for the non-SIC and SIC systems are presented by (3.29) and
(3.30) respectively. For the energy calculation in the non-SIC system, in each iter-
ation, energy vector denoting the amount of energy allocated into each channel is
calculated and is compared to the energy vector obtained in the previous iteration.
The comparison gives a diﬀerential amount of energy for each channel which is used
as a condition to exit the iteration. In this work, the iterative energy calculation is
stop when the sum of diﬀerential energy is lower than 1% of the total transmission
energy or the number of the iterations reaches the maximum number IMAX For the
SIC receiver system, the iterative energy calculation is carried for each individual
channel k and the iteration will stop when the diﬀerential amount of energy in that
channel is lower than 1% of the initial energy of the channel, which is equal to ET /K.
As it can be seen, the EEES approach gives the higher capacity compared with
the EEER approach and, with the SIC receiver, the EEES approach achieves a near
upper bound capacity for the pedestrian A channel before the system is saturated.
The Interesting results that can be observed in the EEES approach is that once
the SIC is utilised, there is no need to do the signature sequence selection, as the
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Figure 3.9: The mean capacity curve of the EEER approach on the pedestrian B
channel.
performance of the SIC EEES OPT and SIC EEES FULL are similar in both testing
channels. This is because the SIC technique runs eﬀectively when used in collabo-
ration with the EEES, which almost eliminates the interference. However, having
the signature sequence selection provide much better performance in the non-SIC
system, as it can be observed when compared the EEES OPT algorithm with the
EEES FULL algorithm in the pedestrian B channel.
The performance comparison between the EEES and EEER strategies are given
in Figure 3.12 and Figure 3.13. For both pedestrian A and pedestrian B channels,
it is observed that the use of the mean system value results in a higher through-
put than the use of minimum system value and, once the mean system value rate
allocation is incorporated with the signature sequence selection algorithm and the
SIC technique, an impressive performance can be achieved. As it can be seen in
the ﬁgures, represented by the SIC EEES OPT curve, the capacity produced by
making use of those techniques together is close to the upper bound curve for both
pedestrian channels A & B. To compare the mean system value with the minimum
system value approach, the capacities of the SIC EEES OPT and capacities of the
SIC EEER OPT are re-examined, and it is observed that the mean system value
produces a better throughput in all channels. For example, the capacity of the SIC
EEES OPT approach measured at 30 dB of SINR in the pedestrian A channel is 13%
higher than the capacity of the SIC EEER OPT approach. The results are more
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Figure 3.10: The mean capacity curve of the EEES approach on the pedestrian A
channel.
signiﬁcant for the pedestrian B channel where the capacity is saturated at a small
SINR, measured at 30 dB of SINR, the capacity of the SIC EEES OPT increases
by 20% beyond the SIC EEER OPT. It is observed that the SIC receiver provides
a signiﬁcant improvement to the system, as the throughput of the SIC EEER OPT
is almost the same as the throughput of the EEES OPT approach. For the pedes-
trian B channel, the capacity of the SIC EEER OPT achieved at 30 dB of SINR
is 15% greater than the EEER OPT while the improvement of capacity is more
than 50% compared with the EEER FULL. In addition, both ﬁgures also conﬁrm
the eﬀectiveness of using the signature sequence selection, which can be easily seen
when compare the capacity of the EEER OPT to the capacity of the EEER FULL
on the pedestrian B channel. In conclusion, the results produced by LabVIEW is
exactly the same as the results appear in [53], which is conﬁrm that the LabVIEW
is comparable to Matlab in the ability of computation. In the next section, building
of the test bed system based on LabVIEW-FPGA will be described.
3.5 The Test Bed for the MIMO-HSDPA System
3.5.1 Designing the test bed system
To optimize the data rate in the downlink of wireless systems, the optimal resource
allocation technique such as EEER and EEES can be employed at the transmitter
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Figure 3.11: The mean capacity curve of the EEES approach on the pedestrian B
channel.
whilst the receiver can use the SIC technique, as described by [53]. These tech-
niques are simulated on LabVIEW by using a MIMO-HSDPA link level model, as
demonstrated in the previous section, and they have been shown the capability of
enhancing the downlink throughput of the systems. These techniques are promising
to be used in the wireless systems such as IEEE 802.11 the wireless LAN to provide
the better experience to users. When designing the test bed for the communication
systems, there are two majors problem to be concerned. The ﬁrst problem is the
amount of data to be transferred between radio front ends and processing units.
The second problem is synchronization between the transmitter and the receiver.
The data transfer load between the baseband device and the processing unit is
concerned because sometime it is massive and exceed the current bandwidth of the
medium. For example, if the testbed system is set up for the HSDPA transmission
which uses a WCDMA technique for channel access. According to UMTs standard,
this system need to be run on a 2 GHz carrier frequency band with a 5 MHz carrier
bandwidth in a downlink channel. Now for the testbed system, it is assumed that
the system employs a 16 bits Digital to Analogue Convertor (DAC) and an Analogue
to Digital Convertor (ADC). The Ethernet is used to link between the host machine
and the radio devices, as the following Figure 3.14
For 5 MHz bandwidth, according to the Nyquist sampling theorem, the minimum
sampling rate that can be used in the system is 10 MHz. Therefore, the transmitter
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 Figure 3.12: Comparison of the capacity curve on the pedestrian A channel.
will generates data of 160 Mbits for every second whilst the receiver also generate
the same amount of data sending back to the host machine. The total data traﬃc
on the network roughly is 320 Mbps. The total data rate on the network could be
more than 320 Mbps, if the test bed system uses an over sampling rate for more
accuracy or the test bed system is set for the system using the higher bandwidth.
For instance, the IEEE 802.11 network uses 11 MHz bandwidth over the 2.4 GHz
frequency band or the long-term-evolution (LTE) systems where the bandwidth is
between 20 MHz and 100 MHz. Having 5 times over sampling rate, the total data
to be transferred increase to 1.76 Gbps for running the IEEE 802.11 system and,
for the LTE systems, the maximum data transmission load can go up to 16 Gbps.
This means that the total data is potentially exceed the current bandwidth of the
Ethernet link at 1Gbps. In addition, as the total transferred data is very large, the
radio devices need the particular processing unit which is designed for massive data
processing.
Synchronization between the transmitter and the receiver is also a major concern
for building the testbed system. This is because Transmitting signal over a wireless
may encounters problems such as propagation delay, phase rotation due to the ef-
fect of channel and leakage of local oscillator. This causes changing in the carrier
signal during the transmission and errors in the sampling process at the receiver.
The receiver might miss in detection of received packets and is unable receive data
correctly. Therefore, time and frequency synchronization between the transmitter
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Figure 3.13: Comparison of the capacity curve on the pedestrian B channel.
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Figure 3.14: The SDR system.
and the receiver is required in the signal reception. The synchronization is possibly
done by using external clock signal source connecting between the transmitter and
the receiver, but it requires a precise signal source, which is very expensive.
In this section, a time, frequency and phase synchronization method for the test
bed system is presented. Using this method, the synchronization is operated only
based on a signal processing method without any requirement of external signal
sources. The synchronization is employed in the test bed system which is built from
the LabVIEW-PXIe system, provided by National Instrument (NI). The reason of
using LabVIEW and the PXIe system because PXIe is very ﬂexible that come with
many modules designed for particular works such as the NI 5791 the vector signal
transceiver module, which is capable of doing MIMO beamforming conﬁgurations.
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In addition, LabVIEW simpliﬁes building the testbed system because using only
LabVIEW can create both windows based-software and FPGA applications, which
generally requires the expertise in several programming language. The LabVIEW-
PXIe system is therefore a solution for making a testbed for ultra wideband trans-
mission systems. Moreover, the LabVIEW-FPGA testbed system is compatible with
a channel emulator software provided by National Instrument. The channel emu-
lator is employed to generate realistic multi-path environments for the the testbed
system. The LabVIEW-PXIe system is used to examined the EEER and EEES with
SIC or non-SIC receivers.
3.5.2 Time and frequency Synchronization in the Test Bed System
When transmitting signals over a wireless channel, received signals basically not only
experiencing propagation delay but also encounters attenuation and random phase
due to the channel. This causes reduction in amplitude and phase rotation in the
received signal, as a result, the receiver might be fail in detection. When performing
signal transmission on real devices, more practical problems are introduced. As
conducted by [84], this works transmit a complex sinusoidal signal over a wireless
channel by using the USRP devices. Since the transmission distance is not far, the
channel can be considered as a slow ﬂat fading channel. It has been found that, apart
from the eﬀects of channel, there are two more problems due to the transmission
devices.
The ﬁrst problem is shifting in carrier frequency, which adds more phase rotation
in the received signal. For transmitting a signal, the transmitter basically convert
the signal presented in a baseband frequency to a passband frequency before the
transmission. This process done by the USRP device by using a local oscillator,
which generates the passband signal at the frequency of Fc,Tx, which is a carrier
frequency. At the receiver, a reverse process is performed by shifting the frequency of
the received signal back from the passband frequency to the baseband frequency. The
down-conversion process is operated by using a frequency Fc,Rx generated by another
local oscillator. Since there is no common clock signal to be used as a reference, the
transmitter and the receiver is not synchronized so that there is discrepancy in the
frequency, written as ∆Fc = Fc,Tx − Fc,Rx. This frequency oﬀset produces another
phase rotation in the received signal.
The second problem is called local oscillator leakage (LO). The LO problem is
caused by impairment of the hardware and it yields extra spectral components
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around the baseband DC level component. When producing the signal constel-
lation at the receiver, the LO appears as extra noise dots around the zero point in a
received constellation diagram. The LO problem arises in both the transmitter end
and the receiver end and also need to be removed.
Therefore, without an external signal source for synchronization, there are several
problems need to be solved for transmission and reception of signals in the test bed
system. The ﬁrst problem is how the time synchronization between the transmit-
ter and the receiver is performed such that the receiver can detect the transmitted
signal. The second problem is, once the signal is detected, how to eliminate the
phase rotation and the extra noise in order to receive the constellation diagram cor-
rectly, this problem is called frequency synchronization problem. In this work, the
problems can be solved by using signal processing methods at the transmitter and
at the receiver. At the transmitter, data to be transmitted is formed as packets
where each packet is added by redundant signals for synchronization purpose. At
the receiver, post-signal processing is operated by using the extra signals inserted by
the transmitter. Hence, the receiver can perform both time and frequency synchro-
nization accordingly. This method has been employed by [84] for transmit a signal
using USRP devices and MATLAB and it will be applied to be used for building
the LabVIEW-PXI test bed system.
The Time Synchronization by Using a Chirp Signal
For the data transmission, a binary data sequence is ﬁrstly en-coded and is mapped
into symbols by a QAM modulator. Since multi-code channels are employed in the
MIMO-HSDPA transmission, the symbols are organized as a transmission matrix
as represented by (3.1).After that, those symbols are spread by signature sequences
to create a multi-code channel transmission and transmission energy is allocated
into each channel afterward. The transmission signal is formulated as a vector
znt (ρ) = SntAy (ρ) for each symbol period and the transmission vectors znt are
organized as (3.3) to represent vector signals to be transmitted in the entire symbol
period. In order to transmit the signal as in (3.3) using the time synchronization
and frequency synchronization, the matrix in (3.3) is ﬁrstly re-organized as a vector,
where the length of the new vector is equal to N ×Nt×N (x).The vector then passed
to a pulse shaping ﬁlter to formulate transmission pulses. The square root raise
cosine pulse shaping ﬁlter is used to achieve more spectral eﬃciency. Using the
pulse shaping ﬁlter limits bandwidth of each symbol and ensure that the ISI does
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not occur when detecting the symbols by using a matched ﬁlter at the receiver.
After passing through the raise cosine pulse shaping ﬁlter, the baseband data
vector is ready to be transmitted. Now, for the time synchronization purpose, a
pilot signal is required to be added into the data vector.The pilot signal need to
be uncorrelated in time and is simple to be detect by the receiver once the original
signal is known, and a chirp signal is selected as a pilot signal. The chirp signal is
written as [84]
pc(n) = Apce
jpi
Wpc
Npc
(n−
Npc
2
)2
(3.32)
where Apc andWpc are amplitude and bandwidth of the chirp signal respectively. Npc
is the length of the signal represented in samples. The chirp signal has been used as a
pilot signal, because the chirp signal is a frequency invariant signal which is tolerant
to frequency shifting and any multi-path components. In addition to the chirp
signal, the frequency shifted chirp signal is easily noticed by using a ﬁlter matched
to the original signal, output of the ﬁlter appears as a signal where the amplitude
is distorted and shifted in time. Moreover, the most important characteristic of the
chirp signal is very narrow auto-correlation. The main lobe of the auto-correlation
of the chirp signal is like the impulse response, which can be located at the exact
position. This property makes detection of the chirp signal at the receiver end easily
and very accurate. The use of the chirp signal for the synchronization can be found
in [85, 86]. As it can be seen in the Figure 3.15, the chirp signal is generated with
length of 300 samples. The signal is then passed to the matched ﬁlter formulated to
detect the chirp signal and the output of the matched ﬁlter plotted as absolute values
is shown as Figure 3.16. It can observed that the peak value appear at the position
300, where the signal is matched with the ﬁlter property. Therefore, detecting the
chirp signal is simply by just searching for the maximum value of the output of
the matched ﬁlter. This can be exploited for the time synchronization. Basically,
without a synchronization signal, it is impossible for the receiver to know where
the received data begin in the received signal, as the received signal experiences
propagation delay. By adding the chirp signal, the receiver is able to locate the
desired data by detecting the maximum value at the output of the chirp matched
ﬁlter. At this point, it should be where the chirp signal ends so that the desired
data can be discovered beyond this point. For example, a data signal length of 100
symbols is assembled to be a data packet by adding a chirp signal length of 300
samples, as shown by the Figure 3.17. When data is received and passed through
the chirp matched ﬁlter, the peak value appears at point 300 on the X-axis, the
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Figure 3.15: A chirp signal.
QAM data then can be found at point 301 to point 401.
Eliminating the Local Oscillator (LO) Leakage and Frequency
Synchronization Using a Sinusoidal Pilot Signal
Before performing the frequency synchronization, the LO leakage should be ﬁrstly
removed. As the LO leakage component appears around the baseband, centered at
the zero frequency in the frequency domain. Basically, the LO leakage is simply
eliminate by the use of a ﬁlter. However, ﬁltering the LO leakage out directly will
remove some desired signal component, because the LO leakage is mixed with the
signal baseband. Therefore, in order to avoid ﬁltering out the necessary components
when removing the LO leakage, the baseband signal must be shift in frequency away
from the LO leakage.
The shifting in frequency of the baseband signal can be done by multiplying the
signal by the sinusoidal signal. However,due to shifting in frequency, this will limit
the bandwidth of the original signal so that the signal bandwidth must be concerned
when operating the frequency shift.After passing through the ﬁlter, the received
signal will converted back to the original frequency. The LO leakage is caused by
transmission devices and it exists only in the USRP devices. In the LabVIEW-PXIe
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Figure 3.16: The auto-correlation of the chirp signal.
system, the hardware is improved so that the LO leakage problem does not exist,
shifting in frequency of the baseband signal is not necessary.
A discrepancy in carrier frequency of the transmitter and the receiver is deter-
mined as the frequency oﬀset, which is ∆Fc,rx = Fc,tx − Fc,rx. Note that, the
frequency oﬀset also includes a phase rotation due to the communication channel.
In order to synchronize the frequency between the transmitter and the receiver, a
contemporary method using a pilot signal for channel observation is employed in this
work.Although the pilot signal approach require to transmit redundant information
which is waste of bandwidth and reduce the eﬀective data rate, it is more accurate
and is simpler than others such as a blind detection scheme [87]. Moreover, the
sinusoidal pilot signal approach suits current resources and facilities available to us
at that time.The training sinusoidal signal is inserted in between the chirp signal
and the data signal and it acts as a pilot signal which observes all channel eﬀects.
At the receiver, the pilot sinusoidal signal will be compared with the original signal,
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Figure 3.17: A chirp signal added at the beginning of a message signal.
generated by the receiver, so that the receiver is able to know how the carrier fre-
quency is aﬀected the channel and can recover the original frequency of the message.
The sinusoidal pilot signal is given as [84]
Ps(n) = APse
j2pifPsn, 0 ≤ n < NPs (3.33)
where APc and FPs is amplitude and frequency of the signal given in cycles/samples
respectively. It is advised that the pilot signal should not be too long, as it will
increase the overhead of the data packet. In the work, the sinusoidal pilot signal
is length of 1000 samples. The packet to be transmitted comprises with two pilot
signals, the chirp signal and the sinusoidal signal, is given as in the Figure 3.18.
At the receiver, the chirp signal is ﬁrstly processed to determine the beginning of
the received data. Once the received data is known, the sinusoidal signal will be
extracted for implementing the frequency synchronization. The received sinusoidal
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 Figure 3.18: Transmission data added by two pilot signals.
signal can be written as
Ps,Rx(n) =
(
αAPse
j(2pifPsn−φh) + w(n)
)
ej2pi∆fcn
= αAPse
j(2pi(fPs+∆fc)n−φh)) + wc(n)
(3.34)
Where wc(n) = w(n)e
j2pi∆fcn. For knowing the frequency and the amplitude, the
sinusoidal pilot signal can be reconstructed as Ps(n) by the receiver and it will be
compared with the Ps,Rx to achieve the normalized frequency oﬀset signal as
sfc(n) =
Ps,Rx(n)Ps(n)
∗
|E [Ps,Rx(n)Ps(n)∗|]
= ej(2pi∆fcn−φh) + wcp(n)
(3.35)
It can be seen that, the frequency synchronization is still be a noisy signal so that a
ﬁlter is required to eliminate the noise. The signal sfc is then passed to the Low-Pass
Filter (LPF). After that, the auto-correlation at 1 sample delay of the output of the
low-pass ﬁlter is operated in order to obtain only the signal, which is as
E [sfc,LPF (n)sfc,LPF (n+ 1)
∗] = e−j2pi∆fc (3.36)
Having (3.36) the frequency oﬀset ∆fc can be calculated by using
∆fc = E [sfc,LPF1(n)sfc,LPF2(n)
∗] (3.37)
The vector signal sfc,LPF1 begins from the ﬁrst element to the length of Nps − 1,
where Nps is the maximum number of the sample of the signal and sfc,LPF2 begins
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from the second sample to Nps .The frequency ∆fc is used to generate the signal for
the frequency correction of the received signal as e−j2pi∆fcn.
The frequency correction can be done by multiply the data signal, which extracted
from the received signal vector after the chirp signal and the sine signal, with the
frequency correction signal. Once the received frequency is corrected, the frequency
is synchronized so that the receiver can be recovered the constellation accordingly.
In addition to frequency and time synchronization, work [84] has examined 4-
QAM transmission by using the proposed techniques and it has been found that the
received constellation diagram is received well as 4-QAM cluster but the location
of each cluster is shifted away from the original position, as it can be seen in Fig-
ure 3.19a. Moreover, transmitting a long chip packet has also been tested and the
result has shown that the cloud dot of each QAM cluster is not only moved from
the original position but creates the tail of cloud as shown in Figure 3.19b
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(a) The 4-QAM received constellation dia-
gram.
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long chip packet.
Figure 3.19: The received constellation diagram produced by Matlab and the USRP.
This means that the frequency oﬀset still appear in the received signal. Therefore,
[84] proposed a sub packet method, which divides the long chip packet into a smaller
size packet before transmission. Each sub packet obtains a sub pilot signal, which
will be used for further frequency correction. Then, the small packets with the
sub pilot signal are re-assembled into one packet and are attached with the chirp
signal and sinusoidal pilot signal before transmission, as shown in Figure 3.20. At
the receiver, it has been found that the sub packet method works eﬀectively, which
can completely remove the frequency oﬀset and restore the cloud of 4-QAM dots
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to the original position. The sub packet approach is included with the time and
frequency synchronization in order to construct the LabVIEW-PXI test bed system.
The detail of how the LabVIEW-PXIe testbed system is constructed can be found
 
Figure 3.20: A transmission data using 4 sub packets.
in the appendix I.
3.6 Performance Evaluation on the MIMO-HSDPA
Test Bed System
This section demonstrates the performance of the proposed resources allocation tech-
niques when running on the test bed set up for a MIMO-HSDPA system. The test
bed performs real-time FPGA transmission collaborating with the channel emu-
lator software to generate the test environment, which is suitable to evaluate the
performance of the approaches.
The MIMO-HSDPA to be operated is modeled as shown in the section 2. The
system comprises a 2 x 2 MIMO transmission running on the standard HSDPA sys-
tem. The transmitter generates 4-QAM symbols and transmits over coded-channels
according to WCDMA multi-coded communication. The OVSF code is used in the
spreading process. The processing gain of the OVSF code is set to 16 and 16 parallel
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signature sequence can be used in the SISO mode. The OVSF code is extended to
32 parallel sequences for the MIMO transmission by using the method described in
the section 1.3.1. The transmitter runs the EEES and EEER approach, as described
in [58], to allocate energy and data rate to each coded- channel and the transmission
signal vector is then formulated. The signal vector is covert to RF frequency band
by the up converter, in this work the 2.45 GHz is employed for the RF frequency.
The transmission bandwidth is set to be 5 MHz and the chip rate of 3.84 MHz is
used to transmit the WCDMA signal. Both data transmission with and without the
signature sequence ordering and the channel selection technique were examined.
At the receiver, the received signal is down-converted and is sampled. After
sampling, the sampled signal is convolved with a vector of channel impulse samples
corresponding to a channel impulse response set generated input power delay proﬁle.
Note that, the pedestrian A channel power delay proﬁle speciﬁedby the ITU is uti-
lized in this work. The down conversion and the convolution of signal are performed
by the FPGA emulator. The emulator then passes the result to the host machine to
operated de-spreading afterward. The MMSE equalizer is utilized for de-spreading.
The SIC or non-SIC receiver will collaborate with the MMSE equalizer in order to
recover the original symbols. Both non-SIC and SIC were also evaluated. After de-
spreding process, the receiver sent the channel impulse response vector back to the
transmitter as channel state information. The transmitter will use this information
in order to calculate and allocate resource for the next transmission.
3.6.1 On the Performance of The Test Bed System
This section compared the results produced by the LabVIEW-PXIe test bed system
with the results obtained from the simulations. The objective is to show that the test
bed is realistic and can be used to collect the results for the MIMO-HSDPA system.
The set of results provided in this section were collected over 50 random pedestrian
A channels and will be presented as mean received SNR for each communication
channel.
The ﬁrst set of the results comprises 4 main ﬁgures, where each ﬁgure consists of 4
sub-ﬁgures representing the mean SNR of the coded-channel simulated on diﬀerent
transmission energy value. Each main ﬁgure corresponds to the proposed technique,
EEES or EEER, collaborating with or without the channel selection approach. When
using the channel selection technique [53] yields the optimum number of parallel
coded channel so that the ﬁgure labeled by OPT whilst the ﬁgure labeled by FULL
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Figure 3.21: Performance evaluation on EEER-FULL.
represents the approach without the channel selection, where all coded channels are
employed in the transmission. If the SIC technique is used at the receiver, the ﬁgure
will be given preﬁx name as SIC. For example, the ﬁgure represents the EEES
scheme with the channel selection approach and the SIC receiver will be labeled as
SIC EEES OPT. The ﬁrst two main ﬁgures show the mane SNR of EEES and EEER
resource allocation technique without the SIC and the channel selection strategy.
The SNR obtained from simulation is shown by the red line whilst the SNR
produced by the test bed system is represented by the blue line. The ﬁgure presents
the mean SNR for each sub-channel. As the MIMO system has 32 coded-channels,
32 dots are plotted in each ﬁgure. Firstly, it is noticeable that the mean SNR
produced by the test bed system is signiﬁcantly higher than the ones obtained from
the calculation.
For operating the energy allocation, the signature sequences are arranged such
that the channel gain is put in ascending order. The energy is ﬁrstly loaded into
the lowest gain channel and so on till the last channel which is the highest gain
channel. This is to ensure that energy is suﬃcient for all channels. At the EEER
FULL Figure 3.21, because the channel gain is arranged in ascending order and
energy is allocated equally, the mean SNR obtained from calculation is gradually
increase from the ﬁrst channel to the last channel in all transmission energy value.
Alternatively, the ﬁgure obtained from the test bed system ﬂuctuates and diﬀerent
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Figure 3.22: Performance evaluation on EEES-FULL.
from the ﬁgure obtained from the calculation. This is because the channel seen by
the receiver is corrupted by random phase change which makes the channel to be
diﬀerent from the channel known by the transmitter. The receiver utilizes the same
set of signature sequence as used by the transmitter in de-spreading process but the
channel is random so that the ﬁgure varies around the average value. Note that,
there is no slope on the ﬁgure of the test bed system as the transmission energy
allocated equally.
At the EEES FULL Figure 3.22, it can be seen that the mean SNR achieved
from calculation is almost identical in all channels as the transmitter calculates and
allocates energy suﬃciently for each channel to get the uniform SNR. For the ﬁgure
produced by the test bed system, as the channel gain is put in ascending order,
the energy therefore allocates in descending order to compensate the channel gain.
However, it is observed from the test bed system that the mean SNR is not equal
and gently decrease from the ﬁrst channel to the last channel. When channel gain
ﬂuctuates at the receiver, it seems that the mean received SNRs are inﬂuenced only
by the allocated energy. Therefore, the mean SNR has a descending slope, which is
matched to energy allocation performed by the EEES approach.
Figures 3.24 and Figure 3.25 show the result of the EEER and EEES when the
channel selection technique is incorporated. Once the channel selection approach is
employed, some of channel is removed as it is a low gain channel. Consequently,
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Figure 3.23: Performance evaluation on EEER-OPT.
the system achieves the higher SNR in all transmission energy value, which can be
observed from both the ﬁgure of ”‘EEER OPT”’ and ”‘EEES OPT”’. The ﬁgure
of the mean SNR obtained from the calculation appear as a step, because, in some
channel condition, the low gain channels can be employed in transmission, which
is shown in the ﬁgure as lower SNR group. Comparing the ﬁgure obtained from
the calculation with the ﬁgure obtained from the test bed found that they both are
similar except the mean SNR produced by the test bed system is higher than the
value obtained from the calculation. This can conﬁrms that the test bed system can
be used in examining the MIMO-HSDPA system.
3.6.2 Examining the Performance of the EEER and EEES with the
SIC Receiver
In this section, the results of using the SIC will be examined and discussed. The
results are presented as the sum of mean received SNR calculated from all channels.
The sum of the mean SNR is employed in the examination because the SNR pro-
duced by the test bed system ﬂuctuate, so that it is diﬃcult to compare the mean
SNR channel by channel. What we expect is, if the SIC approach improves the
performance of the system, the sum of the mean SNR produced by the SIC system
should be higher than the sum of the mean SNR obtained by the system without
the SIC. The ﬁrst ﬁgure represents the performance of the EEER approach when
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Figure 3.24: Performance evaluation on EEES-OPT.
using the SIC receiver with and without the channel selection technique.
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Figure 3.25: The sum of the mean received SNR of the EEER produced by
simulations.
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Figure 3.26: The sum of the mean received SNR of the EEER produced by the test
bed system.
The Figure 3.25 represents the sum of the mean SNR received from the simulations
and the Figure 3.26 shows the sum of the mean SNR produced by the test bed
system. Both ﬁgures agree in the result which conﬁrms that the channel selection
can be used to enhance the performance of the system. The sum of mean SNR
produced by the channel selection strategy is about 4.5 dB higher than the sum
SNR value of the system without the channel selection technique.When the channel
selection technique is evaluated by the test bed system, the result is similar but the
gap of the sum SNR approximately decrease to 2.5dB.
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Figure 3.27: The sum of the mean received SNR of the EEES produced by
simulations.
However, it is not clear in the Figure 3.26 that the use of the SIC approach
improve the performance of the system. As it can be observed form the Figure 3.26,
when the channel selection is not operated, for low transmission energy, the sum of
the mean SNR produced by the SIC approach is almost the same as the one with
out the SIC approach. When transmission energy increase, the sum of the mean
SNR obtained by the SIC approach is a bit higher than the sum of the mean SNR
produced by the system without the SIC technique. When the channel selection
technique is run, having the SIC approach result reduction of the sum SNR for all
energy value. The Similar result can be observed from the ﬁgure produced by the
test bed system, which demonstrates that the use of the SIC technique degrades the
performance of the system either using the channel selection or not using channel
selection approach. The ﬁgure for the EEES approach is shown in Figure 3.27 and
Figure 3.28
As in can be seen in the ﬁgure Figure 3.27, for using the EEES approach without
the channel selection scheme, the result from the calculation show that having the
SIC approach improve the sum of the mean SNR. Alternatively, when the channel
selection is in used, the ﬁgure show a diﬀerent result, which is using the SIC reduces
the sum of the mean SNR. The some of the result from the test best system agree
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with the ﬁgure of the calculation, which show improvement when the SIC technique
is incorporated into EEES with no channel selection scheme. Using the channel
selection with the SIC results decrease in the sum SNR for some transmission energy
value.
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Figure 3.28: The sum of the mean received SNR of the EEES produced by the test
bed system.
There is discrepancy between the result produced by the test bed system, which
is operated on the real-time FPGA transceiver, and the result obtained from the
simulations. Hence, although the simulation result present that the SIC can be
used to enhance the performance of the proposed techniques, evaluation on the real
test system cannot conﬁrm. The diﬀerence between the set of results produced by
the simulations and the testbed system may be caused by the the conﬁguration
of the channel emulator or the real characteristic of the wireless channel. Further
investigation on the SIC technique is required to determine the cause of discrepancy.
However, one thing can be conﬁrmed for the proposed technique that is the channel
selection can enhance the performance of the MIMO-HSDPA system. As it is proved
by the test bed system, the channel selection approach, which remove the signature
sequences creating low gain channel, enhance the total received SNR for both EEER
and EEES techniques.
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3.7 Conclusions
The previous chapter showed that having the high data rate yields improving of the
energy eﬃcient as well as the end-to-end throughput. This chapter has demonstrated
how to improve the physical data rate by using the MIMO-HSDPA approach. The
EEES and EEER resource allocation techniques are incorporated into the MIMO-
HSDPA system, which renders signiﬁcant increase in the data rate. Moreover, the
SIC technique is used in the receiver to mitigate the eﬀect of the ISI, caused by the
frequency selective channel. Having the SIC technique also simpliﬁes the resource
allocation technique, which reduces the computational cost for the EEES approach.
The main contribution of the chapter is using time and frequency synchronization
approach for setting up the test bed system in order to evaluate the performance of
the resource allocation techniques. In the literature review, synchronization between
the transmitter and the receiver of the test bed system is done by using external
clock signal. The clock signal is used as a reference so that the transmitter and the
receiver can linked and operate the transmission.The time and frequency synchro-
nization technique proposed in this chapter is new and can be used to synchronize the
transmitter and the receiver of the test bed system without requirement of the exter-
nal clock signal source.However, the time and frequency synchronization technique
requires the use of pilot signals, which is redundant information. Using the synchro-
nization method, data packet transmission can be performed correctly, which lead
to setting up the MIMO-HSDPA test bed system using LabVIEW-PXIe machine.
The test bed system is used to evaluate the performance of the EEES and EEER
resource allocation technique with the channel selection and the SIC technique. The
testing results conﬁrm that the channel selection enhance the performance of the
EEER and EEES technique, but for the SIC technique, there is some discrepancy
between the results produced from the simulation and the result obtained from the
test bed system, which needs further investigation.
For the next chapter, using the MIMO transmission actually not only experiencing
a frequency selective channel, the system also encounter a correlated channel due
to the antenna conﬁguration. The correlated channel reduced spatial multiplexing
gain of the MIMO system so that the performance decreases. In order to deal with
the correlated channel,pre-coding techniques are needed. The next chapter will
investigate the use of pre-coding approaches in the MIMO system to enhance the
performance over the correlated channel.
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4 The Performance Improvement of
the MIMO System Over Correlated
Channels
Over frequency selective channels such as pedestrian A and pedestrian B channels,
the system value approach has demonstrated an eﬀective method which simpliﬁes
the resource allocation as well as maximizing the capacity of the channel. The sys-
tem value approach is used together with the signature sequence ordering algorithm,
which puts the signature sequence in the right order and provides the optimum num-
ber of the used sequences. As a result, the maximum capacity close to the iterative
water ﬁlling upper bound can be achieved whilst the computational complexity is
minimized in both EEER and EEES algorithms, since no energy calculation is re-
quired before the rate allocation. In addition, when the iterative energy calculation
is performed for the energy allocation, the use of successive interference cancellation
can simplify the matrix inversion, which minimizes the computational cost of energy
calculation. It has been observed that the SIC-based receiver with both the EEER
and the EEES resource allocation algorithm produces substantially throughput im-
provement on for pedestrian A and pedestrian B channels.
In chapter 4, the large gain of the capacity is achieved by the MIMO transmis-
sion working on a spatial multiplex mode, which assumes that signals traverse over
independent paths of the channel between a transmitter and a receiver. Giving NT
and NR as the number of transmitter antennas and receiver antennas, the spatial
multiplexing gain linearly increases the capacity of the systems as a number n grow,
where n = min(NT , NR). However, in practical systems, fading MIMO channels are
rarely to be independent of each other. The MIMO channels are often spoiled by
environments or antennas conﬁgurations, for example insuﬃcient spacing between
antenna arrays make correlated fading on the channels. The impact of antenna cor-
relations were investigated by [88,89], which reported that those spatial correlations
can lead to signiﬁcantly the performance degradation of the MIMO’s spatial multi-
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plexing. This includes the performance of the resource allocation algorithms, which
are also reduced by the correlated fading eﬀects.
In order to improve the performance of the system over correlated MIMO channels,
pre-coding schemes can be employed. With the channel information available, the
transmitter can formulate a pre-coding scheme such that the spatial correlation has
fewer eﬀects on the MIMO channel. Consequently, the MIMO communication is
able to take the full advantage of the multiplex gain.
In this chapter, the channel capacity and the performance of the EEER and EEES
algorithm is examined over correlated MIMO channels to demonstrate the eﬀects
of the correlated channels.Then, pre-coding schemes are proposed to deal with the
correlated channel problem. Performance improvement produced by the pre-coding
techniques will be presented to conﬁrm eﬀectiveness of the technique over correlated
channel modelled by the so-called kronecker model.
4.1 The MIMO Correlated Channel Model and The
Channel Capacity
4.1.1 The MIMO Channel Model
It is aforementioned that the spatial multiplexing gain increase proportionally to
the n where n = min(NT , NR). This gain can be achieved only in rich scattering
environments, which oﬀer full rank of the channel matrix, and together with perfect
channel estimation on both transmitter and receiver sides. With this assumption,
the total capacity of MIMO channel can be determined by summing the capacity of
parallel AWGN SISO sub-channels, where the number of the sub-channel is speciﬁed
by the rank of the MIMO channel matrix. The rich scattering condition however
rarely happens in the practical system, since the MIMO channel characteristics are
associated with the antenna spatial correlation and statistical channel information
will be required to be estimated by the transmitter and the receiver. Therefore, it
is left an open question to solve how the MIMO channel can be modeled such that
the practical channel characteristics are achieved.
There are many channel models which are described by using various assumptions
with the objective is to achieve realistic MIMO channels. The survey of the MIMO
channel was conducted by [23]. It classiﬁed the MIMO channel into 2 categories,
physical models and analytical models. With the physical models, channels are
described by parameters associated with the electromagnetic wave propagation and
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the use of double-directional propagation model. The physical models do not take
antenna conﬁguration and system bandwidth into account for modeling and they
are very accurate in reproducing radio wave propagation.
Another popular model is the analytical model, which describes the channel im-
pulse response and multi-path by using only mathematical methods, without taking
physical wave propagation into consideration. The analytical model is used for-
mulate the MIMO channel matrices, which are necessary for algorithm designing.
As a result, it is more attractive than the physical model in simulations and ver-
iﬁcations. The analytical model can be categorized into two sub models that are
propagation-motivated models and correlated models.
The propagation-motivated models formulate channels according to parameters
deﬁned by the physical propagations. The models classiﬁed in this category, for
instance, are ﬁnite scatterer models, which were introduced by [90] and were em-
ployed in [91] to determine the capacity of MIMO multiusers channels. The ﬁnite
scatterer model formulates a channel matrix as a function of the limited number
scattering paths, governed by the Direction-of-Departure (DoDs) at a transmitter
and Direction-of-Arrival (DoAs) at a receiver. Similarly, other examples of the
propagation-motivated model are maximum entropy models [92], which use the
knowledge of (DoDs), DoAs and the principle of maximum entropy to construct
reliable channel models.
Alternatively, the correlation-based model which describes the channel matrix
by a spatial correlation matrix can be employed to formulate the MIMO channels.
Having a limited number of antennas at a transmitter and a receiver leads to the
usage of a spatial correlation matrix to formulate a MIMO channel. For a given H
as a channel matrix dimension of NR ×NT , the full correlation matrix is written as
R = E
{
vec(H)vec(H)H
}
(4.1)
The matrix R is NRNT×NRNT dimensional matrix which characterises correlations
between all transmit and receive antennas and vec(H) denote the column vector ofH
generated by appending the columns of the channel vector H together. In addition
to the correlated-based model, the correlation matrix of the transmitter and the
receiver is completely uncorrelated and can be separated but the coupling between
antennas depends on scattering in the environment. As the correlation matrices is
separable, it is possible to deﬁne a transmitter correlation matrix RTx and a receiver
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correlation matrix RRx such that
RTx = E
{
HHH
}
, RRx = E
{
HHH
}
(4.2)
Both matrices basically depend on antenna conﬁgurations which create joint angu-
lar power space around a transmitter antenna panel or a receiver antenna panel.
Channel models which are classiﬁed as the correlated-based model are the weichsel-
berger [93] model and the kronecker model [25, 94].
The weichselberger model represents the MIMO channel model that has coupled
power between a transmitter and a receiver. Using the weichselberger model, the
channel model H is given as
H = URx(Ω⊙G)UTTx (4.3)
where Ω is the matrix representing coupling between eigenmode of a transmitter
and a receiver (the unitary matrices), whose dimension is given as NR × NT . The
symbol ⊙ denotes the product of Schur-Hadamard while G is the i.i.d matrix whose
dimension is also equal to NR × NT . The matrices URx and UTTx are unitary
matrices which are respectively determined from the correlation of a transmitter
and a receiver, that are
RTx = UTxΛTxU
H
Tx, RRx = URxΛRxU
H
Rx (4.4)
As it can be seen, the unitary matrix can be obtained by using the eigenvalue
decomposition so that the weichselberger model is known in another name as the
eigen beam model. For rich scattering environment, the rank of the matrixΛ is equal
to one, which demonstrates that the coupling between all modes is identical. This
is a special case of the weichselberger model where the coupling matrix is written
as Λ = λRxλ
T
Tx, where λRx and λ
T
Tx are a vector formulated from the eigenvalue
of the correlation matrix of a receiver and a transmitter respectively. Once the
rich scattering case is encountered, the weichselberger model can be rewritten as a
Kronecker model.
The kronecker model agrees with the weichselberger model which assumes that the
spatial correlation of a transmitter is separable from a receiver. The full correlation
matrix therefore can be formulated by using a kronecker product as
RH = RTx ⊗RRx (4.5)
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where the RTx and RRx are obtained from (4.2). Using the kronecker model, the
channel matrix is obtained as
vec(H) = R
1
2
Hvec(G) (4.6)
R
1
2
H is a square root matrix of the full correlation matrix. For a given RTx and RRx
then channel matrix can be written as
H = R
1/2
RxGR
1/2
Tx (4.7)
The kronecker model is valid only if the condition in corollary 3.2 of [12] is satisﬁed or
it can be said that the coupling between eigenvector of a transmitter and a receiver is
equal in all power proﬁle. In this chapter we assume that the system is operated on
the rich scattering so that the kronecker model will be used to formulate all MIMO
correlated channels to be used in simulations.
4.1.2 Generating MIMO Correlated Channel Matrices
As it is known, the spatial MIMO multiplexing improves the capacity of the MIMO
systems. However, many researches on the capacity of the MIMO systems have been
demonstrated that the spatial multiplexing gain is actually reduced by the spatial
correlations, which is caused by the scattering of wave propagation in systems. Un-
fortunately, realistic MIMO channels always encounter correlated channels which
include all eﬀects of the spatial correlations. It is therefore essential to formulate
the channel matrix as close as to the realistic channels to provide better analytical
results. Spatially correlated channels can be formulated by employing the spatial
correlation matrix as given in (4.1). The model focused in this chapter is the kro-
necker model generated from (4.5). The kronecker model has been investigated and
to show that, apart from the corollary 3.2 of [12], it is also valid for the system with
the small number of antennas such as 2 x 2 MIMO systems. The kronecker model
hence will be used to produce the spatially correlated channels as seen the following
section.
Assuming that a channel impulse response vector represent multi-path impulse re-
sponse between the receive antenna nthr and the transmit antenna n
th
t for
nr = 1 , . . . , NR and nt = 1 , . . . , NT is given as
h(nr,nt) =
[
h
(nr,nt)
0 , . . . , h
(nr,nt)
l , . . . , h
(nr ,nt)
L
]T
where L is a number of resolvable
paths in the multi-path scenario and l = 0 , . . . , (L−1). A channel correlation matrix
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for lth path obtained at the mth observation interval is given as Hl(m) ∈ NR×NT ,
where
Hl(m) =

h
(1,1)
l (m) · · · h(1,nt)l (m) · · · h(1,NT )l (m)
... · · · ... · · · ...
h
(nr ,1)
l (m) · · · h(nr,nt)l (m) · · · h(nr,NT )l (m)
... · · · ... · · · ...
h
(NR,1)
l (m) · · · h(NR,nt)l (m) · · · h(NR,NT )l (m)

(4.8)
For simplicity, the variable m is neglected and a column vector represent the channel
is obtained by stacking the vector such that
vec(Hl) =
[
h
(1,1)
l , . . . , h
(1,NT )
l , . . . , h
(nr,1)
l , . . . , h
(nr,NT )
l , . . . , h
(NR,1)
l , . . . , h
(NR,NT )
l
]T
(4.9)
where the vec(Hl) is vec(Hl) ∈ NR×NT . The full correlation matrix
RH ∈ NRNT×NRNT over M sample is now written as a function of vec(Hl(m)),
that is
RH = E
{
1
M
M∑
m=1
(vec(Hl(m))vec(Hl(m))
H
}
(4.10)
where the expectation is produced only for non-zero entries of h
(nr,nt)
l . The receive
correlation matrix RRx, which RRx ∈ NR×NR , is obtained as
RRx = E
{
1
M
M∑
m=1
Hl(m)Hl(m)
H
}
(4.11)
The transmit the correlation matrix RTx is deﬁned as
RTx = E
{
1
M
M∑
m=1
Hl(m)
HHl(m)
}
(4.12)
where RTx ∈ NT×NT . Using the correlation matrices RTx and RRx, the full
spatiotemporal correlation matrix RH can be calculated as given in 4.5.
Now a tap matrix Htap ∈ NRNT×L containing multi-path components in all
MIMO paths can be construct by gathering the correlated channel vector of each
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multi-path tap together as follows
Htab =
[
h(1,1) , . . . , h(1,Nt) , . . . , h(nr,1) , . . . , h(nr,NT ) , . . . , h(NR,1) , . . . , h(NR,NT )
]
(4.13)
The tap matrix can be constructed by using
Htab =
1√
2
CmapV(a
p) (4.14)
where ap is a power delay proﬁle vector generated as
ap =
[
ap0 , . . . , a
p
l , . . . , a
p
L
]T ∈ L. The matrix V ∈ NTNR×L is formulated
such that each element has a Rayleigh-distribution amplitudes and a uniformly dis-
tributed phase. The entries of V matrix is generated as independent and identically
distribution (i.i.d) by using circular symmetric complex Gaussian random generator
with zero mean and unity variance CN (0, 1). For simplicity, it can be said that
each column of V is generated as a complex vector Z = (X + jY ), where X and Y
are column vectors of length L and with elements obtained from a i.i.d N (0, σ2/2)
generator. The mapping matrix Cmap ∈ NRNT×NRNT is calculated from
RH = CmapC
H
map (4.15)
The matrix Cmap is a square root lower-triangular matrix which can be formulated
by using classic LDL Cholesky decomposition, which is
A = LLH = LDLH = LD
1
2 (LD
1
2 )H (4.16)
Where L and D is matrices containing eigen vectors and eigen values of the matrix
A respectively. As it can be seen, the full correlation matrix RH is separable and is
obtained from the kronecker product of a transmitter correlation matrix RTx and a
receiver correlation matrix RRx. Consequently, to achieve realistic MIMO channel,
RTx and RRx have to be formulated accordingly.
4.1.3 Calculating Correlation Coefficients for the MIMO Systems
For 2 x 2 MIMO systems, a receives and a transmitter correlation matrix can be
represent by 2 x 2 dimensional matrix, which is
RRx =
[
1 r∗
r 1
]
, RTx
[
1 t∗
t 1
]
(4.17)
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r is the receive correlation coeﬃcient whilst t is a transmitter coeﬃcient. These
parameters are related to the joint direction power spectrum, which relies on the
direction of arrival at both sides. Or it can be said that the correlation coeﬃcient
is formulate as a function of the DoAs wave for the receiver and as a function of
the DoDs wave for the transmitter. Not only the joint direction power spectrum, it
has been observed that the correlation coeﬃcient is also associated with the antenna
spacing. If the antennas in the array panel is organized such that spacing between
each antenna element is suﬃciently large in both transmitter and receiver ends, the
energy spreading around both side is also large and the MIMO channel become
uncorrelated channel, where the correlation matrix RH is represented by a diagonal
matrix.
A method to determine the correlation coeﬃcients, for instances, can be found
in [12, 24, 95]. In the example 2.1 of [12], the correlation coeﬃcients are calculated
for the isotropic case and highly directional scattering. The isotropic case represents
a very rich scattering environments with a uniform distribution of the energy around
the transmitter whilst the highly directional scattering case corresponds to the case
where the scattering around the transmitter corresponds to a narrow angle. As the
energy is uniformly spread around angle 2 in the isotropic condition, the correla-
tion coeﬃcient depends only on the antenna spacing. For the minimum correlation
coeﬃcients, it is necessary for the isotropic case to use the antenna spacing of 0.5,
where is the wavelength of the carrier. For the directional scattering case, the en-
ergy distribution is determined by using a Von Mises distribution and the correlation
coeﬃcient is formulated as a function of antenna spacing and the K factor, which
controls the azimuth spread. The full correlation matrix for 2 x 2 MIMO systems
denotes by a 4 x 4 dimensional matrix, which can be obtained from (4.10) and is
written as
RH =

1 t∗1 r
∗
1 s
∗
1
t1 1 s
∗
2 r
∗
2
r1 s2 1 t
∗
2
s1 r2 t2 1
 (4.18)
[12] also calculated correlation coeﬃcients for two scenarios, the single scatter and
the multiple scatter. For the single scatter case DoDs is joint only one DoAs in
the receivers whilst the multiple scatter case corresponds to the case where DoDs
is fully coupled with DoAs. The correlation coeﬃcient is estimated for both sce-
narios by using 0.5λ antenna spacing and assuming that t1 = t2 and r1 = r2 so
that the correlation coeﬃcients for the single scattering scenario is obtained as
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t = 0.03 − j0.2, r = −0.4 + j0.33, s1 = −0.19 + j0.21 and s2 = 0.56 + j0.03.
For the multiple scattering scenario, the correlation coeﬃcients are calculated as
t = 0.03− j0.2, r = −0.4+ j0.33, s1 = rt = 0.05+ j0.09and s2 = rt∗ = −0.08− j0.07
If the kronecker model is employed, it can be seen that both scenario are identi-
cal full correlation matrices. However, it is suggest the only the direction scatter
scenario is accurate according to the separability assumption in the proposition 3.2
of [12], the kronecker model is valid only if DoDs couple with the same power proﬁle
into all DoAs, and vice versa, or demonstrated the multiple scattering scenario.
[24] was simpliﬁed the spatial correlation model for Indoor IEEE 802.11n sys-
tems. This work employs Saleh-Valenzuela [96] correlation-based model which de-
scribes the multipath components departures and arrivals at an observation point as
clusters. The Lapacian distribution is used to describe the energy spreading around
the antenna and to formulate an equation to determine the correlation coeﬃcient.
This is done as a function of three parameters, direction of angle, angular spread
and antenna spacing.
The study in [95] proposes a deterministic MIMO channel model for the outdoor
to indoor environments. The channel models have been developed as a Tapped De-
lay Line (TDL) model for broadband ﬁxed wireless systems by using a measurement
based methods. In this work the models are formulated for two types of indoor envi-
ronments, closed and open scenarios. The closed scenario represents systems where
a large number of scatters are close to a receiver, such as small oﬃces or laboratories,
whilst the open scenario such as large class rooms perform environments with few
scatters. The models have been examined and compared with values obtained from
measurements and they are found to be accurate for using in simulations.
Having the correlation matrix correlated mapping matrix can be obtain from
(4.15) and the MIMO correlated channel impulse response can be formed by using
(4.14). The channel impulse response is employed to form the correlated channel
for the MIMO systems to be examined for the capacity as discussion in the next
section.
4.2 The Capacity of the MIMO channel
The use of multiple antennas at a receiver and a transmitter provides a spatial
multiplexing gain which oﬀers a linearly increase in the spectral eﬃciency. This is a
signiﬁcant improvement when compared with the contemporary systems where the
increase in spectral eﬃciency and capacity is shown in a logarithm scale. However,
116
this is based on rich scattering environments where MIMO channels are uncorrelated.
Correlated channels certainly degrade the spectral eﬃciency and, for high correlation
channels, the system might be converted to a SISO system which does not provide
any system gains. A tutorial of the capacity of MIMO systems was conducted by [97],
which derived the mean capacity of a complex AWGN MIMO channel as
C = E
{
log2
[
det(TNR +
ρ
NT
HHH)
]}
(4.19)
Where ρ is an average SNR per receiver antennas. The product of HHH can be
written by using Singular Value Decomposition (SVD), which rewrite the channel
matrix as
H = UΣVH (4.20)
Where U and V are unitary matrices of left and right of singular vector respectively.
Σ is a diagonal matrix whose main diagonal contains singular values. By using the
SVD approach, the capacity is given as
C = E
{
log2
[
det(TNR +
ρ
NT
UΣΣHUH)
]}
(4.21)
The capacity of MIMO system is equal to the summation of the AWGN SISO sub-
channels as given in (4.21), where the number of sub-channels is obtained as the
rank of the channel matrix, determined as
rank(H) = k ≤ min {NR, NT } (4.22)
The capacity now can be obtained as
C = E
{
k∑
i=1
log2(1 +
ρ
NT
σ2i )
}
(4.23)
Where σ2i are the square singular of the diagonal matrix
∑
. The upper bound of
the a Rayleigh fading MIMO channel is obtained as
C = E
{
NT × log2(1 +
ρ
NT
χ22NR)
}
(4.24)
χ22NR represents a chi-distributed random variable with 2NR degree of freedom. The
upper bound can be achieved when each of the NT transmitted signals is received
by the same set of NR antennas without interference.
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Capacities of MIMO channels with interference were investigated through [98–
100]. [98], it is demonstrated that the linear growth in the capacity of the MIMO
system is realistic only if the channel state information is perfectly known by both
the transmitter and the receiver. Otherwise, the capacity of the MIMO systems
depends on the antenna correlations, the channel SNR and the nature of the channel
information. [99], the capacity of MIMO OFDM based systems was examined, which
conﬁrmed that, for a multipath fading channel, the MIMO OFDM system achieves
a higher ergodic capacity than the SISO system. Further investigation in [100]
identiﬁed that the multiplexing gain relates to the sum correlation matrix whilst the
diversity gain depends on an individual correlation matrix at a transmitter and a
receiver.
In this work, it is assumed that a transmitter and a receiver both have the channel
state information, and the capacity analyzed here is in the term of interference free
and capacity with interblock interference (IBI). Having system model as demon-
strated in the section 5.2, the covariance matrix of the received signal vector, given
in ??, can be formulated as
C = E
[
r(ρ)rρH
]
= QA2QH +CI (4.25)
The matrix q ∈ NR(N +L− 1)×K is a receiver matched ﬁlter signature sequence
matrix, which can be obtained from Q = HS
[
q
1
, . . . , q
K
]
, where
CI ∈ NR(N+L−1)×NR(N+L−1) represents the noise plus interference covariance ma-
trix, which is given as
CI = Q1A
2QH1 +Q2A
2QH2 +N0INR(N+L−1) (4.26)
Where Q1 and Q2 are the matched ﬁlter signature sequence reﬂecting the ISI re-
sulting from the previous and the next symbol periods respectively. The matrix
Q1 is formulated as Q1 = HS1 =
[
q
1,1
, . . . , q
k,1
, . . . , q
K,1
]
while Q2 is written
as Q2 = HS2 =
[
q
1,2
, . . . , q
k,2
, . . . , q
K,2
]
. The covariance matrix can be written
in another form, which represents the covariance matrix of the current sub-channel
under consideration as a function of the covariance matrix of the channel just been
considered, which is
Ck = Dk + Ekqkq
H
k
(4.27)
For k = 1 , . . . , K and C = Ck, C0 = N0INR(N+L−1) where
Dk = Ck−1+EKqk,1q
H
k,1
+EKqk,2q
H
k,2
. Using the covariance matrix Ck, the mutual
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information is given as
I = log2
[
det(QA2QH
]
− log2 [detCI ]
= log2
[
det(INR(N+L−1) +C
−1
I QQ
2QH)
] (4.28)
The mutual information is then exploited to estimate both the capacity of the inter-
block-interference (IBI) free system and the capacity of system with the IBI as
4.2.1 The Capacity for the Case with IBI
Under the assumption that IBI exists, the spatiotemporal MIMO channel H1 and
H2 is not zero. The covariance interference matrix given in (4.26) can be used to
calculate the capacity of the IBI system (CIBI) such that
CIBI =
1
N
log2
[
det(INR(N+L−1) +C
−1
I QA
2QH)
]
(4.29)
where the deﬁnition of det(I+AB) = det(I+BA) is used in the capacity formulation.
The capacity of the system calculated from (4.29) is given in bits/chip.
4.2.2 The Capacity for the IBI Free Case
Under the assumption of no IBI, the spatiotemporal MIMO channel matrices H1
and H2 are set to be H1 = H2 = 0. The covariance matrix hence is given by
C = E
[
r(ρ)r(ρ)H
]
= QA2QH +N0INR(N+L−1) (4.30)
As the interference covariance matrix is reduced to CI = N0INR(N+L−1) so that the
inversion of the covariance matrix therefore written as CI =
1
N0
INR(N+L−1). The
channel capacity of the matrix H and the given spreading sequence can be then
given in term if bits per chip as
CST =
1
N
log2
[
det(INR(N+L−1 +
1
N0
SHHHHSA2)
]
(4.31)
Where the deﬁnition of det(I+AB) = det(I+BA) is also applied on (4.31).
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4.3 Minimizing the Effect of the MIMO Correlated
Channels Using a Pre-Coding Approach
A MIMO technique will be required to improve when operating the system in a
rich scatter environment. In practical systems channel correlations are unavoidable
but the eﬀect of the channel can be reduced by using pre-coding techniques at the
transmitter. With the channel state information available at the transmitter, the
pre-coding scheme can be formulated such that it modiﬁes the information to be
transmitted to match the channel conditions, to signiﬁcantly improve the perfor-
mance at the receiver.
There are many criteria for designing the pre-coding, for example maximizing er-
godic or received signal-to-noise ratio or minimizing bit-error-rate at the receivers
[100], and designing of the pre-coding scheme depending on how the Channel State
Information (CSI) is available to the transmitter. The impact of the CSI on the
performance of the systems was investigated in [101], which demonstrated that the
capacity is reduced as the availability of the CSI decreases. When the CSI is perfectly
known by a transmitter, the optimal pre-coding scheme such as a linear pre-coding
might be used to improve the performance. The linear pre-coding is a linear trans-
formation that can map information bits to coded bits by a pre-coding block. The
linear pre-coding can also be employed in the partial CSI condition, but perfor-
mance degrades. Work [101] also proposed how to optimize the linear pre-coder
for diﬀerent CSI criteria. The best pre-coding scheme which is used when CSI is
available at both transmitter and receiver is the singular value decomposition (SVD)
approach [102, 103]. For a given of received signal vector y ∈ NR as y = Hx + n,
where x ∈ NR × NT is a transmitted signal vector and the vector n is a com-
plex Gaussian noise with zero mean and the variance is set to be equal to one in
both real and imaginary part. When using the SVD approach, the channel matrix
H ∈ NR ×NT , can be partitioned into three components, that are U and V which
are known as left and right unitary matrices and Σ, the diagonal matrix of singular
values of the matrix H, as shown in (4.20). Therefore, the transmitted signal vector
x can be multiplied with V, which is known as a pre-coding matrix, whilst, at the
receiver, a received signal vector y might be multiplied by UH , a receiver ﬁlter, such
that
y = UH(HVx+ n) = Σx+ n˜ (4.32)
where n˜ = UHn is also the complex Gaussian noise. Since the Σ is the diagonal
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matrix, the MIMO channel is separated in to sub SISO channels with diﬀerent gains,
and the number of sub channels is determined by the rank of the channel matrix
H. Another pre-coder method is zero-forcing (ZF) or minimum-mean-square-error
(MMSE) algorithm that is based on the inverse of the channel matrix. This method
has been used in the multi-user context as described in [104–106]. Giving W as a
pre-coding matrix for the multi-user system, the ZF pre-coding matrix is given as
W = HH(HHH)−1 (4.33)
Further improvement of the ZF pre-coding can be achieved by including a regularized
factor in the equation, which is
W = HH(HHH + βI)−1 (4.34)
Where β denotes a regularized factor, which determines interference level in the
multi-users system. For β > 0, The system is corrupted by the interference. Basi-
cally, the β is chosen such that received SNR is maximized. Given in (4.34), it is
also known as the MMSE pre-coding scheme, whose performance is good at very low
SNR. For the high SNR region, the performance of the MMSE pre-coding approach
is the same as the ZF pre-coder.
There are two pre-coding schemes to be investigated in this work, the Eigen vec-
tor pre-coding and the inverse channel pre-coding. Both approaches are employed
in collaboration with the resource allocation schemes that have been discussed in
Chapter 3, EEER and EEES approach, in order to observe the performance over
the correlated channels.
4.3.1 The Eigen-Vector Pre-Coding Approach
It assumes that the MIMO channel matrixH is a full rank matrix and the maximum
number of spreading sequences as K = NTN . The Eigen value of HH
H is obtained
as σ2k for k ∈ {1 , . . . , K}. In addition to the Eigen value, they are assumed to be
satisfy the condition that σ2k > σ
2
k−1 for all k. The channel covariance matrix can
be separated by using Eigen value decomposition, which represents the covariance
matrix of the channel in term of a matrix of Eigen Vectors and a diagonal matrix of
the Eigen values as
HHH = UΛUH (4.35)
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where U ∈ (NTN)×(NTN) is a unitary matrix of Eigen vectors where satisﬁes
UHU = INTN , and Λ ∈ (NTN)×(NTN) = diag(σ21 , . . . , σ2k, . . . , σ2NTN ) is a diagonal
matrix of Eigen values of HHH. If the signature sequence matrix S is selected such
that S = U, each signature sequence is normalized to have unity average energy,
which is |sk|2 = 1 for k = 1 , . . . , K. With the Eigen value pre-coding approach,
received symbols are still obtained as shown in (3.14). If energy allocated into the
kth channel is given as and the IBI is not considered, the IBI free capacity is written
as
CST =
1
N
K∑
k=1
log2(1 +
Ekσ
2
k
N0
) (4.36)
which is given in bits/chip. If the IBI is taken into consideration, the capacity of
the system is determined from (4.29) instead.
4.3.2 The Inverse Channel Pre-Coding Approach
For NT = NR, a zero forcing or an MMSE pre-coder can be used. The ZF pre-coder
is constructed as
B = HHB (HBH
H
B )
−1 ∈ (NTN)×(NTN) (4.37)
The MMSE pre-coding is given as
B = HHB (HBH
H
B +
N0NT
Ec
I(NRN)×(NRN))
−1 ∈ (NTN)×(NTN) (4.38)
The per-coder spatiotemporal channel convolution matrix HB ∈ (NTN)× (NTN)is
constructed by using a truncation matrix TB =
[
IN 0N×(L−1)
]
∈ N×(N+L−1) to
truncate the MIMO channel convolution matrix given in (3.12) using the relationship
H
(nr,nt)
B = TBH
(nr,nt) (4.39)
The truncation matrix TB is used to adjust the dimension of the channel other-
wise the channel matrix cannot match the pre-coding matrix.The truncated MIMO
channel convolution matrix is then formulated using
HB =

H
(
B1, 1) · · · H(B1, NT )
...
. . .
...
H
(
BNR, 1) · · · H(BNR, NT )
 (4.40)
122
The trace of the covariance matrix of the pre-coding is set to be NTN by using
a normalized vector = diag(BHB) = [v21 , . . . , v
2
NRN
]T and normalizing the pre-
coding matrix using B = Bdiag( 1v1 , . . . ,
1
vNRN
). The transmit vector is formulated
as
zB =
[
zTB,1 , . . . , z
T
B,nt , . . . , z
T
B,Nt
]T ∈ NTN (4.41)
and it is produced by using zB(ρ) = BSAy(ρ) at the output of the pre-coder. If
the signature sequence is not used at the transmitter, symbols to be transmitted
are spread by the pre-coding instead. Hence, S = B and the transmit vector is
form as zB(ρ) = BAy(ρ). The receiver signal vector at the output of the chip
matched ﬁlter is given by a block of chip matched ﬁlter signal samples r(ρ) =[
zTB,1 , . . . , z
T
B,nt
, . . . , zTB,Nt
]T ∈ NR(N+L−1) as
r(ρ) = HzB(ρ) +H1zB(ρ− 1) +H2zB(ρ− 2) + n(ρ) (4.42)
Where n ∈ NR(N+L−1)is a complex Gaussian noise vector. The matched ﬁlter re-
ceiving spreading sequence for the pre-coder system is constructed usingQB = HBS
and the corresponding ISI matrices are given by
QB,1 = H1BS =
[
q
1,1
, . . . , q
k,1
, . . . , q
K,1
]
and
QB,2 = H2BS =
[
q
1,2
, . . . , q
k,2
, . . . , q
K,2
]
. The interference covariance matrix
for the inverse channel pre-coding approach is given by
CI = QB,1A
2QHB,1 +QB,2A
2QHB,2 +N0INR(N+L−1) (4.43)
The capacity of the pre-coding system can then be calculated using the covariance
matrix and the equation (4.29).
For the MMSE receiver with successive interference cancellation (SIC) and the
MMSE receiver without the SIC, the system uses the structure described in the
chapter 3. The total system capacity for the MMSE receivers for both the non-SIC
and SIC based receiver are given as
CSV =
1
N
K∑
k=1
log2(1 +
λk
Γ(1− λk)) (4.44)
where λk is a system value determined for the k
th channel and Γ represents a system
gap value. The detail of the system value and the system gap value is also given in
the chapter 4.
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4.4 Performance evaluations using simulations
This chapter aims to solve the correlated channel problem, which reduces the spatial
multiplexing gain of the MIMO system and the performance of the proposed resource
allocation schemes, EEES and EEER, by using pre-coding approaches. The pre-
coding schemes which are going to be investigated are Eigen vector pre-coder, zero-
forcing (ZF) pre-coder and the minimum-mean-square-Error (MMSE) pre-coder.
As described in chapter 3, the EEES stands for equal-energy-equal-SNR. The
EEES approach allocates data rate by using the mean system value, which produce
the capacity close to the water ﬁlling iterative water ﬁlling upper bound. Then, the
energy is allocated to each channel such that SNR at output of the MMSE receiver
is identical in all channels. This is to ensure that each is loaded with suﬃcient
energy so that data rate allocated by the transmitter can be achieved by receiver as
well. However, to make the received SNR equally, the EEES requires an iterative
calculation for the energy loading, which is computationally expensive. The EEER
is simpler than the EEES as no iterative energy calculation is required, but the total
data rate achieved by the receiver is low. This is because only the minimum data are
allocated equally to each channel in order to ensure that the data rate satisfy match
to the allocated energy. The EEER employs the minimum system value approach
in the bit allocation. It has been demonstrated that the computation cost of the
EEER is low but the system capacity is reduced.
The pre-coders schemes are incorporated into the resource allocation schemes
when operating over the correlated pedestrian A MIMO channels which are pro-
duced using made to be correlated channels by the well-known kronecker model, as
described in section 5.1.2. There are three scenarios to be simulated and these sce-
narios specify the correlation matrices, which are employed by the kronecker model
to create correlated MIMO channels corresponding to each scenario.
The ﬁrst scenario is taken from example 3.1 in [12], which represents an outdoor
system. There are three DODs given as θt,1 = π/6, θt,2 = π/2 and θt,3 = 2π/3
whilst the DOAs are given as θr,1 = π/4, θr,2 = π/3 and θr,3 = 3π/4. The com-
plex Gaussian statistic is used to describe the scattering mechanism and the an-
tenna spacing is set to λ2. The transmitter correlation coeﬃcients is calculated as
t ∼= 13
∑3
l=1 exp(−jπ cos θt,l) = 0.03− j0.2 where the receiver correlation coeﬃcients
is obtained as r ∼= 13
∑3
l=1 exp(−jπ cos θr,l) = −0.4−j0.33 . Having these correlation
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coeﬃcients, the correlation matrices is formulated as
Rt =
[
1 0.03 + j0.2
0.03− j0.2 1
]
, Rr =
[
1 −0.4 + j0.33
−0.4− j0.33 1
]
(4.45)
Hence, the full correlation matrix giving by (4.5) is written as
R =

1 0.03 + j0.2 −0.4 + j0.33 −0.078− j0.0701
0.03− j0.2 1 0.054 + j0.0899 −0.4 + j0.33
−0.4 + j0.33 0.054− j0.0899 1 0.03 + j0.2
−0.078− j0.0701 −0.4− j0.33 0.03− j0.2 1

(4.46)
The second and the third scenarios are taken from [95], which models the channel for
MIMO broadband ﬁxed wireless systems. Both scenarios are called closed scenario
and open scenario respectively and they represents the outdoor to indoor environ-
ments. The closed scenario is referred to indoor environment where the scattering
objects are placed very close to the receiver whilst the open scenario is an indoor
environment where a few scattering object is located near the receiver. It might
be considered that the closed environment is connected to an environment such as
small oﬃces or laboratories and the open environment corresponds to an environ-
ment such as large classrooms or assembly rooms. The correlation matrices for both
scenarios is obtained by measurement based methods, which are given as
Ropen =

1 0.73 0.84 0.64
0.73 1 0.70 0.83
0.84 0.70 1 0.74
0.64 0.83 0.74 1
 , Rclosed =

1 0.71 0.93 0.72
0.71 1 0.69 0.92
0.93 0.69 1 0.72
0.72 0.92 0.72 1

(4.47)
The simulations are also performed on Matlab using the 2 x 2 MIMO system model
as describing in section 5.2. The results are produced as an average capacity over
correlated pedestrian A channels. Firstly, the eﬀect of each scenario on the IBI
free capacity and IBI capacity will be investigated, both capacities are calculated
using (4.31) and (4.29). Then, the eﬀect of the correlated channel on each resource
allocation scheme will be analyzed. The results are given as the Figure 4.1.
It has been demonstrated that the worst performance is obtained in the closed
environments, which requires 7 dB more SNR input than the case corresponding to
the uncorrelated channel to produce the same capacity, measured in the linear region
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Figure 4.1: The average capacity A.IBI free channels B.IBI channels
in both IBI and IBI free channel. The highest capacity is obtained in the outdoor
environment, which required 3 dB less to achieve the same capacity comparing with
the closed scenario. For the open scenario, the capacity is slightly better than the
closed scenario, the required SNR input is about 1 dB better. Next, the performance
of resource allocation approaches the pre-coding approach will be evaluated.
When the technique is operated, the signature sequences creating bad channels,
which are low gain channels, are removed so that energy is allocated only to good
channels which yields the maximum capacity, as it can be seen in the Figure 4.2a.
The approach with the optimal signature sequence is labeled by OPT whilst the
implementation of a full number of the signature sequences is given under FULL.
The equal-energy-equal-SNR with optimal signature sequence (EEES-OPT) selec-
tion produces the highest capacity and it actually can be observed that the signature
sequence selection improves the performance of the EEES and EEER resource al-
location schemes. Using the low gain channels in the low SNR input region is not
eﬀective, since it consumes too much energy. Removing those channels optimizes
the energy consumption so that the channel selection approach outperforms the full
channel implementation in the low SNR input. The performance of the successive
interference cancellation (SIC) is demonstrated in the Figure 4.2b. It can be seen
that the SIC improves the capacity for all the resource allocation schemes. The SIC
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Figure 4.2: The performance evaluation of A.The channel selection approach B.The
SIC receiver structure
approach will be used as the based technique, when analysing the performance of
pre-coding systems.
Figure 4.3 compares the average capacity of the correlated channel deﬁned by each
scenario. Note that, the capacity curves are produced from averaging the capacity
over 50 pedestrian A channels, where each channel is generated to be a correlated
channel by using the kronecker model and the correlation matrices speciﬁed by each
environment. As it can be seen, there is a bit ﬂuctuation caused by the correlated
channels. The capacity curve produced over the outdoor environment give the high-
est value in all resource allocation approaches. The results agrees with the one
demonstrated by Figure 4.1, where the outdoor environment achieves the highest
capacity. Next the performance of the pre-coding techniques will be identiﬁed.
Figure 4.4 shows the results of using pre-coders with the EEES approach on the
outdoor channel and the results on the open scenario and on the close scenario are
respectively given by ﬁgure 3.8 and 3.9. In the Figure 4.4 a, The capacity of
CIBI and CST are given in (4.29) and (4.31) and they are produced by equal energy
loading in all multi-code channels. The Eigen vector pre-coding is for the EEES
approach is labelled by EIG whilst the MMSE pre-coding approach and the zero-
forcing pre-coding approach is named using preﬁxMMSE and ZF respectively. The
Eigen vector pre-coder is obtained as (4.35), which employs the pre-coding matrix
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Figure 4.3: The capacity curves over correlated channels
U to replace the signature sequence matrix S, when simulations are run. Similarly,
for the MMSE pre-coder and the zero-forcing pre-coder which are given in (4.38)
and (4.37), the pre-coding matrices are used instead of the signature sequence, once
they are determined. As it can be seen in the ﬁgure Figure 4.4a the performance
of the SIC −EEES −OPT , EIG− SIC −EEES −OPT and MMSE − SIC −
EEES − OPT is higher than the CST and CIBI in the low SNR region. This is
because the signature sequence ordering and channel selection is incorporated in
those approaches, which remove the low gain channels and to optimize the energy
allocation. Hence, they achieve the higher capacity in the low SNR region. On
the other hand, in the Figure 4.5b, when the full number of channels is used, the
capacity produced by those technique is similar to the capacity of CST .
The interesting result is observed that the pre-coders we are using reduce the
performance of the SIC-EEES approach in both OPT and FULL channels. The
similar result is also observed in Figure 4.5 and Figure 4.6, the result produced
in the open scenario and the closed scenario. When the MIMO channels are a
highly correlated channel, the MMSE pre-coder and the EIG pre-coder give a bit
better performance than the non-pre-coder in the OPT context but when SNR
input is higher the performance signiﬁcantly drops. Consider ﬁg Figure 4.5b and
Figure 4.6b it is concluded that the capacity produced by the pre-coders is lower
than the non-pre coded approach. The This performance improvement is possibly
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Figure 4.4: The Average capacity of pre-coding system on outdoor environment A.
with SIC-EEES-OPT B. with SIC-EEES-FULL
not from the pre-coders but the channel selection technique. The reason that the
pre-coding approach can not improve the performance of the system may come from
the formulation of the pre-coder. Currently, the pre-coder is formulated by using the
information of the channel matrix considered as a correlated channel. The channel
matrix generated from the kronnecker model may be not accurate enough and need
to investigate in order to achieve the right result.
For the results of SIC-EEER, they are giving in Figure 4.7, 4.8 and 4.9. The
results for the EEER with channel selection agree with the EEES approach, which
conﬁrms that the pre-coding scheme does not provide any improvement when the
low gain channels are discarded. Simulations on EEER with full channel imple-
mentation produce other distinct results, which have shown that using the MMSE
pre-coder achieve the best performance. The EEER approach produces the data
rate allocation using the minimum system value approach. As the MMSE pre-coder
produces the highest capacity, this means the MMSE pre-coder improves the min-
imum system values. The performance of the EIG pre-coder is dropped below the
performance of the ZF pre-coder. This suggests that the EIG pre-coding scheme is
not suitable for the EEER with full channel implementation. The reason why the
MMSE pre-coding improve only the minimum system value is not clear. It might
has eﬀect on the low gain channel but not the high gain channel and, by this using
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Figure 4.5: The Average capacity of pre-coding system on open scenario A. with
SIC-EEES-OPT B. with SIC-EEES-FULL
assumption, the only minimum system vale is enhanced. The performance of the
pre-coding need more investigation in the future works.
4.5 Conclusions
In this chapter, the eﬀects of correlated MIMO channels caused by antenna conﬁg-
urations and system environments have been analysed by simulation methods. In
order to run the simulations, the so-call kronecker model is employed with realis-
tic correlation matrices to generated MIMO correlated channels. Then, the EEES,
EEVR and EEER resource allocation approach have been tested on the formulated
channel to evaluate the performance and simulation conﬁrms that the MIMO cor-
related channel degrade the performance of the proposed resource allocations. In
order to improve the performance over the correlated channel, pre-coding approach
is employed. There are three pre-coding techniques to be examined, that are the
Eigen vector pre-coding, the channel inverse MMSE pre-coding and the channel in-
verse zero forcing pre-coding. These pre-coding approaches are incorporated into
the resource allocation techniques to produce simulation results. From the simula-
tions, it has been observed that these pre-coding approaches are unable to improve
the performance over the correlated channels and only the signature sequences or-
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Figure 4.6: The Average capacity of pre-coding system on close scenario A. with
SIC-EEES-OPT B. with SIC-EEES-FULL
dering and the channel selection technique is able to produce the best performance.
For further improvement, the pre-coding still is a favorite for solving the correlated
channels problem but it needs to be redesigned such that the eﬀects of correlated
channel are minimized.
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Figure 4.7: The Average capacity of pre-coding system on outdoor environment A.
with SIC-EEER-OPT B. with SIC-EEER-FULL
Figure 4.8: The Average capacity of pre-coding system on open scenario A. with
SIC-EEER-OPT B. with SIC-EEER-FULL
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Figure 4.9: The Average capacity of pre-coding system on close scenario A. with
SIC-EEER-OPT B. with SIC-EEER-FULL
133
5 Summary and future work
5.1 The summary of the thesis
The thesis focuses on the improvement of the performance of wireless networks,
which mainly concentrates on ad hoc networks. The objective of the ﬁrst technical
chapter is to obtain the energy eﬃciency and maximizing end-to-end throughput for
the networks, which can be achieved by using a cross layer optimization approach.
The ad hoc network is assumed to be a stationary network so that the small scale
fading has low eﬀects on the channel. Hence the channel can be assumed as a ﬂat
fading channel. To optimize the throughput, the physical layer of the network is
improved by using the HSDPA technique with the two group resource allocation ap-
proach. The two group technique employs residual energy to enhance the physical
data rate. As a result, the downlink throughput and the energy eﬃciency are signif-
icantly enhanced. At the routing layer, a multipath routing with a load balancing
algorithm is exploited for further improvement. The multi-path routing employs
the trellis-hop with the modiﬁed Viterbi algorithm to identify a set of disjoint paths
which consume minimum energy to deliver data packets. To discover the minimum
energy consumption paths, the routing algorithm uses the bit-energy consumption
which is formulated in conjunction with the link data rate as a cost metric. Using
the bit-energy consumption ensures the system achieve more energy eﬃciency whilst
using the trellis-hop with the modiﬁed Viterbi algorithm minimize the complexity
in paths searching. In addition to energy eﬃciency improvement, the load balancing
algorithm which distributes data traﬃc over the multiple data routes is used. The
load balancing approach spread data such that the energy consumed by each data
path is uniform, which results the extension of the network life time and the higher
energy eﬃciency.
The problem to be solved in the chapter is to maximize the end-to-end throughput
of the networks where the ﬂat fading channel is presence. The proposed solution is
to use the packet size optimization as speciﬁed by (2.3). It can be seen that the MAC
service time is required in order to obtain the packet size so that the contribution
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in this chapter is to determine the service time which maximize the end-to-end
throughput. The simpliﬁed Cavalho’s service time model which is modiﬁed from the
original is employed to determine the service time for the optimal packet size. The
simulation results has shown that the modiﬁed service time model can produced
the accurate service time when compared with the service time given by the NS-2
simulation. When using the simpliﬁed service time model the packet size which
maximize the throughput can be obtained.
Analysis on the service time has shown that the service time is inversely propor-
tional to the physical data rate. However, the service timer also connects to the
end-to-end throughput by the inverse relationship. This shows the potential further
improvement for the end-to-end throughput by increasing the data rate. The prob-
lem leads to the next chapter which shows the improvement of the physical data
rate of the wireless systems by using a MIMO transmission technique. When the
data rate is increased, the channel is changed to a frequency selective channel so
that this chapter shows how to optimize the data rate and the downlink through-
put for the MIMO transmission system when operating over the frequency selective
channel. In order to maximize the data rate two resource allocation schemes based
on the system value optimization have been proposed. The ﬁrst scheme is called the
Equal-Energy-Equal-SNR (EEES), which allocate the data rate by using the mean
system value. Using the EEES approach provides a signiﬁcant enhancement in the
data rate but it requires iterative energy calculation in the energy allocation. As
a result, the computation complexity is higher. Alternatively, the Equal-Energy-
Equal-Rate can (EEER) be employed, if the computational cost is concerned. The
EEER allocate energy and rate equally to all coded channels, so that the energy
calculation is not necessary. However, the total data rate produced by the EEER
scheme is low compared with the EEES, as the allocated data rate is determined by
the minimum system value approach. Further improvement for both schemes can
be achieved by using the signature sequence ordering and the channel selection with
the Successive Interference Cancellation (SIC) technique. The channel selection re-
moves the signature sequence creating low gain channels so that energy can be spent
eﬀectively to improve the data rate. The SIC approach is used to reduce the eﬀect
of the ISI in the received signal which improve the quality of the received signal.
The simulation of the proposed technique shows that the proposed techniques pro-
vide good performance. However, the technique needs to be tested on the practical
systems.
The contribution in this chapter is to construct the test bed system for evaluating
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the performance of the EEER and EEES approach. The test bed system is based
on the software deﬁned radio using the LabVIEW-FPGA system. The test bed
system requires the time and frequency synchronization otherwise the signal recep-
tion cannot be success. The main contribution in the second technical chapter is to
provide the frequency and time synchronization for the system by using the mixing
of pilot signals and the signal processing method. Using the proposed technique,
no external signal source is required for the signal reception. The test best system
is used to examine the proposed resource allocation technique and the results have
been provided in the chapter.
Apart from the frequency selective fading, using the MIMO technique in practical
systems encounters correlated channel as well. The correlation between the MIMO
paths are caused by antenna conﬁgurations and it will reduce the spatial multiplex-
ing gain of the MIMO system. Consequently, the performance of the MIMO system
degrades. The third technical chapter deals with the MIMO correlated channels
problem by using the pre-coding scheme. The MIMO correlated channel can be
modeled by using the kronecker model with the speciﬁed correlation coeﬃcient ma-
trices at the transmitter and the receiver. The third technical chapter shows how the
MIMO correlated channel reduced the capacity of the system and the main contribu-
tion in the chapter is to examine the pre-coding scheme promising to solve with the
correlated channel problem. The results have been shown that the pre-coding using
in this chapter is unable to improve the performance and require the modiﬁcation in
order to achieve the goal. Perhaps, the formulation of the pre-coding approach is not
coverd all necessary parameters so that, when applying on the system, it increase
interference between spreading codes, which reduce the performance.
5.2 Future work
For improving the end-to-end throughput, the packet optimization has been done
for the ﬁrst technical chapter using (2.3). However careful analysis on service time
model has found that (2.3) is not accurate. The service time actually does not
only depend on the link data rate but it also relate to the packet size as well.
The service time represented by (2.33) consists of the average backoﬀ time and the
average transmission time and, when considering both parameters, it can be seen
that they can be formulated as a function of the packet size. For instance, the
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average transmission time Ts can be rewritten as a function of the packet size as
T s = c1 +
Lz
rdata
(5.1)
where c1 = tDIFs + tRTS + tCTS + 3tSIFs + 4δ + tACK and rdata is the data rate of
the considered link.The average backoﬀ time is actually a function of the average
transmission time so that it also is a function of the packet size. Therefore, the
equation (2.33) need to be re-formulated for more accurate results. Apart from re-
formulation, in order to solve the equation, the problem needs to be redeﬁned as the
optimization problem, where the objective function is to maximize the packet size
subject to the required throughput. Solving the optimization problem will results
the optimum packet size providing the target throughput.
In addition to the future work, a new resource allocation approach is required
for the MIMO transmission system. It can be seen that the EEES and the EEER
technique both have the drawback when they are being used. The EEES approach
provide good data rates but the computation cost is high whilst the EEER technique
has the lower cost but the data rate produced by the technique is not that good.
Therefore, the new resource allocation technique which combines the advantages of
those techniques needs to be developed. Apart from optimizing the resource alloca-
tion technique, it can focus on improving the test bed system in order to provide
more realistic test environment. Currently, the test bed system is conﬁgured to
implement the MIMO-HSDPA system with the channel emulator generating envi-
ronment for the pedestrian A channel. The channel emulator uses a channel proﬁle
matrix as an input to generate the testing channels. The work need to be done in
the next phase is identifying how to formulate the channel proﬁle input matrix such
that more realistic channel can be generated by the channel emulator. Currently,
there are 1000 channel proﬁle matrices used as input for the channel emulator and
each input matrix is generated by a random phase generator, which is not realistic.
Typically, the channel proﬁle input matrix need to be generated accordingly. For
example, if the receiver movement is considered, each channel proﬁle input matrix
must be generated such that they have relationship according to the Raleigh fading
and the Doppler eﬀect speciﬁed by the relative speed of the receiver. Or if the an-
tenna correlation is consider, each channel proﬁle input matrix must be related to
each other according to the correlation coeﬃcients. Therefore, a method to generate
the channel proﬁle for the input of the channel emulator needs to be developed so
that the test bed system can be performed more realistic systems.
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Moreover, for the future work, it can be seen that the pre-coding scheme using in
this thesis, the eigen vector pre-coding and the channel inverse pre-coding approach
cannot be used with the proposed resource allocation scheme. Thus, the new pre-
coding scheme is required to solve the correlated channel in the MIMO transmission
system. Last, it is worth to extend the work to LTE 4G systems. As the LTE
uses the new air interface and the resources are limited as the 3G HSDPA, the
LTE system also requires the resource allocation technique to optimize the system
performance.
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Appendix 1
1.1 Introduction to LabVIEW the Graphical-Based
Programming
LabVIEW is graphical-based programming introduced by National Instrument. Lab-
VIEW creates programs by connecting graphical blocks, which represent functions,
together. A set of function blocks which is wired operates speciﬁed tasks designed
by a user. The programming in the LabVIEW is also known as dataﬂow program-
ming, which construct a program from nodes and lines. The lines have a function to
carry variables and data which are generated by the nodes. since the function blocks
can appear simultaneously in the same time line, LabVIEW can performs parallel
execution or multi-threading, which makes LabVIEW to be fast and a powerful
programming language.
Originally, LabVIEW is designed for data acquisition and monitoring but,now,
the function blocks of LabVIEW have been developed to cover many areas of re-
search, including signal processing and communication. The software produced by
LabVIEW consists of two parts, front panel Figure 1.1 and block diagram Figure 1.2.
The front panel contains all inputs and outputs of the program and it is used to
interface with the user. The block diagram is where the program is written. The
program is simply created by dragging and dropping the function blocks and con-
nects them together in the block diagram part. As LabVIEW is made for the
data acquisition systems, LabVIEW basically widely supports communication with
hardware devices and it is compatible with driver software produced many manu-
facturers. The graphical programming is very easy to program and to understand
so that users can spend only a short time to learn and create a usable software. As
study conducted in [107], the LabVIEW was employed to teach the elementary of
digital signal processing course for new students. The work evaluated the eﬀective-
ness of LabVIEW when using in teaching. The results was compared to Matlab but
it is not clear that which one is better. However, it was suggested that LabVIEW
can make teaching much more simple, because the instructor easily identify the task
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Figure 1.1: Front panel of LabVIEW
140
Figure 1.2: Block diagram of LabVIEW
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given to the student on the graphical-based programming. In addition, LabVIEW
is designed to support running in real-time environments so that the response time
is exceptional faster than Matlab [108]. LabVIEW and Matlab are examined on
the non-linear curve ﬁtting algorithm in [109]. It has been found that LabVIEW
is less accuracy in term of data precision than Matlab, but LabVIEW has a better
performance in term of execution time and hardware interface. It was suggested
that a Matlab script node in LabVIEW can be used in order to take full advantage
from both platforms. In this thesis, a LabVIEW is mainly exploited to make testing
software, since the software will be used in connection with FPGA-based hardware
in order to construct a test bed system for the MIMO-HSDPA technique.
1.2 Building the Test Bed System
Our objective is to build a test bed system for testing the proposed MIMO-HSDPA
techniques. To achieve the goal, we have spent time and constructed many versions
of the test bed system. We have found advantages and drawbacks of each test bed
system and, eventually, we decide to use the LabVIEW-PXIe systems, because it is
powerful and is able to provide the test environments we want. On developing the
LabVIEW-PXIe test bed system, we fully receive help from National Instrument
and we would like to acknowledge them for the good support. In this section, each
test bed system will be described.
1.2.1 The GNR radio-USRP Test Bed System
The ﬁrst version of the test bed system is based on the GNU radio and the USRP
devices, which will be used to operate the time and frequency synchronization tech-
nique proposed in the last section. The GNU radio is an open-source software, which
is free to download and the USRP is low cost devices so that the system cost is not
expensive. But running the GNU radio is required experience in a Linux system
as it is based on Linux operating system and, moreover, the GNU radio does not
provide signal processing tool boxes which is required to operate the time and fre-
quency synchronization. The GNU radio is employed only for interfacing between
transceiver devices and a user and, to perform the signal processing, the system still
requires Matlab. Hence, operating signal transmission on the GNU radio-USRP test
bed need to switch between Matlab and the GNU radio in order to get the received
constellation, which is absolutely inconvenient.
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To run the GNU radio USRP test bed system, Matlab is ﬁrstly employed to
generate a transmission signal vector, which comprising all pilot signals for the time
and frequency synchronization. The transmission signal vector is then saved in a
ﬁle, which is properly prepared for the GNU radio environment. The GNU Radio
window and the USRP transceivers is shown in the Figure 1.3a and ﬁgure Figure 1.3b
The GNU radio receive the transmission vector ﬁle via ﬁle input block and then it
 
(a) GNU radio’s window
 
(b) The USRP tranceiver
Figure 1.3: The GNU radio-USRP test bed system
connect to the USRP device using the USRP sink block. The USRP devices operates
transmission and reception, where the received signal is passed to the GNU radio
via the source block and then the GNU radio record the received signal in a ﬁle,
which will be processed by Matlab later. The received signal produced by the USRP
device is shown in the Figure 1.4.
Matlab performs the time and frequency synchronization and extract the required

Figure 1.4: A received signal from the GNU radio-USRP test bed system
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data from the received signal. After that, it run the signal processing on the data
packet to get the received constellation plot. The received signal data packet and the
received constellation plot of 4-QAM are given as in the Figure 1.5a and Figure 1.5b
As it can be seen, the received constellation is shifted as frequency oﬀset correction
(a) GNU radio’s received packet (b) The received constellation
Figure 1.5: The GNU radio-USRP’s received signal
is not accurate, but it demonstrated that the time and frequency synchronization
can be employed for transmission and reception the signal on the test bed system.
Later, in Matlab 2011b, the Simulink tool boxes that used to connect to the USRP
device are available. Therefore, there is no need to use the GNU radio anymore.
1.2.2 The Matlab-USRP Test Bed System
The second version of the test bed system has been developed based-on the Matlab
USRP devices, which was conducted by [84]. In the work, the frequency oﬀset prob-
lem was analyzed and the more precise frequency correction method was proposed
so that the QAM transceiver is enhanced. Using only Matlab simpliﬁes the system,
since the signal processing and communication can be run in the same program. The
system is almost the same as the ﬁrst version except the GNU radio part is replaced
by the Matlabs Simulink, which is employed to communicate with the USRP devices.
The Matlabs Simulink is shown in the Figure 1.6 The Simulink block receives a trans-
mission signal vector ﬁle and then passes the ﬁle to the communication block, which
interface with the transmission USRP device. At the receiver, the receive USRP de-
vice acquires the signal and deliver to the module which produce the received signal
vector ﬁle. Since the frequency oﬀset problem is solved, the received constellation
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Figure 1.6: Matlab’s simulink block for connecting to the USRP transceiver
diagram is received correctly, as shown by the Figure 1.7 However, Matlab is slow
(a) The constellation diagram of the
transmitted signal
(b) The constellation diagram of the
received signal
Figure 1.7: The GNU radio-USRP’s received signal
in data processing as it is a text-based program, where source code needs to be
interpreted into machine language and execute in a sequence. Especially, when run-
ning the Simulink, the run time is signiﬁcantly slow, because each Simulink block
need to be interpreted into Matlab code and to the machine language afterward.
Moreover, connection between the USRP devices and Matlab is not good. Matlab
spent long time to establish connection, which make program running slowly. Mat-
lab is powerful in computation but it is not suitable to be used in real time. Since
fast response time program is required for the test bed system, LabVIEW provided
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by National Instrument can be used instead of Matlab. LabVIEW is faster than
Matlab, because it is graphical-based programming which is able to execute instruc-
tions in parallel. Moreover, LabVIEW is designed speciﬁcally for data acquisition
and monitoring systems, which are operated in real-time so that the response time
of LabVIEW is very fast. Moreover, LabVIEW is more compatible with hardware
from third party companies. LabVIEW version 2011 has the communication tool
box which is compatible with the USRP so that LabVIEW is another solution for
the test bed system. However, since LabVIEW is graphical-based programming, all
synchronization codes have to be re-produced on LabVIEW.
1.2.3 The LabVIEW-USRP Test Bed System
In LabVIEW environments, graphical blocks are used to create software so that
all of Matlab source codes need to be translated in to LabVIEWs language. This
is the challenge because some Matlab’s particular function is not available in Lab-
VIEW, it thus need to be written speciﬁcally for the LabVIEW. In the process of
the translation, each function of Matlab is translated to LabVIEW step by step
and the results of every step is examined and compared with Matlab to ensure that
they both produce the identical results. The time and frequrency synchronization
program on labVIEW have been shown in the previous section. Furthermore, in
order to make the USRP to be compatible with LabVIEW, the USRP is required
to install the particular ﬁrmware issued by NI. Once the new ﬁrmware is installed,
the USRP devices are compatible only with the LabVIEW.The results produced by
the LabVIEW USRP test bed system have been shown in the Figure 1.8 It has
been found in the LabVIEW USRP system that establishing the connection be-
tween LabVIEW and the USRP devices can be done fast and ﬁrmly. Make change
in any system parameters is easy, which is done via LabVIEWs controls. The results
produced by LabVIEW are similar to the ones generated by Matlab. However, the
current LabVIEW USRP test bed system is not good enough to be used in MIMO
real time system demonstrations.
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(a) 4-QAM transmission
(b) 16-QAM transmission
Figure 1.8: The LabVIEW - USRP QAM transmission
This is because ﬁrstly the current system can generate only noisy wireless channels.
To generate a multipath fading channel for the MIMO-HSDPA system, the distance
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separated between the transmitter and the receiver must be long enough. But
the distance between the USRP transmitter and the USRP receiver is limited by
the length of an Ethernet cable so that it can only operate the noisy channel. In
order to have the multipath fading environment, a channel emulator which is able
to generate multipath fading environment is required to be incorporated into the
system. However, using the channel emulator, the massive amount of data needs to
be processed and transferred between digital processing units. With that amount
of data, the current medium and the processing ability of the USRP devices cannot
handle it.Secondly, using the USRP is unable to produce the SNR required for
examining the MIMO-HSDPA technique, since the USRP have the high level of
noise ﬂoor including the LO problem. Having the high noise prevents the device
from producing the desired SNR so that the USRP cannot be used to test the
proposed MIMO-HSDPA systems.
To fulﬁll the requirement of the MIMO-HSDPA test bed system, the NI PXIe
based FPGA system is employed instead of the USRP system. The system is capable
of running the multipath channel emulation and implementing the MIMO transceiver
operation.
1.3 the LabVIEW-PXIe Test Bed System
The LabVIEW-PXIe test bed system employed in this work consists of a PXIe-
1062Q come with the add-on FPGA card model 5791RF transceiver module, which
is able to run real-time signal processing at RF sampling frequency of 130 MHz. The
PXIe-FPGA based system is shown in the following Figure 1.9. The test bed system

Figure 1.9: The PXIe-FPGA machine
comprise two main part, a host computer for implementing the MIMO-HSDPA
technique and the channel processing, which can be operate oﬀ-line processing or
148
real-time FPGA based RF emulation. The channel also have been used in [110]
to test pre-coding schemes over MIMI-OFDM systems. The PXIe-FPGA based
system for the MIMO-HSDPA system can be demonstrated as the block diagram in
Figure 1.10

Figure 1.10: The Labview-PXIe block diagram
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Figure 1.11: The LabVIEW-PXIe test bed’s front panel
i
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