In this work we establish a connection between two classical notions, unrelated so far: Harmonic functions on the one hand and absolutely monotonic functions on the other hand. We use this to prove convexity type and propagation of smallness results for harmonic functions on the lattice.
Introduction
The aim of the present paper is to discuss convexity properties of discrete harmonic functions. One of our main discoveries is that if u is a harmonic function then ∆ k u 2 is non-negative for every k ∈ N, and that this fact can be used to prove convexity type results. A minor byproduct of this work is an elementary new proof of the well known Liouville property and finite dimensionality of harmonic functions of bounded polynomial growth in Z d . Some of our results can be adapted also to harmonic functions in R d , but we do not pursue this direction here, since working in the discrete world, we are faced with several challenges which do not exist in the continuous world.
Background: Hadamard's Three Circles Theorem,
Agmon's Theorem.
The connection between holomorphic functions and convexity goes back to Hadamard. For f holomorphic, let M(r) := max B(r) |f |. Hadamard proved the Three Circles Theorem: M(2r) ≤ M(r)M(4r) or equivalently, log M(r) is a convex function as a function of log r. Once this theorem is known, a version for harmonic function u is naturally sought after. It is readily seen that M u (r) := max B(r) |u| is a convex function as a function of log r. However, only approximately is it true that log M u is a convex function of log r. The approximate logarithmic convexity of M u (r) is due to Landis' school [Lan63, Ch. II.2]. Apparently, Agmon was the first to observe that if one replaces the function M u (r) with an L 2 -version on a sphere then one gets a precise logarithmic convexity result: 
Then log q u is a convex function of log r for log r < log R.
Here we should also mention that the idea to consider the integral of u 2 on arcs (in two dimensions) is due to Carleman, and in particular, a second order differential inequality closely related to the logarithmic convexity was proved in [Car33] . The observation of Agmon was that in a specific setting Carleman's differential inequality can be strengthened to obtain the logarithmic convexity.
Main result I: Discrete absolute monotonicity
In fact, it turns out that a stronger property of q u (r) holds. We recall the following definition Using Theorem 1.3, it is an exercise to check that absolute monotonicity implies logarithmic convexity on the scale of log r [PS72, part II, problem 123]. Theorem 1.4 is easily understood by considering the spherical harmonics expansion of harmonic functions.
A central idea we try to convey in this paper is that the strengthened Agmon's Theorem 1.4 lends itself more naturally to a discrete analogue than Theorem 1.1. To explain this, we let (X n ) ∞ n=0 be a simple random walk on Z d starting at 0, and (Y t ) t≥0 be a continuous time random walk on Z d starting at 0. We introduce the following discrete L 2 -growth functions Definition 1.5. Let B R ⊆ Z d be the closed ball of radius R centered at 0. The discrete growth function of u : B R → R is defined by
If u is globally defined we set
Remark 1.6. Q c,u (t) could be infinite. However, there exists T ≥ 0 such that Q c,u (t) < ∞ for 0 < t < T and Q c,u (t) = ∞ for t > T . Indeed, if we denote by p c (t, x) the continuous time heat kernel on Z d , then it follows directly from the heat equation and the fact that p c ≥ 0 that e t p c (t, x) is non-decreasing in t. The claim follows since Q c,u (t, x) = e −t
Remark. Observe that unlike the R d version (1), where we consider spheres in space, here we consider spheres in time.
We define
is absolutely monotonic in N 0 in the discrete sense.
A main result we prove is 
Main result II: Discrete Three Circles Theorems
Our main application of Theorem 1.8 gives two discrete analogues of Hadamrad's Three Circles Theorem.
It is easier to begin with the setting of a globally defined harmonic function and the continuous time random walk.
A version of Theorem 1.10 for the discrete time random walk turns out to be more difficult. The reason is that an error term must appear (for d ≥ 2). Indeed, for any R ∈ N there exists a harmonic polynomial u :
is not zero and u| B R ≡ 0. Then, Q u cannot satisfy an inequality of the form Q u (2n) ≤ Q u (n)Q u (4n) for all n ∈ N. Theorem 1.11. Let u : B 4R → R be harmonic and let 0 ≤ ε ≤ 0.5. Then
for all 16 < n ≤ R.
Observe that the constant e n −2ε tends to 1 and the error term 2 −n 0.5−ε goes to 0 as n goes to infinity if 0 < ε < 0.5. Theorem 1.11 is inspired from [GM13] , where an L ∞ variant with essentially the same error term is proved.
In case we have an a priori bound on the growth of u we show that the error term can be dropped for large n:
for all n such that n 1−2ε > M 2 and n > 16.
It would be most interesting to understand the sharp error term in Theorem 1.11. If we do not fix the dimension of the lattice, the error term proved is optimal.
for some n > n 0 .
However, we conjecture that the error term proved is optimal in every dimension.
Conjecture 1.14. For all ε > 0, n 0 ∈ N, C > 0 and d ≥ 2, there exists a harmonic function u :
In Section 5 we discuss Conjecture 1.14.
Remark 1.15. It is interesting to point out the connection between the constant in front of the main term in the RHS of (2) and the exponent −n β in the error term in (2). We prove that if β < 0.5 then the constant tends to 1 for large n, and we believe that β cannot be made bigger than 0.5 even at the expense of an arbitrarily large constant. We do not know what to expect when β = 0.5, besides what we prove in Theorem 1.11.
It is worth noting that if the ratios 1 : 2 : 4 in Theorem 1.11 are perturbed, the error term drops dramatically, hinting at a delicate phase change phenomenon, which further motivates our interest in the optimal error term.
However, for three concentric circles of any aspect ratio, if one adjusts the main term correspondingly the error term is stable. Theorem 1.17. Let 1 < P < pP . Then, for any harmonic u : B pP → R and any 0 ≤ ε ≤ 0.5
The proof of Theorem 1.17 is given for α = 1/2 (see Section 1.3, Theorem 1.11'). The other cases are obtained by a slight modification and we omit the details.
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Laplacian powers of a harmonic function squared
In this section we prove Theorem 1.8 and conclude Corollary 1.9. The heart of the matter in the proof of Theorem 1.8 is the following observation which we believe to be interesting in its own right.
Theorem 2.1. Let u be a harmonic function on a Cayley graph of a finitely generated Abelian group or on
We emphasize that in the proof of Theorem 1.8, the harmonicity of u is used only through the application of Theorem 2.1. Proof of Claim 2.2. We give the proof for Cayley graphs. The proof in R d is similar.
Finally, since translation commutes with the Laplacian on Abelian groups,
Remark 2.3. For later reference we record here a convenient related formula. For a generator s ∈ S we set
Iterating the proof of Claim 2.2 shows that for a harmonic function u
2.1 Proof of Theorem 1.8
We prove absolute monotonicity of the growth function of a harmonic function. We begin with the following nice identity:
Proof of Lemma 2.4. The Lemma follows from the case k = 1. Let
The function p satisfies the heat equation:
where ∆p is the Laplacian with respect to the space parameter, x. Hence,
where we have used the self adjointness of the Laplace operator. In the continuous case the line of proof is the same, but we have to treat convergence issues. First, we check that differentiation of the infinite sum can be done term by term. To that end, it is sufficient to check that there exists a δ > 0 such that for all t ∈ [0, T )
We have
Observe that p c (t
by Remark 1.6. Hence, it is enough to show that x y∼x p c (t, y)|f (x)| < ∞. However, for any t and
as desired. Second, we need to justify the reordering of the terms that is used to prove the identity x f (x)(∆p c )(t, x) = x (∆f )(x)p c (t, x). For this, it is enough to check that
Again, we apply the same argument as before:
We have all the ingredients now to present
Proof of Theorem 1.8. By Lemma 2.4
By Theorem 2.1 the expression on the RHS is non-negative. The proof for Q c,u is similar.
The Newton series of the growth functions
In this section we prove the following useful formulas:
Theorem 2.5. Let u : B R → R be an arbitrary function. Then
In addition, if u is globally defined and Q c,u (t) < ∞ then
The proof of Theorem 2.5 is based on Lemma 2.4, Theorem 1.3 and the following classical theorem on finite differences.
Let F : N 0 → R be a discrete function. Let F (k) be as in Definition 1.7.
Theorem 2.6 (Newton series). The function F : N 0 → R can be uniquely written in the form
Although standard, we reproduce the short proof for completeness.
Proof of Theorem 2.6. We can write
Proof of Theorem 2.5. Let f : Z d → R be any function. By Lemma 2.4 and Theorem 2.6 we get
It only remains to observe that
. If we take f = u 2 in B R and f = 0 outside B R we get the first part of the theorem.
We move to the second part. By Theorem 1.8 and Theorem 1.3 we know that
The second part of the theorem now follows from formula (5) and Lemma 2.4.
Proof of Corollary 1.9
In this section we show that Theorem 1.8 immediately implies that harmonic functions of polynomial growth are polynomials. At the same time it gives a quantitative estimate on the dimension of the space harmonic polynomials of degree at most M. This gives a simple proof of a well known result.
Proof of Corollary 1.9. By the assumption there exist C, D > 0 such that
On the other hand, by Theorem 1.8 and Theorem 2.5 we know that
Inequalities (6) and (7) imply
To see that u is a polynomial, observe that (8) i.e. u is a polynomial of degree at most 2M. But of course, due to the growth assumption on u, u is a polynomial of degree at most M. Now, assume u vanishes on the ball B M . Then,
In addition, by Remark 2.3
We conclude from Theorem 2.5, (9) and (10) that ∀n ∈ N 0 , Q u (n) = 0, which immediately implies u ≡ 0.
3 Proof of Theorems 1.10-1.12, and 1.16
In this section we deduce from the absolute monotonicity of the discrete Agmon function (Theorem 1.8) logarithmic convexity type results. For convenience we define
is a convex function of t ∈ R. If f is continuous then f is LCLS if f (2r) ≤ f (r)f (4r) for all r > 0.
We begin with
Proof of Theorem 1.10. By Theorems 1.3 and 2.5
where all a k ≥ 0. Clearly, a k t k is LCLS. It is well known that a sum and a limit of log-convex functions is log-convex (see Lemma 3.2 below).
We now move to the proof of Theorem 1.11. To explain also the case α = 1/2 of Theorem 1.17 we prove a slightly more general version:
for all 4P 2 ≤ n ≤ R.
Proof of Theorem 1.11'. By Theorems 2.1 and 2.5 for n ≤ P R we know that
where a k ≥ 0. We observe that inequality (11) is additive (see Lemma 3.2). Hence, it suffices to show
for all k, n ∈ N 0 . It can be easily checked that (12) is satisfied for k = 0, 1 and all n. From this point on, we assume k ≥ 2. Suppose that n 1−2ε ≥ k 2 :
where in ( * ) we used P 2 n − (P 2 + 1)k > (P − 1) 2 n which holds as long as n ≥ k 2 and n ≥ 4P 2 . On the other hand, if
Thus, we have in fact proved a slightly stronger inequality than (12), namely
Proof of Theorem 1.12. By Theorem 2.5 we can write
Indeed, Remark 2.3 shows that if k > m then ∆ k (u 2 )(0) = 0. Since n 1−2ε ≥ M 2 and n > 16, for any 0 ≤ k ≤ M inequality (13) with P = 2 applies and yields 2n k ≤ e n −2ε n k 4n k .
Theorem 2.1 and Lemma 3.2 complete the proof.
Proof of Theorem 1.16. While the idea is similar to the idea of the proof of Theorem 1.11 the estimates here are simpler.
On the other hand, if n ≤ (1 + 1/(4δ))k then
To summarize
The claim now follows as in the proof of Theorem 1.11'.
It remains to prove
Lemma 3.2. Let f 1 , f 2 : N 0 → R + be functions such that
for some n 1 , n 2 , n 3 ∈ N 0 , some constants C 1 , C 2 > 0 and some function E :
Proof. The Lemma follows if we can show
for all a, b, c, d ≥ 0. This is true due to the Cauchy-Schwarz inequality.
Proof of Theorem 1.13
Let us now give examples of harmonic functions which exhibit the optimality of the error term in Theorem 1.11 if we do not fix the dimension of the lattice. The idea is to construct a function u for which Q u (n) = n k for any given k, and to analyze the respective error in a three circles theorem.
It is easy to check that u k is harmonic when we take the generating set, S, of Z d to be the standard one, i.e., we consider Z d as the free abelian group generated by S 0 = {e 1 , . . . , e d } and we take S = S 0 ∪ −S 0 . By Theorem 2.5 and Remark 2.3 we see that
However u s 1 s 2 ...s l (0) = 0 unless l = k and the s i 's generate ⊕ k j=1 Ze j . In that case u s 1 s 2 ...s k (0) 2 = 1. Thus
The theorem now follows from Proposition 4.2 below.
Remark 4.1. We can in fact see from the previous proof that if P is any polynomial of degree at most d that is absolutely monotonic in the discrete sense, then there exists a harmonic polynomial u :
Proof of Proposition 4.2.
where the last estimate is true since k ≪ n 0.5+ε/2 . On the other hand since k ≫ n 0.5 we have,
5 Conjecture 1.14: A discussion
We explain our intuition and motivation in Conjecture 1.14. First observe that the proof of Theorem 1.13 shows that if we could construct for a fixed dimension d and any k ∈ N a harmonic function u such that Q u (n) = n k then the conjecture would follow by Proposition 4.2. However it seems that this is only possible to do for k ≤ d (see Remark 4.1). A natural way to try to construct a polynomial u for which Q u would approximate n k is to start with the polynomial u k = ℜz k for which q u k (r) = Cr 2k and to discretize it. Here we recall an algorithm for the discretization process due to JerisonLevine-Sheffield [JLS14] , the origins of which can be found in [Lov04] .
The Jerison-Levine-Sheffield construction
We essentially describe the construction from [JLS14] .
Notation. Given a sequence of functions (F k ) 
The proposition below gives a concrete sequence of functions F k : Z d → R which can be plugged into the correspondence principle. Then, S k , T k are harmonic in Z 2 . This can be immediately seen from the fact that ℜ(x + iy) k and ℑ(x + iy) k are harmonic in R 2 and Theorem 5.1. We believe that S k is a family of harmonic functions which gives the optimal error term in Theorem 1.11, namely, Conjecture 5.3. Let C > 0. Then
for k large enough and n ∼ k 2 / log k.
