Introduction
Historical census data captures information about our ancestors. They help social scientists to understand how our ancestors lived, as well as the economic, social, and demographic features of their society. 1 Invaluable as they are, census returns are still only snapshots of moments in time. The value of these snapshots is greatly enhanced, however, if they can be linked to the same individuals, families, and households over several censuses.
Linked censuses can provide social scientists with new insights into the dynamic character of social, economic, and demographic change, and enable researchers to reconstruct the key life course events of large numbers of individuals, households, and families at levels of detail far beyond the scope census datasets. Third, we use the identified matched pairs to perform household linking that considers the matching of several, or all, members of each household rather than treating each person as a single isolated individual. This step allows us to take advantage of a rich field of information that effectively removes many ambiguous links and enables us to perform more accurate record linkage than is possible by using traditional methods. It is the final step that provides the novel feature of our paper.
Previous Attempts to Link Historical Census Data
Social scientists have linked census records for decades using both manual and automatic methods. Larsen, for example, looked at the problem from a probabilistic point of view using a maximum likelihood estimation model to separate record pairs into possible matches and non-matches. 9 Manual checking was then performed to update the estimation model. This process was iterated until few additional matches remained. Ruggles attempted to limit false matches by selecting attributes that did not change over time.
Ambiguous links were then removed to achieve high rates of linkage accuracy. 3 The effect of this method was to scarify a large number of links including many correct links. Vick et al. standardised name strings in a population study of census data from the United States and Norway. 10:11:12 The authors used name dictionaries and estimates of name frequencies to select how name values are to be cleaned and standardised. The JaroWinkler approximate string comparison algorithm was then used to match candidate names to their standard form. 13 The effectiveness of the standardisation was validated by the fact that it greatly reduced the number of false links.
The attributes used in these methods vary greatly depending on what detailed personal information is available in the census dataset(s) under study. The most commonly used attributes include first and last names, house number, street name, phone number, age, birth year, birth place, parent's birth place, relation to head of household, marital status, sex, and race. The sizes of the datasets used in these approaches also vary a lot. For example, Larsen and Rubin validated their method on five US Census/Post-Enumeration Survey
Datasets with more than 288,414 links containing 26,315 matches. 9 Ruggles, on the other hand, performed research on 500,000 individuals in the Church 10 The result is that many methods simply discard ambiguous links, which leads to the loss of large amount of potentially true matches, or have left these for manual checking. Goeken et al. attempted to deal with the inaccuracy of 19th century census data by generating initial linkage results using name and age similarity scores, name commonality, and birthplace distribution measures. 14 They then use the single record links that have a very high confidence value as primary links to identify matched households. Once matched, the linked households then allow them to assume that other members resident in both households are also confirmed positive matches even though they might have low similarities that would otherwise have been treated as ambiguous and therefore be rejected. The distinct feature of their approach, however, is that even though they use household information, their linking step remains dependent on the initial single record link. Our approach, which is introduced in Section 4, deals with the difficulties generated by the poor census data by treating the household as an integrated unit. We use 'whole of household' similarities (a very rich data source) to identify and confirm any individual record link that is not a false positive (i.e. is a true link) and similarly to overcome the ambiguity problem, by using whole of household similarities to check that other members resident in both linked households are also confirmed positive links.
In this way we retain all record cases as potential true links thus providing a broader base upon which to build more complete record of linked person records over several censuses.
The Lancashire Censuses of 1841 to 1901
We use six census datasets covering the district of Rawtenstall in North-East
Lancashire between 1851 and 1901. The original hand-written returns (a sample image is shown in Figure 1 ) have been scanned into digital form and manually transcribed into tables and stored on spreadsheets. The spreadsheets contain records of the name, address, age, sex, marital status, relationship to the head of household, and occupation, along with other data for each person in the district. All spreadsheets contain at least 12 attributes for each record (see Table 2 ). In total, the six datasets contain around 160,000 records. Table 1 lists the numbers of records in each dataset.
Data Quality Problems
The poor quality of the original census returns and of some modern transcriptions is notorious. The census enumerators who delivered the householder schedules to the household were responsible for ensuring that the returns were filled in correctly. The schedules contained detailed instructions on how they should be filled in these details, but low levels of literacy left many households confused and unable to complete the returns correctly.
The enumerators were instructed to check the schedules on the doorstep when they collected them. Unfortunately many were themselves unclear in their own understanding of the instructions, or were slipshod in their checking, or misunderstood householder replies. The enumerator then transcribed the data from the schedules onto enumerator returns sheets. At this point corrections were made if necessary, though the process also provided opportunities for introducing new errors. More errors were added as the enumerator returns were passed through various supervisors to a central office where the data were extracted for use in the census reports. Extraction was completed by clerks temporarily appointed for the task who were paid by the number of data items they abstracted, as measured by score marks they struck though the items in the enumerator returns. They were also required to add various corrections into the enumerator's return sheets. These marks and corrections were in various coloured inks and pencils that differentiated them from the written text. Later, when the census images were digitised, colours were lost causing the marks to obscure many data items.
Together, the poor handwriting, the errors introduced during the enumeration and consolidation stages, and obscured data caused much further compounding of the errors when the data contained on the census images came to be transcribed onto computer spreadsheets. An additional problem is that the process of transcription, even for a small community like Rawtenstall, involves hundreds of thousands of key strokes that inevitably introduce numerous opportunities for errors. In census data where some items consist of a single keystroke, error risk becomes a serious problem.
Given these data quality problems, the complications of common names, the presence of limited and non-standard information in key attributes (fields), and the opportunities for population dynamics to transform populations significantly during the ten year intervals between censuses, it is not surprising to find that attempts to use traditional automatic record linking techniques to deal with large collections of census data have been disappointing.
Linking Model
In this section we describe our approach to automatically linking historical census data. We start by providing an overview of our approach, which is shown schematically in Figure 2 , we then describe each step in detail.
Overview
We consider the household as the basic reference group for linking every pair of individuals in consecutive census datasets. Inputs to the system consist of two or more census datasets to be linked; the outputs consist of individual record pairs and household pairs that have been classified as matches between two adjacent censuses across all the datasets.
The approach comprises six steps as illustrated in Figure 2 . The first step is an interactive manual data exploration process that provides direct hints for the cleaning step. The second step focuses on data cleaning and standardisation to resolve the problem of low quality data in the census data.
Its purpose is to enhance the data quality by identifying missing, wrong, and inconsistent values, and by transforming the data to a standardised form, thereby increasing the likelihood of finding true matches.
Step 3 identifies each household and assigns it a unique household identifier (HID). Among other uses these HIDs are employed to clean the address attributes.
Step 4 uses a blocking technique to subdivide a dataset into blocks to limit the number of record pairs that will be compared with each other to those records in the same block. This action speeds up the linkage process significantly. 15 Using the appropriate blocking criteria ensures the linkage rate is affected only to a minor degree. The fifth step is pairwise identification of possible matched record pairs across the census datasets. This involves record link classification processes that are performed using either a similarity threshold method, or a supervised machine learning method. The final step is the group linking step that reduces the ambiguity of both individual record linkage and household linkage results.
The development of each step is guided by domain knowledge, particularly, household information on which basis the original census data were collected.
Detecting all households and attaching a householder identifier is an essential step toward successful census record linkage because household identifiers provide a wealth of information. This information is invaluable in the linkage step, where it improves the number of confirmed linked record/household pairs significantly. More detailed discussions about our approach are presented in the following sections.
Data Exploration
Before entering on to data cleaning and standardisation, we used the Febrl record linkage tool to identify missing, inconsistent, and wrong values. 11 The results of this exercise for the 1851 census data are summarised in Table 2 .
As can be seen cleaning reveals that there were large numbers of missing values as well as anomalous values in the census dataset. For example, the number of unique values in the SEX attribute should be two -female ('f') and male ('m') -not three. Further analysis shows the third value as 'j', which is not meaningful and is removed in the data cleaning step. Another example is the values in the AGE attribute, which is a mixture of digits and letters implying that the original values were entered in different formats and therefore data standardisation is required. Several attributes contain errors and values in mixed formats as, for example, the FIRST NAME attribute which contains digits, letters, punctuation, and other symbols. Such attributes require cleaning and standardisation to be applied. Note that the numbers of data entries with missing value in some attributes have increased after the cleaning step. This is because some non-meaningful values such as "not identified" have been removed.
Data Cleaning and Standardisation
Data cleaning and standardisation operations have to be applied to improve quality and formatting of the data to a consistent form. To do this, we use the method proposed by Christen, which requires the following operations.
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 All values are converted into lower case letters.
 First and middle names are split into two attributes.

Age standardisation is applied to convert the age format into a digitsonly format, which represents an age as a number of years, using a purposely built lookup Table 2 shows the changes of attributes before and after the data cleaning and standardisation step.
Automatic Household Identification
We adopt the following assumptions when automatically identifying households: 1. that each census form was filled in by the head of household, and 2. that the relationship to the head of household attribute for a household always starts with the head of household. This allows us to build a set of rules to apply when identifying households and the relationship of its members to the head. Four possible values define the head of a household's relationship:
'head', 'head of family', 'widow', and 'widower' (see Table 3 ). Using this table
we developed a search algorithm to scan through a census data file. Each time a record has one of the head of household values the Household Identifier (HID) is incremented by one and is assigned to all following records until another record with a head of household role is found. An example of such searching result is shown in Table 3 . The detected number of households in each dataset is given in Table 1 .
The HID detection results can be used for further cleaning of the census data.
Here we show how they can be used to reduce discrepancies in addresses of members in a household. To do this we use the HID to separate the 
Linking Attributes
Some of the available 12 attributes cannot be used in record linkage. The IMAGE REF attribute, for example, indicates the location of the record in the scanned image database. We use the following six attributes in the record comparison step: SURNAME, FIRST_NAME, SEX, AGE, ADDRESS, and OCCUPATION. Among these, FIRST_NAME and SEX are less likely to change across time though FIRST_NAME may be reported differently when, for example, a diminutive such as 'Liz', 'Betty', or 'Beth' is used instead of 'Elizabeth'. AGE should normally accrue by 10 years (and never less than 9 or more than 11) between two consecutive censuses. SURNAME will change when a female marries, while ADDRESS and OCCUPATION may or may not change.
A major challenge is the dynamic character of household and individual record changes between censuses: children are born, people die, adults marry, occupations change, people retire, change address, or migrate;
household membership may also change, perhaps unrelated to the family, as boarders, guests, servants, or lodgers enter or leave. Addresses also become increasingly non-specific as we go back into the nineteenth century. This variability makes the reconstruction of family and household data across time even more difficult.
Pairwise Linking
We implemented the pairwise linking process using both a support vector machine (SVM) method and a similarity threshold method. 17, 18 SVM is a supervised learning technique that learns a mathematical model from a labelled training dataset and applies this model to all unseen data. All data contained in our application are in the form of record pairs that are classified as being a true match (referring to the same individual) or a non-match (referring to two different individuals). 16 The similarity threshold method make a decision by separating data based on how similar they are.
Supervised learning usually achieves higher accuracy results because it learns a model using manually annotated data (ideally provided by a domain expert) which provide ground truth information about the data. The similarity threshold method is more commonly used because manually provided labels (match/non-match) are often difficult to collect on large datasets.
We apply a blocking technique to reduce the complexity of pairwise linking.
The linking process is very time consuming when large datasets are used because potentially all pairs of records from both datasets have to be compared. Blocking aims to solve this problem by dividing datasets into smaller blocks that limit the number of potential record links to those in the same block. 15 Blocks are generated using criteria commonly known as 'blocking keys'. These consist either of a single attribute or a combination of attributes. Attributes with good data quality and uniform data distribution were selected to form blocking key(s). Only records with the same value in their blocking key are compared.
We apply the following three blocking keys (BK):
 SURNAME concatenated with SEX and CENSUS_PARISH (BK1)  FIRST_NAME concatenated with ADDRESS (BK2)  INDUSTRY CODE concatenated with SURNAME (BK3)
When comparing records, appropriate approximate string comparison functions were chosen for each attribute. 18 The list of attributes and functions used to compute the similarities between values is shown in Table 4 . Details on these functions can be found in Christen, 2007. 19 For each compared attribute, a similarity score of between 0 and 1 is generated. The higher the score the more similar are the two attributes (scores of 1 indicate an exact match; 0 means no similarity). For any given record pair, the sum of the attribute-wise similarity scores reflects the overall similarity between the record pair, with the similarity increasing monotonically in accordance with the summed value. This allows the adoption of a similarity threshold method to classify pairs of records into matches (if their sum is above the selected threshold value) and non-matches (if their sum is below the threshold). Table 7 shows the total number of matched record pairs between each pair of census datasets, as well as the number of distinctive records in the first dataset with single link and multiple links.
We also used the SVM method for pairwise linkage. SVM takes a set of input data as training set to train a model, and then applies the model to new record pairs to predict which of them are matches or non-matches. The input to the SVM model contains class labels and attributes vectors whose entries are the attribute-wise similarity scores calculated using the functions summarised in Table 4 . To generate the class labels for data, we manually labelled 4,000
matched record pairs that we are highly confident of to correspond to the same person in the 1871-1881 datasets. By using the labelled data we can automatically generated negative training samples, which are non-matched record pairs.
We performed two experiments to validate the effectiveness of the pairwise linking methods. The first experiment generated a dataset with 4,000 positive samples and 46,000 negative samples. These data were randomly split into a training set and a testing set in three settings,10:90, 50:50, and 90:10,
respectively. The parameters of the SVM were tuned to be optimal. The default setting for the similarity threshold method is ρ=4.0 based on a previous data analysis. 20 For each train/test split setting, we ran the experiments ten times and report the means and standard deviations of accuracy, precision (number of true positives divided by the total number of positive results), and recall (number of true positives divided by the total number of records that actually belong to the positive class). 18 The results are summarised in Table 5 . These results show that our methods performed respectively. This suggests that most true links can be found. On the other hand, the precision of both SVM and the threshold method are lower than 10 per cent, which suggests that many non-matches have been classified as matches, i.e., the results contain large numbers of multiple links that are ambiguous. Further data processing is therefore required to reduce these ambiguous links. This can be achieved by the following group linking step.
Finally, in Table 8 , we report the results of the total number of matched record pairs between each pair of census datasets using the same SVM model trained above and the default ρ=4.0 for the similarity threshold method.
Group Linking
Machine generated pairwise linking results have been widely used by social scientists as the final outcomes of record linkage exercises, and they have used the results for further investigations. As shown from the previous experiments, however, the results contain large numbers of multiple links that need further investigation before they can be accepted as true matches of a single record to a record in another census return. This usually requires much manual effort to identify which linked record pairs are true matches, effort that is time consuming, cumbersome and error prone.
We argue that the danger of generating numerous multiple links can be solved if the relationship between household members is taken into consideration. A simple example is shown in Figure 5 where 'Sarah TAYLOR', in the middle household on the left-hand side, is matched to two records with a similar name in two different households on the right-hand side. In this example the middle family on the right-hand side is obviously the true match.
Another example is 'Daniel TAYLOR' in the lower right hand panel, who is linked to two different persons on the left hand side with the true match found in the left-hand lower panel. In both cases the true match is obvious because they are read in the context of other family members.
Based on this observation, we propose taking household information into account. This allows several linked records belonging to the same household to be grouped, which is then used to calculate the best unique pairs in households to match across the census datasets. In this way household linking utilises richer information than would be used in standard pairwise linking procedures, which leads to refined selection of the correct record links while generating correct household links simultaneously. In this way we reduce both linking ambiguity and increase linking accuracy significantly.
Group linking was originally developed for bibliographic data applications. 21 An advantage of the method is that not all members in a group need to be matched, which exactly meets the requirements of household matching where families may have changed significantly between two censuses, and where some members cannot be matched to anyone in the previous or next census.
For this purpose we modified the original group linking method to be suitable for linking record pairs or household pairs in a way that generates group similarity scores for each pair of households. These scores can be calculated using the sum of normalised similarity of the matched individual record pairs in two households. We did not consider children with ages less than nine years in the second of two census datasets because they had not been born when the first census was collected. This allows us to be certain that matches of these records cannot be found. Finally, when a record in the first dataset is matched to records from multiple households in the second dataset after the pairwise linking step, the decision on which record should be the true match can be made by selecting the record in a household of the second dataset that has the highest household similarity.
In summary, after completing the pairwise linking step we perform household linking for each record in the first census dataset that is linked to more than one record in the second census dataset as follows: 22 1) calculate the number of members in each household;
2) calculate the sum of the similarity score for the linked record pairs between the household pairs;
3) compute the household similarity by dividing the resulting sum of similarity scores by the number of distinct members in both households;
4)
Identify the household pair and corresponding record pairs with the highest household similarity.
The group linking results are shown in Table 7 and 8. It can be seen that the number of records with multiple links has been greatly reduced. This implies that group linking is very effective. Table 9 shows the number of households with single and multiple links after group linking has been applied to records with multiple links. There will still be records with multiple links even after the group linking is completed. This is because group matching of several households inevitably generates close group similarity scores. Furthermore, because families and households can change dramatically between censuses, low household match scores do not necessarily mean that two households are not matched. In these cases it is hard to tell which household is the true match unless further analysis is conducted on the household and families concerned. At this stage, we assume all household links found are the true matches, and have not set thresholds to eliminate possible false matches as was done in the original group linkage approach. 21 
Discussion
The core idea introduced in this paper is that linking both individual and household records using a group linkage method greatly improves the elimination of ambiguous links and achieves highly accurate true linkage 
Conclusions
In this paper, we have introduced a group record linkage method for automatic individual and household linking in historical census data. The goal of this research is to reduce ambiguous matches by eliminating multiple record and household links. The key idea is that members in a household are considered as a group. After similarities between record pairs are computed, they can be classified as matches or non-matches using either an SVM classifier or similarity threshold method. These similarities and record link classification results can then be used to generate household linking similarities. Multiple record links that are presented in households with low similarities are then removed. We have tested our method on six Rawtenstall datasets. The results show that the proposed method effectively reduces the number of multiple record and household matches and provide social scientists with a useful tool to process and analyse historical census data.
We plan to explore the relationship between individuals in a household, and to use graph methods to match structures of households. We will also apply the proposed methods to other dataset, which can be done by following the steps listed in Figure 2 . 
