Nonnegative Matrix Factorization (NMF) is a technique to approximate a nonnegative matrix as a product of two smaller nonnegative matrices. The guaranteed nonnegativity of the factors allows interpreting the approximation as an additive combination of features, a distinctive property that other widely used matrix factorization methods do not have. Several advanced methods for computing this factorization exist, in this paper, we will focus on an algorithm based on Newton iteration. It was adapted for parallel execution on computer clusters, utilizing the message passing communication paradigm. Results of multiple experiments, which were run on a system with up to 80 processor cores, will be presented. We used images as input matrices, which makes it possible to get a visual impression of the NMF approximation quality. The measurements show that for sufficiently large workloads, the parallelized Newton iteration algorithm achieves an almost linear speedup, which makes it a promising candidate for large-scale NMF computations.
Introduction
A characteristic property of modern society is the incurrence of large amounts of data. One important class of data is represented by nonnegative matrices, which occur in many application areas. These are often considerably large, which makes their processing and evaluation difficult and time-consuming.
Nonnegative Matrix Factorization, (abbreviated as NMF or NNMF), is a technique to approximate a nonnegative matrix as a product of two nonnegative matrices. The two resulting matrices are usually smaller than the original matrix and therefore easier to handle and process. In the last decade, NMF has become quite popular and has been applied to a wide variety of practical problems.
The idea of such a factorization was published in 1994 under the name "Positive Matrix Factorization" [1] . In 1999, an article in Nature [2] about Nonnegative Matrix Factorization caught the attention of a wide audience. Several papers were written about NMF since then, discussing its properties, algorithms, modifications and often also possible applications. Some of the various areas where Nonnegative Matrix Factorization was successfully applied are text mining [3] [4] [5] , classification of documents [6] and emails [7] , clustering [8] [9] , spectral data analysis [10] [11] [5] , face recognition [12] , distance estimation in networks [13] , the analysis of EEG data [14] , separation of sound sources [15] , music transcription [16] [17] , and computational biology, for example molecular pattern discovery and class comparison and prediction [18] [19] [20] .
In contrast to other methods such as singular value decomposition (SVD) or principal component analysis (PCA), NMF has the distinguishing property that the factors are guaranteed to be nonnegative, which allows to view the factorization as an additive combination of features.
An informal description of the NMF problem is: Given a nonnegative matrix A of size m × n, find two nonnegative matrices W (size m × k) and H (size k × n) such that their product W H approximates A.
A matrix is called nonnegative if all its elements are ≥ 0. In practical cases, the chosen k is usually much smaller than m and n. It should be noted that, in general, it is not possible to find W and H such that W H = A. Hence, NMF is "only" an approximation, for this reason it is sometimes called Approximative Nonnegative Matrix Factorization or Nonnegative Matrix Approximation. Thus, W H can be seen as a compressed representation of A, with a rank of k or less.
Formally, NMF can be defined as [21] :
Definition (NMF). Given a nonnegative matrix A ∈ R m×n and a positive integer k, find nonnegative matrices W ∈ R m×k and H ∈ R k×n that minimize the functional
In [21] , k < min{m, n} is explicitly required, this is not strictly necessary, but true in almost all practical cases. For an m × n matrix M , ||M || F is the Frobenius norm of M , defined as where m i,j denotes the element of M with row index i and column index j. Therefore, f (W, H) is the square of the Euclidean distance between A and W H with an additional factor 1 2 . The problem is convex in W and in H separately, but not in both simultaneously [22] .
We note that it is also possible to use other measures to express the distance between A and W H, for example the Kullback-Leibler divergence [23] or Csiszár's divergences [24] . Different measures yield different NMF algorithms, or at least different update steps for the algorithms. The algorithms presented in this paper are based on the classical formula for f , as given by the definition.
Every column of W can be interpreted as a basis feature of size m. In total, W contains k basis features. The multiplication of W with the nonnegative matrix H yields a matrix W H, where every column of W H is an additive (or non-subtractive) combination of weighted basis features (columns of W ). The famous paper on NMF in Nature [2] uses NMF to represent faces as additive combinations of local parts such as eyes, nose, mouth, etc. However, it was shown in [25] that NMF does not always find such localized features.
The contribution of this paper is the development and implementation of a parallelized Newton iteration algorithm for NMF that has previously been only theoretically described in a technical report [21] .
Sequential NMF algorithms
Although the NMF problem can be solved in different ways (see, e.g., [5] ), we focus our attention on two algorithmic approaches. A classical way to compute a Nonnegative Matrix Factorization is the Multiplicative Update algorithm (MU). It is presented here because it will serve as a basis for comparison in our experiments. As this method is generally known, we will not discuss it at great length. The main focus of this paper lies on the second algorithm, which is based on Newton iteration.
Both algorithm descriptions show a fixed number of iterations, but each one can be augmented by adding a check for the current approximation quality (calculating f (W, H)) at the end of every iteration (or every few ones). In our implementation, the NMF algorithms are aborted if this value is low enough.
Also, both algorithms use random initialization of one or both result matrices. Instead of this, one can also choose to invest some time in more complicated initializations in the hope of achieving faster convergence or smaller errors [26] [27].
Multiplicative Update (MU)
The Multiplicative Update algorithm can be found in [2] , the formulation below is based on [21] . The operators . * and ./ denote element-wise multiplication (Hadamard product) and division. The addition of ε k×n in line 4 and ε m×k in line 5 stands for adding a small positive value to every matrix element to prevent division by zero. 
Newton iteration
NMF can be computed using a variant of Newton iteration, this approach was described in [21] and [28] . It offers the great benefit of being especially well-suited for parallelization, which will be presented and discussed in Section 3.
The algorithm uses alternating direction iteration, and its basic structure can be formulated in the following way [21] :
N ewtonF orW and N ewtonF orH are described separately (see below) for more clarity and, more importantly, because they can be used for the parallel algorithm as well, with only parts of the matrices as parameters.
N ewtonF orW (Algorithm 3) works only on W and needs no explicit knowledge of H. (But its parameters B and C are based on H, of course.) W is created row by row, where every row depends on the corresponding row of B and the k × k matrix C, but is independent of the other rows. This property will be exploited in the parallel version of the algorithm.
The local variables e and r are both vectors of size k, as are w i and b i . The residual r must not have negative elements, which makes the choice of α important.
For practical purposes, it might be advisable to set a fixed maximal number of iterations to the while condition in line 4. The iterations of this loop will be called inner iterations for the rest of this paper, the iterations of Algorithm 2 outer iterations.
N ewtonF orH (Algorithm 4) is very similar, but it works with columns of H. Again, every column is computed independently. 
Space complexity
The outer algorithm introduces the matrices A, W , H, B, C, R and S with a total space requirement of mn + mk
N ewtonF orW needs some vectors of size k: e, r, x, b i and w i (depending on the matrix data structure used) and space for αx. The space needed for them is 6k in total. The matrices diag(e), diag(r) and −r . * e need 3k 2 additional space. N ewtonF orH can reuse the space from N ewtonF orW .
Hence, the total space complexity of the Newton iteration algorithm is mn + 2mk + 2nk + 5k 2 + 6k.
Time complexity
The body of the for loop of N ewtonF orW (lines 2 to 15) deals only with vectors of size k and matrices of size k × k. The complexity of N ewtonF orW as a whole is therefore linear in m and independent of n (which does not even occur as parameter). Similarly, the complexity of N ewtonF orH is linear in n and independent of m. In detail, lines 2 and 3 of N ewtonF orW have a cost of O k 2 . Since the cost for line 5 is O k 3 and for lines 6 to 13 O k 2 , the total complexity of N ewtonF orW is O mk 3 . N ewtonF orH is similar and has the complexity O nk 3 . The computation of the matrices B, C, R and S in the outer loop needs O mnk + mk 2 + nk 2 time. Therefore, the whole Newton iteration algorithm has a time complexity of O mnk + mk 3 + nk 3 .
Complexity comparison
In this section, the complexity of the two presented NMF algorithms will be compared. The space complexity of these algorithms is usually a less critical issue than their time complexity. Table 1 shows that the space complexity of the algorithms is quite similar.
algorithm space complexity MU mn + 3mk + 3nk + k 2 Newton mn + 2mk + 2nk + 5k 2 + 6k The time complexity comparison in Table 2 reveals that while the Newton algorithm has a cubic dependency in k (stemming from the need to solve linear systems of size k × k), the Multiplicative Update method's complexity is only quadratic in k. However, in many applications, the chosen k is much smaller than m and n to make the computations faster and to lower the resulting data amount. Therefore, the higher asymptotic complexity in k is often no big disadvantage. 
Parallel Newton iteration
As discussed in the previous section, the Newton iteration algorithm (Algorithm 2) is well-suited for parallelization because it computes the rows of W (and the columns of H) independently. This idea was proposed in the technical report [21] . The parallelized algorithm is tailored for clusters with message passing communication.
Data distribution
The structure of the algorithm allows to split the matrices into p blocks and handle them on p processors (nodes)
The parallel algorithm
Each node needs two slices of A: A row which has m p full rows (of n elements) and A col which has n p full columns (of m elements). Additionally, it needs to know where these rows lie (through two integers rowOffset and colOffset). Table 3 shows all matrices for a single node and their respective sizes. Only one node, the master, possesses the full-sized matrices A, W and H, it is responsible for the initial data distribution and for the collection of the results. Table 3 . Matrices and their dimensions for each node for parallelized Newton iteration
matrix rows columns
The complete algorithm is presented below (Algorithm 5), depicting the tasks for a single node. After the calculation, the master has to assemble W and H from the W row and H col which are distributed among the processors. This concluding operation is not listed in the algorithm description. As mentioned before, N ewtonF orW and N ewtonF orH from the previous section (Algorithm 3 and Algorithm 4) are used without modification. They are simply called with the local matrix blocks as parameters. 
Communication
The algorithm has low communication requirements, only four Allreduce operations in each iteration. The labor-intensive calculations in N ewtonF orW and N ewtonF orH are done locally on each processor.
Space complexity
The space complexity for a single node can be derived from Additionally, 3k 2 + 6k space is needed for N ewtonF orW and N ewtonF orH. Altogether, the space complexity per node is mk + nk + 5k 2 + 6k + 2 p (mn + mk + nk) .
The master needs mn + mk + nk additional space for A, W and H.
Time complexity
Considering the new parameters, the time complexity of N ewtonF orW and N ewtonF orH can be determined as O m p k 3 and O n p k 3 , respectively. The matrix multiplications have the following complexities: the complexity for B is O (mn p k), for C it is O n p k 2 , for R it is O (m p nk), and for S the complexity is O m p k 2 . The complexity of the Allreduce operations depends on their implementation. In the unoptimized case, one can assume their complexity is p times the matrix size. The computational cost of all four Allreduce operations sums up to p mk + nk + 2k
2 . The extractRows and extractColumns operations might not be explicitly needed, depending on the implementation. Anyhow, their complexity is asymptotically not significant. The operations outside of the for loop are also negligible.
Using again m p for m p and n p for n p , the time complexity of the parallelized Newton iteration algorithm is
The part proportional to p might disappear for more efficient implementations of Allreduce. Anyway, the part proportional to 1 p is much larger, so an almost linear speedup can be expected in practice.
Experiments

Experimental setup
To allow tests and measurements, the previously depicted algorithms were implemented in C with Message Passing Interface (MPI) extension. Specifically, the program was compiled and run using gcc 4.1.2 and Open MPI 1.3.3 on CentOS 5.3 x86-64. Besides MPI, no additional libraries were used, only standard C functions. The code for solving linear systems is based on [29] .
The experiments were executed on a cluster of ten computers, each of them having two Intel Xeon processors with four cores per processor: four computers with two E5345 processors, four with two E5520 and two with two E5620, thus summarizing to a total of 80 processor cores which communicate via DDR InfiniBand.
At our university, a new cluster system is currently being set up, and we intend to present extensive measurements with more powerful hardware, newer software versions and additional optimized libraries in our future works. Nevertheless, the measurements on the small-scale system provide some insight into the performance of the new NMF algorithm.
Raster graphics images are nice examples for nonnegative matrices. The programs can read and write two simple types of images: PGM files (portable gray maps) and PPM files (portable pixel maps). The matrices W and H are the results of the calculation and stored as files. Additionally, W H and the error matrix A − W H are calculated and stored to "see" the approximation and its error. While viewing W and H as images often brings not much insight, W H and the absolute values of A − W H allow quick estimations of the approximation quality.
Instead of always running for a fixed number of iterations, it is desirable to abort the calculation when the approximation error falls below a predefined threshold. Since this is not only useful for the sake of efficiency, but is also important for fair comparisons of the different algorithms, this feature was implemented. However, for the parallel program, it is not easy to decide when to stop, since each node has only its local chunk of the result. In the implementation, this decision is made heuristically. Each node can compute a part of W H of size m p × n p and subtract it from the corresponding part of A. The norm of this part of A − W H, which is the local approximation error, is compared to a local threshold value. The formula for the local threshold value is based on the assumption that the approximation error is evenly distributed across the whole matrix. It is calculated as
where threshold stands for the global threshold. Since the assumption of even distribution of the approximation error is probably not true, we reduce the local threshold by a factor of 0.6 for safety reasons, following the policy that it is better to make a few iterations more than necessary than to abort the whole computational process too early. This choice of the factor resulted from test runs. Only if all nodes have a local approximation error lower than their local threshold, the computation is terminated. This criterion represents an additional safety measure. The threshold check is optional and was disabled for the speedup measurements.
Absolute performance
Generally, it is a challenging task to attain good speedup values for highly optimized algorithms. A meaningful indicator for the grade of code optimization is the number of floating point operations per second (FLOPS). We compared the performance of our program to a highly optimized BLAS subroutine. According to the profiling tool OProfile 0.9.8, the sequential Newton algorithm achieved 940 MFLOPS on an Intel Core 2 Duo T9400. The BLAS subroutine dgemm, which is a highly optimized matrix multiplication routine, yielded 3.8 GFLOPS on the same processor, about four times as much. We assume that one reason for this performance difference is the BLAS library's use of Streaming SIMD Extensions (SSE). However, when the self-compiled BLAS library from Netlib was used, dgemm attained only 260 MFLOPS.
Comparison of the sequential algorithms
The goal of this experiment was to compare the sequential Newton iteration algorithm with the classical Multiplicative Update method. Both programs were called with the same threshold value. The mean calculation duration and the mean number of iterations of five program runs is shown in the tables below. For the Newton algorithm, the number of inner iterations was fixed to 16, the tables show the mean number of outer iterations. Table 4 . Measurements for m = 768, n = 1 024, k = 32
For a second comparison, the size of the input matrix was doubled in both directions (four times as many elements), and k was quartered. The threshold was set to 72 000. Table 5 shows that the Newton method gets significantly faster, which can be explained by its cubic time complexity term in k (see the time complexity comparison in Section 2.3). As previously mentioned, in many applications, the chosen k is much smaller than the matrix size for faster computations and less result data amount, so the performance of the sequential Newton algorithm is acceptable.
algorithm (outer) iterations duration [s]
MU 36.0 8.8 Newton 9.8 2.8 Table 5 . Measurements for m = 1 536, n = 2 048, k = 8
Speedup and efficiency
Speedup and efficiency measurements for the parallel Newton iteration algorithm were executed with up to 80 processor cores. They are summarized in Table 6 and depicted in Figure 1 , where the measuring points were connected to form continuous curves for better visualization. To eliminate distortions due to the random initialization, no threshold was used, instead the number of outer iterations was fixed to 4, the number of inner iteration to 16. Table 6 . Measurements for m = 1 536, n = 2 048, k = 256 
Visual impressions
The last series of measurements was done to show the influence of k. As input matrix, an image of size 384 × 512, depicted in Figure 2 , was used. As in the previous experiment, no threshold but a fixed number of iterations was set (again 4 outer iterations and 16 inner iterations). As Table 7 shows, higher values for k always yielded lower error norms (||A − W H|| F ). Since increasing k means more freedom for optimizations, this behavior was expected, although it is not guaranteed that this additional freedom can be exploited in all cases. As the input matrix was an image, the resulting product W H can be pictured, too. Figures 3  and 4 give a visual impression of the impact of k. There is a visible enhancement of image quality for higher k. Table 7 . Measurements for m = 384 and n = 512 
Conclusion
In this paper, a parallel algorithm for Nonnegative Matrix Factorization based on Newton iteration was described and tested. For a single processor core, our theoretical complexity estimations as well as tests showed that its performance was comparable to the Multiplicative Update algorithm. On a parallel system with up to 80 cores, almost linear speedup values and a nearly optimal efficiency curve were achieved for sufficiently large workloads. In our opinion, this makes the Newton iteration algorithm a promising candidate for large-scale NMF computations. For future work, it would certainly be interesting to study the performance and the scalability of the algorithm on large systems, running it for huge problem sizes which arise in real-world applications. Furthermore, parallelizing and testing the method for other advanced topologies, e.g., GPU-based systems, would offer additional possibilities for a thorough analysis of the properties of the designed algorithm.
