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Abstract  
This thesis is actually the composition of two separate studies aimed at further understanding the 
role of incomplete combustion products on atmospheric chemistry.   
The first explores the sensitivity of black carbon (BC) forcing to aerosol vertical location since 
BC has an increased forcing per unit mass when it is located above reflective clouds.  We used a 
column radiative transfer model to produce globally-averaged values of normalized direct 
radiative forcing (NDRF) for BC over and under different types of clouds. We developed a 
simple column-weighting scheme based on the mass fractions of BC that are over and under 
clouds in measured vertical profiles. The resulting NDRF is in good agreement with global 3-D 
model estimates, supporting the column-weighted model as a tool for exploring uncertainties due 
to diversity in vertical distribution. BC above low clouds accounts for about 20% of the global 
burden but 50% of the forcing. We estimate maximum-minimum spread in NDRF due to 
modeled profiles as about 40% and uncertainty as about 25%. Models overestimate BC in the 
upper troposphere compared with measurements; modeled NDRF might need to be reduced by 
about 15%. Redistributing BC within the lowest 4 km of the atmosphere affects modeled NDRF 
by only about 5% and cannot account for very high forcing estimates. 
The second study estimated global year 2000 carbon monoxide (CO) emissions using a 
traditional bottom-up inventory.  We applied literature-derived emission factors to a variety of 
fuel and technology combinations.  Combining these with regional fuel use and production data 
we produced CO emissions estimates that were separable by sector, fuel type, technology, and 
region.  We estimated year 2000 stationary source emissions of 685.9 Tg/yr and 885 Tg/yr if we 
included adopted mobile sources from EDGAR v3.2FT2000.  Open/biomass burning contributed 
most significantly to global CO burden, while the residential sector, primarily in Asia and Africa, 
were the largest contributors with respect to contained combustion sources.  Industry production 
in Asia, including brick, cement, iron and steel-making, also contributed significantly to CO 
emissions. Our estimates of biofuel emissions are lower than most previously published bottom-
up estimates while our other fuel emissions are generally in good agreement.  Our values are also 
universally lower than recently estimated CO emissions from models using top-down methods. 
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1. Introduction 
Black carbon (BC) and carbon monoxide (CO) are atmospheric pollutants that are capable of 
both influencing the climate system on a variety of spatial and temporal scales as well as 
adversely affecting human health and welfare.  Both pollutants are primarily emitted from the 
incomplete combustion of carbon-based fuels.  Therefore, they are not only of scientific interest 
because of their environmental and health impacts, but also because their emissions are tied to 
the efficiency of the emitting process or technology.  Focusing on these two species may help 
further clarify the physical processes associated with CO and BC; such a focus may also assist in 
identifying regions with a different character of atmospheric chemistry which should be marked 
for future campaigns to help improve the quality of in-use technology.  
This document will be subdivided into two sections: the first will focus on investigating the 
uncertainty associated with the vertical distribution of BC in current estimates of radiative 
forcing.  Global BC emissions, including historical trends, have previously been estimated with 
technology-based inventories (e.g., Bond et al., [2004]).  The research in this thesis helps 
improve scientific understanding of the impact on climate of these emissions.  The second will 
detail preliminary estimates of a present-day (year 2000) global inventory of CO using a bottom-
up method.  This study is a necessary first step in being able to determine the impacts of 
particular combustion technologies as well as develop historical estimates of CO emissions.  
Both studies are very different in their methods and analyses but are important in order to expand 
the current knowledge of these two byproducts of incomplete combustion. 
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2. Quantifying uncertainty due to black carbon vertical distribution 
2.1. Introduction 
Black carbon (BC), a type of particulate matter (PM), is of considerable interest due to its impact 
on human health and welfare, as well as the climate system. Studies in the last few decades are 
beginning to implicate fine particulate matter in serious health problems [Dockery et al., 1993]. 
Indoor smoke exposure is cited as one of the most significant public health hazards in rapidly 
developing countries [Ezzati et al., 2002]. Acute exposure to PM-laden air can immediately 
cause irritation to the throat and lungs (as well as eyes and nose), and will sometimes elicit a 
deep cough or exacerbate the preexisting effects of asthma. There is also reason to believe that 
chronic exposure to particulate pollution causes lung inflammation, disrupts the immune system, 
and causes changes to cellular structure.  Published work, using studies of over a half a million 
persons, has indicated that PM is a contributing factor to premature death from heart and lung 
diseases. 
Absorption of solar radiation by aerosols with high absorption-to-backscatter ratios, such as BC, 
results in a positive direct radiative forcing [Atwater, 1970] and a subsequent warming of the 
atmosphere system.  BC is primarily emitted by incomplete combustion of carbon-based fuels 
and its positive forcing is estimated to be similar to that of methane [Jacobson, 2001]. Published 
direct forcing estimates range from +0.34 W/m2 [IPCC, 2007] to +0.9 W/m2 [Ramanathan and 
Carmichael, 2008].  Black carbon can also influence climate indirectly through precipitation 
suppression, as well as either increases or decreases in cloud cover and lifetime depending on the 
aerosol/cloud co-location as well as atmospheric conditions [e.g. Hansen et al., 1997, Koch et 
al., 2010] although these effects are not explicitly investigated in detail in this study. 
The presence of highly reflective clouds beneath absorbing aerosol layers dramatically enhances 
radiative forcing [Haywood and Shine, 1997]. Liao and Seinfield [1998] showed that a cloud 
layer embedded within a broad absorbing aerosol layer increased its overall radiative forcing, 
and that the radiative forcing increased with cloud thickness.  Haywood and Ramaswamy [1998] 
estimated a value of 1900 W/g when BC was placed at 5 kilometers (km) in a global model. 
Podgorny and Ramanathan [2001] used Indian Ocean Experiment (INDOEX) data in tandem 
with a Monte Carlo radiation model and concluded the location of a soot layer with respect to 
broken low-level clouds over the Indian Ocean contributed significantly to net top-of-atmosphere 
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(TOA) radiative forcing. Chand et al. [2009] recently demonstrated that spatial covariance 
between cloud cover and aerosol fields could increase estimates of regional warming from 
biomass burning aerosol by a factor of three.  
The foregoing studies indicate that the vertical distribution of BC relative to cloud layers 
significantly affects its forcing. Because both cloud and BC fields vary widely in magnitude and 
structure among the global models used to estimate forcing [Koch et al., 2009], cloud-aerosol 
location likely contributes to the variability in predicted global forcing.  
While global models constrained with observations are the only way to produce realistic aerosol 
forcing estimates, these complex models are often not susceptible to simple explorations of 
sensitivity and uncertainty. To estimate uncertainties in global average forcing by BC, we used a 
column radiative transfer model to derive forcing per mass for BC in different situations. We 
evaluated this approach by comparing these results to those produced by GCM. Finally, we used 
this model to examine the sensitivity of forcing to plausible BC vertical profiles.  
2.2. Column model results 
We used a one-dimensional, medium spectral resolution radiative transfer model (Streamer) to 
estimate the magnitude and variation of column forcing of BC above and below different cloud 
types [Key and Schweiger, 1998]. We calculated forcing per mass of BC for nine conditions, 
summarized in Table 1. One was a cloudless column, and the other eight located BC either above 
or below four types of cloud layers. The four cloud cases considered were: low (cloud top height 
< 2 km), middle (2-8 km), cirrus and cirrus-like (> 8 km), and deep convective (> 8 km).  
Columns were defined as downward-looking, so cloud type and height was defined by the 
highest cloud in the column.  Surface albedo (α) was set to 0.153 [Hummel and Reck, 1979] and 
solar zenith angle (θ) was set to a global average value of 60°.  BC optical properties at each 
model wavelength were taken from OPAC [Hess et al., 1998]. While these optical properties are 
not the latest recommendation and exclude enhanced absorption by mixed BC particles, they are 
used by many of the models reporting forcing values. Using identical optical properties was a 
necessity for evaluating comparability between global models and the simple model. It is 
generally accepted that models neglecting internal mixing tend to underestimate absorption and 
forcing [Jacobson, 2001] so we emphasize that our results will inherit the same bias.  Cloud 
effective radii (re) and liquid water content (LWC) were taken from Hess et al. [1998, low and 
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cirrus], Prodi et al. [1999, middle], and Rosenfeld and Lensky [1998, convective]. Average 
optical depths (τ) for all four cloud types were provided by Rossow and Schiffer [1999].  In all 
cloud cases, BC with an aerosol optical depth (AOD) of 0.05 at 550 nm was distributed in a layer 
completely above or below the cloud.  Fluxes were calculated in Streamer’s 24 shortwave and 
105 longwave bands.  Forcing was calculated by subtracting the net shortwave forcing at the top 
of the atmosphere (Direct shortwave down + diffuse shortwave down – net shortwave up) in the 
no aerosol case from the black carbon case.  To account for the solar angle; all forcing figures 
were normalized to overall TOA insolation to produce a forcing per unit element of solar 
radiation. 
    (1)  
Forcing divided by unit mass of aerosol in the column results in normalized direct radiative 
forcing (NDRF) and can then be calculated by: 
       (2)  
where Fnorm is the solar input normalized forcing defined above, So is the maximum solar input 
(~1370 W/m2), AOD is the aerosol optical depth used in the run, and MEC (m2/g) is a 
distribution averaged mass-extinction coefficient.  NDRF values are summarized in Table 1. 
5 
 
 
Figure 1.  Schematic of Streamer calculation as well as the model’s input parameters. 
 
Figure 2.  Vertical spans of cloud top height (CTH) used for cloud types. 
BC NDRF was significantly greater when the aerosol is located above a cloud layer.  For all 
cloud types, NDRF increased by a factor of 2 to 5 relative to the clear sky (CS) forcing. 
Conversely, BC below clouds resulted in reduced forcing; for low (LC), mid-level (MC), and 
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deep convective (DC) clouds, NDRF was less than one-quarter of the clear sky value.  However, 
BC below optically thinner cirrus clouds (HC) still had a forcing effect about half of that of the 
clear sky case because of shortwave transmittance. 
Table 1.  Black carbon NDRF in various sky coverage cases 
 NDRFa (W/g) 
Sky Cover 
Below 
(NDRFb) 
Above 
(NDRFa) NDRFb-a
b 
Clear Sky (CS) 1050   
Low (LC) 244 2790 2550 
Medium (MC) 229 3100 2870 
Cirrus (HC) 436 2140 1700 
Deep Convective (DC) 23 5530 5510 
aNormalized direct radiative forcing (NDRF) for unmixed black carbon (BC) in various types of cloud columns and 
location relative to cloud layers. 
bNDRF is defined as the change in NDRF if BC is moved from below cloud to above cloud in the same column. 
To investigate the assumption that forcing does not depend on distance between aerosol and 
cloud, we also held the cloud layer fixed while varying the height of the aerosol layer above.  
Over low and middle clouds, forcing changed by approximately 5-10% throughout the depth of 
the troposphere, but only about 1-3% through the depth of the atmosphere where BC burden is 
most significant (up to 600 millibars (mb) or approximately 4 km).  These small differences in 
forcing likely result from changes in atmospheric transmission above the aerosol layer that alter 
the incident radiation available for BC absorption [Haywood and Ramaswamy, 1998].  Thus, the 
underlying cloud properties are orders of magnitude more crucial to NDRF than the aerosol’s 
location and distribution relative to the cloud, as long as BC is above the top of the cloud layer.  
We also ran simulations in each sky coverage case with varying mass absorption cross-section 
(MAC) and AOD.  Forcing scales nearly linearly over the range of values estimated by current 
models and observed in field data.   
Global average forcing (NDRFavg) may be thought of as a weighted sum of the cases in Table 1 
(hereafter referred to as the “weighted-column model”): 
          (3)  
where NDRFb,i and NDRFa,i are the case-dependent values in Table 1, fcld,i is the sky coverage 
fraction for clear sky and each cloud type, and i is the fraction of total column BC that is above 
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cloud top for each type of cloud (zero for clear-sky). To maintain continuity for the remainder of 
this paper, the estimates of NDRFb,i and NDRFa,i are the same as in Table 1, while ƒcld and i will 
be specific to a given analysis.   
For a first-order estimate of the fractions (ƒcld), we used satellite-derived sky coverage data from 
the International Satellite Cloud Climatology Project’s (ISCCP) D2 dataset [Rossow et al., 
1996]. Our global average consists of five fractional area percentages composed of the column 
types in Table 1. We also assumed that a single global-average vertical profile could be used to 
determine i (the fraction of the burden above cloud top) in each case.  This was derived by using 
vertical profiles from field data (summarized by Koch et al., [2009]) and the cloud top height for 
each type of cloud.  Profile structure is also in good agreement with other observed profiles 
presented in Corrigan et. al., [2008]. 
 
Figure 3.  Fraction of sky coverage compared to contribution to BC NDRF. 
This weighted-column model produces an NDRFavg of 1140 W/g (hereafter called the “base 
case”).  Figure 3 summarizes the division of burden and forcing for each type of column and 
aerosol location.  Most of the mass was in the clear sky case, columns which contribute only 
28% of the globally-averaged NDRF value.  The greatest contribution to forcing was BC located 
above low clouds (e.g., stratus and low cumulus), for which only 21% of the global BC burden 
contributed over half of the overall forcing.  Underlying cloud was also important for BC above 
mid-level clouds (altocumulus, altostratus, nimbostratus) where 3% of the global BC burden 
added 8% to overall NDRF.  As in Table 1, aerosol above optically deep convective clouds had 
the highest NDRF; however, the combination of low sky coverage fraction and low BC 
concentrations at cloud-top altitude resulted in only a 0.1% forcing contribution.  Forcing 
beneath cirrus and other cirrus-type clouds represented about 7% of the globally-averaged NDRF 
value, indicating that BC below optically thin clouds still played a role in forcing, as opposed to 
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BC below all other types of clouds, for which 26% of the burden contributed only 5% of the 
forcing. 
2.3. Comparison of column model and three-dimensional model results 
Can these simplistic calculations capture the major forcing contributors in a three-dimensional 
model?  Our estimate of 1140 W/g is in good agreement with previously published estimates for 
NDRF in 3-D GCMs, calculated by dividing global average forcing by total BC burden. The 
range from the AeroCom study is 630-2100 W/g, with a median of 1230 W/g [Schulz et al., 
2006].   
We used output from the Community Atmosphere Model (CAM version 3.5.07, 1.9° x 2.5° 
finite-volume, Collins et al., [2004]) output to further evaluate this question. The most obvious 
discrepancy between the CAM results and the weighted-column model is the overall sky 
coverage fractions. CAM significantly underestimated cloud cover relative to the ISCCP data, 
with a modeled overall cloud fraction of 47.7% versus 65.6%. The model underestimated all 
cloud types, but especially the middle (11.5% (CAM) versus 19% (ISCCP)) and low-level 
(22.1% vs. 27.5%) clouds as opposed to cirrus (15.4% vs. 19.6%) and deep convective.   (1.9% 
vs. 2.6%). Because of this discrepancy w, which may be rectified in later versions of CAM, we 
compared only different model-averaging treatments but did not rely on the absolute values.  
We compared three NDRF values.  First was the CAM average forcing divided by the average 
global burden: 1210 W/g. Secondly, we used global averages of cloud and vertical profile from 
CAM output in the weighted-column model, along with NDRF from Table 1.  The cloud 
fractions from CAM were used to derive fcld,i in Equation (3).  Using one year of monthly-
average cloud and concentration fields, we calculated mass fractions of BC above and below 
high (cloud ptop < 400 mb), medium (cloud ptop > 700 mb and <= 400 mb), and low (cloud ptop  
=> 700 mb) cloud fractions in each gridbox which determined i and 1-i. Calculated forcing was 
1290 W/g. One cause of the small (6%) discrepancy between the weighted-column method and 
CAM output could be the difference in cloud optical properties.  Third, we explored the 
possibility that global averages of cloud fractions and vertical profiles are insufficient to 
reproduce forcing, and covariance between aerosol and cloud must be considered. We calculated 
weighted-column forcing using the cloud and the vertical profile in each individual gridbox, 
along with the NDRF in Table 1, and area-weighted the resulting NDRF values to obtain a global 
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average of 1245 W/g. The difference of less than 4% from the second estimate indicated that 
horizontal covariance between clouds and aerosol has little effect on global average forcing, and 
that use of the simple weighted-column model was a reasonable way to explore diversity in 
forcing estimates on large scales. This finding does not contradict the results of Chand et al. 
[2009], who found that covariance on sub-grid scales did matter; their spatial and temporal scales 
were much smaller than those examined here. 
CAM overestimated the BC burden above clouds relative to measured profiles. This 
phenomenon is consistent with other models in the AeroCom initiative, which tend to 
overpredict BC concentrations in the mid-to-upper troposphere [Koch et. al., 2009], and 
therefore overpredict above-cloud fractions. This high-altitude BC would lead to higher NDRF 
values if the model assumed ISCCP cloud cover, but this bias is offset by the CAM’s 
underestimate of total cloud cover.   
2.4. Sensitivity to changes in profile 
Because the weighted column model produced reasonable results, we used it to explore the 
sensitivity of forcing to BC vertical distribution. Table 2 summarizes most of the experiments 
described here as well as those in the preceding section. For most of these experiments, we 
assumed the ISCCP distribution of clouds. We then explored how uncertainty in vertical location 
affected NDRF by altering vertical profiles in the weighted-column model. 
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Table 2.  Summary of weighted-column NDRFs in this study 
   Grid-box Wtd-column Diff from 
Experiment BC profile Clouds average NDRF (W/g) base case 
Base case Observation ISCCP - 1140 - 
     
Covariance tests CAM CAM - 1210 n/a 
 CAM CAM x 1245 n/a 
      
Model diversity MPI_HAM ISCCP - 1010 -11% 
 UMI ISCCP - 1130 -1% 
 SPRINTARS ISCCP - 1170 3% 
 CAM ISCCP - 1340 18% 
 LSCE ISCCP - 1440 26% 
      
Extreme profiles Below all clouds ISCCP - 525 -54% 
 Above all clouds ISCCP - 2250 97% 
 Near surface ISCCP - 630 -45% 
 Highly lofted ISCCP - 1490 31% 
      
Simple profile with  ConstMix CAM x 1105 n/a 
  covariance LLCAM CAM x 1060 n/a 
aSummary of weighted-column model BC NDRFs for the combinations of vertical profile and cloud inputs explored 
in this study. These NDRF values were determined for unmixed aerosol, so relative values are more important than 
absolute values.   
2.4.1. Extreme profiles 
If all BC were located above 250 mb (10-12 km), forcing would be about 2250 W/g. Conversely, 
if all BC were compressed below 850 mb, the value would be 525 W/g. The range of 525-2250 
W/g is an absolute limit on NDRF uncertainty due to vertical distribution.  Schemes that doubled 
forcing above the base case consistently required placing at least 85% of the column mass above 
550 mb (4.5 – 5.5 km). Observational data do not support such extreme profiles.  
2.4.2. Upper-bound profiles 
We estimated more realistic, but still uncommon, boundaries using CAM concentration fields. 
From monthly averages, we selected two profiles, which we will call highly-lofted and near-
surface, which reflect extremes found over small areas. Although, CAM model output differs 
from observations, these profiles represent upper and lower limits on vertical distributions given 
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the dynamical characteristics of the model. For the highly-lofted column burden, 95% of the BC 
burden resided above 825 mb, 50% above 500 mb, and 5% above 320 mb.  A near-surface BC 
profile allowed only 15% of BC to reside above 825 mb and none above 500 mb. The highly-
lofted and near-surface simulations resulted in NDRFs of 1490 and 630 W/g, respectively (+31 
and -45% compared with the base case).  
2.4.3. Model diversity 
We used the weighted-column model to explore how differences in modeled vertical profiles 
might contribute to variance in model forcing. We compiled global profiles from concentration 
fields archived under the AeroCom initiative for four models in addition to CAM: MPI_HAM 
[Stier et al., 2005], UMI [Liu et al., 2005], SPRINTARS [Takemura et al., 2005], and LSCE 
[Textor et al., 2006]. Table 2 summarizes the results. MPI_HAM and LSCE were assumed to 
bound calculated NDRF from the AeroCom initiative since they represent the most near-surface 
(least BC above clouds) and most lofted (most BC above clouds) average profiles, respectively 
[Koch et al., 2009].  UMI and SPRINTARS were selected because they typified profiles closer to 
the consensus average. The two bounding models show a total spread in NDRF of about 40%, 
with LSCE 26% higher than our base case and MPI 11% lower. These differences are caused by 
globally-averaged vertical distribution alone; individual model parameters not considered here, 
such as cloud fields and aerosol optical properties, also account for large variations in model-to-
model NDRF.  A better understanding of diversity in modeled vertical profiles and clouds will 
likely be a topic of research following the Aerocom Phase II initiative [Schulz, et al., 2006]. 
2.4.4. Relative sensitivities 
Table 3 summarizes sensitivities of global-average NDRF to aerosol location.  The upper portion 
of the table shows changes in NDRF as a fraction of BC is moved to a different cloud-column 
type (changes in ƒcld).  For instance, if 10% of the global burden is moved from columns topped 
by high-cirrus (HC) to columns with low cloud (LC) as the highest cloud, global average NDRF 
will increase by 15% (170 W/g using these optical properties). Moving aerosol to low-cloud 
columns from any other column produces the greatest forcing increase. 
The lower portion of the table examines moving BC from below cloud to above cloud in the 
same sky coverage column (changes in γi).  For example, if 10% of the aerosol in low cloud (LC) 
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columns is moved above the cloud, global average forcing would increase by about 6% (70 W/g 
with these optical properties). Recall that the absolute value of aerosol absorption used in our 
study is too low because we ignore aerosol mixing, so relative sensitivities are more robust. 
Moving aerosol from below to above cloud results in changes of only a few percent. 
Table 3.  Sensitivities of global-average BC NDRF to changes in cloud-aerosol location 
From: LC MC HC DC 
Cloud-aerosol horizontal collocationa   
Base case fraction 28% 19% 20% 3% 
10% to CS -10% 3% 5% 9% 
10% to LC  13% 15% 18% 
10% to MC   2% 5% 
10% to HC    3% 
Aerosol vertical locationb    
Base case above 75% 15% 1% 1% 
10% below to above 6% 5% 3% 1% 
aThe top portion of the table reflects move of 10% burden between column types. Percentages do not sum to one 
because a clear-sky column is not given.  
bThe lower portion shows change in global-average NDRF if 10% of BC column burden is moved from below to 
above cloud in the same type of column. Fraction of above-cloud aerosol assumed in the base case is shown for 
reference. 
In summary, exploration with the column-weighted model for global forcing yielded the 
following ranges for NDRF: -55% to 100% for BC placed at the upper and lower boundaries of 
the troposphere, which is unrealistic; -45% to 30% for extreme profiles found in a single model 
(CAM); and -10% to 25% for variability among models.  
2.5. Sensitivity using global burden distributions 
Most BC atmospheric burden lies near the surface, and the column model indicated that between 
75-80% of BC forcing comes either from clear-sky conditions or BC above low clouds. 
Therefore, low cloud fraction and the structure of the BC vertical profile within the first 3-5 km 
of the atmosphere play a crucial role in its overall forcing.  We suggested earlier that cloud-
aerosol covariance at macroscopic scales (i.e., between model grid boxes) did not produce large 
changes in aerosol forcing. However, we again consider this horizontal covariance using CAM 
burdens and cloud fields as we examine the role of dynamics in the lower troposphere. Again, 
the cloud fields in this version of CAM are poor, so we compare only relative changes caused by 
altering vertical distribution. Holding the CAM-derived column burden in each gridbox constant, 
we made different vertical profile assumptions, calculated the partitioning into column types in 
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each gridbox, and then used the weighted-column model to obtain an average global forcing. 
This is the same method discussed earlier in testing the BC/cloud covariance that produced a 
forcing of 1245 W/g for CAM. 
2.5.1. Constant Mixing (ConstMix) 
We investigated the vertical profile used in Ramanathan and Carmichael [2008], a study that 
produced one of the highest published globally-averaged forcing estimates for BC (+0.9 W/m2). 
Our purpose was to determine whether the vertical profile assumed in that study was responsible 
for a significant fraction of the high forcing. That study assumed a constant BC mixing ratio 
from the surface to 3.4 km in the tropics and 2.0 km elsewhere, with an exponential decay above 
the constant layer [Chung et al., 2005].  
2.5.2. Low-Level CAM (LLCAM) 
We also examined another profile that maintains the relative vertical profile produced by CAM 
below 650 mb, but removes BC burden above that level.  This profile has similar vertical extent 
to ConstMix, but preserves the shape of the modeled profile through 4 km altitude. 
 Both ConstMix and LLCAM profiles are closer to field campaign data than the unaltered CAM. 
The ConstMix case has a mass concentration peak about 50 mb higher than the LLCAM. This 
peak results in a higher global burden fraction above low-level clouds (16% for ConstMix versus 
14% for LLCAM).  
Average forcing is 1105 W/g for the ConstMix case, and 1060 W/g for the LLCAM case. 
Considering only forcing of BC below 4 km, the ConstMix assumption used in Ramanathan and 
Carmichael [2008] could result in a small increase in NDRF (5%) when compared with the low-
level dynamics in CAM, because there is slightly more BC above low clouds.  
However, the vertical profile predicted by CAM – and by most other global models, according to 
Koch et al. [2009]— places more BC at high altitudes (above 5 km) than the ConstMix case.  As 
shown previously, the same calculation with the unmodified CAM profile results in 1245 W/g, a 
15% increase above both low-level profiles explored here. This is approximately the bias in 
forcing caused by overestimating BC in the upper troposphere.  
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2.6. Summary and future research needs 
This study explored the contribution to global-average NDRF from enhanced forcing per mass of 
BC lofted above clouds. Even small changes in BC distribution at cloud interfaces in a fixed 
cloud field may result in a 5-10% change in global forcing. Profile diversity among current 
models results in a 40% maximum-to-minimum spread in BC NDRF.  Maximum NDRF comes 
from profiles in which significant BC is placed in the upper troposphere, in disagreement with 
observations. NDRF in individual columns within models may vary by about a factor of two 
from smallest to largest, but these are extremely localized cases within an individual model. 
Unless average vertical profile differs significantly from those observed to date, an upper bound 
in global-average NDRF uncertainty due to vertical distribution is probably closer to 25%. 
While the vertical profile chosen by Ramanathan and Carmichael [2008] leads to a small 
increased forcing in the lower troposphere through elevated BC loading at low cloud tops, it 
cannot explain why their estimate of RF (+0.9 W/m2) is more than double that of most global 
models. In fact, if all other things were equal, their NDRF should be lower than that of most 
global models, which overpredict high-level BC concentrations. 
Model diversity in vertical distribution and cloud fields influences estimated direct forcing 
values for BC. In this study, we used a simple model to explore sensitivities and show that this 
effect is not unbounded. To refine these broad assumptions and reduce the uncertainty in NDRF 
below our estimate of 25%, a rigorous analysis using three-dimensional cloud and aerosol fields 
from multiple GCMs, as well as in-situ and remote sensing of cloud and aerosol vertical and 
horizontal locations is required.  
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3. Development of a global CO emissions inventory 
3.1. Introduction 
There are multiple scientific reasons for interest in carbon monoxide (CO). First, it plays a vital 
role in global atmospheric chemistry.  CO is the largest global sink for the hydroxyl radical 
(OH), representing approximately 75% of its removal, and therefore plays a vital role in OH’s 
ability to act as the "cleansing detergent" of the troposphere [Thompson, 1992]. 
        (4)  
 
          (5)  
CO also is a key player in both ozone (O3) formation and destruction.  As seen in (5), oxidation 
can promote the formation of hydrogen peroxy radicals (HO2), which are precursors for O3 
production in a nitrogen oxide-rich (NOx-rich) environment.   
        (6)  
 
        (7)  
 
        (8)  
Conversely, in low NOx regimes, CO can lead to O3 destruction through the hydrogen oxide 
(HOx) catalytic cycle [Crutzen, 1973]. 
        (9)  
While CO is not generally considered a greenhouse gas (GHG), decreases in OH mixing ratios 
associated with increased CO can also lead to indirect increases in methane (CH4), considered 
one of the top three warming constituents of the Earth’s atmosphere [IPCC, 2007]. 
Secondly, CO can damage human health.  Studies have found that even short, limited exposure 
to ambient CO results in decreased lung function [Canova et al., 2010].  Prolonged exposure can 
cause impaired vision and coordination, headaches, dizziness, confusion, and nausea.  Acute 
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exposure to high concentrations can prove fatal.  As discussed previously, CO can indirectly 
result in ozone concentration increases, especially in areas with elevated NOx levels. 
Tropospheric ozone (smog) is implicated in a myriad of respiratory health problems in addition 
to potential crop damage and other environmental impacts [Fiscus et al., 2005]. 
Third, CO is considered to be an effective atmospheric tracer.  It has a sufficiently long lifetime 
(~2 months) in which to follow emissions from continental regions, but its lifetime is not so long 
as to allow CO to become extremely well-mixed in the atmosphere.  This gives CO the unique 
ability to be used not only to study the general transport of pollutants but also to pinpoint 
emitting regions which contribute more significantly to the global burden.   
Lastly, since CO is a byproduct of incomplete combustion, it can act as a marker for targeting 
specific emitters for improved process efficiency.  Improved efficiency of combustion would not 
only be a benefit to air quality but may also decrease the fuel needed for given processes and cut 
subsequent carbon dioxide (CO2) emissions, considered to be the most significant climate 
warming agent [IPCC, 2007]. 
Almost all CO emissions are a direct result of various combustion practices involving carbon-
containing fuels.  In complete combustion (equation (10)), all carbon in the fuel source is 
oxidized to carbon dioxide during the process. 
        (10)  
When there are insufficient quantities of combustion air or heat to result in full oxidation, CO  
may be formed (along with other incomplete combustion products including NOx and particulate 
matter (soot)).  Therefore, when investigating various fuel-burning technologies, CO emissions 
depend on the total fuel oxidation efficiency of the source.  Properly designed and maintained 
combustion systems follow equation (7), typically emitting small quantities of CO; however 
more inefficient or poorly-designed technologies can have release rates several orders of 
magnitude higher.  Observationally, for similar fuel types, older and smaller units found in less-
developed sectors typically emit more CO.  These units suffer from shorter residence times at 
high temperatures and insufficient combustion air and therefore have less time to achieve 
complete combustion relative to their newer, larger, and more controlled counterparts. 
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In this study we produce a bottom-up emission inventory of CO at the country level.  Producing 
a global inventory of CO emissions serves many purposes.  Bottom-up emission inventories 
serve to act as inputs to chemical transport models that investigate the current and future 
chemistry of the atmosphere and the subsequent environmental impacts [e.g., Dentener et al., 
2006, Unger et al., 2006].  The results from these modeling studies continue to grow in interest 
as the understanding of large-scale hemispheric transport becomes better and it becomes obvious 
that pollution at the global scale can be significantly influenced by emissions and regulations at 
regional and city levels [Akimoto, 2003]. Global inventories also serve as a vital evaluation tool 
against other forms of CO inventorying - in particular, techniques such as reverse modeling 
based on in-situ or remotely-sensed observations.  Inventory studies are also relevant in the 
design and implementation of effective mitigation strategies that seek to attain acceptable air 
quality levels as well as identify geographic regions to target with these measures [Cofala et al., 
2007].   
3.2. Methodology 
The approach used here combines estimated fuel use data with various combustion technologies 
to create a traditional inventory-based estimate of CO emissions.  This method is similar to the 
one used in other bottom-up inventories [e.g., Klimont et al., 2002, Bond et al., 2004, etc.].  
While total CO emissions are a summation of stationary combustion, industrial processes and 
mobile emissions, we focus on the former two in this document.  This is not meant to imply 
motor vehicle emissions are negligible; in fact, other inventories show they make up a significant 
fraction of the CO budget [e.g., Olivier et al., 2005].  Therefore, total emissions for each country 
(Ek) are defined as 
       (11)  
where k, l, m, n represent country, sector, fuel type, and fuel/technology combination 
respectively.  A is the activity level, either in fuel consumption or material production (kg/yr or 
units/yr), EF is the emission factor (g-CO/kg or g-CO/unit), and X is the fraction of fuel or 
material production for the sector consumed by a specific technology. 
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Previous research done by Bond et al., [2004] has provided this study with estimates of fuel 
usage and technology breakdown for many fuel and technology combinations that were 
important in estimating global BC emissions.  The focus of the present study was to properly 
develop emission factors for CO for these pre-existing fuel and technology groupings as well as 
develop additional data for other processes (e.g., iron and steel-making) that are high CO 
emitters.  In addition to compiling emission factors for existing data, this study also needed to 
define fuel usage or activity levels for processes (such as steel production) which play a role in 
CO emissions, but were not analyzed in depth in Bond et al., [2004] because of their small role 
in producing carbonaceous aerosols. 
3.2.1. Technology divisions 
A significant fraction of the fuel consumption estimates in this CO inventory are derived from 
International Energy Agency (IEA) [2004a, 2004b] data.  Various combinations of fuel and 
sectoral usage are extracted and then divided into different combustion technologies (e.g., brown 
(lignite) coal is divided into industrial, power, and residential sectors with each sector subdivided 
further—the industrial sector is divided by cyclone, fluidized bed, pulverized coal, and stoker 
combustion technologies, for example).  These technology splits are X in (11). 
Bond et al., [2004] discusses some of the advantages of using this method for estimating 
emissions.  First, the choice of each emission factor can be based on physical principles.  Second, 
differences between regions can be represented as a technological choice as opposed to different 
emission factors from the combustion of the same physical fuel.  Third, rather than adjust 
physical emission factors in a time-dependent inventory, we can apply technology splits to 
account for the overall change in emissions per unit fuel.  Lastly, high-emitting technologies 
within an individual sector can be targeted for potential mitigation, narrowing down the list of 
key contributors to atmospheric pollution. 
3.2.2. Inventory calculations 
All inventory calculations were performed in the Speciated Pollutant Emission Wizard (SPEW), 
first described in Bond et al., [2004] as the Speciated Particulate Emissions Wizard.  For this 
inventory, CO emission factors were gathered from a variety of literature sources (further 
discussed in later portions of this document) and read into one of SPEW’s databases.  Through 
the SPEW interface, the user is allowed to manually enter an emission factor for each type of 
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technology by using this list of literature-derived EFs now referenced by the program.  This 
allows the user to choose a single emission factor or a blend of multiple emission factors, if such 
data exists for a specific technology.  The program allows for the breakdown of emission factors 
by region, however, in this study the EF for a given technology was applied to all regions since, 
as discussed earlier, it is preferred to account for different emission factors through different 
technology breakdowns as opposed to regional differences in fuel combustion.  The selected 
emission factors are then combined with a separate fuel use database to produce cumulative CO 
emissions which are divisible by fuel type, technology, sector, or geographic region. 
3.2.3. Fuel usage 
Fuel usage statistics for this project have already been extensively discussed in Bond et al., 
[2004].  The primary source of fossil fuel data is the International Energy Agency (IEA) which 
publishes fuel-use data in 138 countries for 38 fuels relevant to CO emissions.  This data is 
comparable to similar fuel-use data published by the United Nations (UN) that is used in other 
inventories.  Biofuel estimates are from Fernandes et al., [2007].  These are considered the most 
up-to-date estimates of biofuel usage but are still considered “ballpark” figures.  There are a few 
reasons for low confidence in these numbers.  Biofuel usage will traditionally vary seasonally 
and fuel type may depend on what is easiest to acquire during a given time of the year.  This will 
also vary with respect to resource access, and will depend on factors such as animal ownership, 
land tenure and location, storage ability, etc.  Another factor complicating the ability to derive 
high-quality fuel use data is the multiplicity of uses for biofuels.  Aside from standard practices 
such as cooking or heating, fuel may be used for other purposes such as cooking animal feed, 
and celebrations [Bond et al., 2004].  Waste combustion figures are based on waste generation 
rates from Hoornweg and Thomas [1999] which are applied to various population densities and 
regions; open biomass burning figures were based on numerous references further described in 
detail in Bond et al., [2004]. 
In addition to the preexisting fuel use data, we have added four production sectors to the 
database.  Cement, iron, and steel production were not included in previous versions of SPEW 
because they were not considered significant contributors to the global carbonaceous aerosol 
budget.  Brick production was considered, but derived from a rough fuel use split with high 
uncertainty.  All four of these sectors are significant contributors to CO emissions and therefore 
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it was necessary to improve the resolution of our data to reflect regional differences in 
production levels and processes.  For these four manufacturing processes we used production 
statistics (e.g., number of bricks fired, mass of cement produced, etc.) as opposed to the fuel 
usage in the production process.  For many commodities, data is much easier to attain on a 
production basis (number of units of a good produced) than an energy basis (amount of fuel 
and/or energy used to produce goods) and likely more accurate.  We primarily draw on the 
Industrial Commodity Production Statistics Database from the UN Statistics Division [UN, 
2007].  While data for most countries are available for the year 2000, some countries did not 
have any production data or lacked 2000 data but had existing data points during previous or 
following years.  Countries that did not have any production data in the UN database were 
typically smaller countries and were assumed to be negligible contributors.  For the group of 
countries with data for years other than 2000 we’ve chosen to assume that their closest published 
activity level to the year 2000 (typically +/- 5 years) is approximately equal to their year 2000 
level.  While this assumption results in some uncertainty in the production measurements, results 
will showed that countries requiring these assumptions contribute very little to the global CO 
inventory.  We also use specific literature in addition to or lieu of the UN commodity data when 
available.  In particular we have adjusted brick production values for Bangladesh [CATF, 2009], 
China [Zhang, 1997], India [Singh, 2005], Indonesia [CATF, 2009], and Vietnam [Co et al., 
2009]. 
3.3. Emission factors 
Emission factors are primarily derived from published direct measurements.  We have justified 
our choices of factors in the following section.  We note that assigning a single emission factor to 
a specific technology is difficult because there can be a degree of variability within similar 
technologies which makes the average uncertain.  While many of our selections are based on 
data from multiple sources, others sometimes lack enough data to assure extreme confidence in 
the value.  While we attempt to minimize the issue of different emission factors for similar 
processes by trying to ascribe an individual factor to a highly specific fuel/technology 
combination, we emphasize that some estimates are truly “best guesses” in every sense of the 
word.  We have tried to use only primary references (actual measurements rather than reported 
measurements) in our selection process to minimize any data manipulation (i.e., conversions 
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using chemical properties, flow rates, etc.).  We should note that we lean heavily on the 
U.S.E.P.A [1996] “Compilation of Air Pollutant Emission Factors” (hereafter referred to as AP-
42), especially for many forms of stationary, industrial combustion.  While this is, by definition, 
a compilation of various sources, we accept the results for two reasons.  First, most values 
typically consist of a number of different samples taken with the same technology at multiple 
locations and times and second, it is a commonly-used database in the current inventory 
community. 
Given the relative lack of measurements existing for CO emissions, uncertainty in the estimated 
EFs is a necessary consideration.  We generally choose three separate EFs for each fuel and 
technology combination: low, central, and high values.  The low and high estimates are 
sometimes symmetric about the central value, but often they are not due to the general 
logarithmic nature of emissions, especially for highly polluting technologies.  EF uncertainty 
ranges used in this thesis are denoted as X (Y-Z) where X represents the central value and Y and 
Z the upper and lower values, respectively.  There are a few ways we estimate these boundaries.  
AP-42 provides “emission factor ratings,” which are qualitative estimates of EF confidence 
ranging from “A” (excellent) to “E” (poor).  Unfortunately, these values don’t have any numeric 
foundation and furthermore, almost all data on CO measurements are rated poorly (“C,” “D,” or 
“E”) because of the variability of CO emissions and the typically small subset of measured 
facilities.  When multiple EFs for an extremely similar technology are listed in a large dataset 
like AP-42, we use the range of these estimates as a general uncertainty range and then further 
apply interpretation of the rating based on our knowledge of the technology.  For other EFs with 
either single or multiple published sources, the uncertainty range is typically considered to be a 
blend of the upper and lower values in the literature results.  Those studies that only publish 
central values are assigned an uncertainty based on the state of knowledge of the emitting 
technology. 
3.3.1. Solid fossil fuels 
Since CO emissions depend on combustion efficiency, not only the type of coal is important, but 
the process as well. Three main subsets of coal are currently mined world-wide.  Bituminous and 
sub-bituminous, which dominate the sector, are coals with carbon contents ranging from 60-
80%.  Anthracite coal is a lustrous type of hard, compact coal with a significantly higher carbon 
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content than that of bituminous.  Brown coal is also commonly referred to as lignite, or 
sometimes Rosebud coal.  It is a soft coal, typically with a lower carbon content than both 
bituminous and anthracite and combustion characteristics that put it somewhere between the 
bituminous and peat.  Because anthracite does not make up a significant share of global coal use, 
and no apportionment between anthracite and bituminous coal is made in our fuel use data set, 
we aggregate these two types of coal (hereafter referred to as “hard coal”).  This resulted in two 
coal divisions for this study: “hard coal” and brown coal. 
Pulverized coal boilers. In pulverized coal boilers (PCBs), coal is burned relatively completely, 
resulting in much lower CO EFs than for other types of coal combustion.  Coal is pulverized to 
the consistency around that of talcum powder and injected through burners into a furnace.  AP-
42 reported a value of a 0.22 g/kg-coal for both bituminous and sub-bituminous coal and 
between 0.04 and 0.21 g/kg for lignite coal.  Streets et al. [2006] used a value of 2 g/kg-coal in a 
Chinese-specific inventory.  This upward adjusted figure was based on measurements from two 
Chinese sources that estimated emissions of 0.50-1.74 and 4 g/kg.  These measurements implied 
a degree of incomplete combustion in some PCBs in China, however, we have decided to only 
adjust the AP-42 values slightly, resulting in EFs of 0.4 (0.04-2) g/kg for both hard coal and 
lignite coal. We should note that the uncertainty range neglects the high EF of 4 g/kg cited in 
Streets et al., [2006]. Since there is no information on the quality of the data and the reference is 
secondary (acquired through a Chinese source), we have chosen to neglect the value for purposes 
of estimating EF uncertainty. It may be necessary to adjust the uncertainty range upward if 
additional measurements imply EFs above 2 g/kg are possible. 
Fluidized bed combustors. Like PCBs, fluidized bed combustors (FBCs) also have good 
combustion efficiency.  In FBCs, coal is introduced to a bed of sorbent or inert material, and then 
blown upwards by jets of air.  This allows for good mixing between the crushed coal and 
combustion air and provides for more efficient chemical reactions and heat transfer.  AP-42 
reported an emission factor of 0.075 g/kg for atmospheric fluidized bed combustors for lignite 
coal.  However, the value was higher for anthracite (0.3 g/kg) and much higher for bituminous 
and sub-bituminous coal (9 g/kg).  Streets et al., [2006] used a value of 2 g/kg citing the 
similarities between PCBs and FBCs.  We have chosen an emission factor of 0.5 g/kg (0.08-2) 
for lignite and 0.75 (0.08-5) g/kg for harder coals which are both a blend of the three estimates 
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described above. Like in the PCB EFs, we have chosen to not include the 9 g/kg estimate in the 
uncertainty range since it represents a single AP-42 EF with an “E” (poor) quality rating and is 
an order of magnitude higher than most published data. Further adjustments may be necessary if 
research implies EFs for FCB are significantly higher than those reported in AP-42. 
Cyclone furnaces. Cyclone furnaces are very similar to PCBs except the diameters of the 
crushed coal particles are typically larger than those burned in PCBs.  Coal is fed along with 
primary air into a horizontal cylindrical furnace where the smaller coal particles are burned in 
suspension and larger particles adhere to a molten layer of slag on the wall.  AP-42 estimates 
emissions in cyclones to be 0.22 g/kg for bituminous coal.  Due to the closeness of the 
combustion conditions with PCBs, we’ve chosen an EF slightly higher than this (0.4 (0.2-0.8) 
g/kg) for both lignite and hard coal as a result of the EFs and methodology used in the PCB 
discussion. 
Stokers. The combustion efficiency of automatic stokers varies widely based on the airflow and 
operating conditions.  Bituminous and sub-bituminous AP-42 stoker estimates range from 2.2 
g/kg (spreader) to 4.9 g/kg (underfeed).  The EF for anthracite stokers was slightly lower at 0.3 
g/kg.  Ge et al., [2001] estimated emissions might be as high as 15 g/kg for chain-grate stokers 
and Tsinghua University [2001] found emissions from various stokers to range anywhere from 3-
9 g/kg.  Streets et al., [2006] estimated 8 g/kg for automatic stokers in the industrial/energy 
sectors and 15 g/kg in the residential one.  We estimate 4 g/kg (0.5-10) for both industrial and 
power processes (the upper end of the AP-42 estimates range) and 10 (5-25) g/kg for residential 
stokers for both types of coal.  In addition, we assume the same EF as automatic-feed stokers for 
coal-fired rail transport with high uncertainty. 
Hand-feed stokers. AP-42 lists an EF of 123 g/kg for hand-feed stokers using bituminous coal.  
Streets et al. [2006] notes that the State Environmental Protection Administration of China 
(SEPA) lists EFs for a wide variety of residential stokers to range from 1-60 g/kg.  Therefore, we 
use a value of 100 (20-200) g/kg for all coal-fired hand-fed stokers. 
Coal stoves. Coal stoves are frequently used for heating or cooking in undeveloped or 
impoverished areas.  Zhang et al. [2000] found Chinese CO EFs to range from 11-210 g/kg-coal 
with a central value of 71 g/kg-coal.  Another study of Indian cookstoves showed similar results 
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with a central EF of 74 g/kg [Zhang et al., 1999]. Based on these numbers we selected a value of 
72 (20-200) g/kg. 
Coke. Coke broadly encompasses a group of fuels composed of the solid carbonaceous material 
derived from distillation of bituminous coal.  Coke oven coke, lignite coke, and coking coal are 
all assumed to have the same CO EF as pulverized hard coal for coking (0.4 (0.04-2) g/kg) with 
high uncertainty.  For coke oven coke, ovens which recover their emissions are assumed to have 
no CO emission to the atmosphere (0 (0-0.25 g/kg).  Residential emissions of coking coal are to 
the same as residential open burning of lignite coal. 
Coal briquettes. Coal briquettes are composed of a mixture of crushed coal and a binding or 
adhesive agent, primarily clay or peat [Oanh et al., 1999, Chen et al., 2005].  The briquette 
emission factor used in the residential sector was 48.5 (19-68) g/kg, a blend of two central CO 
factors from Zhang et al., [2000] with an uncertainty range representing the range of the 
emissions from the two sources measured.  For the industrial and power sectors a value of 14 (5-
25) g/kg [Ge et al., 2001] was used regardless of control technology. 
Peat. Peat forms in wetland bogs, moors, mires, and peat swamp forests and is an accumulation 
of partially decayed vegetation matter.   For peat burning we use an emission factor of 210 (50-
500) g/kg based on Indonesian peat fires from Christian et al., [2003]. 
3.3.2. Liquid and gaseous fossil fuels 
Liquefied Petroleum Gas. Most liquid and gaseous fuels burn completely in most stationary 
equipment; therefore they do not play a significant role in the CO budget.  For liquefied 
petroleum gas (LPG), AP-42 estimates EF of 0.9 to 1 g/kg-LPG (assuming standard density of 
517-600 kg/m3), therefore we assume a central EF of 0.95 (0.8-1.1) g/kg for this study for the 
industrial sector.  Smith et al. measured EFs of 15 g/kg [2000] and 24 g/kg [1993] for residential 
stoves.  We use a value of 20 (5-40) g/kg for the residential sector. 
Natural gas. Natural gas is a gas consisting primarily of methane.  It is typically found in 
conjunction with other fossil fuels.  It can be drawn as methane clathrates from coal beds or can 
be created by methanogenic organisms in locations such as marshes, bogs, and landfills.  
Emissions of CO from natural gas are typically small when burned in stationary equipment 
within the industry and energy sectors because the combustion is relatively efficient.  We choose 
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a central AP-42 value of 1 (0.25-3.76) g/kg in these sectors.  Combustion in residential settings is 
typically less controlled, and therefore result in higher quantities of CO released.  We estimate a 
value of 3.7 (1-20) g/kg in the residential sector based on measurements from Zhang et al., 
[2000]. 
Kerosene. Kerosene is a thin, clear liquid formed from hydrocarbons obtained from the 
fractional distillation of petroleum.  Zhang et al., [2000] found that kerosene emissions from 
cookstoves ranged from 2.37 to 10.9 g/kg with a central value of 7.4 g/kg.  We adopt 7.4 (2.35-
11) g/kg for use in residential sector in this study. 
Fuel oil. Fuel oil is another petroleum product composed of long hydrocarbon chains which is 
typically burned in a furnace or boiler for the generation of heat or used in an engine for the 
generation of power.  Fuel oil is usually broken down into six classes (1 through 6) according to 
its boiling point, composition and purpose.  Both carbon chain length and viscosity increase with 
fuel class number.  AP-42 gives CO emission factors for fuel oil of 0.6 (0.3-1.2) g/kg, so we 
have adopted this value for all fuel oil classes. 
Jet fuel and other transportation oil. Aviation CO emissions are strongly dependant on engine 
operating conditions, primary the level of thrust.  Emissions of CO are highest during taxi and 
idle when the thrust is lowest and decrease significantly during takeoff and cruise [Brasseur et 
al., 1998].  Since factors such as taxi times, runway holds, and route distance are highly variable, 
it is extremely difficult to estimate a precise EF based on fuel usage.  For both domestic and 
international aviation we assumed an EF of 0.3 (0.04-3) g/kg based on Herndon et al., [2008].  
Transportation involving heavy fuel oil such as rail and both domestic and international shipping 
were assumed to emit 0.6 (0.3-1.2) g/kg fuel oil based on AP-42. 
3.3.3. Biofuels 
Agricultural waste. Agricultural waste primarily consists of materials such straw, husks, or 
leaves left in the field after crop harvest or hulls and shells removed during additional processing 
of crop materials [Yevich and Logan, 2002].  EF’s for these materials are somewhat difficult to 
estimate provided the multitude of different crops from which the waste may come.  Agricultural 
wastes emission factors were a blend of figures from Indian [Smith et al., 2000] and Chinese 
field data [Zhang et al., 2000].  The EF chosen (75 (40-180) g/kg) was not a true average, but 
chosen as slightly below the mean because of the lower bias of three out of four of the estimates. 
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Animal waste. Dried animal waste is a commonly-used fuel in developing countries, primarily 
in rural areas.  The predominant type of dried animal dung burned comes from cattle due to its 
size and ease of acquisition, although dung from other animals such as sheep and llamas are 
sometimes used [Winterha et al., 1974].  Venkataraman and Rao [2001] found that four different 
stove types burning dung cake in India emitted between 14 and 29 g/kg.  Smith et al., [2000] 
reported values ranging from 32-60 g/kg.  We have chosen a blend of these studies and use an 
EF of 38 (15-61) g/kg. 
Fuelwood. AP-42 lists CO emissions of 5.16 g/kg for industrial wood-fired stokers.  This EF is 
applied to all industrial and power sector boilers with wood as the primary fuel source.  AP-42 
published estimates of 17.5 to 103 g/kg for heating stoves and 112.7 g/kg for fireplaces.  We 
used 52 (17-100) g/kg and 112 (40-250) g/kg respectively.  Selections for both traditional and 
improved stoves are shown in Table 4 with literature estimates that they were based on. 
Table 4.  Cookstove emission factors 
 Low Central High 
Traditional Cookstove    
Smith et al., [2000] 50.0 58.0 66.0 
Zhang et al., [2000] 19.7 58.7 111.0 
Venkataraman and Rao [2001]  11.0  
Johnson et al., [2008] 16.3 48.4 81.7 
Selected 11.0 49.5 81.0 
Improved Stove    
Joshi et al., [1989] 16.0 61.0 47.0 
Zhang et al., [1999] 48.0 78.0 122.0 
Smith et al., [2000] 64.0 89.0 139.0 
Zhang et al., [2000]  47.0  
Venkataraman and Rao [2001]  12.0  
Selected 45.0 64.5 84.0 
 
Charcoal. Charcoal can impact the CO budget during two stages of its life cycle.  Charcoal is 
produced through pyrolysis, a process which heats wood in an oxygen-depleted environment and 
drives off water and other volatile matter, leaving a residue consisting primarily of carbon.  
Andreae and Merlet [2001] found emissions associated with charcoal production to be around 70 
g/kg.   After production, charcoal is then used as a combustible fuel source, primarily for 
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cooking in developing countries.  Andreae and Merlet [2001] estimated 200 +/- 38 g/kg-charcoal 
for both industrial and residential sectors.  Smith et. al., measured EFs of 275 g/kg-charcoal 
[2000] and 230 g/kg-charcoal [1993] for residential stoves.  We have estimated a central EF of 
charcoal burning to be 220 (160-300) g/kg-charcoal from these values. 
3.3.4. Open/waste burning 
Biomass burning. Biomass burning is a key source for atmospheric CO because of the typically 
incomplete nature of the combustion that occurs.  While many fires occur naturally, fires can be 
artificially induced for purposes of deforestation, cultivation shifts and agriculture residue 
clearing [Crutzen and Andreae, 1990].  All subdivisions within the biomass/open burning 
category used the emission factors from Andreae and Merlet [2001] and are seen in Table 5.  
These factors are primarily used in other inventories as well [Olivier et al., 2005]. 
Table 5.  Open biomass emission factors 
Type of Biomass EF (g-CO/kg-fuel) a 
Crop residue 92 
Temperate 107 
Savanna 65 
Tropical 104 
aFactors from Andreae and Merlet [2001]. 
Waste. There are two primary methods of burning refuse.  Some locations burn municipal solid 
waste (MSW) at a high temperature, which reduces waste volume and generates electricity.  
Since this type of burning occurs in populated areas, it is typically highly controlled and the 
combustion properties are closely monitored to minimize pollutant emissions.  In some areas, 
waste may be openly burned if collection and disposal is unavailable or inconvenient.  Under 
these conditions, waste is primarily piled in a dump or other open area and lit on fire.   
One of the major problems with developing accurate emission factors for this process is the 
variations in the composition of the combusted waste.  AP-42 publishes numerous emission 
factors for municipal and medical waste burning that range from a minimum of 0.02 g-CO/kg-
waste to 150 g/kg depending on the process controls and components of the waste.  We have 
ascribed a value of 5 (0.05-20) g/kg to controlled municipal waste burning around the globe.  For 
dump and other open burning, emissions are an order of magnitude higher.  AP-42 estimates 42 
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(10-100) g/kg and 58 (20-120) g/kg from both respectively and since other published emission 
factors for open waste burning are lacking we chose to use these with the caveat that these values 
are highly uncertain. 
3.3.5. Brick production 
Brick and cement-making in developing countries represent a significant contribution to regional 
CO budgets because they are primarily managed by small-sized township businesses.  As 
discussed earlier, smaller facilities tend to be less efficient because of lax regulation and lack of 
investment capital to develop or purchase newer technology.  Output levels are typically smaller 
at these locations, which can mean technology considered obsolete for high-yielding businesses 
are still viable for small, rural outfits.  Recent work has indicated that these industries might 
contribute almost 20% of the total CO budget in China and over 50% of the CO emissions from 
the Chinese industrial sector [Streets et al., 2006].  However, even though it is becoming clearer 
that this sector contributes non-trivially to the global CO budget, little is known about production 
totals and kiln types in these regions.  For this reason, we chose to pay special attention to these 
industries in an attempt to better quantify the breakdown and potential emissions from the 
region. 
There are two main classifications of kilns, intermittent and continuous.  Intermittent kilns are 
fully heated and cooled each time an individual batch of bricks is fired.  Bricks are stacked and 
loaded before the kiln is heated.  After firing, the kiln is fully cooled to allow for removal of 
bricks.  Continuous kilns are constantly heated at all times.  In these types of kilns, a firing zone 
is moved through a stationary bed of bricks or a bricks are loaded onto a conveyor system which 
brings them through a stationary firing zone.  These kilns are more efficient than intermittent 
ones because heat produced by combustion is reused to preheat incoming bricks and warm the 
air entering the combustor [ILO, 1984].  Figure 9 describes the time evolution of brick 
production methods (discussed in the following section) in conjunction with their specific fuel 
efficiency. 
3.3.5.1. Intermittent kilns 
Clamp kilns.  Clamp kilns are the most basic form of kiln since they require no actual structure 
be built.  Previously fired bricks are laid out in a checkerboard fashion upon a large, flat, 
horizontal surface.  A combustible material (wood, coal, coke, etc.) is used to fill in the spaces 
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between these bricks, and green bricks interspersed with additional fuel are stacked above this 
material.  Typically, a small number of holes (referred to as the “eyes” of the clamp) are formed 
at the base of the clamp which allow for initial ignition, seen in Figure 4.  The sides of a clamp 
are sloped for stability, and the exposed surfaces are typically be covered with tightly packed 
fired bricks to contain the available heat as well as keep moisture and wind from affecting the 
internal firing conditions.  In many clamp kilns, waste combustibles are mixed with the clay in 
the physical brick structure.  This material helps reduce to amount of primary fuel needed for 
firing and also allows both internal and external heating of the bricks.  These materials usually 
don’t exceed 5-10% by volume; otherwise the structural integrity of the brick may be 
compromised through increased porosity. 
 
Figure 4.  Clamp brick kiln schematic 
[ILO, 1984] 
Scove and Scotch kilns. Scove kilns are very similar to, and commonly mistaken for, clamp 
kilns.  If the fuel (such as large logs, etc.) cannot be easily spread as flat layers or is not sufficient 
enough to last for the entire firing process as in the clamp kiln, small tunnels are opened through 
the bottom layers of the kiln.  These tunnels allow for bulkier fuel sources (primarily biomass) to 
be used as well as additional fuel injection later as needed [ILO, 1984].  Rather than stacking 
fired bricks on the exterior, walls are typically “scoved” (covered with mud or plaster) to isolate 
the brick firing from the exterior elements and retain heat [GATE, 1995a].  The Scotch kiln is 
essentially the same as the Scove, except the lower layers of the kiln are permanently built with 
fired bricks set in mortar. 
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Figure 5.  Schematic of a scove kiln 
Note the large tunnels where fuel is set up as well as the “scoved” walls to contain heat created by the firing process.  
[ILO, 1984] 
3.3.5.2. Continuous kilns 
Hoffmann kiln. The Hoffmann kiln (sometimes referred to as the annular kiln) was first 
developed in 1858 by German Friedrich Hoffmann.  This kiln is either a circular or elliptically 
shaped tunnel which consists of a primary fire passage which is surrounded on both sides by 
multiple smaller chambers that contain stacks of green bricks.  The dimensions of a typical 
Hoffmann kiln are rather variable, but as a size estimate, kilns in Bangladesh average 
approximately 120-160 meters by 18 meters [Gomes and Hossain, 2003].  A continuously 
burning fire is initiated in the fire passage which fires the adjacent bricks through openings 
between the fire passage and the brick chambers; this zone of active firing can be moved forward 
(around) the kiln by dropping fuel through pre-cut holes in the roof [ILO, 1984]. 
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Figure 6.  Early Hoffman kiln 
[ILO, 1984] 
The structure of the Hoffmann kiln is such that hot gases from the primary firing zone are 
funneled forward into the rooms which contain bricks that are scheduled to be fired next.  In this 
way, bricks can be pre-heated and dried using waste heat from the actual firing; resulting in a 
basic counter-current heat exchanger which dramatically improves on fuel efficiency relative to 
periodic kilns [ILO, 1984].  Further openings between the outside of the kiln and the brick 
chambers allow fired and cooled bricks to be removed and green bricks to be installed to be dried 
and fired in the next cycle. 
Habla kiln. Developed in 1927, the Habla (or zig-zag) kiln is essentially a Hoffman-type kiln 
where the effective tunnel length is increased by the placement of green bricks inside the 
chambers to form a zig-zag pattern [ILO, 1984].  This increases the capacity of the kiln relative 
to a Hoffmann style of similar size.  It also aids in gas -brick heat exchange and increases fuel 
efficiency [Gomes and Hossain, 2003].  One drawback of the Habla kiln is the necessity for a fan 
(and therefore electric power) since the chimney is unable to provide enough draft to draw air 
through the entirety of the longer tunnel [ILO, 1984]. 
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Figure 7.  Design of a Habla (zig-zag) kiln 
[ILO, 1984] 
Bull’s trench kilns. Bull’s trench kilns (BTK) are constructed of either a circular or elliptical 
trench that is dug into the ground.  Approximately half of the trench is filled with green bricks 
that are stacked in a lattice fashion to maximize airflow between the brick during the firing 
process.  Additional fired bricks, ash, and brick dust are added on top of the green bricks to seal 
the firing zone [Gomes and Hossain, 2003].  In movable chimney BTK (MCBTK), one or more 
chimneys are placed on top of the roof and progressively moved around the trench to coincide 
with the firing zone, which, like the Hoffmann kiln, is moved by dropping fuel (coal, biomass, 
etc.) through various holes in the roof.  In a fixed chimney BTK (FCBTK), a central chimney is 
constructed out of bricks and connected to the trench by various flues that can be opened or 
closed depending on the location of the firing zone.  FCBTK are generally considered to be more 
efficient despite higher initial costs and further efficiency can be gained through improved coal 
feeding techniques, use of internal fuel, and prevention of air leakage [CATF, 2009]. 
33 
 
 
Figure 8.  Design of a MCBTK 
The two chimneys are moved around the ring of the structure as the brick firing zone moves.  [ILO, 1984] 
 
Vertical shaft brick kiln. Vertical Shaft Brick Kilns (VSBKs) were developed in China in the 
1960’s.  One or multiple vertical shafts are loaded with fuel and green bricks at the top.  This 
brick/fuel combination slowly moves downward through a centered firing zone with fired bricks 
unloaded at the bottom.  These kilns are considered to be extremely efficient since the shaft is 
well-insulated so as to minimize heat loss and create a significant enough draft for complete 
combustion of the fuel in the firing zone [GATE, 1995b].  Recent attempts to introduce VSBKs 
in increased numbers in Nepal, Bangladesh, Afghanistan, Pakistan and Vietnam have met with 
mixed success, although overall VSBK brick production has not increased significantly [CATF, 
2009]. 
Modern tunnel kiln. Modern tunnel kilns (sometimes called “railroad kilns”) were developed in 
the early 1920s [Richie, 1980] and rapidly became the primary kiln in developed countries by the 
latter half of the century [Ray, 1989].  These highly-automated kilns move bricks through a long, 
stationary firing tunnel; and operate much more efficiently than previously discussed brick-firing 
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methods [CATF, 2009].  However, their high capital costs combined with tremendous output 
make them financially prohibitive and unnecessary for small-scale operations in developing 
countries, therefore, they continue to hold only a small share of brick-producing industry outside 
of North America and Europe. 
 
Figure 9.  Progression of brick kiln technology 
3.3.5.3. Emission factors 
There is a significant lack of field study regarding pollutant emissions from brick kilns, 
especially CO.  Studies compiled by the United States EPA put EFs of modern tunnel kilns 
between 0.36-0.71 g/kg-brick (0.8 to 1.6 g/brick, assuming 2.2 kg/brick) produced depending on 
fuel type.  Le and Oanh [2009] found CO emissions from two Vietnamese FCBTKs to range 
from 6.35 to 12.3 g/brick.  Emissions from basic scotch kilns burning biomass in Latin America 
were found to range from 25 to 55 g /kg-fuel (12.9 to 27.9 g/brick) [Christian et al., 2009].  
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Streets et al., [2006] estimated a CO release rate of approximately 150 g/kg-coal (37.5 g/brick) in 
Chinese Hoffman style-kilns. 
There are many issues with determining appropriate emission factors for brick-making on a unit 
production basis.  Emissions depend on both kiln type and fuel type.  However, there are 
significant gaps in the appropriations of both of these variables to overall brick production; 
especially in developing countries.  For the purpose of this study we have grouped all kilns 
discussed above into three types: intermittent (clamp, scotch, scove), early-continuous (Hoffman, 
BTK, VSBK, Habla) and modern-continuous (tunnel).  We further subdivide each of these into 
three fuel type categories: coal-fired, biomass-fired, and natural gas-fired.  The estimates of 
emission factors for these groups are shown in Table 6. 
Table 6.  Emission factors for brick production 
g-CO/brick Intermittent Early-continuous Modern-continuous 
Coal 15.1 (10-80) 11.5 (5-40) .8 (.2-5) 
Biomass 25 (15-100) 15 (5-40) 1.7 (.2-5) 
Natural Gas 20 (10-80) 13.1 (5-25) 1.1 (.2-5) 
 
To obtain specific emissions for individual countries we need to select a fuel type and weight the 
emission factor by the amount of the nation’s production that took place in each group of kilns 
during the year 2000.  As stated above, three main fuel sources are used to fire brick kilns: solid 
fossil fuels (coal), liquid or gaseous fuel, (oil, natural gas) or biofuels (e.g., wood, agricultural 
wastes).   Information regarding fuel use apportionments is sorely lacking at the continental level 
let alone for individual countries.  For this reason, we have defined a single brick kiln fuel source 
for each country.  Most modern countries (e.g., United States, Canada, OECD Europe) have 
transitioned to oil or gas-fired kilns.  We have also assumed this fuel-source for Eastern Europe, 
the former USSR, and the Middle East (including Egypt [CATF, 2009]) as well as Australia and 
New Zealand.  Coal-fired kilns are mainly found in East Asia, and nearly all kilns in China are 
fired in this manner [Zhang, 1997].  Bangledesh, Nepal [CATF, 2009], Vietnam [Co et al., 2009] 
and India [Singh, 2005] also predominantly use coal as a fuel source.  The remainder of the 
countries in Africa, South East Asia, and Central/South America were assumed to use biofuels 
[e.g., Christian et al., 2010]. 
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Splits of production by kiln type are even harder to determine from existing literature.  We have 
adopted a 5/95/5 (Intermittent, Early Continuous, Modern Continuous) split for China [Zhang, 
1997] and applied it to Bangladesh and Nepal.  We also use a 30/70/0 split for India [CATF, 
2009], a 67/33/0 split for Indonesia, the Philippines, and Vietnam [Co et al., 2009].  We assume 
a 10/80/10 split for other Asian, African, Middle Eastern, and Latin American countries based 
partly on data in CATF, [2009], although with high uncertainty.  We assume a 0/50/50 split for 
Eastern Europe and 0/3/97 split for the remainder of the developed world [Ray, 1989 and Richie, 
1980].  The one exception is the United Kingdom, which maintains a higher fraction of early-
continuous kilns due to demand and specific clay type in the region [Ray, 1989]. 
3.3.6. Cement production 
Cement-making is a marginally more industrialized process than brick-making. Cement is made 
by combing a mixture of limestone and other materials pyroprocessed in a kiln (clinker) with 
gypsum and other additives [Price and Galitsky, 2006].  Worldwide cement production is 
currently dominated by China and India, which represented 34% and 8% of the global cement 
output in 2000, respectively, figures which grew to 50% and 6% in 2009 [US Geological Survey, 
2010]. 
There are two types of kilns used for the production of clinker: vertical shaft kilns and rotary 
kilns.  Shaft kilns consist of large, vertical drums with a gravity-fed mixture of raw material and 
fuel travelling downward.  Decomposition of calcium carbonate in the feedstock releases CO2 
which is reacted with C to form CO [Streets et al., 2006].  Rotary kilns have a longer and wider 
drum that is primarily oriented horizontally, where raw material enters at a slightly elevated end 
and travelling slowly through the kiln as it rotates while fuel is blown in at the lower end.  Kilns 
are primarily fired with fossil fuels, including coal, petroleum coke, natural gas, and crude oil 
[Worrell et al., 2001].  Waste, including hazardous materials (paint solvents, metal cleaning 
fluids, electronic industry waste, etc.) and tires are sometimes used as supplemental fuels 
[Gabbard and Gossman, 1990]. 
Using Chinese sources, Streets et al., [2006] found shaft kiln EFs to be 20-30 g/kg-cement, 
which they estimated as roughly equivalent to 110-175 g/kg-coal using the conversion factor of 1 
kg-cement = 5.4 kg-coal.  Rotary kiln EFs have been found to be much lower.  Canpolat et al., 
[2002] found CO emissions to be 1.86 g/kg-cement, equivalent to 10.2 g/kg-coal.  Commonly 
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referenced published values range from 2.2 g/kg-coal [Corinair, 1996] to 12.1 g/kg-coal [Lorber, 
1997], although Streets et al., [2006] summarized that values might be as high as 32 g/kg-coal in 
some extreme cases.  We have chosen 25 (10-40) g/kg-cement for shaft kilns and 1 (0.25-8) 
g/kg-cement for rotary kilns.  While there are likely minor variations in EF with separate fossil 
fuel types, such breakdown does not currently exist, so we have decided to assume a general 
fossil fuel source with the emission factors described above since they are defined on a unit 
production basis.  This assumption is aided by the fact that the primary fuel source in Asian shaft 
kilns is coal and it is these kilns that will dominate the global inventory.  Any change of a rotary 
kiln EF by a factor of 2 or 3 will still be negligible in the overall CO burden. 
 
Figure 10.  Progression of cement kiln technology 
Like brick kilns, we need to determine appropriate production splits between rotary and shaft 
kilns in a given country to properly weight the activity for use in the inventory.  Data indicates 
that cement produced in the West is primarily done through low-emitting rotary processes while 
the “obsolete” shaft technology [Sigurdson, 1976] is still used in developing countries that lack 
the infrastructure to transport raw materials or cement [Worrell et al., 2001].  Most shaft kilns 
can be found in China and India, where small scale local cement plants are preferred because of 
the lack of infrastructure, lack of capital, and power.  In India, shaft kilns represent a growing 
part of total cement production and established almost 10% of the 1996 production capacity 
where in China that number was 87% in 1995 [Worrell et al., 2001].  That number decreased to 
around 75% in 2000, and research indicates it may have fallen further in recent years [Price and 
Galitsky, 2006].  Given these numbers, we assume a 75/25 (shaft/rotary) split in China, a 10/90 
split in India and the remainder of Asia and Africa, a 5/95 split in Eastern Europe, the former 
USSR, the Middle East, and Central/South America with a 0/100 split in the remainder of the 
developed world.  Like with bricks, the applications of these splits represent best guesses, 
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although as discussed in the results the production from most regions outside of China and India 
are fairly negligible in the overall CO budget. 
3.3.7. Iron and steel production 
If not properly designed, facilities used in iron and steel-making can also release large quantities 
of CO.  Iron is produced in blast furnaces through the reduction of iron-containing materials with 
hot gases.  The primary chemical mechanism required CO and is as follows: 
        (12)  
Far less than 100% of the CO formed for the reduction process is processed into CO2 through 
initial reactions with iron; although, in modern factories, the gases are almost fully recycled so 
the amount of CO that eventually reaches the atmosphere is essentially zero.  However, in 
developing countries, poor technology results in sub-optimal blast furnace gas recycling and 
significant quantities of CO-laden gas are released to the atmosphere.  Streets et al., [2006] cites 
data from Huang [2004] which shows that 40.5 CO g/kg-iron are released to the atmosphere 
when 91% blast furnace gas is recycled.  We therefore have assigned an EF of 450 (100-1000) 
g/kg-iron for zero capture of the blast furnace gas.  This number is quite large, although most 
data suggests that even the worst emitting countries capture a significant fraction of this gas. 
Two types of steel-making technology dominate the market today, basic oxygen furnaces (BOF) 
and electric arc furnaces (EAF).  Like pig iron production, CO emissions from the steel-making 
industry primarily result from uncaptured and unrecycled furnace gas.  AP-42 lists EFs for BOF 
and EAF of 69 and 9 g/kg respectively, while Streets et al., [2006] estimated a value of 87 g/kg 
for BOF.  We used a value of 78 (50-120) g/kg for BOF and 10 (5-20) g/kg for EAF.  Although 
the amount of steel produced in BOF have decreased steadily in the last quarter of the 20th 
century, especially among developed countries, it continues to hold the dominant market share 
with BOF representing about 60% of total global steel production in 2000 [Smil, 2006].  We have 
chosen to adopt a 50/50 (BOF/EAF) split for the United States, Europe, and other developed 
countries [Smil, 2006], an 85/15 split for China [Streets et al., 2006] and the rest of Asia except 
Japan (70/30, [Smil, 2006]), and 75/25 for the remainder of the world.  While we have high 
confidence in the apportioned split in developed countries given the quality of data, uncertainty 
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typically grows with increasing BOF fraction, and is extremely high in undeveloped areas where 
data regarding production methods is significantly lacking.  
We were unable to find literature that provided definitive estimates of furnace gas recycle ratio 
in most countries.  It is generally assumed that modern facilities either flare CO at exhaust 
(converting to CO2) or reuse the combustion gas until the CO is exhausted.  Therefore, in the 
United States, Canada, Europe, Japan, and other developed nations, we assume a 99.9% capture 
efficiency for gases in both the iron and steel industries.  For Eastern Europe, the former USSR, 
the Middle East and Latin America we assume 97% recycle efficiency of hot gases in iron blast 
furnaces and 95% in steel furnaces.  For the remainder of the world, including China, India, 
South East Asia, and Africa we ascribe a 91% recycle ratio for iron and 38% recycle ratio for 
steel furnaces.  The latter were the estimates used in Streets et al., [2006] for their Chinese 
emission inventory.  Given the limited resources that attempt to quantify recycle ratios in 
developing countries (expected to be lowest and of most significance to the global CO burden), 
all of these numbers come with an extremely high degree of uncertainty.  A goal of future 
research should be to provide accurate furnace gas recycle ratios for a model of this type. 
3.4. Results 
3.4.1. Inventory estimates 
Calculated emissions of CO from stationary sources by world region are summarized in Table 7.  
We estimate that 72.6 (28.7-167.2) Tg are from fossil fuel combustion, 133.6 (92-238.8) Tg from 
biofuels, 0.11 (0-0.3) Tg from controlled waste burning, and 479.7 (342.5-850.0) Tg from 
biomass or dump/open burning. 
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Table 7.  Regional breakdown of stationary CO emissions (Tg/yr) by fuel type 
Region Fossil Fuel Biofuel 
Biomass/Open 
Burning Waste Total Uncertainty 
USA/Canada                2.2 2.3 20.8 0.1 25.3 (12.9-60.2) 
Central America           0.5 2.9 16.3 0.0 19.6 (14.1-33.8) 
South America             1.2 6.7 117.1 0.0 125.0 (86.6-225.3) 
OECD Europe               2.2 3.4 9.2 0.0 14.9 (9.8-30) 
Eastern Europe            2.1 1.7 0.9 0.0 4.7 (2.9-8.4) 
Former USSR               4.4 7.1 17.9 0.0 29.3 (13.6-67.7) 
Middle East               1.8 0.0 1.4 0.0 3.3 (1.9-7.2) 
Africa                     1.2 27.3 205.0 0.0 233.4 (195.9-331.6) 
South Asia                7.9 28.1 17.9 0.0 54.0 (30.3-117.9) 
East Asia                 44.5 35.8 18.8 0.0 99.0 (56.9-215) 
South East Asia           3.7 17.5 31.7 0.0 52.8 (38.7-95.2) 
Japan                      0.8 0.1 0.2 0.0 1.1 (0.6-3) 
Oceania                   0.2 0.6 22.6 0.0 23.3 (9.2-61.2) 
Total 72.6 133.4 479.7 0.1 685.9 (473.3-1256.4) 
Uncertainty (38.7-167.2) (92-238.8) (342.5-850) (0-0.3) (473.3-1256.4)  
 
For the remainder of this document, we have adopted the vehicular emissions from EDGAR for 
comparing this study’s totals.  While we did not focus explicitly on these emissions, there is 
universal agreement that they play a significant role in the total CO budget of the atmosphere.  
This increases the total CO from fossil fuels to 272.3 Tg.  Biofuel emissions are only increased 
by 0.3 Tg, primarily due to vehicles powered by biofuels in Latin America. 
  
Fossil fuel (stationary) are fossil fuel emissions estimated by this study, fossil fuel (mobile) emissions are taken 
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Figure 11.  CO emissions by fuel type 
from EDGAR v3.2 FT2000. 
Figure 12.  CO emissions by region 
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It is clear that open burning is the largest contributor to global CO emissions.  As seen in Table 
8, the majority of these emissions come from Africa (205 Tg, 43% of all open burning) and 
Latin/South America (133 Tg, 28%).  Savanna burning is the primary CO emitter on the African 
subcontinent, where tropical fires and deforestation drive emissions in South America.  South 
East Asia contributes about 31 Tg (6.6%) of the global open burning budget, while no other 
single region emits more than 22 Tg.  These percentages are strikingly similar to those estimated 
in the black and organic carbon inventories of Bond et al., [2004] further emphasizing the strong 
link between CO and incomplete, uncontrolled combustion. 
Table 8.  Regional breakdown of open-burning CO emissions (Tg/yr) 
 
Tropical 
Forest Savanna 
Ag 
Residue 
Temperate 
Forest Waste Total Uncertainty 
USA/Canada                0.0 0.0 2.0 18.6 0.1 20.8 (10.8-48) 
Central America           14.8 0.5 0.9 0.0 0.0 16.3 (11.7-28.5) 
South America             60.9 52.5 3.6 0.0 0.1 117.1 (80.9-212.4) 
OECD Europe               0.0 0.1 0.9 8.0 0.1 9.2 (5.3-20.1) 
Eastern Europe            0.0 0.0 0.6 0.2 0.1 0.9 (0.6-1.8) 
Former USSR               0.0 0.0 2.2 15.5 0.2 17.9 (7-46.9) 
Middle East               0.5 0.0 0.9 0.0 0.0 1.4 (0.7-3.6) 
Africa                    46.2 151.9 6.7 0.0 0.1 205.0 (171.3-294.1) 
South Asia                7.3 0.7 9.9 0.0 0.1 17.9 (8.5-46.6) 
East Asia                 1.9 4.9 10.0 1.8 0.2 18.8 (14-32.6) 
South East Asia           24.7 3.9 3.0 0.0 0.0 31.7 (22.9-55.2) 
Japan                     0.1 0.0 0.2 0.0 0.0 0.2 (0.1-0.9) 
Oceania                   2.2 17.5 2.8 0.0 0.0 22.6 (8.9-59.3) 
Total 158.6 232.2 43.7 44.3 1.0 479.7 (342.5-850) 
Uncertainty (116.6-267.5) (178.8-371.4) (24.7-105.6) (21.9-102.7) (0.6-2.8) (342.5-850)  
 
Biofuel combustion is the next largest contributor with the majority of emissions coming from 
the residential biofuel sector (130 Tg).  This is dominated by the combustion of wood (80.5 Tg) 
with lesser contributions from agricultural wastes (38.5 Tg), charcoal (8.1 Tg) and animal wastes 
(2.8 Tg).  Regionally, the highest emissions came from the Asian continent, which between the 
three sub-regions (East, South and South East Asia) shown in Table 9, contributed 80.4 Tg 
(61.8%) of all emissions.  Wood-burning dominated emissions from South and Southeastern 
Asia, while China and the rest of East Asia produced most residential CO from agricultural 
wastes.  Africa contributed 25.6 Tg (19.7%) of the emissions, underscoring the strong emission 
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signal from undeveloped regions.  By contrast, North America (United States and Canada) and 
Europe only represented about 6% of global residential biofuel CO emissions combined. 
Table 9.  Regional breakdown of residential biofuel CO emissions (Tg/yr) 
  Animal 
Waste 
Crop 
Residue 
Fuelwood Charcoal Total 
USA/Canada 0.0 0.0 1.7 0.0 1.7 
Central America 0.0 0.0 2.5 0.2 2.7 
South America              0.0 0.0 2.9 3.3 6.2 
OECD Europe               0.0 0.0 3.2 0.0 3.2 
Eastern Europe             0.0 0.0 1.7 0.0 1.7 
Former USSR               0.0 0.0 7.1 0.0 7.1 
Middle East                0.0 0.0 0.0 0.0 0.0 
Africa                     0.0 3.9 19.9 3.2 27.0 
South Asia                 2.8 5.7 18.5 0.6 27.7 
East Asia                  0.0 24.2 11.5 0.0 35.8 
South East Asia            0.0 4.7 10.9 1.6 17.2 
Japan                      0.0 0.0 0.0 0.0 0.1 
Oceania                    0.0 0.0 0.5 0.0 0.5 
Total 2.8 38.6 80.5 8.9 130.9 
Uncertainty (1.3-5.7) (19.5-102.6) (51.6-137.9) (6.8-12.9) (79.2-259.1) 
 
Fossil fuel combustion (including adopted vehicle emissions from EDGAR) emits 272.4 Tg/yr.  
If we separate mobile emissions and instead focus on stationary fossil fuel emissions we estimate 
a global CO release of 73.7 Tg in the year 2000.  These are primarily driven by emissions from 
China and the rest of East Asia which account for over half (45.2 Tg/yr) of the global CO 
emissions from non-vehicle fossil fuels.  Emissions in both the industry sector and residential 
sector are significantly higher than those in other regions around the world, with East Asia 
contributing more than half of the CO emissions from domestic fossil fuel combustion.  This 
result emphasizes the need to improve the quality of residential combustion equipment (e.g., 
cookstoves, etc.) in the region as a manner for improving air quality in those areas. 
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Table 10.  Stationary fossil fuel emissions by region and sector (Gg/yr). 
 Industrial Power Residential Total Uncertainty 
USA/Canada                0.8 0.7 0.7 2.2 (1.3-5.9) 
Central America           0.2 0.0 0.2 0.5 (0.2-1.1) 
South America             0.9 0.0 0.3 1.2 (0.6-2.6) 
OECD Europe               0.9 0.3 1.0 2.2 (1.7-4.7) 
Eastern Europe            0.6 0.2 1.3 2.1 (1.2-3.6) 
Former USSR               1.8 0.4 2.2 4.4 (2.2-8.1) 
Middle East               1.3 0.1 0.4 1.8 (1.1-3.6) 
Africa                     0.6 0.1 0.4 1.2 (0.6-2.9) 
South Asia                5.9 0.2 1.8 7.9 (4.3-21.6) 
East Asia                 33.1 0.8 10.6 44.5 (22.6-96.7) 
South East Asia           3.3 0.1 0.3 3.7 (2.3-14.1) 
Japan                      0.3 0.1 0.4 0.8 (0.5-1.8) 
Oceania                   0.1 0.1 0.0 0.2 (0.1-0.4) 
Total 50.0 3.0 19.6 72.6 (38.7-167.2) 
Uncertainty (24-125.4) (1.7-8.4) (13-33.5) (38.7-167.2)  
 
A significant fraction of East Asian emissions also come from the industry sector; specifically 
brick, cement, iron and steel production emissions are estimated at 8.4, 11.5, 5.3, and 6.2 Tg/yr 
respectively. These numbers dwarf emission totals from the same processes elsewhere in the 
world as seen in Table 11.  CO emissions from brick, cement, iron, and steel production by 
region (Tg/yr) due to the sheer magnitude of the commodity production in China and the rest of 
East Asia as well as the generally inefficient and high-emitting nature of the technology used in 
this production. 
  
45 
 
Table 11.  CO emissions from brick, cement, iron, and steel production by region (Tg/yr) 
Commodity  Brick  Cement Pig Iron Steel Total 
Fuel Type Coal Biofuel Oil/Gas     
North America             0.0 0.0 0.0 0.1 0.0 0.0 0.1 
Central America     0.0 0.0 0.0 0.1 0.0 0.0 0.2 
South America             0.0 0.0 0.0 0.2 0.4 0.1 0.7 
OECD Europe               0.0 0.0 0.0 0.2 0.0 0.0 0.3 
Eastern Europe            0.0 0.0 0.1 0.1 0.3 0.1 0.5 
Former USSR               0.0 0.0 0.2 0.1 1.0 0.3 1.6 
Africa                     0.0 0.0 0.0 0.2 0.3 0.5 1.2 
Middle East               0.0 0.0 0.1 0.2 0.1 0.1 0.6 
South Asia                3.1 0.0 0.0 0.4 0.9 1.1 5.6 
East Asia                 8.4 0.0 0.0 11.5 5.3 5.4 30.6 
South East Asia           2.3 0.1 0.0 0.3 0.0 0.4 3.2 
Japan                      0.0 0.0 0.0 0.1 0.0 0.0 0.1 
Oceania                   0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Total 13.8 0.2 0.4 13.6 8.5 8.1 44.6 
Uncertainty (6.7-53.6) (0.1-0.5) (0.2-1.0) (5.3-29.0) (1.9-29.0) (6.1-12.6) (20.2-115.7) 
 
3.4.2. Comparison with other inventories 
Few global, present-day, bottom-up CO inventories exist.  The one most comparable to this 
study is probably the Emissions Database for Global Atmospheric Research (EDGAR) which is 
developed jointly by the European Commission JRC Joint Research Centre and the Netherlands 
Environmental Assessment Agency [Olivier et al., 2005].  While the dataset is now on version 
4.0, CO emissions have not been published yet.  Therefore, when comparing with EDGAR, we 
focused on the v3.2 FastTrack 2000 (FT2000) data set instead.  This data set also breaks down 
2000 CO emissions into regional components by tech sector, which allows for a more detailed 
comparison. 
The EDGAR v3.2 global CO emissions are 1076 Tg/yr, which is approximately 20% higher than 
that estimated in this study of 885 Tg/yr.  Breakdown in emissions by region and fuel type are 
show in Figure 13 and Figure 14, respectively. Fossil fuel emissions are generally similar 
between the two inventories (EDGAR: 277.6 Tg/yr, this study, 272.3 Tg/yr).  Biomass burning 
emissions are also in good agreement.  EDGAR estimates approximately 12% more CO 
emissions than our study here.  This figure drops to less than 7% if we adopt EDGAR’s estimates 
for high-latitude grassland burning, a category not included in the fuel use estimates with SPEW. 
 Figure 13.  Comparison of regional CO EDGAR 
 
Figure 14.  Comparison of CO emissions from EDGAR and this study by fuel type.
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emissions with those in this study.
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From Figure 14 it is clear that the largest discrepancy in total CO emissions comes from biofuel 
use, in particular the residential biofuel sector, where global CO emissions from this study was 
approximately 54% (130 Tg vs. 270 Tg) of the most recent EDGAR estimates.  Since fuel use 
data for the EDGAR database isn’t published, we used appropriate calorific and stoichiometric 
ratios to attempt to back out fuel use from EDGAR’s carbon dioxide emissions by the following 
formula. 
           (13)  
where 0.5 is the approximate normalized carbon content in biomass and 3.67 is the 
stoichiometric ratio between CO2 and C.  The factor of 10 is due to the assumption by EDGAR 
that “the CO2 emissions from biofuel combustion B10-B40 have been reported assuming a 
'unsustainable' fraction of 10%; i.e. assuming that 10% was produced in a non-sustainable way: 
actual combustion emissions of CO2 are 10 times as high (when neglecting incomplete 
oxidization products)” [Olivier et al., 2005].  Using this method, fuel usage in this study is 
approximately 84% (2269 vs. 2700 Tg) of the total fuel usage estimated for the EDGAR 
inventory.  This implies a discrepancy in the emission factors (with those used in the 
development of EDGAR being higher than those estimated in this paper) is the primary driver in 
these differences.  Our estimate of stationary, contained combustion (not including on-road 
emissions or open burning) of 203 Tg/yr is significantly lower the 353 Tg/yr produced by the 
International Institute for Applied Systems Analysis (IIASA).  As with EDGAR v3.2., the 
primary source of this difference is in the residential combustion sector.  Our global estimates of 
industrial emissions, including cement and iron/steel production are in good agreement (IIASA, 
personal communication, 2010).   
A bottom-up estimate of Chinese CO emissions was recently produced by Streets et al., [2006].  
Our numbers also compare favorably with this estimate.  Streets et al., [2006] estimated 
residential Chinese CO emissions to be 48.2 Tg/yr while this study estimates 44.9 Tg/yr.  As 
seen in Table 12, the estimates of CO from power generation and industries are higher in their 
study; although this is likely caused by our more conservative emission factor estimates.  
Biomass burning estimates are nearly the same because we use identical emission factors and 
extremely similar biomass burning estimates [Streets et al., 2006]. 
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Table 12.  Comparison of Chinese CO emissions with Streets et al., [2006] 
Sector  Streets et al., [2006] This study 
Residential Fossil Fuels 8.8 9.8 
 Agricultural Waste 28.3 23.9 
 Wood 11.1 11.2 
Power Fossil Fuels 1.9 0.3 
Industry Fossil Fuels 4.8 2.6 
 Brick 12.9 8.4 
 Cement 13.9 11.3 
 Iron 5 5.3 
 Steel 5.5 5.3 
 Other 9 0 
Biomass burning  15.7 15.7 
Total Non-Vehicle  116.9 93.8 
 
There have been other estimates of CO emissions derived from various top-down studies.  
Arellano et al., [2004] used an inverse modeling approach with MOPITT (Measurements of 
Pollution in the Troposphere) data and estimated global CO emissions due to fossil fuel and 
biofuel (FF + BF) use to be between 782 and 960 Tg/yr and CO from vegetation fires (BB) to be 
between 486 and 633 Tg/yr.  A similar modeling study estimated emissions from fossil fuel use 
(a priori: 306 Tg/yr, a posteriori: 365-382 Tg/yr), biofuel use (a priori: 246 Tg/yr, a posteriori: 
310-328 Tg/yr), and open burning (a priori: 322 Tg/yr, a posteriori: 373-435 Tg/yr) and found 
similar results [Pétron et al., 2004].  The BF + FF results are uniformly higher than global 
estimates using bottom-up methods, both from EDGAR and this study, a discrepancy that has 
been previously noted in similar studies.  It has been suggested that a low bias in official 
estimates resulting from a lack of knowledge regarding fuel use and emission factors, especially 
in undeveloped countries which influence emissions is the main driver behind these 
discrepancies [Arellano et al., 2004].  It is also necessary to note that a high bias has been noted 
in MOPITT CO retrievals (4.2 ± 14.5 ppbv at 700 mb (6.5% ± 16.1%)) a bias that hadn’t been 
corrected in Arellano et al., [2004] and Pétron et al., [2004] [Emmons et al., 2004]. 
Many recent inventory studies have focused on East Asian or Chinese emissions because of their 
large contribution to global CO.  Aside from the bottom-up style inventory such as this study, 
CO emissions can be estimated by back-estimating source strengths from ambient measurements 
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(inverse or reverse modeling) or by tweaking emission inputs within a chemical transport model 
to match atmospheric observations (forward modeling).  Inverse modeling studies have estimated 
emissions of 195-215 Tg/yr [Arellano et al., 2004] and 186 Tg/yr [Pétron et al., 2004] for East 
Asia.  Allen et al., [2004] estimated Chinese FF + BF emissions to be 145 Tg/yr using a forward 
modeling technique, which was noted as being substantially higher than the most current 
emissions inventory for China at the time [Streets et al., 2003, 100 Tg].  This difference was 
primarily influenced by fuel use in the residential sector and Carmichael et al., [2003] estimated 
that the domestic sector emissions in Streets et al., [2003] were between a factor of 2 and 5 too 
low.  However, a more recent inventory by the authors using the same method has resulted in an 
increased estimate of Chinese FF + BF emissions to 142 Tg/yr [Streets et al., 2006].  Our 
estimate of 94.6 Tg/yr for FF + BF in China is lower than these estimates, but in good agreement 
with previous estimates by Streets et al., [2003] and EDGAR v3.2.  These underestimates are 
partially reflected in the already-discussed underestimation of our biofuel emissions relative to 
most other inventories, although we should note that the largest discrepancy between our 
estimates and those in Streets et al., [2006] are actually those in the industrial production sector.  
It should also be noted that our estimate of Chinese CO transportation emissions (adopted from 
EDGAR) are less than half (16.4 Tg/yr vs. 38.0 Tg/yr) of those from Streets et al., [2006], 
another area that needs improvement. 
Table 13.  Comparison of this study with previous CO emission estimates 
 
FF = fossil fuel, BF = biofuel, BB = open/biomass 
Biomass emissions from this study are much more closely aligned with top-down estimates on a 
global scale, although our Asian figures are still between 1.5 and 2 times lower than those 
presented in Kasibhatla et al. [2002], Allen et al., [2004], and Arellano et al., [2004]. These 
   
             

          
           
   
          
    
    
             

        
     
    

     
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underestimates relative to other studies may be offset by subsequent overestimates in other 
regions, such as in Arellano et al., [2004] who estimated 166 (117-216) Tg/yr of CO from 
African fires compared with our central estimate of 205 Tg, resulting in the observed global 
agreement. Our Chinese and East Asian open burning estimates are significantly higher than 
EDGAR, although their South Asian estimates from BB (56 Tg/yr vs. our estimate of 32 Tg/yr) 
are higher than those estimated here and EDGAR’s overall continental Asian totals are much 
more closely aligned with ours.  This implies the difference might be related to boundary 
definitions or geographic locations of the fires as opposed to physical differences in total 
biomass burning. 
3.5. Suggestions for future work 
As seen from the degree of uncertainty in this study, there are still large gaps in our ability to 
estimate CO emissions using a traditional bottom-up inventory method.  To help improve these 
estimates and decrease the inherent uncertainty they possess, improved activity data is a must, 
especially in undeveloped or developing countries which contribute significantly to CO 
emissions.  Resolution of the data should be improved with respect to fuel usage breakdowns to 
minimize the assumptions required to apportion fuel use to given processes.  Additional 
measurements of emission factors are vital to improving the accuracy of our estimates as well as 
explain the causes of emission factor variance for similar fuel and technology combinations.  
This understanding should improve our ability to properly merge or split technologies based on 
the combustion process involved.  Additional ambient CO concentrations, derived from in-situ 
measurements or remote sensing platforms are also a necessity for producing top-down 
inventories which serve as a key evaluation tool for our estimates.  Additional research regarding 
the techniques in which these measurements are obtained (surface, satellite-based, etc.) is also 
necessary to confirm that the observations are being accurately collected and modeled. 
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Appendix A. Comparison with Chylek and Wong [1995] 
To test the ability of the radiative transfer model to produce realistic forcings, we compare it to 
forcing estimates derived in Chylek and Wong [1995].  Using the equation found in Chylek and 
Wong, we use albedo taken from Streamer surfaces (in the test case, 80% vegetation, 20% open 
sea) and scattering and absorption optical depths derived from a representative SSA in relation to 
the overall atmospheric optical depth (tau = 0.03).  Atmospheric transmittance is assumed to be 
0.79 [Penner et. al., 1992] and to simulate a clear-sky case, cloud fraction was set equal to zero.  
A range of backscatter fractions (from 0.11 to 0.37) were used based on the estimates derived 
between fresh biomass particles (ro = 0.05 m) and aged biomass particles (ro = 0.3 m) [Chylek 
and Wong, 1995]. 
Table 14.  Estimates of F and Fnorm for various backscatter fractions 
Backscatter F (W/m2) Fnorma 
0.37 4.819975779 1.41E-02 
0.35 4.832641766 1.41E-02 
0.31 4.85797374 1.42E-02 
0.28 4.87697272 1.42E-02 
0.22 4.91497068 1.44E-02 
0.18 4.940302654 1.44E-02 
0.14 4.965634627 1.45E-02 
0.11 4.984633608 1.46E-02 
ausing Chylek and Wong equations and an AOD = 0.03 and a SSA = 8.86E-02. 
 
For the streamer “all bands” (spectral interval of 0.28 m to 500.0 m), the Fnorm was 
approximately 1.51E-02 W/m2 forcing per W/m2 solar input.  This number is slightly greater 
than, but within a few percent of the estimates using theory derived in Chylek and Wong.  The 
values derived from theory are most susceptible to input single scatter albedo (which weight the 
scat and abs accordingly) as well as the atmospheric transmittance (assumed 0.79 for the sake of 
this exercise, but can dramatically affect forcing if allowed to vary between 0.7 and 0.9). 
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Appendix B. Forcing sensitivity to zenith angle 
To use a 1-D radiative transfer model to acquire a rough understanding of a global system, it is 
important to understand the affect of locational variability on the numbers.  The most important 
investigation that took place was probably in the study of the effect of solar zenith angle on a 
cloud filled column on the radiative forcing induced by black carbon.  Streamer allows us to 
rather easily run multiple identical simulations with varying zenith angles.  For this test, we set 
up a clear sky black carbon case at two different column loadings.  For each column loading we 
investigated multiple zenith angles ranging from 0 degrees (right overhead) to sixty degrees. 
Fnorm was calculated for each scenario.  For a given AOD (loading) Fnorm increases with 
increasing zenith angle (i.e., Fnorm  increases as the sun becomes less overhead).  Between zero 
and 45 degrees, this value doesn’t vary significantly (approximately 10%); however, as the sun 
moves away from overhead and towards the horizon in our runs we begin to see the Fnorm 
increasing at a somewhat larger rate (see table below). 
Table 15.  Fnorm as a function of solar zenith angle 
Z (Angle) Fnorma 
60 2.61E-02 
45 2.15E-02 
30 1.96E-02 
20 1.90E-02 
10 1.87E-02 
0 1.86E-02 
afor an identical clear-sky Streamer case with an AOD of 0.05 and standard atmosphere. 
 
Simple trigonometry indicates that—when integrated over the entire planet—the average solar 
zenith angle is sixty degrees.  To keep this model simple, we will run Streamer with an input 
solar angle of sixty degrees. 
  
 Appendix C. Forcing sensitivity to height above cloud
To test the potential changes in forcing of 
ran simulations with identical inputs while varying the height of the BC layer of uniform AOD.
Figure 15.  Height dependance of forcing on BC above low
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Table 16.  Raw NDRF calculations for height dependence model runs 
 
 
We can see that forcing does not change significantly if the cloud base is held fixed and the BC 
location varies in the Z-direction.  Both cases indicate a forcing change of approximately 1 W/m2 
per 3 kilometers; or between 5-15% throughout the entire atmosphere.  This seems likely due to 
an increase in downward diffuse shortwave radiation as incident light moves through the 
atmosphere.  Given that vertical mixing with BC isn’t as significant as other long-lived climate 
forcers; it would appear that the underlying cloud properties (e.g., overall optical depth of 
multiple layers) are significantly more crucial to BC forcing than it’s location relative to the 
cloud once it is above the top of the layer. 
  
Streamer data; investigating whether locating the BC at varying altitude contributed to additional forcing IF all of it was still located above cloud
tau 5 re (um) 5
cloud bot height (km) 1.5 LWC (g/m3) 0.26
AOD 0.05
Z (km) DirSW Down DiffSW Down TotalSW DownLW Down Diff SW Up LW Up NET TOTAL Delta_F Normalized 1380/4 ForcingZ above cld
CS TOA 667.67 0 667.67 0 364.63 387.53 -84.49 303.04
CS BOA 0.02 373.81 373.83 388.02 94.19 457.52 210.14 279.64
BCBOT (km) 3 TOA 667.67 0 667.67 0 326.92 387.5 -46.74 340.75 37.71 5.65E-02 19.4855992 1.5
BCTOP 3.5 BOA 0.02 346.45 346.47 388.08 88.81 457.52 188.22 257.66
BCBOT 4 TOA 667.67 0 667.67 0 326.17 387.37 -45.86 341.5 38.46 5.76E-02 19.8731409 2.5
BCTOP 4.5 BOA 0.02 346.56 346.58 388.07 88.82 457.52 188.31 257.76
BCBOT 6 TOA 667.67 0 667.67 0 324.64 387.11 -44.07 343.03 39.99 5.99E-02 20.6637261 4.5
BCTOP 7 BOA 0.02 346.79 346.81 388.06 88.85 457.52 188.5 257.96
BCBOT 9 TOA 667.67 0 667.67 0 322.94 386.85 -42.11 344.73 41.69 6.24E-02 21.5421541 7.5
BCTOP 10 BOA 0.02 347.08 347.1 388.04 88.87 457.52 188.75 258.23
BCBOT 10 TOA 667.67 0 667.67 0 321.69 386.68 -40.69 345.98 42.94 6.43E-02 22.188057 8.5
BCTOP 15 BOA 0.02 347.3 347.32 388.03 88.9 457.52 188.94 258.42
tau 15 re (um) 10
cloud bot height (km) 4 LWC (g/m3) 0.3
AOD 0.05
Z (km) DirSW Down DiffSW Down TotalSW DownLW Down Diff SW Up LW Up NET TOTAL Delta_F Normalized 1380/4 ForcingZ above cld
CS TOA 667.67 0 667.67 0 448.47 313.11 -93.92 219.2
CS BOA 0 230.48 230.48 340.02 59.23 457.04 54.24 171.25
BCBOT 6 TOA 667.67 0 667.67 0 395.38 312.96 -40.67 272.29 53.09 7.95E-02 27.4327887 2
BCTOP 7 BOA 0 213.28 213.28 340.02 55.8 457.04 40.46 157.48
BCBOT 9 TOA 667.67 0 667.67 0 393.9 312.7 -38.93 273.77 54.57 8.17E-02 28.1975377 5
BCTOP 10 BOA 0 213.57 213.57 340.02 55.83 457.04 40.72 157.74
BCBOT 10 TOA 667.67 0 667.67 0 392.8 312.53 -37.66 274.87 55.67 8.34E-02 28.7659323 6
BCTOP 15 BOA 0 213.77 213.77 340.02 55.85 457.04 40.91 157.92
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Appendix D. Detailed radiation data for BC/cloud cases 
Table 17.  Raw flux calculations for BC/cloud cases described in section 2 
 
 
  
Raw data from Streamer (column model) runs for four cloud types and above/below cases
LOW tau 4.7 re (um) 9.27 re= effective radius AOD = aerosol optical depth
CTP (mb) 826 LWC (g/m3) 0.3 LWC = liquid water content
AOD 0.05 Tau = cloud optical depth
LOW
DirSW Down DiffSW Down TotalSW Down LW Down Diff SW Up LW Up NET Heating RateTOTAL Delta_F Normalized 1380/4
NORMAL TOA 667.67 0 667.67 0 318.86 383.67 -34.86 0 348.81
BOA 0.04 378.47 378.51 396.47 58.25 457.6 259.13 0 320.26
BELOW TOA 667.67 0 667.67 0 315.97 383.67 -31.97 0 351.7 2.89 4.33E-03 1.493327542
BOA 0.04 352.59 352.62 396.67 54.84 457.6 236.85 0 297.79
ABOVE TOA 667.67 0 667.67 0 285.79 383.63 -1.75 0 381.88 33.07 4.95E-02 17.08800755
BOA 0.04 350.55 350.59 396.49 54.71 457.6 234.76 0 295.88
MIDDLE tau 4.8 re (um) 6
CTP (mb) 557 LWC (g/m3) 0.1
AOD 0.05
DirSW Down DiffSW Down TotalSW Down LW Down Diff SW Up LW Up NET Heating RateTOTAL Delta_F Normalized 1380/4
NORMAL 1 667.67 0 667.67 0 332.45 297.31 37.91 0 335.22
17 0.03 367.22 367.25 303.75 56.35 456.68 157.97 0 310.9
BELOW 1 667.67 0 667.67 0 329.74 297.31 40.62 0 337.93 2.71 4.06E-03 1.400317522
17 0.03 341.93 341.96 304.29 53.02 456.68 136.55 0 288.94
ABOVE 1 667.67 0 667.67 0 295.69 297.23 74.76 0 371.98 36.76 5.51E-02 18.99471296
17 0.03 340.37 340.4 303.78 52.94 456.68 134.56 0 287.46
CIRRUS tau 1.3 re (um) 70
CTP (mb) 267 LWC (g/m3) 0.008
AOD 0.05
DirSW Down DiffSW Down TotalSW Down LW Down Diff SW Up LW Up NET Heating RateTOTAL Delta_F Normalized 1380/4
NORMAL TOA 667.67 0 667.67 0 222.36 294.78 150.53 0 445.31
BOA 41.76 436.39 478.15 202.52 73.68 455.66 151.33 0 404.47
BELOW TOA 667.67 0 667.67 0 217.19 294.73 155.75 0 450.48 5.17 7.74E-03 2.671454461
BOA 38.73 407.89 446.61 203.22 69.58 455.67 124.59 0 377.04
ABOVE TOA 667.67 0 667.67 0 196.99 294.3 176.39 0 470.68 25.37 3.80E-02 13.10924559
BOA 38.82 406.3 445.12 202.61 69.42 455.66 122.64 0 375.7
DEEP tau 35.6 re (um) 10
CONVECTIVE CTP (mb) 234 LWC (g/m3) 0.5
AOD 0.05
DirSW Down DiffSW Down TotalSW Down LW Down Diff SW Up LW Up NET Heating RateTOTAL Delta_F Normalized 1380/4
NORMAL TOA 667.67 0 667.67 0 514.19 191.5 -38.02 0 153.48
BOA 0 109.32 109.32 219.34 16.5 455.83 -143.68 0 92.82
BELOW TOA 667.67 0 667.67 0 513.92 191.5 -37.75 0 153.75 0.27 4.04E-04 0.13951503
BOA 0 100.48 100.48 220.19 15.33 455.84 -150.5 0 85.15
ABOVE TOA 667.67 0 667.67 0 448.75 191.35 27.57 4.052 218.92 65.44 9.80E-02 33.81430946
BOA 0 100.84 100.84 219.34 15.45 455.83 -151.1 0 85.39
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Appendix E. NDRF calculations 
Table 18.  NDRF calculations for BC/cloud cases described in section 2 
 
  
LOW
BELOW ACTUAL 2.89 0.05 8.17 472.226
ABOVE ACTUAL 33.07 0.05 8.17 5403.638
BELOW So/4 1.49332754 0.05 8.17 244.00972
ABOVE So/4 17.0880075 0.05 8.17 2792.18043
MIDDLE
BELOW ACTUAL 2.71 0.05 8.17 442.814
ABOVE ACTUAL 36.76 0.05 8.17 6006.584
BELOW So/4 1.40031752 0.05 8.17 228.811883
ABOVE So/4 18.994713 0.05 8.17 3103.7361
CIRRUS
BELOW ACTUAL 5.17 0.05 8.17 844.778
ABOVE ACTUAL 25.37 0.05 8.17 4145.458
BELOW So/4 2.67145446 0.05 8.17 436.515659
ABOVE So/4 13.1092456 0.05 8.17 2142.05073
DEEP CONVECTIVE
BELOW ACTUAL 0.27 0.05 8.17 44.118
ABOVE ACTUAL 65.44 0.05 8.17 10692.896
BELOW So/4 0.13951503 0.05 8.17 22.7967559
ABOVE So/4 33.8143095 0.05 8.17 5525.25817
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Appendix F. Profile change sensitivity calculations 
Table 19.  Sensitivity to NDRF with changes in above/below cloud fractions 
 
 
Koch Extreme HighExtreme LowBias HighBias Low Tweak HighTweak Low
Frac. A320 0.01 1 0 0.05 0 0.03 0
Frac. A500 0.15 1 0 0.5 0 0.17 0.13
Frac. A850 0.75 1 0 0.95 0.15 0.8 0.7
NDRF 1138.016 2250.079 525.7472 1488.442 630.8593 1193.525 1087.281
% 0 97.7194 -53.8014 30.7927 -44.565 4.8777 -4.45824
Koch
Case P A/B? BC_A or BC_BP*BC NDRF (W/g)Weighted NDRFPercentage
Deep 0.026 BELOW 0.99 0.02574 22.79676 0.586788 0.000516
ABOVE 0.01 0.00026 5525.258 1.436567 0.001262
Cirrus 0.196 BELOW 0.99 0.19404 436.5157 84.7015 0.074429
ABOVE 0.01 0.00196 2142.051 4.198419 0.003689
Middle 0.19 BELOW 0.85 0.1615 228.8119 36.95312 0.032472
ABOVE 0.15 0.0285 3103.736 88.45648 0.077729
Low 0.275 BELOW 0.25 0.06875 244.0097 16.77567 0.014741
ABOVE 0.75 0.20625 2792.18 575.8872 0.506045
CS 0.313 - 1 0.313 1051.184 329.0205 0.289118
1 5 1 SUM 1138.016 1
Extreme High
Case P A/B? BC_A or BC_BP*BC NDRF (W/g)Weighted NDRFPercentage
Deep 0.026 BELOW 0 0 22.79676 0 0
ABOVE 1 0.026 5525.258 143.6567 0.126234
Cirrus 0.196 BELOW 0 0 436.5157 0 0
ABOVE 1 0.196 2142.051 419.8419 0.368924
Middle 0.19 BELOW 0 0 228.8119 0 0
ABOVE 1 0.19 3103.736 589.7099 0.518191
Low 0.275 BELOW 0 0 244.0097 0 0
ABOVE 1 0.275 2792.18 767.8496 0.674726
CS 0.313 - 1 0.313 1051.184 329.0205 0.289118
1 5 1 SUM 2250.079 1.977194
Extreme Low
Case P A/B? BC_A or BC_BP*BC NDRF (W/g)Weighted NDRFPercentage
Deep 0.026 BELOW 1 0.026 22.79676 0.592716 0.000521
ABOVE 0 0 5525.258 0 0
Cirrus 0.196 BELOW 1 0.196 436.5157 85.55707 0.075181
ABOVE 0 0 2142.051 0 0
Middle 0.19 BELOW 1 0.19 228.8119 43.47426 0.038202
ABOVE 0 0 3103.736 0 0
Low 0.275 BELOW 1 0.275 244.0097 67.10267 0.058965
ABOVE 0 0 2792.18 0 0
CS 0.313 - 1 0.313 1051.184 329.0205 0.289118
1 5 1 SUM 525.7472 0.461986
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Table 19.  cont. 
 
Bias High
Case P A/B? BC_A or BC_BP*BC NDRF (W/g)Weighted NDRFPercentage
Deep 0.026 BELOW 0.95 0.0247 22.79676 0.56308 0.000495
ABOVE 0.05 0.0013 5525.258 7.182836 0.006312
Cirrus 0.196 BELOW 0.95 0.1862 436.5157 81.27922 0.071422
ABOVE 0.05 0.0098 2142.051 20.9921 0.018446
Middle 0.19 BELOW 0.5 0.095 228.8119 21.73713 0.019101
ABOVE 0.5 0.095 3103.736 294.8549 0.259096
Low 0.275 BELOW 0.05 0.01375 244.0097 3.355134 0.002948
ABOVE 0.95 0.26125 2792.18 729.4571 0.64099
CS 0.313 - 1 0.313 1051.184 329.0205 0.289118
1 5 1 SUM 1488.442 1.307927
Bias Low
Case P A/B? BC_A or BC_BP*BC NDRF (W/g)Weighted NDRFPercentage
Deep 0.026 BELOW 1 0.026 22.79676 0.592716 0.000521
ABOVE 0 0 5525.258 0 0
Cirrus 0.196 BELOW 1 0.196 436.5157 85.55707 0.075181
ABOVE 0 0 2142.051 0 0
Middle 0.19 BELOW 1 0.19 228.8119 43.47426 0.038202
ABOVE 0 0 3103.736 0 0
Low 0.275 BELOW 0.85 0.23375 244.0097 57.03727 0.05012
ABOVE 0.15 0.04125 2792.18 115.1774 0.101209
CS 0.313 - 1 0.313 1051.184 329.0205 0.289118
1 5 1 SUM 630.8593 0.55435
Tweak High
Case P A/B? BC_A or BC_BP*BC NDRF (W/g)Weighted NDRFPercentage
Deep 0.026 BELOW 0.97 0.02522 22.79676 0.574934 0.000505
ABOVE 0.03 0.00078 5525.258 4.309701 0.003787
Cirrus 0.196 BELOW 0.97 0.19012 436.5157 82.99036 0.072925
ABOVE 0.03 0.00588 2142.051 12.59526 0.011068
Middle 0.19 BELOW 0.83 0.1577 228.8119 36.08363 0.031707
ABOVE 0.17 0.0323 3103.736 100.2507 0.088092
Low 0.275 BELOW 0.2 0.055 244.0097 13.42053 0.011793
ABOVE 0.8 0.22 2792.18 614.2797 0.539781
CS 0.313 - 1 0.313 1051.184 329.0205 0.289118
1 5 1 SUM 1193.525 1.048777
Tweak Low
Case P A/B? BC_A or BC_BP*BC NDRF (W/g)Weighted NDRFPercentage
Deep 0.026 BELOW 1 0.026 22.79676 0.592716 0.000521
ABOVE 0 0 5525.258 0 0
Cirrus 0.196 BELOW 1 0.196 436.5157 85.55707 0.075181
ABOVE 0 0 2142.051 0 0
Middle 0.19 BELOW 0.87 0.1653 228.8119 37.8226 0.033236
ABOVE 0.13 0.0247 3103.736 76.66228 0.067365
Low 0.275 BELOW 0.3 0.0825 244.0097 20.1308 0.017689
ABOVE 0.7 0.1925 2792.18 537.4947 0.472308
CS 0.313 - 1 0.313 1051.184 329.0205 0.289118
1 5 1 SUM 1087.281 0.955418
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Appendix G. NDRF calculations for CAM, LLCAM, and CMR profiles 
Table 20.  NDRF calculations for three different profiles in section 2.5 
 
  
CAM CLOUDS ISCCP CLOUDS
CAM Paritioning, CAM Data CAM Paritioning, CAM Data
Case P A/B? BC_A or BC_BP*BC NDRF (W/g)Weighted NDRFPercentage Case P A/B? BC_A or BC_BP*BC NDRF (W/g)Weighted NDRFPercentage
Deep BELOW 0.01937 22.79676 0.441572 0.000354 Deep 0.026 BELOW 0.8584 0.022318 22.79676 0.508787 0.000408
ABOVE 0.003086 5525.258 17.05246 0.013689 ABOVE 0.1416 0.003682 5525.258 20.34179 0.01633
Cirrus BELOW 0.146185 436.5157 63.81215 0.051226 Cirrus 0.196 BELOW 0.8584 0.168246 436.5157 73.44219 0.058957
ABOVE 0.023292 2142.051 49.89295 0.040052 ABOVE 0.1416 0.027754 2142.051 59.44962 0.047724
Middle BELOW 0.071547 228.8119 16.37091 0.013142 Middle 0.19 BELOW 0.7303 0.138757 228.8119 31.74925 0.025487
ABOVE 0.029389 3103.736 91.21543 0.073225 ABOVE 0.2697 0.051243 3103.736 159.0447 0.127676
Low BELOW 0.022311 244.0097 5.444197 0.00437 Low 0.275 BELOW 0.1453 0.039958 244.0097 9.750018 0.007827
ABOVE 0.161741 2792.18 451.6088 0.362537 ABOVE 0.8547 0.235043 2792.18 656.2811 0.526842
CS - 0.523078 1051.184 549.8512 0.441403 CS 0.313 - 1 0.313 1051.184 329.0205 0.264127
0 0 1 SUM 1245.69 1 1 5 1 SUM 1339.588 1.075379
Ram Paritioning, ISCCP Data Ram Paritioning, ISCCP Data
Case P A/B? BC_A or BC_BP*BC NDRF (W/g)Weighted NDRFPercentage Case P A/B? BC_A or BC_BP*BC NDRF (W/g)Weighted NDRFPercentage
Deep BELOW 0.022524 22.79676 0.513477 0.000464 Deep 0.026 BELOW 99.93% 0.025982 22.79676 0.592299 0.000535
ABOVE 1.58E-05 5525.258 0.087507 7.91E-05 ABOVE 0.07% 1.83E-05 5525.258 0.10094 9.12E-05
Cirrus BELOW 0.16999 436.5157 74.20323 0.067062 Cirrus 0.196 BELOW 99.93% 0.195862 436.5157 85.49695 0.077268
ABOVE 0.00012 2142.051 0.256033 0.000231 ABOVE 0.07% 0.000138 2142.051 0.295001 0.000267
Middle BELOW 0.097995 228.8119 22.42249 0.020264 Middle 0.19 BELOW 97.38% 0.185023 228.8119 42.33536 0.038261
ABOVE 0.002636 3103.736 8.182216 0.007395 ABOVE 2.62% 0.004977 3103.736 15.44864 0.013962
Low BELOW 0.024281 244.0097 5.924746 0.005355 Low 0.275 BELOW 13.22% 0.03635 244.0097 8.869689 0.008016
ABOVE 0.159413 2792.18 445.1093 0.40227 ABOVE 86.78% 0.23865 2792.18 666.3546 0.602221
CS - 0.523026 1051.184 549.796 0.496881 CS 0.313 - 1 0.313 1051.184 329.0205 0.297354
0 0.00% 1 SUM 1106.495 1 1 500.00% 1 SUM 1148.514 1.037975
CAMClean Paritioning, ISCCP Data CAMClean Paritioning, ISCCP Data
Case P A/B? BC_A or BC_BP*BC NDRF (W/g)Weighted NDRFPercentage Case P A/B? BC_A or BC_BP*BC NDRF (W/g)Weighted NDRFPercentage
Deep BELOW 0.021963 22.79676 0.500693 0.000472 Deep 0.026 BELOW 100.00% 0.026 22.79676 0.592716 0.000558
ABOVE 0 5525.258 0 0 ABOVE 0.00% 0 5525.258 0 0
Cirrus BELOW 0.165758 436.5157 72.3558 0.068138 Cirrus 0.196 BELOW 100.00% 0.196 436.5157 85.55707 0.08057
ABOVE 0 2142.051 0 0 ABOVE 0.00% 0 2142.051 0 0
Middle BELOW 0.097246 228.8119 22.25096 0.020954 Middle 0.19 BELOW 100.00% 0.19 228.8119 43.47426 0.04094
ABOVE 0 3103.736 0 0 ABOVE 0.00% 0 3103.736 0 0
Low BELOW 0.034349 244.0097 8.381564 0.007893 Low 0.275 BELOW 19.76% 0.054333 244.0097 13.25772 0.012485
ABOVE 0.139506 2792.18 389.5269 0.366823 ABOVE 80.24% 0.220667 2792.18 616.1427 0.58023
CS - 0.541178 1051.184 568.8773 0.53572 CS 0.313 - 1 0.313 1051.184 329.0205 0.309843
0 0.00% 1 SUM 1061.893 1 1 500.00% 1 SUM 1088.045 1.024628
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Appendix H. CMR vs. CAM burden and mixing ratios vs. height 
 
Figure 17.  BC level burden and mixing ratio versus pressure for section 2.5 calculations 
Note the difference in the peaks of low-level BC between the CMR and the CAM runs.  
  
CMR
CAM
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Appendix I. EDGAR sector IDs 
Table 21.  EDGAR sector IDs 
 
IPCC code EDGAR
Fossil fuel use
1A2 F10 Industy (excluding coke ovens, refineries, etc.)
1A1a F20 Power generation (public and auto; including cogeneration)
1A1b,c F30 Other transformation sector (refineries, coke ovens, gas works etc.)
1A4 F40 Residentials, Commercials and Other sector (RCO)
1A3b F51 Transport road
1A3c,d-ii,e F54 Transport Land Non-road (Rail+Inland water+pipeline+non-specified)
1A3a F57 Transport Air (Domestic+International)
1A3d-i F58 Transport International Shipping (marine bunkers)
1A2 or 2B,C F60 Non-energy use and chemical feedstocks (CO2 only)
Fossil fuel production and transmission
1B1a F70 Coal production+(incl. CH4 recovery)
1B2a,c F80 Oil production, transmission and handling
1B2b F90 Gas production and transmission
F95 Fossil fuel fires
Biofuel combustion
1A2 B10 Industry (excluding coke ovens, refinerties, etc.)
1A1a B20 Power generation (public and auto; including cogeneration)
1B1b B30 Charcoal production
1A4 B40 Residentials *
1A3b B51 Transport road
Industrial processess (incl. non-industry process sources)
2C1 I10 Iron and Steel
2C3,5 I20 Non-ferro metals
2B I30 Chemicals
2A1 I40 Building materials
2D1 I50 Pulp & Paper
2D2 I60 Food
3 I70 Solvent use / Miscellaneous
1A3b I80 Transport evaporation (NMVOC only) (already included in F51)
2-other I90 Miscellaneous industry
Agriculture, biomass burning and waste handling 
4D L10 Arable land (fertiliser use)
4C L15 Rice cultivation
4A L20 Animals (enteric fermentation)
4B L30 Animal waste management (confined N2O; all CH4)
5A1 L41 BB-Deforestation
4E L42 BB-Savanna burning
4F L43 BB-Agriculture waste burning
5A2,3 L44 BB-Vegetation fires (temperate)
5B1 L45 BB-Deforestation-post burn effects(CO2+N2O)
4D L50 Crop production (N)
4B L60 Animal waste (deposited to soil - N2O)
4D L71 Atmospheric Deposition
4D L75 Leaching and Run-off
Waste handling
6A1,2 W10 Landfills (incl. CH4 recovery)
6D W15 Humans/pets [p.m.]
6B1,2 W20 Waste Water Treatment + (incl. CH4 recovery)
6B2 W30 Human Wasetewater Disposal
6C W40 Waste incineration (non-energy)
6A3 W50 Miscellaneous waste handling (hazardous waste)
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Appendix J. Regional/sector breakdown of EDGAR (top) and this study’s CO emissions 
Table 22.  Regional/sector breakdown of CO emissions (EDGAR and this study) 
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Appendix K. Biofuel use derived from EDGAR CO2 emissions 
Table 23.  Backcalculated EDGAR biofuel usage (discussed in section 3.4.2) 
 
