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ABSTRACT
Wave energy is a fast-developing and promising renewable energy resource. The primary goal of this
research is to maximise the total harnessed power of a large wave farm consisting of fully-submerged
three-tether wave energy converters (WECs). Energy maximisation for large farms is a challenging
search problem due to the costly calculations of the hydrodynamic interactions between WECs in
a large wave farm and the high dimensionality of the search space. To address this problem, we
propose a new hybrid multi-strategy evolutionary framework combining smart initialisation, binary
population-based evolutionary algorithm, discrete local search and continuous global optimisation.
For assessing the performance of the proposed hybrid method, we compare it with a wide variety of
state-of-the-art optimisation approaches, including six continuous evolutionary algorithms, four dis-
crete search techniques and three hybrid optimisation methods. The results show that the proposed
method performs considerably better in terms of convergence speed and farm output.
Keywords Wave Energy Converters · Large wave farm · Optimisation · Evolutionary Algorithms · Hybrid
multi-strategy evolutionary method · Discrete local search.
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1 Introduction
The use of renewable energy sources continues to exhibit very fast growth of deployment, and it has resulted in savings
of more than two gigatonnes of carbon dioxide in 2018 alone [1]. One of the most promising renewable sources is
ocean wave energy, which has a high energy density per unit area of ocean, high level of predictability, and potentially
high capacity factors [2, 3]. However, compared to wind and solar energy, wave energy is still a nascent field, and
research is still very active converter design [4], wave-farm layout, and power-take-off parameters [5, 6].
While there has been significant research on the placement of wave energy converters (WECs) in farms [7, 8, 9, 10, 11],
to date, only Wu et al. [9] has considered the design of larger layouts of over 20 converters, using a much-simplified
wave energy model.
The research described in this paper extends previous work by using a much more detailed energy model to place
buoys in large farms of up to 100 WECs. Due to the much higher number of interactions modelled in such farms this
work requires the development of novel, specialised, and highly-efficient search heuristics. Using an improved energy
model, we demonstrate the performance of these new algorithms in two contrasting real wave scenarios (Sydney and
Perth) and compare their performance to a suite of extant optimisation algorithms.
This paper is organised as follows. In the next section, we survey related work. Section 3 describes our WEC model.
Section 4 formulates the optimisation problem. The proposed optimisation methods are described in Section 5. The
results of the optimisation experiments, including simple landscape analysis, are described in Section 6. Section 7
concludes this paper and canvases future work.
2 Related Work
Placement of WECs in larger farms is a challenging optimisation problem. Hydrodynamic interactions between WECs
are complex, which makes evaluation of each potential layout time-consuming [10], ranging from minutes to hours
for large farms. Second, due to complex inter-WEC interactions, the search space for this problem is multi-modal –
thus requiring global search to be assured of good results. Finally, the high number of decision variables in large farms
increases the search space to traverse.
There has been substantial past research into the problem of WEC placement. One of the first studies to optimise
WEC layout compared a customised genetic algorithm (GA) with an iterative Parabolic Intersection (PI) method [7]
for a small wave farm (five buoys). The GA outperformed PI, but required more evaluations to do so. A more recent
position optimisation study [8] compared three search metaheuristics: a custom GA, CMA-ES [12], and glow-worm
optimisation [13]), using a simple wave model. The study observed that CMA-ES converges the fastest, while the
other models produced slightly better results. Wu et al. [9] considered optimising a large wave farm (25–100 WECs)
as an array of fully submerged three-tether buoys using 1+1EA and 2+2CMA-ES. That research found that the 1+1EA
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with a simple mutation operator performed better than CMA-ES. A limitation of that work was that it was limited to a
highly simplified single-wave-direction wave scenario.
In a move toward problem-specific algorithms, Neshat et al. [10] proposed a hybrid optimisation method (LS-NM)
combined with a neighbourhood search and Nelder-Mead search. Their study found that LS-NM performed better than
generic and custom EAs. However, the wave model applied by that study, though quite detailed, still used an artificial
wave scenario and small farm sizes (4 and 16 WECs). More recently, more problem-specific search techniques [11, 14]
were, respectively, proposed for optimising WECs positions by utilising a surrogate power model (that is learned on
the fly); and hybrid symmetric local search by defining a search sector to speed up the optimisation process. These
approaches were also applied to real wave scenarios. For handling this real expensive optimisation problem, a neuro-
surrogate optimisation approach was recommended [15] that is composed of a surrogate Recurrent Neural Network
(RNN) model and a symmetric local search. This surrogate model is joined with a metaheuristic (Gray Wolf optimiser)
for tuning the models hyper-parameters. However, these search strategies performance were not evaluated on a large
farm.
This article differs from previous work by optimising large layouts using an improved high-fidelity hydrodynamic
model to optimise layouts in real wave scenarios. We develop a new hybrid multi-strategy evolutionary algorithm for
optimising the positions of buoys in the wave farm to maximise the average total farm power output. For evaluating the
new algorithm, we compare its performance to: (1) six continuous off-the-shelf evolutionary methods, (2) four discrete
heuristic approaches (3 new), population and individual-based, and (3) three new hybrid EAs (continuous+discrete).
We use these methods to optimise wave farms of sizes 49 and 100. We use fine-grained models of contrasting real
wave climates, Perth and Sydney, which are located off the southern coast of Australia. The optimisation results
demonstrate that the new hybrid multi-strategy search approach produces the best results.
3 The wave energy converter model
This section describes the energy model for WEC layouts used in this study. The WEC design simulated here is a
three-tether spherical buoy based on the highly effective CETO 6 system developed by Carnegie Clean Energy [16].
3.1 Equation of motion
We model a fully submerged spherical buoy of 5 m radius that is tethered to three power take-off units installed on a
seabed. A detailed description of this WEC and its physical parameters can be found in [10].
The motion of each buoy in the farm depends on the forces due to the fluid-structure interaction and the force exerted
on the buoy from the PTO system. The generalised equation that describes the motion of all buoys can be written in
the frequency domain as:
(M+A)X¨+ (B+Dpto)X˙+KptoX = Fexc, (1)
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where X ∈ R3N×1 is a vector of surge, sway and heave displacements of each buoy, M = mI3N is a diagonal mass
matrix of the wave farm,A andB ∈ R3N×3N are the matrices of hydrodynamic added mass and damping coefficients
respectively, Kpto and Dpto ∈ R3N×3N are the block diagonal matrices of PTO stiffness and damping coefficients
respectively, and Fexc ∈ R3N×1 is a vector of excitation forces.
3.2 Performance assessment
After solving the equation of motion (1), we can calculate the power absorbed by the farm in a regular wave of
frequency ω that propagates from direction β:
p(ω, β) =
1
2
X˙∗DptoX˙ (2)
where ()∗ denotes the conjugate transpose of a matrix.
Eq. (2) allows us to estimate the power production of a farm assuming that the ocean wave has only one frequency
component (like a sinusoidal wave) and propagates only from one direction. In reality, ocean waves travel from
different directions and contain multiple frequencies. This behaviour of the wave is usually described by the directional
wave spectrum S(ω, β), and power generated by the wave farm in the irregular wave, or sea state (Hs, Tp), can be
approximated by:
P (Hs, Tp) =
∫ 2pi
0
∫ ∞
0
S(ω, β)p(ω, β) dω dβ. (3)
A potential deployment site (e.g. Perth or Sydney) can be characterised by the wave climate where each sea state has
the probability of occurrence O(Hs, Tp). Therefore, using values from Eq. (3) and having historical wave climate
statistics, it is possible to calculate the annual average power generated by the wave farm at a given location:
PΣ =
∑
P (Hs, Tp)O(Hs, Tp). (4)
The Perth and Sydney sites are qualitatively very different: Perth has a small sector from which the prevailing waves
arrive, while Sydney’s wave directions vary much more. For Perth, this can result in very pronounced constructive and
destructive interference, while the same are “smeared” out for Sydney, thus resulting in two very different optimisation
scenarios.
Another metric that is widely used to demonstrate the quality of the buoy placement in a farm is called the q-factor. It
can be calculated as a ratio of the power generated by the entire farm PΣ to the sum of power outputs from all WECs
if they operate in isolation (not in a farm) P iΣ:
q =
PΣ∑N
i P
i
Σ
(5)
Values of q > 1 indicate that this particular farm benefits from the constructive interaction between WECs, and more
energy can be generated if these WECs operate together.
The MATLAB implementation of this model can be downloaded at [17].
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4 Optimisation problem formulation
Based on our WEC model, the problem of positioning N converters on a restricted area of a wave farm (l × w) in
order to maximise the average annual power production PΣ is:
P ∗Σ = argmaxx,yPΣ(x,y)
where PΣ(x,y) is the average power obtained by placements of the buoys in a field at x-positions x = [x1, . . . , xN ]
and corresponding y positions y = [y1, . . . , yN ]. In our experiments, the number of buoys is N = 49 and 100.
Constraints All buoy positions (xi, yi) are constrained to a square field of dimensions: l × w where l = w =√
N ∗ 20000m. This allocates 20000m2 of farm-area per-buoy. In addition, the intra-buoy distance must not be less
than 50 meters for reasons of safety and maintenance access. For any layout x,y the sum-total of the inter-buoy
distance violations, measured in metres, is:
Sumdist =
∑N−1
i=1
∑N
j=i+1(dist((xi, yi), (xj , yj))− 50),
if dist((xi, yi), (xj , yj)) < 50 else 0
where dist((xi, yi), (xj , yj)) is the Euclidean distance between each pair of buoys i and j.
Violations of the inter-buoy distance constraint are handled by applying a steep penalty function: ( Sumdist+1)
20 and
then applying the Nelder-Mead simplex algorithm over this penalty function to repair the violations in the layout. This
approach avoids expensive re-evaluations of the full-wave model that would be required if the penalty function were
combined with the full model whilst repairing distance violations. Meanwhile, we handle buoy placements outside of
the farm area by moving them back to the farm boundary.
Computational Resources In this paper, we aim to compare several heuristic search methods, for 49 and 100-buoy
layouts, in two realistic wave models. Because the search methods apply the interaction model to differing numbers
of buoys at a time, it is not feasible to compare methods fairly in terms of a fixed number of model evaluations.
Instead, we use an allocated time budget for each run of three days on dedicated nodes of an HPC platform with
2.4GHz Intel 6148 processors and 128GB of RAM. The software environment running the function evaluations and
the search algorithms is MATLAB R2019. On this platform, 12-fold parallelisation inside of Matlab yields up to
10-fold speedup. All algorithm variants are carefully implemented to make use of the parallelism available.
5 Optimisation Methods
The algorithms that follow apply three broad strategies. In the first strategy, we optimise in a continuous space using
five off-the-shelf evolutionary algorithms. We also use the LS-NM [10] algorithm, which places and fine-tunes one
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buoy at a time. In the second strategy, we optimise the positions in a discretised grid where the spacing is based on the
safety-distance. Here, we consider four different EAs.
Last, we propose a hybrid multi-strategy heuristic that is designed based on our observations that attempts to combine
the strengths of the algorithms from the first two strategies.
5.1 Continuous methods
For the continuous optimisation strategy, we compare six meta-heuristic approaches to optimise all problem dimen-
sions simultaneously:
1. covariance matrix adaptation evolutionary-strategy (CMA-ES) [12, 18] which is an state-of-the-art and self-
adaptive EA with the default λ = 12, and initial σ = 0.25× (Ub − Lb);
2. (2+2)CMA-ES [9] with the default λ = 2, and σ = 0.3× (Ub − Lb);
3. Differential Evolution (DE) [19], a well known global search heuristic using a binomial crossover and a
mutation operator of DE/rand/1/bin, The population size is adjusted by the λ = 12 and other control
parameters are F = 0.5, Pcr = 0.8, 0.9 respectively for 49 and 100-buoy layouts;
4. Improved Differential Evolution [20], with λ = 12, and generating mutation vector in the form of
DE/best/1/bin with an adaptive mutation operator F = F0 × 2e
1− Gm
Gm+1−G , where F0 = 0.5 and Gm
is the maximum number of generations and G is the current generation;
5. a simple (1+1)EA as used in [9] that mutates one buoy location in each iteration with a probability of 1/N
using a normal distribution (σ = 0.1× (Ub − Lb));
6. Local Search + Nelder-Mead (LS-NM) [10]: which is a fast and effective WEC position optimisation method.
Each buoy is placed and optimised one-at-a-time sequentially by sampling at a normally-distributed random
offset (σ = 70m) from the earlier placed buoy position. The sampled position proffering the highest power
output, after NM search, is taken.
5.2 Discrete methods
We test and compare four discrete optimisation methods. All methods place buoys at locations on a grid spaced at
the safety distance of 50m. A-priori this discretisation offers advantages in terms of avoiding infeasible layouts and
reduced overall search space.
The discrete algorithms used here are:
1. binary Genetic Algorithm (bGA) [21] with λ = 12, ep = 10%, Cr = 80%, Mr = 10%, a binary mutation
and double point crossover with respect to the number of buoys as a constraint, where ep, Cr and Mr are the
elitism, crossover and mutation rate respectively.
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2. Improved binary Differential Evolution (bDE) [22] with the same IDE settings and to construct the mutant
vector, formula 6 and 7 are used;
Diff −Vector j =
0, if(X
j
r1 = X
j
r2)
Xjr1, otherwise
(6)
Mutant −Vector j =
1, if(Diff −Vector
j = 1)
XjGbest , otherwise
(7)
where r1 and r2 are the index of two randomly chosen individuals, and Gbest mentions the best solution
number in the current population.
3. Enhanced binary Particle Swarm Optimisation (bPSO) [23, 24] with λ = 12, and other settings are C1 =
C2 = 2, ωini = 2, ωmax = 0.9, ωmin = 0.4, and ω is linearly decreased to 1.5. the applied transfer function
(V-shaped) is represented by Equation 8 and the position vector is updated by Equation 9.
T (vki (t)) =
∣∣∣∣ 2pi arctan(pi2 vki (t))
∣∣∣∣ (8)
Xki (t+ 1) =
(X
k
i (t))
−1 if rand < T (vki (t))
Xki (t) otherwise
(9)
where vki (t) indicates the i
th particle velocity at iteration t in the kth dimension.
4. Discrete Local Search (DLS), which is an individual-based evolutionary algorithm similar to a 1+1EA with
two kinds of mutation step sizes: one discrete interval based on a uniform random distribution that can be
vertical, horizontal or diagonal with the same probability, and using a discrete normally-distributed random
offset with σ = 3 (DLS(II)). The mutation probability rate is 1N , whereN is the number of buoys. In DLS(II),
we first generate an initial population, and then the best arrangement is chosen as a start individual.
5.3 Hybrid methods
In the third strategy, we proposed a hybrid heuristic framework which consists of five steps:
• First step: Applying Symmetric Local Search + Nelder-Mead (SLS-NM) [14]: which places one buoy at a
time but offers a more systematic local search. The search starts by placing the first buoy in a pre-determined
position of the field based on the dominant wave direction; a symmetric sampling around the neighbourhood
of the current buoy is done. Next, Nelder-Mead is applied to optimise the placed buoy arrangement concern-
ing the continuous variables. This process is repeated until the last buoy is placed. In our present case, we use
SLS-NM to optimise a local 4-buoy sub-layout which will act as a surrogate layout model. Restricting the
7
A PREPRINT - MARCH 24, 2020
0 50 100 150 200
X (m)
0
50
100
150
200
Y 
(m
)
(a)
1
2
3
4
0 50 100 150 200
X (m)
0
50
100
150
200
Y 
(m
)
(b)
1
2
3
4
Figure 1: Symmetric Local Search + Nelder-Mead (SLS-NM) [14] for making the surrogate model. (a) 4-buoy layout in Perth,
power=399474 (Watt), (b) Sydney wave model, power=405943 (Watt). The order of the placed and modified buoys position are
numbered.
model to interactions between just 4 buoys makes these evaluations very fast and efficient. Figure 1 shows
the detailed behaviour of this step.
• Second step: Discretising the search space (wave farm) based on the size of the surrogate sub-layout model
as a smart initialisation method. Thus composing a large wave farm as a mosaic of the small surrogate
sub-layouts that produce the most energy.
• Third step: Generating the initial population with a sufficient number of well-arranged 4-buoy sub-layouts
(smart initialisation) and then encoding to binary representation in preparation for running binary GAs on
WEC positions.
• Fourth step: Applying discrete optimisation methods on binary representations. We evaluate and compare
the performance of three methods (bDE [22], bGA [21] and bPSO [23]).
• Fifth step: if the improvement rate of the last populations of the applied optimisation method is low, the
rotate procedure is run to perturb sub-layouts and avoid premature convergence. The rotate algorithm mutates
a 4-buoy sub-layout by a random clockwise rotation degree with discrete 45° intervals.
The probability of the applied rotation on each sub-layout is 1N .
Using this configurable method, we compare three combinations:
1. SLS-NM + binary GA + Rotate (SLSNM-bGA)
2. SLS-NM + Improved binary DE + Rotate (SLSNM-bDE)
3. SLS-NM + Enhanced binary PSO + Rotate (SLSNM-bPSO)
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5.4 Hybrid Multi-strategy Evolutionary algorithms
The binary-encoded search space in the third hybrid search strategy is discrete. This means that, often, there is still
scope to further tune layout locations. To implement this tuning we develop the third hybrid search strategy using a
backtracking method for enhancing the buoys position. This backtracking idea is consists of
1. A discrete local search (DLS) for providing a second chance for running a fast neighbourhood exploration of
the buoys with a large step size (interval=50m)
2. and a continuous local search (CLS) that uses a 1+1EA for exploring near each buoy using small random
normally distributed step size (σ = 20m, linearly decreased).
Furthermore, the rotation procedure is embedded with the discrete metaheuristic algorithms as a mutation operator
which is applied to perturb the best solution after each generation. According to the above descriptions, three Hybrid
Multi-strategy Evolutionary algorithms are proposed including
1. SLS-NM + bGA-Rotate + DLS + CLS (MS-bGA)
2. SLS-NM+Improved bDE-Rotate + DLS + CLS (MS-bDE)
3. SLS-NM+Enhanced bPSO-Rotate + DLS + CLS (MS-bPSO)
Algorithm 1 describes MS-bDE in detail, where N , Ns, Nb are the buoy numbers, the surrogate model’s buoy number
(4-buoy layout) and the number of binary decision variables respectively. And also both Tr1 and Tr2 are the stopping
criteria of 24 (hours) and 48 (hours) respectively.
6 Experimental study
This section shows detailed optimisation results comparing the 17 variations of search heuristics (six existing methods
with and 11 new combinations) described in the previous section. In order to evaluate the performance of the proposed
algorithms, we performed a comparative study using two distinct real wave scenarios (Perth and Sydney), and for two
different large farm sizes with N = 49 and N = 100 buoys. For each optimisation method with the configurations
above, we execute ten runs. For a set of runs, we tracked performance distributions, and the best layouts were gathered
to compare each method.
Table 1 shows summary statistics from the experimental runs. The best-obtained results are indicated in bold type. The
minimum, maximum, average, median and standard deviation (STD) of the best-produced solutions (power output)
for each experiment are reported.
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Algorithm 1 MS − bDE
1: procedure HYBRID MULTI-STRATEGY EVOLUTIONARY ALGORITHM
2: Initialisation
3: N = 49, 100, Ns = 4, Nb = N/Ns,NPop = 12, F0 = 0.5, Pcr = 0.9, iter = 1
4: size =
√
N ∗ 20000 . Farm size
5: ~˜Ss = {〈x1, y1〉, . . . , 〈xNs , yNs〉} = ⊥ . Continuous surrogate position
6: ~S = {〈x1, y1〉, . . . , 〈xN , yN 〉} = ⊥ . Discrete layout position
7: χdis = {〈 ~S1〉, 〈 ~S2〉 . . . , 〈~SNPop〉} . Discrete Population
8: Symmetric Local Search + Nelder-Mead (SLS-NM)
9: (energys ,Arrays) = SLS−NM([ ~Ss]) . Optimise surrogate model
10: χiterdis =IniFirstPop(Arrays , χdis) . Generate initial discrete population
11: (Energy , bestEnergy , bestArray) = Eval(χiterdis ) . Evaluate population
12: χiterb =ConDisBin(χ
iter
dis , Nb) . Encode discrete to binary population
13: Discrete Differential Evolution (bDE)
14: while ImPorate ≥ 0 .1% &∑itert=1 runtimet ≤ Tr1 do
15: for i in [1, .., NPop] do . Mutation
16: Generate two rand indexes r1, r2 ∈ (1, NPop), r1 6= r2 6= i
17: Compute mutant vector (V iteri ) by Equations. 6 and 7
18: for j in [1, ..,Nb ] do . Crossover
19: if rand ≤ Pcr or j == jrand then
20: U iteri,j = V
iter
i,j
21: else
22: U iteri,j = χ
iter
bi,j
23: end if
24: end for
25: if f(U iteri ) ≥ f(χiterbi ) then . Selection(Maximisation)
26: χiter+1bi = U
iter
i
27: else
28: χiter+1bi = χ
iter
bi
29: end if
30: end for
31: (bestarray , bestIndex , bestEnergy , ImPorate)=Max(χiter+1b )
32: Rotation Operator
33: for k in [1, ..,Nb ] do
34: if rand < 1
Nb
then
35: (arrayRk )=Rotate(bestarray , k )
36: end if
37: end for
38: (EnergyR) = Eval(arrayR) . Evaluate rotated layout
39: χiter+1bbestIndex =
{
arrayR, if EnergyR > bestEnergy
bestarray , Otherwise
40: iter = iter + 1 , and Update ImPorate
41: end while
42: (bestarray , bestIndex , bestEnergy , ImPorate)=Max(χiterb )
43: Discrete Local Search
44: while ImPorate ≥ 0 .001% &∑itert=1 runtimet ≤ Tr2 do
45: (arraydls ,Energydls) = DLS(bestarray)
46: if Energydls > bestEnergy then
47: bestarray = arraydls
48: bestEnergy = Energydls
49: Update ImPorate
50: end if
51: end while
52: Continuous Local Search
53: while
∑iter
t=1 runtimet ≤ 72 (hour) do
54: (arraycls ,Energycls) = CLS(bestarray)
55: bestarray =
{
arraycls , if Energycls > bestEnergy
bestarray , Otherwise
56: Update bestEnergy
57: end while
58: return bestarray , bestEnergy . Final Layout and Energy
59: end procedure
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Figure 2: Average ranking of the Friedman test for performance of the proposed optimisation methods. Among all applied heuristic
methods, MS-bDE achieves the best average rank in both wave scenarios and wave farm sizes (2.96).
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Figure 3: Evaluation of the q-factor performance of the best 49 and 100-buoy layouts by iteratively removing the buoy with the
lowest produced power.
In the Perth wave scenario, the best 49 and 100-buoy layouts are found by MS-bDE. However, we can see the MS-
bGA and DLS perform better than other optimisation methods in the Sydney wave regime for 49 and 100-buoy layouts,
respectively.
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Figure 4: Evolution and convergence rate of the average power output of the 17 algorithms for two real wave models. A zoomed
version of the plots is provided to give a better view of convergence speed of the new proposed algorithms.
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Figure 5: The best 49 and 100-buoy layouts: (a) Power=7337922 (Watt), q-factor=0.7 by MS-bDE for 100-buoy in Sydney wave
scenario; (b) Power=7362279 (Watt), q-factor=0.70 for 100-buoy in Sydney wave farm ; (c) Power=7347403 (Watt), q-factor=0.76
by MS-bDE for 100-buoy in Perth wave farm; (d) Power=7235425 (Watt), q-factor=0.75 by LS-NM for 100-buoy in Perth; (e)
Power=4145252 (Watt), q-factor=0.80 by MS-bGA for 49-buoy in Sydney ; (f) Power=4177658 (Watt), q-factor=0.88 by MS-bDE
for 49-buoy in Perth wave farm (2.4% more power than LS-NM best 49-buoy layout).
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In addition, Figure 2 depicts a broad comparison of all proposed optimisation methods by the average ranking of the
non-parametric Friedman’s test [25] including both real wave scenarios with two different farm sizes and the total
average rank of each method in all case studies. It can be seen that, overall, MS-bDE produces the best optimisation
performance.
In Figure 4, in all configurations of the Perth wave model, three hybrid and three multi-strategy methods converge very
fast and still outperform the other methods. It is notable that these six proposed methods start the optimisation process
with a high power output solution due to the smart initialisation technique described in Section 5.3. Looking more
closely at Figure 4, we can see that all discrete optimisation approaches converge faster than the continuous algorithms
on average. Furthermore, because of the embedding of the rotation operator with the binary EAs, the multi-strategy
techniques are able to converge faster than the hybrid methods, especially in the initial iterations. In terms of other
algorithms, in the Sydney wave model, the performance of the DLS is strong (N = 100) and outperforms other
methods in terms of the convergence rate and the produced power. However, we can see that in the smaller farm, the
performance of multi-strategy EAs are competitive, and MS-bGA performs better than other optimisation methods in
the final iterations.
Some of the most productive 49 and 100-buoy layouts are presented by Figure 5 from all the runs in the two scenarios.
The absorbed power of buoys is characterised by their colour. It can be seen that the best layouts in Perth are multi-row
diagonal arrangements; however, this trend is different in the Sydney wave site where the optimisation method pushes
some buoys to the farm boundaries.
Lastly, to further investigate the hydrodynamic interactions between buoys in the best layouts, we perform two different
analyses.
In the first analysis, we iteratively remove the buoy with the lowest absorbed power and evaluate the performance
of the layout. While this experiment focuses on the least-performing buoy, the interactions of these buoys might be
beneficial for the wave farms nevertheless. Figure 3 shows that a lot of constructive interference is exploited in both the
49 and 100 buoy Perth scenario (up to the 26th buoy), while the marginal improvement from adding buoy’s declines
after that. For Sydney, there is an almost uniform decline in marginal performance from the start.
The second analysis of the best layouts selects the buoy with the highest power, removes it, and then maps the landscape
using a 25-meter grid. We record both the absorbed power of the buoy and the total wave farm power output per each
sample. Figure 6 shows the power landscape analysis of this experiment.
Note that the gaps are the infeasible areas around the already-placed buoys. The subplots (b) and (d) indicate a
multimodal and complex power landscape, for the placement of the last of the 49 buoys, especially for Sydney.
In order to report on the distribution of the performance of the different approaches across 10 independent runs, the
box-plots (Figure 7) is represented. Figure 7 shows and highlights the considerable performance of the proposed
multi-strategy optimisation framework compared with other optimisation techniques in the large wave farms problem.
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Figure 6: Power landscape analysis of the best 49-buoy layouts. (a) Sydney - wave state - grid sampling the power extracted by
the final buoy. (b) Sydney, total energy extracted with grid sampling of the final buoy position (c) Perth-wave state - grid sampling
of last buoy’s power. (d) grid sampling of total power w.r.t last buoy’s position. No samples are made within the safe distance of
already-placed buoys. The power of each buoy is characterised by a specific colour in both (a) and (c).
Meanwhile, All implemented codes and auxiliary materials are publicly available: https://cs.adelaide.edu.au/
~optlog/research/energy.php.
7 Conclusions
In this paper, we have proposed, assessed, and systematically compared 17 different optimisation approaches for
optimising the arrangement of large wave farms with 49 and 100 generators in two real wave regimes (Sydney and
Perth). This study comprised three new hybrid algorithms, each with three variants as a multi-strategy EA framework
customised to this field.
This optimisation problem is challenging in terms of the cost of its evaluation model and the large multimodal search
landscape. Our new framework addresses this problem through careful problem decomposition into sub-farms, the use
of discrete search spaces and a customised mutation operator (rotation).
15
A PREPRINT - MARCH 24, 2020
3.8
3.85
3.9
3.95
4
4.05
4.1
4.15
Po
w
er
 (W
at
t) 
106 49-buoy, Perth
Continuous 
Optimization methods
Discrete 
Optimization methods
Hybrid methods
Multi-strategy
 methods
Discrete + Continuous
6.7
6.8
6.9
7
7.1
7.2
7.3
Po
w
er
 (W
at
t) 
106 100-buoy, Perth
3.98
4
4.02
4.04
4.06
4.08
4.1
4.12
4.14
Po
w
er
 (W
at
t) 
106 49-buoy, Sydney
6.8
6.9
7
7.1
7.2
7.3
Po
w
er
 (W
at
t) 
106 100-buoy, Sydney
Figure 7: The comparison of the optimisation algorithms performance for 49 and 100-buoy layouts in Sydney and Perth wave
models. The optimisation results present the best solution per each experiment. (10 independent runs per each method)
The statistical results indicate that the new multi-strategy evolutionary algorithm consisting of symmetric local search
and Nelder Mead search, combined with an embedded rotation operator, plus an improved binary DE and a hybrid
backtracking strategy (DLS+CLS) performs better than other applied optimisation methods on average. In our ex-
periments, this method overcomes other state-of-the-art algorithms, for both 49 and 100-buoy layouts, in terms of
convergence speed and power production.
Future work could explore other optimisation dimensions, including considering other effective buoy designs and
power take-off system settings.
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