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Abstract We study a system of monodispersed hard rectangles of sizem×d,
where d ≥ m on a two dimensional square lattice. For large enough aspect
ratio, the system is known to undergo three entropy driven phase transitions
with increasing activity z: first from disordered to nematic, second from ne-
matic to columnar and third from columnar to sublattice phases. We study
the nematic-columnar transition by developing a high-activity expansion in
integer powers of z−1/d for the columnar phase in a model where the rect-
angles are allowed to orient only in one direction. By deriving the exact
expression for the first d+2 terms in the expansion, we obtain lower bounds
for the critical density and activity. For m, k ≫ 1, these bounds decrease
with increasing k and decreasing m.
Keywords Exclusion models, Hard core repulsion, High-activity expansion,
Hard rectangles, Hard squares, Nematic-Columnar transition
1 Introduction
A system of long rods in three dimensions with only excluded volume interac-
tions is known to exhibit a density-driven phase transition from a disordered
isotropic phase to an orientationally ordered nematic phase [39,13,50,17,
48]. Further increase in density may result in a smectic phase with orienta-
tional order and partial translational order, and a solid phase [15,7]. In two
dimensional continuum space, the system undergoes a Berezinskii-Kosterlitz-
Thouless transition [4,5,25] from a low-density phase with exponential decay
of correlations to a high-density phase where the correlations decay as a power
law [46,14,23,47].
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2The corresponding problem has also been studied on lattices where the
rods orient only along the lattice directions, and thus the number of allowed
orientations is finite. In this case, it may be heuristically argued that the fully
packed phase has no orientational order [17,18], making it uncertain whether
a pure lattice model may ever exhibit a nematic phase [17]. There has been
a renewed interest in this problem after it was convincingly demonstrated
numerically that a system of hard rods on a square lattice exhibits a nematic
phase for large enough aspect ratio [18]. Below, we summarize the known
results for lattice models of hard rods and rectangles.
Consider a mono-dispersed system of hard rectangles of size m× d on a
square lattice, where k = d/m is the aspect ratio, and each rectangle may
orient along one of two directions – horizontal or vertical. No two rectangles
may overlap (see Sec. 2 for a more precise definition). When m = 1 (hard
rods), the system has been shown to undergo two density-driven transitions:
a low-density isotropic–nematic transition shown numerically for k ≥ 7 [18]
and rigorously for k ≫ 1 [9], and a second high-density nematic–disordered
transition that has been shown numerically [29,30]. While the first tran-
sition is in the Ising universality class [36,34,35,33,12], there is no clear-
cut evidence for the second transition belonging to any known universality
class [30]. The m = 1 model may be solved exactly on a tree-like lattice
where the system undergoes an isotropic–nematic transition for k ≥ 4, but
the second transition is absent [8], though an exact solution for rods with
soft repulsive interactions on the same lattice shows two transitions [26].
The only other exact result is for m = 1 and k = 2 (dimers), where the
absence of a transition for any density may be proved [21,31,19,20]. The
system with m > 1 has also been studied. When k = 1, and m ≥ 2, the
model reduces to the well-studied hard square model [3,2,42,6,38,32,41,43,
44,24,1] which undergoes a density-driven transition from a disordered to
a columnar phase. The transition is continuous for m = 2 [11,10,49] and
first order for m = 3 [11]. The columnar phase breaks translational sym-
metry only in one lattice direction. When m ≥ 2 and k ≥ 7, the system
undergoes three density-driven transitions: first an isotropic-nematic transi-
tion, second a nematic-columnar transition, and third a columnar-sublattice
transition [28,27]. Here, the columnar phase breaks translational symmetry
in the direction perpendicular to the nematic orientation. For 2 ≤ k < 7, and
m ≥ 3, the system undergoes isotropic-columnar and columnar-sublattice
transitions with increasing density. When m = 2, the system undergoes a
direct isotropic-sublattice transition for k = 2, 3 [28].
In this paper, we focus on the nematic-columnar transition. When m = 2,
the critical density ρc (the fraction of occupied lattice sites) for this transition
was numerically determined for d up to 48. By extrapolating to d → ∞, it
was shown that ρc ≈ 0.727+ 0.226k
−1+O(k−2) [27], implying the existence
of the columnar phase for infinitely long rectangles. It is difficult to study
systems with larger m using Monte Carlo simulations as it becomes difficult
to equilibrate the systems at large densities, restricting the numerical study
of large k to m = 2. The nematic-columnar transition has also been studied
analytically within a Bethe approximation [28]. While this calculation quali-
tatively reproduces the above numerical result, the approximations involved
3are ad-hoc with no clear systematic procedure of improving the results. In
addition, the limitm→∞ keeping k = d/m fixed, corresponding to a system
of oriented rectangles in the continuum, is unattainable. As of now, unlike
the nematic phase, there exists no rigorous proof for the existence of the
columnar phase.
High-activity expansions are a systematic and more rigorous way of study-
ing the effect of fluctuations in the ordered state. In the standard Mayer ex-
pansion, the high-activity expansion is in integer powers of z−1, where z is
the activity or fugacity [16]. However, columnar phases possess a sliding in-
stability resulting in the expansion being in fractional powers of z−1 [3]. The
expansion was carried out to O(z−3/2) for the hard square gas (m = 2, d = 2)
recently [41], and the formalism was applied to hard core lattice gas models
with first four next nearest neighbor exclusion, where the high-density phase
is columnar [37].
In this paper, we generalize the calculations of the hard square gas in
Ref. [41] to derive the high-activity expansion for the columnar phase of the
hard rectangle gas. To do so, we study a simpler model where rectangles
may orient only in the horizontal direction. We justify this simplification
by arguing that near the nematic-columnar transition, there are only a few
rectangles with orientation perpendicular to the nematic orientation. In ad-
dition, we also show that the nematic-columnar transition densities are the
same for large k (within numerical error), whether both orientations or only
one orientation is allowed. We show that the high-activity expansion is in
powers of z−1/d, where z is the activity or fugacity. The exact expressions
for the first d + 2 terms in the expansion of free energy and densities are
derived. Truncating the expansions for the densities at this order, we obtain
estimates (lower bounds) for the critical densities for the nematic-columnar
transition. For large m and k, these estimates are shown to decrease with
increasing k and decreasing m.
The rest of the paper is organized as follows. Section 2 contains a defi-
nition of the model and the justification for studying a model of hard rect-
angles with only horizontal orientation. The high-activity expansion for the
free energy of m × d rectangles is derived in Sec. 3. In Sec. 4, we derive
the high-activity expansion for the occupation densities of the different rows.
The critical densities, and activities are estimated from these expansions.
Section 5 contains a discussion of the results and some possible extensions of
the problem.
2 Model and Preliminaries
Consider a square lattice of size L×L with periodic boundary conditions. We
consider a system of monodispersed hard rectangles of size m×d, where k =
d/m is the aspect ratio, and d ≥ m. A horizontal (vertical) rectangle occupies
d (m) consecutive lattice sites along the x-direction and m (d) consecutive
lattice sites along the y-direction. No lattice site may be occupied by more
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Fig. 1 Snapshots of a system of rectangles of size 2 × 18(k = 9) at Monte Carlo
time steps (a) 7 × 107, (b) 8 × 107, and (c) 9 × 107. Red and blue- are horizontal
rectangles with heads at the even and odd rows respectively and green are vertical
rectangles.
than one rectangle. The grand canonical partition function for the system is
L(zh, zv) =
∑
nh,nv
C(nh, nv)z
nh
h z
nv
v , (1)
where C(nv, nh) is the number of valid configurations with nh horizontal
rectangles and nv vertical rectangles, and zh and zv are the corresponding
activities.
In the nematic and columnar phases, the orientational symmetry is bro-
ken, and thus the majority of rectangles are either horizontal or vertical.
Typical snapshots of the system (m = 2, d = 18) at equilibrium near the
nematic-columnar transition are shown in Fig. 1. The system has nearly
complete orientational order, and one may ignore the effects of the rectan-
gles with perpendicular orientation. To study the nematic–columnar phase
transition, it is thus more convenient to study a system in which all rectan-
gles are horizontal. Thus, we set zv = 0 in (1), disallowing vertical rectangles.
Further justification of this simplification may be obtained by comparing
the critical density ρc for the nematic-columnar transition for the model
of rectangles with both orientations and the model of rectangles with only
horizontal orientation. ρc for the model with both orientations allowed was
numerically obtained form = 2 as ρc ≈ 0.727+0.226k
−1 for k ≫ 1 [27]. Here,
we obtain ρc for the model restricted to horizontal rectangles from Monte
Carlo simulations. The details of the algorithm and parameters are as in
Refs. [28,27]. ρc is obtained for m = 2 by the intersection point of the Binder
cumulant for three different lattice sizes, and is shown in Fig 2. We obtain
ρc ≈ 0.727 + 0.226k
−1 for k ≫ 1, numerically indistinguishable from that
for the model with both horizontal and vertical rectangles. We thus conclude
that the simplified model is well-suited for studying the nematic-columnar
transition. However, it is possible that the two models have qualitatively
different phenomenology for small k when the nematic phase is absent for
the model with both orientations allowed (also see Sec. 5 for more discussion
of this point).
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Fig. 2 The critical density ρc for the nematic-columnar transition for the model
with only horizontal rectangles (circles) and the model with both horizontal and
vertical rectangles (squares) from Monte Carlo simulation. The data for the latter
is from Ref. [27]. The straight line is 0.727 + 0.226k−1 . Inset: The corresponding
critical activity zc from Monte Carlo simulation. The straight line is 35.5k
−1.
Let the bottom left corner of a rectangle be called its head. In the nematic
phase, each row on an average contains equal number of heads of rectangles.
In the columnar phase, this symmetry is broken. An example illustrating the
two phases for 2× 6 rectangles is shown in Fig. 3. To quantify the nematic–
columnar transition, we assign to the ith row a label (i mod m) + 1, such
that the labels are 1, . . . ,m. In the columnar phase, majority of the rectangles
have their heads on one of the m types of rows. The grand canonical partition
function for the model with only horizontal rectangles is then
L({zi}) =
∑
n1,...,nm
C(n1, . . . , nm)
m∏
i=1
znii , (2)
where C(n1, . . . , nm) is the number of configurations with ni rectangles whose
heads are on rows with label i, and zi’s are the corresponding activities. For
large activities, the system will be in the columnar phase, and undergoes a
transition to the nematic phase as the activities are decreased.
The free energy of the system in the thermodynamic limit is
f(z1, . . . , zm) = lim
N→∞
−
1
N
lnL(z1, . . . , zm), (3)
where N = L2 is the total number of lattice sites. The density of occupied
sites ρ is then given by
ρ(z) = −mdz
d
dz
f(z, . . . , z). (4)
6(a) (b)
Fig. 3 A schematic diagram illustrating the two phases for 2 × 6 rectangles. (a)
The low activity nematic phase where some of the heads (bottom left corner) of
the rectangles are on odd rows (black) and some of the heads are on even rows
(grey). (b) The high activity columnar phase where most of the heads of rectangles
are either on even or odd rows (odd in the example shown).
The aim of the paper is to determine the free energy f and density ρ as a
perturbation series in inverse powers of the activity.
3 High activity expansion for the free energy
The perturbation series for the free energy will be in powers of z−1/d [see
Sec. 3.1 and (19)] rather than the usual Mayer expansion in integer powers
of z−1 because of the ordered columnar phase having a sliding instability [3,
41]. Suppose a vacancy is created in a fully ordered columnar phase at full
packing by removing a rectangle. The d consecutive empty sites that are
created may now be broken into d fractional vacancies without any loss of
entropy by sliding sets of rectangles in the horizontal direction. This breaking
up of vacancies into fractional vacancies leads to fractional powers of z−1
appearing in the perturbation expansion.
To set up a perturbation expansion about the ordered columnar state, it
is convenient to choose one of the activities to be large and treat the other
activities as small parameters:
z1 = zo, (5)
z2 = . . . = zm = ze, (6)
where ze ≪ zo. The notation is such that when m = 2, o indicates odd rows
and e indicates even rows. Once the perturbation expansion is obtained, zo
and ze are equated to z to obtain the high-activity expansion.
In the completely ordered state, heads of all the rectangles are in rows
with label 1 [see Fig. 3(b)]. In the perturbation expansion, we refer to rect-
angles whose heads are in rows with a label different from 1 as defects. For
systems with sliding instability, the perturbation expansion is not in terms
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Fig. 4 A schematic diagram illustrating clusters. (a) One rectangle on an even
row results in reducing the maximal occupancy of two odd rows (red lines labeled
∗) by one. (b) Two rectangles on even rows one directly above the other results in
reducing the maximal occupancy of three odd rows (red lines labeled ∗) by one.
of number of defects, but rather in terms of clusters of defects [3,41]. We
illustrate this for the case m = 2. Consider a single defect on a row with
label 2 [see Fig. 4(a)]. This defect results in one or more rectangles removed
from each of the two rows denoted by ∗ in Fig. 4(a), both with label 1, and
therefore has leading weight z−1. Now consider two defects both on rows
with label 2 but one directly above the other [see Fig. 4(b)]. This cluster
of defects results in one or more rectangles removed from each of the three
rows denoted by ∗ in Fig. 4(b), all three with label 1, and therefore still has
leading weight z−1. It is easy to see that a similar defect cluster of arbitrary
size will have leading weight z−1. When m > 2, defect-clusters may have
defects with different labels (as defined below). For such clusters, it is again
possible that defect-clusters of different sizes also have leading weight z−1.
We define a single cluster of defects more precisely. Let a sub-cluster of
size n and label j denote a set of n rectangles of label j, directly on top of
each other such that the long sides are parallel and the short sides are aligned.
A single cluster of defects is made up of sub-clusters of label 2, 3, . . .m, such
that the labels are in ascending order and the gap between two sub-clusters is
the minimum possible. Examples of single clusters of size 4 for 3×6 rectangles
are shown in Fig. 5. In Fig. 5(a), the cluster is made up of a single sub-cluster
of label 2 while in Fig. 5(b), the cluster is made up of one sub-cluster of size
2 of label 2 and one sub-cluster of size 2 of label 3. It is straightforward to
check that all such single cluster of defects will have leading weight z−1.
The perturbation expansion is well-defined in terms of number of clus-
ters [3,41]. Thus, we write
L(zo, ze)
L(zo, 0)
= 1 +W1(zo, ze) +W2(zo, ze) + . . . , (7)
where Wn represents the contribution from n clusters. The free energy may
then written as a series:
f(zo, ze) = f0(zo) + f1(zo, ze) + f2(zo, ze) + . . . , (8)
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Fig. 5 An example of a single cluster of size 4 made up of (a) 4 defects of label 2
and (b) 2 defects of label 2 and 2 defects of label 3. The example is for rectangles
of size 3× 6.
where fi corresponds to the contribution from i clusters. From (3), we im-
mediately obtain
f0(zo) =
−1
N
lnL(zo, 0), (9)
f1(zo, ze) =
−1
N
W1(zo, ze), (10)
f2(zo, ze) =
−1
N
[
W2(zo, ze)−
W1(zo, ze)
2
2
]
. (11)
The free energies f0, f1 and f2 are calculated in the following subsections.
3.1 Calculation of f0
f0 is the contribution to the free energy from configurations that do not have
defects. Then the heads of all the rectangles are in rows with label 1 and
the configuration in a particular row is independent of the configurations in
other rows, Hence, we can write
L(zo, 0) = [Ωp(zo, L)]
L/m
, (12)
where Ωp(zo, L) is the grand canonical partition function of a system of
hard rods of length d on a one dimensional lattice of L sites with periodic
boundary condition. The one dimensional partition function obeys simple
9recursion relations. Ωp(zo, L) is related to Ωo(zo, L), the corresponding grand
canonical partition function on a one dimensional lattice of L sites with open
boundary conditions, as
Ωp(z, L) = dzΩo(z, L− d) +Ωo(z, L− 1), L ≥ d. (13)
Ωo(z, ℓ) obeys the following recursion relation:
Ωo(z, ℓ) = zΩo(z, ℓ− d) +Ωo(z, ℓ− 1), ℓ ≥ d, (14)
Ωo(z, ℓ) = 1, 0 ≤ ℓ < d. (15)
Equation (14) is solved by the ansatz Ωo(z, ℓ) = Aλ
ℓ, where A is a con-
stant. Substituting into (14), we obtain
λd − λd−1 − z = 0. (16)
Let λ1 denote the largest root of (16). For arbitrary d, λ1 may be solved as
a perturbation series in inverse powers of z−1. By examining a few terms in
the expansion, we find that the series solution of λ1 has the following form:
λ1(z) = z
1/d +
1
d
+
∞∑
n=1
z−n/d
dn+1(n+ 1)!
n∏
j=1
(jd− n). (17)
The free energy f0 is related to the λ1 as
f0 = −
1
m
lnλ1(z0). (18)
Thus,
f0 = −
ln zo
dm
−
z
−1/d
o
dm
−
∞∑
n=2
z
−n/d
o
n!dnm
n−1∏
j=1
(jd− n). (19)
Note that f0 is a series in integer powers of z
−1/d
o rather than the usual Mayer
expansion that is in integer powers of z−1o .
It will turn out later that, to calculate the contribution from configura-
tions with two defect-clusters, we will need knowledge of the partition func-
tion Ωo(z, ℓ) for all ℓ and not just for large ℓ when only the largest root λ1
of (16) contributes. Ωo(z, ℓ) is a linear combination of the d roots of (16).
Denoting the roots by λn,
Ωo(z, ℓ) =
d∑
n=1
cnλ
ℓ
n, (20)
where cn are constants to be determined from (15). Substituting (20) in (15)
we obtain 

1 1 1 . . . 1
λ1 λ2 λ3 . . . λd
λ21 λ
2
2 λ
2
3 . . . λ
2
d
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
λd−11 λ
d−1
2 λ
d−1
3 . . . λ
d−1
d




c1
c2
·
·
·
cd

 =


1
1
·
·
·
1

 . (21)
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By inverting the Vandermonde matrix in (21), we obtain
cn = (−1)
d−1
d∏
j=1
j 6=n
(λj − 1)
d∏
j=1
j 6=n
(λn − λj)
, (22)
To obtain cn’s as a series in z
−1/d
o , we need to first obtain all λn’s as a
series in z
−1/d
o . From (16), we immediately notice that |λn| = z
1/d, z → ∞.
Let
λn = z
1/deiθn . (23)
Substituting into (16), we obtain
eiθnd = 1 + z−1/deiθn(d−1). (24)
The perturbative solution to (24) is straightforward to obtain:
λn = z
1/deiθn +
1
d
+
(d− 1)e−iθn
2d2
z−1/d +O(z−2/d), (25)
where
θn =
2(n− 1)π
d
, n = 1, 2, . . . , d. (26)
Using the expression for cn’s in (22), we obtain
cn =
1
d
+
(d− 1)e−i2π(n−1)/d
d2
z−1/d + . . . , n = 1, . . . , d. (27)
3.2 Calculation of f1
A single cluster of defects of size n consists of n rectangles placed one directly
above the other, keeping the long sides parallel, with the heads being in rows
with labels 2, . . . ,m (see text before (7) for a more precise definition). Given
a defect-cluster of size n, the occupation of exactly n + 1 rows with label 1
are affected. The contribution to W1 from a single defect cluster of size n is
then
[
Ωo(zo,L−d)
Ωp(zo,L)
]n+1
zne . The bottom left corner of the cluster has to be on
a row with label 2, and there are N/m ways of choosing this lattice site. In
addition, we need to account for the number of ways H(n) that a cluster of
size n may be split into sub-clusters with different labels. The number of ways
of distributing n rectangles into m − 1 sub-clusters, where the sub-clusters
are arranged in ascending order of labels, is
H(n) =
(
n+m− 2
m− 2
)
. (28)
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Thus, the contribution to W1 from configurations with a single cluster of
defects is
W1(zo, ze) =
N
m
∞∑
n=1
H(n)
[
Ωo(zo, L− d)
Ωp(zo, L)
]n+1
zne , (29)
=
N
m
Ωo(zo, L− d)
Ωp(zo, L)

 1[
1− zeΩo(zo,L−d)Ωp(zo,L)
]m−1 − 1

 . (30)
Ωp(zo, L) may be expressed in terms of Ωo(zo, L) using (13):
Ωp(zo, L) = Ωo(zo, L− d)
[
dzo +
Ωo(zo, L− 1)
Ωo(zo, L− d)
]
, (31)
=
L→∞
Ωo(zo, L− d)
[
dzo + λ
d−1
1
]
. (32)
where in the limit L → ∞, we used Ωo(zo, ℓ) ∼ λ
ℓ
1. Substituting into (30),
using (10), setting ze = zo = z, and expanding for large z, we obtain,
f1(z, z) =
−1
mdz
[
dm−1
(d− 1)m−1
− 1
]
+
1
md2z1+1/d
[
dm−1(d+m− 2)
(d− 1)m
− 1
]
+O
(
1
z1+2/d
)
. (33)
Thus single clusters of defects contribute at O(z−1).
3.3 Calculation of f2
f2 is the contribution to the free energy from two defect-clusters. There are
four types of possible configurations:
(a) Clusters that are separated by at least one row of label 1 that may be
occupied with rectangles independent of other rows.
(b) Clusters that intersect.
(c) Clusters that do not have any overlap in the y-direction, and are not of
type (a) or (b).
(d) Clusters that have some overlap in the y-direction, and are not of type
(b).
We calculate the contribution from each of these types in the following sub-
sections.
3.3.1 Type (a): Clusters that are separated from each other
The contribution of clusters of type (a) to the free energy is exactly cancelled
by the contribution from the product of two single clusters W 21 [which is
O(z−2)]. Thus, there is no contribution to the free energy.
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dR
∆
∆+d R
∆
∆−
na
nbb
na
n
(a) (b)
Fig. 6 Examples of configurations of two clusters with no overlap in the y-
direction. ∆ is the distance between the centers of the two clusters in the x-
direction. Clusters could overlap in the x-direction as in (a) 1 ≤ ∆ < d, or have no
overlap in the x-direction as in (b) ∆ ≥ d.
3.3.2 Type (b): Clusters that intersect
When two clusters intersect, W2 is exactly zero since such configurations are
forbidden. However, there is a contribution to f2 from such configurations
through the terms W 21 . SinceW1 is O(z
−1), the contribution to f2 is O(z
−2).
Later, we will not be keeping terms of O(z−2), and we therefore neglect the
contribution to f2 from such configurations.
3.3.3 Type (c): Clusters that do not overlap in the y-direction
Let W x2 (zo, ze) denote the contribution to W2(zo, ze) from configurations of
clusters that have no overlap in the y-direction, but may overlap in the x-
direction. Examples of such configurations are shown in Fig. 6. Let the num-
ber of defects in the clusters be denoted by na and nb, and let ∆ denote the
distance in the x direction between the centers of the two clusters, where
∆ ≥ 1. When ∆ < d, the two clusters have some overlap in the x-direction
[see Fig. 6(a)], otherwise not [see Fig. 6(b)].
Let t1 (t2) denote the contribution toW
x
2 from pairs with ∆ < d (∆ ≥ d).
We calculate t1 and t2 separately. For t1, not all pairs of clusters with the
same ∆ contribute at the same order in z. The lowest order contribution
appears from pair of clusters where the smallest label of the defects in the
upper cluster is larger than or equal to largest label of the defects in the lower
cluster. Other pairs of clusters contribute at O(z−2). This may be easily seen
in the example shown in Fig 7, where two cluster configurations are shown
for the case m = 3. In Fig 7(a), the largest label of lower cluster is 3 and
the smallest label of the upper cluster is also 3. Such a configuration of four
defects affects five rows of label 1 (denoted by bold lines) and contributes at
O(z−1). In Fig 7(b), the largest label of lower cluster is 3 but the smallest
label of the upper cluster is now 2. Such a configuration of four defects affects
six rows of label 1 (denoted by bold lines), contributing at O(z−2).
For the calculation of t1, we will, therefore, restrict ourselves to cluster
configurations where the smallest label of the defects in the upper cluster is
larger than or equal to largest label of the defects in the lower cluster. In
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(a) (b)
Fig. 7 Examples of configurations with two defect-clusters when m = 3. (a) The
lower cluster has two defects of labels 2 and 3 while the upper cluster has two
defects of label 3. Such a configuration affects the occupation of five rows of label
1 (shown by bold lines). (b) The upper clusters has two defects of label 2. Such a
configuration affects the occupation of 6 rows of label 1 (shown by bold lines).
this case, the upper cluster may be slid to the left by ∆ till the two clusters
merge to form a single cluster. Thus, the combinatorial factor associated with
dividing the two clusters into sub-clusters of different labels is, as in the case
of single clusters [see Sec. 3.2 and (28)], H(na + nb), where na and nb are
the number of defects in the top and bottom clusters respectively. For t2
(∆ ≥ d), the labels in each cluster are independent of each other, and the
combinatorial factor is therefore equal to H(na)H(nb). In addition, for both
t1 and t2, since we restrict ∆ ≥ 1, a symmetry factor 2 is associated with
each configuration.
We now calculate the contribution to t1 and t2 from the occupation of rows
of label 1 with rectangles. The occupation of na+nb+1 rows of label 1 with
rectangles are affected by the presence of the defects. The remaining rows of
label 1 may be filled independently of each other. Among the na + nb + 1
rows, other than the row marked by R in Fig. 6(a) and (b), na+nb rows may
be thought of as open chains of length L − d. When ∆ < d [see Fig. 6(a)],
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the row R is equivalent of an open chain of length L − d−∆. When ∆ ≥ d
[see Fig. 6(b)], the row R is equivalent of two open chains of lengths ∆ − d
and L− 2d− (∆− d). Thus, we obtain
t1 =
2N
m
∞∑
na,nb=1
H(na + nb)
[
Ωo(zo, L− d)ze
Ωp(zo, L)
]na+nb d−1∑
∆=1
Ωo(zo, L− d−∆)
Ωp(zo, L)
,
(34)
and
t2 =
2N
m
∞∑
na,nb=1
H(na)H(nb)
[
Ωo(zo, L− d)ze
Ωp(zo, L)
]na+nb
×
∞∑
∆=d
Ωo(zo, L− d−∆)Ωo(zo, ∆− d)
Ωp(zo, L)
, (35)
where the factor N/m accounts for the number of ways of placing the lower
cluster on sublattice 2.
In the limit L → ∞, Ωp(zo, L) may be expressed in terms of Ωo(zo, L)
using (32). The limit of large L does not apply to the term Ωo(zo, ∆− d), as
∆ − d may be as small as zero. Hence, we use (20) for the one dimensional
partition function for any length. We, then, obtain
t1 =
2N
m
∞∑
na,nb=1
H(na + nb)
[
ze
dzo + λ
d−1
1
]na+nb d−1∑
∆=1
λ−∆1
dzo + λ
d−1
1
, (36)
and
t2 =
2N
m
∞∑
na,nb=1
H(na)H(nb)
[
ze
dzo + λ
d−1
1
]na+nb ∞∑
∆=d
d∑
j=1
c1βjα
∆−d
j
λd1(dzo + λ
d−1
1 )
,
(37)
where
βj =
cj
c1
, (38)
αj =
λj
λ1
, (39)
with cj and λj as defined in (20). Knowing the perturbation expansion for cj
[see (27)] and λj [see (17) and (25)], the perturbation expansion for βj and
αj may be derived to be
βj = 1 +
d− 1
dz
1/d
o
[
e−i2π(j−1)/d − 1
]
+O(z−2/do ), j = 2, . . . , d, (40)
αj = e
iθj +
1
dz
1/d
o
(1− eiθj ) +O(z−2/do ), j = 2, . . . , d, (41)
1
1− αj
=
1
1− eiθj
(
1 +
1
dz
1/d
o
)
+O(z−2/do ), j = 2, . . . , d, (42)
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where θj is as defined in (26).
We now focus on t2 [see (37)]. Since |αj | < 1 for j > 1, the sum over
∆ reduces to a convergent geometric series for j > 1. Summing over ∆, we
obtain
t2 =
2N
m
∞∑
na,nb=1
H(na)H(nb)
(
ze
dzo + λ
d−1
1
)na+nb
×
[
∞∑
∆=d
c1
λd1(dzo + λ
d−1
1 )
+
d∑
j=2
c1βj
λd1(dzo + λ
d−1
1 )(1− αj)
]
(43)
Though the first term in (43) is divergent, in the calculation for f2, it may be
checked that this term is cancelled by the term −W 21 /2. From (27) c1 ∼ d
−1,
and (40) βj ∼ O(1). Similarly |αj | ∼ 1, though αj 6= 1 for j > 1 [see (41)].
Also λ1 ∼ z
1/d [see (17)]. Therefore, we obtain that the second term in (43)
is O(z−2o ). Therefore, we conclude that t2 ∼ O(z
−2).
In the expression for t1 [see (36)], the leading order of the term for a fixed
∆ is z1+∆. Keeping only the ∆ = 1 term, we obtain
W x2 =
2N
m
∞∑
na,nb=1
H(na + nb)
dz
1+1/d
o
(
ze
dzo
)na+nb
+O(z−1−2/d). (44)
Doing the summation and setting ze = zo = z, we obtain
W x2 =
2N
mdz1+1/d
[
1−
dm−1(d−m)
(d− 1)m
]
+O(z−1−2/d). (45)
3.3.4 Type (d): Clusters that overlap in the y-direction
Two non-intersecting rectangles of different labels are said to overlap in the
y-direction if the y-coordinate of the head of the rectangle with larger label
lies within the y-range of the rectangle with smaller label. Two rectangles of
same label are said to overlap in the y-direction if their heads are on the same
row. Two defect-clusters are said to overlap in the y-direction if they contain
at least one pair of overlapping rectangles. Let W y2 denote the contribution
from configurations with two defect-clusters that have some overlap in the
y-direction. We divide such configurations into four types, as shown in Fig. 8,
with their contributions to W y2 being denoted by p1, p2, p3 and p4. In p1,
neither of the clusters has any extension beyond the common section. In p2,
one of the clusters extends beyond the common section in one direction. In
p3, both clusters extend beyond the common section in mutually opposite
directions, while in p4, one cluster extends beyond the common section in
both directions. Each of the two clusters are single clusters as defined in 3.2
(also see Fig. 4). The configurations of type p2, p3 and p4 may occur in
four, two and two ways respectively, depending on which of the clusters is
extending beyond the common section and in which direction.
For a pair of clusters, let n0 denote the number of rectangles that overlap
in the y-direction. Let the number of rectangles in the sections extending
16
p3
=
p1 p2
+ +
W2
y
4 +
p4
2 2
Fig. 8 Four possible cases of two clusters with overlap along y. In p1, both clus-
ters do not extend beyond the common section. In p2, one of the clusters extends
beyond the common section in one direction. In p3, both clusters extend beyond
the common section. In p4, one of the clusters extends beyond the common sec-
tion in both directions. The numbers come from symmetry considerations and is
straightforward to obtain.
na
nb
n0
∆
Fig. 9 An example (m = 2, d = 7) illustrating the definition of n0, na, nb, and
∆. n0 is the number of rectangles in the common section (2 in example), na and
nb are the extensions above and below (2 each) and ∆ is the horizontal distance
between the centers of the two clusters (10 in example).
above and below the common section be denoted by na and nb respectively.
As in Sec. 3.3.3, let ∆ be the horizontal distance between the centers of the
two clusters. Clearly ∆ ≥ d. These symbols are illustrated in an example in
Fig. 9.
We now calculate p1, p2, p3 and p4. For p1, the presence of the defect-
clusters affects the occupation of exactly (n0 + 1) rows of label 1. The occu-
pation of each of these rows with rectangles is equivalent to occupying two
open chains of length ∆− d and L− d−∆. Also, for each of the clusters, the
number of ways of breaking it up into sub-clusters is H(n0). Thus,
p1 =
N
m
∞∑
n0=1
∞∑
∆=d
H(n0)
2
[
Ωo(zo, L− d−∆)Ωo(zo, ∆−d)
Ωp(zo, L)
]n0+1
z2n0e . (46)
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Expressing Ωp in terms of Ωo using (32), and Ωo(zo, ∆ − d) in terms of λj
using (20), we obtain
p1 =
N
m
∞∑
n0=1
∞∑
∆=d
H(n0)
2


c1
d∑
j=1
βjα
∆−d
j
λd1(dzo + λ
d−1
1 )


n0+1
, (47)
where βj and αj are as defined in (40) and (41). Expanding the last term
in (47) using multinomial expansion, we obtain
p1 =
N
m
∞∑
n0=1
H(n0)
2z2n0e
[
c1
λd1(dzo + λ
d−1
1 )
]n0+1
×
∑′
{nl}≥0
(n0 + 1)!
d∏
j=1
nj !
∞∑
∆=d
d∏
p=2
(βpα
∆−d
p )
np , (48)
where the primed sum refers to the constraint
d∑
i=1
ni = n0 + 1. (49)
Summing over ∆, we obtain
p1 =
N
m
∞∑
n0=1
H(n0)
2z2n0e
[
c1λ
−d
1
dzo + λ
d−1
1
]n0+1 ∑′
{nl}≥0
(n0 + 1)!
d∏
p=2
β
np
p
d∏
s=1
ns![1 −
d∏
j=2
α
nj
j ]
.
(50)
We now estimate the order of the different terms in (50). From (27)
c1 ∼ 1/d and from (25), λ
d
1 ∼ zo. Hence
c1λ
−d
1
dzo + λ
d−1
1
∼
1
(dzo)2
. (51)
To leading order, βi = 1, for all i [see (40)]. Hence, unless the term 1 −∏d
j=2 α
nj
j in (50), goes to zero as z →∞, the summand is O(z
−2). Since we
are not interested in terms of O(z−2), we focus only on those {nl} for which∏d
j=2 α
nj
j ≈ 1, when z →∞. We obtain from (41)
d∏
j=2
α
nj
j = e
d∑
j=2
iθjnj
[
1−
d∑
j=2
(1− e−iθj )nj
dz
1/d
o
]
+O(z
−2/d
0 ). (52)
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We are interested in those {nl} for which the leading term of the product is
1. This leads to the constraint
d∑
j=2
θjnj = 2lπ, l ∈ Z, (53)
such that,
1−
d∏
j=2
α
nj
j =
d∑
j=2
(1− e−iθj )nj
dz
1/d
o
. (54)
Let
I(n0) =
∑′′
{nl}≥0
1
d∏
j=1
nj !
d∑
j=2
(1− e−iθj )nj
, (55)
where the double prime refers to the constraints (49) and (53). It is straight-
forward to see that I(n0) is real. αj ’s appear as complex conjugate pairs.
For every {nl} satisfying the constraints, there is a {n
′
l} obtained by inter-
changing the nl’s of all complex conjugate pairs, the corresponding summand
being the complex conjugate. Thus I(n0) is real. Equation (50) then reduces
to
p1 =
N
m
∞∑
n0=1
H(n0)
2
(
ze
dzo
)2n0 (n0 + 1)!I(n0)
dz
2−1/d
o
+O(z−2). (56)
Thus p1 is of order z
2−1/d and for d > 2 does not contribute to order z1+1/d.
For configurations of type p2, one of the clusters extends beyond the other,
the two clusters being of length no and n0 + na, where the common section
in the y-direction has no rectangles. The presence of these defect-clusters
affects the occupation of (no + na + 1) rows of label 1. Out of these rows,
no+1 of them are equivalent to open chains of length ∆− d and L− d−∆,
and the remaining na are equivalent to an open chain of length L − d. The
number of ways of dividing the clusters into sub-clusters is H(n0+na)H(n0).
In addition, there is a factor of 4N/m from symmetry considerations. Thus,
p2 =
4N
m
∞∑
n0,na=1
∞∑
∆=d
H(n0)H(n0 + na)z
2n0+na
e
×
[
Ωo(zo, L− d)
Ωp(zo, L)
]na [Ωo(zo, L− d−∆)Ωo(zo, ∆− d)
Ωp(zo, L)
]n0+1
. (57)
For configurations of type p3, both clusters extend beyond the common
section in the y-direction, one cluster being of length n0 + na and the other
being of length n0 + nb. The number of ways of dividing the clusters into
sub-clusters is H(n0 + na)H(n0 + nb). For configurations of type p4, one
cluster extends beyond the common section in both directions, one cluster
being of length n0 + na + nb and the other being of length n0. The number
of ways of dividing the clusters into sub-clusters is H(n0 + na + nb)H(n0).
For both p3 and p4 the presence of the defect-clusters affects the occupation
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of (no + na + nb + 1) rows of label 1. Out of these rows, no + 1 of them are
equivalent to open chains of length ∆− d and L− d−∆, and the remaining
na + nb are equivalent to an open chain of length L − d. Each of these two
types also has an additional factor of 2N/m due to symmetry considerations.
Thus, we obtain
p3 =
2N
m
∞∑
na=1
∞∑
nb=1
∞∑
∆=d
∞∑
n0=1
H(n0 + na)H(n0 + nb)z
2n0+na+nb
e
×
[
Ωo(zo, L− d)
Ωp(zo, L)
]na+nb [Ωo(zo, L− d−∆)Ωo(zo, ∆− d)
Ωp(zo, L)
]n0+1
, (58)
and
p4 =
2N
m
∞∑
na=1
∞∑
nb=1
∞∑
∆=d
∞∑
n0=1
H(n0 + na + nb)H(n0)z
2n0+na+nb
e
×
[
Ωo(zo, L− d)
Ωp(zo, L)
]na+nb [Ωo(zo, L− d−∆)Ωo(zo, ∆− d)
Ωp(zo, L)
]n0+1
. (59)
The expressions for p2 [see (57)], p3 [see (58)] and p4 [see (59)] are
similar to that for p1 [see (46)] except for the factor z
na+nb
e [Ωo(zo, L −
d)/Ωp(zo, L)]
na+nb . However, this factor is O(z0). Hence, p2, p3, and p4 are
also of O(z−2+1/d). Combining the contributions from p1, p2, p3 and p4, we
obtain
W y2 =
N
m
[
∞∑
n0=0
H(n0)
2 + 4
∞∑
n0=0
∞∑
na=1
H(n0)H(n0 + na)
(
ze
dzo
)na
+ 2
∞∑
n0=0
∞∑
na=1
∞∑
nb=1
[H(n0 + na)H(n0 + nb) +H(n0 + na + nb)H(n0)]
(
ze
dzo
)na+nb]( ze
dzo
)2n0 (n0 + 1)!I(n0)
dz
2−1/d
o
+O(z−2). (60)
3.3.5 Expression for f2
The contribution to the free energy f2 from clusters with two configura-
tions may now be computed. W x2 [see (45)] contributes at order z
−1−1/d. It
is straightforward to argue that configurations with three clusters will con-
tribute at utmost order z−1−2/d, hence we truncate f2 at order z
−1−1/d. The
leading term ofW y2 is O(z
−2+1/d), which for d > 2 is much smaller than W x2 .
Hence W y2 does not contribute to f2 for d > 2. When m = 2 and d = 2 we
should include O(z−2+1/d) term in W y2 . This equals 3 ln(9/8), and coincides
with the high-activity expansion for 2× 2 hard squares [41]. Substituting for
W x2 from (45), we obtain
f2 =
−2
mdz1+1/d
[
1−
dm−1(d−m)
(d− 1)m
+ 6δd,2 ln
9
8
]
+O(z−1−2/d). (61)
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3.4 High activity expansion for the free energy
The free energy up to order z−1−1/d is obtained by summing f0 [(19)], f1
[(33)], and f2 [(61)]:
−f(z, z) =
ln z
dm
+
z−1/d
dm
+
d+1∑
n=2
z−n/d
n!dnm
n−1∏
j=1
(jd− n) +
z−1
md
(κ− 1)
+
z−1−1/d
md2
[
1 + 2d−
κ
(
2d2 − 2dm+ d+m− 2
)
d− 1
+ 24δd,2 ln
9
8
]
+O(z−1−2/d). (62)
where
κ =
(
d
d− 1
)m−1
. (63)
4 Densities and transition points
In this section we derive the high-activity expansion for the occupation den-
sities of different rows. We truncate these expressions at O(z−1−1/d) and
then estimate the critical densities and activities for the nematic-columnar
transition, and obtain their dependence on m and k.
Let ρo (ρe) denote the number of lattice sites occupied by rectangles
whose heads are in rows with label 1 (label different from 1). For rows with
labels different from 1, the occupation densities will be equal. Hence,
ρo = −mdzo
d
dzo
f(zo, ze), (64)
ρe =
−mdze
m− 1
d
dze
f(zo, ze), (65)
where the factor md accounts for the volume of a rectangle, and the factor
m−1 accounts for the m−1 labels that are different from 1. We, thus, obtain
(after setting zo = ze = z)
ρo = 1−
z−1/d
d
−
d+1∑
n=2
z−n/d
dn(n− 1)!
n−1∏
j=1
(jd− n) +
1
z
[
1−
κ(d+m− 2)
d− 1
]
−
(2d+ 1)(d+ 1)
d2z1+1/d
−
κ
(d− 1)2z1+1/d
[m− 2
d2
−
m2 −m+ 1
d
+ 2m2 − 5m+ 6 + (2m− 1)d− 2d2 + (17 ln
9
8
+ 4)δd,2
]
+O(z−1−2/d),
(66)
ρe = κ
[
1
z(d− 1)
+
2md− 2d−m+ 2+ (16 ln 98 + 8)δd,2
d(d− 1)2z1+1/d
]
+ O(z−1−2/d),
(67)
21
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 0  0.5  1  1.5  2  2.5  3  3.5  4
ρ
1/z
ρeρo
 0.835
 0.845
 0.855
 0.865
0.02 0.04 0.06
ρ o
1/z
0.001
0.002
0.003
0.02 0.04 0.06
ρ e
1/z
Fig. 10 The high activity expansions (66) and (67) for ρo and ρe truncated at order
z−1−1/d for m = 2 and d = 22. The data points are from Monte Carlo simulations.
The two curves intersect at zc ≈ 0.267 and ρc = ρo+ ρe ≈ 0.411. Right inset: Blow
up of the large z region for ρo. Left inset: Blow up of the large z region for ρe.
Table 1 Comparison of the results for density ρ from the high-activity expansion
ρexp [see (66) and (67)] with results from Monte Carlo simulations ρsim for four
different values of the activity z. The data are for a system of 2× 22 rectangles.
z ρexp ρsim
25.0 0.8422 0.8420
50.0 0.8594 0.8593
75.0 0.8680 0.8680
100.0 0.8736 0.8736
where κ is as defined in (63).
In Fig. 10 we plot (66) and (67), truncated at O(z−1−1/d) for m = 2 and
d = 22. With increasing z−1, ρo decreases while ρe increases. The intersection
point of these two curves gives an estimate of the transition point. In the
example shown in Fig. 10, the estimates for the critical parameters are zc ≈
0.267 and ρc ≈ 0.411, where zc and ρc are the critical activity and critical
density respectively.
For large z, the expressions (66) and (67) are a good approximation to
the actual densities and reproduce the Monte Carlo results quite accurately.
The comparison with the Monte Carlo results is in shown in the insets of
Fig. 10 for both ρo and ρe, and in Table 1 for ρ. For z ≥ 25.0, the expansion
matches with the Monte Carlo results up to the third decimal place. This
serves as an additional check for the correctness of the calculations.
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Fig. 11 Variation of zc with k for different m.
By truncating the high-activity expansion, ρo is overestimated and ρe is
underestimated. In addition, for m > 3, the nematic-columnar transition is
first order in nature (ρ has a discontinuity), and zc will be larger than the
value of z for which ρo = ρe. Hence, the estimate for zc that we obtain by
setting ρo = ρe in the truncated series is a lower bound to the actual zc.
For example, for 2× 2 rectangles, zc increases from 6.250 when the series are
truncated at O(z−1) to 14.859 when the series are truncated at O(z−1−1/d)
while the actual value is 97.5 [41], while for 2×22 rectangles the corresponding
values are 0.253, 0.267, and 2.11 (see Fig. 2) respectively. We find that the
increase in zc, when terms of O(z
−1−1/d) are included, scales as k−2, while
the corresponding increase in ρc scales as k
−1.
We now study the dependence of the estimated zc and ρc on m and d.
Figure 11 shows the variation of zc with k for different values of m. For large
k, zc decreases with k as a power law ck
−1, where c ≈ 2.78 is independent
of m. For small k, there is a crossover to a different behavior that depends
weakly on m. We could not collapse the data for different m onto a single
curve by scaling k with a power of m. Hence, most likely the crossover scale
increases logarithmically with m. To summarize,
zc ≈
2.78
k
, k ≫ 1, ∀m. (68)
This behavior is in qualitative agreement with the result from Monte Carlo
simulation where zc ≈ 35.5k
−1 (see Fig. 2).
The variation of the corresponding critical density ρc(m, k) with k and
m is shown in Fig. 12. For large k, ρc decreases linearly with k
−1 for all m.
This dependence is brought out more clearly by dρc/dk = ρc(k + 1)− ρc(k)
(see left inset of Fig. 12), which is independent of m and decreases as k−2
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Fig. 12 Variation of ρc(m, k) with k for different m. Right inset: ρc(m,∞), the
critical density for rectangles with infinite aspect ratio, is well-described by (70)
b2 = 0.464, b3 = 0.29, and b4 = 13.0 (fit shown by solid line). Left inset: The data
for dρc/dk for different m collapse onto a single curve, independent of m.
for large k. We may thus write
ρc(m, k) = ρc(m,∞) +
b1
k
, k ≫ 1, (69)
where ρc(m,∞) is the m-dependent critical density for systems of rectangles
of infinite aspect ratio, and b1 ≈ 0.367 is independent of m. For the cor-
responding data from Monte Carlo simulation b1 ≈ 0.226 (see Fig. 2). We
determine ρc(m,∞) by fitting the data to (69), and its dependence on m is
shown in the right inset of Fig. 12. We find that the data is well-described
by the form
ρc(m,∞) ≈ b2 −
b3
ln(m+ b4)
, m≫ 1, (70)
with b2 ≈ 0.464, b3 ≈ 0.29 and b4 ≈ 13.0.
Note that the k-dependence of ρc(m, k) [see (69)] is in qualitative agree-
ment with the results from Monte Carlo simulations for systems with m = 2
(see Fig. 2 and [27]) and those from Bethe approximation for large k [28].
Thus, though the estimates that we obtain are lower bounds for the actual
transition, we expect that the truncated expansions give the correct qualita-
tive trends for the critical parameters.
We now study the large m behavior of the critical density and critical
activity of system of hard squares of size m×m, i.e., k = 1. We find that zc
increases up to m = 97 and then decreases to a constant for large m, while
ρc(m, 1) decreases up to m = 19 and then increases to a constant for large
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Fig. 13 Critical (a) activity zc, and (b) density ρc, for a system of m × m hard
squares. The straight lines correspond to (a) (71) with b5 = 12.085, b6 = 9.54 and
b7 = 228.56, and (b) (72) with b8 = 0.669, b9 = 0.44 and b10 = 121.24.
m. The asymptotic critical values are approached logarithmically as the data
are best described by (see Fig. 13)
zc(m, 1) = b5 +
b6
ln(m+ b7)
, (71)
ρc(m, 1) = b8 −
b9
ln(m+ b10)
, (72)
with b5 = 12.085, b6 = 9.54, b7 = 228.56, b8 = 0.669, b9 = 0.44, and b10 =
121.24.
5 Conclusions and discussion
In this paper, we derived the high-activity expansion for the free energy
and density of the columnar phase of m × d rectangles in a model where
the rectangles were restricted to be horizontal. The expansion is in inverse
powers of z−1/d, where z is the activity. We explicitly computed the first d+2
terms in this expansion. As in the case for hard squares (m = 2, d = 2) [41],
the expansion is not in terms of single defects, but in terms of clusters of
defects.
From the high-activity expansions for the densities of rectangles with
heads on rows of different labels, truncated at O(z−1−1/d), we estimate the
transition points zc and ρc. We show that zc ≈ ck
−1, ρc(m, k) ≈ ρc(m,∞) +
b1k
−1 for k ≫ 1, where c > 0, and b1 > 0, are m-independent constants,
and ρc(m,∞) increases logarithmically to a constant at large m. For hard
squares with d = m, or equivalently k = 1, we obtain that the critical density
increases logarithmically to a constant when m≫ 1.
The high-density series being truncated at O(z−1−1/d), the estimates for
the critical parameters are lower bounds for the actual values. However, we
note that the dependence of ρc(m, k) and zc(m, k) on k matches qualitatively
25
with the results obtained from Monte Carlo simulations for m = 2 (see Fig. 2
and [27]) and Bethe approximation [28] for large k. This leads us to conjecture
that the trends for the critical parameters obtained from the truncated series
expansion are qualitatively correct. If that is true, the limit m→∞ keeping
the aspect ratio k fixed, corresponding to the limit of oriented rectangles
in the continuum may be studied. When m → ∞, our results show that zc
decreases to a finite constant for all k. If this feature carries over to the actual
system, then, it would imply that ρc for large m is less than one, implying
that the nematic-columnar transition should exist when m → ∞. Likewise,
there should be a isotropic-columnar transition for hard squares (k = 1) in
the continuum at a finite density. These conjectures should be verifiable using
Monte Carlo for systems in the continuum.
The high density expansion derived in this paper was for a model where all
the rectangles were horizontal. This is a special case (zv = 0) of the more gen-
eral model where rectangles of horizontal and vertical orientations occur with
activity zh and zv respectively. We argued, from Monte Carlo simulations,
that setting zv = 0 does not affect the nematic-columnar transition for large
aspect ratio k. However, the two models may differ for small k. For k < 7, the
nematic phase does not exist when zv = zh [28]. However, when zv = 0, we
have verified numerically that the nematic-columnar transition exists even
for a system of 2 × 3 rectangles. For 2 × 3 rectangles, when zv = zh, there
are no density-driven phase transitions. Thus, in the two-dimensional zv–zh
phase diagram, the phase boundary that originates at zv = 0 must terminate
on the line zh > zv, zv, zh →∞. This leads to the interesting possibility that
in the fully packed limit, as the ratio zh/zv is increased, the system should
undergo a nematic-columnar transition. This conjecture should be verifiable
for systems like 2 × 3 rectangles using Monte Carlo algorithms of the kind
recently implemented in Ref. [40] where the fully packed limit of mixtures
of dimers and squares could be efficiently simulated and shown to undergo a
Berezinskii-Kosterlitz-Thouless transition.
The high-activity expansion presented in the paper may be generalized to
systems of polydispersed rods on lattices [22,45] with same m and different
d. Suppose the rod-lengths are denoted by di. The calculation of f0 requires
the knowledge of only λ [see (16)]. The recursion relations (13), (14) and (15)
obeyed by the one-dimensional partition functions will now be modified to
Ωp({zi}, L) =
∑
i
diziΩo({zi}, L− di) +Ωo({zi}, L− 1), L ≥ max[{di}],
(73)
Ωo({zi}, ℓ) =
∑
i
ziΩo({zi}, ℓ− di)θ(ℓ − di) +Ωo({zi}, ℓ− 1),
ℓ ≥ min[{di}], (74)
Ωo({zi}, ℓ) = 1, 0 ≤ ℓ < min[{di}], (75)
where zi is the activity of a rod of length di, and θ(x) is the usual theta
function. The corresponding polynomial equation (16) is then modified to
λd − λd−1 −
∑
i
zi = 0, (76)
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making it possible to calculate the high-activity expansion for f0. The calcu-
lation of the contribution from configurations with a single cluster of defects
is also generalizable to the case of polydispersed rods. A defect cluster now
consists of rods of different lengths. The associated weight now depends not
just on the length of the cluster but also on the detailed structure of the clus-
ter. Though more complicated, it is still possible to write an exact expression
for the contribution from single defect-clusters.
Another possible extension of the derivation presented in this paper is
to find higher order correction terms. For example, suppose we consider the
O(z−1−2/d) term. If d ≥ 4, then there is no contribution at this order from
W y2 that accounts for defect clusters with overlap along the y-direction. The
contribution to O(z−1−2/d) term from configurations with two or more defect-
clusters is only from W x that accounts for defect-clusters with overlap in the
x-direction. This includes the ∆ = 2 term in (34), and contribution from
configurations with three defect-clusters, where each cluster is misaligned
from the bottom cluster by ±1. The corresponding term for three defect-
clusters is
4N
m
∑
{ni}
H
[∑
i
ni
][
Ωo(zo, L− d)ze
Ωp(zo, L)
]∑
i
ni−1
ze
[
Ωo(zo, L− d− 1)
Ωp(zo, L)
]2
,
(77)
where ni is the number of rectangles in defect-cluster i. It is straightforward
to check that the above expression contributes at O(z−1−2/d). Similarly, one
can calculate the higher order terms up to O(z2−2/d) by considering only
W x.
Finally, it would be important to find an upper bound for the critical
parameters zc and ρc. This would amount to showing that that the high-
activity expansion derived in this paper has a finite radius of convergence.
However, this may not be easy as up till now, there exists no rigorous proof
for the existence of a columnar phase in any lattice model.
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