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Resumen—En este artı´culo se realiza un ana´lisis de la teorı´a del co´digo Reed-Solomon, para luego describir especı´ficamente la
codificacio´n y decodificacio´n del co´digo Reed-Solomon (204, 188) en VHDL. Posterior a eso, se implemento´ el co´digo descrito en la
tarjeta FPGA Virtex 5 XUPV5-LX110T. El disen˜o del codificador se lo realizo´ usando su arquitectura gene´rica, mientras que para
el decodificador se usaron como base los algoritmos de Euclides Modificado, Chien y Forney. Finalmente, se verifico´ su correcto
funcionamiento y se determino´ la cantidad de recursos utilizados de la tarjeta al implementar el algoritmo estudiado.
Palabras Clave—Algoritmo de Euclides Modificado, Correccio´n de errores, Reed Solomon.
Abstract—This article performs an analysis of the Reed-Solomon code theory, and then specifically describes the coding and decoding
of the Reed-Solomon code (204, 188) in VHDL. After that, the code described in the Virtex 5 XUPV5-LX110T FPGA card was
implemented. The encoder design was made using its generic architecture, while the decoder was used as the basis of the algorithms
of Euclid Modified, Chien and Forney. Finally, the correct operation was verified and the amount of resources used on the card
was determined when implementing the studied algorithm.
Keywords—Euclid’s Modified Algorithm, Bug fixes, Reed Solomon.
INTRODUCCIO´N
EN el intercambio de informacio´n a trave´s de un canal decomunicaciones poco confiable o ruidoso, es inevitable
encontrarse con errores en la recepcio´n, esto es inadmisible si
se pretende brindar una comunicacio´n confiable y de calidad
entre un emisor y un receptor, por lo que es necesario el
uso de te´cnicas de codificacio´n para el control de los errores
(Castin˜eira y Farrell, 2012).
En 1960 Irvin S. Reed y Gustave Solomon publicaron
un artı´culo titulado “Polinomial Codes over Certain Finite
Fields” presentando la creacio´n del co´digo que lleva sus
nombres. Reed Solomon es un co´digo usado para la deteccio´n
y correccio´n de errores. La aplicacio´n de este co´digo fue
complementada con la invencio´n del algoritmo decodificador
creado por Elwyn Berlekamp. Su primera aplicacio´n signifi-
cativa fue la codificacio´n de ima´genes digitales en la sonda
espacial Voyager (Serrano, 2004).
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En la actualidad tiene un amplio rango de aplicaciones
en comunicaciones digitales y es usado para corregir errores
en muchos sistemas de comunicacio´n como: Wifi, Wimax
(Lujan, Almagro, Cabrera, Suardı´az y Cerdan, n.d.), CDs y
sondas espaciales (Bateman, 2003). Tambie´n se destaca la
aplicacio´n del co´digo Reed-Solomon en algunas tecnologı´as
de comunicacio´n digital, como: Digital Video Broadcasting
(DVB), Integrated Services Digital Broadcasting Terrestrial
(ISDB-T) y en Digital Audio Broadcasting (DAB) (Serrano,
2004).
MARCO TEO´RICO
Los co´digos Reed Solomon se representan como RS(n,k), en
donde los para´metros definidos se expresan de la siguiente
manera (Serrano, 2004):
n: nu´mero de sı´mbolos a la salida del codificador (longitud
de la palabra co´digo).
K: nu´mero de sı´mbolos de informacio´n que van a ser codifi-
cados.
2t = n− k : nu´mero de sı´mbolos de paridad an˜adidos dentro
de los n sı´mbolos.
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t = (n−k)/2 : nu´mero ma´ximo de errores que puede corregir
el co´digo.
Normalmente se los representa de manera sistema´tica, eso
quiere decir que despue´s de la codificacio´n la palabra original
se la puede distinguir claramente en la palabra codificada
(Serrano, 2004) (ver Figura 1).
Figura 1: Para´metros del co´digo RS(n,k)
Fuente: (Serrano, 2004).
Codificacio´n Reed Salomon
La codificacio´n tiene como funcio´n principal generar la
palabra co´digo, para esto la codificacio´n sistema´tica an˜ade
n-k sı´mbolos de paridad a la palabra original que ingresa
al codificador, ası´ ingresan k sı´mbolos de informacio´n y
salen n sı´mbolos y esta es la palabra co´digo. Los sı´mbolos
de paridad se los calcula multiplicando la palabra original
por el polinomio Xn−k y este resultado se lo divide para el
polinomio generador g(x), el residuo de esta divisio´n es el
conjunto de los sı´mbolos de paridad que se an˜ade a la palabra
original (Castin˜eira y Farrell, 2012).
El polinomio generador es un polinomio de grado Xn−k
sobre el campo de Galois, cuyo valor dependera´ del campo
sobre el que se este´ trabajando. El polinomio generador
g(x) de manera general se lo calcula de la siguiente manera
(Castin˜eira y Farrell, 2012).
g(x) = (x+ α)(x+ α2)(x+ α3)...(x+ α2t) (1)
Se presenta la descripcio´n matema´tica de la codificacio´n
sistema´tica.
c(x) = m(x).Xn−k + [m(x).Xn−k]modg(x) (2)
m(x): polinomio de la palabra original recibida a la entrada
del codificador,
c(x): la palabra codificada (palabra co´digo),
g(x): es el polinomio generador,
Xn−k : es un te´rmino de grado n− k
Decodificacio´n Reed Salomon
El proceso de decodificacio´n consiste en tomar la palabra
enviada por el codificador y recuperar la palabra original.
Si la palabra que se recibe tiene errores, el co´digo Reed
Solomon se encargara´ de detectar y corregir los errores que se
produjeron en la transmisio´n, como este proceso es el inverso
de la codificacio´n ingresara´n n sı´mbolos al decodificador
y se obtendra´n los k sı´mbolos correspondientes al mensaje
original que se envio´ (Castin˜eira y Farrell, 2012). El proceso
de decodificacio´n se lo describe a continuacio´n:
Ca´lculo del sı´ndrome
La manera ma´s sencilla de calcular el sı´ndrome es evaluar la
palabra codificada c(x) en cada una de las raı´ces del polinomio
generador g(x), se necesitan 2t sı´ndromes para poder detectar y
corregir t errores, con esto se calculara´ el polinomio sı´ndrome
S(x), que permitira´ determinar si la palabra co´digo recibida
tienen errores o no (Castin˜eira y Farrell, 2012). El ca´lculo del
polinomio sı´ndrome se lo puede expresar matema´ticamente de
la siguiente manera:
Si−1 = c(αi), i = 1, 2, 3 (3)
S(x) = S0 + S1X + S2X
2 + ...+ S2t−1X2t−1 (4)
Si el polinomio sı´ndrome es distinto de cero, esto indica
que existen errores en la palabra recibida por lo que se
debera´ iniciar el proceso de deteccio´n y correccio´n de errores,
detallado a continuacio´n:
Deteccio´n y correccio´n de errores
Para la deteccio´n de errores es necesario calcular el polinomio
localizador de errores y el polinomio magnitud de errores, para
esto se pueden usar varios algoritmos como el de Berlekamp,
Berlekamp-Masey, Euclides extendido o Euclides modificado,
debido a las ventajas que ofrece el algoritmo de Euclides
modificado respecto a la facilidad de ejecucio´n y uso de
recursos, en este proyecto se usa el algoritmo de Euclides
modificado, el cual se lo ejecuta de la siguiente manera
(Serrano, 2004):
Algoritmo de Euclides modificado
Este algoritmo esta´ basado en el algoritmo de Euclides, el
cual es usado para calcular el ma´ximo comu´n divisor de dos
factores, sin embargo el algoritmo de Euclides modificado
evita el ca´lculo de los cocientes en cada divisio´n, por lo que
su ejecucio´n es ma´s ra´pida y consume menos recursos. A
continuacio´n, se describen las ecuaciones y sus condiciones
iniciales para el uso del Algoritmo de Euclides modificado
(Serrano, 2004):
µ0(x) = 1
λ0(x) = 0
R0(x) = X
n−k, te´rmino de grado n− k
El polinomio magnitud de errores se calcula ası´ (Serrano,
2004):
Ri(x) = [σi−1bi−1Ri−1(x) + σi−1ai−1Qi−1(x)]−
X |li−1|[σi−1ai−1Qi−1(x) + σi−1bi−1Ri−1(x)] (5)
El polinomio localizador de errores se determina de la siguien-
te manera (Serrano, 2004):
λi(x) = [σi−1bi−1λi−1(x) + σi−1ai−1µi−1(x)]−
X |l(i−1)|[σi−1ai−1µi−1(x) + σi−1bi−1λi−1(x)] (6)
Los te´rminos Qi(x) y µi(x) son expresiones complementarias
que ayudan al ca´lculo de λi(x) y Ri(x)
Qi(x) = σi−1Qi−1(x) + σi−1)Ri−1(x) (7)
µi(x) = σi−1µi−1(x) + σi−1λi−1(x) (8)
Donde ai−1 y bi−1 son los coeficientes de mayor grado de los
polinomios Ri−1(x) y Qi−1(x) respectivamente.
li−1 = grado(Ri−1(x))− grado(Qi−1(x));
σi−1 = 1 si li−1 ≥ 0,
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σi−1 = 0 si li−1 < 0.
La iteracio´n del algoritmo termina cuando se cumple
que (λi(x)) > grado(Ri(x)) o bien grado(µi(x)) >
grado(Qi(x)), en ese momento el polinomio localizador σ(x)
sera´ λi(x) y el polinomio magnitud de error ω(x) sera´ Ri(x)
(Serrano, 2004).
Una vez concluido el algoritmo de Euclides Modificado,
se procede con la ejecucio´n del algoritmo de Chien cuya
funcio´n principal es encontrar la posicio´n del error en la
palabra co´digo recibida. Para esto, se calculan las raı´ces del
polinomio localizador de errores σ(x). La manera ma´s fa´cil
de calcular sus raı´ces es reemplazando la variable x por todos
los elementos del campo finito de Galois, excepto el 0. Si
αi es una raı´z del polinomio σ(x), la posicio´n del error sera´
(2m−1)−i, 2m para este caso es 256, este valor dependera´ del
campo de Galois que se este´ usando para el co´digo (Serrano,
2004).
El u´ltimo algoritmo a ejecutar es el algoritmo de Forney,
este permite calcular el valor del error localizado mediante la
evaluacio´n de la siguiente fo´rmula (Serrano, 2004):
e = ω(x)
σ‘(x)
(9)
Correccio´n de errores
Una vez ejecutados los algoritmos de Euclides modificado,
Chien y Forney se ha encontrado el polinomio error e(x).
e(x) =
(valor hallado conForney)XPosicion hallada enChien (10)
Si existe ma´s de un error, cada uno tendra´ su valor y posicio´n
correspondiente. La correccio´n de errores se lo hace realizando
la operacio´n XOR entre el polinomio error y la palabra
recibida (Castin˜eira y Farrell, 2012).
m(x) = c(x) + e(x) (11)
Este me´todo de codificacio´n es general y puede ser aplicado
para co´digos Reed Solomon de cualquier magnitud.
Descripcio´n en VHDL
Para la descripcio´n del co´digo Reed Solomon (204,188) se
usara´ el lenguaje VHDL, que es un acro´nimo de VHSIC
Hardaware Description Languaje, en donde VHSIC es otro
acro´nimo de Very High Speed Integrated Circuit (Chu, 2006).
Este lenguaje es ampliamente usado en la industria y permite
realizar una descripcio´n de circuitos sı´ncronos y ası´ncronos
(Sanchez, n.d.).
La descripcio´n en VHDL inicia con el disen˜o de un UART
(Universal Asynchronous Receiver-Transmitter), el cual usara´
el esta´ndar RS-232 para la comunicacio´n entre el computador
y la FPGA (Chu, 2006).
Para la descripcio´n del codificador Reed Solomon se usara´
una arquitectura gene´rica que puede ser usada en cualquier
codificador Reed Solomon sin importar los valores de n y k
(Sandoval y Fedon, 2008). Esta arquitectura se muestra en la
Figura 2.
A continuacio´n, se definen los elementos ma´s importantes
en la arquitectura gene´rica y su funcionamiento.
Figura 2: Arquitectura gene´rica de un codificador Reed Solo-
mon (n,k)
Multiplicacio´n en el campo de Galois.
Suma en el campo de Galois.
Registro de memoria de 8 bits (Flip flop tipo D)
Gn : Coeficientes del polinomio generador g(x)
El circuito inicia su proceso con el ingreso del primer
sı´mbolo de la palabra original, el cual se sumara´ con el valor
almacenado en el registro n − k − 1 que sera´ el valor 0,
ya que es el valor inicial en cada registro, este resultado
es multiplicado por cada coeficiente del polinomio generador
g(x), G0, G1,...,Gn−k−1. El resultado entre el primer elemento
y el coeficiente G0 es almacenado en su correspondiente
registro de memoria, mientras que los dema´s resultados de
cada multiplicacio´n en cambio son sumados con el dato
almacenado previamente en cada registro, que como se sabe
tiene el valor inicial 0, realizada la suma el resultado se
almacenara´ en su registro correspondiente.
Luego ingresara´ el segundo sı´mbolo y se ejecutara´ el mismo
proceso, el proceso se repetira´ hasta que todos los sı´mbolos
de la palabra original hayan ingresado, una vez que se han
procesado todos los sı´mbolos, los u´ltimos valores almacenados
en cada registro se agregara´n a la palabra original para obtener
la palabra completa codificada.
Una vez descrito el funcionamiento de cada sen˜al, en la
Figura 3 se muestra la arquitectura del codificador Reed
Solomon (204,188) con UART.
Figura 3: Esquema´tico del codificador con UART instanciado
ISE
El disen˜o del decodificador presenta una alta complejidad,
por lo que se ha dividido su descripcio´n en 3 bloques, el
primero encargado de calcular el polinomio sı´ndrome, el
segundo ejecutara´ el algoritmo de Euclides modificado para
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hallar los polinomios localizador y magnitud de error, y el
u´ltimo bloque, sera´ el encargado de hallar la magnitud y
posicio´n de los errores y realizar la correccio´n de los mismos,
esta arquitectura se la muestra en la Figura 4. Para el ca´lculo
Figura 4: Arquitectura para el decodificador Reed Solomon (n,
k)
del sı´ndrome se usa la arquitectura que se muestra en la Figura
5, que se encarga de evaluar la palabra recibida en el elemento
αi para hallar el coeficiente Si−1 del polinomio sı´ndrome.
Ya que el polinomio sı´ndrome consta de 16 coeficientes, en
VHDL se implementan 16 circuitos iguales cada uno con su
respectivo αi.
Figura 5: Arquitectura para el ca´lculo del sı´ndrome en ISE
El bloque del algoritmo de Euclides modificado esta´ imple-
mentado mediante la ma´quina de estados que se muestra en la
Figura 6. En la ma´quina de estados se ejecutan las iteraciones
necesarias para hallar los polinomios localizador y magnitud
de errores.
Figura 6: Ma´quina de estados para la ejecucio´n del algoritmo
de Euclides modificado.
Como se explico´ anteriormente el algoritmo de Chien detec-
ta la posicio´n del error y esto se logra evaluando el polinomio
localizador en un αi, por lo que su arquitectura se ajusta a lo
mostrado en la Figura 7 y sera´ muy similar a la usada para el
ca´lculo del polinomio sı´ndrome. Esta arquitectura se repetira´ 3
veces en la descripcio´n para evaluar el polinomio localizador
de errores, su derivada y el polinomio magnitud de errores.
Una vez evaluados los 3 polinomios, se toma el valor calculado
Figura 7: Arquitectura usada para el algoritmo de CHIEN.
despue´s de evaluar el polinomio localizador de errores y si
este es cero, se aplica el algoritmo de Forney para calcular la
magnitud del error, si no es ası´ entonces no existira´ error en esa
posicio´n y no sera´ necesario ejecutar el algoritmo, para este
caso se asigna el valor 00000000 en esa posicio´n. Este proceso
se lo observa en la Figura 8, la cual describe la arquitectura
usada para el algoritmo de Forney. Realizada la descripcio´n
Figura 8: Arquitectura usada para el algoritmo de Forney.
en VHDL del decodificador, se instancia con su respectivo
transmisor y receptor serial para obtener el decodificador Reed
Solomon (204,188) con UART mostrado en la siguiente Figura
9.
Una descripcio´n detallada de la implementacio´n de los algo-
ritmos de codificacio´n y decodificacio´n que se desarrollaron,
se puede encontrar en la referencia [8] que pertenece a los
mismos autores del presente artı´culo.
RESULTADOS Y DISCUSIO´N
En esta seccio´n se muestran los resultados obtenidos luego de
la implementacio´n en la FPGA del co´digo descrito en VHDL,
tanto para el codificador como para el decodificador Reed
Solomon (204, 188).
Evaluacio´n y pruebas de la implementacio´n del codificador
Reed Solomon (204, 188) con UART
En la siguiente la Tabla 1 se muestran los recursos utiliza-
dos para la implementacio´n del codificador Reed Solomon
(204,188) en la tarjeta FPGA empleada.
A continuacio´n, se muestran los resultados obtenidos en
la interfaz gra´fica tras ejecutar las pruebas pra´cticas del
codificador Reed Solomon (204,188) en la FPGA, en este
ejemplo se enviaron 188 sı´mbolos con valor 01H , y se obtiene
el dato codificado mostrado en la Figura 10. En las Figuras
11 y 12 se puede ver el dato codificado obtenido en Matlab e
ISE respectivamente luego de ingresar 188 sı´mbolos con valor
01H .
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Figura 9: Esquema´tico del decodificador con UART instancia-
do en ISE.
Tabla 1. Recursos utilizados en la tarjeta FPGA XUPV5-LX110T de
Xilinx para el codificador RS (204,188).
Resumen de la utilizacio´n del dispositivo (valores estimados)
Utilizacio´n lo´gica Usado Disponible Utilizacio´n
Nu´mero de registros de Slice 1839 69120 2 %
Nu´mero de LUTs de Slice 2118 69120 3 %
Nu´mero de pares de LUT-FF
usados completamente
526 3431 15 %
Nu´mero de IOBs 5 640 0 %
Nu´mero de BUFG/BUFGCTRLs 1 32 3 %
Figura 10: Pruebas del codificador Reed Solomon (204,188)
en la FPGA.
Se observa que los sı´mbolos de paridad que se an˜aden a
Figura 11: Palabra codificada en Matlab usando el co´digo Reed
Solomon (204,188).
Figura 12: Simulacio´n del codificador Reed Solomon
(204,188) en ISE.
la palabra original luego de la codificacio´n hecha en la FPGA
coinciden con los datos obtenidos en Matlab e ISE, con esto se
puede concluir que el co´digo descrito en VHDL cumple con
los para´metros de disen˜o establecidos y se ejecuta de manera
correcta la codificacio´n Reed Solomon (204, 188).
Evaluacio´n y pruebas de la implementacio´n del decodificador
Reed Solomon (204, 188) con UART
Se presenta el cuadro resumido del porcentaje de utilizacio´n
de la FPGA para el caso del decodificador.
Tabla 2. Recursos utilizados en la tarjeta FPGA XUPV5-LX110T de
Xilinx para el decodificador RS (204,188).
Resumen de la utilizacio´n del dispositivo (valores estimados)
Utilizacio´n lo´gica Usado Disponible Utilizacio´n
Nu´mero de registros de Slice 6121 69120 8 %
Nu´mero de LUTs de Slice 15531 69120 22 %
Nu´mero de pares de LUT-FF
usados completamente
2807 18845 14 %
Nu´mero de IOBs 5 640 0 %
Nu´mero de BUFG/BUFGCTRLs 1 32 3 %
La correcta ejecucio´n del decodificador se comprueba com-
parando la palabra decodificada enviada por la FPGA con la
palabra codificada sin errores, retirando los 16 sı´mbolos de
paridad. Si las dos coinciden, se habra´ comprobado el correcto
funcionamiento del decodificador.
Adicional se verificara´n los valores del sı´ndrome, el poli-
nomio localizador y magnitud de errores enviados desde la
FPGA con los valores obtenidos en la simulacio´n de ISE.
Pruebas con la palabra co´digo sin errores
Para esta prueba se usa la palabra codificada que se mostro´
en la Figura 11, la cual sera´ enviada a la FPGA sin insertarle
errores, como se muestra en la Figura 13. Como la palabra
co´digo enviada a la FPGA no tiene errores, es obvio que el
polinomio sı´ndrome y los errores localizados sean cero, lo cual
se obtuvo en la decodificacio´n de acuerdo a las Figuras 13 y
14.
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Figura 13: Palabra codificada sin errores enviada a la FPGA.
Figura 14: Datos obtenidos desde la FPGA luego de la
decodificacio´n de 0 errores.
Figura 15: Datos obtenidos desde la FPGA luego de la
decodificacio´n de 0 errores.
Pruebas con 1 error
Nuevamente se usa la palabra codificada de la Figura 11, pero
esta vez se inserta un error en la posicio´n cero, cambiando
el valor 50 por el 35 en hexadecimal, como se muestra en la
Figura 15.
La deteccio´n y correccio´n de errores se resume en la tabla 1,
el error se localiza efectivamente en la posicio´n cero, pero su
valor es 65, esto es porque se realiza la operacio´n XOR entre
65 y 35, para recuperar el valor original 50, esta operacio´n
se muestra en la tabla 3 y se la puede tambie´n verificar
observando las Figuras 16 y 17.
Figura 16: Palabra codificada con 1 error enviada a la FPGA.
Figura 17: Datos obtenidos desde la FPGA luego de la
decodificacio´n de 1 error.
Figura 18: Decodificacio´n de una palabra co´digo con 1 error
en ISE.
Tabla 3. Correccio´n de 1 error.
Posicio´n Valor del dato
original
Valor del error in-
gresado
Valor del error de-
tectado
Valor del dato corre-
gido
0 50 35 65 65 XOR 35 =50
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Pruebas con 8 errores
Ahora se ingresan 8 errores para comprobar la capacidad
ma´xima de correccio´n del co´digo Reed Solomon (204,188).
Los procesos de deteccio´n y correccio´n de errores se muestran
en las siguientes figuras, mientras que en la tabla 4 se
presentan las operaciones realizadas y se puede observar que
fue posible la recuperacio´n del dato original.
Figura 19: Palabra codificada con 8 errores enviada a la FPGA.
Figura 20: Datos obtenidos desde la FPGA luego de la
decodificacio´n de 8 errores.
Figura 21: Decodificacio´n de una palabra co´digo con 8 errores
en ISE.
Tabla 4. Correccio´n de 8 errores.
Posicio´n Valor del dato
original
Valor del error in-
gresado
Valor del error de-
tectado
Valor del dato corre-
gido
54 01 BD BC BC XOR BD =01
55 01 FF FE FE XOR FF =01
97 01 CC CD CD XOR CC =01
98 01 88 89 89 XOR 88 =01
99 01 56 57 57 XOR 56 =01
105 01 EF EE EE XOR EF =01
177 01 AB AA AA XOR AB =01
190 01 12 13 13 XOR 12 =01
Pruebas con 9 errores
Se presenta la siguiente prueba para observar el comporta-
miento del decodificador ante la presencia de una cantidad
de errores mayor a la capacidad de deteccio´n y correccio´n
del codificador Reed Solomon (204,188). En la Figura 22, se
muestran los 9 errores ingresados en la palabra codificada.
La interfaz gra´fica se disen˜o´ para el ingreso ma´ximo de 8
Figura 22: Palabra codificada con 9 errores enviada a la FPGA.
errores, ya que es la capacidad teo´rica ma´xima de deteccio´n
y correccio´n del co´digo Reed Solomon (204,188). Por esto,
el noveno error se lo ingresa directamente en el co´digo de la
interfaz, en la posicio´n 203 con el valor 12 en decimal (0CH).
Luego de ejecutar las pruebas con 9 errores se observa
que el decodificador no recupera el dato original, ya que el
decodificador no logra localizar ningu´n error (Figura 22 y 23),
y por esto, el dato decodificado contiene los mismos errores.
Figura 23: Datos obtenidos desde la FPGA luego de la
decodificacio´n de 9 errores.
Se observa que todas las pruebas realizadas son exitosas, el
co´digo disen˜ado corrige un ma´ximo de 8 sı´mbolos erro´neos
JOURNAL OF SCIENCE AND RESEARCH: REVISTA CIENCIA E INVESTIGACIO´N, E-ISSN: 2528-8083, VOL. 3, NO. JIEE2018, PP. 35-42 42
Figura 24: Decodificacio´n de una palabra co´digo con 9 errores
en ISE.
y recupera la palabra original enviada, con esto se puede
concluir que el co´digo descrito en VHDL cumple con los
para´metros de disen˜o establecidos y ejecuta de manera correcta
la decodificacio´n Reed Solomon (204, 188).
CONCLUSIONES
El codificador y decodificador implementados en este proyecto
utilizan una cantidad reducida de recursos en comparacio´n a
los disponibles en una tarjeta FPGA Virtex 5 XUPV5-LX110T.
En el caso del codificador, el recurso ma´s utilizado son los FFs,
alcanzando un porcentaje de utilizacio´n del 15 %; en cambio,
en el decodificador el recurso ma´s utilizado son los LUTs con
un 22 %.
Con la aplicacio´n del algoritmo de Euclides modificado
se reduce la complejidad del decodificador, gracias a la
ejecucio´n de operaciones matema´ticas ma´s sencillas en los
procesos de ca´lculo del polinomio localizador y polinomio
magnitud de errores en comparacio´n a otros algoritmos. Esto
adema´s, facilita su programacio´n en VHDL.
El codificador y decodificador Reed Solomon (204,188)
presentados en este trabajo, podra´n ser usados en futuros
proyectos de mayor complejidad que requieran la deteccio´n
y correccio´n de errores.
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