Abstract. We obtain a finite analogue of a recent generalization of an identity in Ramanujan's Notebooks. Differentiating it with respect to one of the parameters leads to a result whose limiting case gives a finite analogue of Andrews' famous identity for spt(n). The latter motivates us to extend the theory of the restricted partition function p(n, N ), namely, the number of partitions of n with largest parts less than or equal to N , by obtaining the finite analogues of rank and crank for vector partitions as well as of the rank and crank moments. As an application of the identity for our finite analogue of the spt-function, namely spt(n, N ), we prove an inequality between the finite second rank and crank moments. The other results obtained include finite analogues of a recent identity of Garvan, an identity relating d(n, N ) and lpt(n, N ), namely the finite analogues of the divisor and largest parts functions respectively, and a finite analogue of the Beck-Chern theorem. We also conjecture an inequality between the finite analogues of k th rank and crank moments.
Introduction
The connection between basic hypergeometric series and generating functions of the divisor functions has been well explored. The earliest reference to it is probably of Kluyver [40] who proved that for q ∈ C, |q| < 1,
where, the notation followed here and throughout the sequel, is The (A; q) n is called the q-shifted factorial and q its base. When we simultaneously work with q-shifted factorials having different bases, we generally suppress the base q in those q-shifted factorials having base q, but explicitly denote the bases other than q in the other q-shifted factorials.
Equation (1.1) was rediscovered by Fine [27, p. 14, Equations (12.4), (12.42) ], and by Uchimura [51, Theorem 2] who also found an additional representation, namely,
Identities such as these have been shown to have beautiful combinatorial interpretations arising from the theory of partitions. Before commencing on these, following are the notations used throughout the paper:
• π: an integer partition, Bressoud and Subbarao [18] showed that the equality of the first and the last expressions of (1.2) implies π∈D(n)
where d(n) denotes the number of divisors of n. Fokkink, Fokkink and Wang [28] also rediscovered this result by applying a beautiful combinatorial argument on a sequence of polynomials. Bressoud and Subbarao [18] also generalized (1.3) for σ m (n), the sum of m th powers of the divisors of n.
The finite analogues of identities such as (1.2) have also been well-studied. For example, van Hamme found that [38] and gave a refinement of (1. and D(n, N ) is the collection of partitions of n into distinct parts such that l(π)−s(π) ≤ N −1.
It is surprising that along with (1.6), Guo and Zeng do not give a combinatorial interpretation of the right-hand side of (1.4). However, as one might guess, (1.6) itself is the combinatorial interpretation of (1.4). Indeed, the right-hand side of (1.4) can be written in the form Now from the fact [2, p. 33] that N − 1 n − 1 is the generating function of the number of partitions of an integer into at most n − 1 parts each less than or equal to N − n, one can see that
is the generating function for partitions into n distinct parts with smallest part k such that l(π) − s(π) ≤ (N − n) + n − 1 = N − 1.
Thus the right-hand side of (1.4) is the generating function of t(n, N ) − t(n − N, N ). This establishes (1.6) since N n=1 q n 1−q n generates d(n, N ). It must be mentioned here that along with the finite analogues (1.4) and (1.5) , there also exists a one-variable generalization of (1.2) in the literature. In fact, it is an identity in Ramanujan's Notebook [16, p. 264 , Entry 4] , [45, p. 354] , [47, p. 302-303] , namely, 8) where z = q −n , n ≥ 1. It was rediscovered by Uchimura [51, Equation ( 3)] and Garvan [33] .
Identity (1.8) was recently generalized further by the first and the third authors in [24, Theorem 2.2] by obtaining for |zq| < 1 and |c| ≤ 1,
(zq/c) n−1 (zq) n (cq) n .
(1.9)
The case z = 1 of this identity, with the right-hand side expressed as a q-product by qbinomial theorem, was previously obtained by Yan and Fu [52] and was rediscovered by Andrews, Garvan and Liang [13, Theorem 3.5] by generalizing the left-hand side of (1. For an up-to-date history of these and other such identities, we refer the reader to [24] .
Ismail and Stanton [39] observed that the genesis of such identities is in the theory of basic hypergeometric functions. Indeed, as an application of a 3 φ 2 -transformation [35, p. 359 , (III.9)], the result was obtained in [24, Theorem 2.1] for |a| < 1, |b| < 1 and |c| ≤ 1. Then (1.9) was derived from it as a special case by letting a → 0 and replacing b by zq. The richness of partitiontheoretic information embedded in (1.9) and other related identities are demonstrated in the same paper.
One of the goals of this paper is to obtain a finite analogue of (1.10). As we shall see, this finite analogue gives many important corollaries, one of which is a source for most of the content in the sequel. We begin with the finite analogue of (1.10). Letting a → 0, replacing b by zq in Theorem 1.1, we obtain a finite analogue of (1.9). We record it separately as a theorem as it will be frequently used in the sequel. 13) are discussed in Section 4.
In a recent paper, Garvan [34, Equation (1.
3)] derived an interesting identity and gave combinatorial implications of its corollaries. For |z| ≤ 1 and |q| < 1, this identity is
A natural proof of Garvan was obtained in [24, Equations (6.1), (6.4), (6.6)] using (1.9). Theorem 1.2 can be used to obtain a finite analogue of Garvan's identity, namely, 
We now state an important result which, as alluded to above, is the genesis of the most of the content of this paper. This result is obtained by taking the first derivative of (1.12) with respect to z and then letting z → 1. It is a finite analogue of Theorem 2.8 from [24] .
(1.17)
2. New results in the theory of the restricted partition function p(n, N )
Let p(n, N ) denote the number of partitions of n whose largest parts are less than or equal to N . Although not as popular as the partition function p(n) itself, the restricted partition function p(n, N ) has been studied by many mathematicians. Szekeres [49] , [50] proved an asymptotic formula for p(n, N ) whereas Almkvist and Andrews [1] obtained a Hardy-Ramanujan-Rademacher-type formula for it. Kronholm and Rehmert [41, Theorem 1] obtained a general congruence for p(n, N ), namely, if N is an odd prime, k ≥ 1, 1 ≤ j ≤ N −1 2 , α ≥ 1, and if lcm(a) denotes the least common multiple of the natural numbers from 1 to a, then
However, to the best of our knowledge, there isn't any literature on the partition statistics for p(n, N ) similar to that for p(n).
The second goal of this paper is to extend the theory of p(n, N ) to include not only the corresponding rank and crank in terms of the vector partitions associated with p(n, N ), and the rank and crank moments, but also the associated smallest parts function which we denote by spt(n, N ).
Definition 1 spt(n, N ) := the number of smallest parts in all partitions of n whose corresponding largest parts are less than or equal to N .
Clearly, spt(n, 1) = n, and for n ≤ N , spt(n, N ) = spt(n).
The motivation for this extension of the theory of p(n, N ) lies in the fact that the following special case when c → 1 of Theorem 1.4 is actually, as we shall see, the generating function version of the finite analogue of Andrews' identity for spt-function (see Theorem 2.4 below).
However, before we proceed with the finite analogue of Andrews' identity, it makes sense to first introduce the finite analogues of rank, crank and their moments. The introduction of these new concepts when compared with the ones for p(n), viewed historically, is like moving in the reverse direction, for, the rank and crank were introduced only after partition congruences modulo 5, 7 and 11 were found by Ramanujan with a need to explain as to why they exist. Nevertheless, as we shall see, the introduction of the finite analogues of rank and crank will be very fruitful in the development of the theory of p(n, N ).
Let V 1 = D × P denote the set of vector partitions, where D is the set of partitions of a number into distinct parts and P is the set of unrestricted partitions. Denote an element π of V 1 by (π 1 , π 2 ), where | π| = |π 1 | + |π 2 |. For any positive integer N and j with 1 ≤ j ≤ N , define S 1 to be Let w r ( π) = (−1) #(π 1 ) be the weight of the vector partition π and its rank( π) = rank(π 2 ). Now define
where
that is, N S 1 m, n; j is the number of vector partitions of n with rank m and counted with weight w r ( π), and with the size of the Durfee squares of π 2 equal to j.
One can easily verify that for any fixed j, N S 1 m, n; j = N S 1 −m, n; j and hence
it is easy to see that it generates partitions π 1 described in (2.2).
Also,
generates partitions π 2 with power of z keeping track of its rank. Hence we have the following generating function for N S 1 (m, n).
We call the left-hand side of (2.4) the finite analogue of the rank generating function, for letting N → ∞ on both sides of (2.4), gives the well-known result for the rank generating function, namely, if N (m, n) denote the number of partitions of n with rank m, then [30, p. 66 
We also observe that when n ≤ N ,
contains at least a Durfee square of size j. However, n − j 2 ≤ N − j < N − j + 1 implies that π 1 must be an empty partition and hence if Q(m, n, j) denote the number of partitions of n with rank m and size of their Durfee squares j, then
Moreover, note that using [17, Equation (16) ] (see also [42, Section 265, p. 26] ), when z = 1, the left-hand side of (2.4) reduces to 1/(q) N , the generating function of p(n, N ), which is analogous to the rank-generating function reducing to 1/(q) ∞ , the generating function of p(n).
While the rank of a partition could explain two of Ramanujan's three partition congruences, namely, p(5n + 4) ≡ 0 (mod 5) and p(7n + 5) ≡ 0 (mod 7), it could not explain his third congruence p(11n + 6) ≡ 0 (mod 11). Hence Dyson [25] hypothesized the existence of another partition statistic that he called 'crank' that would do the job. Garvan [30] found the crank for vector partitions, and finally it was Andrews and Garvan [12] together who found the crank for an ordinary partition. They proved that
where M (m, n) is the number of partitions of n with crank m. In what follows, we obtain a finite analogue of the crank for vector partitions.
Let V 2 = D × P × P denote the set of vector partitions, where D denotes the set of partitions into distinct parts and P denotes the set of partitions. Denote an element π of V 2 by (π 1 , π 2 , π 3 ) such that | π| = |π 1 | + |π 2 | + |π 3 |. For any positive integer N , define S 2 by
Define w c ( π) = (−1) #(π 1 ) to be the weight of the vector partition π and crank
that is, M S 2 (m, n) denotes the number of vector partitions of n with crank m counted with weight w c ( π). This implies M S 2 (m, n) = M S 2 (−m, n). In view of the above, we have the following generating function for M S 2 (m, n).
The expressions on the left-hand sides of (2.4) and (2.6) have appeared in the literature, however, as far as we know, they have not been studied from a combinatorial standpoint. Indeed, from [4, p. 252, Theorem 2.1], [9, p. 263 
and Andrews [4, p. 258 
Note that the right-hand sides of (2.7) and (2.8) are respectively the finite analogues of the bilateral series representations for the rank and crank generating functions [9 For any positive integer k, we define the finite analogues of k th rank and crank moments respectively by 10) where N S 1 (m, n) and M S 2 (m, n) are defined in (2.3) and (2.5) respectively. It is easy to see that the odd finite rank and crank moments are equal to zero.
In 2008, Andrews [5] introduced smallest part partition function spt(n) to be the total number of appearances of the smallest parts in all partitions of n and proved that
In view of Dyson's identity [26, Theorem 5] (2.12) this implies that
We note in passing that Dyson's identity (2.12) was implicitly derived by Andrews [5, p. 136] in its analytical form.
We are now ready to state the finite analogue of (2.13).
Theorem 2.4. For any natural number N , we have
In other words,
Letting N → ∞ in either (2.14) or (2.15), we obtain Andrew's spt-identity (2.13). To obtain (2.13) from (2.15), one additionally needs to use Euler's recurrence relation np(n) = n−1 j=0 p(j)σ(n − j). We now illustrate (2.15). 
Thus,
as stated by (2.15 ).
An immediate application of Theorem 2.4 is an inequality between the finite analogues of rank and crank moments.
Corollary 2.5. Let N ∈ N be fixed. Then for all n ≥ 1,
The asymptotic estimate of spt(n, N ) is now given. Theorem 2.6. For any positive integer N , as n → ∞,
As will be shown in this paper, one could also follow Andrews' approach in [5] to derive Theorem 2.4, however, deriving it from Theorem 1.4 gives a uniform approach in obtaining such identities. Indeed, Theorem 2.1 is but one special case, namely when c → 1, of Theorem 1.4. Its other special case c = −1 is discussed in Section 6. It is concerned with a finite analogue of N SC (n), the number of self-conjugate S-partitions counted with a certain specific weight [13, Equation (1.10)]. Similarly the case c = 0, discussed in Section 7, gives a relation between d(n, N ) and lpt(n, N ), the number of occurrences of the largest parts in those partitions π of n in which the largest parts are ≤ N .
In order to derive our results involving the finite analogue of N SC (n), it became imperative to generalize a result of George Beck [15, A034296] recently proved by Chern [23, Theorem 1.2] . Let ssptd o (n) denote the sum of the smallest parts in all partitions of n into distinct parts which are odd in number and let a(n) denote the number of compact partitions of n [7] , that is, the partitions in which every number between their largest and smallest parts also appears as a part, or by conjugation, the number of partitions of n in which only the largest part can repeat. Then the Beck-Chern result is that a(n) = ssptd o (n). Our finite analogue of this theorem is now given. 
The form of the above finite analogue is reminiscent of (1.6). Of course, the Beck-Chern result is immediately recovered upon letting N → ∞ in (2.17), or when n ≤ N . We also obtain other new results in addition to the ones stated above. These are given in the lemmas before proving some of the stated results. These include the partial fraction expansion of a finite analogue of Fine's function defined in (1.16), a finite analogue of the Rogers-Fine identity. This paper is organized as follows. The preliminary results are collected in Section 3. The proofs of Theorem 1.1, its corollaries as well as a proof of Theorem 1.4 is given in Section 4. The theory of spt(n, N ) is developed in Section 5. In Section 6, we give two proofs of our finite analogue of the Beck-Chern theorem and also develop the theory of N SC (n, N ). One of the proofs also gives an interesting result along the way (see (6.11) below). A further corollary of Theorem 1.4, which gives a nice relation between d(n, N ) and lpt(n, N ), is stated and proved in Section 7. Section 9 is devoted to proving Theorem 1.3 and its corollaries. In the same section, we also initiate the theory of F N (α, β; τ ), a finite analogue of Fine's function, by obtaining its partial fraction decomposition and a finite analogue of Rogers-Fine identity. We end the paper with some concluding remarks in Section 10.
Preliminaries
The q-binomial theorem is given by [2, p. 17, Equation (2.
From [2, p. 36, Equations (3.3.6), (3.3.7)], we have
The q-Chu-Vandermonde identity is given by [35, p. 354, II(6)]
where the basic hypergeometric series r+1 φ r is defined as
We also need [22,
The partial fraction decomposition of F (a, b; t), defined in (1.16), is given by [27, p. 18 ,
We also note [27, p. 5, Equation (6.3)]
The Heine transformation [2, p. 19, Corollary 2.3] is given by
whereas the finite Heine transformation, due to Andrews [6, Theorem 2], is
We also need a corollary of (3.8) given below [6, Corollary 3, Equation 2
.7].
A special case of (3.8), given by Rowell and Yee [48, Lemma 3] , is
Watson's q-analogue of Whipple's theorem [35, p. 360, III.18 ] is given by
It is to be understood that the derivation of infinite series identities obtained by letting N → ∞ in their respective finite analogues employs Tannery's theorem [21, p. 136 ].
4. Proofs of Theorem 1.1, its corollaries and of Theorem 1.4
The two general identities, namely, Theorems 1.1 and Theorem 1.4, will be proved in this Section.
Proof of Theorem 1.1. From [35, p. 70 , Equation (3.2.1)], we have
Let A = q, B = bq a , C = cq, D = bq and E = cq 2 in the above identity so that
in the above equation, we see that
Now multiply both sides by
, and replace n by n − 1 in both the resulting sums to deduce
.
On the right-hand side of the above equation write
and replace N by N − 1 on both sides to finally obtain (1.11).
The special cases of Theorem 1.2 are now given. First given below is an identity of Yan and Fu [52, Equation (4)] whose limiting case N → ∞ is the aforementioned identity of Yan and Fu [52, p. 117 ] rediscovered by Andrews, Garvan and Liang [13, Theorem 3.5] .
Proof. Let z = 1 in Theorem 1.2 and use the elementary identity (
where in the last step, we used (4.2). Now use the q-Chu-Vandermonde identity (3.3) with a = 1/c, M = N, and d = q −N /c to deduce
Substituting (4.4) in (4.3) completes the proof.
Following is a finite analogue of Ramanujan's identity (1.8).
Proof. Let c = 1 in Theorem 1.2.
One may also specialize z and c in terms of q m , m ∈ N ∪ {0}, to obtain other corollaries.
Note that when c = 0, either side of (4.5) gives a finite analogue of σ(q) defined in (1.13). We define this finite analogue by σ(q, N ) so that
The partition-theoretic interpretation of (4.6) is now given. Let S 1 be defined as in (2.2) .
We now state and prove another corollary of Theorem 1.1.
Proof. Divide both sides of Theorem 1.1 by 1 − b/a, let b → a, then replace a by zq and simplify.
This result, in turn, has two nice corollaries, the first of which is a generalization of an identity of Corteel and Lovejoy [22, p. 1631] .
Proof. Let z = −c = 1 in Corollary 4.4.
Corollary 4.6. Let N ∈ N and |q| < 1. Then,
Proof. Let c = −z = 1 in Corollary 4.4 and note that
Before embarking upon the proof of Theorem 1.4, which is responsible for much of the content in the sequel, we begin with a lemma.
Proof. Using van Hamme's identity (1.4), we have
where in the last step, we used (4.1) with N and n replaced by N − k and m respectively. Now use (3.5) with a = q N , b = q k and t = cq k for the inner sum so that
Substituting (4.8) in (4.7) completes the proof.
Proof of Theorem 1.4. Differentiate both sides of Theorem 1.2 with respect to z and then let z = 1 so as to obtain
(4.9)
From Theorem 1.2 with z = 1 and Corollary 4.1,
A result of Guo and Zhang [37, Corollary 3.1] states that if n ≥ 0 and 0 ≤ m ≤ n,
Letting m = 0 in the above identity and simplifying leads to
Employing (4.11) with x = 1/c to simplify the expression in parenthesis in S 2 and using (4.10) in the last step below, it is seen that
Next we simplify S * 2 . Note that
where in the last step, we used (4.2) with N replaced by N − k and n replaced by j. Now apply q-Chu-Vandermonde identity (3.3) with a = 1/c, M = N − k, and
where we again employed (4.2) with N and n both replaced by N − k. Substituting (4.14) in (4.13) we derive
so that from (4.12), 15) and hence from (4.9), (4.10) and (4.15) ,
Finally, invoke Lemma 4.7 in the above equation to arrive at (1.17).
A finite analogue of Andrews' identity for spt(n)
Proof of Theorem 2.1. Let c → 1 on both sides of (1.17) to get
From [27, p. 13, Equation (12.
2)], we know that
Using the above representation with a = q N and b = t = q n in (5.2) and then employing (4.1) with n replaced by j and N replaced by N − n in the second step below, we have
To evaluate L(q, N ), first let τ = 1 and α = −c in (3.10) to obtain
Using this in the second step below, we see that
Now substitute (5.3) and (5.5) in (5.1) to complete the proof.
As remarked in Section 2, we now show that Theorem 2.1 is nothing but the analytical version of Theorem 2.4. We first need a lemma.
Lemma 5.1. We have
Proof. Replace N by N + 1 in (3.2) and then differentiate both sides with respect to z so as to obtain
Now let z → 1 and observe that the left hand side becomes
, and thus we have the result.
First proof of Theorem 2.4. We begin by proving 6) where spt(n, N ) is given in Definition 1. By a simple combinatorial argument, one can see that
Let A(q, N ) and B(q, N ) denote the right-hand sides of (5.7) and (5.6) respectively. It suffices to show that A(q, N ) = B(q, N ). We apply induction on N to prove this. Note that
By induction hypothesis, assume that A(q, N ) = B(q, N ). We then show that A(q, N + 1) = B(q, N + 1). This is done by showing that both A(q, N ) and B(q, N ) satisfy the recurrence relation
Clearly A(q, N ) satisfies the above recurrence relation. To prove that B(q, N ) does so too, we first separate the (N + 1)-th term in B(q, N + 1) so that
Thus,
by an application of Lemma 5.1. This proves (5.6).
Next, we have
both of which are easily proved by routine differentiation techniques, with the first equality in (5.9) resulting from (5.4) and (5.5). Thus from (5.6), (5.8), (5.9) and Theorem 2.1, we deduce that
Now from Theorem 2.2 and (2.9) and the fact that any odd finite rank moment is equal to zero, we see that
Similarly from Theorem 2.3 and (2.10),
Thus from (5.10), (5.11) and (5.12), we arrive at (2.14).
To prove (2.15), first note that
Clearly,
As for the second sum, let mn = k. Then k = mn > N n. Hence
and so
where σ(k, N ) is defined in (2.16). Hence
Therefore from Theorem 2.1, (5.6), (5.11) and (5.13), we arrive at (2.15).
As mentioned in Section 2, we now offer another proof of Theorem 2.4 closely following Andrews' proof of (2.11) in [5] .
Second proof of Theorem 2.4. Let a → 1, d = e −1 = z followed by b, c → ∞ in Watson's q-analogue of Whipple's theorem (3.11) so as to obtain after simplification
Applying the operator
on both sides while using [5, Equation (2.1)], we deduce after simplification
Now (5.7), (5.9) and (5.12) imply
Hence it suffices to show that
where we used (2.7) in the third step. This completes the proof.
Proof of Theorem 2.6. Let F (q, N ) denote the right-hand side of (5.7). It is clear that F (q, N ) has a pole of order N + 1 at q = 1. Moreover, if ζ i is a primitive ith root of unity then F (q, N ) has a pole of order N i + 1 at ζ i . Thus F (q, N ) has the partial fraction decomposition
where A and B are some constants. As we shall see, the main contribution will come from the first term. By binomial theorem,
where (N ) n := N (N + 1) · · · (N + n − 1) denotes the rising factorial. Using these series expansions in (5.14) and then comparing the coefficient of q n , we have
Note that as n → ∞, We start this section with a corollary of Theorem 1.4 which motivates us to study finite analogues of an important class of partitions.
Corollary 6.1. Let N ∈ N. We have
Proof. By putting c = −1 in Theorem 1.4, we clearly get the right hand side and the first term on the left hand side of equation (6.1) above. Thus we need only show that
Letting a = q N , b = −t = q n in (3.6) gives
Thus, employing the above equation in the first step below and then (3.5) in the second step, we see that
where the evaluation of the inner sum in the last step follows from (3.4) with a = c = 1. This completes the proof.
As we shall see, (6.1) leads us to study the finite analogues of what are called S -partitions and self-conjugate S -partitions defined by Andrews, Garvan and Liang in [13, pp. 199-200] .
Let V denote the set of vector partitions, that is, V = D × P × P, where P denotes the set of partitions and D denotes the set of partitions into distinct parts. For a positive integer N , let S N denote the following set of vector partitions:
Let the vector partition π belonging to the set S N be called an S N -partition. Let w SC ( π) = (−1) #(π 1 )−1 and define the involution map ı :
Define an S N -partition π = (π 1 , π 2 , π 3 ) to be a self-conjugate S N -partition if it is a fixed point of ı, that is, if and only if π 2 = π 3 . Let N SC (n, N ) denote the number of self-conjugate S N -partitions counted according to the weight w SC , that is,
We first find the generating function for N SC (n, N ).
Proof. For a fixed n, 1 ≤ n ≤ N , the numerator generates partitions π 1 into distinct parts with smallest part s(π 1 ) = n, largest part l(π 1 ) ≤ N and counted with weight (−1) #(π 1 )−1 .
The denominator generates partitions into parts lying in {2n, 2n+2, . . . , 2N }, or equivalently, two identical partitions π 2 and π 3 with parts in {n, n + 1, . . . , N }. In other words, π 2 and π 3 satisfy s(π 1 ) = n ≤ s(π 2 ) = s(π 3 ) and l(π 2 ), l(π 3 ) ≤ N. So, (6.3) generates precisely those partitions of S N with π 2 = π 3 and counted with weight (−1) #(π 1 )−1 = w SC ( π), where π = (π 1 , π 2 , π 3 ). This completes the proof.
In the theorem below, we obtain another representation for the generating function of N SC (n, N ).
Proof. Let C(q, N ) and D(q, N ) respectively denote the left-and right-hand sides of the above equation. Observe that C(q, 1) = D(q, 1) = q 1−q 2 . We show both C(q, N ) and D(q, N ) satisfy the same recurrence relation
whence we will be done. To that end, note that
Next, separating the (N + 1)-th term of D(q, N + 1) in the first step below, we see that
by Lemma 5.1. Thus, C(q, N ) = D(q, N ) for all positive integers N .
We now state Corollary 6.1 in the form that will be used in the sequel. This is a finite analogue of Corollary 2.12 of [24] .
Proof. Multiply both sides of Corollary 6.1 by (q) N and employ Theorems 6.2 and 6.3.
We next prove Theorem 2.7. To do this, however, we first require two lemmas. The first one below gives the closed-form evaluation of a special case of Fine's function.
Proof. Using (3.6) in the first step below, and (4.1) with n and N respectively replaced by m and N − 1 in the second step and simplifying, we see that
where we used (3.2) with z = −1 in the last step.
Next we state another lemma of which two proofs are given. The first proof led us to the right-hand side starting from the left. Once the identity was known, we obtained a shorter proof by induction. We give both since the first one also gives a new identity along the way (see (6.11) below).
Remark 2. The limiting case N → ∞ of the above result is well-known. To see this, first equate the two expressions for the generating function of the number of partitions of a number into distinct parts with largest part
where the expression on the right-hand side is easily obtained by fixing n to be the largest part in a partition in the aforementioned collection. Then multiplying both sides of (6.6) by 2 and subtracting 1 from both sides leads to
First proof of Lemma 6.6: Use (3.4) with a = q −N , c = −q N in the second step below to see that 
with z = −q k and x = −1 and m replaced by m − 1 − k. Thus from (6.8) and using the elementary identity
(1−zx)(1−x) , |x| < 1, in the third step below, we have
where we used (3.2) in the last step. By an application of (3.1) in the second step below,
Letting N → ∞, employing (6.7) and simplifying results in
which is an interesting result that we get along the way. Now substitute (6.11) in (6.10) and simplify to finally obtain (6.6).
Second proof of Lemma 6.6: Let P (q, m) and Q(q, m) respectively denote the left-and right-hand sides of (6.6). Note that P (q, 1) = Q(q, 1) = 1/(1 + q N ). It is readily seen that
By induction on m, the proof of the lemma is complete.
Armed with the above two lemmas, we now give two proofs of our finite analogue of the Beck-Chern theorem.
First proof of Theorem 2.7. Let a(n, N ) and ssptd o (n, N ) be as defined in the hypotheses of the theorem. Then by the definition of a(n, N ),
Also, if D(n, N ) denotes the set of partitions π of n into distinct parts with l(π)−s(π) ≤ N −1, then
By the q-binomial theorem (3.1),
Next, invoking (3.7), we observe that
Letting n + k = m in the last expression in (6.16) and employing Lemma 6.6 in the second step, we have
Recalling the Fine's function defined in (1.16), the first sum in the above equation can be evaluated as follows: 18) where in the second step, we invoked Lemma 6.5. Moreover, the second and the fourth sums in (6.17) combine together to give
Thus from (6.17), (6.18) and (6.19),
Hence from (6.14), (6.15) and (6.20),
Thus we will be done provided we show
for, then
which implies (2.17). We now prove (6.21) by induction on N .
Let R(q, N ) and S(q, N ) respectively denote the left-and right-hand sides of (6.21). Note that R(q, 1) = S(q, 1) = 0. Suppose R(q, N ) = S(q, N ) for some positive integer N . Now
where in the fifth and sixth steps, we respectively used the induction hypothesis and Lemma 6.5. This proves (6.21) and hence completes the proof.
Second proof of Theorem 2.7. From (6.12) and (6.13), it suffices to show that U (q, N ) = V (q, N ), where
We will be done if we can show that
Consider the first two sums on the right hand side of (6.23), that is,
Similarly, the last two sums on the right hand side of (6.23) combine to give
From (6.22) and (6.24) , it suffices to show
To that end, the right-hand side of (6.25) can be simplified in the following way:
since the sums in each of the two parentheses in the second to last expression telescope resulting in
Thus (6.25) is proved, which, in turn, gives
so that by the principle of mathematical induction, we finally deduce that U (q, N ) = V (q, N ).
Theorem 2.7 now yields a nice relation between the generating functions of N SC (n, N ) and d(n, N ).
Proof. By Theorem 6.2, 26) where in the penultimate and ultimate steps we used (6.12) and Theorem 2.7 respectively.
We now define two functions analogous to ssptd o (n, N ). Let ssptd(n, N ) denote the sum of smallest parts in all partitions π of n into distinct parts and satisfying l(π) − s(π) ≤ N − 1 and ssptd e (n, N ), the same with the added restriction that there be an even number of parts.
As proved in the beginning of Section 1, the right-hand side of van Hamme's identity (1.4) generates that of (1.6). Similar to this, it is easy to see that
Hence from (6.26) and (6.27) and recalling the definition of t(n, N ) from (1.7),
where the last step follows from (1.6). This proves the result.
We now give an application of Corollary 6.4 which gives a new representation for the generating function of d(n, N ).
Proof. Multiply both sides of Corollary 6.4 by 2(−q) N /(q) N and then simplify the resultant using Lemma 6.7 to obtain
Next, (3.4) with a = c = 1 gives
Employing the above equation in (6.29) yields (6.28) upon simplification.
7.
A relation between d(n, N ) and a finite analogue of the largest parts function
Let lpt(n, N ) denote the number of occurrences of the largest parts in those partitions π of n whose corresponding largest parts are less than or equal to N . In what follows, we give a relation between d(n, N ) and lpt(n, N ). 
we obtain (7.1). Clearly, the right-hand side of (7.1) is the generating function of lpt(m, N ).
So we need only interpret
. Now N n is the generating function of the number of partitions into at most n parts each ≤ N − n. A typical partition from this set would look like a 1 + a 2 + · · · + a n with N − n ≥ a 1 ≥ a 2 ≥ · · · ≥ a n ≥ 0. Add n copies of n + 1 to this partition, one copy to each of the a i 's (corresponding to the q n(n+1) term in the numerator of the sum). The partition now becomes (a 1 +n+1)+(a 2 +n+1)+· · ·+(a n +n+1), where each a i + n + 1 satisfies n + 1 ≤ a i + n + 1 ≤ N + 1. So we get a partition, say λ, into n parts each part being greater than n. The term 1 (q)n(1−q n ) remains to be dealt with. Since
the left-hand side represents partitions into parts ≤ n with weight ν(n) + 1. Putting this together with λ, we obtain a partition with each part ≤ N + 1, exactly n parts greater than n, and with weight ν(n) + 1. Thus the coefficient of
exactly n parts>n {ν(n) + 1} = w(m, N ), by (7.2). Thus we obtain (7.3).
An example of a generalized sum-of-tails identity and its combinatorial implication
The identity in (6.11) was instrumental in the first proof of Lemma 6.6 of Section 6. This identity appears to be new and is an example of a generalization of 'sum-of-tails identity', a topic first initiated by Ramanujan [46, p. 14] and later developed by Andrews [3] , Andrews and Freitas [11] , Andrews, Jiménez-Urroz and Ono [14] , Patkowski [44] , and Zagier [53] , to name a few.
Add the j = 0 term of the sum on the left-hand side of (6.11) , that is, (q) ∞ − 1, to both sides of (6.11), then replace j by j − 1 and m by m + 1 to obtain
The partition-theoretic interpretation of the above identity is
where ξ := max{1, l(π) − (m − 1)}, P(n) is the collection of overpartitions of n, and, as mentioned in the introduction, D(n, m) is the collection of partitions of n into distinct parts such that l(π) − s(π) ≤ m − 1. Clearly, the right-hand side of (8.1) is the generating function of that of (8.2) . Now consider the summand on the left-hand side of (8.1). Any partition π that is counted by (q j ) m − 1 is a partition into distinct parts counted with weight (−1) #(π) and satisfying s(π) ≤ j and l(π) ≤ m + j − 1. This necessitates l(π) − s(π) ≤ m − 1. Thus j, the index of summation on the left-hand side of (8.2) runs from l(π) − m + 1 to s(π).
However, l(π) − m + 1 might be negative, which is why we have to take the lower limit of summation to be ξ = max{1, l(π) − (m − 1)}. This completes the proof of (8.2).
The limiting case m → ∞ of (8.1) is well-known, and is the first equality below:
where the second equality follows from Gauss' identity (q) ∞ /(−q) ∞ = 1 + 2 ∞ j=1 (−1) j q j 2 . The above identity is precisely Equation (3.22) in [13] .
Another proof of (8.3) can be obtained by letting t = q, a = 0, and g n = (−1) n /(q) n (so that g(x) := ∞ n=0 g n x n = 1/(−x; q) ∞ ) in Theorem 4.1 of Andrews and Freitas [11] . Note also that an analogous identity
is well-known [27, p. 14, Equations (12.41), (12.45)].
A finite analogue of Garvan's identity and its special cases
We prove Theorem 1.3 in this section. Its corollaries are then discussed. We begin with some definitions and lemmas. Let N ∈ N. We define the finite analogue of Fine's function (1.16) by
We need the partial fraction decomposition of F N (α, β; t) which generalizes (3.5).
Lemma 9.1. For N ∈ N, we have
Proof. Let α = b/a, β = t, γ = tq and τ = aq in (3.8) and simplify using (4.2).
Lemma 9.2 (Finite analogue of the Rogers-Fine identity). Let N ∈ N. For β = 0,
Proof. Let a = τ αq, b = ατ q β , d = αq, e = q and c → ∞ in Watson's q-analogue of Whipple's theorem, that is, (3.11), and simplify. 
Using (9.1), it can be easily expressed in terms of the finite analogue of Fine's function:
In the following two lemmas, we derive two representations for S 1 (z, q, N ), which will be crucial in proving Theorem 1.3.
Proof. Note that
where in the penultimate step we used [35, p. 351 , Appendix (I.11)]
with a = zq, b = q 2 and N replaced by N − 1. Now use (3.9) with N and q respectively replaced by N − 1 and q 2 , and then let α = β = q 2 , τ = zq, and γ = zq 4 to transform the 3 φ 2 in (9.5) so as to obtain
where in the second step we again used (9.6) with N replaced by N − 1, a = zq 2 and b = q 2 . This proves (9.4).
On page 5 of Ramanujan's Lost Notebook [46] (see also [10, p. 29 , Entry 1.7.2] we find the following identity valid for |b| < 1 and a ∈ C:
In the following lemma, we derive a finite analogue of the special case of (9.7) when a = −b = zq, which is needed in proving Theorem 1.3.
Proof. Replace q by q 2 in Lemma 9.2, let α = − a bq , β = −b and τ = −bq, and then multiply both sides of the resulting identity by
Now replace n by n − 1 on both sides, then multiply both sides of the resulting equation by
, and then replace N by N −1 in the resulting identity to obtain after simplification
Now (9.8) follows from (9.4) and (9.9).
We have now collected all tools necessary to prove Theorem 1.3.
Proof of Theorem 1.3. Replace q by q 2 , z by z/q, then c by z in Theorem 1.2 to get
(q; q 2 ) n−1 (q 2 ; q 2 ) n (zq 2 ; q 2 ) N −n z n q 2n−1 (zq; q 2 ) n (zq 2 ; q 2 ) N .
(9.10) Now Theorem 1.3 follows from (9.10), (9.2) and Lemmas 9.3 and 9.4. (zq 2 ; q 2 ) n q 2n (q 2 ; q 2 ) n (1 − zq 2n+1 ) , which is a simple representation for S 1 (z, q, N ).
Letting z = 1 in Theorem 1.3, Lemmas 9.3 and 9.4, simplifying, and then combining the resulting identities together, we get (q 2 ; q 2 ) n−1 (1 − q 4n−1 )q n(2n−1) (q 2N +1 ; q 2 ) n (1 − q 2n−1 ) ,
11)
The limiting case N → ∞ of the above identity is well-known (see [24, Remark 3] ).
We now give partition-theoretic interpretation of the first equality in the above corollary. This generalizes Corollary 1.3 (i) of Garvan [34] .
Consider S 3 = { π = ( π 1 , π 2 ) ∈ V 3 : | π| = | π 1 | + | π 2 |} and V 3 = D E,n,N ×P * O,N where D E,n,N denotes the set of partitions of a number into distinct even parts lying between [2N − 2n + 2, 2N ] and P * O,N is the set of partitions of a number in which all parts except possibly the largest part are odd and all odd positive integers less than or equal to the largest part occur as parts. To that end, note that (q 2 ;q 2 ) N (q 2 ;q 2 ) N−n = (q 2N −2n+2 ; q 2 ) n implies that it generates partitions π 1 coming from the set D E,n,N with weight (−1) ν d (π 1 ) . Also, (−1) n−1 q n 2 (1 − q 2n )(q; q 2 ) n = (−1)
implies that it generates the partitions π 2 coming from P * O,N with weight equal to (−1) N ) . Thus, the above interpretations of the expressions in the first equality of (9.11) establish the corollary.
Another corollary of Theorem 1.3 is now presented. (q 2 ; q 2 ) n−1 (q 3 ; q 2 ) n q 2n = (1 − q) N n=1 N n q 2 (q 2 ; q 2 ) n−1 (1 − q 4n )q 2n 2 +n−1 (q 2N +2 ; q 2 ) n (1 − q 2n−1 )(1 − q 2n+1 ) . (9.13)
Proof. Let z = q in Theorem 1.3. Also, replace q by q 2 in Corollary 4.1 and then let c = q. Combining the two resulting identities lead to (9.13).
Concluding Remarks
In this paper, we have obtained, among other things, the finite analogues of rank and crank for vector partitions. It would be worthwhile seeing if rank and crank exist for ordinary partitions enumerated by p(n, N ).
We give below another representation for the finite analogue of the crank generating function 
Note that letting N → ∞ in either (10.1) and (10.2) gives
which was combinatorially interpreted by Andrews and Garvan [12, Equation (2.
3)] thereby obtaining the crank for an ordinary partition. Unfortunately, we are unable to proceed beyond (10.1) or (10.2).
Do there exist congruences for p(n, N ) which could be combinatorially explained by our finite analogues of rank and crank for vector partitions? It would also be worthwhile to see if there exists a refinement for spt(n, N ) of Andrews' famous congruences for spt(n), namely [5] , spt(5n + 4) ≡ 0 (mod 5), spt(7n + 5) ≡ 0 (mod 7), spt(13n + 6) ≡ 0 (mod 13).
Moreover, it would be interesting to see if a congruence of the form (2.1) holds for spt(n, N ).
In [31] , Garvan conjectured that for any even k ≥ 2, the inequality
must be true for all n ≥ 1. For a sufficiently large n and fixed k, this was proved by Bringmann and Mahlburg [19] , and by Bringmann, Mahlburg and Rhoades [20] by analyzing the asymptotic behavior of the difference M k (n) − N k (n). Later Garvan [32] himself proved his conjecture for all n and k by finding a combinatorial interpretation for the difference between symmetrized crank and rank moments. In what follows, we give a similar conjecture for the difference of finite crank and rank moments. For k = 2, the result is already shown to be true in Corollary 2.5. We have numerically verified, with the help of Mathematica, that the above conjecture holds at least for 4 ≤ k ≤ 12 and 1 ≤ n ≤ 20.
Finally, considering the enormous impact and applications of the theory of Fine's function F (α, β; t) developed in [27] , it would be worthwhile to do the same for its finite analogue F N (α, β; t) defined in (9.1). In this paper, we have only obtained two results for F N (α, β; t), namely, its partial fraction decomposition and the finite version of the Rogers-Fine identity, because obtaining those was essential to proving Theorem 1.3. We also note that another finite analogue of Fine's function was studied in [8] .
