The accuracy of linear multistep formulas suitable for stiff differential systems is limited. Greater accuracy can be attained by including higher derivatives in the formula, but this is not practical for all problems. However, it is possible to duplicate the absolute stability region for any given m-derivative multistep formula by taking a combination of m multistep formulas. These blended formulas are similar to Lambert and Sigurdsson's linear multistep formulas with variable matrix coefficients, but the approach is different. Implementation details and numerical results are presented for a variable-order, variable-step blend of the Adams-Moulton and the backward differentiation formulas.
INTRODUCTION
The most popular codes for solving systems of stiff ordinary differential equations are based on backward differentiation formulas, for example, Gear [9] , Brayton et al. [1] , Hindmarsh [12] , and Byrne and Hindmarsh [3] . The biggest drawback [7, p. 33 ] of these formulas is the poor stability properties of the higher order formulas when the Jacobian matrix for the problem has eigenvalues close to the imaginary axis. This difficulty can be overcome by restricting the order of the formulas; however, the lower order formulas are often fairly inefficient because of their limited accuracy.
There are conceivably three kinds of problems for which more accurate stiffly stable formulas would be helpful:
(1) Nonstiff problems. The casual user of a program from a subroutine library should not be required to know whether or not his problem is stiff; and there is presently no quick and reliable way for automatically determining whether or not a problem is stiff. Therefore it may be reasonable to provide a stiff formula as the default. (If efficiency were very important, the user should not be considered "casual.") (2) Stiff problems with moderate to high accuracy requirements.
(3) Stiff problems whose Jacobian matrix has large eigenvalues near the imaginary axis. These are the problems for which the backward differentiation formulas are often very inefficient.
One can get more accurate stiffly stable formulas for a system dy/dt ffi f(t, y) have been proposed by Enright [5] and Brown [2] . The presence of higher derivatives makes it necessary to require the user to provide routines for their evaluation or, better still, to have these routines generated symbolically from f(t, y). Unfortunately there are differential equations for which symbolic differentiation is not possible, and in these cases the user may be unwilling (see [19] ) to provide analytic Jacobians. Thus the biggest drawback of these multiderivative formulas is their limited applicability.
Stiff problems seem to require implicit formulas, and hence systems of nonlinear equations must be solved. This is usually accomplished by some kind of modified Newton iteration, which means that an approximation to the Jacobian is available during the integration of a stiff system. It may be advantageous to make further use of the Jacobian in our method. We cannot use it to improve the order of accuracy of the method because it may not be exact, but we can use a reasonable approximation to the Jacobian to enhance the stability properties. This idea has been pursued by Lambert [15] and by Lambert and Sigurdsson [16] , who introduce the class of linear multistep formulas with variable matrix coefficients. The formulas presented in this paper are of this type, but the approach is different.
The basic idea is to take a linear multiderivative multistep formula and convert it into a variable matrix coefficient, linear multistep formula so that the region of absolute stability and the order of accuracy are unaffected. There is no reason to suspect that this transformation would either improve or degrade the performance of the formula if the transformed formula uses the exact Jacobian f~(t~, yn).
As an example, the (k -t-1)th-order Enright formula [5] is transformed into a blend of the (k + 1)th-order Adams-Moulton formula and the kth-order backward differentiation formula
Here J is a Jacobian approximation and ~* is a negative constant defined in [11, p. 195] and [10, p. 113] . By adjusting the coefficient k~k*, it is possible to widen the stability region without sacrificing accuracy. Blended 1 formulas modified in this way have been put into Gear's algorithm DIFSUB [9] and compared with backward differentiation formulas (Section 6). The implementation of these formulas required the derivation of the Nordsieck representation (Section 3) and the development of local error estimators (Section 5).
There is a difficulty associated with the use of either multiderivative or variable [6] suggests choosing the parameters of the formula so that the quadratic in hJ becomes a perfect square; the computation required is one LU decomposition (in real arithmetic) and two backsolves. A third alternative is suggested in Section 4, which also requires one decomposition and two backsolves. These three methods of avoiding matrix multiplications also avoid the multiplication of a vector by a matrix, which is suggested by the appearance of J{BDF (k)} in the Adams-Moulton formula, backward differentiation formula blend.
DERIVATION OF BLENDED FORMULAS
We discuss the conversion of a linear m-derivative multistep formula into a combination of m linear multistep formulas. An example is presented followed by a brief discussion of the general case. Consider Enright's third-order formula:
The associated linear operator, 
Lhy(t) = --y(t) -]-y(t --h) + (2h/3)y'(t) -b (h/3)y'(t --h) --(h2/6)y'(t), satisfies Lhy(t) = O(h4

Lhly(t) = --y(t) + y(t --h) + h~oy'(t) + h~ly'(t --h) +... -b hflky'(t --kh)
where the ~ are chosen so that Lhly(t) = O(h4). There is a unique choice which minimizes the step number k:
which corresponds to the third-order Adams-Moulton formula. This choice of Lh 1 forces
The expression in braces corresponds to the second-order backward differentiation formula. Having obtained our decomposition 
In an actual implementation J would be updated whenever f~ was reevaluated. Blended Linear Multistep Methods
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Two important properties of this blended formula should be noted. First, the ! blended formula is identical to Enright's formula for the test equation y = ~y, and hence the region of absolute stability, R = {hh: y. --* 0 as n --* ~o for yt = hy}, is the same for bo~h formulas. Second, the truncation error, normalized in the usual manner (Gear [10, p. 118 
Assume the order p > m -2, and let q = max {k, p -1}. We write
Lh'y( t) = --a / y ( t) . . . . . aq'y( t --qh ) -F h~o'y' ( t) -F " " -F h~q~y' ( t -qh ).
This decomposition is uniquely specified by choosing Lh 1, L h~, . . . , Lh ~-1 (in that order) so that/3/ = 0, p -j < i _< q, and Lh'y(t) = O(h~+2-J). Having obtained Lh 1, Lh 2, . . . , Lh ~, we define the blended formula to be
The Enright formulas are attractive because of their ideal stability behavior near hh = 0 and near hh = oo ; so it would be of interest to examine the corresponding blended formulas in the general case. Enright's (k -k 1)th-order formula Note that the order of the AMF(k+~)-BDF (k) blend is not affected by changing the coefficient ]c~k* (although the truncation error is somewhat affected), and hence we consider the formula { AMF (~+1)} --3,(k)hJ{ BDF (k)} where 3 ,(k) is a free parameter. In particular, ~(k) could be chosen to maximize the angle a for which the formula is A(a)-stable. (A formula is A(a)-stable if every numerical solution of y' --~y tends to zero for ] a r g ( -~) I < a.) Values for 3, (k) numerically determined in this way appear in Table I The angle a is only one of a number of parameters which have been proposed for measuring the extent of the stability region R. But it is probably the best such measure, especially for methods with automatic step-size selection. When such methods are applied to the equation yP = )~y ~ g(t) with ~ complex, the integration starts out with h)~ near the origin, and as the integration proceeds, the step size h increases and the value hk moves away from the origin. However, if hk approaches the boundary of R, this would be detected by the error estimator, and any further movement of h), would be prevented. The implication of this is that not all of R is "used," but only that portion which can be reached from the origin by rays lying entirely inside R. The useful part of R can be described mathematically as the set {# E R: t~ E R for 0 < t _< 1}, and for stiffly stable formulas this region is not much larger than the wedge described by the angle a. This parameter also serves as a good indicator of the problem class for which the formula is suitable, namely, those problems for which the "large" eigenvalues h of the Jacobian satisfy [ arg(--~) I < a. Ideally we would like to have a = ~/2 so that the formula would be suitable for all problems.
It may be helpful to present the original motivation for the AMF(~+I)-BDF (k) blend. We begin by considering a scalar equation yt = f(t, y). If the step size h were determined only by accuracy considerations, then the size of -hfy would be a good measure of stiffness. If --hf~ were small, then the AMF (~+1) would be a good k.step formula to use, and if --hf~ were large then the BDF (k) would be a good choice. Thus it would seem that a weighted sum {AMF (~+1)} -t-7(~(--hf~){BDF (k)} would give us the best of both formulas. For small --hfv this blend is nearly the AMF (k+l), and for large --hf~ it is nearly the BDF (k) .
We now extend this idea to a system. Consider a change of coordinates which decouples the system at (t, y) = (t~, y,). Such a coordinate transformation can be accomplished by a matrix T which diagonalizes fv(t,, y,) ; that is, T-lf~(t,, y,)T = A, where £ is diagonal. This is almost always possible. Letting z = T-Iy, the system becomes z' = g(t, z) = T-~$(t, Tz). Since this system is locally decoupled, we can use --hA" as a measure of the stiffness of the ith differential equation.
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Each equation of the system can be integrated by a formula which is suitable for that equation:
-o a,z._~ + hgj
Transforming this back to the original coordinate system gives
which is the blended formula. The remainder of the paper is restricted to a discussion of the AMF(k+~)-BDF (k) blend with ~(~) (~)
~--" ')'opt.
THE NORDSIECK REPRESENTATION
In the Nordsieck representation we work with an approximation y , -- Proofs of these relationships will appear in [20] , which extends work done by Osborne [17] . Let a (k) and b (k) denote the correction vector corresponding to the k-step AMF (k÷~) and BDF (k), respectively. It can be shown [20] where l~ = a --"rhJ, b. And a blended Nordsieck formula with a changing J is not equivalent to a blended multistep formula with a changing J. For example, the blended three-value Nordsieck formula generates values yn, y,-l, y,-z which satisfy
It is worth noting that the truncation error of eq. (1/2)h Y~-2. Eliminating (1~/2)h y=_: and substituting f~ for y, yields eq. (3.5).
THE CORRECTOR ITERATION
The implicit equation satisfied by h, is
hp' + ll A-hf(t,p + lo A) = O,
where for convenience we suppress dependence on n. The Newton iteration for this equation is A second possibility is to choose the parameter 7 so that 1 -('ra ~-t~)z -F 7z 2 is a perfect square (1 -cz) 2. Then multiplication b y (1 -chJ) -2 can be accomplished by decomposing 1 -chJ and performing two backsolves. Enright [6] derives a second set of formulas based on this idea. This approach, however, reduces the number of free parameters, and so one order of accuracy must be sacrificed.
A(,~+I) = a(,~) + [11 --h(f~)(,,)lol-l{hf(m) --(hp
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There is a third way of avoiding matrix multiplications: to approximate
--(Ta -~ ~)z -t-7z ~ by a perfect square (-cz) 2, so that instead of eq. (4.1) we use ~(m+l) = A(m) -{-[--chJ]-2{hf(,~) --(hp' -{-/1A(~))}. (4.2)
This is the iteration which is used in our implementation of the blended formulas.
Recall that for/~ = 1, 2, 3 there is some freedom in the choice of 7. We use this freedom to make 1 -(7a + f~)z -{--yz 2 as close as possible to a perfect square. For each k there are two choices of 7 which yield a perfect square: 3, (1) = (3/2) ± %/2, 7 (2) = (11/18) :t: (2/9)%/6, 7 (3) --(189/484) -4-(18/121)%/5
The smaller value of 7 in each case results in a smaller truncation error, and so we choose the 7 as close as possible to the smaller value subject to the constraints imposed by A-stability (see Table I The iteration (4.2) is significantly different from eq. (4.1) in that, if it con-? verges, it converges linearly for the system y = Jy whereas eq. (4.1) converges after one iteration for this system. Thus it is important to choose c so that convergence is rapid for this special case. In practice, the eigenvalues of hJ have either a small modulus or a negative real part. However, it is only those eigenvalues with negative real part which cause convergence difficulties. Hence the value of c is chosen by considering the test equation y' = by, Re ~ ~_ 0. For this problem the iteration given by eq. (4.2) becomes Letting t~ = hX and simplifying gives
5(m+~) = A(m) -~-[1 --chh]-2{hh[p + (~ --7hh)A(~)] --[hp" -t-(1 --"yhha)
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A(~+I) --[1 --c#]-2{ (y• -~ ~ --2c)~ + (c 2 --~,)~2} A(m) "~ [1 --ct~]-~h(Xp --p').
The rate of convergence depends on the coefficient of ~(~), and so we choose c to minimize Differentiation with respect to ~ yields extrema at w 2 --0, 2 = oo, and
The value of c which minimizes ~(c) was determined numerically for k = 1 (1)11. These values appear in Table II . From Table II we see that even in the worst case, X pure imaginary and k = 2, the asymptotic error coefficient is only .118, which means that each iteration is good for an additional 0.93 digits.
ERROR ESTIMATION AND CONTROL
The purpose of estimating the local error is to assist in the selection of step size and order in such a way that (1) the least possible work is done for the accuracy attained, and (2) the global error behaves in a reasonable manner as a function of the local error tolerance. Hence the estimation of the local error is not in itself of much importance.
The theory of error estimation is not well developed. Usually an attempt is made to devise a local error estimate which is asymptotically equal to the local error under the assumption that the order and step size do not vary. This approach must be used cautiously. For example, the (strongly A-stable) formula y. = y,-1 -b .501 hfn -t-.499 hf,,_l has the asymptotically correct error estimate .001 h(f,, -fn-1). However, this will often give a very poor estimate, simply because the leading term in the asymptotic expansion of the local error is not the dominant source of error unless h is very small. A more realistic approach would be to make use of a good bound on the truncation error. For our example this approach would yield the estimate .250001h II fn -f~-i II, where the .250001 represents the L1 norm of the kernel function of the associated difference operator as in Henrici [11, p. 247] . It is worth noting that the highly rated code DE of Shampine and Gordon [18] subtracts the local error estimate from the computed solution, and as a result the local error estimate is not asymptotically correct for the solution value which is actually accepted. For example, the estimate .5h(f,, -f,,-1) is used to control the step size for the one-step formula, which is effectively the (second-order) Euler-Cauchy formula.
Our implementation of the blended formulas uses an error bound as the basis for the error estimate. In order to derive the error bound, we first split the AMF (~+1) into a sum of the AMF (k) and the ABF(k) :
where ~'k is given in Henrici [11, p. 193 
COMPARISON WITH THE BACKWARD DIFFERENTIATION FORMULAS
We begin by examining the changes that must be made to a B D F algorithm in order to convert it into an algorithm for the AMF-BDF blend. The prediction step is identical for the two formulas, and it is only in the correction step that there are In both cases one function evaluation is required for each iteration. However, the corrector overhead for the A M F -B D F blend is twice as great as for the B D F . The overhead is defined to be any computation other than function evaluations. A significant portion of the overhead of a stiff system solver often consists of LU decompositions. We would not expect a difference between the two formulas in the number of decompositions if we were to use the same type of iteration in both cases. For the B D F we use
c7 ~--~ X h X (~ --d ) / c H y~--y + a o X d -l -e 7 hy' ~---hy' + d -i-b, X c7
where H is the size of the step when J was last evaluated. The same type of iteration for the blended formula would be
However, what we actually use is A(~+l) = h(~) + [1 --c H J ] -~{ . . . } . This second iteration might be expected to fail more often than the first, but it is difficult to analytically compare the two iterations even for the equation y' = by, and therefore we have to rely mainly on empirical evidence.
If the preceding discussion is generalized to blends of m formulas, it can be seen that the correction iteration overhead is proportional to m. Hence blends of m formulas are competitive only if they require significantly fewer function evaluations to achieve a given accuracy. How m a n y fewer depends on the ratio of the
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cost of a function evaluation to the cost of a backsolve. For problems with very simple right-hand sides f(t, y), the cost of a function evaluation might be roughly equal to the cost of a backsolve and in this case it would not pay to use a blend of m formulas unless the number of function evaluations compared with that of the BDF is smaller by a factor of 2/(m ~ 1). Here we are assuming that the number of decompositions is independent of m, which is fairly reasonable since it is primarily the heuristics used by the program that determine the number of decompositions.
We have compared the efficiency of the blended formulas to that of the BDF on several test problems. In order to make the comparison fair, the blended formulas were implanted into a well-known BDF code (Gear's algorithm DIFSUB [9] ) in such a way that only the formula-dependent part of the code was changed. And therefore the code was not tuned for the blended formulas. There was one modification made to the codes: replacing the call to MATINV by calls to DECOMP and SOLVE [8] . A complete listing of the modified program appears in [21] .
In order to facilitate testing, only problems with known analytic solutions were used. The step size h was initially set to the local error tolerance e, and on subsequent steps it was set to min Ih, t/ -t}, where h is the step size recommended by the method and [0, tl] is the interval of integration. The parameter hm~x was set to tl -t and hmln was (mistakenly) set to (1/4)utf, where u is the unit roundoff error, 16 -la, of the IBM 360. The weight vector w was initialized to all ones. The Jacobian f~ (t, y) was evaluated numerically. The relative ('global) error was defined by Tables III through VII give the results of comparing algorithm DIFSUB with the blended algorithm DIFSUB for five different types of problems. Each problem was integrated for nine different error tolerances, e = 10 -~, 1 0 -~, . . . , 10 -l°. For each integration the following statistics were collected: max order order of the highest order formula selected by the code steps total number of steps taken func evals total number of function calls (including those needed to approximate the Jacobian) backsolves total number of calls to the subroutine SOLVE, which solves a linear system that is in factored form LU decomps total number of calls to the subroutine DECOMP, which performs an LU factorization on a matrix accurate digits negative of the base 10 logarithm of the relative (global) error, previously defined time machine time in centiseconds on the IBM 360 model 75 at the University of Illinois at Urbana-Champaign; these timings are not completely reliable due to multiprogramming. It should be stressed that the intent is to compare two classes of formulas and LIT accurate max order steps func evals baeksolves decomps digits time Table III . " An examination of the last two columns in Table III reveals that there is a slight improvement in performance when the blended formulas are substituted for the BDF. The reason that blended algorithm DIFSUB does more LU decompositions might be due to the fact that fresh decompositions are performed whenever the order is changed but not when the step size is changed.
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Problem II. The following is problem 12 in Krogh's [14] set of test problems; it is also used by Gear [10, Table IV . Once again there is' a slight improvement when the blended formulas are substituted for the BDF.
Problem III. This is problem B5 in the set of stiff problems considered by Enright et a l. Table V .
There is a remarkable difference between the abilities of the two types of formulas to solve this problem.
Problem IV. The following is problem 13 in Krogh's set of problems; it is also used by Enright et al. [7, Table VII .
Again there is a significant difference in performance.
IMPLICIT DIFFERENTIAL EQUATIONS
One of the advantages of the Nordsieck representation is that a predicted value p~' for y~' is available, and hence implicit differential equations F(t, y, y') = 0 can be treated without additional complication (cf. Gear [10] ). We simply chose ~. to satisfy Thus the only additional work would be the computation of K and the multiplication of a vector by K. Also, additional storage is required for K.
It is worth noting that the algorithm does not depend on K being nonsingular, and so the algorithm should be suitable for differential-algebraic systems.
CONCLUSION
Limited numerical evidence suggests that the blended formulas may be as good as the backward differentiation formulas for stiff problems, better for nonstiff problems, and much better for stiff oscillatory problems. Furthermore, they can be incorporated into existing codes such as DIFSUB [9] , GEAR Rev. 3 [12] , and EPISODE [3] , which have benefited from considerable computational experience. It is of interest to note that the AMF-BDF blend may be at least a partial solution to the problem [14, p. 552] of designing a method which automatically selects either an Adams-Moulton formula or a backward differentiation formula for each individual equation in the system.
The blended formulas have also been implemented in two variants of DIFSUB. One of these was the variable error per unit step program tested by Enright et al. [7] . The blended implementation performed well except that in a couple of cases the integration came grinding to a halt due to the error control mechanism. The other variant ~ was an improved version of DIFSUB which saves function evaluations by anticipating corrector convergence.
s The blended implementation of this program, together with documentation, is available from the authors via the ARPANET. In its present form this program has been subject only to the tests in Section 6.
