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Abstract
We consider the portfolio optimization problem for an investor whose consumption
rate process and terminal wealth are subject to downside constraints. In the standard
ﬁnancial market model that consists of d risky assets and one riskless asset, we assume
that the riskless asset earns a constant instantaneous rate of interest, r > 0, and that
the risky assets are geometric Brownian motions. The optimal portfolio policy for
a wide scale of utility functions is derived explicitly. The gradient operator and the
Clark-Ocone formula in Malliavin calculus are used in the derivation of this policy. We
show how Malliavin calculus approach can help us get around certain diﬃculties that
arise in using the classical “delta hedging” approach.
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11 Introduction
We consider maximizing the expected utility from both consumption and terminal wealth for
an investor whose consumption rate process must not fall below a given level R and whose
terminal wealth must not fall below a given level K. This problem is closely related to
two individual optimization problems: one is maximizing expected utility from consumption
when consumption rate process must not fall below the constant R; the other is maximiz-
ing expectted utility from investment when the terminal wealth must not fall below the
constant K. The optimal consumption rate and the optimal terminal wealth in the two in-
dividual expected utility maximization problems are given. The main purpose of this paper
is to derive the optimal portfolio process for an expected utility maximizing investor who
generates utility both from “living well” (i.e., from consumption) and from “becoming rich”
(i.e., from terminal wealth) and whose consumption rate and terminal wealth are subject
to deterministic downside constraints. We are going to use Malliavin calculus, in particular
the gradient operator and the Clark-Ocone formula. This technique for computing hedging
portfolios has been used before by Ocone & Karatzas (1991), Lakner (1998), and Bermin
(1999) (2000) (2002). The “usual approach” to deriving hedging portfolios is the so called
“delta hedging”, which works in the following way. In a Markovian setting one can usually
write the optimal wealth process in the form of g(t;Rt) for some function g(t;x1;:::;xd)
where Rt is the d-dimensional return process for the stocks. A simple application of Ito’s
rule shows that if g 2 C1;2([0;T] £ <d), the amount of money invested in the ith risky secu-
rity at time t should be @g(t;Rt)=@xi. However, the problem with this approach, as pointed
out by Bermin (1999), is that one can not always guarantee the necessary diﬀerentiability
2condition for g. In our case g has an integral form such that the integrand is not even
once diﬀerentiable in the variable x. Moreover, for some utility functions, g is not Lipschitz
continuous. In order to calculate the Malliavin derivatives of g for a wide scale of utility
functions, we shall formulate an auxiliary result (Proposition 5.2) stating that if a functional
of a Wiener process F is in the class D1;1 (for the deﬁnition of D1;1 and additional references
please see Section 5.1), then for a “piecewise continuously diﬀerentiable” function Á, the
function Á(F) is also in the class D1;1. Using this proposition and the Clark-Ocone formula,
we will derive the explicit expression of the optimal portfolio process for an investor subject
to downside constraints.
The paper is organized in the following way. Section 2 sets up the model for the ﬁnancial
market and the investor, respectively; the latter has at his disposal the choice of a portfolio
(investment strategy) and a consumption strategy, which determine the evolution of his
wealth. Section 3 is concerned with an investor’s optimization problem in which utility is
derived only from consumption and the consumption rate is subject to a downside constraint.
We provide quite explicit expressions for the optimal consumption and wealth processes.
The “dual” situation, with utility derived only from terminal wealth which is subject to an
insurance constraint, is discussed in Section 4; again, explicit expressions are obtained for
the above-mentioned quantities. We combine the two problems in Section 5, where we take
up the more realistic case of utility coming from both consumption and terminal wealth
that are subject to downside constraints. Explicit expressions are provided for the optimal
consumption and wealth processes. Malliavin calculus approach is introduced and used to
derive the explicit expression for the optimal portfolio strategy. Section 6 concludes the
3paper.
2 The economy
The model under consideration here is that of a complete ﬁnancial market as in Merton
(1971), Karatzas (1989) and others, wherein there are one riskless asset and d (correlated)
risky assets generated by d independent Brownian motions. As our intent in this paper is
to obtain the optimal portfolio process ˆ ¼ in a very explicit feedback form on the current
level of wealth, we shall assume that the riskless asset earns a constant instantaneous rate of
interest, r > 0, and that the risky assets are geometric Brownian motion. More speciﬁcally,
the respective prices S0(¢) and S1(¢);:::;Sd(¢) of these ﬁnancial instruments evolve according
to the equations
dS0(t) = rS0(t)dt; S0(0) = 1 (2.1)
dSi(t) = Si(t)
"
bidt +
d X
j=1
¾ijdW
j(t)
#
Si(0) = si > 0; i = 1;:::;d: (2.2)
We ﬁx a ﬁnite time-horizon [0,T], on which we are going to treat all our problems. In
the above equations, W(¢) = (W 1(¢);:::;W d(¢))0 is a standard d-dimensional Brownian
motion on a complete probability space (Ω;F;P) endowed with an augmented ﬁltration F
= F(t)0·t·T generated by the Brownian motion W(¢). The coeﬃcients r (interest rate), b =
(b1;:::;bd)¤ (vector of stock return rates) and ¾ = (¾ij)1·i;j·d (matrix of stock-volatilities)
are all assumed to be constant. Furthermore, the matrix ¾ is assumed to be invertible.
The investor in our model is endowed with initial wealth x > 0. We shall denote by X(t)
the wealth of this agent at time t, by ¼i(t) the amount that he invests in the ith stock at
that time (1 · i · d), and by c(t) the rate at which he withdraws funds for consumption.
4We call ¼(t) = (¼1(t);¢¢¢ ;¼d(t))¤;0 · t · T a portfolio process if it is measurable, adapted
and satisﬁes
Z T
0
k¼(t)k
2 dt < 1; a:s:
We deﬁne c(t);0 · t · T as a consumption rate process if it is nonnegative, progressive
measurable and satisﬁes
Z T
0
c(t)dt < 1; a:s:
The investor’s wealth process satisﬁes the equation
dX(t) = ¡c(t)dt +
"
X(t) ¡
d X
i=1
¼i(t)
#
rdt +
d X
i=1
¼i(t)
"
bi dt +
d X
j=1
¾ij dW
j(t)
#
= (rX(t) ¡ c(t))dt + ¼
¤(t)(b ¡ r1)dt + ¼
¤(t)¾ dW(t); X(0) = x: (2.3)
For the initial wealth x ¸ 0, we shall restrict the investor’s portfolio and consumption rate
processes to the ones that ensure the solution process X of (2.3) is bounded from below; we
call such pair (¼;c) of portfolio and consumption rate processes admissible. We deﬁne the
vector
µ = ¾
¡1(b ¡ r1); (2.4)
where 1 is the d-dimensional vector with all entries equal to 1. We also introduce the
processes (d and 1-dimensional, respectively)
˜ W(t) = W(t) + µt; 0 · t · T (2.5)
Z(t) = expf¡µ
¤W(t) ¡
1
2
kµk
2tg = expf¡µ
¤ ˜ W(t) +
1
2
kµk
2tg; 0 · t · T; (2.6)
and the auxiliary probability measure ˜ P deﬁned on (Ω;F)
˜ P(A) = E[Z(T) ¢ 1A]: (2.7)
5According to the Girsanov theorem the process ˜ W(t) is a ˜ P-Brownian motion on [0;T]. From
(2.3), we can derive
dX(t) = (rX(t) ¡ c(t))dt + ¼
¤(t)¾ d ˜ W(t) (2.8)
Let us introduce the notation
¯(t)
4
=
1
S0(t)
= expf¡rtg: (2.9)
The solution of (2.8) with initial wealth X(0) = x ¸ 0 is easily seen to be given by
¯(t)X(t) = x ¡
Z t
0
¯(s)c(s)ds +
Z t
0
¯(s)¼
¤(s)¾ d ˜ W(s); 0 · t · T: (2.10)
We can deduce that the process M(t)
4
= ¯(t)X(t) +
R t
0 ¯(s)c(s)ds;0 · t · T; consisting of
current discounted wealth plus total discounted consumption-to-date, is a continuous local
martingale under ˜ P. Let us now introduce the process
³(t) = ¯(t)Z(t): (2.11)
With the help of the “Bayes rule”, we can deduce that the process N(t)
4
= ³(t)X(t) +
R t
0 ³(s)c(s)ds;0 · t · T is a continuous local martingale under P. This process is also
bounded from below. An application of Fatou’s lemma shows that N is a supermartingale
under P. Consequently, with Su;v denoting the class of fFtg-stopping times with values in
the interval [u;v], we have by the optional sampling theorem the equivalent inequality
E
·
³(¿)X(¿) +
Z ¿
0
³(s)c(s)ds
¸
· x: (2.12)
for every ¿ 2 S0;T. This inequality, called the budget constraint, implies that the expected
total value of terminal wealth and consumption-to-date, both deﬂated down to t = 0, does
not exceed the initial capital.
6The investor’s preferences are assumed to be given by a continuous, strictly increasing,
strictly concave and continuously diﬀerentiable utility function U whose derivative satisﬁes
limx!1 U0(x) = 0. Next, we are going to consider maximization of utility from consumption
when the consumption rate process is subject to a downside constraint. We ﬁx a level R > 0
and require the consumption rate process c(t);8t 2 [0;T] is almost surely bounded below by
R. One can think of R as the investor’s minimum consumption needs.
3 Maximization of utility from consumption subject to
a downside constraint
The investor, endowed with initial wealth x1 > 0, choose at every time his stock portfolio
¼(t) and his consumption rate c(t), which has to be greater or equal to the minimum living
expenditure, in order to obtain a maximum expected utility from consumption. Let us
consider a utility function U1. We can formulate the constrained optimization problem as
max
(¼(t);c(t))
E
Z T
0
U1(t;c(t))dt
s.t. c(t) ¸ R; 0 · t · T (3.1)
We note that for each t 2 [0;T], U1(t;¢) is also a utility function. We denote by U0
1
the diﬀerentiation with respect to the second argument. Let L1(t)
4
= limc!R+ U0
1(t;c), and
assume L1(t) < 1; 0 · t · T. Deﬁne I1 : [0;T] £ (0;1) 7! [0;T] £ [R;1) as the pseudo-
inverse of U0
1, i.e. for each t 2 [0;T], I1(t;z) = minfc ¸ R; U0
1(t;c) · zg. The following
proposition characterizes the investor’s optimal consumption rate process.
Proposition 3.1. For any x1 ¸ R
r (1¡¯(T)), the investor’s optimal consumption process is
c1(t) = I1(t;¸1(x1)³(t));0 · t · T; where ¸1(x1) is chosen to satisfy E[
R T
0 ³(t)c1(t)dt] = x1.
7The optimal wealth process X1 is given by
¯(t)X1(t) = ˜ E
·Z T
t
¯(s)c1(s)dsjF(t)
¸
= x1 ¡
Z t
0
¯(s)c1(s)ds +
Z t
0
¯(s)¼
¤
1(s)¾ d ˜ W(s): (3.2)
In particular, X1 is positive on [0;T) and vanishes at t = T, almost surely.
Proof. In addition to the downside constraint c(t) ¸ R, the optimization problem in (3.1) is
also subject to the so called budget constraint: ˜ E
hR T
0 ¯(t)c(t)dt
i
= E
hR T
0 ³(t)c(t)dt
i
· x1:
Let ¸c and ¸1 denote the Lagrange multipliers associated with the downside constraint and
the budget constraint, respectively. The ﬁrst order condition to this problem is
U
0
1(t;c1(t)) = ¸1³(t) ¡ ¸c: (3.3)
From the complementary slackness conditions, ¸c(c1(t) ¡ R) = 0; ¸c ¸ 0; and c1(t) ¸ R, we
obtain that
¸c = [¸1³(t) ¡ U
0
1(t;R)]
+; (3.4)
substitute this back into (3.3), we obtain that
c1(t) = I1(t;¸1³(t)): (3.5)
The case of x1 = R=r(1 ¡ ¯(T)) is rather trivial (in that case c1 ´ R and ¼1 ´ 0), thus
for the rest of the paper we assume that x1 > R=r(1 ¡ ¯(T)).
84 Maximization of utility from investment subject to
an insurance constraint
Let us consider now the complementary problem to that of Section 3, namely the maximiza-
tion of the expected utility from terminal wealth which must not fall below a given level K.
An investor working under such constraint will be called an insurer.
Deﬁnition 4.1. We call a portfolio process insured if the corresponding wealth process
X(T) is bounded below on [0;T], and
X(T) ¸ K; a:s: (4.1)
4.1 The optimization problem
The optimization problem of a portfolio insurer is to maximize E[U2(X(T))] over all insured
portfolio processes for a given initial wealth x2.
The optimal terminal wealth X2(T) for the above problem is well-known (see Grossman
and Vila (1989), Grossman and Zhou (1996), and Tepl´ a (2001)). In order to formulate it we
need some additional notations and facts. Let L2
4
= limx2!K+ U0
2(x2); and assume L2 < 1.
Deﬁne I2 : (0;1) 7! [K;1) as the pseudo-inverse of U0
2, i.e., I2(z) = minfx2 ¸ K : U0
2(x2) ·
zg and notice that even if U2 is twice continuously diﬀerentiable on (K;1), I2(z) may not be
diﬀerentiable in z = L2. Some other properties of I2 are as follows: I2 is strictly decreasing
on (0;L2); limz!0 I2(z) = 1; and I2(z) = K if z ¸ L2. We denote by (¼2;c2) the optimal
strategy for a portfolio insurer. Given that the consumption rate is not an argument of
utility function U2, we have c2 ´ 0 and the corresponding wealth process X2 is given by
¯(t)X2(t) = x2 +
Z t
0
¯(s)¼
¤
2(s)¾ d ˜ W(s); 0 · t · T: (4.2)
9Hence the discounted wealth process (¯(t)X2(t);0 · t · T) is a continuous ˜ P-local mar-
tingale, bounded below by a constant for every insured portfolio process. Now Fatou’s
lemma implies that this process is a ˜ P¡supermartingale, and ˜ E[¯(T)X2(T)] · x2. This
budget-constraint implies that the class of insured portfolio processes is empty unless we
have ¯(T)K · x2. The case of ¯(T)K = x2 is rather trivial (in that case the only insured
portfolio process is ¼2 ´ 0), thus for the rest of the paper we assume that ¯(T)K < x2.
For an insured portfolio process ¼ we deﬁne the Markov time
¿(¼) = ¿ = infft · T : X(t) = K¯(T)=¯(t) = Ke
¡r(T¡t)g (4.3)
and let ¿ = 1 if the set in the left-hand side of (4.3) is empty. It is worth pointing out that
X(s) = Ke
¡r(T¡s); s 2 [¿;T] holds a.s. on f¿ < 1g (4.4)
and
¼(s) = 0; s 2 [¿;T] holds a.s. on f¿ < 1g: (4.5)
Indeed, (4.4) follows from Karatzas & Shreve (1991), Problem 1.3.29 and from the fact that
the process (e¡rtX(t)¡Ke¡rT;t · T) is a nonnegative supermartingale. Formula (4.5) then
follows from the stochastic integral representation (4.2). These two equations signify that
once the wealth process hits the curve of t 7! Ke¡r(T¡t), it will follow this curve and no
investment in the risky securities will take place.
Now we are ready to state the result characterizing the optimal terminal wealth for a
portfolio insurer. The reader is referred to Grossman & Vila (1989), Grossman & Zhou
(1996), and Tepl´ a (2001) for a detailed proof of this proposition.
10Proposition 4.1. Suppose that for every constant ¸2 > 0, we have ˜ E[I2(¸2³(T))] < 1.
Then the optimal terminal wealth for a portfolio insurer is
X2(T) = I2(¸2³(T)); (4.6)
where the constant ¸2 > 0 is uniquely determined by
˜ E[X2(T)e
¡rT] = x2: (4.7)
Additionally, the discounted optimal wealth process is a ˜ P-martingale, i.e.,
X2(t) = e
¡r(T¡t) ˜ E[I2(¸2³(T))jF(t)]: (4.8)
Remark 4.1. In fact, the wealth process of an optimally behaving insurer will not hit the
boundary Ke¡r(T¡t) before the terminal time T. In other words, we observe that ¿(¼2) ¸ T,
almost surely.1
5 Maximization of utility from both consumption and
terminal wealth subject to downside constraints
Let us consider now an investor who derives utility both from “living well” (i.e., from con-
sumption) and from “becoming rich” (i.e., from terminal wealth) when the downside con-
straints are imposed on both consumption rate process and terminal wealth. His expected
total utility is then
J(x;¼;c)
4
= E
Z T
0
U1(t;c(t))dt + EU2(T;X(T)); (5.1)
1We skip the proof of this assertion since it is less crucial to the understanding of the rest of the paper.
A detailed proof is available upon request.
11and the mathematical formulation of this investor’s optimization problem is:
V (x;R;K)
4
= max
(¼(t);c(t))
J(x;¼;c)
s.t. c(t) ¸ R; 0 · t · T
X(T) ¸ K: (5.2)
Here, V (x;R;K) is the value function of this problem.
In contrast to the problems of sections 3 and 4, this one requires to balance competing
objectives. One can show that the situation calls for the kind of compromise analogous
to the unconstrained maximization of utility from both consumption and terminal wealth.
More speciﬁcally, the optimal strategy is: at time t = 0, the investor divides his endowment
x into two nonnegative parts x1 and x2, with x1 + x2 = x: For x1, he solves the problem of
section 3 (with utility U1 from consumption and the downside constraint on the consumption
rate process); for x2, he solves the problem of section 4 (with utility U2 from terminal
wealth and the downside constraint on the terminal wealth). Let us denote by V1(x1;R)
the value function of the constrained optimization problem in section 3 and V2(x2;K) the
value function of the constrained optimization problem in section 4. The superposition of
his actions for these two problems will lead to the optimal policy for the problem of (5.2),
provided x1 and x2 are chosen for which the“marginal expected utilities” V 0
1(x1;R) and
V 0
2(x2;K) from the two individual constrained optimization problems are identical.
We start with an admissible pair (¼;c) and deﬁne
x1
4
= ˜ E
Z T
0
¯(t)c(t)dt; x2
4
= x ¡ x1: (5.3)
Proposition 3.1 gives us a pair (¼1;c1) which is optimal for V1(x1;R), with corresponding
12wealth process X1 satisfying X1(T) = 0, almost surely. On the other hand, Proposition 4.1
provides a pair (¼2;0) which is optimal for V2(x2;K), with corresponding wealth process X2.
If we deﬁne now
˜ ¼
4
= ¼1 + ¼2; ˜ c
4
= c1; and ˜ X
4
= X1 + X2 (5.4)
and add (3.2) and (4.6), we obtain
¯(t) ˜ X(t) = ˜ E
·Z T
t
¯(s)˜ c(s)ds + ¯(T) ˜ X(T)jF(t)
¸
= x +
Z t
0
¯(s)˜ c(s)ds +
Z t
0
¯(s)(˜ ¼(s))
¤¾ d ˜ W(s); 0 · t · T: (5.5)
In other words, ˜ X is the wealth process corresponding to the pair (˜ ¼;˜ c).
We know from Proposition 3.1 and Proposition 4.1 that E
R T
0 U1(t;c1(t))dt ¸ E
R T
0 U1(t;c(t))dt
and EU2(T;X2(T)) ¸ EU2(T;X(T)) hold. Adding them up memberwise, we obtain
J(x;¼;c) · V1(x1;R) + V2(x2;K); (5.6)
hence
V (x;R;K) · V¤(x;R;K)
4
= max
x1¸R=r(1¡¯(T))
x2¸¯(T)K
x1+x2=x
[V1(x1;R) + V2(x2;K)]: (5.7)
Therefore, if we ﬁnd x1, x2 for which this maximum is achieved, then the total expected
utility corresponding to the pair (˜ ¼;˜ c) of (5.4) will be exactly equal to V¤(x;R;K); this will
in turn imply V (x;R;K) = V¤(x;R;K). Thus the pair (˜ ¼;˜ c) of (5.4) will be shown to be
optimal for the problem of (5.2).
The optimal solution (x1;x2) to the maximization problem (5.7) is described by the
equation
V
0
1(x1;R) = V
0
2(x2;K): (5.8)
13In order to see the values of x1, x2 that satisfy (5.8) lie in the interior of the constraints, we
ﬁrst introduce the functions
X1(¸1)
4
= E
·Z T
0
³(t)c1 dt
¸
; (5.9)
X2(¸2)
4
= E[³(T)X2(T)]: (5.10)
For I1(t;¢) on (0;L1(t)), 0 · t · T, and I2 on (0;L2), we have X1(¸1) = E
hR T
0 ³(t)I1(t;¸1³(t))dt
i
,
and X2(¸2) = E[³(T)I2(¸2³(T))]. Using the convex duals of V1 and V2, one can show that
V 0
1(x1;R) = ¸1(x1), and V 0
2(x2;K) = ¸2(x2) (see Karatzas & Shreve (1998), chapter 3). It
then follows from V 0
1(x1;R) = V 0
2(x2;K) that ¸1(x1) = ¸2(x2) = ¸ , x1 = X1(¸);x2 =
X2(¸): The constant ¸ is determined uniquely as follows: we introduce the function
X(¸)
4
= X1(¸) + X2(¸)
= E
·Z T
0
³(t)I1(t;¸³(t))dt + I2(T;¸³(T))
¸
: (5.11)
Let Y = X ¡1 be the inverse of X; then ¸ = Y(x), and the “optimal partition” of the initial
wealth is given by x1 = X1(¸(x)), x2 = X2(¸(x)). Since X1(¸(x)) > R=r(1 ¡ ¯(T)) and
X2(¸(x)) > ¯(T)K, we conclude that the pair (x1;x2) selected to satisfy (5.8) lies in the
interior of the constraints.
We have established the following result.
Proposition 5.1. For a ﬁxed initial capital x ¸ R
r (1 ¡ ¯(T)) + ¯(T)K, the optimal con-
sumption rate process and the optimal level of terminal wealth of (5.2) are given by
ˆ c(t) = I1(t;¸1(x1)³(t)); 0 · t · T; and ˆ X(T) = I2(¸2(x2)³(T)); (5.12)
respectively; the corresponding wealth process ˆ X is given by
ˆ X(t) = ¯
¡1(t) ˜ E
·Z T
t
¯(s)I1(s;¸1(x1)³(s))ds + ¯(T)I2(¸2(x2)³(T))jF(t)
¸
(5.13)
14almost surely, for every 0 · t · T.
5.1 Derivation of the optimal portfolio process using the Clark-
Ocone formula
For a background material on the gradient operator and the Clark-Ocone formula we refer
the reader to Nualart (1995), Ocone & Karatzas (1991), or Karatzas, Ocone, & Li (1991). For
easy later reference and usage, we recall the deﬁnition of the gradient operator D and the class
D1;1, as applied to the probability space (Ω;F; ˜ P) and the Brownian motion f ˜ W(t);t · Tg.
Let P denote the family of all random variables F : Ω ! < of the form
F(!) = '(µ1;:::;µn)
where '(x1;:::;xn) =
P
® a®x® is a polynomial in n variables x1;:::;xn and µi =
R T
0 fi(t)d ˜ W(t)
for some fi 2 L2([0;T]) (deterministic). Such random variables are called Wiener polyno-
mials. Note that P is dense in L2(Ω). Consider the space of continuous, real functions !
on [0;T] such that !(0) = 0, denoted as C0([0;T]). This space is called the Wiener space,
because we can regard each path t ! ˜ W(t;!) of the Wiener process starting at 0 as an
element ! of C0([0;1]). Thus we may identify ˜ W(t;!) with the value !(t) at time t of an
element ! 2 C0([0;T]): ˜ W(t;!) = !(t). With this identiﬁcation the Wiener process simply
becomes the space Ω = C0([0;T]) and the probability law ˜ P of the Wiener process becomes
the measure ¹ deﬁned on the cylinder sets of Ω by
¹(f!;!(t1) 2 F1;:::;!(tk) 2 Fkg) = P[ ˜ W(t1) 2 F1;:::; ˜ W(tk) 2 Fk]
=
Z
F1£¢¢¢£Fk
½(t1;x;x1)½(t1 ¡ t0;x;x2)¢¢¢½(tk ¡ tk¡1;xk¡1;xk)dx1;¢¢¢ ;dxk
15where Fi ½ <; 0 · t1 < t2 < ¢¢¢ < tk and
½(t;x;y) = (2¼t)
¡1=2 exp(¡
1
2t
jx ¡ yj
2); t > 0;x;y 2 <:
The measure ¹ is called the Wiener measure on Ω. In other words, we identify our probability
space (Ω;F; ˜ P) with (C0([0;T]);B(C0([0;T]));¹) such that ˜ W(t;!) = !(t) for all t 2 [0;T].
Here B(C0([0;T])) denotes the corresponding Borel ¾-algebra. Next, we deﬁne the Cameron-
Martin space H according to
H =
½
° : [0;T] ! < : °(t) =
Z t
0
˙ °(s)ds;j°j
2
H =
Z T
0
˙ °
2(s)ds < 1
¾
:
With this setup we can deﬁne the directional derivative of a random variable F 2 P in all
the directions ° 2 H by
D°F(!) =
d
d»
[F(! + »°)]»=0: (5.14)
Notice from the above equation that the map ° ! D°F(!) is continuous for all ! 2 Ω and
linear, consequently there exists a stochastic variable 5F(!) with values in the Cameron-
Martin space H such that D°F(!) = (5F(!);°)H :=
R T
0
d(5F)
dt (t)˙ °(t)dt. Moreover, since
5F(!) is an H-valued stochastic variable, the map t ! 5F(t;!) is absolutely continuous
with respect to the Lebesgue measure on [0;T]. Now we let the Malliavin derivative DtF(!)
denote the Radon-Nikodym derivative of 5F(!) with respect to the Lebesgue measure such
that
D°F(!) =
Z T
0
DtF(!)˙ °(t)dt: (5.15)
We note that the Malliavin derivative is well deﬁned almost everywhere dt £ d ˜ P.
We denote by k ¢ kL2 the (L2[0;T])
n-norm, i.e., for Ã = (Ã1;:::;Ãn) 2 (L2[0;T])n
kÃk
2
L2 =
n X
i=1
Z T
0
Ã
2
i(t)dt;
16and introduce another norm k ¢ k1;1 on the set P according to
kFk1;1 = E [jFj + kDFkL2]: (5.16)
Now, as the Malliavin derivative is a closable operator (see Nualart (1995)), we deﬁne by
D1;1 the Banach space which is the closure of P under the norm k ¢ k1;1.
What makes the Malliavin calculus interesting in mathematical ﬁnance is the Clark-
Ocone formula (Ocone & Karatzas (1991)). An extension of the Clark-Ocone formula for
D1;1, which is given in Karatzas, Ocone, & Li (1991), turns out to be more useful in solving
our problem. Recall the extended version of the Clark-Ocone formula: for every F 2 D1;1
we have the stochastic integral representation
F = ˜ E[F] +
Z T
0
˜ E [(DtF)
¤jF(t)] d ˜ W(t) (5.17)
and also
˜ E[FjF(t)] = ˜ E[F] +
Z t
0
˜ E [(DsF)
¤jF(s)] d ˜ W(s); t · T: (5.18)
We want to apply this formula to the functional ˆ X(T) of (5.12). The problem is that existing
results such as Lemma A1 in Ocone & Karatzas (1991), or Proposition 1.2.3 in Nualart
(1995), would require I2(z) being either continuously diﬀerentiable or Lipschitz continuous.
However, I2(z) is not diﬀerentiable in z = L2, and assuming Lipschitz continuity would
exclude the most frequently used utility functions, such as the logarithm and power utilities.
Thus we proceed with a proposition which is applicable to the present situation. First, we
propose the following deﬁnition, for every ﬁxed ¡1 · a < b · 1:
Deﬁnition 5.1. A function Á : (a;b) ! < is called piecewise continuously diﬀerentiable if
the following conditions are satisﬁed:
17(i) Á is continuous on (a;b);
(ii) There exist ﬁnitely many points a = c0 < c1 < ::: < cm+1 = b(m ¸ 0) such that Á is
continuously diﬀerentiable on (ci;ci+1) for every i = 0;:::;m;
(iii) The function Á0 is bounded on every compact subinterval of (a;b), where
Á
0(x)
4
=
½
the derivative of Á in x; if x 2 (a;b)nfc1;:::;cmg
0; if x 2 fc1;:::;cmg
(iv) The limits
lim
x!a+
Á(x) lim
x!b¡
Á(x)
lim
x!a+
Á
0(x) lim
x!b¡
Á
0(x)
exist;
(v)
If j lim
x!a+
Á
0(x)j = 1; then j lim
x!a+
Á(x)j = 1
and
if j lim
x!b¡
Á
0(x)j = 1; then j lim
x!b¡
Á(x)j = 1:
We denote the class of piecewise continuously diﬀerentiable functions by PC1(a;b). For
a function Á 2 PC1(a;b) the points c1;:::;cm will be called the breakpoints of Á. We allow
m = 0 in which case Á is continuously diﬀerentiable on (a;b). For any Á 2 PC1(a;b) we
denote by Á0 the function deﬁned in item (iii) of the above deﬁnition.
Now we are ready to state our proposition.
18Proposition 5.2. Suppose that we have constants a;b, a function Á, and a random variable
F such that ¡1 · a < b · 1, Á 2 PC1(a;b) with breakpoints c1;:::;cm, F 2 D1;1, and
˜ P(F 2 (a;b)) = 1. If
˜ E[jÁ(F)j + kÁ
0(F)DFkL2] < 1 (5.19)
and
˜ P(F 2 fc1;:::;cmg) = 0 (5.20)
then Á(F) 2 D1;1 and
DtÁ(F) = Á
0(F)DtF: (5.21)
Proof. See Appendix.
The optimal portfolio process for the optimization problem (5.2) is given by the following
theorem.
Theorem 5.1. Suppose that the relations
lim
z!0+
I
0
2(z) = 1; (5.22)
jI2(z)j + jI
0
2(z)j · K1(1 + z
¡®); z 2 (0;1) (5.23)
hold for some positive constants K1 and ®. Then the hedging portfolio with the downside
constraints is
ˆ ¼(t) = ¡¸2 exp
½
¡µ
¤ ˜ W(t) +
T
2
kµk
2 ¡ r¿
¾
(¾
¤)
¡1µ
£
Z
<d
I
0
2
µ
¸2 exp
½
¡µ
¤´ ¡ µ
¤ ˜ W(t) +
T
2
kµk
2
¾¶
expf¡µ
¤´g'¿(´)d´: (5.24)
where ¿
4
= T¡t and '¿ is the d-dimensional normal density function with variance-covariance
matrix ¿Id (here Id is the d £ d identity matrix).
19Proof. Notice that ˆ X(T) of (5.12) is consistent with X2(T) of (4.6). The condition of
Proposition 4.1, i.e., that ˜ E[I2(¸2³(T))] is ﬁnite for every ¸2 > 0 follows from (5.23) and the
fact that all powers of ³(T) have ﬁnite ˜ P¡ expectation. We need to show that I2(¸2³(T)) 2
D1;1 and compute DtI2(¸2³(T)), because having done that, the Clark-Ocone formula and
(5.5), (5.12), and (5.13) would imply
ˆ ¼(t) = e
¡r(T¡t)(¾
¤)
¡1 ˜ E[DtI2(¸2³(T))jF(t)]: (5.25)
From Ocone & Karatzas (1991), Lemma A1 follows that ³(T) 2 D1;1, and
Dt³(T) = ¡µ³(T); t · T: (5.26)
The essential step of the proof is applying Proposition 5.2 with I2 playing the role of Á
and ¸2³(T) playing the role of F. From the properties of utility function U2 follows that
I2 2 PC1(0;1) with a single breakpoint z = L2. Condition (5.19) for Á = I2 and F = ¸2³(T)
is an easy consequence of (5.23), (5.26), and the fact that all powers of ³(T) have ﬁnite ˜ P-
expectation. Thus we can indeed apply Proposition 5.2 which guarantees that I2(¸2³(T)) 2
D1;1 and
DtI2(¸2³(T)) = ¡¸2I
0
2(¸2³(T))µ³(T); t · T: (5.27)
Now we combine (5.25), (5.27), (2.11), (2.9), and (2.6) to obtain
ˆ ¼(t) = ¡e
¡r(T¡t)¸2(¾
¤)
¡1µ ˜ E
·
I
0
2
µ
¸2 exp
½
¡µ
¤ ˜ W(T) +
T
2
kµk
2
¾¶
exp
½
¡µ
¤ ˜ W(T) +
T
2
kµk
2
¾
jF(t)
¸
;
(5.28)
which implies (5.24), using some well-known properties of the Brownian motion.
20In the following two examples, we discuss the special cases of the logarithmic and the
power utility functions. We shall also compare the optimal portfolio processes with downside
constraints to the optimal portfolio processes without constraints. The latter is well known
from the portfolio optimization literature (see, for example, Ocone & Karatzas (1991)). We
shall use the notations ¯ ¼(t) and ¯ X(t) for the optimal portfolio process and wealth process
without constraints, respectively.
Example 5.1. We select U1(c) = logc c 2 [R;1) and U2(x) = logx x 2 [K;1), in which
case L2
4
= limx!K+ U0
2(x) = 1=K and
I2(x) =
1
x
1fx·L2g + K1fx>L2g (5.29)
I
0
2(x) = ¡
1
x21fx·L2g: (5.30)
To simplify the calculation, let’s assume that the consumption rate c is always greater than
or equal to R, in which case I1(t;y) = 1=y. In order to specialize our formula for the optimal
portfolio process to this example, we cast (5.25) and (5.27) in the form
ˆ ¼(t) =
1
¸2
e
¡r(T¡t)(¾
¤)
¡1µ ˜ E
·
1
³(T)
1f¸2³(T)·L2gjF(t)
¸
: (5.31)
By (5.13), we can write the optimal wealth process as
ˆ X(t) =e
rt ˜ E
·Z T
t
¯(s)
1
¸1³(s)
dsjF(t)
¸
+
1
¸2
e
¡r(T¡t) ˜ E
·
1
³(T)
1f¸2³(T)·L2gjF(t)
¸
+ e
¡r(T¡t)K ˜ P(¸2³(T) > L2jF(t)); (5.32)
in which the ﬁrst part on the right hand side ert ˜ E
hR T
t ¯(s) 1
¸1³(s) dsjF(t)
i
is equal to T¡t
¸1 ert,
thus we can conclude that
ˆ ¼(t) =
µ
ˆ X(t) ¡
T ¡ t
¸1
e
rt ¡ e
¡r(T¡t)K ˜ P(¸2³(T) > L2jF(t))
¶
(¾
¤)
¡1µ: (5.33a)
21In order to make this formula more explicit, we use (2.11), (2.9), and (2.6) to write the
conditional probability on the right-hand side of (5.33a) for µ 6= 0 as
˜ P(¸2³(T) > L2jF(t)) = Φ
µ
1
kµk
p
T ¡ t
µ
log
µ
¸2
L2
¶
+
T
2
kµk
2 ¡ µ
¤ ˜ W(t) ¡ rT
¶¶
; (5.33b)
where Φ is the (one-dimensional) standard normal distribution function. Now (5.33a)-(5.33b)
give an explicit representation for ˆ ¼(t) in the case of logarithmic utility functions. If µ = 0,
(5.24) implies ˆ ¼ ´ 0 (for any utility function which satisﬁes the conditions of Theorem 5.1).
It’s interesting to compare this result to the optimal portfolio process for maximizing
utility from consumption and terminal wealth without downside constraints. The optimal
portfolio process under logarithmic utilities without downside constraints has the well known
feedback form
¯ ¼(t) = ¯ X(t)(¾
¤)
¡1µ: (5.34)
Deﬁning the process ˆ Xc(t)
4
=
³
ˆ X(t) ¡ T¡t
¸1 ert ¡ e¡r(T¡t)K ˜ P(¸2³(T) > L2jF(t))
´
; we can
rewrite (5.33a) as ˆ ¼(t) = ˆ Xc(t)(¾¤)¡1µ, from which we can see that the optimal portfo-
lio process with downside constraints is captured in an explicit feedback form on ˆ Xc(t). Here
ˆ Xc(t) can be interpreted as the constraint–adjusted current level of wealth.
Example 5.2. In this example we specialize our result to the case of the power utilities
U1(t;c) = 1
±c±;c ¸ R;± 2 (¡1;1);± 6= 0; and U2(x) = 1
±x±;x ¸ K;± 2 (¡1;1);± 6= 0. In
this case,
I2(x) = x
²1fx·L2g + K1fx>L2g; x 2 (0;1); (5.35)
where ² = 1=(± ¡ 1). Also, we have L2 = K±¡1 and
I
0
2(x) = ²x
²¡11fx·L2g; x 2 (0;1): (5.36)
22We can analyze this similarly to the previous example. To simplify the calculation, we again
assume that the downside constraint on the consumption rate process is not binding, in
which case we have I1(t;y) = y². From (5.25) and (5.27), we get
ˆ ¼(t) = ¡e
¡r(T¡t)¸
²
2²(¾
¤)
¡1µ ˜ E
£
(³(T))
²1f¸2³(T)·L2gjF(t)
¤
; (5.37)
and (5.13) implies
ˆ X(t) =e
rt¸
²
1 ˜ E
·Z T
t
¯(s)(³(s))
² dsjF(t)
¸
+ e
¡r(T¡t)¸
²
2 ˜ E
£
(³(T))
²1f¸2³(T)·L2gjF(t)
¤
+ e
¡r(T¡t)K ˜ P(¸2³(T) > L2jF(t)) (5.38)
Rearranging and simplifying (5.38) using algebra and independent increments property of
Brownian motion, we get
ˆ ¼(t) = ¡²
µ
ˆ X(t) ¡
expfº(T ¡ t) + rtg¸²
1
º
¡ e
¡r(T¡t)K ˜ P(¸2³(T) > L2jF)
¶
(¾
¤)
¡1µ; (5.39)
where º
4
= ¡r(²+1)+ 1
2µ2²+ 1
2µ2²2; and º 6= 0. (5.39) together with (5.33b) give an explicit
representation for ˆ ¼(t) whenever µ 6= 0.
Following the argument in last example, we introduce the constrain-adjusted wealth
process ˆ Xc(t)
4
= ˆ X(t) ¡
expfº(T¡t)+rtg¸²
1
º ¡ e¡r(T¡t)K ˜ P(¸2³(T) > L2jF), 0 · t · T. We may
rewrite the expression (5.39) for the optimal portfolio process as ˆ ¼(t) = ¡² ˆ Xc(t)(¾¤)¡1µ,
which has an explicit feedback form on the constraint–adjusted current level of wealth ˆ Xc(t).
6 Concluding remarks
We have developed a method for deriving explicit expression for the optimal portfolio process
when the investor’s consumption rate process and terminal wealth are subject to downside
constraints. The gradient operator and the Clark-Ocone formula are used to obtain the
23optimal portfolio policies for a wide scale of utility functions. In order to calculate the
required Malliavin derivatives in the Clark-Ocone formula, we extend the classic chain rule
that holds for Lipschitz functions to be valid for any piecewise continuously diﬀerentiable
functions. The methods developed in this paper seem preferable for investors with a liability
stream. This raises an issue for further study, which is to explore the adaptability of the
theory developed here in pension fund management.
7 Appendix
Proof of Proposition 5.2. In the case of m = 0 our proposition becomes identical to Lemma
A1 in Ocone & Karatzas (1991). There a = ¡1 and b = 1 was assumed but it can be easily
generalized to include ﬁnite a and b. In the following proof we shall assume that m = 1 and
c1 = c; the proof for m > 1 would be technically the same with additional notations.
The proof will be carried out in two steps. In the ﬁrst step we assume that Á and Á0 are
bounded on (a;b), i.e.,
K2
4
= sup
x2(a;b)
fjÁ(x)j + jÁ
0(x)jg < 1: (7.1)
We select an increasing sequence (ak)k¸1 ½ (a;c) and a decreasing sequence (bk)k¸1 ½ (c;b)
such that
lim
k!1
ak = lim
k!1
bk = c; (7.2)
and for every k ¸ 1 deﬁne the function
Ãk(x) =
½
Á0(x); if x 2 (a;ak]
S
[bk;b);
1
bk¡ak ((bk ¡ x)Á0(ak) + (x ¡ ak)Á0(bk)); if x 2 (ak;bk): (7.3)
Note that Ãk is continuous and bounded by K2 on (a;b). Next we deﬁne for every k ¸ 1
Ák(x) = Á(c) +
Z x
c
Ãk(z)dz; x 2 (a;b); (7.4)
24a continuously diﬀerentiable function on (a;b) satisfying the relation
Á
0
k(x) = Ãk(x); x 2 (a;b); (7.5)
and note that
lim
k!1
Ãk(x) = Á
0(x); x 2 (a;b)nfcg: (7.6)
The function Á is absolutely continuous on any compact subinterval of (a;b) thus we have
Á(x) = Á(c) +
Z x
c
Á
0(z)dz; x 2 (a;b); (7.7)
and now (7.4) and (7.7) imply for x 2 (a;b)
jÁk(x) ¡ Á(x)j =
¯
¯
¯
¯
Z x
c
(Ãk(z) ¡ Á
0(z))dz
¯
¯
¯
¯ ·
Z bk
ak
jÃk(z) ¡ Á
0(z)jdz · 2(bk ¡ ak)K2; (7.8)
i.e.,
lim
k!1
sup
x2(a;b)
jÁk(x) ¡ Á(x)j = 0: (7.9)
Additionally, by (7.8) we have
jÁk(x)j · K2 + 2(b1 ¡ a1)K2; x 2 (a;b); (7.10)
thus by (7.9), (7.10), and the Dominated Convergence Theorem
lim
k!1
˜ EjÁk(F) ¡ Á(F)j = 0: (7.11)
For every k ¸ 1 the function Ák is continuously diﬀerentiable on (a;b), both Ák and Á0
k are
bounded, thus Lemma A1 in Ocone & Karatzas (1991) implies that Ák(F) 2 D1;1 and
DÁk(F) = Á
0
k(F)DF: (7.12)
25Formulas (7.5), (7.6), and condition (5.20) imply
lim
k!1
DtÁk(F) = Á
0(F)DtF; a:e: (t;!) 2 [0;T] £ Ω; (7.13)
and
kDtÁk(F)k · K2kDtFk; a:e: (t;!) 2 [0;T] £ Ω: (7.14)
From the assumption F 2 D1:1 follows that
˜ EkDFkL2 < 1;
and now (7.13), (7.14), and the Dominated Convergence Theorem imply
lim
k!1
˜ EkDÁk(F) ¡ Á
0(F)DFkL2 = 0 (7.15)
Since the gradient operator D is closed, (7.11) and (7.15) guarantee that Á(F) 2 D1;1 and
(5.21) holds.
In the second step of the proof we do not assume the boundedness of Á and Á0. This part of
the proof will be similar to the proof of Lemma A1 in Ocone & karatzas (1991). Let f 2 C1
0
be such that f(z) = z if jzj · 1 and jf(z)j · jzj for all z 2 <. We deﬁne for every k ¸ 1 the
function
lk(x) = kf
µ
Á(x)
k
¶
; x 2 (a;b): (7.16)
For every k ¸ 1 the function lk is obviously bounded on (a;b). One can easily see that
lk 2 PC1(a;b). Indeed,
l
0
k(x) = f
0
µ
Á(x)
k
¶
Á
0(x);
and since Á satisﬁes items (iv) and (v) in Deﬁnition 5.1, it follows that limx!a+ l0
k(x) and
limx!b¡ l0
k(x) exist and are ﬁnite. Therefore lk also satisﬁes items (iv) and (v). The ﬁrst
26three items of Deﬁnition 5.1 are obviously satisﬁed by lk. Both lk and l0
k are bounded on
(a;b), thus from the ﬁrst step of this proof lk(F) 2 D1;1 and
Dlk(F) = f
0(
Á(F)
k
)Á
0(F)DF: (7.17)
Additionally, we have the bound
jlk(F)j · jÁ(F)j; k ¸ 1; (7.18)
and
lim
k!1
lk(F) = Á(F); a:s:; (7.19)
thus condition (5.19) implies
lim
k!1
˜ Ejlk(F) ¡ Á(F)j = 0 (7.20)
Furthermore, we have
kDtlk(F)k · sup
x2<
jf
0(x)j £ kÁ
0(F)DtFk; a:e: (t;!) 2 [0;T] £ Ω; (7.21)
and
lim
k!1
Dtlk(F) = Á
0(F)DtF; t 2 [0;T]: (7.22)
Condition (5.19) and the Dominated Convergence Theorem imply
lim
k!1
˜ EkDlk(F) ¡ Á
0(F)DFkL2 = 0; (7.23)
and now Á(F) 2 D1;1 and (5.21) are consequences of (7.20), (7.23), and the closedness of
the operator D.
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