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This paper develops a joint application of Bellman’s differential quadrature 
method and Adomian’s decomposition technique to the solution of some nonlinear 
inverse problems. An application in nonlinear mechanics is also developed. cc 1989 
Academic Press, Inc. 
1. INTRODUCTION 
Well-posed problems governed by partial differential equations are 
mathematical problems where the differential equation is accompanied by 
sufficient information on the initial and boundary conditions so that a 
solution to the problem can be expected in some time-space domain. Then 
one is concerned with solution techniques and stability criteria [ 11. 
Inverse problems are mathematical problems such that some information 
on the solution is given, but one has to derive properties of the mathemati- 
cal model or information on the initial and boundary conditions [2, 31. 
Inverse problems are certainly diflicult to deal with; however, their solu- 
tion is useful not only from the viewpoint of applied mathematics, but also 
from the viewpoint of mathematical modelling and, in particular, of model 
identification. 
This paper will show how Bellman’s differential quadrature method for 
partial differential equations (see Ref. [l, chap. XII]) can be combined 
with Adomian’s decomposition method for ordinary differential equations 
[4, 51 to solve some relevant inverse problems. 
In particular, Bellman’s method has recently been applied to solve 
random initial-boundary value problems [6, 71; it transforms the original 
problem, governed by partial differential equations, into the solution of an 
initial value problem governed by ordinary differential equations. The 
continuous approximation scheme obtained by Adomian’s decomposition 
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method allows useful direct correlations between the solution and the 
initial-boundary conditions, or with the properties of the mathematical 
model so that inverse problems can be solved. The joint application of the 
two methods will be called the Bellman-Adomian method. 
To detail the contents of this paper, the second section provides a 
description of some inverse problems and the third section develops the 
mathematical method. The last section of this paper presents some applica- 
tions. 
2. THE MATHEMATICAL PROBLEM 
The analysis developed in this paper refers to nonlinear scalar partial dif- 
ferential equations with suitable initial conditions and two-point boundary 
conditions of Dirichlet type. The extension to systems of equations and to 
equations with other kinds of boundary conditions is technical and will be 
left to the reader after some remarks are given in the last section of this 
paper. 
Keeping this in mind, consider a partial differential equation 
u = u(t, x): [O, T] x [O, l] + R 
au/at =j-(t, x, #, au/ax, aklax2; u) 
(1) 
combined, in the direct problem, with the initial and boundary conditions, 
respectively, 
u() = q)(x) = u( t = 0; x) (2) 
Ub = Ubo( t) = u( t; x = 0) Pa) 
Ub, = Ub,( t) = u( t; x = 1). (3b) 
The solution of Eqs. (l)-(3), if it exists, will be a function u = u(t, x) 
obtained in some pertinent function space by suitable mathematical 
methods. 
Several “inverse” problems can be referred to Eqs. (1 b(3). The following 
can be classified among them: 
Problem 1. Identification of the initial conditions. Equation (1) is given 
with the boundary conditions (3). Then if the solution u = u(t*, x) is given 
for some t* E [0, r], one has to find the initial conditions u,,(x). 
Problem 2. Identification of the parameters a. Equations (1 k(3) are 
given with unknown parameters ~1. Then if the solution u = u(t, x*) is given 
for some x* E [0, l] and for some time interval [0, T], one has to find the 
parameters of the model. 
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Problem 3. Identification of the boundary conditions. Equation (1) is 
given with the initial condition (2). Then if the solution ub = u(t, x,), 
U, = u(t, x,) is given for t E [0, r] and for x~,~ E [0, 11, one has to identify 
the boundary conditions. 
The above-mentioned inverse problems can be solved by a suitable 
application of a Bellman-Adomian method as we shall see in the next 
section. 
3. SOLUTION OF THE INVERSE PROBLEM 
It will be shown, in this section, how the three inverse-type problems 
listed in Section 2 can be solved by a suitable use of the Bellman-Adomian 
method, generally applicable to solving direct problems, for the analysis of 
Eqs. (l)-(3). 
Referring to [ 1, Chap. XII] as well as to [6, Chap. VI], recall that the 
Bellman “differential quadrature method” can solve, if the solution exists 
and is smooth in space for some time interval [0, T], the initial-boundary 
value problem given by (l))(3) by application of the following procedure: 
1. Discretize the space variable into (N- 1) intervals by N equally 
spaced nodes in x = x1, j = 1, . . . . N, and, assuming that the solution uj(t) = 
u(t, x,) is given, represent u(t, x) by 
u(t, x, = i uj(t) Pjtx), (4) 
j= I 
where the p/- are Lagrange-type polynomials. 
2. Express in x = xi the space derivatives U, = au/ax and u,, = 
a%/ax2 by Eq. (4) as 
N 
%i= C a,-uj, U xxi= f b,uj, (5) 
j= 1 j=l 
where the constants au and 6, are 
av = dpj/dx (x = x,), b, = d2pjjdx2 (x = xi). (6) 
3. Substitute u, and u,, defined by (5) into Eq. (1) in order to obtain 
(taking also into account the initial and boundary conditions) the ordinary 
differential equation 
%(t; UO) = uol + II ( fi(s, u(s; u,); a, b) ds, (7) 
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where 
240, =u,(x,), A= 1, u = {ui}, a= {a,>, b= {b,}, 
and 
i= 1: fi = du,,l& u1= u/q 
l<i<N: S, Ui, C ap,, C b,u,; x =xi 
i=N: .fi = u,,ldt, uN = ubl > 
and solve Eq. (7), which is written in integral form, to obtain the uj and 
consequently u(t, x) as defined in Eq. (4). 
Adomian’s decomposition method for ordinary differential equations 
[4, 51 provides, for bounded time intervals, an approximated analytic 
solution of Eq. (7) decomposing the solution u = u(t) as follows 
h=O 
@) . 
h=O 
(8) 
The terms uch) are obtained by developing f using Adomian’s polynomials 
(see [S, Chap. 3]), then equating terms with the same power of A to yield 
a sequence of quadratures 
,!O) = u 
01 
uf= s ‘A,(h- l)(u”‘, . . . . u+‘))ds, 0 (9) 
where the Aihp ‘) are defined as 
A!h-‘I= 
1 dh-l 
I (A _ l)! &h-l L(“(n)) i=o’ 
(10) 
Reference [S, Chap. 31 provides several convenient computational forms 
for the Alhe’) polynomials which are not repeated here. One simply recalls 
that increasing m improves accuracy for the solution in a given time inter- 
val or, in other words, enlarges the time interval to obtain a solution with 
prescribed accuracy. Some convergence criteria are discussed in [4,5]. 
In conclusions, and without repeating arguments which are known in the 
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literature, one obtains the solution of the initial-boundary value as an 
analytic function of time, space, and of u,(x), u&f), and u,,(t). Formally 
(11) 
The basic idea in solving inverse problems consists of using the solution 
formally given in (11) to obtain information on uo, ub or on the parameters 
of the mathematical model. This method will now be practically described 
for each of the inverse-type problems listed in Section 2. 
Problem 1. Since U* = u(t*, x) is given, one obtains u. through the 
values uoi obtained by Eq. (7) with backward integration: 
ujo = UT - II 
s 
d’ f;(s, u, .) ds. (12) 
Then applying the interpolation (4) referred to the initial conditions yields 
uO(x)= F ufl Pjtx). (13) 
j= 1 
Problem 2. In this case the solution U* = u(t, x*) is given for some 
x* E [0, 11. One can assume, for simplicity, that x* is one of the nodal 
points, say x* = xi. Resealing the space variable can realize such equality. 
Let a parameter of the model, say LX, be regarded as a free variable and 
assume one obtains, by Adomian’s method, the solution in ;Z = xi as a 
function of t and Q: ui = u,(t, LX). 
Now solve the minimum problem 
~=cz**mjn IIu,(t,cc)-u*(t)11 
= min ,Gn;$, lu,(t, c() - u*(t)l. (14) 
a 
When c( is a function of the space variable, say CI = U(X), then the procedure 
can be repeated for each x=xj obtaining for each xi the corresponding 
value cc*. Then one has 
a*(x)= f cqp,(x), (15) 
i= I 
where the pi are the same polynomials defined with reference to Eq. (4). 
Problem 3. This problem can be solved with a method analogous to the 
one of Problem 2. The Bellman-Adomian method provides a formal 
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solution u = u(t, uO, uh) as a function of the boundary condition. Then 
minimizing the distance between the solution obtained in xp and in xa and 
the one which is given for xp and x2 defines the boundary conditions. 
The project can be practically realized if ubO and uhl are formally 
expanded in powers of time, say 
ubl = c 4, th, 
h 
(16) 
and the COefflCients ch and dh are found by solving a minimum problem 
such as the one indicated by Eq. (14). 
Remark 1. The application of the method needs suitable existence 
theorems, as discussed in [S], for the solution of the initial-boundary 
value problem in a space of functions smooth with respect to the 
space variable and of the dynamical system obtained by the differential 
quadrature method. 
Remark 2. Problem 1 is a “relatively easier” one with respect to 
Problems 2 and 3. In fact its solution only requires a minor modification 
of the Bellman-Adomian method. On the other hand, Problems 2 and 3 
require joining the above-mentioned method to suitable minimization 
techniques of continuous functionals, in this case (14), on compact sets. 
The solution can be obtained by univariate search techniques [9]. 
Remark 3. One can, it is hoped, obtain the solution of inverse problems 
by obtaining, as a first step, the solution of the initial boundary value 
problem by Adomian’s decomposition method for partial differential equa- 
tions [S, Chap. 91 (see also [lo]). Then this solution can be used to solve 
inverse problems in a fashion analogous to the one which has been 
indicated above. 
However, the content of Remark 3 is, at present, only a research project 
of the author. 
4. APPLICATION IN NONLINEAR MECHANICS 
Consider a simple application in nonlinear mechanics with the aim of 
providing a practical application of the method developed in Section 3: the 
two-point initial-boundary value problem for the nonlinear parabolic heat 
equation with temperature-varying heat transfer coefficient 
u = u( t, x): co,~lxco,1l+~ 
au/at=a/ax((i +cIu)~u/~~) 
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with boundary conditions 
Uhf) = u( t; x = 0) = 0, u,,=u(t;~=l)=g(t)=~d,t~ (18) 
and initial condition 
U” = u(x, t = O), u(0, 0) = 0, 440) = g(O). (19) 
Applying the interpolation (4) yields the ordinary differential equation 
(7) in such a fashion that 
i= 1: fi =o @a) 
’ l<i<N: G’Ob) 
i=N: f;=$. WC) 
It is now possible, developing by Adomian’s method the solution of 
Eq. (20), to show how Problems l-3 can be practically solved. Considering 
that the application is developed for tutorial purposes, only a few terms of 
Adomian’s decomposition of the solution will be taken into account. 
Increasing the number of terms, which is simply a matter of additional 
technical calculations, improves accuracy at fixed time T. 
Keeping this in mind, the solution can be put in the form 
uiz f pihth; 
h=O 
(21) 
then 
i= 1 h=O 
(22) 
The terms ljih referred to Eq. (21) up to the second power of time are 
h=O: Pi0 = ui03 (234 
h= 1: i= 1, fi,o=o 
l<i<N, 
i=N, B,,v=d,, 
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h = 2: i= 1, 820=0 
1 <i<N, B*j=;aBio f PN+;(l+aBd i p/n 
j=2 j=2 
(23~) 
i=N, Bw=d2, 
and so on. 
One now has sufficient elements to deal with the three inverse problems 
which have been described in Section 3. The essential ines are given below: 
Problem 1. Note that after Eq. (23) the solution (21) is a function of the 
initial state Fiji = u,~; then knowing u,*(t*, xi) yields 
u: =/hi+ B;tmd~ + Bide* + .‘. (24) 
which can be solved by algebraic calculations or, directly, by execution of 
the calculations (23) in terms of backward integration. 
Problem 2. The solution is analogous to that of Problem 1. In fact now 
/Ioi is given, but the terms d,, of the expansion of the boundary conditions 
are unknown. Nevertheless on has u,+ and the solution (21) is a function 
of the coefficients d,. Formally 
u*=Boi+Bil(d,)t+Bi2(dO, d,)t*+ .... (25) 
Then solving with respect to d,, d,, . . . is a technical problem. 
Analogous calculation provides the solution to Problem 3. Consequently 
it has been shown how some nonlinear inverse problems can be solved 
quite simply by the method developed in this section. Technical extensions 
to further inverse problems seem possible. In the same fashion, as already 
mentioned, one should investigate the application of Adomian’s decom- 
position method directly to the initial-boundary value problem to obtain 
a formal solution as a function of the unknowns to be found, equating such 
a solution to the real solution provided as data in the fashion indicated in 
this section. 
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