Abstract. A group G is called bounded if every conjugationinvariant norm on G has finite diameter. We introduce various strengthenings of this property and investigate them in several classes of groups including semisimple Lie groups, arithmetic groups and linear algebraic groups. We provide applications to Hamiltonian dynamics (we prove that some groups do not admit faithful Hamiltonian actions on closed symplectic manifolds) and to finite simple groups PSL(n, q) (we prove that for fixed n, conjugationinvariant word norms have uniformly bounded diameter).
Introduction and statements of results
Conjugation-invariant norms on groups appear naturally in various branches of mathematics including Hamiltonian dynamics (the Hofer norm), finite groups (covering numbers), geometric group theory (verbal norms) and others. In 2007, Burago, Ivanov and Polterovich introduced the concept of a bounded group [11] : that is, a group for which every conjugation-invariant norm has finite diameter. Examples of bounded groups include some diffeomorphism groups of manifolds, SL(n, Z) for n ≥ 3, the commutator subgroup of Thompson's group F , the group of automorphisms of a regular tree and many others [11, 19, 20, 21, 42] . On the other hand, groups with infinite abelianisation or groups of area-preserving diffeomorphisms of surfaces are unbounded; that is, they admit conjugation-invariant norms of infinite diameter [7, 8, 9, 11] . It is not known whether lattices in semisimple Lie groups of rank at least 2 are bounded; also, the boundedness of the group of volume-preserving diffeomorphisms of the n-sphere is unknown for n ≥ 3 [11] .
If a group G is generated by finitely many conjugacy classes then its boundedness is equivalent to the property that every conjugationinvariant word norm has finite diameter. Of course, the diameter depends on the choice of a generating set and examining this dependence more deeply reveals a variety of very subtle behaviours and motivates some refinements of the concept of boundedness: we introduce the notions of strong boundedness and uniform boundedness.
Here are the definitions. We say that a group G is finitely conjugation generated if there exists a finite set S ⊂ G such that every element of G is a product of conjugates of elements of S or their inverses; in this case we call S a finite conjugation generating set. The associated word norm g S of g ∈ G is the length of the shortest word in conjugates of the elements of S and their inverses that is needed to express g; it is a conjugation-invariant norm on G. The diameter of G with respect to this norm is denoted by G S . A finitely conjugation generated group G is called uniformly bounded if the supremum ∆(G) = sup{ G S : #S < ∞} is finite; it is called strongly bounded if
is finite for all k ≥ 1. It follows from Corollary 2.9 and the definitions that within the class of finitely conjugation generated groups there are inclusions (1.1) {uniformly bounded} ⊆ {strongly bounded} ⊆ {bounded}.
For example, the group SO(3) is bounded but not strongly bounded, SL(3, Z) is strongly but not uniformly bounded, and SL(2, R) is uniformly bounded (see below for more details). Thus all the inclusions in (1.1) are proper.
Remark. Our definition of strong boundedness is unrelated to those of Cornulier [17] and Le Roux-Mann [28] . The notion of uniform boundedness generalises the concept of uniform simplicity [42, Definition 1.3] which can be traced back to Ulam and von Neumann [44, Abstract 283] .
In the rest of the introduction we discuss our results for various classes of groups.
Semisimple Lie groups. Corollary 4.5 and Theorem 4.1 read:
Theorem 1.1. Any semisimple Lie group G is finitely conjugation generated. It is bounded if and only if it has finite center. It is uniformly bounded if and only if it has finite center and it has no non-trivial compact quotient. If Z(G) is finite and G has a non-trivial compact quotient then G is bounded but not strongly bounded.
In particular, simple compact Lie groups are examples that the second inclusion in (1.1) is proper. In contrast, simple non-compact Lie groups G with finite center are uniformly bounded. Unfortunately, our methods do not provide estimates for ∆(G). Nevertheless, we will see in Section 3 by direct calculation that ∆(PSL(2, R)) = 3 (Theorem 3.2) and ∆(SL(2, R)) = 4 (Theorem 3.1). The next result is a direct consequence of Proposition 4.10 and Lemma 2.16.
Theorem 1.2. Let Γ be a finitely conjugation generated group. If Γ has a quotient that is isomorphic to a dense subgroup of a (connected non-trivial) simple compact Lie group then Γ is not strongly bounded.
Many cocompact lattices can be embedded as dense finitely generated subgroups in compact simple Lie groups, and hence they are not strongly bounded (their boundedness is an open problem in general). Algebraic groups. The situation is simpler for linear algebraic groups over an algebraically closed field.
Theorem 1.3 (See Proposition 5.2 and Theorem 5.3). Let G be a linear algebraic group over an algebraically closed field. Let G 0 denote the connected component of the identity. Then G is finitely conjugation generated if and only if G/[G, G] is finite. In this case

∆(G) ≤ 4 dim(G) + ∆(G/G 0 ).
In particular, G is uniformly bounded.
The groups SL(n, R). Let R be a principal ideal domain and consider the special linear group SL(n, R) for n ≥ 3. These groups behave differently according to the number of maximal ideals in R.
Theorem 1.4. Let R be a principal ideal domain with finitely many maximal ideals. Then SL(n, R) is uniformly bounded for any n ≥ 3.
We refine this result in Theorem 6.3 below, which gives an explicit bound for ∆(SL(n, R)). If R has infinitely many maximal ideals then our main results are Theorem 6.1 and Proposition 6.2. When applied to R = Z we get the following striking result. Theorem 1.5. For any n ≥ 3 the group SL(n, Z) is strongly bounded but not uniformly bounded. In fact, for any k ≥ 1, k ≤ ∆ k (SL(n, Z)) ≤ (4n + 51)(4n + 4)k.
This shows that the first inclusion in (1.1) is proper.
In Section 7 we develop a method to recognize groups that are not uniformly bounded. Theorem 7.4 states that a group with infinitely many distinct maximal normal subgroups cannot be uniformly bounded. Example 1.6. The groups SL(n, Z), Sp(2n, Z) and SO(p, p; Z) are not uniformly bounded since they have infinitely many pairwise nonisomorphic finite simple quotients [15, Chapter 1] . A rich source of examples is provided by a version of strong approximation for S-arithmetic groups [31, Window 9] . ♦ Applications to finite groups. It follows from Theorem 6.3 below (see Theorem 1.4) that if F is a field and n ≥ 3 then ∆(PSL(n, F)) ≤ 16(n 2 − 1).
It is interesting to compare this bound for the uniformity constant with the following remarkable result of Liebeck and Shalev.
Theorem Since any finite simple group G is generated by the conjugacy class conj G (x) of any nontrivial x ∈ G, it follows that the diameter of G with respect to the word norm associated with conj G (x) is at most c log |G| log | conj G (x)| . Simplicity of G implies by Lemma 2.11 that ∆(G) = ∆ 1 (G). Therefore ∆(G) ≤ max c log |G| log | conj G (x)| : 1 = x ∈ G = c log |G| log γ , where γ ∈ N is the size of the smallest non-trivial conjugacy class in G.
We now specialise to the family of finite simple groups PSL(n, F q ), where n ≥ 6 and q is a prime power. It follows from [13, Corollary 4.3] that every non-trivial conjugacy class in PSL(n, F q ) contains more than q n elements. Therefore the Liebeck-Shalev result implies that ∆(PSL(n, F q )) ≤ c log |G| log γ ≤ c n 2 log q n log q = cn.
This bound is linear in n. Our bound is only quadratic in n, but it holds for arbitrary fields and all local rings. See also Example 6.4.
Applications to Hamiltonian dynamics. Here we derive dynamical consequences of Proposition 1.7. Let (M, ω) be a closed (i.e., compact without boundary) symplectic manifold and let Ham(M, ω) denote the group of Hamiltonian diffeomorphisms of (M, ω). For background on symplectic manifolds and Hamiltonian actions see, for example, Arnold-Khesin [1] or McDuff-Salamon [33] . This group is simple [3, Theorem 4.3.1.(ii)] and admits a nondiscrete conjugation-invariant norm known as the Hofer norm [33, Section 12.3] . In all known examples, the Hofer norm on H = Ham(M, ω) has infinite diameter and it is conjectured that this is true in general. Moreover, the metric induced by the Hofer metric is separable. To see this, first observe that the identity map from the C • Non-compact simple Lie groups with finite centre. If G is such a group then G/Z(G) is simple as an abstract group (see [26, Proposition 6.30] and Lemma 4.4). Since every finite group is uniformly bounded, Theorem 1.1 shows that G has a finite composition series with uniformly bounded (simple) composition factors. By Corollary 1.8, G cannot be isomorphic (abstractly) to a subgroup of H = Ham(M, ω).
An analogous statement for smooth actions is due to Delzant [18] (by a smooth action ψ : G → Ham(M, ω) we mean an action such that the map G × M → M given by (g, x) → ψ(g)(x) is smooth). Another proof is due to Polterovich and Rosen [38, Proposition 1.3.18] , again for smooth actions. It uses a result of Milnor that a simple non-compact Lie group cannot admit a nontrivial bi-invariant Riemannian metric. Our argument works for all action, not just smooth ones.
In fact, our argument applies to all semisimple Lie groups G with finite centre and no non-trivial compact factors. Indeed, G/Z(G) is a product of simple non-compact centre-free Lie groups (see Section 4), so G has a finite composition series with all factors uniformly bounded.
• Algebraic groups. If G is a simple algebraic group over an algebraically closed field then the centre Z(G) is finite and G/Z(G) is simple as an abstract group [25, Section 27.5 and Corollary 29.5]. It follows from Theorem 1.3 that G is uniformly bounded. Thus if G a simple algebraic group over an uncountable algebraically closed field then it cannot be a subgroup of Ham(M, ω).
• Diffeomorphism groups. Let X be a smooth manifold of positive dimension with a finite handle decomposition. It is known that the group G = Diff c 0 (X) of compactly supported smooth diffeomorphisms isotopic to the identity is uncountable, simple and uniformly bounded (with some unknown cases in dimension 2 and 4) [43] . Therefore G cannot be a subgroup of Ham(M, ω).
• Groups of automorphisms of trees. Let T be a regular tree with vertices of valence at least 3. Then the group G = Aut(T ) of automorphisms of T is uncountable because it acts transitively on the boundary of T which is a Cantor set. Moreover, it follows from [21, Theorem 3.4] that G is uniformly bounded. We thus obtain that Aut(T ) cannot be a subgroup of Ham(M, ω). ♦ Example 1.10. The Higman-Thompson groups F q,r form a family of finitely generated groups acting on intervals of the real line by orderpreserving piecewise linear homeomorphisms. The commutator subgroup G of F q,r is simple and uniformly bounded due to [19] . It follows from Corollary 2.13 that if G is embedded in Ham(M, ω) then the induced Hofer topology on G is discrete. ♦ Acknowledgements. We thank Światosław Gal, Étienne Ghys, Vincent Humilière, Nicolas Monod, Leonid Polterovich and Yehuda Shalom for helpful comments and for answering our questions. This work was funded by Leverhulme Trust Research Project Grant RPG-2017-159.
Norms
Given elements x, y of a group G, we define [x, y] = xyx −1 y −1
. We denote yxy by y x and we call this the left conjugate of x by y; likewise, we call x y := y −1 xy the right conjugate of x by y.
Given a norm on G, we get a metric d on G defined by d(g, h) = ν(gh −1 ). Every metric that is invariant under right translation arises in this way. Conjugation invariance of ν is equivalent to invariance of the metric d under both left and right translation.
A group G is called bounded if every conjugation-invariant norm ν on G has finite diameter. For X ⊆ G and H ≤ G, the H-conjugacy class of X is defined by
and XY for the obvious subsets of G.
Definition 2.3. Let X ⊆ G be a subset and n ≥ 0. Let B X (n) denote the set of all elements of G that can be written as a product of at most n conjugates of the elements of X and their inverses. Thus,
. . . When we need to be clear about the ambient group we will write B G X (n).
The next lemma follows easily from the definitions.
By (1) and (3), n≥0 B X (n) is a normal subgroup of G. Definition 2.5. Let G be a group. We say that S ⊆ G conjugation generates H ≤ G if H = n≥0 B S (n). If S conjugation generates G then the word norm on G associated with S is defined by
It follows from Lemma 2.4 that ν S is a conjugation-invariant norm. Notice that B S (r) is the closed ball of radius r with respect to this norm. For typographical reasons, we sometimes write g S instead of ν S (g), and G S instead of diam(ν S ). If g ∈ G conjugation generates G we will write ν g instead of ν {g} and G g instead of diam(ν g ). Similarly, we will write B g (n) instead of B {g} (n) etc. Definition 2.6. We say that G is finitely conjugation generated if there exists a finite S ⊆ G that conjugation generates G. Set Γ n (G) = {S ⊆ G : |S| ≤ n and S conjugation generates G}, Γ(G) = {S ⊆ G : |S| < ∞ and S conjugation generates G}. (b) An abelian group G is finitely conjugation generated if and only if it is finitely generated, and it is bounded if and only if it is finite if and only if it is uniformly bounded. ♦ Proposition 2.8. Let G be a finitely conjugation generated group and let ψ : G → H be a homomorphism. Then for any S ∈ Γ(G) and any conjugation-invariant norm ν on H, ψ is Lipschitz with respect to · S on G: i.e., there is a constant C = C(S, ν) such that
Proof. Choose some S ∈ Γ(G) and set
Since ν is conjugation-invariant and S is finite, it follows that C < ∞. Any g ∈ G can be written in the form g = s 1 . . . s n where n = g S and
. Let G be a finitely conjugation generated group. The following conditions are equivalent.
Proof. Clearly (1) =⇒ (3) since ν S is a conjugation-invariant norm, and (3) =⇒ (2) is trivial since Γ(G) = ∅. To prove (2) =⇒ (1) apply Proposition 2.8 to id : G → G. Definition 2.10. Let G be a finitely conjugation generated group. Set
(We take the supremum of the empty set to be −∞.) We say that G is strongly bounded if ∆ n (G) < ∞ for all n. We say that G is uniformly bounded if ∆(G) < ∞. Clearly,
Proof. First, G is finitely conjugation generated, in fact Γ 1 (G) is nonempty by the hypotheses on N and G \ N.
Let µ be as in the statement of the lemma. We may assume that diam(µ) = 1. Since µ is not discrete and N is finite, for any n ≥ 1 we can choose g ∈ G \ N and h ∈ G such that µ(g) < . By assumption, g conjugation generates G, so h can be written as a product of at most k := h g conjugates of g
±1
. The triangle inequality and the invariance of µ under conjugation and taking inverses shows that µ(h) < k n , hence k ≥ n. Thus, G g ≥ h g ≥ n. Since n was arbitrary, ∆ 1 (G) = ∞.
Next, we derive topological consequences from strong boundedness.
Lemma 2.12 (Nonsqueezing). Let G be a finitely conjugation generated group. If ∆ n (G) < ∞ for some n, then for any conjugationinvariant norm ν on G,
Proof. Choose some S ∈ Γ n (S). Any g ∈ G has the form g = s 1 . . . s m where m ≤ G S and s i ∈ conj G (S)
. Since ν is invariant under conjugation and taking inverses,
Taking the supremum over all g ∈ G we get diam ν ≤ ∆ n (G)·max s∈S ν(s), which by taking the infimum over all S ∈ Γ n (G) implies that
Corollary 2.13. Let G be a uniformly bounded simple group. Then every conjugation-invariant norm ν on G induces the discrete topology.
Proof. We may assume that G is not trivial. Since ∆(G) < ∞ it follows from Example 2.7 and Lemmas 2.11 and 2.12 that
Therefore the topology induced by ν is discrete.
If ν is a norm on G then we denote by B ν (x, r) the open ball of radius r > 0 centered at x ∈ G with respect to the metric induced by ν. This should not be confused with B g (r) for a conjugation generator of G (Definition 2.3). Proof. When k = 0 there is nothing to prove. So assume inductively that the result holds for k and we prove it for k + 1.
Let ν be a conjugation-invariant norm on G. Set ǫ = inf{ν(g) : 1 = g ∈ N k }. By the induction hypothesis, ν induces the discrete topology on N := N k and therefore ǫ > 0. Define a function ν
We claim that ν ′ is a conjugation-invariant norm. If ν ′ (gN) = 0 and gN = N then there must exist n 1 = n 2 ∈ N such that ν(gn 1 ), ν(gn 2 ) < ǫ 2 and therefore 
We conclude that ν is discrete. ).
The following result shows that boundedness properties pass to quotient groups. In contrast, as we see in Example 2.18 these properties behave badly with respect to subgroups, even finite index subgroups. 
Proof. Let k ≥ 1. Let σ : H → G be any section (not necessarily a homomorphism). Let Y = {y 1 , . . . , y n } be a conjugation generating set for G. It is clear that π(Y ) conjugation generates H.
If Γ k (H) is empty then the result is obvious, so assume otherwise.
Taking the supremum over all g ∈ G we get H X ≤ G Z . This inequality together with Corollary 2.9 readily implies that if G is bounded then H is bounded. Since the inequality
In particular if G is strongly (resp. uniformly) bounded then so is H. Example 2.17. If G is a finitely conjugation generated bounded group then its abelianisation G ab must be finite by Lemma 2.16 and Example 2.7. ♦ Example 2.18. Consider the infinite dihedral group G = Z/2 ⋉ Z. It is uniformly bounded but contains an unbounded subgroup of index 2. Indeed, any finite conjugation generating set S must contain an element g that projects to the generator of Z/2. One checks that
and that g 2 = 1. Since S conjugation generates G there must exist s ∈ S such that s = gz or s = z for some z ∈ Z \ 2Z. Set T = {g, s}. It is straightforward to check that G T = 2 if s = gz and G T = 3 if s = z. This shows that G is uniformly bounded with ∆(G) = 3. However, G has Z as a subgroup of index 2 and Z is unbounded (by Example 2.7, or by looking at the Euclidean norm). ♦
be a short exact sequence of groups, and suppose
contains a representative from any coset of N. Hence for any g ∈ G there existsg ∈ B S (n) such that gg −1 ∈ N. For any k ≥ 0 set r k = (2n + 1)k. We now prove by induction that:
The base k = 0 is a triviality since 1 ∈ B S (0). Assume inductively that the claim is true for some k ≥ 0. Suppose that B S (r k+1 ) G. Then B S (r k + n) G since r k + n < r k+1 . Since S conjugation generates G there must exist some g ∈ B S (r k + n + 1) \ B S (r k + n) and we chooseg ∈ B S (n) such that gg −1 ∈ N. We claim that gg −1 / ∈ B S (r k ) since otherwise we would get g = gg −1 ·g ∈ B S (r k + n) which is a contradiction. On the other hand gg
This completes the induction step.
Apply the claim with
If H is uniformly bounded then for any finite conjugation generating set S ⊆ G we get G S ≤ ∆(H) + (|N| − 1)(2∆(H) + 1) and G is uniformly bounded. Lemma 2.20. Let G 1 , . . . , G n be finitely conjugation generated groups.
(c) If the groups G i are uniformly bounded simple groups then G is uniformly bounded.
Proof. We identify the G i with subgroups of G as the standard factors. For any choice of
Therefore (a) follows from Corollary 2.9 and (b) follows from
For (c), assume that the G i are simple and ∆(G i ) < ∞. By Lemma 2.19 we may assume that all the G i are infinite, hence simple nonabelian. Let S ∈ Γ(G). For any 1 ≤ i ≤ n there exists x i ∈ S whose image under the projection
. . , w n } conjugation generates G, and since w i ∈ B S (2),
Taking the supremum over all S we get
3. The groups SL(2, R), PSL(2, R), SL(2, C), and PSL(2, C)
The purpose of this section is to prove the following results. 
Hence G = SL(2, R) is uniformly bounded and ∆(G) = ∆ 1 (G) = 4. 
Hence G = PSL(2, R) is uniformly bounded and ∆(G) = ∆ 1 (G) = 3. Below let K denote the field R or C. Fix the following notation for matrices in SL(2, K) where t ∈ K and s ∈ K × :
If K = R we consider the rotation matrices
The matrices U(x), D(t) and R(θ) for x, θ ∈ R and t ∈ R (
or ±I (three possible conjugacy classes for each trace). Note that L(t) is SL(2, R)-conjugate to U(−t). (T3) If | trace(g)| < 2 then g is SL(2, R)-conjugate to a rotation matrix R(±θ) (two possible conjugacy classes for each trace). For K = C, the situation is simpler and a description of the conjugacy classes follows easily from Jordan normal form.
(T1
, and t is unique up to replacing t with t
(two possible conjugacy classes for each trace). Notice that trace(g) = trace(g
such that h = ±I and trace(h) = − trace(g).
Proof. If there exists
Proof. This follows from Lemma 3.6 since
and since trace(x) = trace(g) for all I = x ∈ B g (1).
Proof. Assume first that g = D(t). Apply (3.1) with a = t = b (2) . Applying (3.1) with a = t = b −1 and x = −y = 2, we obtain XY ∈ B g (2) such that trace(XY ) = −2 and XY = −I, hence −U(1) ∈ B g (2) . Lemma 3.5 shows that B g (2) ⊇ G \ {−I}.
Next, assume that g = ±U(1). Apply (3.1) with a = b = ±1 and with x, y ∈ K (2) and −U(1) ∈ B g (2) by applying (3.1) with a = b = 1 and x = −y = 2 (in which case XY = −I).
Proof of Theorems 3.3 and 3.4 . Assume K = C and let ±I = g ∈ G.
Then B g (1) = G and B π(g) (1) = H, since SL(2, C) and PSL(2, C) consist of infinitely many conjugacy classes. Now g
±1
is conjugate to ±U(1) or to D(t) for some t ∈ C × with t = ±1. Theorem 3.4 follows at once from Lemma 3.8. Theorem 3.3 follows from Lemma 3.8 and Corollary 3.7 since if B g (2) = G \ {−I} then −g −1 ∈ B g (2) and therefore B g (3) = G.
For a matrix a = (
It is an elementary exercise (which is left to the reader) in Lagrange multipliers to show that |a| ≥ 2 for all a ∈ SL(2, R).
Proof. In all cases (i)-(iii) g and h are conjugate to rotation matrices, so we assume that g = R(θ). Since also trace(g) = trace(h) in all of (i)-(iii), h = ag ±1 a for some a ∈ SL(2, R). A direct calculation gives
. If trace(gh) = − trace(g) then (3.2) boils down to the equation (2 + |a|) cos 2 θ − |a| = −2 cos θ whose solutions are cos θ = −1 and cos θ = |a| 2+|a|
We need the following equations, which are easily verified by direct calculation. Let θ ∈ R, let x ∈ R and let t ∈ R × \ {±1}. Then
Proof. (a) Clearly sin θ = 0. The assertion about trace(B g (2)) follows easily from (3.4) and (3.5). Since 2 cos 2 θ − 2 sin 2 θ > −2 it follows from (3.4) that B g (2) contains a matrix of trace −2 which cannot be −I by Corollary 3.7, hence −U(1) ∈ B g (2). Since B g (2) contains matrices of trace > 2, it follows that, say, D(2) ∈ B g (2), and (3.6) with t = 2 implies that trace(B g (3)) = R. Choose x that yields trace 2 in
). Equations (3.4) and (3.5) imply that trace(B g (2)) ⊇ (−∞, −2] ∪ [2, ∞) and equality holds by Lemma 3.9(iii) since trace(B g (1)) = {0}. In particular D(t) ∈ B g (2) for any t > 2. Applying (3.6) to, say, D(2) implies that trace(B g (3)) = R; moreover the matrices that yield traces ±2 are not equal to ±I be-
Proof of Theorem 3.1. Let ±I = g ∈ G. If | trace(g)| ≥ 2 then up to conjugacy and taking inverses we may assume that either g = ±U(1) or g = D(t) for some t = 0, ±1. Then B g (2) = G \ {−I} by Lemma 3.8 and Corollary 3.7. In particular
It remains to consider the case 0 < | trace(g)| < 2. We may assume g = R(θ). Corollary 3.7 shows that −I / ∈ B g (2) and in particular B g (2) = G. Lemma 3.10(a) shows that B g (3) ⊇ G\{−I}. If trace(g) ∈ (−2, 1) then Lemma 3.9(i) shows that there can exist no h ∈ B g (2) with trace(h) = − trace(g), so Lemma 3.6 implies that −I / ∈ B g (3). On the other hand −g −1 ∈ B g (3) since g = I, so B g (4) = G and it follows that
. Thus, cos(2θ) ≥ − 1 2 and (3.4) shows that trace(B g (2)) ⊇ (−2, −1]. In particular B g (2) contains a matrix h = ±I such that trace(h) = − trace(g). Lemma 3.6 implies that B g (3) = G and therefore G g = 3.
Proof of Theorem 3.2. Let ±I = g ∈ G and set h = π(g). Clearly B h (1) = H since H contains infinitely many conjugacy classes. If | trace(g)| ≥ 2 then Lemma 3.8 shows that B h (2) = H, thus H h = 2. So assume that | trace(g)| < 2. We may assume that g = R(θ). Set
≤ | cos θ| < 1 and it follows that cos(2θ) ≥ 0. Lemma 3.10(a) implies that trace(C) = R and that ±U(1) ∈ C. Also, ±I ∈ C so Lemma 3.5 implies that C = G and therefore B h (2) = H. This shows that H h = 2 in this case. It remains to check the case | trace(g)| < √ 2. If trace(g) = 0 then Lemma 3.9(ii) implies that 0 ∈ trace(C), while if trace(g) = 0 then Lemma 3.9(iii) implies that trace(C) ∩ (−2, 2) = ∅. It follows that B h (2) = H. Lemmas 3.10(a) and (b) show that B h (3) = H, thus H h = 3.
Lie groups
Throughout this section, unless otherwise stated, all Lie algebras are defined over the real numbers. A Lie algebra g is called simple if it is not abelian and has no non-trivial ideals. It is called semisimple if it is a direct sum of simple Lie algebras. A Lie group G is called simple if it is connected and its Lie algebra g is simple. The centre of a simple Lie group G is a discrete subgroup and it contains any proper normal subgroup of G. 
Proof. This follows from Theorem 4.1 and Proposition 4.8.
We start with some general results. Any connected Lie group G acts on itself by conjugation and this gives rise to the adjoint representation Ad : G → GL(g) whose kernel is Z(G). 
Proof. Since g / ∈ Z(G) and G is connected, Ad(g) ∈ GL(g) is not the identity transformation and therefore Ad(g)(Y ) = Y for some Y ∈ g. Set X = Ad(g)(Y ) − Y = 0. Simplicity of g and Lemma 4.3 imply that Ad(G)(X) spans g so there exist g 1 , . . . , g n ∈ G such that Ad(g 1 )(X), . . . , Ad(g n )(X) form a basis of g. Consider the smooth function Ψ : R n → G given by
The differential of Ψ at the origin satisfies dΨ(∂ i ) = Ad(g i )(X). It follows that Ψ is nondegenerate at 0 ∈ R n , hence its image contains an open neighbourhood U g of the identity. Since Ψ(t 1 , . . . , t n ) is a product of 2n conjugates of g, the image of Ψ is contained in B g (2n).
g . Corollary 4.5. Every semisimple Lie group G is finitely conjugation generated.
Proof. Let H = G/Z(G) and let π : G → H be the projection. Then H = H 1 × · · · × H n , a product of simple Lie groups. Let G i = π −1 (H i ) and let G 
is a factor group of the discrete group Z(G). Recall that an element x of a Lie algebra g is called nilpotent if ad(x) : g → g is a nilpotent linear map. For example any strictly lower triangular matrix A is a nilpotent element in gl n . In fact, ad(A) 2n = 0 because A n = 0 and one easily checks that for any matrix B
Lemma 4.7. Let G be a simple non-compact Lie group of dimension n with Lie algebra g.
We now consider the Iwasawa decomposition of g and will use the notation of [23, Section 13.3] . Since p = 0, it follows that a = 0, where a is a maximal abelian subalgebra of p. Moreover, since Z(g) = 0 the restricted root system ∆(g, a) is not empty, and therefore the subalgebra n of p, which is the sum of the positive root spaces, is not zero. By [23, Lemma 13.3.5] there exists a basis for g with respect to which ad(x) : g → g is a strictly lower triangular matrix for any x ∈ n. Hence any x ∈ n = 0 is a nilpotent element of g.
(ii) By the Jacobson-Morozov Theorem [6, Ch. VIII, §11. 2, Prop. 2] x is part of an sl 2 -triple (x, y, h ′ ). Let e, f, h be the standard generators of sl 2 (R)
Recall
(iii) By part (i) we may choose some nilpotent 0 = x ∈ g. Set g ′ = exp G (x). Since exp G is a local diffeomorphism at 0, tx is nilpotent for any t ∈ R and Z(G) is a discrete subgroup of G, we may assume that g ′ / ∈ Z(G). Let U ⊆ B g ′ (2n) be the neighbourhood of the identity guaranteed by Lemma 4.4.
Consider any g / ∈ Z(G). It follow from part (ii) that g ′ ∈ B g (2n) and therefore U ⊆ B g ′ (2n) ⊆ B g (2n · 2n) as needed. . Since G is compact there exists m ∈ N such that G = U m , which implies that G g ≤ 2mn. It follows from Corollary 2.9 that G is bounded.
Let d be any bi-invariant Riemannian metric on G [10, Theorem 16.2], and let µ be the associated conjugation-invariant norm. Since G is compact, diam(µ) < ∞. Lemma 2.11 implies that ∆ 1 (G) = ∞.
(2) Let n = dim(G). Lemma 4.4 shows that G is finitely conjugation generated (by choosing any g / ∈ Z(G)). By Lemma 2.19 and [26, Proposition 6.30] we may replace G with G/Z(G), hence we can assume that Z(G) = 1. Let G = KAN and g = k + a + n be Iwasawa decompositions of G and its Lie algebra g: see, e.g., [26 
By [26, Theorem 6 .31] K is compact. Let U ⊆ 1 =g∈G B g (4n 2 ) be a neighbourhood of the identity of G guaranteed by Lemma 4.7(iii). Since K is compact, G is connected and U = U , there exists some
By the choice of U, for any g = 1 we have U ⊆ B g (4n 2 ) and therefore
Notice that C K is independent of g. The adjoint action of G on g restricts to an action of
. This is a finite group by [26, Lemma 6 .56]. Let k 1 , . . . , k m ∈ N K (a) be representatives for the non-identity elements of W (G, A). Thus, |W (G, A)| = m + 1. Set C A = 2mC K . By construction, W (G, A) acts on a with no non-zero fixed vectors. Therefore, for any x ∈ a,
Clearly (m + 1) · a = a so for any 1 = g ∈ G,
Observe that C A is independent of g. Finally, for any 1 = g ∈ G,
This shows that ∆ 1 (G) < ∞. By Lemma 2.11, ∆(G) < ∞.
Let G be a Lie group and A a G-module equipped with a metric (in this paper we will only be interested in the case of the trivial action of G). One can study the (bounded) continuous cohomology groups H * c (G, A) and H * cb (G, A) defined by means of continuous cochains f :
The open sets in G and A define the Borel σ-algebras on G and A and one can consider the (bounded) Borel cohomology groups H * B (G, A) and H * Bb (G, A) defined by means of the cochains f : G p → A that are (bounded) Borel maps. There are obvious inclusion of cochain complexes which give rise to comparison maps between these cohomology groups and which fit into the commutative diagram
A nice survey can be found in [41, §2-4] and in Moore's paper [35] . Proof. Set G = H/Z and let π : H → G be the quotient map. Then Z(G) is trivial and G is a product of centre-free simple Lie groups. In particular the abelianisation of G is trivial. Consider the short exact sequence of trivial G-modules
There results a long exact sequence in Borel cohomology [35, p. 43]
Also, since G acts on R trivially it follows from [35, p. 45 ] that H 1 B (G, T ) is isomorphic to the group of continuous homomorphisms G → T , and since G ab is trivial,
The comparison maps between (bounded) continuous and (bounded) Borel cohomology and the naturality with respect to group homomorphisms give rise to the following commutative diagram:
The first two vertical arrows in the first row are isomorphisms by [ 
It is a standard fact that π 
Since ι * and π * at the top right-hand corner of the diagram are isomorphisms,
The first row of the diagram above is part of the commutative diagram
Therefore there exists a continuous map q : H → R such that π * f cb = ∂q. It must be unbounded, or else [π * f cb ] = 0 which is a contradiction. It is also a quasimorphism: for f cb is a bounded 2-cocycle on G, so for any h 1 , h 2 ∈ H we get
where M is a bound for f cb .
Proof of Theorem 4.1. (a) Assume that Z(G) is infinite. Since Z(G)
is finitely generated, it contains a factor isomorphic to Z with complement Z(G)
. By Corollary 4.5 and Lemma 2.16 it suffices to prove that H is unbounded. This follows from Proposition 4.9 and from [20, Lemma 3.6] which implies that all quasimorphisms on a bounded finitely conjugation group must be bounded.
Assume that Z(G) is finite. Then the "if" part of (a) is contained in items (b) and (c) which we now prove. Set H = G/Z(G). Then H is a product H = H 1 × H 2 × · · · × H k of simple groups with trivial center, and H is finitely conjugation generated by Corollary 4.5. It follows from Proposition 4.8 that all the factors H i are bounded groups, hence H is bounded by Lemma 2.20(a). Lemma 2.19 and Corollary 2.9 show that G is bounded as well.
Suppose H contains a compact factor, say H 1 . By Proposition 4.8(1) H 1 is not strongly bounded. As H 1 is a quotient of G, Lemma 2.16 shows that G is not strongly bounded. Suppose none of the factors H i of H is compact. Since they are simple and centre-free Lie groups, the H i are uniformly bounded by Proposition 4.8(2). Lemma 2.20(c) shows that H is uniformly bounded. Since Z(G) is finite, G is uniformly bounded by Lemma 2.16.
Applications to dense subgroups of compact Lie groups. (1) ⊆ B d (1, ǫ) . Since G is connected and non-abelian and since Γ is dense in G, there exists h ∈ Γ ∩ V ǫ such that h / ∈ Z(G). Let H be the subgroup of Γ conjugation generated by h.
Fix a conjugation generating set {g 1 , . . . , g m } for Γ.
. Since ǫ was arbitrary, ∆ m+1 (Γ) = ∞. The next lemma is a slight improvement on [25, 7. 5 Proposition] and its proof, which we follow closely. Our addition is the upper bound for k.
Linear algebraic groups
Lemma 5.1. Let G be a linear algebraic group over an algebraically closed field K. Let {f i : V i → G} i∈I be a family of morphisms from irreducible varieties V i such that 1 ∈ W i := f i (V i ) for every i ∈ I. Let G ′ be the closed subgroup generated by i∈I W i . Then G ′ is a connected closed subgroup of G 0 and there are sequences i 1 , . . . , i k ∈ I and e 1 , . . . , e k ∈ {±1} for some k ≤ 2 dim G, such that
in . Proof. We may assume that G ′ = {1}. Let us construct by induction a sequence i 1 , i 2 , . . . in I and a sequence e 1 , e 2 , . . . in {±1} as follows. Choose any element i 1 ∈ I such that W i = {1} and choose e 1 = 1.
Assume that i 1 , . . . , i m and e 1 , . . . , e m have been chosen. Choose i m+1 and e m+1 as follows. Set 
Since the sets D m are closed subsets of the affine variety G, they are affine varieties. By [25 
for all m we deduce from the construction of (c) =⇒ (a). For any g ∈ G consider the morphism of varieties
is the closed subgroup generated by g∈G Im(f g ). Lemma 5.1 implies that there is a finite
is finite then G is conjugation generated by T and any set of representatives in G for the cosets of [G, G 0 ].
Theorem 5.3. Let G be a finitely conjugation generated linear algebraic group over an algebraically closed field K. Then G is uniformly bounded and ∆(G) ≤ 4 dim(G) + ∆(G/G 0 ).
Proof. Let T ⊆ G be a finite conjugation generating set. Then G is generated by conj G (T ). Any x ∈ conj G (T ) yields a morphism of
, and let N be the subgroup of G generated by S. Clearly S is invariant under conjugation by G, so N G. Every element of W x is a product of two conjugates of x, so W x ⊆ B T (2). It follows from Lemma 5.1 that N is closed and N ⊆ B T (4 dim(G)).
Let π : G → G/N be the canonical projection. By construction π(G 0 ) commutes with every element of π(conj G (T )). Since the latter generates G/N it follows that π(
But T was arbitrary, so the result follows. 
Boundedness properties of SL(n, R)
Assumptions and notation. In this section, unless otherwise stated, R denotes a principal ideal domain. The ideal generated by a ∈ R is denoted (a) R . The greatest common divisor of X ⊆ R, denoted by gcd(X), is a generator of the ideal a∈X (a) R . It is only determined up to a unit in R.
The group of n × n matrices with determinant 1 over a commutative ring R with 1 is denoted SL(n, R). If A, B ∈ SL(n, R) then we write A ∼ B if A is conjugate to B. For any 1 ≤ i = j ≤ n and any r ∈ R, the elementary matrix E i,j (r) is the sum of the identity matrix and the matrix with a single off-diagonal entry r in the ith row and jth column and zeroes elsewhere. The set of all elementary matrices is denoted EL(n, R); it is clearly contained in SL(n, R).
Theorem 6.1. Let R be a principal ideal domain and let n ≥ 3. Assume that SL(n, R) is conjugation generated by EL(n, R) and that SL(n, R) EL(n,R) ≤ C n . Then SL(n, R) is conjugation generated by any elementary matrix E i,j (1), and:
(1) ∆ k (SL(n, R)) ≤ (4n+ 4)C n k. In particular SL(n, R) is strongly bounded. (2) If R has infinitely many maximal ideals then ∆ k (SL(n, R)) ≥ k and therefore SL(n, R) is not uniformly bounded.
The assumptions in Theorem 6.1 that SL(n, R) is conjugation generated by EL(n, R) and that SL(n, R) EL(n,R) < ∞ are not automatically satisfied for general principal ideal domains. We will give an example in Remark 6.24 at the end of this section.
Application of Theorem 6.1 yields the following result.
Proposition 6.2. Suppose that O is the ring of integers in a number
field whose class number is one. Then for any n ≥ 3,
In particular SL(n, O) is strongly bounded but not uniformly bounded.
For example, for any n ≥ 3 the group SL(n, Z) is strongly bounded but not uniformly bounded. In contrast to part (2) of Theorem 6.1 and the fact that in general EL(n, R) does not conjugation generate SL(n, R) we have the next result. Theorem 6.3. Let n ≥ 3. Let R be a principal ideal domain with only k < ∞ maximal ideals. Then SL(n, R) is conjugation generated by EL(n, R) and
In particular SL(n, R) is uniformly bounded.
Notice that the bound in Theorem 6.3 only depends on the number of maximal ideals in R. It gives rise to the following example.
where k is the number of prime divisors of ℓ > 0. ♦
The details of this example will be given below. Let us now prove our main results.
Lemma 6.5. Let n ≥ 2. Let a = (a 1 , . . . , a n ) ∈ R n be a (row) vector. Set t = gcd(a 1 , . . . , a n ). Then there exists A ∈ SL(n, R) such that a · A = (t, 0, . . . , 0). . Throughout we will write e i,j for the n × n matrix over R whose only non-zero entry is 1 in the ith row and the jth column. For any x ∈ R and any i = j the elementary matrix E i,j (x) can be written I + xe i,j .
Recall that e i,j e k,ℓ = 0 if j = k and e i,j e k,ℓ = e i,ℓ if j = k. Suppose that 1 ≤ i = ℓ ≤ n. For any 1 ≤ j, k ≤ n such that i = j and k = ℓ we obtain the Steinberg relations
Notice that σ i,j ∈ SL(n, R) and that σ −1 i,j = σ j,i . Lemma 6.6. Assume that n ≥ 3.
(1) For any fixed x ∈ R, all the elementary matrices E i,j (x) are conjugate in SL(n, R). Proof. Consider i = j. To prove (1) it suffices to show that E i,j (x) ∼ E 1,n (x). Choose k = i, j (this is possible since n ≥ 3). An easy calculation shows that σ k,j e i,j σ −1 k,j = e i,k and therefore
2) and part (1).
Lemma 6.7. Fix n ≥ 2, 2 ≤ k ≤ n and a 1 , . . . , a k−1 ∈ R. Consider the upper triangular matrix
. . .
Then A is conjugate to E 1,n (t) where t = gcd(a 1 , . . . , a k−1 ).
Proof. By the analogue of Lemma 6.5 for column vectors, there exists a matrix B ∈ SL(n, R) of the form
The next lemma will be a key tool in our analysis.
Lemma 6.8 (The double commutator lemma). Let R be a commutative ring with 1. Let A ∈ SL(n, R) and set B = A −1 . Write A = (a i,j ) and B = (b i,j ). Fix indices 1 ≤ i = ℓ ≤ n such that a ℓ,i = 0. Then for any 1 ≤ j, k ≤ n such that j = i and k = ℓ, and for any x ∈ R,
Proof. For any 1 ≤ s = t ≤ n and any D ∈ SL(n, R) observe that
Also, if we write D = (d i,j ), then for any 1 ≤ p, q, r, s ≤ n e p,q De r,s = d q,r e p,s .
By assumption a ℓ,i = 0, hence for any 1 ≤ j, t ≤ n,
Therefore, if t = ℓ and i = j then
It follows that if t = ℓ and i = j then
We are now ready to complete the proof of the lemma. Choose j, k such that j = i and k = ℓ. Since E i,j (1) = I + e i,j ,
3) applied with t = k shows that (6.4) is equal to
. Now (6.2) applied with t = i and (6.3) applied with t = k, together with the fact that e i,ℓ e i,ℓ = 0, implies that (6.4) is equal to (I − xe i,ℓ − xb j,i Ae i,ℓ )(I + xb j,j Ae i,ℓ ) = I − xe i,ℓ − xb j,i Ae i,ℓ + xb j,j Ae i,ℓ .
This completes the proof. 
When S = {A} for some A ∈ SL(n, R) we write E(A, d).
Remark 6.11. With the notation of Definition 6.10:
because E 1,n (x)E 1,n (y) = E 1,n (x + y).
Lemma 6.12. Let R be a commutative ring with 1 and let a, b, c ∈ R. 
Proof. Apply Lemma 6.8 to compute the double commutator:
Since A is upper Hessenberg and i+1 < ℓ, the matrix on the right hand side has the form in Lemma 6.7 (with k = ℓ). It is therefore conjugate to E 1,n (xt), where t is the gcd of
By Lemma 6.12,
Since the double commutator above is in B A (4) and since x ∈ R is arbitrary, it follows that E(A, 4) ⊇ {tx : x ∈ R} = (t) R as needed.
We remark that if u, v ∈ R n are column vectors such that u = Av for some A ∈ GL(n, R) then gcd(u 1 , . . . , u n ) = gcd(v 1 , . . . , v n ) because every u i is a linear combination of v 1 , . . . , v n , and since A is invertible, also every v i is a linear combination of u 1 , . . . , u n .
Lemma 6.14. Let n ≥ 2 and let M = (m i,j ) be an n × n matrix over R. Then M is conjugate by a matrix A ∈ SL(n, R) to an upper Hessenberg matrix H = (h i,j ) such that h 1,1 = m 1,1 and h 2,1 = gcd(m 2,1 , m 3,1 , . . . , m n,1 ).
Proof. In the proof of [36, Theorem III.1] a matrix A is constructed such that H = A −1 MA is a lower Hessenberg matrix. Moreover, A is the product of matrices of determinant 1 of the form I + αe p,p + βe p,q + γe q,p + δe q,q for some 2 ≤ p, q ≤ n. Thus A has the form 2 , m 1,3 , . . . , m 1,n ). By taking transposes, we obtain the statement of the lemma. −a 1,m , a m+1,m , . . . , a n,m ).
Lemma 6.14 implies that B is conjugate to an upper Hessenberg matrix H whose first column is (a m,m , t, 0, . . . , 0), where t = gcd(a 2,1 , . . . , . . . , a n,1 ) if m = 1 t = gcd(a 1,m , . . . , a m−1,m , a m+1,m , . . . , a n,m ) if m > 1.
By Lemma 6.13 applied to H with i = 1, ℓ = n and j = 2, we see that
Let R be any commutative ring with 1. Set
Recall that PSL(n, R) = SL(n, R)/{the scalar matrices λI, λ ∈ R × }.
Definition 6.16. Let R be a principal ideal domain and I an ideal. Set SL(n, I) def = Ker SL(n, R) → PSL(n, R/I) For any A ∈ SL(n, R) set
Remark 6.17.
• Since R is a principal ideal domain, it is a unique factorization domain, so every 0 = x ∈ R belongs to only finitely many prime ideals. Hence Π(A) is always finite, except if A is a scalar matrix.
• If A and B are conjugate matrices then Π(A) = Π(B).
• Π(AB) ⊇ Π(A) ∩ Π(B).
Proposition 6.18. Let R be a principal ideal domain and let n ≥ 3. Then for any A ∈ SL(n, R) there exists an ideal I ⊳ R contained in E(A, 4n + 4) such that for any p ∈ M(R),
Proof. By Lemma 6.14 and Remarks 6.11 and 6.17, we may assume that A is upper Hessenberg. Set B = A −1 and let a i,j and b i,j denote the entries of A and B. We see from Lemma 6.15 and Remark 6.11 that (6.5)
By Remark 6.11 and Lemma 6.13 with j = 1 and ℓ = n,
Notice that this is the zero ideal if n = 3. Applying Lemma 6.13 with i = 1, j = n − 1 and ℓ = n, we see that
Let a be the ideal in R generated by the off-diagonal elements of A:
We claim that b i,j ∈ a for all i = j.
Indeed, if a = R then A mod a is a diagonal matrix in SL(n, R/a) and therefore so is B mod a = (A mod a)
, hence B mod a has its off-diagonal entries in a.
Assume n ≥ 4. We will show that the ideal
has the properties stated in the proposition. Suppose I ⊆ p for some maximal ideal p of R. In particular, we must have a = R. SetĀ = A mod I andB = B mod I, and writē A = (ā i,j ) andB = (b i,j ). Since a ⊆ I it follows thatĀ andB =Ā n,n andā 2,2 , . . . ,ā n−2,n−2 =b
n,n =ā 1,1 and a n−1,n−1 =b −1 n−1,n−1 =ā 1,1 . We deduce thatā 1,1 = · · · =ā n,n . It follows that A mod p is a scalar matrix, so p ∈ Π(A). It remains to show that I ⊆ E(A, 4n + 4).
Applying Lemma 6.13 with i = 1, j = n and ℓ = n − 1, we see that
Let J be the sum of the ideals from (6.5)-(6.8). By Remark 6.11,
It is clear that a ⊆ J. Since b i,j ∈ a for all i = j it follows that b 1,1 a i,i − 1 ∈ J for all 2 ≤ i ≤ n − 2 (by (6.6)), that b n−1,n−1 a 1,1 − 1 ∈ J (by (6.7)) and that b n,n a 1,1 − 1 ∈ J (by (6.8)). We deduce that I ⊆ J (in fact equality holds) and therefore I ⊆ E(A, 4n + 4). This proves the proposition when n ≥ 4. Assume that n = 3. The argument above does not go through since Lemma 6.13 cannot be applied to deduce (6.8) . Define
We will show that I has the required properties. Let p be a maximal ideal containing I. Thus a = R. LetĀ = A mod I andB = B mod I as above. Since a ⊆ I these matrices are diagonal andā i,i =b 1,1 =ā 1,1 , soĀ is a scalar matrix. Therefore A mod p is a scalar matrix so p ∈ Π(A), as needed. It remains to show that I ⊆ E(A, 16).
Applying Lemma 6.13 to the Hessenberg matrix C with i = 1, j = 2 and ℓ = 3 and using Remark 6.11, we see that
Let J be the sum of the ideals in (6.5), (6.7) and (6.9). Then J ⊆ E(A, 8 + 4 + 4) = E(A, 16) by Remark 6.11. It is easy to check that a ⊆ J. Since b 3,2 , b 2,1 ∈ a it follows that b 2,2 a 3,3 − 1 and b 2,2 a 1,1 − 1 ∈ J. Therefore I ⊆ J, hence I ⊆ E(A, 16), and this completes the proof.
Proof. By Proposition 6.18, for every 1 ≤ j ≤ k there is an ideal I j ⊳ R such that I j ⊆ E(A j , 4n + 4) and for any p ∈ M(R), if
We claim that J = R. If this is not the case then J ⊆ p for some maximal ideal p, hence I j ⊆ p for all j, so p ∈ j Π(A j ) = ∅ which is absurd. Finally, E(S, (4n+4)k) = R means that B S ((4n+4)k) contains all the matrices E 1,n (x) and by Lemma 6.6(1) it contains EL(n, R).
Proposition 6.20. Let n ≥ 3. Let R be a principal ideal domain and suppose that EL(n, R) conjugation generates SL(n, R). A subset S of SL(n, R) conjugation generates it if and only if A∈S Π(A) = ∅.
Proof. Suppose that A∈S Π(A) = ∅. Since not all the matrices in S are scalar, it follows from Remark 6.17 that there exists a finite T ⊆ S such that A∈T Π(A) = ∅. Set k = |T |. It follows from Lemma 6.19 that B T ((4n + 4)k) ⊇ EL(n, R), so S conjugation generates SL(n, R). Conversely, if there exists p ∈ A∈S Π(A) then S is contained in SL(n, p), which is a normal subgroup of SL(n, R), and this subgroup is proper because it does not contain E i,j (1). Therefore S cannot conjugation generate SL(n, R).
Proof of Theorem 6.1. It follows from Lemma 6.6 that SL(n, R) is conjugation generated by any elementary matrix E i,j (1). Proof of (1): It follows from Lemma 6.6, the hypothesis of the theorem and Corollary 2.9 that SL(n, R) is bounded. Let S ⊆ SL(n, R) be a conjugation generating set with k elements and write S = {A 1 , . . . , A k }. 
Proof of (2): Fix k ≥ 1. Let p 1 , p 2 , . . . , p k be distinct maximal ideals generated by p 1 , p 2 , . . . , p k ∈ R. For any 1 ≤ i ≤ k let r i be the product of all the elements p j except p i . For any 1 ≤ i ≤ k set A i = E 1,n (r i ). Observe that Π(A i ) = {p j : j = i}. By Proposition 6.20 the set S = {A 1 , . . . , A k } conjugation generates SL(n, R). It remains to show that SL(n, R) S ≥ k, or equivalently that B S (k − 1) SL(n, R).
We use induction on r ≥ 1 to show that |Π(X)| ≥ k − r for any X ∈ B S (r). If r = 1 then X ∼ A Proof. Use induction on n. The base n = m of the induction is trivial. We carry out the induction step for n > m. We will write S = EL(n, R) for short.
Choose some A ∈ SL(n, R). By Lemma 6.5, conjugation of A by a matrix of the form 1 0 0 T gives a matrix A 1 whose first row has the form (a 1,1 , t, 0, . . . , 0) where gcd(a 1,1 , t) = 1 (or else det(A) cannot be a unit). Clearly A S = A 1 S . Also, there are α, β ∈ R such that
and the first row of A 2 has the form (a 11 , t, 1, 0, . . . , 0).
(conjugation). The first row of A 3 is (1, 0, 1, 0 , . . . , 0) and clearly A 2 S = A 3 S . Thus, A S ≤ A 3 S + 2. Apply Proposition 6.21 with m = 3 to deduce that SL(n, O) is conjugation generated by EL(n, O) for any n ≥ 3 and that
Part (1) of Theorem 6.1 shows that ∆ k (SL(n, O)) ≤ (4n + 51)(4n + 4)k and part (2) shows that ∆(SL(n, O)) = ∞.
We will now prove Theorem 6.3.
Lemma 6.22. Let R be a principal ideal domain which has only finitely many maximal ideals. Then for any a, b ∈ R such that gcd(a, b) = 1, there exists x ∈ R such that a + bx is a unit in R.
Proof. Let p 1 , . . . , p k be generators of the maximal ideals p 1 , . . . , p k of R. For any r ∈ R set π(r) = {i : r ∈ p i }. Since gcd(a, b) = 1 it follows that π(a) ∩ π(b) = ∅. Set x = i / ∈π(a) p i . Then clearly π(xb) = π(x) and for any 1 ≤ i ≤ k we have a ∈ p i ⇐⇒ bx / ∈ p i , hence a + bx / ∈ p i . Since a + bx does not belong to any maximal ideal it is invertible. Proposition 6.23. Let R be a principal ideal domain with only finitely many maximal ideals. Let n ≥ 1. Then EL(n, R) conjugation generates SL(n, R) and SL(n, R) EL(n,R) ≤ 4(n − 1).
Proof. We show that B EL(n,R) (4(n − 1)) = SL(n, R). If n = 1 then the result follows (taking EL(1, R) = ∅) since SL(n, R) is trivial. By Proposition 6.21, it is enough to prove that B EL(2,R) (4) = SL(2, R). So let A = (a i,j ) ∈ SL(2, R). Since det(A) = 1, we must have gcd(a 1,1 , a 1,2 ) = 1. By Lemma 6.22, there exists x ∈ R such that u := a 1,2 + xa 1,1 is a unit in R. Set B = AE 1,2 (x) and write B = (b i,j ). Then b 1,2 = u by construction, so the matrix C := E 2,1 (u −1 (1 − b 2,2 ))BE 2,1 (u −1 (1 − b 1,1 ) ) has the form C = 1 u y 1 for some y ∈ R. Since det(C) = 1 and u ∈ R × , we must have y = 0, so C = E 1,2 (u). Hence we can write A = E 2,1 (u −1 (b 2,2 − 1))E 1,2 (u)E 2,1 (u −1 (b 1,1 − 1))E 1,2 (−x)
as a product of at most four elementary matrices, as required.
Proof of Theorem 6.3. It follows from Proposition 6.23 and Theorem 6.1(1) that SL(n, R) is conjugation generated by EL(n, R) and that ∆ k (SL(n, R)) ≤ 4(n − 1)(4n + 4)k.
Suppose that S = {A 1 , . . . , A m } conjugation generates SL(n, R). By Proposition 6.20 m i−1 Π(A i ) = ∅. Since there are only k maximal ideals in R, there is Z ⊆ {1, . . . , m} which contains at most k elements such that i∈Z Π(A i ) = ∅. Set X = {A i : i ∈ Z}. If follows from Proposition 6.20 that X is a conjugation generating set for SL(n, R). Clearly SL(n, R) S ≤ SL(n, R) X ≤ ∆ k (SL(n, R)). Since S was an arbitrary finite conjugation generating set we deduce that ∆(SL(n, R) ≤ ∆ k (SL(n, R). The reverse inequality follows from the definitions.
Proof of Example 6.4. Let p 1 , . . . , p k be the prime divisors of ℓ. The localised ring R := Z (p 1 ,...,p k ) has exactly k prime ideals generated by p 1 , . . . , p k ∈ Z. We claim that reduction modulo ℓ gives rise to an epimorphism π : SL(n, R) → SL(n, Z/ℓ). To see this, for any A ∈ SL(n, Z/ℓ) choose a matrixÂ with entries in Z such thatÂ mod ℓ = A. Set u = det(Â). Then u = 1 mod ℓ so u ∈ R × . ThereforeÂ · diag(u −1 , 1, . . . , 1) ∈ SL(n, R) is a preimage of A. Let S ⊆ SL(n, Z/ℓ) be a finite conjugation generating set and letS be a lift of S to SL(n, R). We claim that A∈S Π(A) = ∅. Otherwise, S ⊆ SL(n, p i R) for some 1 ≤ i ≤ k, which implies that S is contained in the kernel of SL(n, Z/ℓ) → SL(n, Z/p i ); this is a proper normal subgroup of SL(n, Z/ℓ), so S cannot be a conjugation generating set for SL(n, Z/ℓ), a contradiction. It follows from Proposition 6.20 thatS is a finite conjugation generating set for SL(n, R) and by Theorem 6.3, SL(n, Z/ℓ) S ≤ SL(n, R) S ≤ 4(n − 1)(4n + 4)k.
Since S was arbitrary, the proof is complete.
Remark 6.24. Let R be a principal ideal domain. In general EL(n, R) need not conjugation generate SL(n, R). To see this, recall that SK 1 (R) (in the sense of algebraic K-theory) is the group SL(R)/ E(R) where SL(R) = n≥1 SL(n, R) and E(R) is the subgroup conjugation generated by n≥1 EL(n, R).
Let R denote the ring Z[T ] with the polynomials T and T m − 1 inverted for all m ≥ 1. According to [22] R is a principal ideal domain. Also, [22, Proposition 8] shows that SK 1 (R) = 0 and therefore SL(n, R) is not conjugation generated by EL(n, R) for all sufficiently large n. It follows from Proposition 6.21 that EL(n, R) does not conjugation generate SL(n, R) for any n ≥ 2.
Non-uniformly bounded groups and simple quotients
In this section we will describe a variant of the methods used in Theorem 6.1 (2) to show that certain groups are not uniformly bounded.
Definition 7.1. Let G be a group and let (N 1 , N 2 , . . .) be a sequence of proper normal subgroups of G. We call this a splitting sequence if for all n ∈ N, the canonical map G → G/N 1 × · · · × G/N n is surjective. Proof. We will construct a splitting sequence N 1 , N 2 , . . . of maximal normal subgroups and apply Lemma 7.2. Let M denote the set of maximal normal subgroups of G. By assumption M is infinite.
Choose N 1 ∈ M arbitrarily and assume that N 1 , . . . , N r ∈ M have been chosen so that the canonical map π r : G → H r is surjective, where
Then H r ∼ = G/K. If K ≤ M for every M ∈ M then the mapping M → M/K gives a bijection between M and the set of maximal normal subgroups of G/K ∼ = H r , and this contradicts Lemma 7.3. Therefore we can choose N r+1 ∈ M such that K N r+1 . Set H r+1 = r+1 i=1 G/N i . It remains to show that π r+1 : G → H r+1 is surjective. Observe that π r+1 (K) is a non-trivial normal subgroup of the simple group G/N r+1 ≤ H r+1 and therefore π r+1 (K) = G/N r+1 . By assumption π r is surjective, and therefore so is π r+1 .
Example 7.5. Let R be a commutative ring with unit and having infinitely many maximal ideals. We claim that G = SL(2, R) is not uniformly bounded (compare with Theorem 6.1(2)). If G is not finitely conjugation generated then there is nothing to prove. Let M 1 , M 2 , . . . be a sequence of distinct maximal ideals of R. Let F i = R/M i be the quotient fields and set q i = |F i |.
If q i = 2, 3, let N i be the kernel of π i : SL(2, R) → PSL(2, F i ). Since the image of the elementary matrix E 1,2 (1) is not trivial and PSL(2, F i ) is simple, N i is a proper maximal normal subgroup. Moreover, E 1,2 (x) ∈ N i if and only if x ∈ M i .
If q i = 2, 3 then PSL(2, 2) ∼ = Σ 3 and PSL(2, 3) ∼ = A 4 , both of which have Z/q i as a quotient, and we let N i be the kernel of π i : SL(2, R) → PSL(2, F i ) → Z/q i . One checks that π i is surjective in this case too, so N i is maximal normal in G, and moreover E 1,2 (x) ∈ N i if and only in x ∈ M i .
It follows that N 1 , N 2 , . . . are distinct maximal normal subgroups of G and we can apply Theorem 7.4. ♦ Here is an application to linear groups. Theorem 7.6. Let G ⊂ GL(n, C) be a connected, simply connected, Q-simple and absolutely simple linear algebraic group defined over Q. Let Γ ⊂ G(Q) be a finitely generated Zariski dense subgroup. Then Γ is not uniformly bounded.
Proof. It follows from the Strong Approximation Theorem [31, Corollary 16.4.3] that G(F p ) is a quotient of Γ for almost all primes p. Moreover, our hypotheses imply that G(F p ) is quasisimple [37, Proposition 6.1], so its quotient by its centre is a finite simple group. This yields infinitely many pairwise non-isomorphic simple quotients of G [31, Proposition 16.4.2] . The kernels of the quotient maps must be pairwise distinct maximal normal subgroups of G. Theorem 7.4 applies.
Remark 7.7. Theorem 7.6 fails if we drop the requirement that Γ is finitely generated. For instance, if G = SL(n) and Γ = SL(n, Q) = G(Q) then Γ is uniformly bounded by Theorem 1.4.
