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Geodesic growth in virtually abelian groups
Alex Bishop
Abstract. We show that the geodesic growth function for a finitely
generated virtually abelian group is either polynomial or exponential;
and that the generating function for the geodesic growth series is holo-
nomic, and rational in the polynomial growth case. In addition, we
show that the formal language of geodesics for a virtually abelian group
is blind multicounter.
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1. Introduction
The concept of growth in groups is well-studied, with famous results in-
cluding Gromov’s classification of groups with polynomial growth [17], and
Grigorchuk’s example of intermediate growth [15] which initiated a great
interest in such groups [1, 7, 20, 23].
Bridson et al. [3] asked if there exists a group with intermediate geodesic
growth, and if there is a characterisation of groups with polynomial geodesic
growth. Towards these questions they showed that there is no nilpotent
group with intermediate geodesic growth, and provided a sufficient condition
for a virtually abelian group to have polynomial geodesic growth. In this
paper, we take the next step in the study of this problem by showing that no
virtually abelian group can have intermediate geodesic growth with respect
to any finite (weighted monoid) generating set.
The study of geodesic growth of abelian groups began with Shapiro [25]
who considered the function pS : G → N which counts the geodesics corre-
sponding to a given element of an abelian group G with respect to a gener-
ating set S; where the computations of pS , given in [25], can be used to find
an explicit expression for the geodesic growth function.
Benson [2] showed that the growth series for virtually abelian groups is
rational with respect to any finite (weighted monoid) generating set. This
result was recently generalised by Evetts [11] who showed that the coset,
subgroup, and conjugacy growth series of a virtually abelian group is ra-
tional with respect to any finite (weighted monoid) generating set. In this
paper, we combine the work of Benson [2] with a result Massazza [21] on
languages with holonomic generating functions. In particular, we construct
a bijection from the set of all geodesics in a virtually abelian group to a
formal language with holonomic generating function, then using the proper-
ties of holonomic functions we show that the geodesic growth of a virtually
abelian group is either polynomial or exponential. However, this bijection
is not a monoid homomorphism, and cannot be used to immediately obtain
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a formal language characterisation for the set of all geodesics in a virtually
abelian group. Instead, we prove that the language of geodesics is accepted
by a blind multicounter automaton, as defined by Greibach [14]. Thus, this
paper also builds on the known results of formal language classification of
geodesics [6, 8, 10, 16].
We begin by establishing our notation in Section 2. In Section 3 we
provide an overview of the theory of holonomic function, which we then
use in Section 4 where we introduce a family of languages with holonomic
generating functions. In Section 5, we define patterned word in virtually
abelian groups, and provide an algorithm to ‘shuffle’ words into this form. In
Section 6, we show that there is no virtually abelian group with intermediate
geodesic growth, in particular, we make use of algorithm in Section 5 to show
a bijection between the geodesics in a virtually abelian group and the words
in a language with holonomic generating function. Lastly, in Section 7, we
use the algorithm introduced in Section 5 to show that the set of all geodesics
in a virtually abelian group forms a blind multicounter language.
2. Notation
We write N = {0, 1, 2, . . .} to denote the set of nonnegative integers, in-
cluding zero, and N+ = {1, 2, 3, . . .} for the set of positive integers.
Let G be a group generated as a monoid by a finite weighted set S, where
each generator s ∈ S has a positive integer weight ω(s) ∈ N+. We write S
∗
for the set of all words in the letters of S, and σ ∈ G for the group element
corresponding to σ ∈ S∗. The weight of a word σ = σ1σ2 · · · σk ∈ S
∗ is then
ω(σ) = ω(σ1) + ω(σ2) + · · ·+ ω(σk).
Moreover, we write |σ|S = k for the word length of σ. Then the weighted
length of an element g ∈ G is given by
ℓω(g) = min{ω(σ) | σ = g where σ ∈ S
∗}.
We say that a word σ ∈ S∗ is a geodesic if it represents σ with minimal
weight, that is, ω(σ) = ℓω(σ). Notice then that any sub-word of a geodesic
is also a geodesic. We define the geodesic growth function γS : N → N such
that γS(n) counts the geodesic words with weight at most n, that is,
γS(n) = # {σ ∈ S
∗ | ω(σ) 6 n and σ is geodesic} .
We say G has polynomial geodesic growth with respect to S if there are
constants β, d ∈ N+ such that γS(n) 6 β · n
d for each n > 0; exponential
geodesic growth with respect S if there is a constant α ∈ R with α > 1
such that γS(n) > α
n for each n > 0; and intermediate geodesic growth with
respect to S if the growth is neither polynomial nor exponential.
Notice that the geodesic growth function is submultiplicative, that is,
γS(n+m) 6 γS(n)γS(m) for each n,m ∈ N. Then, from Fekete’s lemma [12],
we see that the limit αS = limn→∞
n
√
γS(n), known as the growth rate of
γS(n), is defined. From this we see that G has exponential geodesic growth
with respect to S if and only if αS > 1, and that αS = 1 otherwise.
Geodesic growth in virtually abelian groups 3
2.1. Polyhedral Sets. In [2] Benson made use of the theory of polyhedral
sets and their closure properties to show that virtually abelian groups have
rational (usual) growth. In this paper, we modify these arguments to show
an analogous result for the geodesic growth. We introduce the concepts of
polyhedral sets and their closure properties as follows.
A subset E ⊆ Zm is called an elementary region if it can be expressed as
{z ∈ Zm | a · z = b} , {z ∈ Zm | a · z > b} or {z ∈ Zm | a · z ≡ b (mod c)}
for some a ∈ Zm and b, c ∈ Z with c > 0. A basic polyhedral set is a finite
intersection of elementary regions; and a polyhedral set is a finite disjoint
union of basic polyhedral sets. It can be seen from this definition that the
sets ∅, Nm and Zm are polyhedral. We then have the following closure
properties of polyhedral sets.
Proposition 2.1 (Proposition 13.1 and Remark 13.2 in [2]). The class of
polyhedral sets is closed under Cartesian product. Moreover, polyhedral sets
in Zm are closed under finite union, finite intersection and set difference.
We say that a map E : Zm → Zn is an integer affine transform if it can
be written as E(v) = vA + b where A ∈ Zm×n is a matrix and b ∈ Zn is a
vector. We then have the following additional closure property.
Proposition 2.2 (Propositions 13.7 and 13.8 in [2]). Suppose that P ⊆ Zm
and Q ⊆ Zn are polyhedral sets, and E : Zm → Zn is an integer affine
transformation. Then, E(P) and E−1(Q) are both polyhedral sets.
3. Holonomic Power Series
In this section we provide a brief overview of the theory of holonomic
functions, with a focus on their asymptotic properties. Some authors use
the term D-finite to refer to the class of single-variable holonoic functions,
or as a synonym for holonomic. For a more complete introduction the reader
is directed to [13]. In Section 4, we study classes of formal language with
holonomic multivariate generating functions, and in Section 6 we show that
the generating function for the geodesic growth series of a virtually abelian
group is holonomic.
To simplify notation, we write C[[x]], C[x], C((x)), and C(x) for the
class of formal power series, polynomials, formal Laurent series, and rational
functions, respectively, over the variables x = (x1, x2, . . . , xm). Moreover,
we write ∂xif(x) for the formal partial derivative of f(x) with respect to xi.
A function f(x) ∈ C[[x]] is holonomic if the span of
Xf =
{
∂k1x1∂
k2
x2
· · · ∂kmxmf(x)
∣∣∣ k1, k2, . . . , km ∈ N}
over C(x) is a finite-dimensional vector space Vf ⊆ C((x)). Then we see
that a function of one variable f(z) ∈ C[[z]] is holonomic if and only if
f (k+1)(z) + rk(z)f
(k)(z) + · · ·+ r1(z)f
′(z) + r0(z)f(z) = 0 (3.1)
for some k where r0(z), r1(z), . . . , rk(z) ∈ C(z) are rational functions.
Remark 3.1 (Page 519 of [13]). From [26, Theorem 2.2] we see that if
z0 ∈ C is not a singularity of any ri(z) in (3.1), then there are k+1 linearly
independent analytic solutions to (3.1) in the neighbourhood of z0. Then,
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since each rational function has finitely many singularities, we see that a
single variable holonomic function may only have finitely many singularities.
The class of holonmomic function enjoy many interesting closure proper-
ties, in this paper we will only require the following properties.
Lemma 3.2 (Proposition 2.3 in [19]). The class of holonomic functions
in C[[x]] is closed under addition and multiplication. If f(x) ∈ C[[x]] is
holonomic with x = (x1, x2, . . . , xm) and a1(y), a2(y), . . . , am(y) ∈ C[[y]]
are algebraic with y = (y1, y2, . . . , yn), then
g(y) = f(a1(y), a2(y), . . . , am(y))
is holonomic if it is defined. Moreover, each algebraic function is holonomic.
3.1. Rational power series. Suppose that f(z) =
∑∞
n=0 cnz
n is rational
with poles at α1, α2, . . . , αk ∈ C. Then it is well-known [13, Theorem IV.9]
that there are polynomials p1(n), p2(n), . . . , pk(n) ∈ C[n] such that for each
sufficiently large n we have cn =
∑k
j=0 pj(n)α
−n
j .
Remark 3.3. If f(z) =
∑∞
n=0 cnz
n is a rational power series as above, then
there are either some β, d ∈ N+ such that |cn| 6 β · n
d for each n ∈ N, or
there is an α ∈ R with α > 1, such that |cn| > α
n for sufficiently large n.
If (cn)n∈N is an integer sequence with limn→∞
n
√
|cn| = 1, then the power
series f(z) =
∑∞
n=0 cnz
n is holomorphic in the open unit disc. For such
power series, we may apply Pólya-Carlson theorem, given in Lemma 3.4.
Lemma 3.4 (Carlson [4]). If f(z) is a power series with integer coefficients
that is holomorphic in the open unit disc, then f(z) is either rational or has
the unit circle as its natural boundary.
Suppose that γS(n) is the geodesic growth function for a group, and that
the generating function, f(z) =
∑∞
n=0 γS(n)z
n, for (γS(n))n∈N is holonomic.
Then, from Section 2, either there is an exponential lower bound on γS(n),
or limn→∞
n
√
γS(n) = 1. In the latter case we may apply ??, Remark 3.1,
and Lemma 3.4 to show that f(z) is rational, and from Remark 3.3 we see
that there is a polynomial upper bound on γS(n). That is, we have the
following corollary to Pólya-Carlson Theorem.
Corollary 3.4.1. If γS(n) is a geodesic growth function and the generating
function f(z) =
∑∞
n=0 γS(n)z
n is holonomic, then either γS(n) > α
n for
some α > 1, or γS(n) has a polynomial upper bound and f(z) is rational.
4. Polyhedrally Constrained Languages
In [21] Massazza studied the family of linearly constrained languages,
and showed that their multivariate generating function is holonomic. Infor-
mally, a linearly constrained languages is the intersection of an unambiguous
context-free language, and the set of words whose Parikh images satisfy a
set of linear constraints. In this section we generalise this result by instead
requiring that the Parikh images belong to a polyhedral set as defined in
Section 2.1; we then call such languages polyhedral constrained.
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In Section 4.1 we recall the definition of multivariate generating func-
tions for formal language, and in Section 4.2 we define the families of lin-
early constrained and polyhedrally constrained language. Then we show that
polyhedrally constrained languages have holonomic multivariate generating
functions in Proposition 4.2 by decomposing such languages into a union
of finitely many disjoint linearly constrained languages. In order for us to
define the family of linearly constrained languages we must first define what
it means for a subset of Nn to be a Σ-constraint as follows.
Modifying the notation of Massazza in [21], for each alphabet Σ, we say
that a subset of N|Σ| is a Σ-atom if it can be expressed as
{v ∈ N|Σ| | a · v = b} or {v ∈ N|Σ| | a · v > b}
where a ∈ Z|Σ| and b ∈ Z. A Σ-constraints is a Boolean expression of Σ-
atoms (that is, a finite expression using intersection, union, and complement
with respect to N|Σ|). For example,
{(x, y) ∈ N|Σ| | either x = 1 and y > 10, or x 6= 1 and 2x− 3y > 4}
is a Σ-constraint, with |Σ| = 2, as it can be written as the Boolean expression
{v ∈ N|Σ| | (1, 0) · v = 1} ∩ {v ∈ N|Σ| | (0, 1) · v > 10}
∪
(
N
|Σ| \ {v ∈ N|Σ| | (1, 0) · v = 1}
)
∩ {v ∈ N|Σ| | (2,−3) · v > 4}.
Notice from this definition that each Σ-atom is a polyhedral set, as defined
in Section 2.1. Then, from the closure properties in Proposition 2.1, we see
that Σ-constraints are polyhedral sets.
4.1. Formal language generating functions. Let Σ = {σ1, σ2, . . . , σm}
be an ordered alphabet, then the Parikh map for words in Σ∗ is the monoid
homomorphism Φ: Σ∗ → N|Σ| defined such that Φ(σi) = ei ∈ N
|Σ| is the i-th
standard basis element for each σi ∈ Σ. Then for each word w ∈ Σ
∗ we have
Φ(w) = (|w|σ1 , |w|σ2 , . . . , |w|σm)
where each |w|σi counts the number of occurrences of the letter σi in w.
The multivariate generating function of a language L ⊆ Σ∗ is given by
f(x1, x2, . . . , xm) =
∑
i1,i2,...,im∈N
c(i1, i2, . . . , im)x
i1
1 x
i2
2 · · · x
im
m
where each coefficient c(i1, i2, . . . , im) is given as
c(i1, i2, . . . , im) = # {w ∈ L | Φ(w) = (i1, i2, . . . , im)} .
It is a classical result of Chomsky and Schützenberger [5] that unambigu-
ous context-fee languages have algebraic (multivariate) generating functions.
4.2. Constrained languages. Let U ⊆ Σ∗ be an unambiguous context-free
language, and let C ⊆ N|Σ| be any subset of N|Σ|, then we say that
L(U, C) = {w ∈ U | Φ(w) ∈ C}
is a constrained language. If the set C is a Σ-constraint, as defined above,
then we say that L(U, C) is a linearly constrained language. Moreover, if C
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is a polyhedral set, as in Section 2.1, then we say that L(U, C) is a polyhe-
drally constrained language. Massazza [21] showed the following result for
the family of linearly constrained languages.
Proposition 4.1 (Theorem 2 in [21]). The multivariate generating function
of a linearly constrained language is holonomic.
We may then extend this result to the family of polynomially constrained
languages as follows.
Proposition 4.2. The multivariate generating function of a polyhedrally
constrained language is holonomic.
Proof. Let L(U,P) ∈ Σ∗ be a polyhedrally constrained language. From the
definition of polyhedrally constrained languages we see that
L(U,P) = L(U,P ∩ N|Σ|).
We will assume without loss of generality that P ⊆ N|Σ|. From the definition
of polyhedral sets in Section 2.1, we may decompose the set P into a union
of finitely many disjoint basic polyhedral sets P =
⋃L
i=1 Bi. Moreover, each
such basic polyhedral set Bi ⊆ N
|Σ| can be written as a finite intersection
Bi =
Ki,1⋂
j=1
{v ∈ N|Σ| | αi,j · v = βi,j} ∩
Ki,2⋂
j=1
{v ∈ N|Σ| | ξi,j · v > λi,j}
∩
Ki,3⋂
j=1
{v ∈ N|Σ| | ζi,j · v ≡ ηi,j (mod θi,j)}
where each αi,j , ξi,j, ζi,j ∈ Z
|Σ|, each βi,j , λi,j, ηi,j ∈ Z, and θi,j ∈ N+.
From the definition of constrained language we see that L(U,P) is the
union of disjoint linearly constrained languages L(U,Bi). We see that if each
L(U,Bi) has a multivariate generating function of fi(x1, x2, . . . , x|Σ|), then
the multivariate generating function for L(U,P) is given by
f(x1, x2, . . . , x|Σ|) =
L∑
i=1
fi(x1, x2, . . . , x|Σ|).
For each basic polyhedral set Bi, we introduce a Σ-constraint
Ci =
Ki,1⋂
j=1
{v ∈ N|Σ| | αi,j · v = βi,j} ∩
Ki,2⋂
j=1
{v ∈ N|Σ| | ξi,j · v > λi,j},
and a monoid homomorphism ϕi : Σ
∗ →
∏Ki,3
j=1 (Z/θi,jZ) such that
ϕi(w) = (ζi,1 · Φ(w), ζi,2 · Φ(w), . . . , ζi,Ki,3 · Φ(w));
moreover, we write Ri ∈ Σ
∗ for the inverse image
Ri = ϕ
−1
i ({(ηi,1, ηi,2, . . . , ηi,Ki,3)}).
Each language Ri ∈ Σ
∗ is expressed as the inverse image of a subset
of a finite monoid, from [24, Theorem 1], we see that each Ri is a regular
language in particular, for each Ri we may construct a finite-state automaton
with states given by the set
∏Ki,3
j=1 (Z/θi,jZ), initial state given by (0, . . . , 0),
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an accepting state of (ηi,1, ηi,2, . . . , ηi,Ki,3), and a transition v →
σ v′ for each
state v and letter σ ∈ Σ where v′ = v + ϕi(σ). Moreover, since the class of
unambiguous context-free grammar is closed under intersection with regular
language, we see that each L(U ∩ Ri, Ci) = L(U,Bi) is linearly constrained.
Then, from Proposition 4.1, we see that each fi(x1, x2, . . . , x|Σ|) is holonomic.
From Lemma 3.2, holonomic functions are closed under addition, and thus
the multivariate generating function of L(U,P) is holonomic. 
5. Patterned Words in Virtually Abelian Groups
In the remainder of this paper G will denote a virtually abelian group
that is generated as a monoid by the finite weighted generating set S. It
is well-known that G contains a finite index, normal subgroup isomorphic
to Zn for some n; without loss of generality, we will assume that Zn ⊳ G
where d = [G : Zn]. Then we fix a set of coset representatives T = {t1 =
1, t2, . . . , td} for Z
n in G, and we write elements of G in the normal form
g = (z1, z2, . . . , zn) · t (5.1)
where t ∈ T and each zi ∈ Z.
Definition 5.1. Let ψ : G → Zn and ρ : G → T be the maps defined such
that the normal form for g ∈ G is given by ψ(g) · ρ(g).
In [2] Benson showed that virtualy abelian groups have rational growth
series by demonstrating that each group element has at least one geodesic
representative that can be expressed as a patterned word, where the set of
patterned words can be studied with the use of polyhedral sets, as defined
in Section 2.1. Here we modify the arguments provided by Benson and
describe an algorithm to convert a word σ ∈ S∗ to a patterned word that
represents the same group element with the same weighted length. Using
this algorithm, we prove our main results Theorems 6.3 and 7.2.
Given the generating set S and the finite index d = [G : Zn], we define
Y =
{
σ = σ1σ2 · · · σk ∈ S
∗
∣∣∣∣∣
1 6 k 6 d, σ ∈ Zn,
and σ1σ2 · · · σi /∈ Z
n when 1 6 i < k
}
and
P =
{
σ = σ1σ2 · · · σk ∈ S
∗
∣∣∣∣ 1 6 k < d,and σiσi+1 · · · σj /∈ Zn when 1 6 i 6 j 6 k
}
.
That is, Y contains words that represent elements of Zn, and have no non-
trivial proper prefix that represents an element of Zn; and P contains words
which represent elements in a nontrivial coset, and do not have words in Y
as subwords We then fix a labelling {y1, y2, . . . , ym} = Y where m = |Y |.
Notice that S ⊆ Y ∪ P and thus Y ∪ P generates the group G, in fact,
we will see that for each word σ ∈ S∗, there is a word w ∈ Y ∗(PY ∗)k with
0 6 k 6 d, such that w represents the same group element as σ with the
same weight. We formalise this by defining patterned words as follows.
Definition 5.2 (Patterned words). Let π = π1π2 · · · πk ∈ P
∗ be a word in
the letters of P with length k = |π|P 6 d, for which each proper prefix belongs
to a distinct coset, that is,
1 = ρ(ε), ρ(π1), ρ(π1π2), . . . , ρ(π1π2 · · · πk−1) (5.2)
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are pairwise distinct; and let v ∈ N(k+1)m be a vector where m = |Y |; then
we say that (v, π) is a patterned word and write vpi ∈ S∗ for the word
vpi =
(
yv11 y
v2
2 · · · y
vm
m
)
π1
(
y
vm+1
1 y
vm+2
2 · · · y
v2m
m
)
π2
· · · πk
(
y
vk·m+1
1 y
vk·m+2
2 · · · y
v(k+1)·m
m
)
.
We call the word π a pattern. Notice that the coset ρ(π) is not included in
(5.2), if ρ(π) is also distinct from each coset in (5.2), then we say that π is
a strong pattern and that (v, π) is a strongly patterned word.
In Section 5.1 we show that for each σ ∈ S∗, there is a patterned word
(v, π) such that vpi represents the same group element as σ with the same
weighted length. We introduce the following equivalence relation.
Definition 5.3. We define the equivalence relation ≃ such that, for each
w, σ ∈ S∗, we have w ≃ σ if and only if both w = σ and ω(w) = ω(σ).
For example, consider the following.
Example 5.4. Consider the virtually Z2 group
Z
2
⋊ C2 =
〈
x, y, t | [x, y] = t2 = 1, xt = y
〉
with generating set S = {x, x−1, t}, then [G : Z2] = 2, Y = {x, x−1, tt} and
P = {t}. For each word σ ∈ S∗, there is a patterned word (v, π) such that
vpi ≃ σ. To construct an example of such a patterned word, notice that σ
may be factored as σ = α1,
σ = α1tβ1tα2tβ2t · · · tαktβk or σ = α1tβ1tα2tβ2t · · · tαktβktαk+1,
where each αi, βi ∈ {x, x
−1}∗. Then we have σ = α1,
σ ≃ (α1α2 · · ·αkt
2k−2)t(β1β2 · · · βk) or
σ ≃ (α1α2 · · ·αk+1t
2k−2)t(β1β2 · · · βk)t.
After rearranging the letters x and x−1 in the above we find a patterned word
(v, π) with π ∈ {ε, t, tt} such that vpi ≃ σ.
For the general case, we introduce the following procedure.
5.1. Word shuffling. To simplify the definition of our algorithm in Sec-
tion 5.1.1 and our arguments in later sections, we introduce the following
additional notation.
Let σ ∈ S∗ be a word which factors as σ = wξ where w, ξ ∈ S∗, then
for each word w′ ∈ S∗ we write (w 7→ w′) · σ = w′ξ which we call a prefix
replacement. We write a sequence of such replacements as
(wn 7→ w
′
n) · · · (w2 7→ w
′
2)(w1 7→ w
′
1) · σ
where replacements are composed right-to-left. For example,
(c 7→ dc)(ba 7→ cb)(ε 7→ b) · az = dcbz. (5.3)
Notice that if (w 7→ w′)·σ is defined, then we have σ = (w′ 7→ w)(w 7→ w′)·σ.
That is, each prefix replacement has an inverse. For example, from the
sequence of prefix replacements given in (5.3) above, we see that
az = (b 7→ ε)(cb 7→ ba)(dc 7→ c) · dcbz.
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We define a map W : S∗ → S∗ such that for each σ = σ1σ2 · · · σk ∈ S
∗,
the word w = W (σ) is the longest prefix of σ for which |w| 6 d, that is,
w = σ1σ2 · · · σq where q = min(d, |σ|).
For each pattern π = π1π2 · · · πk ∈ P
∗, we write Zpi and Npi for the sets
Z
(k+1)m and N(k+1)m, respectively. Then, for each v ∈ Npi, the tuple (v, π)
is a patterned word. Moreover, for each x ∈ {1, 2, . . . ,dim(Zpi)} we write
epi,x for the x-th standard basis element of Zpi and epi,∅ = 0 ∈ Zpi. For each
pair of patterns π, τ , let t = dim(Zτ ) and p = dim(Zpi), then we define the
map Πpi,τ : Zpi → Zτ such that
Πpi,τ (u1, u2, . . . , ut) = (u1, u2, . . . , ut, 0, 0, . . . , 0)
if t < p, and
Πpi,τ (u1, u2, . . . , ut) = (u1, u2, . . . , up)
otherwise.
We extend the notation of patterned words, in Definition 5.2, as follows.
Definition 5.5. If (v, π) is a (strongly) patterned word, and σ ∈ S∗, then
we say that ((v, π), σ) is an extended (strongly) patterned word. We then use
such forms to represent the word vpiσ ∈ S∗.
5.1.1. Algorithm description. The key part of our algorithm is the existence
of a map ∆ such that for each strong pattern τ and each word w ∈ S∗ with
1 6 |w|S 6 d, we have ∆(τ, w) = (x, π,w
′) where x ∈ {∅, 1, 2, . . . ,dim(Zpi)},
π is a pattern and w′ ∈ S∗ is a word with |w′|S 6 |w|S , and either π is a strong
pattern or both |w′|S = 0 and |w|S < d. The mapping ∆(τ, w) = (x, π,w
′)
has the property that for each extended strongly patterned word ((u, τ), σ)
with w = W (σ), we have an extended patterned word ((v, π), σ′) such that
uτσ ≃ vpiσ′ and |σ′|S < |σ|S , where σ
′ = (w 7→ w′) ·σ and v = Πpi,τ (u)+epi,x.
Notice then that either ((v, π), σ′) is an extended strongly patterned word,
or we have |σ′|S = 0 and thus uτσ ≃ vpi.
We construct the mapping ∆ in Section 5.1.2. From the properties of the
map ∆ as listed above, we have the following result.
Let σ ∈ S∗, then there exists a unique finite sequence
((0, ε), σ) = ((u(1), τ (1)), σ(1)), ((u(2), τ (2)), σ(2)),
. . . , ((u(q), τ (q)), σ(q)) = ((v, π), ε) (5.4)
such that
u(i+1) = Πpi,τ (u
(i)) + epi,x(i) and σ
(i+1) = (w(i) → w(i)′) · σ(i)
for each i, where ∆(τ (i), w(i)) = (x(i), τ (i+1), w(i)′) with w(i) = W (σ(i)). We
then see from the properties of ∆ that have σ ≃ vpi.
Remark 5.6. Notice that the sequence in (5.4) can contain at most |σ|S+1
extended patterned words, as we have |σ(1)|S > |σ
(2)|S > · · · > |σ
(q)|S, that
is, we require at most |σ|S applications of the map ∆ in order to compute
the patterned word (v, π).
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5.1.2. Constructing the map ∆. Let τ = τ1τ2 · · · τk ∈ P
∗ be a strong pattern,
and let w ∈ S∗ be a word with 1 6 |w|S 6 d. Then, by the pigeonhole
principle on the d = [G : Zn] cosets, we see that |τ |S < d.
If w ∈ P , then π = τw is a pattern, |w|S < d and we define the mapping
∆(τ, w) = (∅, π, ε). Notice that if W (σ) = w ∈ P , then σ = w, and for each
vector u ∈ Nτ , we have v
pi = uτw where v = Πpi,τ (u). In the remainder of
this construction, we will assume that w /∈ P .
If the word w /∈ P , then we may factor it as w = abc for some a, b, c ∈ S∗
with |b|S > 0 and b ∈ Z
n. This is clear as we either have |w|S = d and
this results from the pigeonhole principle (on the d = [G : Zn] cosets),
or 1 6 |w|S < d and we have such a factor as otherwise w would be-
long to P . Let w = w1w2 · · ·wk, then we choose indices i, j where 1 6
i 6 j 6 d as follows. Let i be the smallest index for which there exists
a k′ such that wiwi+1 · · ·wk′ ∈ Z
n; then, let j be the smallest index for
which wiwi+1 · · ·wj ∈ Z
n. We then see that w1w2 . . . wi−1 ∈ P ∪ {ε} and
wiwi+1 · · ·wj ∈ Y . We then write p = w1w2 . . . wi−1 and ya = wiwi+1 · · ·wj
where ya is a labelled element of Y . Let u ∈ Nτ be a vector, which we
factor as u = (u0, u1, u2, . . . uk) where each ub = (ub,1, ub,1, . . . , ub,m) ∈ N
m.
Let σ ∈ S∗ be a word for which w = W (σ), then we may factor this as
σ = pyaξσ
′ where pyaξ =W (σ), and we have
uτσ =
(
y
u0,1
1 y
u0,2
2 · · · y
u0,m
m
)
τ1
(
y
u1,1
1 y
u1,2
2 · · · y
u1,m
m
)
τ2
· · · τk
(
y
uk,1
1 y
uk,2
2 · · · y
uk,m
m
)
pyaξσ
′.
If there is an index b with 0 6 b 6 |τ |P such that ρ(τ1τ2 · · · τb) = ρ(τp), then
τb+1
(
y
ub+1,1
1 y
ub+1,2
2 · · · y
ub+1,m
m
)
τb+2 · · · τk
(
y
uk,1
1 y
uk,2
2 · · · y
uk,m
m
)
p ∈ Zn.
In this case, yi commutes with this factor, and we have
(u0, . . . , ub−1, ub + ea, ub+1, . . . , uk)
τpξσ′ ≃ uτwσ′ = uτσ
where ea is the a-th standard basis element of Z
m. Thus, we define the
mapping ∆(τ, w) = (x, τ, pξ) where x = a+ bm. Otherwise, ρ(τp) is distinct
from each of the coset
1 = ρ(ε), ρ(τ1), ρ(τ1τ2), . . . , ρ(τ),
and we see that the word π = τp is a strong pattern. Then, we have
(u0, u1, u2, . . . , uk, ea)
τpξσ′ ≃ uτwσ′ = uτσ
where ea is the a-th standard basis element of Z
m. Thus, we define the
mapping ∆(τ, w) = (x, π, ξ) where x = a+ (k + 1)m and π = τp.
5.2. Geodesic patterned words. For each pattern π = π1π2 · · · πk we
construct a polyhedral set Gpi ⊆ Npi with the property that v ∈ Gpi if and
only if vpi is a geodesic. From Section 5.1 we know that vpi is a geodesic if
there is no patterned word (u, τ) with uτ = vpi and ω(uτ ) < ω(vpi).
We begin by constructing integer affine transforms Ψpi : Zpi → Z
n and
Ωpi : Zpi → Z such that Ψpi(v) = ψ(vpi) and Ωpi(v) = ω(v
pi) for each v ∈ Npi.
We then use these maps along with the closure properties of polyhedral sets
to construct the sets Gpi in Lemma 5.7.
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Define the matrix Z ∈ Zm×n such that eiZ = yi for each standard basis
vector ei ∈ Z
m. Then, we see that vZ = yv11 y
v2
2 · · · y
vm
m for each v ∈ Nm.
For each p ∈ P we see that pxp−1 ∈ Zn for each x ∈ Zn ⊳ G; thus we define
matrices Rp ∈ Z
n×n such that xRp = pxp
−1 for each x ∈ Zn.
To compute the element vpi we first rewrite vpi as(
yv11 y
v2
2 · · · y
vm
m
)
· π1
(
y
vm+1
1 y
vm+2
2 · · · y
v2m
m
)
π−11
(π1π2)
(
y
v2m+1
1 y
v2m+2
2 · · · y
v3m
m
)
(π1π2)
−1
· · · π
(
y
vkm+1
1 y
vkm+2
2 · · · y
v(k+1)m
m
)
π−1 · π.
Then we see that ρ(vpi) = ρ(π) and ψ(vpi) = Ψpi(v) where
Ψpi(v) = (v1, v2, . . . , vm)Z + (vm+1, vm+2, . . . , v2m)ZRpi1+
· · ·+ (vmk+1, vmk+2, . . . , v(k+1)m)ZRpik · · ·Rpi2Rpi1 + ψ(π).
Considering the word vpi we see that ω(vpi) = Ωpi(v) where
Ωpi(v) = ω(π) +
k∑
j=0
m∑
i=1
vjm+i · ω(yi).
It is clear that the maps Ψpi : Zpi → Z
n and Ωpi : Zpi → Z are integer affine
transformations, as defined in Section 2.1, for each pattern π.
Using this notation and the closure properties of polyhedral sets we can
now obtain the following result.
Lemma 5.7. For each pattern π, there is a polyhedral set Gpi ⊆ Npi such
that v ∈ Gpi if and only if v
pi is a geodesic.
Proof. From the word shuffling algorithm in Section 5.1 we see that vpi is a
geodesic if and only if there is no patterned word (u, τ) with uτ = vpi and
ω(uτ ) < ω(vpi). For each pattern π, let Epi : Zpi → Z
n+1 be the integer affine
transformation defined as Epi(v) = (Ψpi(v),Ωpi(v)). Let R ⊆ Z
2(n+1) be the
polyhedral set
R =
{
(ν, µ) ∈ Zn+1 × Zn+1
∣∣∣∣ ν1 = µ1, ν2 = µ2, . . . , νn = µnand νn+1 > µn+1
}
.
Then, we see that vpi is geodesic if and only if there is no patterned word
(u, τ) with ρ(τ ) = ρ(π) and
(
Epi(v), Eτ (u)
)
∈ R; or equivalently, vpi is a
geodesic if and only if the intersection(
Epi({v}) ×Eτ (Nτ )
)
∩R
is empty for each pattern τ with ρ(τ) = ρ(π). Let f : Zn+1 × Zn+1 → Zn+1
be the map onto the first Zn+1 factor, that is, f(ν, µ) = ν. Let
Dpi,τ = Npi ∩
[
(Epi)
−1 f
((
Epi(Npi)× Eτ (Nτ )
)
∩R
)]
.
Then, we see that vpi is a geodesic if and only if v /∈ Dpi,τ for each pattern τ
with ρ(τ) = ρ(π). Thus, vpi is a geodesic if and only if v ∈ Gpi where
Gpi = Npi \
⋃{
Dpi,τ
∣∣∣ τ is a pattern with ρ(τ) = ρ(π)}
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Moreover, each set Gpi ⊆ Npi is polyhedral from the closure properties in
Propositions 2.1 and 2.2. 
6. Geodesic Growth
In this section we provide a characterisation of the geodesic growth series
for virtually abelian groups, in particular, we show that the geodesic growth
of a virtually abelian group is either polynomial or exponential. The proof of
this theorem will follow from the properties of a finite directed edge-labelled
multigraph Γ which we construct from the word shuffling algorithm described
in Section 5.1.
We construct the graph Γ as follows. For each pattern τ and each word
w ∈ S∗ with |w|S 6 d, the graph Γ has a vertex of the form [τ, w] ∈ V(Γ).
For each word w ∈ S∗ with 1 6 |w|S 6 d, let ∆(τ, w) = (x, τ
′, w′), then for
each ξ ∈ S∗ with |w′ξ|S 6 d, and ξ = ε if |w|S < d, the graph Γ contains an
edge of the form [τ, w]→x [τ ′, w′ξ].
Let σ ∈ S∗, then consider the sequence of extended patterned words given
in (5.4). If we let w(i) =W (σ(i)), then we see that Γ contains the path
pσ : [ε, w] = [τ
(1), w(1)]→x
(2)
[τ (2), w(2)]→x
(3)
· · · →x
(q)
[τ (q), w(q)] = [π, ε] (6.1)
where ∆(τ i, w(i)) = (x(i+1), τ (i+1), w(i)′) for each i, and w =W (σ).
For each pattern π, we write Pathpi for the set of paths of the form
Pathpi = {p : [ε, w]→
∗ [π, ε] | w ∈ S∗ with |w|S 6 d} .
We then write Path for the union of all such sets, that is, Path =
⋃
pi Pathpi.
We define the following maps on these sets of paths.
Definition 6.1. Let α : Path → N∗ and β : Path → S∗ be defined such
that, for each path p ∈ Pathpi of the form
p : [ε, w] = [τ (1), w(1)]→x
(2)
[τ (2), w(2)]→x
(3)
· · · →x
(q)
[τ (q), w(q)] = [π, ε],
we have α(p) = v ∈ Npi where each vj = #{i | x
(i) = j}, and
β(p) = (w(1)′ 7→ w(1))(w(2)′ 7→ w(2)) · · · (w(q−1)′ 7→ w(q−1)) · ε
where each w(i)′ is the word such that ∆(τ (i), w(i)) = (x(i+1), τ (i+1), w(i)′)
Notice from the properties of the map ∆ that σ = β(pσ), and thus the
mapping σ 7→ pσ is one-to-one. Moreover, we see in the following lemma
that this map is a bijection from S∗ to Path.
Lemma 6.2. If p : [ε, w]→∗ [π, ε] ∈ Path, then we have p = pσ and v
pi ≃ σ
where v = α(p) and σ = β(p). Moreover, the map σ 7→ pσ is a bijection from
S∗ to Path with its inverse given by β.
Proof. Let the path p be written as
p : [ε, w] = [τ (1), w(1)]→x
(2)
[τ (2), w(2)]→x
(3)
· · · →x
(q)
[τ (q), w(q)] = [π, ε],
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then we define words σ(i) ∈ S∗ such that
σ(i) = (w(i)′ 7→ w(i))(w(i+1)′ 7→ w(i+1)) · · · (w(q−1)′ 7→ w(q−1)) · ε,
where each w(i)′ is the word given by ∆(τ (i), w(i)) = (x(i+1), τ (i+1), w(i)′).
Notice that we then have σ(i) = (w(i)′ 7→ w(i)) · σ(i+1) that is, w(i) is a
prefix of the word σ(i) for each i. In fact, we have w(i) =W (σ(i)) for each i,
as we show by induction as follows.
For the base case of i = q, we have w(q) = ε = W (ε) = W (σ(q)). Now
suppose for induction that w(i+1) = W (σ(i+1)), and consider the following.
If |w(i)| = d, then we have w(i) = W (σ(i)) as w(i) is the length d prefix of
σ(i). Otherwise, |w(i)| < d, and from the definition of edges in Γ, we have
w(i+1) = w(i)′; then, by our inductive assumption, we have σ(i+1) = w(i)′
and thus σ(i) = w(i). In both of the above cases we see that w(i) =W (σ(i)).
We now define vectors u(i) ∈ Nτ (i) where each component is given as
u
(i)
j = #{a | a 6 i and x
(a) = j}.
It is clear that we have α(p) = u(q).
Notice now that the sequence
((0, ε), σ) = ((u(1), τ (1)), σ(1)), ((u(2), τ (2)), σ(2)),
. . . , ((u(q), τ (q)), σ(q)) = ((v, π), ε)
is exactly the sequence (5.4) computed by the word shuffling algorithm.
Then, we see that vpi ≃ σ and p = pσ. From this we see that the map
σ 7→ pσ is a bijection, that is, it is one-to-one as β(pσ) = σ for each σ ∈ S
∗,
and onto as for each p ∈ Path, there is a word σ for which p = pσ. 
We are now ready to prove our main theorems as follows.
Theorem 6.3. A virually abelian group has either polynomial or exponential
geodesic growth. Moreover, the generating function for the geodesic growth
series is holonomic, and rational in the polynomial growth case.
Proof. For each pattern π, let Ωpi : Zpi → Z be the integer affine transforma-
tion given in Section 5.2, that is, ω(vpi) = Ωpi(v) for each v ∈ Npi. Then,
from Lemma 6.2, we see that
γS(q) =
∑
pi
#{p ∈ Pathpi | Ωpi(α(p)) 6 q and α(p) ∈ Gpi}.
We then define an alphabet Σ whose letters are the edges of the graph Γ.
In particular, for each edge ν1 →
x ν2 in Γ, we have a letter (ν1, x, ν2) ∈ Σ.
We may then represent the paths in Pathpi as words of the form
([ε, w], x, ν1)(ν1, x, ν2)(ν2, x, ν3) · · · (νk, x, [π, ε]) ∈ Σ
∗.
We write Lpi ⊆ Σ
∗ for the language of all words which correspond to paths
in Pathpi. It is clear that Lpi is a regular language. For each pattern π, we
now construct a language Lgeodpi ⊆ Lpi that only contains paths corresponding
to geodesics. Moreover, we show that the language Lgeodpi is a polyhedrally
constrained language as defined in Section 4.
For each letter (ν1, x, ν2) ∈ Σ, we write Φ(ν1, x, ν2) ∈ N
|Σ| to denote its
corresponding Parikh image. Then, for each pattern π, we define an integer
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affine transformation Epi : Z
|Σ| → Zpi such that Epi(Φ(ν1, x, ν2)) = epi,x for
each x ∈ {1, 2, . . . ,dim(Zpi)}, where epi,x is the x-th standard basis element
of Zpi, and Epi(Φ(ν1, x, ν2)) = 0 otherwise. For each path w ∈ Lpi we see that
α(w) = E(Φ(w)); and thus β(w) is a geodesic if and only if Φ(w) ∈ E−1(Gpi).
Then, we see that
Lgeodpi = {w ∈ Lpi | Φ(w) ∈ E
−1(Gpi)}.
Since polyhedral sets are closed with respect to inverse integer affine tran-
sition (see Proposition 2.2), we see that each Lgeodpi is a polyhedrally con-
strained language, as defined in Section 4. Then, from Proposition 4.2, the
multivariate generating function fpi(x1, x2, . . . , x|Σ|) for each language L
geod
pi
is holonomic.
Notice that the maps Ωpi◦Epi : Z
|Σ| → Z are integer affine transformations,
and thus there are constants api,1, api,2, . . . , api,|Σ| ∈ Z and bpi ∈ Z such that
Ωpi(Epi(v)) = api,1 · v1 + api,2 · v2 + · · · api,|Σ| · v|Σ| + bpi
for each v = (v1, v2, . . . , v|Σ|) ∈ Z
|Σ|. Notice that for each path w ∈ Lgeodpi we
have Ωpi(Epi(Φ(w))) = ω(β(w)). Then, we see that Ωpi ◦Epi maps vectors in
N
|Σ| to values in N, and thus each api,i, bpi ∈ N.
Consider the power series
h(z) =
∑
pi
zbpifpi(z
api,1 , zapi,2 , . . . , zapi,|Σ|)
where each fpi(x1, x2, . . . , x|Σ|) is the multivariate generating function of the
language Lgeodpi . Then, we see that the coefficient of zq in h(z) is given by
γS(q)− γS(q − 1) =
∑
pi
#{w ∈ Lgeodpi | Ωpi(Epi(Φ(w))) = q}.
Moreover, we see that the function h(z) is holonomic from Lemma 3.2. Then,
again from Lemma 3.2, we see that the generating function for the geodesic
growth series is given by a holonomic function
g(z) =
1
1− z
· h(z).
Moreover, by Corollary 3.4.1, we see that g(z) is rational when the geodesic
growth series is sub-exponential. 
7. Language of Geodesics
In the previous section we found a bijection between the geodesics in
a virually abelian group and the paths in a finite graph, we then showed
that the language of all such paths belongs to the family of polyhedrally
constrained language as defined in Section 4. However, this bijection is not
a (monoid) homomorphism and thus we cannot immediately generalise this
result to a characterisation of the language of geodesics. Instead, in this
section, we show that the language of geodesics for a virtually abelian group
belongs to a family of formal language known as blind multicounter.
Informally, a blind k-counter automaton, as studied by Greibach [14], is
a nondeterministic finite-state acceptor with a one-way input tape and k
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integer counters; where such a machine is allowed to increment and decre-
ment its counters by fixed amounts only during transitions. Moreover, the
transitions of such a machine are not allowed to depend on the state of its
integer counters. A computation of such a machine begins with zero on all
its counters and accepts when it is in an accepting state with all input con-
sumed and zero on all its counters. A language L is called blind multicounter
if there is a blind k-counter automata which accepts precisely L.
We now demonstrate the hierarchy of formal language given in Figure 1.
We see that the class of finite-state automata is equivalent to the class of
blind 0-counter automata, and that each blind k-counter language is also a
blind (k + 1)-counter language. We see that blind 1-counter language is a
subclass of context-free. Moreover, from [14, Theorem 1] it can be seen that
the class of blind multicounter languages is a subclass of context-sensitive. It
was shown in [18] that the word problem for F2×F2 is context-sensitive. It is
a classic result by Muller and Schupp [22] that the word problem for a group
is context-free if and only if the group is virtually free. Moreover, it was
shown in [9] that the word problem for a group is blind k-counter if and only
if the group is virtually Zm for some m 6 k. From these characterisations we
see that the word problem for the free group F2 is context-free but not blind
multicounter, the word problem for Z2 is blind 2-counter but not context-
free, the word problem for Zk+1 is blind (k + 1)-counter but not blind k-
counter, and that the word problem for F2 × F2 is neither context-free nor
blind multicounter. From the proof of Theorem 5 in [14], we see that the
context-free language
Ln = {a
n1
1 a
n2
2 · · · a
nk
k b
nk
k · · · b
n2
2 b
n1
1 | n1, n2, . . . , nk ∈ N}
is blind k-counter, but not blind (k − 1)-counter.
regular
blind 1-counter
context-free
blind 2-counter
...
blind k-counter
...
blind multicounter
context-sensitive
Figure 1. Hierarchy of blind multicounter language.
Our definition of blind multicounter automata differs slightly from the one
given by Greibach in [14]. In particular, we introduce an end of input symbol
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e, and allow our automata to add and subtract any constant vector from the
counters on a transition. However, it is clear that this does not increase the
power of our model. Formally, a blind k-counter automaton follows.
Definition 7.1. Let k ∈ N, then a blind k-counter machine is a 6-tuple of
the form M = (Q,Σ, δ, q0, F, e) where
1. Q is a finite set of states;
2. Σ is a finite input alphabet;
3. δ is a finite subset of(
Q× (Σ ∪ {ε, e})
)
×
(
Q× Zk
)
called the transition relation;
4. q0 ∈ Q is the initial state;
5. F ⊆ Q is the set of final states; and
6. e /∈ Σ is the end of tape symbol.
Let M = (Q,Σ, δ, q0, F, e) be a k-counter automaton. Then, M begins
in state q0 with zero on all its counters. Suppose that there is a transition
relation ((q, a), (p, v)) ∈ δ with p, q ∈ Q, a ∈ Σ ∪ {ε, e} and v ∈ Zk; if M
is in state q with a on its input tape, then it can transition to state p after
adding v to its counters and consuming a from its input tape. The machine
then accepts when it is in a state of the form qaccept ∈ F with no letters
remaining on its input tape and zero on all its counters.
Formally, a blind k-counter automaton M = (Q,Σ, δ, q0, F, e) has an in-
stantaneous description of the form
(q, (c1, c2, . . . , ck), σe) ∈ Q× Z
k × Σ∗e
where q ∈ Q is the current state, (c1, c2, . . . , ck) ∈ Z
k are the counters, and
σ ∈ Σ∗ is the word which has yet to be consumed. For each transition of the
form ((q, s), (p, v)) ∈ δ with s ∈ Σ ∪ {ε} and each σ = sσ′ ∈ Σ∗, we have
(q, (c1, c2, . . . , ck), σe) ⊢ (p, (c1 + v1, c2 + v2, . . . , ck + vk), σ
′
e).
Moreover, for each transition of the form ((q, e), (p, v)) ∈ δ we have
(q, (c1, c2, . . . , ck), e) ⊢ (p, (c1 + v1, c2 + v2, . . . , ck + vk), e).
We then write ⊢∗ for the transitive symmetric closure of ⊢. We say that
a configuration of the form (q, (0, 0, . . . , 0), e), with q ∈ F , is an accepting
configuration. Then, we say that a word σ ∈ S∗ is accepted by M if
(q0, (0, 0, . . . , 0), σe) ⊢
∗ (q, (0, 0, . . . , 0), e)
for some q ∈ F . The language of M is the set of words it accepts.
Theorem 7.2. The language of geodesics of a virtually abelian group is blind
multicounter.
Proof. Let G be a virtually abelian group generated as a monoid by the
finite weighted set S. If σ ∈ S∗, then we have a patterned word (v, π),
given by the word shuffling algorithm in Section 5.1, for which vpi ≃ σ and
thus σ is a geodesic if and only if v ∈ Gpi where Gpi ⊆ Npi is the polyhedral
set described in Lemma 5.7. The idea of this proof is to simulate the word
shuffling algorithm on a blind multicounter automaton, while maintaining
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enough information on the machine’s counters so that we are able to verify
the vector v’s membership to the set Gpi.
Since each set Gpi is polyhedral, then we may fix a finite union of basic
polyhedral sets Bpi,i such that
Gpi =
Bpi⋃
i=1
Bpi,i.
Then, for each set Bpi,i ⊆ Npi, we fix a finite intersection of elementary regions
Bpi,i =
Kpi,i,1⋂
j=1
{z ∈ Zpi |αpi,i,j · z > βpi,i,j}
∩
Kpi,i,2⋂
j=1
{z ∈ Zpi |χpi,i,j · z ≡ ηpi,i,j (mod θpi,i,j)}
∩
Kpi,i,3⋂
j=1
{z ∈ Zpi | ξpi,i,j · z = λpi,i,j}
where αpi,i,j, χpi,i,j, ξpi,i,j ∈ Zpi, βpi,i,j, ηpi,i,j, λpi,i,j ∈ Z and θpi,i,j ∈ N+.
Let k ∈ N be such that k > Kpi,i,1+Kpi,i,2+Kpi,i,3 for each basic polyhedral
set Bpi,i. Then, in the remainder of this proof, we construct a blind k-counter
automaton M = (Q,S, δ, q0, F, e) that recognises the language of geodesics.
Notice here that the input alphabet of the machine is given by S.
In the remainder of this proof, we suppose that a word σ ∈ S∗ is given to
the machine M on its input tape, that is, the computation of the machine
begins in the configuration (q0, (0, 0, . . . , 0), σe).
States-Space of the Machine.
For each pattern τ , each basic polyhedral set Bpi,i, and each word w ∈ S
∗
with |w|S 6 d, we have a state of the form [τ, w, π, i] ∈ Q. During the
construction of this machine, we ensure that if
(q0, (0, 0, . . . , 0), σe) ⊢
∗ ([τ, w, π, i], (c1 , c2, . . . , ck), ζe),
then there is a vector u ∈ Nτ for which u
τwζ ≃ σ and the configuration of
the counters is given by (c1, c2, . . . , ck) = Cpi,i(Πpi,τ (u)) ∈ Z
k where
Cpi,i(v) = (αpi,i,1 · v, αpi,i,2 · v, . . . , αpi,i,Kpi,i,1 · v,
χpi,i,1 · v, χpi,i,2 · v, . . . , χpi,i,Kpi,i,2 · v,
ξpi,i,1 · v, ξpi,i,2 · v, . . . , ξpi,i,Kpi,i,3 · v, 0, 0, . . . , 0). (7.1)
For each basic polyhedral set Bpi,i, we have an accepting state qpi,i ∈ F .
We will see later in our construction that if M accepts in qpi,i, then the word
shuffling algorithm converts σ to a patterned word (v, π) with v ∈ Bpi,i.
Performing the Word Shuffling Algorithm.
The machine M begins simulating the word shuffling algorithm by nondeter-
ministically guessing a basic polyhedral set Bpi,i for which the word shuffling
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algorithm will generate a patterned word (v, π) from σ where v ∈ Bpi,i. No-
tice that such a choice of basic polyhedral set exists if and only if σ is a
geodesic. We accomplish this by introducing a transition
((q0, ε), ([ε, ε, π, i],0)) ∈ δ
for each basic polyhedral set Bpi,i. Then, from this transition we have
(q0, (0, 0, . . . , 0), σe) ⊢ ([ε, ε, π, i], (0, 0, . . . , 0), σe),
where we have 0εσ ≃ σ and (0, 0, . . . , 0) = Cpi,ε(Πpi,τ (0)).
For each w ∈ S∗ with |w|S < d, and each s ∈ S, we introduce a transition
(([τ, w, π, i], s), ([τ, ws, π, i], 0)) ∈ δ
for each τ, π, i. Notice that if the machine is in a configuration of the form
([τ, w, π, i], (c1 , c2, . . . , ck), ζe), (7.2)
then either w =W (wζ) or we have
([τ, w, π, i], (c1 , c2, . . . , ck), ζe) ⊢ ([τ, ws, π, i], (c1 , c2, . . . , ck), ζ
′
e)
where ζ = sζ ′ with s ∈ S and ζ ′ ∈ S∗. Thus, for each configuration as in
(7.2), we have a unique partial computation
([τ, w, π, i], (c1 , c2, . . . , ck), ζe) ⊢
∗ ([τ, w′, π, i], (c1, c2, . . . , ck), ζ
′
e) (7.3)
where wζ = w′ζ ′ and w′ =W (w′ζ ′).
Let τ be a pattern and w ∈ S∗ be a word with w = W (wζ) where
wζ 6= ε. Let ∆(τ, w) = (x, τ ′, w′). From the word shuffling algorithm in
Section 5.1, we see that for each vector u ∈ Nτ we have (u
′)τ
′
w′ζ ≃ uτwζ
where u′ = Πτ ′,τ (u) + eτ ′,x. Notice then that we have
Cpi,i(Πpi,τ (u
′)) = Cpi,i(Πpi,τ (u)) + Cpi,i(Πpi,τ (eτ ′,x)).
Then, noticing that w = W (wζ) if and only if either |w|S = d or ζ = ε, we
perform a step of the word shuffling algorithm by introducing transitions as
follows. If |w|S < d, then for each π, i we introduce a transition
(([τ, w, π, i], e), ([τ ′ , w′, π, i], Cpi,i(Πpi,τ (eτ ′,x)))) ∈ δ;
otherwise, if |w|S = d, then for each π, i we introduce a transition
(([τ, w, π, i], ε), ([τ ′ , w′, π, i], Cpi,i(Πpi,τ (eτ ′,x)))) ∈ δ.
Suppose that
(q0, (0, 0, . . . , 0), σe) ⊢
∗ ([τ, w, π, i], (c1 , c2, . . . , ck), ζe).
Then from the transitions described above, there exists a vector u ∈ Nτ such
that uτwζ ≃ σ and (c1, c2, . . . , ck) = Cpi,i(Πpi,τ (u)).
Suppose that by applying the word shuffling algorithm to the word σ,
we obtain the patterned word (v, π). Then, from the previously described
transitions, we see that for each i with 1 6 i 6 Bpi, we have a unique partial
computation of the form
(q0, (0, 0, . . . , 0), σe) ⊢
∗ ([π, ε, π, i], (c1 , c2, . . . , ck), e)
where (c1, c2, . . . , ck) = Cpi′,i(v). Them, from such a configuration, we at-
tempt to verify v’s membership to the basic polyhedral set Bpi,i as follows.
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Checking Polyhedral Set Membership.
Suppose that
(q0, (0, 0, . . . , 0), σe) ⊢
∗ ([π, ε, π, i], (c1 , c2, . . . , ck), e),
and (c1, c2, . . . , ck) = Cpi,i(v). Then, we introduce a transition of the form
(([π, ε, π, i], e), (qpi,i , µpi,i)) ∈ δ
where
µpi,i = (−βpi,i,1 − 1,−βpi,i,2 − 1, . . . ,−βpi,i,k − 1,
− ηpi,i,1,−ηpi,i,2, . . .− ηpi,i,k,
− λpi,i,1,−λpi,i,2, . . . − λpi,i,k, 0, 0, . . . , 0).
From this we have
([π, ε, π, i], (c1 , c2, . . . , ck), e) ⊢ (qpi,i, (c
′
1, c
′
2, . . . , c
′
k), e)
with v ∈ Bpi,i if and only if (c
′
1, c
′
2, . . . , c
′
k) belongs to the set
N
Kpi,i,1 × θpi,i,1Z× θpi,i,2Z× · · · × θpi,i,Kpi,i,2Z× {0}
k−Kpi,i,1−Kpi,i,2 .
In order to verify v’s membership to Bpi,i, we introduce the transition
((qpi,i, e), (qpi,i,−ej)) ∈ δ,
for each 1 6 j 6 Kpi,i,1, and the transition
((qpi,i, e), (qpi,i,±θpi,i,jej)) ∈ δ
for each Kpi,i,1 + 1 6 j 6 Kpi,i,1 +Kpi,i,2 where ej is the j-th standard basis
elements of Zk. Thus, we see that
(q0, (0, 0, . . . , 0), σe) ⊢
∗ (qpi,i, (0, 0, . . . , 0), e),
if and only if v ∈ Bpi,i. 
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