We prove new a priori estimates for the 3D Euler, the 3D NavierStokes and the 2D quasi-geostrophic equations by the method of similarity transforms.
Main Results
We are concerned on the following Navier-Stokes equations(Euler equations for ν = 0) describing the homogeneous incompressible fluid flows in R 3 .
(NS) ν
where v = (v 1 , v 2 , v 3 ), v j = v j (x, t), j = 1, 2, 3, is the velocity of the flow, p = p(x, t) is the scalar pressure, ν ≥ 0 is the viscosity, and v 0 is the given initial velocity, satisfying div v 0 = 0. Given m ∈ N, we use W m,p (R n ) to denote the standard Sobolev space with the norm
where α = (α 1 , · · · , α n ), |α| = α 1 + · · · + α n are the standard multi-index notation. We also useẆ m,p (R n ) to denote the homogeneous space with the norm,
In the Hilbert space cases we denote W m,2 (R n ) = H m (R n ), andẆ m,2 (R n ) = H m (R n ). The local well-posedness of the system (NS) ν in W m,p (R 3 ), m > 3 p + 1, is established in [22, 23] . The finite time blow-up problem (or equivalently the regularity problem) of the local classical solution for both of the Euler equations and the Navier-Stokes are known as one of the most important and difficult problems in partial differential equations(see e.g. [27, 4] for the pioneering work and a later major advancement on the Navier-Stokes equations. see also [29, 10, 11, 7, 26, 34] for graduate level texts and survey articles on the current status of the problems for both of the Euler and the Navier-Stokes equations). The celebrated Beale-Kato-Majda criterion( [2] ) states that the blow-up(for both of the Navier-Stokes and the Euler equations) happens at T < ∞ if and only if T 0 ω(t) L ∞ dt = ∞, where ω = curl v is the vorticity. Motivated by Leray's question on the possibility of self-similar singularity in the Navier-Stokes equations( [27] ), there are some nonexistence results on the self-similar singularities for the Navier-Stokes equations( [32, 36, 30] ) and for the Euler equations( [8, 9, 6] ). Transforming the original Navier-Stokes and the Euler equations to the self-similar one(called the Leray equations in the case of Navier-Stokes equations), using appropriate similarity variables, they made analysis the new system of equations to reach such nonexistence results. In a recent preprint [6] , new type of similarity transforms which depend on the solution itself are considered, and with suitable choice of its form some of a priori estimates are derived for the smooth solutions of the Euler and the Navier-Stokes equations. The purpose of this paper is develop further the method to prove high order derivative estimates for the Euler, the Navier-Stokes equations and also for the quasi-geostrophic equations as well as the general L p estimates for the Navier-Stokes equations. In the quasi-geostrophic equations for the critical space case we need to use critical Besov spaces, and the derivation of estimates rely on the particle trajectory method for the transformed system. We state our main theorems below.
) be the classical solution of the system (NS) ν . Then, for all t ∈ [0, T ) and k ∈ {3, · · · , m} there exists
the following inequalities holds true: 
(1.3) with a lower estimate of the denominator,
the estimates (1.1) and (1.3) reduces to the form, which could be also be proved directly from (NS) ν without using the similarity transform as in the proof below. The main novelty of the above estimates and all the other estimates in the theorems below is that γ is a free parameter that can take any value greater or equal to a constant, which makes nontrivial increment in time of the denominator in (1.1)(decrement of the denominator in (1.3) ). An interesting problem to consider is 'optimization' of those estimates by suitable choice of γ.
Remark 1.2
The estimate (1.4) shows that the finite time blow-up of the Euler equations, even if it is true, does not follow from the inequality (1.3).
In the following theorem we restrict ν > 0, hence it is only for the NavierStokes equations. Before its statement we recall that the local in time wellposedness in L p (R 3 ) of the Navier-Stokes equations is proved by [21] .
) be the classical solution of the system (NS) ν , ν > 0. Then, for all t ∈ [0, T ) there exists C 0 = C 0 (ν, p) such that for all γ ≥ C 0 the following inequality holds true:
with an upper estimate of the denominator,
Next we are concerned on deriving estimates for the two dimensional dissipative quasi-geostrophic equation:
where Λ = (−∆) 1 2 . After pioneering work by Constantin-Majda-Tabak( [14] the system (QG) κ became a hot subject of studies(see e.g. [13, 37, 15, 5, 24] and references therein), mainly due to its structural resemblance to the 3D Euler and the 3D Navier-Stokes equations with similar difficulties in the regularity problems. Contrary to the case of the system (NS) ν , where we only have control of L 2 norm of velocity, we have the following
Due to this fact we can apply our method to derive W k,p estimates for (QG) κ as follows. 
(1.7) with an upper estimate of the denominator,
(1.9) with a lower estimate of the denominator,
In the critical space case with m ≃ 
and lower one
(1.12)
In particular, the denominator of the right hand side of (1.12) can be estimated from below as follows.
As will be seen clearly in the proof below, the optimal constant C 0 in the above theorem is the optimal constant in the following CalderonZygmund type of inequality,
.
Remark 1.4
In the special case of γ = C 0 the above estimates (1.11) and (1.12) reduce to the well known ones that could be directly obtained from (QG) 0 by the standard method.
Proof of the Main Results
We first recall the following well-known inequalities:
(2.1) (the commutator estimate, [25, 23] )
For α ∈ [0, 2] we also recall the following estimate for the fractional laplacian
(see [20] for the proof, and see also [15] for its earlier version), Below we briefly introduce some of the critical Besov spaces, which is necessary for our purpose(see e.g. [35] for more comprehensive introduction). Given f ∈ S, the Schwartz class of rapidly deceasing functions, its Fourier transformf is defined by
We consider ϕ ∈ S satisfying the following three conditions:
Construction of such sequence of functions {ϕ j } j∈Z is well-known. For s ∈ R, spaceḂ
where * is the standard notation for convolution, (f * g)(
is actually defined up to addition of polynomials(namely, if f 1 − f 2 is a polynomial, then both of f 1 and f 2 give the same norm), and the spaceḂ s ∞,1 (R n ) is defined as the quotient space of a class of functions with finite norm, · Ḃs
, divided by the space of polynomials in R n . Note that the condition (iii) implies immediately
The crucial feature ofḂ
is that the singular integral operators of the Calderon-Zygmund type mapḂ 0 ∞,1 (R n ) into itself boundedly, the property which L ∞ does not have. See [3] for more details on these homogeneous Besov spaces.
Proof of Theorem 1.1 Let T be the maximal time of existence of a classical solution v of (NS)
). Given a classical solution v(x, t) and the associated pressure function p(x, t), we introduce a functional transform from (v, p) to (V, P ) defined by the formula,
respectively for (±). We note that this choice of similarity transform makes the scaling dimension of the energy become zero, and thus the energy invariant of the transform,
We also note the following integral invariant of the transformation (2.5)-(2.8),
we obtain an equivalent system of equations:
where (NS)
+ ν means that we have chosen (+) sign in (2.5)-(2.8), and this corresponds to (−) sign in the first equations of (NS)
, where
is the maximal time of existence of the classical solution in H m (R 3 ) for the system (NS) ± ν respectively. Form now on we separate our proof.
Proof of (i):
We choose (+) sign in (2.5)-(2.8), and work with (NS)
inner product of the first equations of (NS) + ν with V , and integrating by part, we find that
Hence we have energy bound,
Next, takingḢ k (R 3 ) inner product of the first equations of (NS) + ν by V , and integrating by part, we derive
for an absolute constant C 0 = C 0 (k), where we used the computations,
the commutator estimate (2.1) and the Gagliardo-Nirenberg inequality (2.2). Hence, from (2.10), ignoring the viscosity term, we have the differential in-
L 2 , which can be solved to provide us with
for all s ∈ [0, S + ). Transforming back to the original velocity v, using the relations (2.5)-(2.8) with (+) sign, we obtain (1.1). In order to derive (1.2) we observe that (1.1) can be written in the integrable form,
Hence, integrating (2.12) over [0, t], we obtain
Now, setting
L 2 dσ dτ, we find that (2.13) can be rewritten as a differential inequality,
14)
where we set
The differential inequality (2.14) is solved as 
Next, takingḢ k (R 3 ) inner product of the first equations of (NS) − 0 with V , and integrating by part, we derive similarly to the above
for the same absolute constant C 0 = C 0 (k) as in (2.10). Hence,
which can be solved to provide us with
for all s ∈ [0, S − ). Transforming back to the original velocity v, using the relations (2.5)-(2.8) with (−) sign, we have (1.3). In order to derive (1.4) we rewrite (1.3) in the integrable form,
L 2 dτ
we find that (2.21) can be rewritten as a differential inequality,
where M is the same constant defined in (2.22). The differential inequality (2.22) is solved as
which proves (1.4).
Proof of Theorem 1.2 Let T be the maximal time of existence of a classical solution v of (NS) ν in L p (R 3 ), and v ∈ C([0, T ); L p (R 3 )). For a solution v(x, t) and the associated pressure function p(x, t), we define a functional transform from (v, p) to (V, P ) defined by the formula,
26)
Here our choice of similarity transform makes the scaling dimension of the v L 3 become zero, which is the natural choice for the (viscous) Navier-Stokes equations. As a consequence we have the following invariant of the transform,
We also note the following integral invariant of the transform,
Substituting (v, p) in (2.24)-(2.27) into (NS) ν , we obtain an equivalent system of equations:
Similarly to the above proof we observe that V ∈ C([0, S); L p (R 3 )), where
is the maximal time of existence of the classical solution in L p (R 3 ) for the system (NS) ν . Operating div (·) on the first equations of (NS) * , we find −∆P = div div v ⊗ v, which implies the pressure-velocity relation,
which is well-known in the case of the original Navier-Stokes equations (NS) ν , where R j , j = 1, 2, 3, is the Riesz transform in R 3 . Taking L 2 (R 3 ) inner product of the first equations of (NS) ν with V |V | p−2 , and integrating by part, we find that
for a constant C 0 = C 0 (p, ν), where we used the following estimate of the pressure,
The first estimate of (2.30) is due to the Calderon-Zygmund inequality applied to (2.28), while the last one follows by applying the Sobolev imbedding
. We also note that to get the first line of (2.29) we used the computations,
Absorbing the term
2 L 2 to the left hand side in (2.29), we have the differential inequality
for all s ∈ [0, S). Transforming back to the original velocity v, using the relations (2.24)-(2.27), we obtain (1.5). In order to derive (1.6) we rewrite (1.5) in the integrable form,
Hence, integrating (2.32) over [0, t], we obtain
we find that (2.33) can be rewritten as a differential inequality,
which can be solved as
which provides us with (1.6).
Proof of Theorem 1.3 Let T be the maximal time of existence of a classical solution θ of (QG) ν in W m,p (R 2 ), and
). This time we introduce a functional transform from (θ, v) to (Θ, V ) defined by the formula,
38)
respectively for (±). Here we notice that our choice of similarity transform makes the scaling dimension of θ(t) L p become zero, and we have the invariants of the transform,
Substituting (v, p) in (2.36)-(2.39) into (QG) κ , we obtain an equivalent system of equations: 
is the maximal time of existence of the classical solution in W m,p (R 2 ) for the system (QG) ± κ respectively.
We choose (+) sign in (2.36)-(2.39), and work with (QG)
inner product of the first equations of (QG) + κ by Θ|Θ| p−2 , and integrating by part, we find that
where we used (2.3) for the viscosity term. Thus, we have the
Next, operating D k on the first equations of (QG)
, and integrating by part, we estimate
for an absolute constant C 0 = C 0 (k, p). In (2.41) we used the computation,
the commutator estimate (2.1) and the Gagliardo-Nirenberg inequality (2.2), and also the Calderon-Zygmund type of inequality,
Hence, from (2.41), ignoring the viscosity term, we have the differential inequality
for all s ∈ [0, S + ). Transforming back to the original velocity v, using the relations (2.36)-(2.39) with (+) sign, we derive (1.7). We now derive (1.8).
For this we note that (1.7) can be written in the integrable form,
Integrating this over [0, t], we obtain
we find that (2.43) can be rewritten as a differential inequality,
The differential inequality (2.44) is solved as 
for the same absolute constant C 0 = C 0 (k, p) as in the proof of (i). Hence, from (2.48), we have the differential inequality
for all s ∈ [0, S − ). Transforming back to the original velocity v, using the relations (2.36)-(2.39) with (−) sign, we obtain (1.9). In order to prove (1.10) we note that (1.9) can be written in the integrable form,
we find that (2.50) can be rewritten as a differential inequality,
where
The differential inequality (2.51) is solved as
which provides us with (1.10).
Proof of Theorem 1. 4 We transform from (θ, v) to (Θ, V ) according to the formula
respectively for the signs ±. In (2.53)-(2.55) both γ > 0 and λ > −1 are free parameters. We note the following integral invariant,
dσ for all λ > −1. Substituting (2.53)-(2.55) into the (QG) 0 , we find that
respectively for ±. Below we denote (Θ ± , V ± ) for the solutions of (QG ± ) respectively. We will first derive the following estimates for the system (QG ± ). for an absolute constant C 0 , the last step of which follows by the CalderonZygmund type of inequality onḂ , and then taking supremum over a ∈ R 2 , which is equivalent to taking supremum over Y (a, s) ∈ R 2 due to the fact that the mapping a → Y (a, s) is a deffeomorphism on R 2 as long as V ∈ C([0, S);Ḃ 1 ∞,1 (R 2 )), we obtain (2.56). In order to derive (2.57) from the second inequality of (2.61), we first write
and than take supremum over a ∈ R 2 . Finally, in order to obtain (1.11)-(1.12), we just change variables from (2.56)-(2.57) back to the original physical ones, using the fact In order to derive (1.13) we observe that (1.12) can be written as Solving this we obtain (1.13).
