A method based on Fisher Information from sensitivity matrix is presented for sensor placement in nondestructive tests used for parameter estimation and structural model updating using sparse and noisy measurements. This method can be used for both static and modal nondestructive tests but in this paper sensor placement for only the static nondestructive data is presented. An error function that represents the difference between analytical and measured data is used in this research. This method ranks the sensor locations and load cases using the sensitivity matrix that represents the rate of change of the error function used with respect to each unknown stiffness parameter. The proposed method is applied to a single story frame to demonstrate the selection of strategic sensor locations. This example shows that this is an effective and robust method for strategic sensor placement with regard to the stiffness parameters to be estimated.
Introduction
The efficiency of the nation's transportation system depends to a large extent on health monitoring and maintenance of bridges and other transportation systems. There is an increasing need for testing and monitoring of the in-service behavior and integrity of key structures such as bridges, tall buildings transmission towers, aircrafts, satellites, etc. Both static and dynamic nondestructive test data can be used to determine the unknown properties such as axial, bending, torsional rigidities of beams, and foundation stiffness using parameter estimation methods. Parameter estimation methods that are finite element based are often sensitive to the sensor locations and measurement noise. Selection of measurement locations and accuracy 1 Professor, Dept. of Civil and Environmental Engineering, Tufts University, Medford, MA 02155. Phone: (617) 627-3211 email: masoud.sanayei@tufts.edu of measurements greatly influence the accuracy of parameter estimates. The cost of nondestructive experiments is also greatly influenced by the number of sensors used for nondestructive testing (NDT) of the structure. In addition, there is always a practical limit on the number of channels that can collect the data. For planning of nondestructive experiments, it is necessary to determine the sensor locations prior to any NDT. For these reasons, experiment design is a pre-requisite to determine the strategic locations and the number of sensors for successful parameter estimation. It has a major influence on the accuracy of the parameter estimates as well as on the experiment costs. Sanayei et. al (1991) developed a sensitivity based parameter estimation method at the element level. Sanayei et. al (1992) proposed a heuristic method that recursively eliminates the measurement locations that are least critical in parameter estimation leading to a subset of measurement error tolerant sensor locations. In this manner the full set of degrees of freedom (DOF) is reduced to a small subset while preserving the ability to identify the desired structural stiffness parameters with high degree of accuracy. However this method tends to be computationally intensive especially for larger structures for which the candidate set of DOF is large. Using modal data, Kammer (1991) presented a method for selection of a subset of sensor locations from a larger candidate set for the purpose of on-orbit modal identification. This method ranks the sensor locations according to their contribution to linear independence of the target modal partitions using the fisher information matrix. Udwadia (1994) provided a methodology for optimally locating sensors using the trace measure to maximize the information from a dynamic system so that the data acquired from those locations would yield best identification of the parameters to be identified. Hjelmstad (1996) suggested a new definition of the best measurement set as being the one most likely to lead to the correct solution with the least sensitivity to noise. He concluded that modal parameter estimation from sparse measurements can yield valuable results. Padula and Kincaid (1999) provided a survey of actuator and sensor placement challenges from a wide range of disciplines and a variety of applications.
In this paper a method based on the Fisher information (FI) is used for strategic sensor placement and experiment design. It is applied to a parameter estimation method developed by Sanayei (1997) . This method uses the FI from the sensitivity matrix to form a ranking system for selection of the sensors that carry the most information regarding the unknown parameters. Sensor locations that do not observe changes in parameters are removed from the subset of measurement locations. The method is illustrated by a frame example with static loads and displacement measurements. The load cases and sensor locations are rank ordered and then measurements are chosen based on their rank in the Fisher information matrix. This method was developed to enhance the capabilities of PARIS, PARameter Identification System; a finite element based software developed at Tufts University for damage assessment of structures. PARIS can be used for parameter estimation, sensor placement selection, and error sensitivity analysis using several error functions and utilizing static and modal test data.
Sensor selection using the fisher information matrix
In this research, the static stiffness based error function developed by Sanayei et. al (1997) is used to illustrate the FI method that is based on the effective independence (EFI) method developed by Kammer (1991) . The major difference is that Kammer used mode shapes whereas in this research sensitivity matrix of an error function is used for sensor placement for parameter estimation. The error function is the difference in the analytical response and the measured response for locations at which the sensors are placed. Sensitivity matrix represents the rate of change of error function to the changes in the unknown parameters. Thus it gives an indication of how sensitive a sensor at a given location is to the changes in the stiffness parameters. The static stiffness-based error function [e(p)] is of size nmdofxnsf where, nsf is the number of sets of forces applied and nmdof is the number of measured DOF (Sanayei et. al 1991 (Sanayei et. al , 1997 .
In this formulation, 'm' denotes measured data, 'a' is the number of measured DOF, and b is the number of unmeasured DOF. [e(p)] is a non linear function of the unknown parameters {p} of size npuxl. The rest of the parameters in the finite element model are assumed known with a high degree of confidence. [e(p)] is vectorized into a column vector {E(p)} of the size nmxl where nm = nmdofxnsf. Partial derivatives of the error function [e(p)] with respect to the unknown parameters {p} result in the sensitivity matrix of the size nmxnpu.
The scalar objective function is defined as
Linearizing (1) and minimizing the objective function (3) with respect to the unknown parameters {p} results in
Equation (4) is solved for {Ap) and the parameters are updated to setup an iterative solution for parameter estimation as
For simplification assuming that errors are uncorrelated with identical statistical properties with the diagonal covariance matrix [V02], the covariance of the error in the estimate is given by Cramer-Rao lower bound (Udwadia, 1994) as,
where,
In order to minimize the error in the estimate of {Ap} in (6), some measure of the matrix [Ao] in (7) such as its' determinant has to be maximized and this is done using EFI method (Kammer, 1991) and summarized in (8) to (10). In order to rank the sensor locations, it is necessary to obtain the Eigenvalues and Eigenvectors for this matrix as illustrated by Kammer (1991) . Poston and Tolson (1992) and Kammer (1992) show independent proofs of the EFI method. [
Inversion of [k] may be problematic if [S] T [S] is ill conditioned. A more numerically stable way, developed by the authors, is to determine [Fe] by singular value decomposition of IS] as [S] = [U] [D] [V] T (11) such that [U] is of size nmxnpu and both [D] and [V] are of sizes npuxnpu. In this formulation [U] is orthonormal and [V] is unitary such that [U] T [U] = [I] and [V] T [V] = [I]. Post multiplying (11) by [V] shows that [S] [V] = [U] [D]
Matrix [G] in (9) can be redefined using equality (12) as (13) into (10),
The formulation of [Fe] matrix in (14) is numerically more stable than (10) and used in this research. Each column of [Fe] represents the ranking of each load case and each row indicates the ranking of a sensor. For ranking the sensor locations, the summation of the corresponding row (DOFsum) indicates the importance of each sensor. Thus using this information it is possible to rank order available sensor locations and also indicate which load cases best work. Sensors that do not contribute much information to estimate the unknown parameters are removed. As these DOF are removed from the potential sensor placement locations, the determinant of [A0] matrix experiences only small changes.
Single Story Frame
A single story frame model was used to illustrate the use of this method. In reality this model could represent a bent of a bridge pier or part of a framed structure. The material and physical properties of the frame are listed in Table 1 . These properties are used to simulate measurement test data. It is assumed that loads can be applied to all available nine DOF of the structure and that both vertical and horizontal displacements as well as the rotations can be measured. The unknowns in this case were the moment of inertia of the beams (Elements 2 and 3). All other parameters were assumed known with no uncertainty. Each load case consists of a single load at a given DOF. The magnitudes of the loads are the same for the same type of DOF (e.g., horizontal). The simulated measurements were contaminated with measurement errors.
In absence of Q measurement errors the algorithm converges to the correct parameters, but presence of measurement errors reduce the convergence rate and accuracy of the parameters. Table 2 gives the ranking for each of the parameters I2 and I3 based on the sensitivity matrix when all DOF and all the load cases were used. The last column shows the row-wise summation 'DOFsum' and the last row shows column-wise summation 'LCsum'. 'DOFsum' shows the contribution of each of the sensors and 'LCsum' denotes the contribution of each load. Based on Table 2 , DOF 1, 4 and 7 do not contribute much information. It seems logical considering the fact that the parameters of interest are the moment of inertia of the beam. DOF 3, 6 and 9 observe the changes in I2 and 13 very well and all other DOF fall somewhere in between. Also load cases 3, 6 and 9 carry the highest contributions from most DOF. For this reason only the loads 3, 6, and 9 were selected to illustrate parameter estimation runs. Table 3 gives the results of the 100 Monte Carlo Experiments using different subset DOF. The measurement error for each sensor is assumed to be 10% with normal distribution added proportionally to each measurement. Since the DOF 1, 4 and 7 do not carry much weight, they are removed from the candidate set; the results are not much affected and support the belief that they can safely be removed. It may be observed in Table 3 that as previously indicated in Table 2 , DOF 3, 6 and 9 are measurement error tolerant DOF leading to better parameter estimates (case D). All of the MC simulation results are consistent with the rankings achieved by FIM. While selecting the sensor locations, the determinant of FI matrix should be maintained at a high level or as much as allowed by the limitation on the number of sensor locations available. Although this alone cannot guarantee the results, it will provide a general guideline. It should be noted that these DOF were obtained in just a single run for fisher information. It is possible and desirable that a few more runs of fisher information be performed in order to reduce the DOF to a smaller number. Although this paper uses three DOF it may be possible to further reduce the selected DOF for sensor placement or change load cases as needed. Based on ranking and supported by MC simulations, the recommended Loads are 3, 6, 9 and sensor placement is at DOF 3, 6, 9 as in Case D. This Case requires application of bending moments measuring tilts at DOF 3, 6, 9. Although measuring small rotations is trivial, applications of bending moments are complicated. With this limitation, the next usable load case is application of vertical load at the mid-span (Case H). In this case, although the error sensitivity is higher than case D, it is still acceptable within constraints of plausible measurements.
Conclusions
Strategic sensor placement plays an important role in the accuracy of the parameter estimates. Adapting Kammer's method, a new method is proposed for sensor placement based on fisher information extracted from sensitivity matrix. The proposed method differs from Kammer's method in that [Fe] matrix is developed using tile sensitivity matrix of an error function that is used for parameter estimation whereas Kammer used modal data for modal identification. The DOF that contribute more information for parameter estimation are selected for measurement. This method was illustrated with a single story frame example. Three loads that gave overall higher ranking were selected and the DOF that provided significant information regarding the parameters were chosen for parameter estimation. Monte Carlo simulations confirmed that using the selected DOF resulted in successful parameter estimations with low levels of errors in the parameter estimates.
