This paper analyzes the problem of deconvolution, especially for signals with peak-like structures. We present and analyze a so-called 'practical approach', which mainly consists of a wavelet shrinkage. It is shown that this practical approach is indeed a regularization procedure, and furthermore, it leads to a convergence rate that is superior to classical linear regularization theory. Our results are based on modeling signals and operators in Besov spaces, especially exploiting the fact that peaks have higher regularity in Besov spaces than in Sobolev spaces.
Introduction
This paper was inspired by discussions with signal and imaging experts in two different applications (sharpening blurred images in astrophysics, and preprocessing mass spectroscopy data in proteomics). Both applications are mathematically modeled by a convolution operator, hence the data consist of blurred and noisy signals or images. Accordingly, the classical approach for solving this inverse ill-posed problem would consist of a regularized deconvolution applied to the given data.
However, numerical experiments in both fields suggest that a somewhat 'practical approach' may yield better results. This 'practical approach' proceeds by computing a wavelet shrinkage on an appropriate wavelet decomposition, followed by simply plotting the positions and amplitudes of the remaining coefficients.
Our aim is to mathematically justify this approach. This approach requires the measurement of the error Af − g δ B s pp in an appropriate Besov space. Hence, the resulting regularization method extends recently proposed sparsity schemes for solving inverse problems [2, 12, 22] , which treat L 2 defects, i.e. Af − g δ L 2 , in combination with Besov-sparsity constraints.
In both cases, the desired function can be modeled by a finite set of delta peaks (e.g., light spots, or spectral lines). Hence, the desired function has a sparse structure and all its elements live on the same scale. In addition, mass spectroscopy data are equispaced by multiples of the unitary atomic mass.
Before we analyze the mathematical structure of our 'practical approach' to reconstruction, we first comment on the notion of a 'better result.' Mathematical measures, e.g. L 2 -norms, typically do not reflect the subjective impression of a human observer. In addition, the value of a reconstruction strongly depends on subsequent evaluation procedures, which are always required in real-world applications.
Hence, the comparison of different algorithms is often left to the subjective opinion of the scientist, or else one refers to some precise but yet less meaningful mathematical measure. The present paper stays within this restrictive mathematical framework. We analyze and compare different approaches based on shrinkage and deconvolution operators in a proper mathematical setting. This, first of all, requires an adequate choice of function spaces and a precise definition of the forward operator.
We now describe the mathematical formulation of our practical approach:
The practical approach: We suppose the noisy data g δ have finite support. Our 'practical approach' is a two-step procedure, which starts with a shrinkage operation on an appropriate wavelet decomposition, followed by plotting the amplitudes and positions of the remaining coefficients.
Applying a shrinkage operation S λ to g δ starts by computing a wavelet decomposition with a bi-orthogonal wavelet basis ϕ, ψ,φ,ψ, λ. This yields a function S λ g δ , which is the finite sum of wavelet and scaling functions. We choose a 'finest scale' j 0 > J (for notational convenience, we set j 0 = 0) and delete all coefficients on scales finer than j 0 . This amounts to a projection (called P 0 ) of S λ g δ , hence
can be represented as a finite sum of scaling functions on this scale. The reconstruction obtained by plotting the position of the coefficient sequence {c k } is equivalent to a reconstruction
which is a deconvolution of P 0 S λ g δ with the scaling function ϕ. This should give good results, if ϕ is a good approximation to the kernel of the true convolution operator.
To summarize, this 'practical approach' can be described by a two-step regularization scheme R α P 0 S λ , where S λ is a shrinkage operation followed by a projection and an exact inversion R α = A −1 for the convolution operator A with kernel ϕ. The general concept of two-step regularization schemes has recently been analyzed, [11, 18] . However, the application of these approaches to deconvolution problems requires some adaptation, primarily to model the delta-peak structure of the desired function.
This 'practical approach' also shares some ingredients with compressive sampling techniques [6, 7] ; however, they proceed in a different direction by analyzing achievable levels of resolution as well as deriving sampling theorems.
In addition, sparsity constraints have been treated intensively in image processing for denoising purposes (A = I ); see [8] for a recent textbook with an excellent description of the state of the art in this field. Lately, some extensions to linear and nonlinear operators [1, 2, 12, 22] have been discussed. However, these papers are mainly concerned with conventional L 2 -norms for measuring the errors, which does not cover our presentation.
Finally we mention some of the prominent papers in the vast literature analyzing specific properties of deconvolution problems. There are at least two fairly recent papers that start from a precise mathematical model for specific applications: [16] treats cumulative spectra in Hilbert scales and [15] analyzes a deconvolution problem in astronomy in combination with an efficient conjugate gradient solver. Both papers use models in L 2 spaces with source conditions in Hilbert scales.
The publications [4, 5] give an overview of inverse problems in astronomy, particularly the relevant convolution problems. This section is an incomplete list of even the most basic results. However, to our best knowledge, deconvolution problems in Besov spaces have not yet been addressed in the accessible literature.
Basic ingredients
Despite the rather basic mathematical model (convolution operator) of the underlying application, a precise definition of all ingredients of the related inverse problem (function spaces, convolution kernels, source conditions) requires some care. The most frequently used models use L 2 -function spaces, mainly for convenience and to apply standard regularization theory. However, the nature of the specific convolution problems under consideration is characterized by
• a sparse solution structure and • a model that needs to capture spectral lines or point-like objects, i.e. a chain of delta peaks.
Neither of these two requirements is captured by the standard theory. This section first introduces the convolution operators under consideration. They will be rather straightforward and classical. We then introduce the appropriate function spaces, which leads to Besov spaces and sparsity constraints.
Operators
The natural model for the applications described in the introduction is given by an operator A : X → Y that is an integral transform with a convolution kernel: χ [−r,r] (x), or some higher order B-splines. However, more involved deconvolution problems might require more complex kernel functions or spatially dependent kernels [19] , which can model changing measurement environments or material-/device-dependent inefficiencies. This may lead to a kernel depending on an unknown parameter or even a fully unknown kernel function (for a recent study see [17] ).
We leave such complex kernels for future works; here we will analyze convolution operators with kernels that are well approximated by B-splines. Convergence results for such approximate kernels are discussed in section 5. We will start by discussing B-spline kernels. The operators are simple convolution operators A k defined by the convolution kernels
where
The rescaled limiting case k → ∞ yields the convolution with the Gaussian kernel, which follows from a variant of the central limit theorem [3] . These convolution kernels define standard operators A k by
They are continuous smoothing operators of the same order in Sobolev as well as in Besov scales:
Solution spaces and source conditions
The classical approach would start with functions f ∈ L 2 (R); additional smoothness would be measured in Sobolev spaces H s (R). However, in both astrophysics and mass spectroscopy, the true solution is a sparse set of point-like objects. L 2 -norms are not well suited for measuring sparsity; hence, more general norms are preferable.
The appropriate mathematical model is a sum of delta peaks
By choosing a suitable unit length, e.g. a fraction of the atomic mass in mass spectrometry, as well as an appropriate shift of the coordinate system, we can assume that
Suitable model spaces for point-like objects are defined via Besov norms. The smoothness of delta peaks can be estimated by either computing the moduli of smoothness, Fourier decay, or by applying norm equivalences to the wavelet decompositions, which proves that delta peaks in R are elements of any Besov space B s p,p (R) satisfying (s + 1)p < 1. The most important cases are p = 2, i.e. the classical Sobolev case of negative order (s < −1/2), and p = 1 which requires s < 0:
We will also discuss a relaxation of this scheme, which also allows us to define source conditions. To compare convergence rates of Besov regularization schemes with classical algorithms, we also use the standard setup X = L 2 (R). This can be motivated as follows: being a bit less restrictive, we may assume that objects in the astrophysical application have some (small) support, and may be modeled as small circles:
Similarly, protein spectra can be described by spike-like functions, which are well modeled by rectangular functions with a small interval, χ [−ρ,ρ] , or by hat functions,
This model nicely correlates with the standard definition of source conditions via f + ∈ range(A * A) ν/2 . Since we consider convolution operators A k with B-spline kernels and we search for solutions, which may consist of a set of δ-spikes, proper model spaces for source conditions need to capture sums of translated B-splines. Similar to the estimates for δ-peaks, we can estimate Besov and Sobolev norms of B-splines, which yields
, will be used in the following sections; however, the analysis of the 'practical approach' will not require any source condition.
Model spaces for measurement data and noise models
Three different error models will be analyzed in parallel. First, the standard L 2 -error model will be used as a reference for other methods. Second, we want to exploit the denoising properties of shrinkage methods, which are well studied for white noise models η = dW , which are defined as derivatives of a Brownian motion. Finally, we mimic the white noise model in a deterministic setting, which leads to H −n/2− (R n ) as a suitable space for modeling the measured noisy data g δ .
Model problems and regularization techniques
As described in the previous section, there are various meaningful choices for different model spaces as well as convolution operators. Discussing the most general choice would involve a jungle of indices, which would obscure our main objective of showing the importance of Besov regularization schemes for solving inverse convolution problems. Therefore, the following sections will concentrate on analyzing some model problems in detail; some remarks and corollaries will address the general case.
We will now select some illustrative choices for the convolution kernel, the model space for source conditions, the noise model, and a particular solution f + . This paper will focus on the one-dimensional case (n = 1).
For the convolution kernel, we always choose a B-spline of order 2 in this section; the general case of an approximate kernel is discussed in section 5.
The corresponding convolution operator A 2 , defined by (3), is a smoothing of order 2 in Sobolev scales as well as in Besov scales:
1,1 (R), As usual, unavoidable data errors will require us to choose some weaker norms in the image space.
Problem 1.
This model is the appropriate physical model for the above-mentioned real-life deconvolution problems in mass spectroscopy as well as in astronomy. It has no direct analogy in the classical regularization theory.
The problem of reconstructing sequences of Dirac peaks 
Problem 3. We want to compare the convergence rate of the Besov regularization schemes for problem 2 with its analogous classical version in Sobolev scales. The most frequently used model uses L 2 -norms for measuring the data error as well as for estimating the reconstruction quality. To mimic functions consisting of Dirac peaks, we need a weaker norm for measuring the reconstruction quality, which leads to
Similarly, the deterministic analog for white noise models requires choosing
To make this compatible with other results presented in the literature, we are slightly sloppy and set ε = 0.
Finally, we will exploit source conditions and require that f + is a sum of characteristic functions. This is approximately modeled by
In particular, we will address the following four problems:
Problem 3.2. (classical model)
Problem 3.3. (white noise, delta peaks):
and
No source condition is specified in this case.
Problem 3.4. (white noise, characteristic functions):
In all cases, A 2 is a smoothing of order 2, i.e. f ∈ H s (R) implies A 2 f ∈ H 2+s (R). Table 1 contains an overview of the considered problems. 
Convergence analysis
Our primary objective concerns a mathematical analysis of the 'practical approach' explained in the introduction. To this end, we will first analyze problem 1 and compare the convergence results with other settings. As described above, mass spectroscopy data, as well as other sparse signals and images, must be modeled in Besov scales. We will frequently use an equivalent representation of Besov norms in terms of weighted p -norms on the coefficients of a wavelet decomposition. Such a characterization holds for sufficiently smooth (bi-)orthogonal scaling functions {ϕ,φ} and their related wavelet bases {ψ jk ,ψ jk |j, k ∈ Z}, where
We use the same notation for the scaling function ϕ and the kernel of the convolution operator, since these two functions will coincide in the analysis of this section. We will use a different notation in section 5, when discussing more general kernels. The approximation properties of wavelet shrinkage operators have been well studied. We will use the results of [10, theorem 4] , which states the following theorem: 
and the projection P J via
Then the estimator
We will need this result only for measuring the approximation error on the scale B s 1,1 of Besov spaces.
Analysis of problem 1
This is the basic deconvolution problem for sparse, peak-like structures, e.g. mass spectroscopy data or certain astrophysical images.
The convolution operator A 2 maps a delta sequence
, with ϕ 2 defined by (2) . For the rest of this section, we denote ϕ = ϕ 2 . Hence, the exact inverse deconvolution operator is well defined on such finite sums g = c k ϕ(· −k) and yields a sequence of delta peaks:
We now exploit the denoising properties of wavelet shrinkage methods on the data side for given noisy data g δ = g + + δ dW . The general result for the present situation is given by Then, for every ε > 0,
Assume g δ = g + + δ dW and let λ and J be chosen according to (15) . For 0 < ε < 3/2 and for every 3/2 > τ ε and α = 1−
3−2τ 3−2ε
, we obtain the convergence rate
Proof. For a delta peak δ or a hat function ϕ, we have δ ∈ B 
as required in theorem 4.1.
and the desired convergence rate follows.
This is an approximation result on the data side, which needs to be transferred to an estimate on the reconstruction side. We state the following result on the invertibility of A 2 . 
Proof. The norm equivalence for Besov spaces (14) with J = 0 and the role of ϕ andφ interchanged yields
where we employed bi-orthogonality in the first and the third equalities. Furthermore, we obtain
is a constant independent of k, the stated estimate follows.
The combination of corollary 4.2 and lemma 4.3 gives the desired convergence rate for the reconstruction by our 'practical approach.'
The 'practical approach' as described in the introduction produces a regularized deconvolution of g δ as
If λ is chosen according to (15) , the following convergence rate holds for every 3/2 τ > ε > 0:
( |log δ|δ)
Proof. Corollary 4.2 states that
with J according to (15) and α = 1 − 3−2τ 3−2ε
. Since g + has no contributions on scales finer than j = 0 and J > 0 for small δ, it holds that
Hence,
where we used the fact that P 0 is a bounded operator from B 
This theorem justifies our 'practical approach' of just plotting the remaining wavelet decomposition as described in the introduction. Hence, this approach, which is a pure shrinkage technique, can indeed be interpreted as a regularization method, which convergesarbitrarily slow-to the delta sequence of the exact solution. The convergence rate 1 − 3−2τ 3−2ε can be made better by choosing τ larger and ε smaller, but this weakens the norm in which we measure the convergence. Moreover, a generalization to infinite sequences of delta peaks
Remark 4.5. Implicitly, our practical approach uses the equivalent description of shrinkage methods via a variational approach. Minimizing
+ α f L 0 for an operator that can be diagonalized by a wavelet basis also leads to a hard shrinkage approach. Hence, the practical approach can be regarded as a type of Tikhonov regularization in L p spaces. However, we use a different noise model and measure the reconstruction error in a Besov space.
Analysis of problem 2
The definition of function spaces and operators for Problem 2 are the same as for problem 1. However, we now require that
is a step function with unit step size. As already discussed in the previous section, this is a natural condition for applications in mass spectroscopy. The image of f + under the action of A 2 is now nicely represented using B-splines of order 3:
As already shown, characteristic functions satisfy χ ∈ B s q,q for sq < 1. Hence we obtain χ ∈ B 1/q−ε q,q and
Moreover, by choosing a bi-orthogonal wavelet basis for ϕ 3 , we have P 0 g + = g + . For any function g, we can apply the inverse convolution operator A −1
For given noisy data g δ = g + + δ dW , we again start with a wavelet shrinkage procedure, which now results in a better approximation rate because of the added source condition.
Theorem 4.6. Let f
+ = k f k χ(· −k), g + = A 2 f + and g δ = g + + δ dW .
The regularized deconvolution by the 'practical approach' is
With λ chosen according to (15) the following convergence rate holds for every 3/2 τ > ε > 0:
Proof. Because of the smoothing property of the operator, the exact data fulfil g + ∈ B
1/q+2−ε q,q . As in corollary 4.2, we choose q = 3−2τ 5−2ε and obtain an estimate on the data side:
As in the proof of theorem 4.4, we get
Observe that A −1 ϕ 3 = χ . The same sequence of arguments as in the proof of theorem 4.4 shows that lemma 4.3 is applicable, and we hence obtain the desired estimate.
For small ε, τ we obtain a convergence rate, that is arbitrarily close to δ 2/5 . We will see that this convergence rate is higher than the convergence rates for conventional regularization methods in classical Sobolev spaces.
Remark 4.
7. An equivalent calculation shows that a higher convergence rate can be achieved by assuming a higher order source condition, f
, and working with the bi-orthogonal wavelet basis according to the B-spline of order m. The convergence rate is
Hence, the convergence rate is arbitrarily close to 2m 2m+3
for τ = ε and τ → 0. Similarly, we may obtain convergence rates for convolution operators whose kernels are B-splines of higher order.
Analysis of problem 3
We briefly sketch the well-known setting and standard results for Tikhonov regularization in Sobolev scales. We consider an operator A as a mapping
with smoothing order k > 0 in the scale of Sobolev spaces
Solving the related inverse problem by a Tikhonov regularization method amounts to minimizing
Additional information on the exact solution can be given in two ways:
(i) as a range condition of the operator A,
(ii) as a smoothness condition in the scale of Sobolev spaces
In our case, we use smoothness conditions in Sobolev spaces, which in our situation can be translated into range conditions given in terms of rg((A * A) ν/2 ) [18] . By standard techniques, one can prove the following theorem on the convergence rate of Tikhonov regularization (see [14] 
After this sketch of standard Sobolev-Tikhonov regularization, we return to the convolution operators defined in problem 3 of the previous section. 
For Problem 3.3, the convergence can be arbitrarily slow.
Proof. The theorem follows immediately from specifying the indices in theorem 4.8, namely,
For problem 3.3, we have α = −1/2, s = −1/2, β = −1/2, and the exponent is zero.
Remark 4.10. The convergence rate of our practical approach with the source condition given in problem 2 is of the order 2/5 (see previous subsection). This is superior to the convergence rate of the corresponding Tikhonov setting in Sobolev scales (problem 3.4), which yielded a rate 1/3. This is due to the different orders of smoothness of characteristic functions in Sobolev and Besov spaces. The maximal Sobolev index for the characteristic function is s = 1/2, i.e. χ ∈ H 1/2−ε ; no higher smoothness index is possible. This is different for Besov scales. The characteristic function χ [0, 1] is in the Besov space B s pp as long as sp < 1. We exploit this fact when using wavelet shrinkage methods. Wavelets are adapted to Besov smoothness scales and allow a subtle combination of smoothness and L p index. This results in a higher convergence rate for Besov regularization, as discussed in the previous subsection.
Approximate kernels
The previous sections have analyzed regularization methods for reconstructing sequences of delta peaks from convolution data. These results were based on the assumption that the convolution kernel is a B-spline. Obviously, these results immediately extend to other wavelet kernels, i.e., we obtain the same convergence results for any convolution operator with kernel function ϕ whenever ϕ can be extended to a bi-orthogonal wavelet basis with a norm equivalence as stated in (13) and (14) .
However, this is still quite restrictive. This section addresses the case of a general kernel k. The following results are based on comparing this kernel k with a suitable wavelet/scaling kernel ϕ ∼ k. For a given > 0, one can construct a compactly supported bi-orthogonal wavelet basis, such that ϕ satisfies
See [21] for a reconstruction procedure via lifting schemes.
We assume that k defines a convolution operator that has smoothing order s, and we require the following three properties for ϕ:
(i) The convolution kernel k can be approximated by the scaling function ϕ:
(ii) ϕ generates a bi-orthogonal wavelet basis {ϕ,φ, ψ,ψ} such that the conditions of the shrinkage approximation in theorem 4.1 hold. (iii) The bi-orthogonal wavelet basis gives a norm equivalence in the scale of Besov spaces as in (13) and (14).
To keep the notation manageable, we again restrict our discussion to the case of delta sequences f = j ∈Z f j δ(· −j) ∈ B − 1,1 and a convolution operator with smoothing order κ. Note that we use a different notation for the smoothing order in this subsection and reserve k for denoting the convolution kernel. Then,
This is the exact data for convolution kernel k; we will compare this function with the data for the approximate kernel ϕ:
where we have chosen a B-spline scaling function such that ϕ ∈ B κ− 1,1 . By applying the estimate f B (14), we obtain
We will focus on the situation described in problem 1 in the previous section. Hence, we consider noisy data g δ with a white noise model dW . We would like to apply corollary 4.2 and obtain an estimate for E(g − P 0 S λ g δ ); however, we will require a slightly different result.
Lemma 5.1. Let ϕ satisfy assumptions (i)-(iii).
Then
Proof. Applying the triangle inequality to g − P 0 S λ g δ = g − g + g − P 0 S λ g δ and using corollary 4.2 and lemma 4.3 proves the result.
We can now proceed as in the previous section and apply A −1 to g − P 0 S λ g δ . 
Proof. This result follows the previous lemma and the observation f = A −1g .
Numerical simulations
Our numerical simulations use an artificial example as well as a real-world example of mass spectrography data. We start with an example where the convolution kernel coincides with a against the noise level.
B-spline scaling function. We then discuss a kernel that is only roughly approximated by the B-spline scaling function.
Mathematical examples
We first illustrate the practical approach, as described in the introduction, for problem 1. We choose discrete data sets of 512 data points. The solution f + is given by three delta-peaks of different heights and the convolution kernel is a hat function. In our case, we used a bi-orthogonal wavelet base of the class bior2.x; hence, the reconstructing scaling function is a hat function. The noisy data g δ were generated by adding Gaussian white noise of variance δ. We chose the shrinkage parameter λ according to (15) . Figure 1 shows the true solution, the data, the reconstruction and an illustration of the convergence rate for δ → 0. Note that the convergence for δ → 0 shows different behavior in different regions: slow convergence interrupted by jumps. The slow convergence is the behavior that is expected asymptotically (since we used τ = 0.1, formula (26) predicts a convergence rate of 1/15 which is close to the results). The jumps have a simple explanation. As figure 1 shows, the reconstruction does not only show the delta peaks but also a number of smaller peaks, which are a result of the data errors that escape the shrinkage step. When the noise level δ and the shrinkage parameter λ tend to zero, it happens that more and more of these false peaks are wiped out and a jump in the reconstruction error occurs every time this happens.
Our second experiment compares the 'practical approach' with standard Tikhonov regularization. We used the same data as for the first experiment and minimized the functional J γ from (36). To illustrate the convergence rate for δ → 0, we used the optimal regularization parameter γ ≈ δ 1/2 . The results shown in figure 2 show the expected behavior, namely oversmoothing of the regularized reconstruction and a rather low convergence rate. Our third experiment shows how overlapping peaks can be reconstructed by the 'practical approach.' This is of practical relevance because different isotopes of an atom or molecule may lead to different peaks in the mass spectrogram that are just a few units of the unit mass away, and hence appear as overlapping peaks. We constructed a data set in which we placed delta peaks of different heights as close together as the finest scale dictates. The noisy data and the reconstruction were calculated as in the first experiment. Figure 3 shows that the peaks are reconstructed perfectly in position and height.
Our last experiment uses a convolution kernel consisting of a B-spline of order 4; however, the same reconstruction scaling function (hat function) as in the other experiment, a B-spline of order 2, was used. The underlying data are the same as for the deconvolution of overlapping peaks. According to the results of section 5, the reconstruction by the practical approach leads to good results. As figure 4 shows, the positions of the major peaks are reconstructed perfectly. The heights of the major peaks are slightly wrong, and there are some small side peaks in the reconstruction arising from the mismatch between kernel and reconstruction scaling function Figure 5 shows the deconvolution of real-world data from a MALDI/SELDI-TOF mass spectrometer provided by an Bruker Daltonics AutoFlex II [19] . We have chosen a section with a large peak consisting of different isotopes and two small peaks. We deconvolved the data by the practical approach with the bior2.8 bi-orthogonal wavelet base with the threshold and finest scale chosen by hand. 
Mass spectroscopy data

Conclusions
This paper compares our new 'practical approach' for deconvolution problems with classical Tikhonov regularization. We showed that the practical approach can be regarded as a generalized Tikhonov regularization in Besov spaces. The convergence rates of this new approach are higher as compared with Tikhonov regularization in Sobolev spaces.
