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  ABSTRACT  
The liver alongside the heart and the brain is the largest and the most vital organ within the human body whose 
absence leads to certain death. In addition, diagnosis of liver diseases takes a long time and requires sufficient 
expertise of physicians. To this end, statistical methods as automatic prediction systems can help specialists to 
diagnose liver diseases quickly and accurately. The Discrete Hidden Markov Model (DHMM) is an intelligent and 
a strong statistical model used to predict the types of liver diseases in patients in this study. The data in this cross-
sectional study included information elicited from the records of 1143 patients with 5 different types of liver 
diseases including cirrhosis of the liver, liver cancer, acute hepatitis, chronic hepatitis, and fatty liver disease 
admitted to Afzalipour Hospital in the city of Kerman in the time period of 2006-2013. At first, the type of 
diseases for each patient was identified; however, it was assumed that the type of diseases is unknown and there 
were attempts to diagnose the type of the disease through the DHMM to examine its accuracy. Therefore, the 
DHMM was fitted to the data and its performance was evaluated by using the parameters of accuracy, sensitivity, 
and specificity. Such parameters of the model were separately calculated for the diagnosis of liver diseases. The 
highest levels of accuracy, sensitivity, and specificity were associated with the diagnosis of cirrhosis of the liver 
and equal to 0.77, 0.82, 0.96, respectively; and the lowest levels were related to the diagnosis of fatty liver disease 
with an accuracy level of 0.65 and a sensitivity level of 0.69. As well, the specificity level in the diagnosis of fatty 
liver disease was 0.94.  
The results of this study indicated the potential ability of the DHMM; thus, the use of this model in terms of 
diagnosing liver diseases was strongly recommended. 
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INTRODUCTION 
Weighing approximately 1500 grams, the liver 
is the largest internal organ and the most 
important one in the human body beside the 
heart and the brain and without such a vital 
organ, life is not viable (1).Liver diseases are 
placed among the top ten deadliest diseases in 
the world. They are taken in as reasons for 10% 
of all death rates in Iran and the fifth cause of 
death after heart problems, cancer, stroke, and 
respiratory diseases in Europe (2).Early 
diagnosis of liver diseases is essential to treat 
them. Although there have been significant 
developments in medical sciences, the early 
diagnosis of liver diseases is hard work and a 
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specialist requires time and practice to gain 
complete experience in terms of diagnosing liver 
diseases. Therefore, the presence of a physician 
assistant system with a precise and quick 
predictive power to diagnose liver diseases is of 
utmost importance (3).Statistical methods can 
help specialists in the form of an intelligent 
system (4). Recently, the use of statistical 
techniques and modeling instruments is 
extensively growing in different fields and there 
is also an inclination to use such models (5). In 
this respect, the statistical method of the HMM 
is one of the concepts which has drawn the 
attention of numerous researchers. Since this 
model is based on learning and discovery of the 
latent relationships in the process of problem-
solving, it is included among data-mining, 
machine learning, and intelligent models(6-9). 
The given model is used as an instrument in 
solving problems such as classification and 
prediction which cannot be fulfilled through 
traditional methods which are time-consuming 
for specialists. Such a model can also be 
employed for differentiation and classification 
of liver diseases which can lead to reduced 
laboratory costs, expedition of disease screening 
in some cases, and assist specialists. 
 The main purpose of this study was to diagnose 
liver diseases through the HMM and evaluate 
the predictive power of the model using the 
parameters of accuracy, sensitivity, and 
specificity. In this way, EM algorithm was used 
to increase the level of accuracy and provide a 
better performance for this model. According to 
a review in the present study, most of the 
investigations using the HMM have been 
conducted in non-medical fields (e.g. Speech 
recognition, machine learning, Bioinformatics, 
etc.) (10-15), and there are few studies on the 
HMM and its applications in the medical field. 
Moreover, it should be noted that, this study was 
among the first studies using the HMM to 
predict diseases in the medical field. 
In a study conducted in 2014 by Vimala et al., 
the HMM was used to identify and classify 
Electrocardiography (ECG) signals. The data of 
this study had been obtained from hospitals 
under the affiliation of the Massachusetts 
Institute of Technology (MIT) in the U.S. The 
data included recorded information for 88 
individuals referred to these centers. Among 
them, 18 people were in a normal state, 22 
people suffered from stress, and 48 individuals 
were affected with heart diseases. The HMM 
revealed an accuracy level equal to 0.93 
following the classification of the ECG data into 
three groups of normal state, stress, and heart 
diseases. These results confirmed that the HMM 
could be used as a powerful tool for grouping 
ECG signals into three given categories(16). 
In another study by Li et al. in 2013, the HMM 
was used to predict the progression of lung 
cancer among 508 patients in one of the Chinese 
hospitals from 2010 to 2012. To develop the 
model, three states were considered for the 
disease, and the initial number between zero and 
one were randomly assigned to the parameters 
of the model. The progression of cancer was 
predicted for a new patient and the level of 
accuracy for the HMM was by 0.81. Finally, the 
HMM was proposed as a powerful prediction 
system to help specialists in the medical field 
(17).The continuous HMM was also employed 
to classify snoring sounds of 21 patients with 
sleeping disorders in an investigation by Lee et 
al. (2013). In this study, patients’ snoring sounds 
were recorded through sensors hanging on their 
neck and then the data were classified and 
evaluated. Finally, the level of sensitivity of the 
model was equal to 0.93 (18). 
Furthermore, Wu et al. (2010) conducted a study 
entitled “Detecting heart diseases through 
heartbeat sound recognition by using the 
HMM”. The data in this study consisted of 325 
recorded heartbeat sounds from ten patients 
afflicted with heart diseases. To develop the 
HMM, the number of different states of the 
disease was tested by considering  two to seven 
states and finally four disease states were 
considered because the model had the highest 
level of accuracy equal to 0.95 (19).  
In this respect, “Using the HMM to differentiate 
and detect heartbeat sounds recorded via 
stethoscope” was another study carried out by 
Schmidt et al. (2008). The data included 100 
audio recordings of heartbeat sounds of patients 
with various heart diseases. To develop the 
HMM, 40% (40 individuals) of the data was 
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used in the training phase and 60% (60 
individual) of data in the evaluation phase of the 
model. The number of states of  the model was 
equal to four. At the end, relatively good results 
such as a sensitivity level by 0.59 and the 
positive predictive value of 0.55 were obtained 
which showed that the model was not that 
undesirable (20). 
 
MATERIALS AND METHODS 
The data used in this study were part of records 
of patients with 5 different types of liver 
diseases including cirrhosis of the liver, liver 
cancer, acute hepatitis, chronic hepatitis, and 
fatty liver disease in the time period of  2006-
2013 and admitted to Afzalipour Hospital in the 
city of Kerman. The total number of cases was 
1300 of which about 1143 cases with complete 
information were collected. It should be also 
noted that the patient’s type of disease was 
known at first (Gold Standard), but it was 
assumed to be unidentified to have a precise 
evaluation of the HMM and diagnose the type of 
disease through this model.  
The statistical analysis 
The statistical method used in this study was the 
HMM which is explained as follows. 
Introduced in the late 1960s, the HMM is a 
statistical method based on Markov chain. This 
model is a powerful tool for random processing 
and modeling and it is known as a technique to 
predict and classify data among other statistical 
methods(21, 22). An HMM can be established 
by determining the following parameters: 
 The number of possible states   
 1 ,..., }NS s s
: it is the number of disease 
states. In this study, the liver disease had 5 
different states (N=5) so   
 1 5, .. ., }S s s
. Fatty liver disease, 
chronic hepatitis, acute hepatitis, liver 
cancer, and cirrhosis of the liver were 
respectively associated with states 1 to 5 in 
this study.  
 The number of observations in each state  
1{ ,....., }nO x x
 : there were several 
observations (attributes) for each of the 
above-mentioned diseases. In this study, the 
observations were the laboratory parameters 
recorded for each person affected with liver 
disease. 
 Transition probability  ija : the probability 
of passing the disease from state i to the state 
j 
( | )ij j ia p s s         
1 ,i j N   
(1) 
0ija  , 
1
1
N
ij
j
a

             
1 ,i j N 
 
(2) 
 Transition probability matrix [ ]ijA a :  a 
set of transition probabilities among states. 
Since the liver disease had five states in this 
study, the transition probability matrix was 
presented as follows: 
11 12 13 14 15
21 22 23 24 25
31 32 33 34 35
41 42 43 44 45
51 52 53 54 55
1 2 3 4 5
1
2
3
4
5
a a a a a
a a a a a
A
a a a a a
a a a a a
a a a a a
 
 
 
 
  
 
 
 
 
 
(3) 
 A Probability distribution of observation in each of the states  jkb : it shows the probability of  
belonging of each observation (attribute) to each state,   
( | )jk k jb p O x S s   ,       1 , 1k N j N     (4) 
1
0, 1, 1
n
jk jk
k
b b j N

     (5) 
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 The Probability distribution of observation matrix [ ]jkB b : in this study there were 10 
observations (laboratory parameters) and five types (five discrete states) of the liver diseases. 
Therefore, the probability distribution of observation matrix was as follows:  
1 2 3 4 5 6 7 8 9 10
11 12 13 1 4 15 16 17 18 1 9 110
21 22 23 2 4 25 26 27 28 29 21 0
3 1 3 2 3 3 34 3 5 3 6 3 7 38 39 3 10
41 42 43 4 4 45 46 47 48 49 41 0
51 52 53 54 55 56 57 58 59 51 0
1
2
3
4
5
x x x x x x x x x x
b b b b b b b b b b
b b b b b b b b b b
B
b b b b b b b b b b
b b b b b b b b b b
b b b b b b b b b b
 
 
 
 
  
 
 

 

 
 The initial state distribution vector 0 0{ (1),....., ( )}N   : there is an initial probability for 
each state of disease by which the Markov chain begins to work. In this way, an HMM with a 
discrete probability distribution via specifying 3 parameters ( , , )A B  was obtained.  
The most important issue in the use of the HMM 
is training and evaluation phases of this model. 
The training phase of the HMM is feasible 
through Baum-Welch algorithm. In this state, 
not only the data from patients are given to the 
model, but also the three required parameters 
( , , )A B   for the model are assigned with 
initial random numbers between zero and one. 
When the Baum-Welch algorithm is trained, it 
provides an optimal value for the three 
parameters. The evaluation phase of the model 
is also feasible by using forward-backward 
algorithm. In this method, the model receives a 
number of observations (attributes) not included 
in the training phase and shows the belonging 
value of these attributes for each state of the 
model through a probability. If each state in the 
model is considered as a category, then by  the 
Viterbi algorithm, maximum of such 
probabilities is taken into consideration and the 
category (state) with maximum probability is 
predicted as the target one. Then, the accuracy 
of the model is estimated via comparing the 
predicted category and the gold standard (main 
category of the observations). Usually, in the 
training phase of the model, 75% of the data are 
used and the remaining 25% of the data are 
employed to evaluate the model (7, 23). Rather 
than using Baum-Welch algorithm in this study, 
EM algorithm was used to train the HMM. The 
EM algorithm had a continuous action until the 
estimated value for the three parameters reached 
an optimal amount which was not much 
different from the previous iteration values. It 
should be noted that 75% of the data (for 857 
patients) were used for the training phase of the 
HMM and the remaining 25% of the data (for 
286 patients) were employed to evaluate the 
performance of the model. 
Table 1. The clinical variables of  liver disease that used in the HMM  
Type Variable name  ID  Type Variable name ID 
Real Number White Blood Cell  8- Integer Alkaline Phosphatase  1- 
Real Number Red  Blood Cell  9- 
Real 
Number 
Bilirubin, Total  2- 
Real Number Hemoglobin  10- 
Real 
Number 
Bilirubin, Direct  3- 
Real Number Hematocrit  11- 
Real 
Number 
Partial thromboplastic time  4- 
Real Number Platelet  12- 
Real 
Number 
Mean corpuscular volume  5- 
Real Number 
Aspartate 
Aminotransferase  
13- 
Real 
Number 
Mean corpuscular 
hemoglobin  
6- 
Real Number 
Alanine 
Aminotransferase  
14- 
Real 
Number 
Mean corpuscular 
hemoglobin concentration  
7- 
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Given that the main purpose of this study was to 
evaluate the performance of the HMM in 
predicting and differentiating liver diseases, it 
was necessary to use statistically appropriate 
parameters in order to use the HMM with more 
confidence. To this end, the parameters of 
accuracy, sensitivity, and specificity of 
prediction were used. All the analyses in this 
study were performed via the MATLAB 
software version 2012.  
 
RESULTS 
In this study; the recorded data for 1143 patients 
with different types of liver diseases, including 
fatty liver disease (104), chronic hepatitis (235), 
acute hepatitis (39), liver cancer (152), and 
cirrhosis of the liver were evaluated. Patients’ 
data included 14 laboratory variables that are 
described in Table 1. The number of optimal 
states used in the final model was 5 and 75% of 
the data and EM algorithms were used to train it. 
The condition to stop the algorithm was the 
difference equal to 0.000001 in new estimates of 
the parameters to the amounts of the previous 
ones.  The algorithm with 100 times was 
stopped and the optimal values of the parameters 
of the model were generated. The optimal value 
obtained for the transition probability matrix 
between different states of liver disease were as 
follows (Matrix A) wherein fatty liver disease 
was associated with state 1, chronic hepatitis 
was related to state 2, and acute hepatitis was 
assigned as state 3. As well, liver disease and 
cirrhosis of the liver were marked with states 4 
and 5. For example, the probability that a person 
with fatty liver disease was affected by liver 
cancer was approximately 43% ( 14 0.439a  ) 
and the probability that this illness was in a 
steady state was equal to 41% ( 11 0.417a  ). 
11 12 13 14 15
21 22 23 24 25
31 32 33 34 35
41 42 43 44 45
1 2 3 4 5
1 0.417 0.00025 0.00075 0.439 0.143
2 0.0033 0.0069 0.980 0.0043 0.0055
3 0.037 0.008 0.301 0.311 0.3428
4 0.108 0.0006 0.0010 0.514 0.37
a a a a a
a a a a a
A
a a a a a
a a a a a
    
    

   
    
51 52 53 54 55
1
5 0.031 0.0004 0.0008 0.335 0.6328a a a a a
 
 
 
 
 
 
 
 
      
 
The results of evaluating the HMM are illustrated in Table 2. 
Table 2. The diagnostic performance evaluation of  DHMM by different liver disease. 
Liver Disease  Performance Evaluation 
Measures Cirrhosis Liver cancer Acute hepatitis Chronic hepatitis Fatty liver  
0.8275  0.7100  0.7187  0.8000  0.6985  Sensitivity  
0.9644 0.9653  0.9641  0.9662 0.9468  Specificity  
0.7782  0.7162  0.6793  0.7362 0.6515 Accuracy  
DISCUSSION  
The liver is the largest internal organ and the 
most vital one in the human body along with the 
heart and the brain and life is inevitable without 
such an organ (2). In terms of structure, the liver 
is an intricate organ with various performances; 
therefore, specialists are overwhelmed with 
numerous data to diagnose liver diseases, which 
is also a time-consuming procedure. As 
physician assistant systems, statistical methods, 
including the HMM can help specialists to save 
time in differentiating and classifying various 
liver diseases(4). 
 
The structure of the HMM is more complex than 
other common statistical methods which have 
been used in different fields of computer science 
to detect and recognize speech but not in the 
medical field. To the researchers’ knowledge, 
this study was the first one in which the HMM 
was used in the medical field particularly for 
liver disease diagnosis.  
Using the HMM to detect ECG signals by 
Vimala et al. (16), it was stated that this model 
could be fitted to the data as a powerful 
prediction system. In this study, the HMM was 
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significantly fitted to the data and revealed 
accurate results. In general, a desirable 
performance was shown for the HMM which 
was consistent with the findings of them. 
In this study, five states were included in the 
model; but such states were considered three in 
a study by Hui et al.(24), in which the HMM 
was used to predict the progression of cancer. 
Moreover, the initial values of the model 
parameters were assigned to number between 
zero and one which was in line with the present 
study. Although the sample size used in their 
study was lower than that in the present study, 
acceptable results were obtained in terms of the 
evaluation of the HMM which confirmed the 
findings of this study. In the present study, the 
HMM was of discrete time type while in a study 
by Lee et al. (18), a continuous HMM was used 
to classify the snoring sounds leading to a high 
sensitivity for this model. This indicated the 
great potential of the HMM in predicting and 
classifying different types of data. The high 
sensitivity level obtained in the present study 
also confirmed this issue and it was in 
agreement with the findings of them.The highest 
sensitivity and specificity levels in this study 
were obtained for predicting cirrhosis of the 
liver. the high levels of sensitivity and 
specificity indicated the significant capability of 
the HMM and the results confirmed each other.  
The accuracy of the present study was consistent 
with that of  Wu et al.(19), in which a high 
accuracy level was obtained for the HMM. Both 
studies selected the HMM states based on the 
disease states and this resulted in high levels of 
accuracy of the models. The lowest value 
obtained for the sensitivity of the model in this 
study was about 70% which was higher than that 
found in the investigation by Schmidt  et al.(20) 
,on the detection of heartbeat sounds. This was 
probably due to the  larger sample size in the 
present study.  This study was in the form of a 
report and an interpretation of transition 
probability matrix. Given that the model states 
were considered as 5 states of the disease, there 
were appropriate interpretations for the given 
numbers in the transition probability matrix. For 
example, 23 0.980a   meant that the transition 
probability from state 2 (chronic hepatitis) to 
state 3 of the disease (acute hepatitis) among the 
patients in this study was equal to 98%. 
Furthermore, the probabilities lower than 0.1 in 
the Table represented a very weak transition 
probability such as the transition from liver 
disease to chronic and acute hepatitis or the 
probability of transition from cirrhosis of the 
liver to chronic and acute hepatitis.  
To predict the type of diseases for each person, 
an evaluation was performed through 
considering the data entered into the model and 
the results revealed the great potential of the 
HMM in a way that this model revealed 
different results for predicting each type of liver 
disease. The model had the highest level of 
accuracy in diagnosing cirrhosis of the liver and 
the lowest accuracy in the diagnosis of fatty 
liver disease (65 %). 
One of the main limitations of this study was the 
lack of accurate recording of data related to 
patients with liver diseases which in turn had a 
significant impact on the accuracy of the final 
model. 
 
CONCLUSION 
In conclusion, it was argued that the diagnosis of 
diseases through intelligent systems was 
characterized by quicker, more accurate, and 
low-cost performance which was of utmost 
importance in healthcare issues. Therefore, the 
use of the HMM in the field of diagnosis of liver 
diseases was recommended. 
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