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Chapter 1 
 
Introduction 
 A power analysis can be performed in the planning phases of an experiment to 
determine if the sample size is sufficiently large to find a statistically significant result if 
it exists.  Power analyses are an amalgamation of four components:  (1) choice of one-
tailed vs. two tailed tests (where appropriate), (2) the significance level (α), (3) the effect 
size, and (4) the sample size.   
 In the context of testing whether the Pearson product moment correlation 
coefficient, r, is statistically significant, the null hypothesis is H0: ρ = 0.  The alternative 
hypothesis may be either Ha: ρ < 0 or Ha: ρ > 0 which are unidirectional or Ha: ρ ≠ 0 
which is bidirectional.  In research contexts where the direction may be postulated, the 
unidirectional test should be selected because it has more statistical power than a bi-
directional test. 
The significance level (α), the second component, is the a priori threshold of what 
constitutes a rare event.  When the underlying assumptions of a statistical test are met, α 
also sets the likelihood of committing a Type I error; which is the probability of rejecting 
a true null hypothesis.  This is commonly known as the false positive rate.  Customary 
significance levels set for this threshold in the behavioral and social sciences are 1% and 
5%.  The larger α level is often selected when additional statistical power is required, 
whereas the lower α is chosen when the cost of a making a Type I error is greater.   
According to Cohen (1988), an effect size is “the degree to which the 
phenomenon is present in the population.” (p. 9).  Hence, r is a measure of effect.   
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Whether r is positive or negative, its squared magnitude is a measure of the relative 
strength of the linear relationship between an independent variable and a dependent  
variable.  As the magnitude of r is hypothesized to be larger or smaller, power will 
increase or decrease respectively.   
Sample size also has an effect on power.  It is widely known that smaller samples 
are less accurate, reliable, and precise while larger samples are more accurate, reliable 
and precise.  These differing characteristics can have an effect power.  Additionally, a 
review of Cohen’s (1988) correlation power tables will show that if r (effect size) is held 
constant, then smaller samples have lower power than larger samples.  And, as the effect 
size, r, increases, the power of smaller samples increases, but the power of larger samples 
is greater.  Thus, intangibles of sample sizes such as reliability, accuracy, and precision 
affect power just as the statistical properties of effect size as well.   
As a descriptive statistic, there are statistical assumptions associated with r.  
Havlicek and Peterson (1976) noted these assumptions are (1) the scale of measurement 
is continuous for both variables, (2) a normal bivariate distribution exists, (3) each pair of 
scores is independent of the other scores, and (4) there is a rectilinear relationship 
between the variables 
As an inferential statistic, violating these assumptions may have an adverse effect 
on the statistical properties of hypothesis tests on the correlation.  For instance, Havlicek 
and Peterson (1976) performed a Monte Carlo simulation on the effects of violating the 
continuous scale of measurement assumption.  Although there were slight deviations 
from the normal distribution, Havlicek and Peterson (1976) ruled those deviations to be 
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marginal and concluded that the null hypothesis of ρ=0 was robust to violations of 
measurement scale.   
Another Monte Carlo study addressed the issue of measurement error.  Brooks, 
Kanyongo, Kyei-Blankson, and Gocmen (2002), found that increasing measurement error 
actually decreased statistical power while decreasing measurement error had the opposite 
effect.  Several other researchers obtained mixed results when the normality statistical 
assumption was violated (Student, 1908, Soper, 1913, Fisher, 1915, Pearson, 1931, 
Pearson, 1932, and Rider, 1932). 
Research Problem 
The question remains how small samples drawn from non-normal populations 
affect the Type II error properties when testing the hypothesis Ha = some value other than 
0.  The literature is extensive regarding small samples and the null hypothesis ρ=0.  
Fisher, Soper, and Student have provided mathematically labor intensive formulas to 
replicate the frequency distribution of r when ρ=0 for normally distributed data (Student 
1908, Soper 1913, and Fisher 1915).  And, to tie together the work of Fisher, Soper, and 
Student, Florence Nightingale David (1938) completed the formulation of the ordinates to 
define the shape of the frequency distribution of r from a normally distributed population 
for samples as small as three to as large as 400.  The tables which contained the ordinates 
also evaluated the frequency distribution of r for ρ=0.0 through ρ=0.9.  Additionally, 
David (1938) also computed the probability integral for values of r ranging from -1.00 to 
+1.00 corresponding to their respective ordinates and ρ.  The extensive tables created by 
David (1938) are the basis for the correlation power tables found in Cohen (1988).  Given 
the research pertaining to the correlation coefficient, what remains to be investigated is  
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the relationship between r and the Type II error rate.  Blair and Lawson (1982) found that 
the correlation coefficient was not quite robust to the Type I error rate with respect to 
Bradley’s (1978) liberal criterion.  Sawilowsky and Hillman (1991) and Sawilowsky and 
Blair (1992) found that the independent samples t test for nonnormal datasets were robust 
with respect to Type I and Type II error rates.  So, to clarify the research on r in small 
samples, an investigation of r in small samples from non-normal populations with ρ≠0 
and its effect on Type II error properties will be studied here.  More specifically, given a 
null hypothesis of Ho:ρ=0, what effect will altering a treatment of Ha:ρ≠0 by varying 
levels have on the number of false negatives of the correlation coefficient?   
Significance of the Problem 
This problem is significant given that many researchers use the correlation 
coefficient and power tables without regard to whether the parent population is normally 
distributed.  Consequently, interpretation of the results may be based on samples that are 
not sufficient or power values that are underestimated or overestimated.  
Limitations 
The significance levels will be limited to 1% and 5%. 
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Chapter 2 
Literature Review 
 Brooks, Kanyongo, Kyei-Blankson, and Gocmen (2002) addressed the 
issue of measurement error and its effect on r with a Monte Carlo simulation. They 
created normally distributed, yet low reliability data.  The low reliability data was defined 
as the proportion or ratio of raw score variance to true score variance.  They analyzed the 
effect of low reliability on, among other values, the correlation coefficient.  They found 
that as reliability changes so does the raw score variance.  In other words, reducing 
reliability resulted in increasing raw score variance.  An increase in raw score variance 
decreased statistical power.  They also found the converse to be true as well.  
The test of the correlation appears to be robust to the violation of independence in 
very mild cases.  Edgell and Noon (1984) conducted a Monte Carlo simulation on paired 
data in which both variables were dependent (one variable was the squared representation 
of the other) and the population correlation was zero.  They found that if the correlation 
for the distribution of either variable was small and the probability of selecting the given 
distribution was large, then r was robust.  Otherwise, r could be extremely sensitive to 
dependence.   
Havlicek and Peterson (1976) studied the effect on r when the scale of 
measurement assumption was violated.  Havlicek and Peterson (1976) performed a 
Monte Carlo simulation on the effects of violating the continuous scale of measurement 
statistical assumption.  Nine groupings (in independent pairs) of data transformed into 
interval, ordinal or percentiles were created.  Five thousand iterations of samples of size 5 
and 15 were produced and evaluated to determine the proportion of rs that would exceed 
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a given level of significance ranging from .5% to 5%.  Although the distribution of rs 
deviated from the theoretical distribution, it was determined that the deviations were 
essentially negligible.  Hence, hypothesis tests of Ho: r=0 appear to be robust to 
violations of scale of measurement. 
Using a real data set, and Monte Carlo methods, Student (1908) studied the 
distribution of the sampled r when the population correlation ρ was zero or nonzero.  His 
methodology entailed measuring the left middle finger of 3000 criminals.  The 
measurements were stature and length.  He put together 750 samples of four correlations 
(n=4) of stature and length.  The population correlation for this grouping was ρ=0.66. 
 Next, to create independent samples whose population correlation would be zero, 
Student (1908) measured the stature of one group and correlated that with the lengths 
from a different group.  This methodology resulted in 750 samples of size four as well.  
To create larger samples (n=8), Student (1908) combined two samples of size four by 
adding one sample to the tenth sample before it and after it.  This procedure produced 
750 samples of size eight for which ρ=0 or ρ=0.66. 
 Student (1908) used a frequency table to display the results.  He found that in the 
independent case (ρ=0) more sample rs tended to group around zero than not.  Yet, when 
there was a correlation in the parent population (ρ=0.66) the sampled correlations tended 
to be larger than ρ.   
 If the sample size was small, then the discrepancy tended to be large.  For 
instance, in samples of size four with ρ=0.66 a majority of the sampled rs were in the 
range of 0.93 to 0.97.  But, when the sample size was increased to eight, a majority of the 
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sampled rs ranged from 0.78 to 0.82.  So, conversely, as the sample size increased the 
error decreased as well.   
Indeed, in the same study, Student (1908) conducted an examination on a larger 
sample and determined that when the frequency distribution of 100 samples of size 30 
was analyzed, a majority of the correlations ranged from 0.68 to 0.70.  This range of 
sample correlations was more reflective of the population correlation (ρ=0.66) than the 
correlations which corresponded to samples of size four and eight.  So, the research of 
Student (1908) showed that there was a discrepancy between r and ρ not only when the 
samples were small, but also when the samples were small and ρ was large.   
 Soper (1913) continued the discussion regarding the error of the correlation 
coefficient by comparing his results to the results of Student (1908).  In his study, Soper 
(1913) determined that if the sample size was small or the correlation coefficient was 
near its end points, then the frequency distribution of r was skewed.  He also concluded 
that the value of r was more likely the modal value in the sample and not ρ or the mean 
value of r.  Soper’s (1913) results were extrapolated using a lengthy mathematical proof.  
However, he established the point that if n was small and ρ large, the modal value of r 
can be larger than ρ and possibly greater than one.   
Additionally, when Soper (1913) compared the mean r to Student’s (1908) mean 
r, in both cases, the error differences between mean r and ρ decreased as the sample size 
increased.  Also, yet not surprising, as the sample size continued to increase mean r began 
to reflect ρ.  Conversely, it can be concluded that descriptive estimates of ρ in small 
samples can be unstable.   
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In a more comprehensive study, Soper, Young, Cave, and Pearson (1917) also 
investigated the frequency distribution of r in small samples.  Again using an elaborate 
mathematical proof, Soper et al. (1917) illustrated that in small samples (2-25) with large 
ρ (0.6 or 0.8) the frequency distribution was slow to approach the normal distribution.  
Although samples of 25 with ρ=0 more closely resembled the normal distribution, as ρ 
increased from 0.0 to 0.9 the frequency distribution tended to deviate quite severely from 
normality.   
Up until this point, experimental research focused on investigating the correlation 
coefficient when the assumption of normality was not violated (Student, 1908; Soper, 
1913; and; Fisher, 1915).  Pearson (1931) undertook the task of investigating r when the 
assumption of normality was violated and ρ=0.   
Regarding the consequences of violating the normality assumption, Pearson 
(1931) considered leptokurtic, slightly skewed, and very skewed distributions.  Iterations 
of 250 to 395 were used to create sampling distributions of size 10 and 20.  Although 
there were slight departures from the theoretical normal distribution (as measured by the 
standard deviation of r), the results appeared to indicate that r is essentially insensitive to 
the effects of non-normality.  
As a continuation of his earlier work, Pearson (1932) investigated the effects on ρ 
if the population distribution for each variable differed (i. e. one variable is skewed and 
the other variable is leptokurtic).  His methodology consisted of three series of xy 
variable pairings such that within each series at least one variable’s distribution was 
symmetrical.  Five hundred samples of size 10 and 20 each were drawn and their 
frequency distributions were developed.  The chi square goodness of fit test was 
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performed to compare the overall fit of the sampling distributions with the normal 
distribution.  The results showed that the fit was “remarkably satisfactory.”   
Prior to Pearson’s (1932) study of the effects of variable distribution on ρ, Baker 
(1930) investigated the effects of outliers on the correlation coefficient.  Baker (1930) 
collected mortality rates from 50 large cities for several years and seasons for pneumonia 
and influenza.  The years in the study represented the variables and the cities represented 
the bivariate data.  The correlation coefficient was computed with extreme variables 
included and with extreme variables excluded.  When the correlation coefficient was 
computed with the outliers included, Baker (1930) found that r was notably larger than 
the correlation computed with the outliers excluded.   
Abdullah (1984) performed a similar study to Baker (1930).  Abdullah (1984) 
investigated the effects of outliers on the robustness of the correlation coefficient.  In the 
study, 100 observations were generated using a linear relationship in which y was a 
function of x which was normally distributed.  The population correlation of the 
generated data was ρ=1.  And, the sample correlation coefficient was r=0.984. 
Abdullah (1984) then contaminated the data by replacing fifty data points with 
outliers.  The contaminated data was generated using a linear relationship in which x was 
uniformly distributed and y was normally distributed.  The proportion of contamination 
was in multiples of ten.  From 0% contamination to 10% contamination, the correlation 
coefficient reduced from 0.984 to -0.070.  As the amount of contamination (as measured 
by the outliers) increased, the greater the sample correlation coefficient was in error of 
the population correlation coefficient.   
10 
 
Srivastava and Lee (1984) measured contamination differently than Abdullah 
(1984).  Srivastava and Lee (1984) defined a contaminated bivariate normal distribution 
as a “mixture of two bivariate normal distributions with zero mean but different 
covariances and mixing proportions 1-λ and λ, respectively.”  The intent of Srivastava 
and Lee (1984) was to study how well transformations of r performed when the 
population of r was defined as above and modeled using the probability density function 
(1-λ)φ(x;0,I)+ λφ(x;0,bI) where λ was between 0 and 1 inclusive, b, which represents the 
variance of the population, was at least 3, and ρ=0.   
Srivastava and Lee (1984) selected samples of size six and ten.  To approximate 
the sampling distribution of r, Student’s t and Fisher’s z approximations (among others) 
were used.  Srivastava and Lee (1984) computed the proportion of rs, for each 
distribution, that violated nominal alpha of 5% and 10% based upon varying levels of 
contamination and variance.  Srivastava and Lee (1984) found that Fisher’s z and 
Student’s t did not perform well under the given conditions.  More specifically, as 
nominal alpha increased, the sample size increased, contamination increased, and the 
variance increased, so did the proportion of rs that violated alpha for Student’s t and 
Fisher’s z.  So, although Student’s t and Fisher’s z may be close approximations of 
normal bivariate distributions of r, when the distribution is not normal, then Srivastava 
and Lee (1984) showed that Student’s t and Fisher’s z are not acceptable transformations 
of r.   
At the behest of Pearson, Rider (1932) built upon the results of Pearson.  Using a 
pseudo-random number generator, 1,000 samples of size five were obtained for 
rectangular, triangular, and normal distributions.  Additionally, 500 samples of size ten  
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were generated for the triangular and normal distributions.  The rectangular distribution 
produced a population correlation of zero, the triangular distribution produced a 
population correlation of 0.5, and the normal distribution produced a population 
correlation of 0.9.   
Using the Chi-squared goodness of fit test, Rider (1932) found that the observed 
frequency distribution for the rectangular population fit the normal theory frequency 
distribution quite well when ρ=0.  The triangular distribution generated mixed results.  
The fit of the frequency distribution of samples of size five was acceptable; but, the fit of 
the frequency distribution of samples of size ten was weak.  And, after performing 
Fisher’s transformation on the normal distribution with ρ=0.9, Rider (1932) found that 
the fit of the distribution was weak also.  So, when ρ=0, the fit of r was acceptable.  
When ρ≠0, the fit of r was unacceptable as noted in the case described above.  A detailed 
examination of Rider (1932) shows that a non-normal distribution with ρ≠0 coupled with 
a small sample can produce a sampled r which may be in error.   
The mixed results of the triangular distribution of Rider (1932) were contradicted 
by Kowalski (1972).  Kowalski (1972) used a ‘Fourier approach’ to evaluating the 
correlation coefficient derived from a population that was not normal.  One of his 
objectives was to test Pearson’s claim that r was insensitive to non-normality.   
Using a Fourier estimator, Kowalski (1972) evaluated the distribution of r by 
creating a non-normal population from a mixture of bivariate normal distributions.  One 
hundred samples of size 30 were drawn from the indicated population with ρ=0.  
Kowalski (1972) found that r was sensitive to departures from normality which was in 
contrast to the results of Pearson. 
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Robustness studies using data gathered in true research settings should be 
considered a next step in investigating how r functions.  Many of the distributions used to 
evaluate the robustness of r are the popular distributions used in most robustness studies 
(i.e. normal, exponential, or uniform distributions).  Micceri (1989) decided to challenge 
the notion of normality.  After collecting 440 psychometric and educational data sets 
from journal articles, statewide tests, national tests, college entrance exams, and various 
other research initiatives, Micceri (1989) evaluated each distribution to determine how 
closely each matched the Gaussian (normal) distribution.  The normality characteristics 
measured were tail weight and symmetry/asymmetry.  Although there were a few that 
were nearly Gaussian, none of the distributions inspected passed all of the tests for 
normality.   
Micceri (1989) postulated that “60% of all distributions result directly from 
research and 33% percent from state, district, or university scoring programs.”  Hence, 
the use of theoretical distributions to test the robustness of r may not be as instructive as 
evaluating distributions which are used in practice.   
Blair and Lawson (1982) expressed a similar concern regarding using the popular 
distributions for robustness studies.  Their goal was to be able to provide a more rigorous 
test of the robustness of r when the population was not normal and when ρ=0.  Blair and 
Lawson (1982) used a Bradley distribution which is a mixture of three normal probability 
distributions with varying means and standard deviations.  The resulting population is ‘L’ 
shaped with a skew greater than three and kurtosis roughly 17.   
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A Monte Carlo simulation was employed.  Samples of size 5, 30, 50, and 100 
were repeatedly sampled 5,000 times.  The correlation coefficient was computed each 
time and the proportion of nominal alpha (1%, 2%, 5%, and 10%) violations was 
recorded for each sample.  Blair and Lawson (1982) found significant violations of 
nominal alpha for samples greater than size five.  Nominal alpha in the lower tail was 
consistently deflated while nominal alpha in the upper tail was consistently inflated.   
Sawilowsky and Blair (1992) also investigated the robustness of the t test with a 
twist which included the Type II error properties in populations that were not normally 
distributed.  Ironically, the Sawilowsky and Blair (1992) study evaluated robustness and 
Type II error properties of the t test on the Micceri (1989) distributions.  Those 
distributions are defined as the discrete mass at zero with gap, extreme asymmetry 
(growth), mass at zero, extreme asymmetry (decay), extreme bimodality, multimodality 
and lumpiness, digit preference, and smooth symmetric.   
In their study, Monte Carlo methods were used on independent samples of sizes 
five through 15 (matched equally or unequally) for each of the eight Micceri (1989) 
distributions to determine the robustness of the t test to Type I error.  The results showed 
that the divergence from nominal alpha of 5% or 1% were within the limits of Cochran’s 
(1947) and Bradley’s (1978) criterion.   
Monte Carlo methods were used to test the robustness of the t test to Type II error 
rates.  To do so, transformed variables were created by shifting the location of one of the 
variables by two-tenths, five-tenths, eight-tenths, or one and two-tenths of a standard 
deviation.  Doing so produces the treatment effect needed to measure the Type II error 
rate.  The results for this portion of the study showed that the Type II error rate was 
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similar to the normal distribution.  According to the authors, “…for shift alternatives, the 
rejection rate of the independent samples t test was maintained at a fairly consistent level, 
regardless of the population shape, sample size, and effect size.”   
A previous, yet quite similar study by Sawilowsky and Hillman (1991) produced 
similar results.  In this study, the discrete mass at zero Micceri (1989) distribution was 
singled out as the data set to investigate given its likeness to psychometric or 
psychological measures.  Regarding the Type II error rate specifically, Sawilowsky and 
Hillman concluded that, “…when confronted with nonnormal data sets such as this, 
psychology researchers need not make any modifications to Cohen’s (1988) tables when 
making sample size determinations” (p. 3).  In larger samples, the author’s discovered 
that the results were in agreement with the normal distribution.  In smaller samples, the 
loss of power was minimal to negligible at approximately 1%. 
The Blair and Lawson (1982), Sawilowsky and Blair (1992), Sawilowsky and 
Hillman (1991), and the Micceri (1989) results makes an interesting statement about 
nonnormal populations, the correlation coefficient, and in particular Type II error rates.  
Blair and Lawson (1982) found that the correlation coefficient in small samples from 
non-normal populations affects the Type I error which by default will affect the Type II 
error rate.  They determined that the Type I error in the lower tail of the distribution did 
not meet Bradley’s (1978) liberal criterion for the 5% or 1% significance level.  Micceri 
(1989) found that the practical distributions examined in his research did not mirror the 
normal distribution.  But, Sawilowsky and Blair (1992) and Sawilowsky and Hillman 
(1991) showed that the independent samples t test was reasonably robust with respect to 
Type I and Type II error rates regarding the Micceri (1989) data sets.  Hence, the goal of 
15 
 
this study is to evaluate the relationship between the correlation coefficient from 
nonnormal populations and the effect it has on the Type II error rate.  Doing so will 
similarly elucidate the agreement between the correlation coefficient and power as noted 
by Cohen (1988) as it pertains to the normal distribution.   
 
 
16 
 
Chapter 3 
Methodology 
A Monte Carlo simulation will be employed to evaluate the Type II error rate 
when the correlation coefficient is computed from small samples drawn from non-normal 
populations.  Fortran Essential Lahey 90 version four along with its realpops 2.0 
subroutine is the compiler and random number generator that will be used to perform the 
simulation.  The following is a step by step explanation of the methodology that will be 
used for this investigation. 
 Step one will require extracting x and y scores of sample sizes 5, 15, 30, and 60 
from the Normal Distribution, Chi square Distribution (1 DF and 2 DF), Laplace 
Distribution, and T Distribution (3 DF).  Figures 1 – 4 are are author created illustrations 
of the distributions that will be used in the investigation.  The illustrations were created 
using the drawing graphics in Micorsoft PowerPoint.  Each of the graphics were 
converted to jpeg pictures and pasted into this document.  
The sample sizes are within the range of those studied by Student (1908), 
Kowalski (1972), Rider (1932), Blair and Lawson (1982), and others.  These scores will 
be uncorrelated and will be used to test the hypothesis that rho is 0 for each of the 
indicated distributions.   
Step two will require computing the sample r by using the raw score formula for 
the linear correlation coefficient on the sample data extracted for each distribution.  The 
null hypothesis that rho is 0 will be tested using the sample r computed in step two.  The  
sample r computed in step two will be used in step three to calculate the t test statistic for 
bivariate data, t = 
r
r
n
1
2
2−
−
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 In step four, the t test statistic calculated in step three will be compared to the t 
critical value for the corresponding sample sizes, degrees of freedom, and significance 
levels (5% and 1%).  Steps one through four will be conducted 1 million times for each 
distribution, sample size, and significance level.  The proportion of test statistics that 
exceed the critical values will be computed.  This proportion will be used as a baseline to 
measure and compare the robustness of the t test for the normal distribution and 
nonnormal distributions.  This is the typical type one error rate robustness study.  It is 
expected that the results will reflect the significance levels of 5% and 1%.  Next is an 
explanation of the investigation of the type two error rate for the correlation coefficient. 
 First, the Fleishman Method (Fleishman, 1978) will be used to correlate the data 
by 0.1, 0.5, 0.7, and 0.9 for each distribution and their corresponding skew and kurtosis.  
More specifically, Table 1 (Sawilowsky and Fahoome, 2003) details how variates 
extracted from the Normal Distribution will be correlated via a Fleishman Equation for 
each of the investigated distributions.  The Fleishman Equation referred to in Table 1 
(Sawilowsky and Fahoome, 2003) is the equation  
0 = root2 * (B2 + 6BD + 9D2 + 2A2root2 + 6D2root4) - ρ.   
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  Next, the equation above will be solved within the written Fortran code to 
produce a positive solution root which will be used in the next set of equations:   
1. x root z z root= + −* *1 2
21  
2. y root z z root= + −* *1 3
21 . 
Equations 1 and 2 will be used to convert the variates extracted from the Normal 
Distribution into intermediate variates which reflect the distributions in Table 1 
(Sawilowsky and Fahoome, 2003).   
 Subsequently, the following set of Fleishman Equations (Sawilowsky and 
Fahoome, 2003) will be used:   
1. X A BX A X DXi i i= + + − +( )
2 3  
2. Y A BY A Y DYi i i= + + − +( )
2 3 . 
Equations 3 and 4 will be used to convert the intermediate values found in equations 1 
and 2 into values which are reflective of variates from their respective distributions with 
corresponding skew and kurtosis. 
Table 1:  Solutions To The Fleishman Equation For Selected Distributions 
Distribution Skew Kurtosis A B D
Normal Distribution 0 0 0 1 0
Chi Squared Distribution (1 DF) 2.8284 12 -0.5207 0.6146 0.02007
Chi Square Distribution (2 DF) 2 6 0.3137 0.8263 0.02271
Laplace Distribution 0 3 0 0.7828 0.0679
T Distribution (3 DF) 0 17 0 0.3938 0.1713  
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 After which, the final set of variates, which will be correlated by 0.1, 0.5, 0.7, or 
0.9, will be used to test the null hypothesis that rho is 0.  In other words, by maintaining a 
null hypothesis of ρ = 0 and increasing the treatment effect (i.e. making ρ progressively 
stronger) this will elucidate Type II error properties of the t test and not Type I error 
properties.   
 Next, the linear correlation coefficient raw score formula will be used to compute 
the sample r on the final set of variates determined from equations 3 and 4 and for each of 
the indicated distributions.  Continuing, the sample r computed from the raw score 
formula will be used to compute the t test statistic for bivariate data, t = 
r
r
n
1
2
2−
−
. 
Then, the t test statistic will be compared to the t critical value for the corresponding 
sample sizes, degrees of freedom, and significance levels (5% and 1%).  This process will 
be conducted 1 million times for each distribution, sample size, and significance level.   
 Finally, the proportion of test statistics that exceed the t critical values will be 
computed.  These results will be compared to the baseline measurements previously 
explained.  The expectation is that the percent of rejections for the null hypothesis will be 
more than the baseline measurement given that the null hypothesis is being made 
increasingly false.  Upon completion of the simulation, the data gathered will be 
displayed in tables and charts. 
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Figure 1:  Chi Square 
 
 
Figure 2:  Laplace 
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Figure 3:  t Distribution 
 
 
Figure 4:  Normal Distribution 
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Chapter 4 
Results 
 The results of the investigation are presented on the pages that follow.  
The results are presented in tables and charts.  Tables 2 – 9 are the rejection rates for false 
null hypotheses corresponding to treatment effect, distribution, significance level, and 
sample size.  The treatment effect for ρ = 0.0, 0.1, 0.5, 0.7, or 0.9 is located across the top 
row of each table.  The distribution and sample size is located in the left column of each 
table.  The title of each table indicates the significance level under investigation.  The 
body of each table contains the rejection rates in decimal format for the upper tail and 
lower tail regions of each distribution.  The values in red in each table are the sum of the 
upper tail and lower tail values for each treatment effect converted to a percentage.  
Summing and converting these values to percentages makes rejection rate interpretability 
evident.   
 Figures 5 – 50 are illustrations of each distribution corresponding to the 
red percentages from each of Tables 2 – 9.  The vertical axis is the percent of rejections 
of false null hypotheses.  The horizontal axes is the treatment effect for  
ρ = 0.0, 0.1, 0.5, 0.7, or 0.9.  The title of each figure identifies the distribution, 
significance level, and sample size illustrated.  The body of each figure is a line graph 
which represents the percentages of rejections of false null hypotheses. 
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Table 2:  Type II Robustness at 5% Significance Level - Sample Size 5, Normal and 
Nonnormal Distributions, and Rho 
0.0 0.1 0.5 0.7 0.9
Sample Size:  5
Normal Distribution
upper tail 0.0250470 0.0341030 0.1270180 0.2687620 0.6720820
lower tail 0.0251560 0.0181060 0.0037570 0.0011580 0.0000830
5.020300% 5.220900% 13.077500% 26.992000% 67.216500%
Chi Square Distribution (1 df)
upper tail 0.0564260 0.0781430 0.2085880 0.3381290 0.6318800
lower tail 0.0089500 0.0072610 0.0027710 0.0011990 0.0001820
6.537600% 8.540400% 21.135900% 33.932800% 63.206200%
Chi Square Distribution (2 df) 
upper tail 0.0399070 0.0594350 0.1932600 0.3403130 0.6772020
lower tail 0.0149470 0.0101480 0.0022610 0.0007490 0.0000720
5.485400% 6.958300% 19.552100% 34.106200% 67.727400%
Laplace Distribution
upper tail 0.0261990 0.0262810 0.0570940 0.1255350 0.4308880
lower tail 0.0261500 0.0244920 0.0105880 0.0037800 0.0003940
5.234900% 5.077300% 6.768200% 12.931500% 43.128200%
T Distribution (3 df)
upper tail 0.0259140 0.0300440 0.0655180 0.1389190 0.4242260
lower tail 0.0260070 0.0278530 0.0114020 0.0038790 0.0003920
5.192100% 5.789700% 7.692000% 14.279800% 42.461800%
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Table 3:  Type II Robustness at 5% Significance Level - Sample Size 15, Normal 
and Nonnormal Distributions, and Rho 
0.0 0.1 0.5 0.7 0.9
Sample Size:  15 
Normal Distribution
upper tail 0.0252240 0.0531030 0.5011600 0.8770330 0.9992850
lower tail 0.0250460 0.0107470 0.0000870 0.0000010 0.0000000
5.027000% 6.385000% 50.124700% 87.703400% 99.928500%
Chi Square Distribution (1 df)
upper tail 0.0508070 0.1000120 0.4768260 0.7744160 0.9910500
lower tail 0.0035600 0.0018330 0.0000750 0.0000080 0.0000000
5.436700% 10.184500% 47.690100% 77.442400% 99.105000%
Chi Square Distribution (2 df) 
upper tail 0.0406750 0.0817130 0.5039500 0.8381700 0.9984680
lower tail 0.0100050 0.0037540 0.0000210 0.0000000 0.0000000
5.068000% 8.546700% 50.397100% 83.817000% 99.846800%
Laplace Distribution
upper tail 0.0259950 0.0278820 0.1411520 0.4670590 0.9784730
lower tail 0.0266130 0.0238540 0.0026850 0.0001310 0.0000000
5.260800% 5.173600% 14.383700% 46.719000% 97.847300%
T Distribution (3 df)
upper tail 0.0267770 0.0322590 0.1337660 0.3976870 0.9479080
lower tail 0.0269860 0.0282640 0.0040730 0.0002260 0.0000000
5.376300% 6.052300% 13.783900% 39.791300% 94.790800%
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Table 4:  Type II Robustness at 5% Significance Level - Sample Size 30, Normal 
and Nonnormal Distributions, and Rho 
0.0 0.1 0.5 0.7 0.9
Sample Size:  30
Normal Distribution
upper tail 0.0251270 0.0751280 0.8280630 0.9952200 1.0000000
lower tail 0.0249180 0.0067590 0.0000030 0.0000000 0.0000000
5.004500% 8.188700% 82.806600% 99.522000% 100.000000%
Chi Square Distribution (1 df)
upper tail 0.0460630 0.1198440 0.7213500 0.9627520 0.9999790
lower tail 0.0039860 0.0012730 0.0000050 0.0000000 0.0000000
5.004900% 12.111700% 72.135500% 96.275200% 99.997900%
Chi Square Distribution (2 df) 
upper tail 0.0378940 0.1011260 0.7829260 0.9874270 0.9999990
lower tail 0.0110010 0.0024110 0.0000010 0.0000000 0.0000000
4.889500% 10.353700% 78.292700% 98.742700% 99.999900%
Laplace Distribution
upper tail 0.0258300 0.0288200 0.2576570 0.7908980 0.9993400
lower tail 0.0258650 0.0229970 0.0006160 0.0000200 0.0000000
5.169500% 5.181700% 25.827300% 79.091800% 99.934000%
T Distribution (3 df)
upper tail 0.0264290 0.0321230 0.2122560 0.6706480 0.9993790
lower tail 0.0262680 0.0266610 0.0014770 0.0000130 0.0000000
5.269700% 5.878400% 21.373300% 67.066100% 99.937900%
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Table 5:  Type II Robustness at 5% Significance Level - Sample Size 60, Normal 
and Nonnormal Distributions, and Rho 
0.0 0.1 0.5 0.7 0.9
Sample Size:  60 
Normal Distribution
upper tail 0.0249430 0.1153850 0.9868140 0.9999980 1.0000000
lower tail 0.0254010 0.0033990 0.0000000 0.0000000 0.0000000
5.034400% 11.878400% 98.681400% 99.999800% 100.000000%
Chi Square Distribution (1 df)
upper tail 0.0422400 0.1553470 0.9346080 0.9938600 1.0000000
lower tail 0.0059280 0.0008760 0.0000000 0.0000000 0.0000000
4.816800% 15.622300% 93.460800% 99.386000% 100.000000%
Chi Square Distribution (2 df) 
upper tail 0.0354980 0.1373880 0.9707040 0.9999670 1.0000000
lower tail 0.0135390 0.0014180 0.0000000 0.0000000 0.0000000
4.903700% 13.880600% 97.070400% 99.996700% 100.000000%
Laplace Distribution
upper tail 0.0257930 0.0300470 0.4727320 0.9788360 1.0000000
lower tail 0.0257400 0.0211880 0.0000750 0.0000000 0.0000000
5.153300% 5.123500% 47.280700% 97.883600% 100.000000%
T Distribution (3 df)
upper tail 0.0260270 0.0318350 0.3650470 0.9281790 1.0000000
lower tail 0.0260900 0.0240100 0.0003670 0.0000000 0.0000000
5.211700% 5.584500% 36.541400% 92.817900% 100.000000%
 
27 
 
 
Table 6:  Type II Robustness at 1% Significance Level - Sample Size 5, Normal and 
Nonnormal Distributions, and Rho 
0.0 0.1 0.5 0.7 0.9
Sample Size:  5
Normal Distribution
upper tail 0.0048490 0.0071020 0.0299030 0.0744390 0.3089990
lower tail 0.0050910 0.0035110 0.0006640 0.0001990 0.0000180
0.994000% 1.061300% 3.056700% 7.463800% 30.901700%
Chi Square Distribution (1 df)
upper tail 0.0191180 0.0282330 0.0914230 0.1651120 0.3847360
lower tail 0.0015440 0.0012940 0.0004770 0.0002070 0.0000240
2.066200% 2.952700% 9.190000% 16.531900% 38.476000%
Chi Square Distribution (2 df) 
upper tail 0.0101980 0.0167710 0.0704350 0.1441790 0.3879620
lower tail 0.0026740 0.0017970 0.0004220 0.0001530 0.0000150
1.287200% 1.856800% 7.085700% 14.433200% 38.797700%
Laplace Distribution
upper tail 0.0052740 0.0053170 0.0122650 0.0302820 0.1506480
lower tail 0.0052860 0.0048340 0.0019950 0.0007220 0.0000770
1.056000% 1.015100% 1.426000% 3.100400% 15.072500%
T Distribution (3 df)
upper tail 0.0053780 0.0069700 0.0170750 0.0415110 0.1773280
lower tail 0.0053490 0.0062990 0.0023560 0.0007560 0.0000940
1.072700% 1.326900% 1.943100% 4.226700% 17.742200%
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Table 7:  Type II Robustness at 1% Significance Level - Sample Size 15, Normal 
and Nonnormal Distributions, and Rho 
0.0 0.1 0.5 0.7 0.9
Sample Size:  15 
Normal Distribution
upper tail 0.0049830 0.0124230 0.2495410 0.6838760 0.9951750
lower tail 0.0048610 0.0018410 0.0000140 0.0000010 0.0000000
0.984400% 1.426400% 24.955500% 68.387700% 99.517500%
Chi Square Distribution (1 df)
upper tail 0.0215990 0.0479160 0.3132740 0.6126910 0.9676050
lower tail 0.0001700 0.0000920 0.0000040 0.0000020 0.0000000
2.176900% 4.800800% 31.327800% 61.269300% 96.760500%
Chi Square Distribution (2 df) 
upper tail 0.0136230 0.0310830 0.3043050 0.6605370 0.9894410
lower tail 0.0008610 0.0003340 0.0000000 0.0000000 0.0000000
1.448400% 3.141700% 30.430500% 66.053700% 98.944100%
Laplace Distribution
upper tail 0.0058750 0.0061350 0.0441910 0.2282590 0.9115920
lower tail 0.0059130 0.0050820 0.0004160 0.0000100 0.0000000
1.178800% 1.121700% 4.460700% 22.826900% 91.159200%
T Distribution (3 df)
upper tail 0.0067060 0.0104600 0.0542500 0.2095350 0.8303450
lower tail 0.0067220 0.0089300 0.0010170 0.0000330 0.0000000
1.342800% 1.939000% 5.526700% 20.956800% 83.034500%
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Table 8:  Type II Robustness at 1% Significance Level - Sample Size 30, Normal 
and Nonnormal Distributions, and Rho 
0.0 0.1 0.5 0.7 0.9
Sample Size:  30
Normal Distribution
upper tail 0.0049920 0.0192580 0.6181510 0.9757390 1.0000000
lower tail 0.0050110 0.0010360 0.0000000 0.0000000 0.0000000
1.000300% 2.029400% 61.815100% 97.573900% 100.000000%
Chi Square Distribution (1 df)
upper tail 0.0191230 0.0586690 0.5574230 0.9041380 0.9998830
lower tail 0.0001320 0.0000280 0.0000000 0.0000000 0.0000000
1.925500% 5.869700% 55.742300% 90.413800% 99.988300%
Chi Square Distribution (2 df) 
upper tail 0.0125100 0.0399440 0.5953250 0.9505850 0.9999930
lower tail 0.0008740 0.0001560 0.0000000 0.0000000 0.0000000
1.338400% 4.010000% 59.532500% 95.058500% 99.999300%
Laplace Distribution
upper tail 0.0057360 0.0064000 0.1015300 0.5655700 0.9993810
lower tail 0.0057950 0.0047160 0.0000760 0.0000000 0.0000000
1.153100% 1.111600% 10.160600% 56.557000% 99.938100%
T Distribution (3 df)
upper tail 0.0068580 0.0106110 0.0946680 0.4420730 0.9938220
lower tail 0.0069110 0.0085830 0.0003660 0.0000020 0.0000000
1.376900% 1.919400% 9.503400% 44.207500% 99.382200%
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Table 9:  Type II Robustness at 1% Significance Level - Sample Size 60, Normal 
and Nonnormal Distributions, and Rho 
0.0 0.1 0.5 0.7 0.9
Sample Size:  60 
Normal Distribution
upper tail 0.0049720 0.0342150 0.9448120 0.9999630 1.0000000
lower tail 0.0049760 0.0004730 0.0000000 0.0000000 0.0000000
0.994800% 3.468800% 94.481200% 99.996300% 100.000000%
Chi Square Distribution (1 df)
upper tail 0.0164970 0.0762820 0.8497470 0.9969000 1.0000000
lower tail 0.0001910 0.0000260 0.0000000 0.0000000 0.0000000
1.668800% 7.630800% 84.974700% 99.690000% 100.000000%
Chi Square Distribution (2 df) 
upper tail 0.0112650 0.0562040 0.9068780 0.9996710 1.0000000
lower tail 0.0011430 0.0000720 0.0000000 0.0000000 0.0000000
1.240800% 5.627600% 90.687800% 99.967100% 100.000000%
Laplace Distribution
upper tail 0.0055790 0.0066360 0.2443810 0.9187420 1.0000000
lower tail 0.0056430 0.0044160 0.0000060 0.0000000 0.0000000
1.122200% 1.105200% 24.438700% 91.874200% 100.000000%
T Distribution (3 df)
upper tail 0.0068220 0.0101950 0.1837760 0.7927040 0.9999960
lower tail 0.0069060 0.0076730 0.0000830 0.0000000 0.0000000
1.372800% 1.786800% 18.385900% 79.270400% 99.999600%
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Figure 5:  Normal Distribution - Sample Size 5 at 5% Significance Level 
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Figure 6:  Normal Distribution and Chi Square Distribution (1 DF) - Sample Size 5 
at 5% Significance Level 
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Figure 7:  Normal Distribution Chi Square Distribution (2 DF) - Sample Size 5 at 
5% Significance Level 
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Figure 8:  Normal Distribution and Laplace Distribution - Sample Size 5 at 5% 
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Figure 9:  Normal Distribution and T Distribution (3 DF) - Sample Size 5 at 5% 
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Figure 10:  All Distributions - Sample Size 5 at 5% Significance Level 
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Figure 11:  Normal Distribution - Sample Size 15 at 5% Significance Level 
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Figure 12:  Normal Distribution and Chi Square Distribution (1 DF) - Sample Size 
15 at 5% Significance Level 
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Figure 13:  Normal Distribution and Chi Square Distribution (2 DF) - Sample Size 
15 at 5% Significance Level 
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Figure 14:  Normal Distribution and Laplace Distribution - Sample Size 15 at 5% 
Significance Level 
0%
5%
10%
15%
20%
25%
30%
35%
40%
45%
50%
55%
60%
65%
70%
75%
80%
85%
90%
95%
100%
0.0 0.1 0.5 0.7 0.9
Treatment Effect
P
er
ce
nt
 o
f R
ej
ec
tio
ns
Normal Distribution Laplace Distribution
41 
 
 
Figure 15:  Normal Distribution and T Distribution (3 DF) - Sample Size 15 at 5% 
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Figure 16:  All Distributions - Sample Size 15 at 5% Significance Level 
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Figure 17:  Normal Distribution - Sample Size 30 at 5% Significance Level 
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Figure 18:  Normal Distribution and Chi Square Distribution (1 DF) - Sample Size 
30 at 5% Significance Level 
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Figure 19:  Normal Distribution and Chi Square Distribution (2 DF) - Sample Size 
30 at 5% Significance Level 
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Figure 20:  Normal Distribution and Laplace Distribution - Sample Size 30 at 5% 
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Figure 21:  Normal Distribution and T Distribution (3 DF) - Sample Size 30 at 5% 
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Figure 22:  All Distributions - Sample Size 30 at 5% Significance Level 
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Figure 23:  Normal Distribution - Sample Size 60 at 5% Significance Level 
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Figure 24:  Normal Distribution and Chi Square Distribution (1 DF) - Sample Size 
60 at 5% Significance Level 
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Figure 25:  Normal Distribution and Chi Square Distribution (2 DF) - Sample Size 
60 at 5% Significance Level 
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Figure 26:  Normal Distribution and Laplace Distribution - Sample Size 60 at 5% 
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Figure 27:  Normal Distribution and T Distribution (3 DF) - Sample Size 60 at 5% 
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Figure 28:  All Distributions - Sample Size 60 at 5% Significance Level 
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Figure 29:  Normal Distribution - Sample Size 5 at 1% Significance Level 
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Figure 30:  Normal Distribution and Chi Square Distribution (1 DF) - Sample Size 5 
at 1% Significance Level 
0%
5%
10%
15%
20%
25%
30%
35%
40%
45%
50%
55%
60%
65%
70%
75%
80%
85%
90%
95%
100%
0.0 0.1 0.5 0.7 0.9
Treatment Effect
P
er
ce
nt
 o
f R
ej
ec
tio
ns
Normal Distribution Chi Square Distribution (1 df)
57 
 
 
Figure 31:  Normal Distribution and Chi Square Distribution (2 DF) - Sample Size 5 
at 1% Significance Level 
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Figure 32:  Normal Distribution and Laplace Distribution - Sample Size 5 at 1% 
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Figure 33:  Normal Distribution and T Distribution (3 DF) - Sample Size 5 at 1% 
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Figure 34:  All Distributions - Sample Size 5 at 1% Significance Level 
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Figure 35:  Normal Distribution - Sample Size 15 at 1% Significance Level 
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Figure 36:  Normal Distribution and Chi Square Distribution (1 DF) - Sample Size 
15 at 1% Significance Level 
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Figure 37:  Normal Distribution and Chi Square Distribution (2 DF) - Sample Size 
15 at 1% Significance Level 
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Figure 38:  Normal Distribution and Laplace Distribution - Sample Size 15 at 1% 
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Figure 39:  Normal Distribution and T Distribution (3 DF) - Sample Size 15 at 1% 
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Figure 40:  All Distributions - Sample Size 15 at 1% Significance Level 
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Figure 41:  Normal Distribution - Sample Size 30 at 1% Significance Level 
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Figure 42:  Normal Distribution and Chi Square Distribution (1 DF) - Sample Size 
30 at 1% Significance Level 
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Figure 43:  Normal Distribution and Chi Square Distribution (2 DF) - Sample Size 
30 at 1% Significance Level 
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Figure 44:  Normal Distribution and Laplace Distribution - Sample Size 30 at 1% 
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Figure 45:  Normal Distribution and T Distribution - Sample Size 30 at 1% 
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Figure 46:  All Distributions - Sample Size 30 at 1% Significance Level 
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Figure 47:  Normal Distribution - Sample Size 60 at 1% Significance Level 
0%
5%
10%
15%
20%
25%
30%
35%
40%
45%
50%
55%
60%
65%
70%
75%
80%
85%
90%
95%
100%
0.0 0.1 0.5 0.7 0.9
Treatment Effect
P
er
ce
nt
 o
f R
ej
ec
tio
ns
Normal Distribution
74 
 
 
Figure 48:  Normal Distribution and Chi Square Distribution (1 DF) - Sample Size 
60 at 1% Significance Level 
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Figure 49:  Normal Distribution and Chi Square Distribution (2 DF) - Sample Size 
60 at 1% Significance Level 
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Figure 50:  Normal Distribution and Laplace Distribution - Sample Size 60 at 1% 
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Figure 51:  Normal Distribution and T Distribution (3 DF) - Sample Size 60 at 1% 
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Figure 52:  All Distributions - Sample Size 60 at 1% Significance Level 
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Chapter 5 
Conclusion 
 Figures 5 – 9 and Table 2 illustrate the relationship between distribution and the 
5% significance level for bivariate samples of size 5.  Figure 5 shows the treatment effect 
on the Normal Distribution as rho is increased from 0.0 to 0.9.  At 0.0 the results are 
consistent with that of the 5% significance level.  As rho increases to 0.1, the percent of 
rejections are similar to the percent of rejections when rho is 0.0.  Significantly noticeable 
difference are apparent beyond ρ=0.2.  When ρ=0.9 the percent of rejections of a false 
null hypothesis is 67.2% for the Normal Distribution when the sample size is 5.   
 When the Chi Square Distribution (1 DF) is compared to the Normal Distribution 
(Figure 6), the percent of rejections of a false null hypothesis beyond ρ=0 is slightly 
greater with the largest difference when ρ=0.5.  At ρ=0.5, the difference between the 
Normal Distribution and the Chi Square Distribution (1 DF) is approximately 8 
percentage points. 
 The percent of rejections for a false null hypothesis for the Chi Square 
Distribution (2 DF) compared to the Normal Distribution (Figure 7) is similar to Figure 6 
with the Chi Square Distribution (2 DF) rejecting at a greater rate when rho is larger than 
0.1.  In Figure 7, the largest difference occurs when rho is 0.7 (approximately 8 
percentage points).   
 Unlike the Chi Square Distributions, the Laplace Distribution has a lower rate of 
rejection when compared to the Normal Distribution provided that rho is larger than 0.1.   
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The percent of rejection steadily increases as rho increases beyond 0.1.  When rho 
reaches 0.9 the percent of rejections of a false null hypothesis is 67.2% for the Normal 
Distribution and 43.1% for the Laplace Distribution nearly a 24 percentage point 
difference in rejections. 
 Similarly, Figure 9 shows that the trend in the percent of rejections for the T 
Distribution (3 DF) compared to the Normal Distribution reflects that of the Laplace 
Distribution.  When ρ=0.9, the Normal Distribution rejects 67.2% of false null 
hypotheses while the T Distribution (3 DF) rejects 42.4 % of false null hypotheses for a 
difference of approximately 25 percentage points.   
 In summary, for sample size n = 5 at the 0.05 nominal alpha level, Figure 10 
illustrates that although the Chi Square Distributions may reject false null hypothesis at a 
higher rate when rho is larger than 0.1 by the time rho reaches 0.9 the rate of rejection for 
the Normal Distribution and the two Chi Square Distributions (1 and 2 DF) are basically 
the same.  This is not the case for the Laplace and T Distributions (3 DF).  The rate of 
rejection of false null hypotheses for the Normal Distribution is more than 1.5 times that 
of the T Distribution (3 DF) and the Laplace Distribution. 
 Figures 11 – 16 and Table 3 illustrate the percent of rejection of false null 
hypotheses for sample of size 15 at the 5% significance level.  Figure 11 shows that the 
percent of rejections increase almost 8-fold when rho is between 0.1 and 0.5.  And, the 
percent of rejections is relatively steady with the maximum reached when ρ=0.9 at this 
value the rate of rejections is 99.9%. 
 Unlike the results for the Chi Square Distribution (1 DF) for sample size 5, Figure 
12 shows a variable trend in rejections for the Chi Square Distribution (1 DF) compared 
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with the Normal Distribution for sample size 15.  From ρ=0.0 to ρ=0.2, the percent of 
rejections for the Chi Square Distribution (1 DF) is greater than the Normal Distribution.  
Beyond ρ=0.2 the percent of rejections for false null hypotheses for the Chi Square 
Distribution (1 DF) is less than the Normal Distribution.  However, when rho reaches 0.9 
there is less than a 1 percentage point difference in the rate of rejections for the Normal 
Distribution compared to the Chi Square Distribution (1 DF). 
 The trend in rejections for the Chi Square Distribution (2 DF) is quite similar to 
the Normal Distribution.  The largest difference noted is when ρ=0.7.  At this treatment 
effect the Normal Distribution rejects at a rate of 87.7% while the Chi Square 
Distribution (2 DF) rejects at a rate of 83.8% for a difference of approximately 4 
percentage points. 
 The Laplace Distribution is similar to the Normal Distribution when rho is 
between 0.0 and 0.1 and when rho is 0.9.  However, between 0.1 and 0.9 there is a large 
difference in the percent of rejections of false null hypotheses.  For instance, when rho is 
0.5 and 0.7, the percent of rejections for the Laplace Distribution is 14.3% and 46.7%, 
respectively.  These correspond to differences of 35.8 percentage points and 41.0 
percentage points when compared to the Normal Distribution.  Figure 15 shows that the 
trend in the results for the T Distribution (3 DF) is similar to that of the Laplace 
Distribution with the largest difference in rejections, when compared to the Normal 
Distribution, being 48.0 percentage points.   
 In summary, for samples of size 15 at the 5% significance level, Figure 16 
illustrates that the rate of rejections of false null hypotheses increases for all distribution.
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However, the rate of rejection for the Chi Squared Distributions (1 and 2 DF) is 
beginning to more closely reflect the Normal Distribution.  Also, the Laplace Distribution 
and the T Distribution (3 DF) are quite similar to the Normal Distribution when rho is 
less than or equal to 0.1 or when rho is 0.9.  In between those two markers, there is 
considerable differences in the rate of rejection of false null hypotheses for the Laplace 
Distribution and T Distribution (3 DF) when compared to the Normal Distribution.   
 Figures 17 – 22 and Table 4 detail the rate of rejections for samples of size 30 at 
the 5% significance level.  Beyond ρ=0.1, the rate of rejection for false null hypotheses 
increases more than 10-fold for the Normal Distribution as indicated by Figure 17 and 
Table 4.  The percent of rejections begin to level off when rho is greater than or equal to 
0.7 achieving maximum power when ρ=0.9.   
 Figure 18 illustrates that the rate of rejections for the Chi Square Distribution (1 
DF) begins to echo the rate of rejections for the Normal Distribution as rho increases 
beyond 0.5.  Upon viewing Figure 19, the same can be said for the Chi Square 
Distribution (2 DF).  However, the percent of rejections for the Chi Square Distribution 
with 2 degrees of freedom is almost a mirror image of the Normal Distribution. 
 Figure 20 and Table 4 demonstrates that the rate of rejections for the Laplace 
Distribution improves for sample size 30.  However, for rho between 0.1 and 0.9, the rate 
of rejecting a false null hypothesis is considerably lower than the Normal Distribution.  
When ρ=0.5, the rate of rejecting a false null hypothesis for the Laplace Distribution is 
57.0 percentage points less than the Normal Distribution.  When rho increases to 0.7, the 
difference in the rate of rejection decreases to approximately 20 percentage points 
compared to the Normal Distribution. 
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 Figure 21 shows that the fit of the T Distribution with 3 degrees of freedom is less 
compatible with the Normal Distribution than the Laplace Distribution although the trend 
in rejections of the T Distribution (3 DF) is similar to the Laplace Distribution.  In other 
words, when rho is between 0.1 and 0.9, there is considerable differences in rejecting 
false null hypotheses for the T Distribution (3 DF) when compared to the Normal 
Distribution as was the case with the Laplace Distribution.  But, when ρ=0.5, 21.3% of 
false null hypotheses are rejected for the T Distribution (3DF) compared to 25.8% for the 
Laplace Distribution and 82.8% for the Normal Distribution.  This produces a 61.5 
percentage point difference between the Normal Distribution and the T Distribution (3 
DF). 
 Overall, for samples of size 30 at the 5% significance level, Figure 22 shows that 
percent of rejections have increase for all distributions.  However, the Chi Square 
Distributions are becoming almost identical to the Normal Distribution’s rate of 
rejections while the Laplace Distribution and T Distribution (3 DF) continue to reject at a 
much lower rate.   
 Figures 23 – 28 and Table 5 show the rejection rates for samples of size 60 at the 
5% significance level.  At ρ=0.5, Figure 23 illustrates that the Normal Distribution 
reaches almost maximum power with 98.6% of false null hypotheses rejected.   
 The percent of rejections for the Chi Square Distribution (1 DF) is very similar to 
the Normal Distribution with a trivial difference being noted when ρ=0.5.  For this 
treatment effect, the rate of rejection for the Normal Distribution is 98.6% but 93.4% for 
the Chi Square Distribution (1 DF).  This produces a small difference of 5.2 percentage 
points. 
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 Figure 25 demonstrates that the Chi Square Distribution (2 DF) can essentially be 
considered a replica of the Normal Distribution.  It reaches its maximum power at ρ=0.5 
just as Chi Square with 1 degree of freedom and the Normal Distribution.  However, at 
ρ=0.5, there is only a 1.6 percentage difference in rejections of false null hypotheses 
when compared to the Normal Distribution as opposed to 5.2 percentage points for the 
Chi Square Distribution (1 DF).   
 Table 5 and Figure 26 shows that the Laplace Distribution almost achieves 
maximum power when ρ=0.7.  At this value the percent of rejections is 97.8%.  And, the 
gap in rejections between a treatment effect of 0.1 and 0.9 has also decreased.  For 
instance, with a sample of size 30, the Laplace Distribution was not comparable to the 
Normal Distribution until rho was equal to 0.9.  At this value, the Laplace Distribution 
had a rejection rate of 99.9% and the Normal Distribution had a rejection rate of 100% .  
But, with samples of size 60, the Laplace Distribution begins to compare to the Normal 
Distribution when rho approaches 0.7.  At this value, the Laplace Distribution has a 
rejection rate of 97.8% and the Normal Distribution has a rejection rate of 99.9%. 
 Figure 27 reveals that the gap in rejections for the T Distribution (3 DF) has 
decreased as well.  The T Distribution (3 DF) also begins to compare to the Normal 
Distribution when ρ=0.7.  At this value, the percent of rejections for the T Distribution (3 
DF) is 92.8% compared to 99.9% rejections for the Normal Distributions. 
 In summary, for samples of size 60 at the 5% significance level, Figure 28 reveals 
that the rate of rejections increase for all of the distributions.  The Chi Square 
Distributions are basically identical to the Normal Distribution and the Laplace 
Distribution and T Distribution (3 DF) are approaching the Normal Distribution. 
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However, appropriate power is more challenging for these two distributions when 
rho is between 0.1 and 0.7.    
 Figures 29 – 34 and Table 6 illustrate the rate of rejection of false null hypotheses 
at the 1% significance levels for samples of size 15.  It can be readily seen that, for the 
Normal Distribution, the rate of rejection is lower for the 1% significance level at sample 
size 5 than for the 5% significance level.  When the treatment effect, rho, is 0.9, the rate 
of rejections at the 1% significance level for sample size 5 is approximately 37 
percentage points less than at the 5% significance level.   
 Figure 30 shows that the Chi Square Distribution (1 DF) has a higher rate of 
rejection when compared to the Normal Distribution with the greatest difference noted 
when the treatment effect is 0.7.  At this value, the rate of false rejections for the Chi 
Square Distribution (1 DF) is 16.5% while the Normal Distribution is 7.4%.  The Chi 
Square Distribution with 2 degrees of freedom, Figure 31, is slightly worse than the Chi 
Square Distribution with 1 degree of freedom with the same treatment effect.  When ρ = 
0.7, the Chi Square Distribution with 2 degrees of freedom has a false null hypothesis 
rejection rate of 14.4% compared to 16.5% and 7.5% for the Chi Square Distribution (1 
DF) and Normal Distribution, respectively. 
 The rejection rates for the Laplace Distribution and the T Distribution (3 DF), 
Table 6, are quite similar to each other at the 1% significance level given a sample of size 
five.  Figures 32 and 33 show that the rejection rate for the Normal Distribution begins to 
exceed the Laplace Distribution and the T Distribution (3 DF) as the when rho exceeds 
0.5.   When ρ = 0.9, the rate of rejections for the Normal Distribution is at least twice that 
of the Laplace Distribution and T Distribution.   
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 In summary, Figure 34 shows that the Normal Distribution is between essentially 
mirror images of the two Chi Square Distributions (1 and 2 DF) and the Laplace 
Distribution and T Distribution (3 DF), respectively.  Power is a significant challenge for 
all five distributions for a sample of size 5 at the 1% level of significance.  Table 6 
reveals that the maximum power at sample size 5 with 1% level of significance is 38.8% 
rejections of false null hypotheses for the Chi Square Distribution with 2 degrees of 
freedom when ρ = 0.9.  This rejection rate is the largest of all the distributions 
investigated.  However, evaluated at the same sample size, this rejection rate is less than 
the rejection rates for all of the distributions investigated at the5% significance level by at 
least 3.6 percentage points up to 28.9 percentage points when ρ = 0.9. 
 Figures 35 – 40 and Table 7 illustrate the rate of rejections of false null 
hypotheses for all distributions given a sample of size 15 and a significance level of 1%.  
The Normal Distribution makes a significant improvement in power when ρ = 0.5 by 
more than 8 times as much increasing from 3.5% rejections to 25.0% rejections.  The 
Normal Distribution achieves approximately maximum power of 99.5% rejections when 
ρ = 0.9.   
 The rate of rejection for the Chi Square Distribution (1 DF) is slightly better than 
the Normal Distribution when rho is between 0.0 and 0.6.  However, the rate of rejection 
dips below the Normal Distribution when rho grows larger than 0.6.  At ρ = 0.9, the rate 
of rejection for false null hypotheses for the Chi Square Distribution (1 DF) is slightly 
lower than the Normal Distribution with a rate of 96.8% of rejections for the Chi Square 
Distribution (1 DF) versus 99.5% for the Normal Distribution.  Figure 37 shows that the
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trend of rejections for the Chi Square Distribution with 2 degree of freedom is almost the 
same as the Chi Square Distribution with 1 degree of freedom.  However, Table 7 shows 
that, in terms of maximum power, when ρ = 0.9, the Chi Square Distribution with 2 
degrees of freedom is slightly better than the Chi Square Distribution with 1 degree of 
freedom, 98.9% rejections versus 96.8% rejections respectively.  But, in comparison to 
the Normal Distribution, the rate of rejections for the Chi Square Distribution (2 DF) is 
marginally less than the rate of rejections for the Normal Distribution, 99.5% versus 
98.9%, respectively.   
 At sample size 15, the rate of rejections for the Laplace Distribution improves 
greatly compared to the rate of rejection at sample size 5 (Table 7).  However, its rate of 
rejection is still less than the Normal Distribution.  Figure 38 shows a noteworthy gap in 
the rate of rejections for the Laplace Distribution when rho is between 0.1 and 0.9 
compared to the Normal Distribution.  The largest difference is when ρ = 0.7.  At this 
value, the rate of rejections for the Normal Distribution is 68.4%.  But, for the Laplace 
Distribution, it is 22.8%.  This is a difference of 45.6 percentage points.   
 The trend in results of the t Distribution (3 DF) is similar to that of the Laplace 
Distribution (Figure 39).  However, the same noteworthy gap is larger for the T 
Distribution (3 DF) than for the Laplace Distribution.  When rho is between 0.1 and 0.9, 
the difference in rejections of false null hypothesis for the T Distribution (3 DF) in 
comparison to the Normal Distribution is as large as 47.4% (Table 7).  This difference is 
1.8 percentage points larger than the Laplace Distribution over the same range of 
treatment effect.   
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 Figure 40 shows that, overall, as the sample size has increased from 5 to 15, the 
rate of rejection of false null hypotheses for the Normal Distribution has increased over 
the other investigated distributions.  This is particularly the case as the treatment effect 
gets stronger.  However, even with an increased sample size, power for the Laplace 
Distribution and the t Distribution (3 DF) is a challenge when rho is between 0.1 and 0.9. 
 Figures 41 – 46 and Table 8 illustrate the rate of rejection of false null hypotheses 
for samples of size 30 at the 1% significance level.  Figure 41 shows that the Normal 
Distribution begins to achieve maximum power at a treatment effect of ρ = 0.7.  At this 
value, the rate of rejection of false null hypotheses is 97.6%.  At ρ = 0.9, the rate of 
rejection of false null hypotheses is 100%. 
 The rate of rejections for the Chi Square Distribution (1 DF) closely resembles 
that of the Normal Distribution (Figure 42).  However, the rate of rejections of false null 
hypotheses favors the Normal Distribution comparatively.  The Chi Square Distribution 
with 2 degrees of freedom, Figure 43, is an even closer fit than the Chi Square 
Distribution with 1 degree of freedom.  The largest disagreement in rates of rejection of 
the Normal Distribution compared to the Chi Square Distribution with 2 degrees of 
freedom is 2.5 percentage points when ρ = 0.7 (Table 8).   
 The noteworthy gap in rejection rates persists for the Laplace Distribution 
compared to the Normal Distribution as shown in Figure 44.  Although the rate of 
rejections has increased with an increase in sample, power is still a challenge for the 
Laplace Distribution when rho is between 0.1 and 0.9.  The same observation can be 
made for the T Distribution with 3 degrees of freedom (Figure 45).  Although the T 
89 
 
Distribution approaches maximum power with a treatment effect of 0.9, the largest 
difference in rejection rates when compared to the Normal Distribution is 53.4 percentage 
points when ρ = 0.7 (Table 8). 
 Overall, for samples of size 30 at the 1% significance level, the rates of rejection 
of false null hypotheses increases for all of the investigated distributions beyond a 
treatment effect of 0.1.  The rejection rates are larger among the Chi Square Distributions 
(1 and 2 DF) with the Laplace Distribution and T Distribution (3 DF) lagging behind 
substantially until the treatment effect reaches 0.9. 
 Figures 47 – 52 and Table 9 detail the rates of rejection of false null hypotheses 
for samples of size 60 at the 1% significance level.  The Normal Distribution begins to 
approach maximum power at ρ = 0.5.  At this value, the proportion of rejections of false 
null hypotheses is 94.5% and increasing slightly to maximum power when ρ = 0.9.   
 With an increase in sample size, the power of the Chi Square Distributions (1 and 
2 DF) begins to become more substantial with a treatment effect of 0.5.  At this value, the 
rate of rejection for each Chi Square Distribution is 85.0% and 90.7%, respectively.  
Beyond a treatment effect of 0.5, each distribution increases steadily to maximum power 
and become mirror images of the Normal Distribution when ρ = 0.7 (Figures 48 and 49). 
 Figure 50 shows that the noteworthy gap referenced previously with respect to the 
Laplace Distribution has decreased from a treatment effect between 0.1 and 0.9 to a 
treatment effect between 0.1 and 0.7.  Within this range, Table 9 shows that the largest 
difference in rates o f rejection of false null hypotheses between the Normal Distribution 
and the Laplace Distribution is 70.1 percentage points which occurs when ρ = 0.5.  This 
difference is even larger for the T Distribution (3 DF).  When ρ = 0.5, the rates of 
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rejection for the Normal Distribution and T Distribution (3 DF) is 94.5% and 18.4% 
(Table 9).  This produces a difference of 76.1 percentage points.  Although this difference 
gets less as the treatment effect increases, power is a challenge for the T Distribution (3 
DF) when the treatment effect is moderate.   
 With an increase in sample size, Figure 52 shows that the rejection rates of each 
of the non-normal distributions approaches the rate of the Normal Distribution.  It is clear 
that the Chi Square Distributions (1 and 2 DF) are more reflective of the Normal 
Distribution while the Laplace Distribution and T Distribution (3 DF) do not begin to 
compare to the Normal Distribution until the treatment effect reaches 0.7.   
 The chi square distribution is a distribution created directly from the Normal 
Distribution.  By repeatedly collecting samples of various sizes from the Normal 
Distribution and computing sample variances for each sample size, the chi square 
distribution is created.  This observation can explain the close approximation in rejection 
rates or power of the Chi Square Distributions (1 and 2 DF) to the Normal Distribution.  
The differences in rejection rates of the Laplace Distribution and T Distribution (3 DF) in 
comparison to the Normal Distribution remains unexplained.  
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Table 10:  Type II Robustness and Bradley's Conservative Criterion - Significance 
Level at 5% 
Sample Size:  5 0.0 0.1 0.5 0.7 0.9
Normal Distribution 5.020300% 5.220900% 13.077500% 26.992000% 67.216500%
Chi Square Distribution (1 df) 6.537600% 8.540400% 21.135900% 33.932800% 63.206200%
Chi Square Distribution (2 df) 5.485400% 6.958300% 19.552100% 34.106200% 67.727400%
Laplace Distribution 5.234900% 5.077300% 6.768200% 12.931500% 43.128200%
T Distribution (3 df) 5.192100% 5.789700% 7.692000% 14.279800% 42.461800%
Sample Size:  15
Normal Distribution 5.027000% 6.385000% 50.124700% 87.703400% 99.928500%
Chi Square Distribution (1 df) 5.436700% 10.184500% 47.690100% 77.442400% 99.105000%
Chi Square Distribution (2 df) 5.068000% 8.546700% 50.397100% 83.817000% 99.846800%
Laplace Distribution 5.260800% 5.173600% 14.383700% 46.719000% 97.847300%
T Distribution (3 df) 5.376300% 6.052300% 13.783900% 39.791300% 94.790800%
Sample Size:  30
Normal Distribution 5.004500% 8.188700% 82.806600% 99.522000% 100.000000%
Chi Square Distribution (1 df) 5.004900% 12.111700% 72.135500% 96.275200% 99.997900%
Chi Square Distribution (2 df) 4.889500% 10.353700% 78.292700% 98.742700% 99.999900%
Laplace Distribution 5.169500% 5.181700% 25.827300% 79.091800% 99.934000%
T Distribution (3 df) 5.269700% 5.878400% 21.373300% 67.066100% 99.937900%
Sample Size:  60
Normal Distribution 5.034400% 11.878400% 98.681400% 99.999800% 100.000000%
Chi Square Distribution (1 df) 4.816800% 15.622300% 93.460800% 99.386000% 100.000000%
Chi Square Distribution (2 df) 4.903700% 13.880600% 97.070400% 99.996700% 100.000000%
Laplace Distribution 5.153300% 5.123500% 47.280700% 97.883600% 100.000000%
T Distribution (3 df) 5.211700% 5.584500% 36.541400% 92.817900% 100.000000%
5%
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Table 11:  Type II Robustness and Bradley's Conservative Criterion - Significance 
Level at 1% 
Sample Size:  5 0.0 0.1 0.5 0.7 0.9
Normal Distribution 0.994000% 1.061300% 3.056700% 7.463800% 30.901700%
Chi Square Distribution (1 df) 2.066200% 2.952700% 9.190000% 16.531900% 38.476000%
Chi Square Distribution (2 df) 1.287200% 1.856800% 7.085700% 14.433200% 38.797700%
Laplace Distribution 1.056000% 1.015100% 1.426000% 3.100400% 15.072500%
T Distribution (3 df) 1.072700% 1.326900% 1.943100% 4.226700% 17.742200%
Sample Size:  15
Normal Distribution 0.984400% 1.426400% 24.955500% 68.387700% 99.517500%
Chi Square Distribution (1 df) 2.176900% 4.800800% 31.327800% 61.269300% 96.760500%
Chi Square Distribution (2 df) 1.448400% 3.141700% 30.430500% 66.053700% 98.944100%
Laplace Distribution 1.178800% 1.121700% 4.460700% 22.826900% 91.159200%
T Distribution (3 df) 1.342800% 1.939000% 5.526700% 20.956800% 83.034500%
Sample Size:  30
Normal Distribution 1.000300% 2.029400% 61.815100% 97.573900% 100.000000%
Chi Square Distribution (1 df) 1.925500% 5.869700% 55.742300% 90.413800% 99.988300%
Chi Square Distribution (2 df) 1.338400% 4.010000% 59.532500% 95.058500% 99.999300%
Laplace Distribution 1.153100% 1.111600% 10.160600% 56.557000% 99.938100%
T Distribution (3 df) 1.376900% 1.919400% 9.503400% 44.207500% 99.382200%
Sample Size: 60
Normal Distribution 0.994800% 3.468800% 94.481200% 99.996300% 100.000000%
Chi Square Distribution (1 df) 1.668800% 7.630800% 84.974700% 99.690000% 100.000000%
Chi Square Distribution (2 df) 1.240800% 5.627600% 90.687800% 99.967100% 100.000000%
Laplace Distribution 1.122200% 1.105200% 24.438700% 91.874200% 100.000000%
T Distribution (3 df) 1.372800% 1.786800% 18.385900% 79.270400% 99.999600%
1%
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Given the demonstrated varying degrees of Type II robustness for ρ, the lower 
end of Bradley’s (1978) conservative criterion (0.9α ≤ γ ≤ 1.1α) for Type I robustness 
should be considered as a guide for determining acceptable levels of rejection rates in 
comparison to the Normal Distribution.  In other words, Table 10 and Table 11 show the 
relationship between the lower end of Bradley’s (1978) conservative criterion (0.9α ≤ γ ≤ 
1.1α) and Type II robustness.  The left column of each table contains the sample sizes 
and distributions investigated in the study.  The top two rows contain the significance 
level and treatment effect.  The body of each table contains the rejection rates for each 
distribution and its corresponding sample size, treatment effect, and significance level.  
The rejection rates in red in the body of the tables are those values that would be less than 
90% of the rejection rates established by the Normal Distribution.  For instance, in Table 
10 it can be seen quite clearly that when the treatment effect is 0.5, the rejection rates of 
the Laplace Distribution and T Distribution are less than 90% of the rejection rates of the 
Normal Distribution for all sample sizes.  This would be a violation of Bradley’s 
conservative criterion and hence considered unacceptable power levels.  The same pattern 
can be seen in Table 11.   
 In Tables 10 and 11, when using Bradley’s (1978) conservative criterion, it 
becomes obvious when sample size becomes an advantage and a disadvantage.  When the 
treatment effect is small, say 0.1, increasing the sample size does not mitigate the failure 
of the Laplace Distribution and T Distribution to achieve 90% of the rejection rates of the 
Normal Distribution.  If anything, increasing the sample size only increases the 
discrepancy in rejection rates of the Laplace Distribution and T Distribution in 
comparison to the Normal Distribution whether the significance level is 5% or 1%.  So, 
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increasing the sample size may actually be a disadvantage for small treatment effects.  
This pattern persists through moderate treatment effects (0.5) and moderately high 
treatment effects (0.7).  However, sample size becomes an advantage when the treatment 
effect is moderately high (0.7) and the sample size is larger than 30.  At this point, the 
rejection rates for the Laplace Distribution and T Distribution are at least 90% of the 
rejection rates for the Normal Distribution.  And, increasing the sample size does provide 
the advantage of mitigating the discrepancies in rejection rates between the Laplace 
Distribution and T Distribution in comparison to the Normal Distribution particularly 
when the treatment effect is large (0.9).   
 So, for low treatment effects through moderately high treatment effects, small 
sample sizes can have a deleterious effect on the Type II robustness of ρ.  Researchers 
and practitioners alike must be aware of and diminish this effect by either increasing the 
sample size beyond 30 for population correlations that are larger than 0.7 or by realizing 
the disadvantage of conducting a study when the population correlation is low to 
moderate.   
 Finally, the following limitations and recommendations are suggested for this 
study.  First, the treatment effects measured were 0.1, 0.5, 0.7, and 0.9.  To better 
understand the point at which the treatment begins to have an effect on the rejection rates 
of the null hypothesis, it is recommended that the intermediate treatment values should be 
analyzed as well as those in this study.  Second, the customary significance levels (5% 
and 1%) were used in this study.  To give the researcher more latitude in choosing a 
significance level for their study, it is recommended that other significance levels such as 
0.5% and 10% should be evaluated also.  Third, Bradley (1978), Blair and Lawson 
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(1982), and Micceri (1989), have noted the prevalence of researchers to use theoretical 
and/or mathematical distributions in empirical research even though these distributions 
do not occur frequently in social science or educational research.  This study can be 
improved upon by replicating it using “real” datasets such as the Micceri (1989) datasets.  
Doing so will provide the practitioner with greater insight into the Type II robustness of r 
from datasets which are more common in educational and social science research 
settings.  And, lastly, Soper (1913), Fisher (1915), and Student (1908) demonstrated that 
the frequency distribution of r can become skewed and even distorted as the magnitude of 
the population correlation approaches +1.  To address this occurrence, this study should 
be replicated using the Fisher’s Z Transformation.  A study of this type will illuminate 
the robustness of r under conditions which are meant to generate a normal distribution for 
the frequency distribution of r.   
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