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入力をランダムグラフと 5つのグループ K, P, C, D, Cologneのベンチマークと
し，計算実験を行った．計算実験の結果，2つのヒューリスティクスは現実問題に基
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強化策の 1つに TNT-T1(Trand-European Transport Network)がある．この政策は欧州
連合 (EU)間のインフラ整備を整えることを目的としている．現在 EUの領域内には，交


































従って，全域木を求める．第 2段階では，H1, H2ともに第 1段階で構築した全域木から
目的関数を最小にする部分木を求める．そのため，新たに最適部分木問題を定義し，それ
を最適に解くアルゴリズムを用いる．






2K, P, C, D, Cologne: http://dimacs11.cs.princeton.edu/downloads.html．
3OR-library: http://people.brunel.ac.uk/ mastjjb/jeb/info.html．
2
2 Prize Collecting Steiner Tree 問題
Prize Collecting Steiner Tree (PCST)問題を以下に示す．無向グラフG = (V (G); E(G))，






i2V (G)nV (T )
i ; (2.1)
を最小にする木 T を求めたい [1]．



















図 1(b)に示す．目的関数の値は 10で，入力に対して最適な木 T である．





るようなバイナリ変数 xe (e 2 E(G))，yi (i 2 V (G))を導入する．
xe =
8><>:1 e 2 E(T )0 otherwise
yi =












xe  yi (S  V (G) n frg; S 6= ;; i 2 S) (3.2)
yr = 1; (3.3)
yi 2 f0; 1g (i 2 V (G) n frg) (3.4)
xe 2 f0; 1g (e 2 E(G)) (3.5)






れた辺の集合とする．入力を図 2(a)とし，Kに含まれる点を 3, 6とする．このとき (K)





























 i ; (3.7)
である．
点数と式 ( 3.2)の総数の対応関係を表 1に示す．横軸は左から点数，式 ( 3.2)の総数で
ある．点数 10のとき，整数計画問題の制約条件の総数は 2:3 103を超える．式 ( 3.2)の





点数 制約条件の総数 点数 制約条件の総数
10 2:3 103 60 1:7 1019
20 5:0 107 70 2:0 1022
30 7:8 109 80 2:4 1025
40 1:1 1013 90 2:8 1028


































aijxj  bi (i = 1; 2;    ;m) (4.2)










aijyi  cj (j = 1; 2;    ; n) (4.5)






xj = 0 または
mX
i=1
aijyi = cj (1  j  n); (4.7)
yi = 0 または
nX
j=1
aijxj=bi (1  i  m); (4.8)
を満たすことである．主相補条件は式 ( 4.7)，双対相補条件は式 ( 4.8)のことを指す．こ
の相補条件は効率的アルゴリズム設計において重要な役割を担う．プライマルディアル法
は式 ( 4.7), 式 ( 4.8)を緩和し，以下のように用いる．





aijyi  cj (1  j  n) (4.9)
yi = 0 または bi 
nX
j=1
aijxj    bi (1  i  m) (4.10)
















aij xj yi 
mX
i=1
 bi yi ; (4.12)
nX
j=1
cj xj    
mX
i=1
bi yi ; (4.13)
がいえる．
したがって，主問題の実行可能解は双対問題の実行可能解で算出される評価値の   
倍以下であることがいえる．プライマルデュアル法を適用したアルゴリズムは初期値に自
明な解 x = 0と y = 0を用いる．それは xと yがともに実行可能解であることを仮定し
たためである．そして主問題と双対問題の解の改善を各反復で達成し，最終的に主問題の


























ZT  1 (S  V (G) n frg;S 6= ;) (4.15)
xe 2 f0; 1g (e 2 E(G)) (4.16)
ZT 2 f0; 1g (T  V (G) n frg) (4.17)
整数計画問題の解は，0か 1の値をとるため制約が厳しい．解が 0以上をとれるよう緩和
することを，これを整数計画問題を緩和するといい，制約を緩めることがある．変更点は






















ZT  1 (S  V (G) n frg;S 6= ;) (4.19)
xe  0 (e 2 E(G)) (4.20)
ZT  0 (T  V (G) n frg) (4.21)
この問題をPCST問題の主問題とする．主問題があるとき，その双対問題が存在する．双
対問題とは，実行可能解が主問題の下界を与え，双対問題の最適解と主問題の最適解は等















i (T  V (G) n frg) (4.24)
yS  0 (S  V (G) n frg;S 6= ;) (4.25)
(S)は，V (G) n frgを Sでカットした辺の集合である．
次に主問題と双対問題からある条件を示す．xと yを主問題と双対問題の実行可能解と
する．このとき xと yが最適解であるための必要十分条件に，
xe = 0 または
X
SV (G)nfrg;e2(S)
yS = ce (e 2 E(G)) ; (4.26)






i (T  V (G) n frg) ; (4.27)






ZT = 1 (S  V (G) n frg;S 6= ;) ; (4.28)
を満たすことがいえ，主相補条件は式 ( 4.26), 式 ( 4.27)，双対相補条件は式 ( 4.28)とい
える．






U を条件 yi  を満たす点 iの集合とする．パラメータは適切な値に定められ，PCST





1. 入力を整数計画の緩和問題に定式化し，その解を xと yとする．
2. U    fi 2 V (G) : yi  g ただし  = 23．
3. すべての i(2 U)を含む，できるだけ最小コストの木 T を求める．
4.4 ダイクストラ法とクラスカル法
3-近似アルゴリズムを実装する際に，本研究で扱う主なアルゴリズムを示す．これらの







有向グラフG = (V (G); E(G))と始点 sが与えられる．なおGは sからほかのすべての
点への経路をもつものと仮定する．各辺 eには長さ le2S  0が付随する．経路 P 2 E(G)
に対して，P の長さは，P に含まれるすべての辺の長さの合計であり，l(P )と表す．この
とき，sからすべての点の最短パス l(P )を求めることが問題である．
最短経路問題は，有向グラフを対象としている．無向グラフの場合，辺 (u; v)をそれぞ








1. S = fsg; d(s) = 0とする．
2. jSj = jV (G)jを満たすまで以下の作業を繰り返す．
少なくとも Sからの辺をもつ点 v 2 V (G)の中で，d0(v) = min(d(u) + le2S)が最小
となる点 vを選ぶ．
3. 点 vを Sに追加し，d(v) = d0(v)とする．
S は確認済み点の集合であり，各 u 2 S に対して，s からの距離を d(u) とする．点
v 2 V (G) n S に対して，集合 S の確認済み点を経由し，点 vに最短で到達する経路を求







1. リスト F = ;; F 0 = ;とする．
2. 枝 eをコストが小さい順にリスト F へ加える．
3. 次の条件に従い，リスト F から枝 eを逐次的に取り出し，F 0に加える．
F 0で構成されるグラフについて，枝 eをF 0に加え，サイクルがないとき，枝 eをF 0
に加える．一方，枝 eを加えることで，サイクルが生じる場合，枝 eは選ばず，リ






























i(1  yi )２ (4.30)
点 iが木 T に含まれないことは，点 iが点集合 U に含まれないことと同意義であり，そこ





























i(1  yi ) (4.32)
ラウンディングアルゴリズムは緩和問題の解を用いて上界を求め，その値が小さいほど性
能の良いアルゴリズムといえる．定理 4.3の右辺はパラメータ の値に依存する．そのた
め，maxf 2 ; 11 gを最小とする 値を求める． 2 = 11  を解くと， = 23 のとき，条件

















1A  3 OPT (4.33)





































 同期する (synchronized manner)：yS の値を同時に増加させること．
 持ち上げる (raised)：yS 6= 0のとき，集合Sは ySの値で持ち上げられているという．
 触れている (feel)： yS 6= 0かつ e 2 (S)であるとき eは yS で 触れているという．
 タイト (tight), オーバータイト (overtight)： eが触れている yS の総和がコスト ce
に等しいとき，タイトであるという．すなわち，ySの総和がコスト ceより大きいと
き，オーバータイトであるという．
 活性集合 (active set)： 活性集合 Sと対応する yS は同期をもって増加される．
 チャージ (charge)： yS を増加させることができる最大量．
 死亡 (dead)： yS のチャージがなくなること．
 実行可能 (feasible)： rのマークが付いた各点から，rへの辺の集合 F からなるパス
が存在するとき，実行可能であるという．
 極大死亡集合 (maximal dead set)：死亡と宣言された集合で，要素数が最大の集合．
 eに関する vを含む極大死亡集合 (maximal dead set w.r.t. e, containing v)：
e = (u; v)に着目し，死亡と宣言された Sが v 2 S; u =2 Sまたは u 2 S; v =2 Sの条









1. 各点 v 6= rが単一点からなる活性集合でチャージ v を持つ．




1. 各活性集合 Sに対応する ySを，いずれかの eがタイトになるまで持ち上げる．ただ
し集合 Sのチャージがなくなるとき，Sを死亡とし，Sに含まれるマークのついて
いない点を \S"とする．
2. eがタイトになるとき，リスト F に加える．
 eが活性集合 Sと直接 rを結ぶとき，Sを不活性とし，rに連結してるとする．
Sに含まれるマークのついていない点を \r"とする．






2. e（2 F）について，リスト F に加えた順番と逆の順番の辺に着目する．
 F n fegが実行可能ならば，eをリスト F から除く．
 そうでないとき e = fu; vgとし，Sを eに関する vもしくは uを含む極大死亡
集合とする．S 6= ;ならば，Sに属する点すべてを要求点とする．
 eに関して，vもしくは uを含む極大死亡集合について，同様のことを繰り返す．














































を示せば，式 ( 4.36)も成立する．したがって，アルゴリズムの近似保証 2を式 ( 4.38)が
成り立つことで示す．
補題 4.5







補題 4.5は ZT = 1ならば T に含まれる点のペナルティの和は，T に含まれる集合の双対
変数の値の和に等しいことを指す．このことは帰納法によって証明できる．はじめ，入力













となる．これは Sと S0が単一集合でないときも成り立つ．ここで T に含まれる点につい
て議論する．最終的に死亡と宣言された集合に含まれる点は T に属する．つまり，順次に
点の重複がない極大死亡集合を選択し，それに含まれる点を T へ加えると同義である．式
( 4.39)より，それぞれの極大死亡集合に含まれる双対変数の和は各点 iにおける iの和で
ある．T に含まれる点が単一点でない集合 Sに属するとき，双対変数 yS は式 ( 4.40)を満



















































であるため，式 ( 4.38)は式 ( 4.45)に展開できる．ここで以下に，degF (S)を定義する．













































各反復で F 0に関する活性集合全体で点の平均次数が高々2であることを式 ( 4.49)は指す．



































無向グラフ G = (V (G); E(G))の全域木 T = (V (T ); F (T ))の構築．各辺 eにコスト
ce  0，各点 iにペナルティi  0，特別な点 r 2 V (G)が存在する．
1. リスト F = ;, F  rとする．
2. V (G)を F でカットしたときの辺集合 (F )から，条件 j =2F   ce2(F )が最大の辺 e
を１本選ぶ．
3. 2で選んだ辺 eによって結ばれる点 jを F に加える．
4. jF j = jV (G)jを満たすまで 2, 3 を繰り返す．
はじめに rをリストF に加える．PCST問題で求めたい木 T は rと連結という条件があ
るため，はじめに rを選ぶことは自然なことである．次に F でGをカットしたときの辺
集合 (F )から，目的関数を最小とする辺を１本選ぶ．それは条件 j2F   ce2(F )が最大
の eを選ぶことと同意義である．そのとき選んだ eによって結ばれる点 jを F に加える．
その概念図を図 3(a)に示す．F の点が黒い部分にすべて含まれるとき，(F )に相当する
のは，s, t, uであり，条件 j2F   ce2(F )を最大にする eが選ばれる．選ばれた辺を sと







m+ (m  1) +   + (m  n  1) = n(m+ 1)
2
; (5.1)
= O(nm+ n) ; (5.2)
である．
21
図 3 グリーディアルゴリズムの動作例．F と (F )に相当する辺 (a)，選ばれた辺を sと
したとき F に加える点 v (b)．二重丸の点は根 r，点にペナルティ，辺にコストが付随し
ている．






















 i; jを結ぶ辺を xij とし，コストを cij とする．また xij と xjiは等しい．
 iから j に向かう枝を xij とし，コストを cij と仮定する．また枝の性質より xij と
xjiは異なる．
一般的な辺 xij を図 4(a)に示す．i, j はそれぞれペナルティi; j が付属し，それらを
結ぶ辺のコストを cij とする．その xij を 2本の有向枝に変換したのが図 4(b)である．有















を最小にする全点有向木 T を求めたい [6]．
全点有向木 T とは，辺の向きを無視したときGの全域木である．さらに辺の向きを考
慮すると，ほかのすべての v 2 V (G)へのパスが存在するとき，T をGにおける全点有向
木であるという．
最小コスト有向木問題の入力例を図 5(a)とする．二重丸の点は根である．その入力に














補題 6.1 T = (V (T ); E(T ))はＧの部分グラフであるとする．T が根 rに関する有向木
であるとき，そのときのみ，T は有向閉路をもたず，かつ，任意の点 v 2 V (T )について
vに向かう枝が 1本のみ存在する．
補題 6.1を証明する．T が根 rに関する有向木であるとする．すると T は有向木をもた
ない．さらに各点 vに一本のみ向かう枝がE(T )に存在する．
一方，T に有向閉路をもたず，すべての点 v 6= rに対して向かう辺がE(V )に 1本のみ











有向グラフG = (V;E)の最適有向木 T = (V; F )の探索．
For 各点 v 6= rについて
vに入る枝におけるコスト最小値を cv とする．
End For
各点 v 6= rにおいてコスト cv の向かう枝を 1本選び集合 F を作成．
If F が有向木ならば，(V; F )を返す．
Else 有向閉路 C  F が存在する．
C を 1つのスーパーノードに縮約し, G0 = (V 0; E0)を作成．
G0の最適有向木 (V 0; F 0)を再帰的に求める．
C の枝を 1本除いてすべて加えることにより，(V 0; F 0)を (V; F )に拡張する．
Endif
このアルゴリズムは補題 6.1を考慮し生成されている．はじめに各点 v 6= rにおいてコ
スト最小値の向かう枝を 1本選び，集合 F を作成する．集合 F で構成されるのが有向
木なら，それが最小コスト有向木であり，そうでないときは有向閉路が存在することにな
る．有向閉路を C とすると，C に含まれる点を 1つの点と考える．そのことをスーパー
ノードに縮約するという．スーパーノードに縮約し，新たに各点 v 6= rにおいてコスト最
小値の向かう枝を 1本選ぶ．この動作を繰り返すことにより，最終的に有向木を１つ決定
する．その有向木において，各 C から適切に 1本除いてすべて加える．それによって G
の最適有向木が求まる．
はじめに集合 F で構成されるグラフを図 6(a)とする．rの点以外は各点に向かう枝が
1本選ばれる．図 6(a)は有向木ではなく，有向閉路が 2つ存在する．それぞれを C1, C2
とし，スーパーノードに縮約する．スーパーノードに縮約すると，2つの点に向かう枝は
存在しないため，もう一度コスト最小値の枝が選ばれる．その枝を図 6(b)の s, tと仮定
する．C1, C2に含まれる点を 1つの点と考えると，図 6(b)は有向木である．次に図 6(b)
のグラフを拡張する．前述したように拡張とはCの枝を 1本除き，そのほかの枝をすべて




いてコスト最小値の向かう枝を 1本選んだグラフ (a)，有向閉路 C1, C2の解消 (b), 辺 s0
















































 点 vの親を uとし，uから vに向かう枝を eとする．
 各点に fi2V (T )を導入し，初期値を 0とする．
 If fv   we > 0,
fuを fu = fu + fv   weに更新．








図 7 最適部分木問題の入力例．入力（a），入力例に対する最適な部分木 T (b)．二重丸
の点は根 r，各辺にコストが付随している．
定理 7.2. アルゴリズム 7.1は最適部分木問題に対して，最適な部分木を出力する．
定理 7.2の正当性を帰納法で証明する．入力を深さ優先探索し，有向木の点にそれぞれ
の深さのラベルを付ける．深さとは根から最短で到達できるパスの数である．アルゴリズ
ムで求めた部分木を T とし，深さ優先探索したときの最大の深さを nとする．ラベル n
の点は葉と呼ばれ，子孫を持たない．ラベル nの点を根としたとき，ぞれぞれが最適な部
分木である．




コストが 0のとき，その枝を削除する．はじめ各点のチャージは 0であるため，n  1の
点とその子孫で構成される木は最適な部分木である．一方で子孫を持たないとき，ラベル
nと同様である．
ラベル i (2  i  n  2)の点を考える．ラベル iの点を根としたとき，それらの子孫で
構成される木は最適な部分木と仮定する．ラベル i  1の点を根としたときも正しいこと
を示せば，ラベル 1のときも最適な部分木であるといえる．ラベル iが根である部分木は
最適であると仮定したため，ラベル iのチャージは最大である．ラベル i   1とその子孫
にあたるラベル iをつないでいる枝について，その枝のコストは点のチャージより大きい．
ラベル iのチャージは最適であることから，ラベル i   1を根としたときの部分木は最適
といえる．
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したがってラベル iの点について，それぞれ最適な部分木と仮定したとき，ラベル i  1
の点もそれぞれ最適な部分木である．そこからラベル 1に相当する rのときも最適な部分











Machine: lenovo ThinkPad X240
CPU: Intel(R) Core(TM) i3-4010U 1.70GHz
OS: Microsoft Windows 7 Enterprise
Memory: 4GB
Compiler: Microsoft Visual C++ 2008 Express Edition
ベンチワークとはあらゆる分野に存在し，アルゴリズムの性能を確認するための入力で















傾向は図 8から，点数を固定したとき，辺数が多いほど H2の近似精度は H1より優れて
いた．一方，3-近似アルゴリズムは辺数の増加とともに，近似比が減少した．
表 2 H1, H2, 3-近似アルゴリズムから求めた近似比の平均．点数 10に固定．各サンプル
数は 100，縦軸に辺数と各近似比の平均．
jEj 15 20 25 30 35 40
H1 1.055 1.107 1.158 1.203 1.246 1.277
H2 1.045 1.065 1.081 1.123 1.115 1.156
3-近似 1.030 1.024 1.010 1.012 1.010 1.012
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図 8 H1, H2, 3-近似アルゴリズムから求めた近似比の平均．点数 10に固定．各サンプル
数は 100．横軸に点数，縦軸に各近似比の平均．
図 9 H1, H2, 3-近似アルゴリズムの LP後による計算時間の平均 [msec]．点数 10に固定．
各サンプル数は 100．横軸に辺数，縦軸に各近似比の平均．








表 3 H1, H2, 3-近似アルゴリズムの計算時間の平均 [msec]．点数 10に固定，各サンプル
数は 100．縦軸に辺数と各計算時間の平均．
jEj 15 20 25 30 35 40
H1 1.0 1.0 1.7 1.3 2.5 1.6
H2 0.8 0.8 1.6 1.4 1.4 1.1










表 4 大きな入力サイズに対する H1, H2の評価値の平均，辺数 1,000に固定．各サンプ
ル数は 100．縦軸に点数，H1の評価値の平均，H2の評価値の平均．
jV j 100 200 300 400 500
H1 865 2,923 5,748 9,085 13,015
H2 633 2,421 5,120 8,563 12,661
表 5 大きな入力サイズに対する H1, H2の平均計算時間 [msec]，辺数 1,000に固定．各
サンプル数は 100．縦軸に点数，H1の計算時間，H2の計算時間．
jV j 100 200 300 400 500
H1 865 2,923 5,748 9,085 13,015
H2 633 2,421 5,120 8,563 12,661
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図 10 大きな入力サイズに対するH1, H2の平均計算時間 [msec]，辺数 1,000に固定．各
サンプル数は 100．横軸に点数，縦軸に各計算時間．
8.3 K, Pグループに対する結果
Johmson et al. [8]が計算実験で用いたベンチマークがある．それらのベンチマークに
は 2つのグループがあり，その 1つが Kと呼ばれる．Kグループは地図上の構造に良く
似ている．入力の点を交差点と仮定しているため，ペナルティ0である点を多く持ってい
る．もう 1つは Pと呼ばれ，構造はランダムである．Pの特徴は総点数に占めるペナル
ティ0でない点の割合がおよそ 5割であり，Kと比べて 2倍ほど多い．サンプル数は Pが
11つ，Kが 23つであり，最大の点数は 400，辺数は 1576であった．これらのベンチマー








表 6 KPグループにおけるH1, H2の近似比の平均．横軸はサンプル，点数，辺数，H1
の近似比の平均，H2の近似比の平均．
サンプル jV j jEj H1 H2
K 248 920 1.129 1.133
P 245 745 1.266 1.351
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名，点数，辺数，最適値 (OPT)，H1の評価値，H2の近似比，H1の計算時間 (tH1)，H2
の評価値，H2の近似比，H2の計算時間 (tH2) である．Kに関して，点数 400の入力が点
数 100の入力よりも近似比が 1.10未満の結果を頻繁に得た．またH1, H2の近似比の最大
値が 1.60を超えることはなかった．
表 7 K, Pグループに対する H1, H2の結果．OPTは最適値， tH1 は H1の計算時間，
tH2はH2の計算時間．太字はH1，H2の近似比が 1.10未満．サンプル数は 23．
入力 H1 H2
サンプル jV j jEj OPT 評価値 近似比 th1 [ms] 評価値 近似比 tht [ms]
K100.0 100 351 135,511 159,947 1.18 15 159,947 1.18 63
K100.1 100 348 124,108 149,330 1.20 16 149,330 1.20 46
K100.2 100 339 200,262 243,247 1.21 15 243,247 1.21 63
K100.3 100 407 115,953 144,349 1.24 15 144,349 1.24 78
K100.4 100 364 87,498 117,107 1.34 16 117,487 1.34 62
K100.5 100 358 11,9078 138,186 1.16 16 138,186 1.16 63
K100.6 100 307 132,886 157,041 1.18 16 159,892 1.20 62
K100.7 100 315 172,457 190,435 1.10 15 192,913 1.12 47
K100.8 100 343 210,869 227,220 1.08 15 227,369 1.08 62
K100.9 100 333 122,917 146,452 1.19 15 146,452 1.19 47
K100.10 100 319 133,567 152,423 1.14 15 152,423 1.14 62
K200 200 691 1,317,874 1,585,840 1.09 31 1,580,903 1.09 234
K400.0 400 1,515 350,093 398,802 1.14 31 398,802 1.14 4,524
K400.1 400 1,470 490,771 519,460 1.06 32 519,593 1.06 4,305
K400.2 400 1,527 477,892 516,754 1.08 31 518,443 1.08 4,212
K400.3 400 1,492 415,328 429,354 1.03 15 429,354 1.03 4,649
K400.4 400 1,426 389,451 433,079 1.11 32 433,079 1.11 4,431
K400.5 400 1,456 519,526 566,117 1.09 15 566,117 1.09 4,290
K400.6 400 1,576 374,849 397,427 1.06 15 398,755 1.06 4,477
K400.7 400 1,442 475,130 504,863 1.06 32 526,634 1.11 4,103
K400.8 400 1,516 418,614 441,332 1.05 15 440,804 1.05 4,649
K400.9 400 1,500 383,105 421,826 1.10 31 421,826 1.10 4,414
K400.10 400 1,507 395,848 423,987 1.07 32 423,987 1.07 4,353
P100.0 100 317 803,300 1,049,567 1.31 16 1,150,491 1.43 47
P100.1 100 284 926,238 1,167,810 1.26 15 1,420,186 1.53 62
P100.2 100 297 401,641 538,218 1.34 16 518,534 1.29 31
P100.3 100 316 659,644 876,136 1.33 31 938,286 1.42 31
P100.4 100 284 827,419 937,543 1.13 16 990,667 1.20 31
P200 200 587 1,317,874 1,585,840 1.20 31 1,580,903 1.20 96
P400.0 400 1,200 2,459,904 3,162,058 1.29 31 3,585,017 1.46 2,964
P400.1 400 1,212 2,808,440 3,626,618 1.29 47 3,555,709 1.27 1,981
P400.2 400 1,196 2,518,577 3,390,391 1.35 47 3,232,376 1.28 1,950
P400.3 400 1,175 2,951,725 3,443,999 1.17 46 3,894,680 1.32 2,512
P400.4 400 1,144 2,852,956 3,638,059 1.28 47 4,163,276 1.46 2,418
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8.4 C, Dグループに対する結果
Canuto et al. [10]は OR-Library3に存在する PCSTの入力を用いて，新たに 80つの
入力を生成した．それらはグループ C, Dに分類されていて，サンプル数は各 40である．
Cの点数は 500，Dの点数は 1,000であり，ほとんどの点がペナルティ0である．Cの辺数
は 625から 12500，Dの辺数は 1,250から 25,000の間である．C, Dについて，コストは
[1, 10]の一様乱数である。C, Ｄは，さらに Aと Bに分類され，0でない点のペナルティ






次にグループC, Dにおける各サンプルの結果について，表 10, 表 11に示す．横軸はサ
ンプル名，点数，辺数，最適値 (OPT)，H1の評価値，H2の近似比，H1の計算時間 (tH1)，
H2の評価値，H2の近似比，H2の計算時間 (tH2) である．C, DともにH1, H2の近似比
の最小値と最大値の差が 3.00以上と大きい値を得た．辺数もしくは点数が増加するごと
に近似比の精度が下がっている傾向もみられた．
表 8 Cグループに対するH1, H2の近似比の平均，横軸はサンプル，点数，辺数，H1の
近似比の平均，H2の近似比の平均．
サンプル jV j jEj H1 H2
C-A 500 4,156 1.366 1.505
C-B 500 4,156 1.829 1.850
C 500 4,156 1.598 1.677
表 9 Dグループに対するH1, H2の近似比の平均，横軸はサンプル，点数，辺数，H1の
近似比の平均，H2の近似比の平均．
サンプル jV j jEj H1 H2
D-A 1,000 8,313 1.368 1.452
D-B 1,000 8,313 1.893 1.846
D 1,000 8,313 1.630 1.699
3OR-library: http://people.brunel.ac.uk/ mastjjb/jeb/info.html)．
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表 10 Cグループに対するH1, H2の結果．OPTは最適値， tH1はH1の計算時間， tH2
はH2の計算時間．太字はH1，H2の近似比の最小値と最大値．サンプル数は 40．
入力 H1 H2
サンプル jV j jEj OPT 評価値 近似比 tH1 [ms] 評価値 近似比 tH2 [ms]
C1-A 500 625 18 27 1.50 16 27 1.50 1,731
C2-A 500 625 50 59 1.18 15 59 1.18 1,997
C3-A 500 625 414 439 1.06 16 439 1.06 1,732
C4-A 500 625 618 638 1.03 15 643 1.04 1,716
C5-A 500 625 1,080 1,116 1.03 15 1,232 1.14 2,013
C6-A 500 1,000 18 22 1.22 16 22 1.22 2,184
C7-A 500 1,000 50 59 1.18 16 59 1.18 2,839
C8-A 500 1,000 361 408 1.13 15 438 1.21 2,621
C9-A 500 1,000 533 572 1.07 31 625 1.17 1,872
C10-A 500 1,000 859 970 1.13 16 981 1.14 1,560
C11-A 500 2,500 18 27 1.50 31 27 1.50 3,993
C12-A 500 2,500 38 50 1.32 31 59 1.55 3,588
C13-A 500 2,500 236 309 1.31 16 321 1.36 3,120
C14-A 500 2,500 293 398 1.36 31 526 1.80 6,100
C15-A 500 2,500 501 688 1.37 31 651 1.30 5,350
C16-A 500 12,500 11 26 2.36 156 26 2.36 12,246
C17-A 500 12,500 18 39 2.17 156 56 3.11 12,324
C18-A 500 12,500 111 175 1.58 156 217 1.95 19,220
C19-A 500 12,500 146 224 1.53 156 256 1.75 6,442
C20-A 500 12,500 266 343 1.29 187 412 1.55 15,398
C1-B 1,000 625 85 130 1.53 16 122 1.44 1,684
C2-B 1,000 625 141 222 1.57 15 231 1.64 1,919
C3-B 1,000 625 737 866 1.18 16 895 1.21 1,607
C4-B 1,000 625 1063 1,165 1.10 16 1,251 1.18 1,810
C5-B 1,000 625 1528 1,638 1.07 15 1,672 1.09 2,012
C6-B 1,000 1,000 55 77 1.40 16 136 2.47 2,169
C7-B 1,000 1,000 102 196 1.92 15 228 2.24 2,839
C8-B 1,000 1,000 500 631 1.26 16 707 1.41 2,637
C9-B 1,000 1,000 694 854 1.23 15 844 1.22 1,778
C10-B 1,000 1,000 1,069 1,405 1.31 16 1,283 1.20 1,529
C11-B 1,000 2,500 32 78 2.44 31 100 3.13 3,978
C12-B 1,000 2,500 46 91 1.98 31 94 2.04 3,634
C13-B 1,000 2,500 258 491 1.90 16 349 1.35 3,074
C14-B 1,000 2,500 318 554 1.74 31 592 1.86 5,787
C15-B 1,000 2,500 551 981 1.78 31 729 1.32 4,477
C16-B 1,000 12,500 11 44 4.00 156 33 3.00 12,246
C17-B 1,000 12,500 18 57 3.17 156 76 4.22 12,293
C18-B 1,000 12,500 113 259 2.29 156 207 1.83 11,404
C19-B 1,000 12,500 146 308 2.11 140 232 1.59 7,129
C20-B 1,000 12,500 267 428 1.60 156 417 1.56 25,412
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表 11 Dグループに対するH1, H2の結果．OPTは最適値， tH1はH1の計算時間， tH2
はH2の計算時間．太字はH1，H2の近似比の最小値と最大値．サンプル数は 40．
入力 H1 H2
サンプル jV j jEj OPT 評価値 近似比 tH1 [ms] 評価値 近似比 tH2 [ms]
D1-A 500 625 18 27 1.50 63 27 1.50 20,249
D2-A 500 625 50 59 1.18 31 59 1.18 19,781
D3-A 500 625 807 844 1.05 31 846 1.05 13,775
D4-A 500 625 1,203 1,245 1.03 31 1,245 1.03 13,759
D5-A 500 625 2,157 2,225 1.03 31 2,325 1.08 11,279
D6-A 500 1,000 18 27 1.50 47 27 1.50 28,485
D7-A 500 1,000 50 59 1.18 47 59 1.18 25,350
D8-A 500 1,000 755 797 1.06 47 846 1.12 22,948
D9-A 500 1,000 1,070 1,158 1.08 31 1,248 1.17 19,703
D10-A 500 1,000 1,671 1,862 1.11 47 1,981 1.19 14,508
D11-A 500 2,500 18 27 1.50 124 27 1.50 32,760
D12-A 500 2,500 42 59 1.40 110 59 1.40 56,300
D13-A 500 2,500 445 580 1.30 109 762 1.71 48,781
D14-A 500 2,500 602 841 1.40 109 835 1.39 28,267
D15-A 500 2,500 1,042 1,402 1.35 109 1,271 1.22 18,252
D16-A 500 12,500 13 25 1.92 624 27 2.08 111,661
D17-A 500 12,500 23 50 2.17 577 59 2.57 102,666
D18-A 500 12,500 218 373 1.71 608 415 1.90 70,069
D19-A 500 12,500 306 482 1.58 593 558 1.82 120,387
D20-A 500 12,500 536 695 1.30 593 778 1.45 52,316
D1-B 1,000 625 106 170 1.60 15 174 1.64 23,090
D2-B 1,000 625 218 353 1.62 15 346 1.59 22,585
D3-B 1,000 625 1,509 1,706 1.13 32 1,805 1.20 15,820
D4-B 1,000 625 1,881 2,075 1.10 31 2,241 1.19 14,465
D5-B 1,000 625 3,135 3,329 1.06 31 3,405 1.09 13,347
D6-B 1,000 1,000 67 137 2.04 47 173 2.58 32,363
D7-B 1,000 1,000 103 255 2.48 47 292 2.83 28,970
D8-B 1,000 1,000 1,036 1,317 1.27 46 1,454 1.40 16,897
D9-B 1,000 1,000 1,420 1,744 1.23 47 2,023 1.42 24,216
D10-B 1,000 1,000 2,079 2,658 1.28 47 2,520 1.21 16,983
D11-B 1,000 2,500 29 68 2.34 109 78 2.69 38,400
D12-B 1,000 2,500 42 107 2.55 125 109 2.60 60,441
D13-B 1,000 2,500 486 850 1.75 109 1,010 2.08 52,841
D14-B 1,000 2,500 665 1,172 1.76 125 982 1.48 32,258
D15-B 1,000 2,500 1,108 2,033 1.83 109 1,360 1.23 21,568
D16-B 1,000 12,500 13 44 3.38 593 53 4.08 116,882
D17-B 1,000 12,500 23 74 3.22 593 86 3.74 96,247
D18-B 1,000 12,500 223 516 2.31 608 399 1.79 68,791
D19-B 1,000 12,500 319 707 2.22 593 555 1.74 127,572
D20-B 1,000 12,500 537 898 1.67 593 729 1.36 54,068
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8.5 光ファイバーの設置計画に基づいた入力に対する結果














表 12 Cologne1グループに対する，H1, H2の近似比．横軸はサンプル，点数，辺数，H1
の近似比，H2の近似比．
サンプル jV j jEj H1 H2
i01 768 6,332 1.079 1.148
i02 769 6,342 1.048 1.088
i03 771 6,342 1.050 1.061
i04 761 6,293 1.317 1.317
i05 716 6,296 1.166 1.193
Cologne1 766 6,321 1.119 1.150
表 13 Cologne2グループに対する，H1, H2の近似比．横軸はサンプル，点数，辺数，H1
の近似比，H2の近似比．
サンプル jV j jEj H1 H2
i01 1,819 16,743 1.165 1.239
i02 1,820 16,740 1.454 1.516
i03 1,825 16,762 1.289 1.364
i04 1,817 16,719 1.019 1.031
i05 1,826 16,794 1.140 1.182
Cologne2 1,821 16,752 1.213 1.266
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表 14 Cologneグループに対する H1, H2の結果．OPTは最適値， tH1は H1の計算時
間， tH2はH2の計算時間．サンプル数は 29．
入力 H1 H2
サンプル jV j jEj OPT 評価値 近似比 tH1 [ms] 評価値 近似比 tH2 [ms]
i101M1 748 6,332 109,272 109,272 1.00 110 109,272 1.00 28,407
i101M2 748 6,332 315,925 342,006 1.08 93 365,297 1.16 30,192
i101M3 748 6,332 355,625 410,628 1.15 78 457,829 1.29 30,482
i102M1 749 6,343 104,066 104,066 1.00 63 104,066 1.00 29,517
i102M2 749 6,343 352,539 365,595 1.04 78 375,535 1.07 28,676
i102M3 749 6,343 454,366 502,399 1.11 78 544,559 1.20 28,600
i103M1 751 6,343 139,749 139,749 1.00 62 139,749 1.00 28,852
i103M2 751 6,343 407,834 427,901 1.05 78 429,386 1.05 28,616
i103M3 751 6,343 456,126 501,786 1.10 63 515,638 1.13 28,671
i104M2 741 6,293 89,921 90,886 1.01 78 90,886 1.01 28,277
i104M3 741 6,293 97,149 157,610 1.62 62 157,610 1.62 29,881
i105M1 741 6,296 26,717 26,717 1.00 63 26,717 1.00 29,054
i105M2 741 6,296 100,270 111,555 1.11 63 112,315 1.12 28,686
i105M3 741 6,296 110,351 153,014 1.39 62 160,999 1.46 27,954
i201M2 1,803 16,743 355,468 359,774 1.01 421 359,774 1.01 433,080
i201M3 1,803 16,743 628,834 775,131 1.23 499 796,595 1.27 415,979
i201M4 1,803 16,743 773,398 967,042 1.25 453 1,111,955 1.44 412,558
i202M2 1,804 16,740 288,947 450,062 1.56 515 452,007 1.56 432,463
i202M3 1,804 16,740 419,184 595,261 1.42 421 633,242 1.51 441,231
i202M4 1,804 16,740 430,034 595,663 1.39 437 633,831 1.47 416,023
i203M2 1,809 16,762 459,919 608,614 1.32 421 619,906 1.35 412,886
i203M3 1,809 16,762 643,062 815,449 1.27 452 870,701 1.35 413,371
i203M4 1,809 16,762 677,733 863,983 1.27 531 942,031 1.39 414,039
i204M2 1,801 16,719 161,701 161,701 1.00 452 161,701 1.00 427,470
i204M3 1,801 16,719 245,287 252,096 1.03 484 256,681 1.05 441,561
i204M4 1,801 16,719 245,287 252,096 1.03 436 256,681 1.05 440,834
i205M2 1,810 16,794 571,031 578,726 1.01 406 580,883 1.02 446,533
i205M3 1,810 16,794 672,403 831,747 1.24 484 812,112 1.21 418,576
i205M4 1,810 16,794 713,974 835,184 1.17 452 942,309 1.32 415,554
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