Trial-to-trial variability is a reflection of the circuitry and cellular physiology that makeup a neuronal 5 network. A pervasive yet puzzling feature of cortical circuits is that despite their complex wiring, 6 population-wide shared spiking variability is low dimensional with all neurons fluctuating en masse. 7 Previous model cortical networks are at loss to explain this global variability, and rather assume it 8 is from external sources. We show that if the spatial and temporal scales of inhibitory coupling 9 match known physiology, model spiking neurons internally generate low dimensional shared vari-10 ability that captures the properties of in vivo population recordings along the visual pathway. Shifting 11 spatial attention into the receptive field of visual neurons has been shown to reduce low dimensional 12 shared variability within a brain area, yet increase the variability shared between areas. A top-down 13 1 modulation of inhibitory neurons in our network provides a parsimonious mechanism for this atten-14 tional modulation, providing support for our theory of cortical variability. Our work provides a crit-15 ical and previously missing mechanistic link between observed cortical circuit structure and realistic 16 population-wide shared neuronal variability and its modulation. 17 Introduction 18
Figure 1: Models of shared variability. a, Variability may either be internally generated within a population (left) or externally imposed upon a population (middle). New model constraints emerge by accounting how variability is distributed and modulated across several populations (right). b, Mean spike count correlation r SC per session obtained from multi-electrode array recording from V4 was smaller when attention was directed into the receptive fields of recorded neurons (n=74 sessions, two-sided Wilcoxon rank-sum test between attentional states P = 3.3 × 10 −6 , reproduced from 24 ). Grey lines are individual session comparisons and the red line is the mean comparison across all sessions (error bars represent the SEM). c, Top: hidden variable model where the response variability R (modeling V4) comes from a hidden variable H with influence β. Bottom: the attention-mediated reduction in r SC gives a constraint that is a trade-off between the reduction in Var(H) and β (blue curve). d, Same as b for the mean spike count correlation r SC between V1 units and MT units per session (n=32 sessions, paired-sample t-test P = 0.0222; data reproduced from 23 ). e, Top: hidden variable model for connected areas X (modeling V1) and R (modeling MT); H projects to X with strength κ. Bottom: the attention mediated changes in r SC give further constraints on H with the increase in κ indicated. Light blue curve is the same as that in c for comparison. f, Schematic for external (left) and internal (right) models of shared variability (H) along a processing hierarchy (R). The spatial and temporal scales of synaptic coupling determine internally generated variability. a, Networks of excitatory and inhibitory neuron models were simulated with either disordered connectivity (ai,aiii) or spatially ordered connectivity (aii,aiv), and with either fast inhibition (τ i = 1 ms; ai,aii). or slow inhibition (τ i = 8 ms; aiii,aiv). In all models the timescale of excitation was τ e = 5 ms. In the disordered networks spike train rasters assume no particular neuron ordering. In the spatially order networks three consecutive spike raster snapshots are shown with a dot indicating that the neuron at spatial position (x, y) fired within one millisecond of the time stamp. b, Distributions of firing rates of excitatory neurons in the disordered (top) and spatially ordered (bottom) models, with faster inhibitory kinetics (purple) compared to slower inhibitory kinetics (green). c, Same as b for the distributions of pairwise correlations among the excitatory population. d, Mean correlation among the excitatory population as a function of the inhibitory decay time constant (τ i ). 
Figure 3:
Top-down depolarization of MT inhibitory neurons capture the differential attentional modulation of shared variability within and across V1 and MT. a, Thalamus, V1, and MT are modeled in a three layer hierarchy of spatially ordered balanced networks. Top-down attentional modulation is modeled as a depolarization to MT inhibitory neurons (µ I ). In both V1 and MT the recurrent projections are broader than feedforward projections and recurrent inhibition is slower than excitation. b, Population averaged firing rate fluctuations from MT in the unattended state (µ I = 0.2, green) and the attended state (µ I = 0.35, orange). c, Mean spike count correlation (r SC ) of excitatory neuron pairs in MT decreases with attentional modulation. d, Mean r SC between the excitatory neurons in MT and the excitatory neurons in V1 increases with attention. Error bars are SEM. mus, and middle and top layers of integrate-and-fire neurons modeling V1 and MT, respectively (Fig. 149 3a and see Methods). We follow our past work with simplified firing rate networks 7 and model a 150 top-down attentional signal as an overall static depolarization to inhibitory neurons in the MT layer 151 (Fig. 3a ). This mimics cholinergic pathways that primarily affect interneurons 35, 36 and are thought 152 to be engaged during attention 7, 13 . The increased recruitment of inhibition during attention reduces Before we expose the core mechanisms through which attention modulates correlated activity we 160 first give a broader analysis of shared variability in both our data and model. To this end we use 161 dimensionality reduction tools 8, 38 to study the population-wide structure of trial-to-trial variability, Finally, attention affects population variability primarily by quenching this dominant mode ( Fig. 4a 171 top, orange vs green) and the attentional modulation in the dominant mode is highly correlated with 172 the modulation in mean covariance (Fig. S4c) . The low dimensional structure of shared variability in our data is consistent with similar analysis in other cortices 4,6,8 , as well as alternative analysis of the same V4 data using generalized point process models 5 .
175
The dimensionality of shared variability offers a strong test for our cortical model. We analyzed 176 the spike count covariance matrix constructed from a subsampling of the spike trains in the third layer 177 of our network model (n = 50 neurons). The network with slow inhibition produced shared variability 178 with a clear dominant eigenmode that mimicked many of the core features observed in the V4 data 179 ( Fig. 4b) . Further, the top-down attentional modulation of inhibition also suppressed this dominant 180 mode ( Fig. 4b top, orange vs green). The agreement between model and data broke down when 181 inhibitory kinetics were faster than those of excitation, as was the case in our past studies 25, 26, 29 . Here, 182 shared variability did not have a dominant mode ( Fig. 4c, top) , the raw mean correlation coefficient in the third layer were spatially broader than those of excitation, thus at odds with experiment, then the 187 model again disagreed with our V4 data ( Fig. 4d ). In sum, the low dimensional structure of shared 188 variability requires inhibition that is neither faster nor anatomically broader than excitation -both 189 features of real cortical circuits 28, 31, 39 . Further, a simple recruitment of inhibition through top-down 190 drive can restore stability and quench low dimensional population variability.
191
This success of our model is quite distinct from that of past studies where low dimensional corre-192 lated variability was imposed from outside sources 3,7,19-21 . Rather, the shared variability in our model 193 is internally generated from recurrent network interactions. We next explore how the inherent nonlin-194 ear dynamics that produce this variability allow our model to satisfy the constraints imposed by the 195 differential correlation modulation of the within area and between area pairs ( Fig. 1e) . Fig. 4b in the unattended state). Bottom: spatial structure of projection weights from the first three eigenmode from Factor analysis of the spiking neuron network as in top right (n=500 neurons). c, Same as b for σ i larger than σ e . Top right and Bottom: same network as in Fig. 4d in the unattended state.
Relating low dimensional variability to spatio-temporal pattern formation 197
Networks of spiking neuron models produce rich activity that can be directly compared to population that every eigenmode has eigenvalues with strictly negative real part. Since our network is spatially 211 ordered the eignemodes are also organized in space, each with their own distinct spatial frequency. If 212 the solution loses stability at a particular eigenmode, then the spatio-temporal dynamics of the result-ing network firing rates will inherit the spatial frequency of that eigenmode -this process is termed spatio-temporal pattern formation 41 . rons are very sensitive to perturbations that affect the spiking of other neurons 27, 42 . To investigate how this microscopic (single neuron) variability possibly manifests as macroscopic population activity, we rons, respectively. Each neuron is modeled as an exponential integrate-and-fire (EIF) neuron whose 384 membrane potential is described by:
Each time V α j (t) exceeds a threshold V th , the neuron spikes and the membrane potential is held for ms. The total current to each neuron is:
where N = N e + N i is the total number of the network population. Postsynaptic current is
where τ er = 1 ms, τ ed = 5 ms and τ ir = 1 ms, τ id = 8 ms. The feedforward synapses from Layer 392 1 to Layer 2 have the same kinetics as the recurrent excitatory synapse, i.e. η 
398
The probability that two neurons, with coordinates x = (x 1 , x 2 ) and y = (y 1 , y 2 ) respectively, are 399 connected depends on their distance measured periodically on Γ:
Herep αβ is the mean connection probability and
is a wrapped Gaussian distribution. Excitatory and inhibitory recurrent connection widths of Layer 
416
The spatial models in Fig. 2aii ,aiv contain only Layer 1 and Layer 2. In the model with disordered 417 connectivity, the connection probability between a pair of neurons isp αβ , independent of distance.
418
Other parameters are the same as the spatial model. The decay time constant of IPSC (τ id ) was varied 419 from 1 to 15 ms (Fig. 2d ). The rise time constant of IPSC (τ ir ) is 1 ms when τ id > 1 ms and 0.5 ms 420 when τ id = 1 ms.
421
The parameters used in Fig. 3c,d (2) i = 9 Hz. In the further analysis ( Fig. 4b-d , 423 Fig. 5b and Fig. 6 ), we used µ I = 0.2 pA for the unattended state and µ I = 0.35 pA for the attended 424 state. In simulations of the spatial model with fast inhibition (Fig. 4c) , τ ir = 0.5 ms, τ id = 1 ms. In 425 simulations of the spatial model with broad inhibitory projection ( Fig. 4d and Fig. 5c ), α Neural field model and stability analysis We use a two dimensional neural field model to describe 431 the dynamics of population rate (Fig. 5 ). The neural field equations are
where r α (x, t) is the firing rate of neurons in population α = e, i near spatial coordinates a Jacobian matrix at each spatial Fourier mode 25 442 J( n) = (−1 + g e w ee ( n)) /τ e g e w ei ( n)/τ e g i w ie ( n)/τ i (−1 + g i w ii ( n)) /τ i .
where n = (n 1 , n 1 ) is the two-dimensional Fourier mode, w αβ ( n) = w αβ exp(−2 n 2 π 2 σ 2 β ) is the 443 Fourier coefficient of w αβ (x) with n 2 = n 2 at the fixed point. The fixed point is stable at Fourier mode n if both eigenvalues of J( n) have negative 445 real part. Note that stability only depends on the wave number, k = n , so Turing-Hopf instabilities 446 always occur simultaneously at all Fourier modes with the same wave number (spatial frequency).
447
For the stability analysis in Fig. 5a , τ i varies from 2.5 ms to 25 ms, σ i varies from 0.05 to 0.2, 448 and τ e = 5 ms and σ e = 0.1. The rest of the parameters were w ee = 80, w ei = −160, w ie = 120, 449 w ii = −200, µ e = 0.48 and µ i = 0.32. Depolarizing the inhibitory population (µ I = 0.5) expands 450 the stable region ( Fig. 5a, black dashed) .
451
Experimental methods Each of the two datasets (recordings from V4 and recordings from V1 452 and MT) was collected from two different rhesus monkeys as they performed an orientation-change For analysis in Fig. 1b and Fig. 4a , data was collected with two microelectrode arrays implanted 456 bilaterally in area V4 24 . In our analysis, we include stimulus presentations prior to the change stimulus 457 from correct trials, excluding the first stimulus in a trial to avoid adaptation effects. Spike counts 458 during the sustained response (120 -260 ms after stimulus onset) are considered for the correlation 459 and factor analysis. Neurons recorded from either the left or right hemisphere in one session are 460 treated separately. There are a total of 42,496 trials for 72,765 pairs from 74 recording sessions. Two 461 sessions from the original study were excluded for factor analysis due to inadequate trials. The trial 462 number and unit number of each session is summarized in Table S1 .
463
For analysis in Fig. 1d , data was collected with one microelectrode array implanted in area V1 and 464 a single electrode or a 24-channel linear probe inserted into MT 23 . Again, our analysis includes full 465 contrast stimulus presentations prior to the change stimulus from correct trials and excludes the first 466 stimulus in a trial to avoid adaptation effects. Spike counts are measured 30 -230 ms after stimulus 467 onset for V1 and 50 -250 ms after stimulus onset for MT to account for the average visual latencies 468 of neurons in both areas. There are a total of 1,631 V1-MT pairs from 32 recording sessions.
