Abstract. After defining a notion of ǫ-density, we provide for any integer m > 1 and real algebraic number α an estimate of the smallest ǫ such that the set of vectors of the form (t, tα, . . . , tα m−1 ) for t ∈ R is ǫ-dense modulo 1 in terms of the multiplicative Mahler measure M (A(x)) of the minimal integral polynomial A(x) of α, which is independent of m. In particular, we show that if α has degree d it is possible to take
Introduction
The classical Kronecker's Theorem in diophantine approximation, in one of its different versions, says that if θ 1 , . . . , θ m are real numbers linearly independent over Q, then (tθ 1 , . . . , tθ m ) is dense modulo 1, i.e. if we call
the canonical projection, then the set {π m (tθ 1 , . . . , tθ m ), t ∈ R} is dense in T m .
A question left to investigate by this result is which amount it fails for particular choices of (θ i ) which are not linearly independent over Q, but have a special form. In this paper we will consider the case where the (θ i ) are powers of an algebraic number α, and more in general when the θ i statisfy a linear recurrence relation with characteristic polynomial A(x) of degree d, and θ 1 , θ 2 , . . . , θ d are linearly independent over Q (this condition is automatically satisfied when θ i = α i−1 , taking the minimial integral polynomial of α as A(x)).
Before stating our main result, we shall give a definition of ǫ-density and recall the notion of Mahler measure. be the cube with edge lenght ǫ in the torus T m , which we assume centered around the origin for convenience.
Definition. We will say that a set S ⊆ T m is ǫ-dense if S + Cǭ = T m for eachǭ > ǫ, or equivalently if S + C ǫ is dense. A set T ∈ R m will be ǫ-dense if T + Iǭ = R m wheneverǭ > ǫ, or equivalently if T + I ǫ is dense.
Alternatively, it is possible to consider on T m the distance d ∞ (x, y) = inf |x −ỹ| ∞ ,x,ỹ ∈ R m , π m (x) = x, π m (ỹ) = y , and since the ρ/2-neighborhood of S with respect to d ∞ (·, ·) is precisely S + C ρ for each ρ > 0, we have that S will be ǫ-dense if and only if its ǫ/2-neighborhood is all of T m , for eachǭ > ǫ (or, equivalently, if its ǫ/2-neighborhood is dense).
Mahler measure. Suppose given a polynomial of degree d with complex coefficients
x − α i , and such that a 0 = 0. The Mahler measure of A(x) is defined as
The Mahler measure is a notion of complexity that for the minimal polynomial of a rational number p/q with (p, q) = 1 reduces to max(|p|, |q|). Furthermore, each coefficient a i can be written as the sum of 
has at least d/2 roots ≤ 1 in absolute value. Since at least one of these conditions must hold, we have
M(A(x)) .
Main results.
We can now state our main results:
Theorem 1. Let m ≥ d > 0 be positive integers, and let θ 1 , . . . , θ m be real numbers such that θ 1 , . . . , θ d are linearly independent over Q, and θ d+1 , . . . are inductively defined by the linear recurrence determined by a primitive integral polynomial A(x) of degree d and with nonzero constant coefficient. Then
In other terms, this theorem says that if ǫ is as stated, then for arbitrary real numbers x 1 , . . . , x m it is possible to find a real number t and integers p 1 , . . . , p m such that
It is clearly possibile to take as (θ i ) the powers (α i−1 ) of an algebraic number α, and as A(x) as the minimal integral polynomial of α. For each primitive integral polynomial A(x) it is also possible to take as (θ i ) any 'sufficiently generic' recurrence sequence determined by A(x), such that θ 1 , . . . , θ d are linearly independent over Q.
Some computational evidence actually makes us advance the following Conjecture 1. In Theorem 1 we have ǫ-density for each ǫ at least 1/M(A(x)).
This conjectured optimal density coefficient is not very far from what obtained in Theorem 1, but it would be optimal because of the following negative result: Theorem 2. Let θ 1 , θ 2 , . . . and A(x) be as in Theorem 1. Then for each ǫ < 1/M(A(x)) the set S θ,m is not ǫ-dense for m big enough.
Note that if could be to ruled out the existence of S θ,m which are not ǫ-dense for some ǫ < 1 when A(x) is not a product of cyclotomic polynomials, then a positive solution of Lehmer problem [5, Chap. 1] would follow, because the existence of a sequence of polynomials with Mahler measure approaching to 1 from above would be automatically ruled out.
During the proof of this Theorem a result about the structure of the module of linear recurrences of fixed length is obtained, it is stated as Theorem 3 after some notation has been introduced.
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Preliminaries
Suppose given a polynomial with complex coefficients
and suppose that a d and a 0 are both nonzero. For each ℓ ≥ 1 let's consider the rectangular ℓ × (ℓ + d) matrix
A ℓ is also the multiplication matrix for sections of power series by the polynomial A(x), in the sense that if
and in fact the range of coefficients 0, 1,
Moreover, it is easy to see that if A(x) factors as
as it is easy to verify, for instance observing that multiplying a power series by A(x) and discarding the lowest d coefficients gives the same result as multiplying first by C(x) and discarding the lowest t coefficients, and then by B(x) and discarding the lowest s coefficients (and vice-versa).
For each polynomial A(x) and positive integer m we will also need the lower triangular m × m matrix defined as
Note that A ℓ is embedded in {A} ℓ+d as the last ℓ rows. Similarly to the previous case, we have that if
In particular, if C(x) splits in linear factors as
we have that
Proof of Theorem 1
We can now prove Theorem 1. The closure of S θ,m is thus the projection in T m of the hyperplane
the kernel of the linear application A ℓ : R m → R ℓ . It's inverse image under the projection π m is P + Z m , and since we just showed that the sublattice of Z m generated by the row of the matrix A ℓ is the saturated sublattice of the integral linear relations of θ 1 , . . . , θ m , we have that P + Z m is also equal to
In fact, the Z-linear map A ℓ : Z m → Z ℓ must be surjective (this can also be seen directly considering the ℓ × ℓ minors modulo p for each prime p [4, Lemma 2, Chap. 1], which have gcd 1 because A(x) is primitive). Now, P + Z m ⊆ Q clearly, and for each vector w ∈ Q there exist a vector z ∈ Z m such that A ℓ · w = A ℓ · z, and consequently the difference v = w − z is in P , and we have that w = v + z ∈ P + Z m . We are now reduced to prove that Q(A) is ǫ-dense in R m , for each ǫ satisfying the statement of the theorem. Applying the involution
to Q(A) we obtain a set which clearly has the same ǫ-density properties as Q(A), and which is Q(Ã), whereÃ(x) is the conjugated polynomial
, and the ǫ-density
2)) will follow from the same estimate applied to Q(Ã).
To obtain this estimate, note first that Q = Q(A) will be ǫ-dense if and only if the map π ℓ • A ℓ to T ℓ is surjective when restricted to
m . In fact, Q is ǫ-dense if and only if an arbitrary vector v ∈ R m is contained in Q + I ǫ , and
applying the matrix A ℓ to the expression, and where we denoted A ℓ · I ǫ the image of I ǫ under the map A ℓ . This passage must be justified because the matrix A ℓ clearly does not have rank m, but since Q contains all the vectors that are mapped to Z ℓ the first intersection will be non-empty whenever the second one is (the other direction being trivial).
We will now factor A(x) as a product of polynomials
, with a consequent factorization of A ℓ , and prove two different estimates for each of the two factors B(x) and C(x). We will select a posteriori the factorization which provides the best compound estimate.
More precisely, let
, and recall the induced matrix factorization
• C ℓ+s is surjective from I ǫ,m to T ℓ , we can just prove that π ℓ • B ℓ is surjective from I δ,ℓ+s for some δ, and that C ℓ+s · I ǫ,m contains I δ,ℓ+s . We anticipate that C(x) will be choosed monic and with all roots < 1 in absolute value.
Estimate for B(x).
We can take δ = 1/b 0 . Let's show that the image the of cube I δ,ℓ+s under B ℓ assumes each value modulo Z ℓ , starting with an arbitrary v = (v 1 , . . . , v ℓ ) ∈ R ℓ and building inductively a vector w = (w 1 , . . . , w ℓ+s ) in I δ,ℓ+s such that B ℓ · w − v ∈ Z ℓ . Suppose that w ∈ I δ,ℓ+s is such that the components with index > i of B ℓ · w − v are in Z, and observe that while w i varies in the interval [−δ/2, δ/2] the i-th component of B ℓ · w varies in an interval large b 0 δ = 1, while all components with index > i of B ℓ · w stay fixed. Consequently we can move w i in the interval [−δ/2, δ/2] to ensure that all components with index ≥ i of B ℓ · w − v are in Z, and since repeating this procedure allows us to construct a w with the required properties, our claim follows.
Estimate for
we will see that it is possible to take
To prove the assertion, we proceed in the following way. Rather than working with C ℓ+s we will work with the nonsingular square matrix {C} m , and if we prove that the image under {C} m of I ǫ,m contains I δ,m our claim will follow, since the image under C m is a just projection on the last ℓ + s coordinates of the image under {C} m . Now, rather than proving that the image under {C} m of I ǫ,m contains I δ,m , it will be easer to prove that the image under {C} 
and the inverse of a matrix of the form {x − γ} m , for γ ∈ {γ i } 1≤i≤t , is easily computed as
This shows that if a (possibly complex) vector v = (v 1 , . . . , v m ) has all components with absolute value ≤ ρ for some real number ρ > 0, the vector w obtained applying the matrix {x − γ} −1 m will have components of the form
for some 0 ≤ r < m, and their absolute value can be estimated as
Since ρ is arbitrary we have applying iteratively {x − γ i } −1 m for i = 1, . . . , t that the set of complex vectors with all components < δ in absolute value is mapped by {C} −1 m to complex vectors with components of absolute value at most ǫ, and consequently I δ,m is mapped into I ǫ,m , being {C} −1 m a matrix with real entries.
and with C(x) monic with all roots < 1 in absolute value. The above estimate shows that Q is ǫ-dense for each ǫ at least
and consequently for ǫ at least
since we can take as γ i precisely the α i with absolute value ≤ 1/2, and as β i the remaining roots of A(x) (note that C(x) will have real coefficients). Since this last expression is clearly not greater than 1/M(A(x/2)), the proof is complete.
Integral linear recurrences of fixed length
Let A(x) = d i=0 a i x i be a primitive integral polynomial of degree d with a 0 = 0, and for m > d let Λ m be the Z-module of the integral vectors in Z m that form a recurrence sequence determined by A(x). It is also the module of the integral vectors that are in the kernel of the matrix A m−d , and as such has rank d. In this section we provide some results about the structure of this Z-module, and in particular we show that for each prime p we can chose a basis with special properties with respect to the p-adic valuation of the vectors.
Only a small amount of these results is required to prove Theorem 2, but we will state and prove them in full strength nevertheless. We will consider the Z p -module Λ Let v p (·) be the p-adic valuation, and let's recall that the Newton polygon of A(x) is the boundary of the polygon in R 2 obtained as the upper convex envelop of the points with coordinates
Suppose that the polygon has r edges with different slopes which connect the consecutive pairs of points (w k
Let's consider a splitting field K of A(x) over the field of p-adic numbers Q p , and let's extend to K the p-adic valuation and absolute value. Call as usual O K the integral closure of Z p in K, which is the local ring formed by the element with non-negative valuation, with maximal ideal m generated by the uniformizer π. As it is well known, the polynomial A(x) has precisely ℓ k roots with p-adic valuation equal to −σ k , for 1 ≤ k ≤ r. We will show that the slopes of the Newton polygon, and consequently the valuations of the roots of A(x), are reflected in the Z p -module Λ ) is a block upper (resp. lower) triangular matrix, with blocks B 1 , . . . , B r (resp. C 1 , . . . , C r ) on the diagonal; the number of blocks r is equal to the number of edges of the Newton polygon of A(x), and B k and C k are square matrices of size equal to the lenght ℓ k of the k-th side of the polygon for each 1 ≤ k ≤ r; (2) if 1 ≤ s ≤ r is the smallest integer such that σ s ≥ 0 (or we may require alternatively that s is the smallest such that σ s > 0) then B 1 , . . . , B s−1 , C s , . . . , C r are the identity matrix, and for 1 ≤ k ≤ s − 1 the matrix C k has determinant with valuation −σ k ℓ k (m − d), and for s ≤ k ≤ r the matrix B k has determinant with valuation σ k ℓ k (m − d); (3) walking on the right from the element M j,j = 1 contained in the diagonal of the k-th identity block B k for 1 ≤ k ≤ s − 1 (resp. walking left from an M j+m−d,j = 1 contained in the diagonal of the identity block C k , for s ≤ k ≤ r) by t steps we find elements with p-adic valuation at least −tσ k (resp. at least tσ k ).
In other words, the matrix M can be taken with the following form: Proof. Let N = (N i,j ) be the rational d × m matrix obtained putting N i,j = δ ij for 1 ≤ i, j ≤ d, and inductively defining the remaining elements in each row to form a linear recurrence determined by A(x). We will now prove that the square matrix N ξ = (N i,ξ j ) 1≤i,j≤d is nonsingular for ξ = (1, 2, . . . , w, m − d + w + 1, . . . , m), for all w = w 0 , . . . , w r which are the ordinate of a vertex of the Newton polygon of A(x). If A(x) has distinct roots α 1 , . . . , α d the matrix N is given by V −1 · L, where
.
To obtain a formula for the determinant of N ξ valid for general α i , let's work over C and suppose for a moment that
where the α i are algebraically independent over C. The determinant of N ξ = (N i,ξ j ) 1≤i,j≤d is equal to the determinant of L ξ = (L i,ξ j ) 1≤i,j≤d divided by det V , and this turns out to be the Schur function s λ (see [10] ) associated to the partition λ defined as
Note applying the definition of N by linear recurrence that the entries of N are polynomial functions in the elementary symmetric functions of the α i , and hence they are polynomial in the α i , and the determinant of each submatrix is polynomial in the α i as well. While the α i vary outside of the closed algebraic set defined by i>j (α i − α j ) = 0 the determinant of N ξ is equal to the polynomial s λ (α 1 , . . . , α d ) , and consequently the equality must hold for each value of the α i .
If ξ is defined as above, λ has precisely d−w parts all equal to m−d, and its conjugate partition λ ′ is formed by m − d parts equal to d − w. Recall now Jacobi-Trudi's identity . Note that all entries on the diagonal are equal to a w .
If w = w 0 = 0 (resp. if w = w r = d) then the matrix is lower (resp. upper) triangular with a w = 0 on the diagonal, and consequently nonsingular. Suppose w = w k for some 1 < k < r, let ρ ∈ K be an element with p-adic valuation equal to σ k , and let R be the diagonal matrix with 1, ρ, ρ 2 , . . . , ρ m−d−1 on the diagonal. The matrix
has all entries in O K , and is upper unitriangular when reduced modulo m because it has all 1 on the diagonal, and starting from a w the p-adic valuation increases at a rate bigger than σ k . Consequently N ξ is non-singular, and we can consider the matrix Q = N −1 ξ · N. This is already sufficient to show that the matrix M must be unique, because suppose that we have another matrix M ′ with the same properties, and suppose that the i-th row differs. If (v j ) 1≤j≤m is the difference of those rows we must have v j = 0 unless w k < j ≤ m−d+w k for some k, so taking w = w k we have that (v j ) cannot be a linear combination of the rows of Q. But Q has rank d, and the existence of (v j ) would imply that the module of linear recurrences Λ m ⊗ Z Q has rank > d, which is absurd.
Suppose now that w = w k with 1 ≤ k < s, so that the slope σ k is ≤ 0 by definition of s. We will show that all entries in the rows with indices w k−1 + 1, . . . , w k − 1, w k are integral, and that the valuation of Q i,j for w k−1 < i ≤ w k and j ≥ i is at least −σ k (j − i).
In fact, let ρ have valuation equal to σ k and consider the polynomial
Note that the Newton polygon of B(x) is obtained by the Newton polygon of A(x) by subtracting the linear affine function f (x) = σ k (x − w) + v p (a w )), and this has the effect of moving the k-th side of the Newton polygon to lay on the horizontal axis. In particular, the coefficients of B(x) are such that
On the other hand, for each w k−1 < i ≤ w k the vector (ρ j−i Q i,j ) 1≤j≤m is a linear recurrence determined by B(x), and we claim that all entries are in O K . In fact, suppose this is not the case, and multiply it by the smallest power of the uniformizer π required to make all entries in O K . Some entry will be in O K \ m, but the first ℓ k = w k entries will be in m. When reduced modulo m, the subvector (ρ j−i Q i,j ) w k−1 <j≤m−d+w k is a recurrence determined by the polynomial
and this recurrence of order ℓ k in O K /m is supposed to have non-zero entries, while the first ℓ k entries are zero. But this is absurd, and the claim is proved. 
In this way we have built the rows from w k−1 + 1 to w k of M, and proved that C k = (Q i,j )
<i,j≤w k is the identity. For s ≤ k ≤ r we can clearly proceed in a symmetrical way, taking C k equal to the identity and proceeding on the left up to B k which will have determinant equal to
The matrix we have built selecting at each step the rows from w k−1 + 1 to w k of Q clearly satisfies all requirements for the matrix M. Furthermore all rows are linearly independent, so the module they generate over Z p has rank d.
To prove that the rows generate all of Λ (p) m observe that they generate a Z p -module contained in Λ (p) m , and suppose the generated module to be strictly contained. By left multiplication by a matrix B with determinant ∈ Q p \ Z p we can obtain in any case a basis of Λ (p) m , but the matrix M ξ = (M i,ξ j ) 1≤i,j≤d for ξ = (1, . . . , w s , m − d + w s + 1, . . . , m) has determinant 1, and B · M ξ (and consequently B · M) would not have coefficients in Z p , which is absurd.
Let's now turn to the Z-module Λ m again. If E is a Z-module and F ⊆ E a submodule with index n, we have that the index of F ⊗ Z Z p in E ⊗ Z Z p is precisely the biggest power of p dividing n. 
Consequently (Θ 
Proof of Theorem 2
Before providing the proof of Theorem 2, let's recall a few facts of linear algebra. Let ·, · be the standard inner product on R n , and u 1 , . . . , u k ∈ R n , for k ≤ n. The Gram matrix of the u i is the k × k matrix defined as
and geometrically its determinant is the square of the volume of the parallelepiped formed by the vectors u i . If the u i can be completed with u k+1 , . . . , u n ∈ R n to a basis of R n , and v 1 , v 2 , . . . , v n ∈ R n are such that they form a pair of biorthonormal bases, then we have
. . , u n ) and its complementary cofactor is G(v k+1 , . . . , v n ), if the u 1 , . . . , u n form a parallelepiped of volume 1 (and consequently G(u 1 , . . . , u n ) has determinant 1) we have that
as it follows from the properties of compound matrices (see [6, It is now possible to give the Proof of Theorem 2. As in the proof of Theorem 1, put ℓ = m − d, and let Q be defined as 
The map π m locally preserves the volume and the image of Π is all T m , so the volume of Π must be ≥ 1. On the other side, the volume of Π can be computed as the sum of the volumes of the parallelepiped formed by all choices of m vectors within ǫe 1 , . . . , ǫe m , ω 1 , . . . , ω d , and note that the volume of the parallelepiped formed by, say, ǫe s 1 , . . . , ǫe sq , ω r 1 , . . . , ω rp with p + q = m is not greater than We will now show that we can bound the Gramian of a subset of the ω i in terms of the Gramians of all subsets of the ζ i and the determinant of (W i,j ) squared (which we know to be equal to |a d | 2ℓ ). In fact, let ω r 1 , . . . , ω rp , for 1 ≤ p ≤ d and 1 ≤ r 1 < · · · < r p ≤ d, be a subset of the ω i . The quantity G(ω r 1 , . . . , ω rp ), being the volume of the parallelepiped formed by the ω r i , is also equal to sup φ∈Φp φ(ω r 1 , . . . , ω rp ), the sup being taking withing all the elements of the exterior power Λ * p (R m ) of the form
where R m is identified with the dual through ·, · . This can now be estimated as
since we can discard the summands where s i = s j for some i = j, and (W i,j ) is upper triangular and with integral entries, Consequently, let ζ r 1 , . . . , ζ rp for 1 ≤ r 1 < · · · < r p ≤ d be a subset of the ζ i , and let 1 ≤ s 1 < · · · < s q ≤ d be the complementary set of the r i in 1, 2, . . . , d. As observed before the proof, the Gram determinant of ζ r 1 , . . . , ζ rp is the same as the Gram determinant of the vectors e s 1 , . . . , e sq , B 1 , . . . , B ℓ . Note that this Gram matrix is a matrix with a very special form, and after a complicated part we have that if j, k are ≥ q the (j + 1, k + 1) entry is equal to the (j, k) entry being B j−q , B k−q = B j+1−q , B k+1−q , and in particular it is a perturbed Toeplitz matrix.
The asymptotic behaviour of matrices that are perturbed Toeplitz matrices have been deeply studied by Bump-Diaconis [2] , Tracy-Widom [12] and Lyons [9] . In particular, the following theorem of Lyons [9, Theorem 3.1 ] suits perfectly our needs.
Let λ the Lebesgue measure on the unit circle, and let E n (t) = e 2πint . Let Poly n be the linear span of E 0 , E 1 , . . . , E n . Let H 2 (T) be the Hardy space of the functions f ∈ L 2 (λ) such that all negative Fourier coefficients vanish. Let P H 2 be the orthogonal projection L p (λ) → H 2 (T). For f ≥ 0 with log f ∈ L 1 (λ), let Φ f (z) = exp 1 2 T E 1 (t) + z E 1 (t) − z log f (t)dλ(t), for |z| < 1. Let φ f (t) the be the outer function φ f (t) := lim r↑1 Φ f (rE 1 (t)), which exists λ-almost everywhere [11] , and satisfies |φ f | 2 = f , λ-almost everywhere. If µ is a measure on T, let its Fourier coefficients beμ(n) = T e −2πint dµ(t), and let D n be the determinant of the Toeplitz matrix (μ(k − j)) 0≤j,k≤n . Then we have the following result:
Theorem 4 (R. Lyons). Let µ be a finite positive measure on T with infinite support. Let f := [dµ/dλ] be the Radon-Nikodým derivative of the absolutely continous part of µ.
Given any functions f 0 , . . . , f r , g 0 , . . . , g r ∈ L 2 (µ), let F j := P H 2 (f j φ f ) and G j := P H 2 (g j φ f ). Define
We have
Note that we can take n = ℓ, r = q −1, µ = f λ for f = B(e 2πit )B(e −2πit ), and f j = g j = e −2πis j+1 t B(e −2πit ) −1 , which clearly ∈ L 2 (µ), for 0 ≤ j ≤ q−1.
