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ABSTRACT 
The generalized stochastic linear model with a set of independent linear inequal- 
ity constraints on its parameters is transformed so that the constraint subset forms the 
positive orthant in the parameter space. It is shown that the transformation preserves 
th e projection relation between the unconstrained and constrained least-squares 
estimates of the parameters in a different norm. A relation between the pre- and 
post-transformation constrained estimates is established. The results are applied to 
derive a procedure for testing a set of inequality constraints on the parameters of the 
linear model. 
1. INTRODUCTION 
Consider the stochastic linear model 
y=xp+e, (1) 
where y and x are a given T X 1 vector and T X k matrix, respectively, /3 is 
a k X 1 vector of parameters, and E is a T X 1 vector of random errors with 
mean zero and T X T covariance matrix V(E), which is assumed known or 
replaced by a consistent estimate. The underlying theory of the system 
formulated as the model (1) usually provides the researcher with a set of 
linear inequality constraints formulated as Rj3 2 T, where R and r are a 
known m X k matrix and m X 1 vector, respectively. The constraint subset S 
is defined in [Wk as 
S={pEIQk:Rp>r}. (2) 
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The model (1) is a “standard’ linear model when the error covariance 
matrix, V(E), is assumed to he the scalar matrix u2Z, where Z is the T X T 
identity matrix and u2 is a positive scalar. Then, the constrained least-squares 
estimation of p in (1) subject to the inequality constraints R/3 2 r reduces to 
the minimum-norm problem: 
where ]I I) is the standard Euclidean distance. The “generalized’ linear 
model is the case where V(E) is a nonscalar positive definite matrix 2, which 
covers the cases of serial correlation in error terms, distinct observation- 
specific error variances (hetroscedasticity), and simultaneous equations. 
Under the generalized condition, applying the standard minimum-norm 
problem (3) will not yield the minimum-variance estimate of p. In order to 
derive such an estimate, it is necessary to apply a general inner product so 
that, instead of (3), the least-squares problem is formulated as [5, pp. 84-861 
where Ilw]l$ = w’CP1w. Both (3) and (4) are the usual quadratic program- 
ming problems which can be solved for 6, the constrained estimate of p, 
with available algorithms, e.g. [7]. 
Researchers are often interested in statistical testing for the compatibility 
of a priori inequality constraints on the parameters with sample information, 
e.g. [2]. Such tests are also for model selection to compare various formula- 
tions of a system with respect to their compatibility with a set of theoretical 
constraints, e.g. [l]. In the context of testing inequality constraints, the 
procedure is significantly simplified if the constraint subset S forms the 
positive orthant in the parameter-vector space. In a more general case, 
the constraint subset S can be turned into a positive orthant through a 
transformation of the linear model. It will be shown that the transformation 
will preserve the projection property between the unconstrained and con- 
strained least-squares estimates of the parameter vector in a different norm. 
A relation between the pre- and post-transformation constrained estimates 
will be established. The estimates will be equivalent to the maximum-likeli- 
hood estimates when normality is assumed for the distribution of E. The 
generalized form of the model (1) will be considered, so that the constrained 
estimate of ~3 is the solution to (4). It will be assumed that the matrix R in 
the constraint subset S defined in (2) has full row rank. Some remarks on this 
assumption are given in the last section. 
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The projection relation and the transformation are shown in the next 
section. Preservation of the projection is established in Section 3. An applica- 
tion and some remarks appear in Sections 4 and 5, respectively. 
2. THE TRANSFORMATION 
The unconstrained least-squares estimate @ of p is a solution to 
If x has full column rank, then the solution to (5) is given uniquely by 
/f= (r’C-‘x)-lx’Yy. (6) 
The constrained least-squares estimate 6 of p subject to the constraint 
R/3 > r is a solution to 
min IIy - xpIIi. 
0E.s 
(7) 
Note that p is a projection of p^ on S. This is shown by multiplying Equation 
(1) by (x’x-lx)-‘x’x-‘. Then, the model (1) can be written equivalently as 
@=/?+a, (8) 
where 6 = (x’~-‘x)-~x’~-~~. Here 6 has mean zero and covariance matrix 
F = (x’x-‘x)-r. Using the model (8) 6 is a solution to 
(9) 
which shows p is a projection of p^ on S with respect to I. Note that /? is 
unique if x has full column rank and S is convex. 
Further transformation of the model (1) is derived by multiplying (8) by 
R and subtracting r: 
(R&T-)=(RP-v-)+7, (10) 
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where T = R6. Note that T has mean zero and covariance matrix R = RrR’. 
Define 
fi=R@-I-, 
p=Rp-r. 
Then the model (1) can be written equivalently as 
/i=p+r. (11) 
For the purpose of testing, the constraint RP - r 2 0 on the model (1) is 
equivalent to the constraint k > 0 on the model (11). The constraint subset 
for the model (11) is the positive orthant C in [w”‘: 
C=(pLEIW”‘:pCLO}. (12) 
Let fi be the constrained least-squares estimate of /1 in (11) subject to p > 0. 
Then fi is a solution to 
i.e., @ is a projection of Rp - r on C with respect to R. Assuming x has full 
column rank, ii is unique. 
3. THE PROJECTION 
If 6 is the projection of p^ on S with respect to F, then Rp - r is the 
projection of R@ - r on C with respect to RTR’. This will be established in 
this section. An implication is 
fi=Rj.?--r. 
DEFINITION. Let F be a k x k positive definite matrix, and define an 
inner product with respect to F on [Wk by (alP)r = a’l’-‘/3 for every 
a,~ E [Wk. The corresponding norm is defined for every p E [Wk as the 
positive square root of Jlpll~ = p’r-lp. 
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Define the transformation T : Rk + R’” by 
T(P) = RP - r, 
and a subspace of iWk by 
ker R = (p E [Wk : Rj? = 0). (14) 
The orthogonal complement of ker R in [Wk is defined by the subspace 
(kerR)’ =((YE[W~:((YIP)~=OV~E kerR}. (15) 
A direct-sum decomposition of [Wk is given by 
(16) 
Every vector R E [Wk can be uniquely decomposed as the sum of a vector 
T E ker R and a vector S E (ker R) L : 
p=7+fY. (17) 
Characterizations of r and 6 for a given /3 E [Wk are given in [3, p. 286, 
Theorem 51. S and C are those defined in (2) and (12), respectively. 
LEMMA 1. T(S) = C. 
Proof. Let /3 E S. Then T/3 = RP - r 2 0, which implies TR E C. 
Therefore T(S) c C. Conversely, let I_L E C. Since R has full row rank, as a 
linear transformation from [Wk to [w” it is onto. Therefore, there exists R E [Wk 
such that RP = p + r. Then 
T(P)= RP-r=p>O, 
so p E S and CL = Tp. Thus C c T(S). a 
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LEMMA 2. Let /3E[Wk=(kerR)@(kerRjL, and&fine 
Rf = rR’( R~R’)-‘, (18) 
S=R+RP. (19) 
Then 6 is the component of p in (ker R) L for the unique decomposition of p 
in kerRand (kerRI’. 
Proof. Note that RR+ = 1. Then R6 = RR+RP = RP, which implies 
R(P - S) = 0. Therefore, p - 6 E ker R. Write /? as 
P=(P-sj+s, 
and let 7 = p - 6. Since the decomposition is unique and r E ker R, it 
sufEces to show (TV = 0: 
(~]a), = ~‘I’-~fi = T’T-‘R+RP 
= T’r-lrR’( RTR’)-‘RP 
= (R+(RrR’)-‘(Rfi) 
= 0, 
where the last equality is due to RT = 0. n 
LEMMA 3. Zf S,,6, E(kerR)l, then 
(WR%), = (%I%)P (20) 
where R = RrR’. 
Proof. Note that R is positive definite, since R has full row rank and r 
is positive definite. By Lemma 2, 6i = Rf R6, for i = 1,2, where R+ is 
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defined by (18). Then 
(al/6,)r = qr-‘6, 
= (R+RG1)‘r-1(R+R62) 
= (RS,)‘(R+)‘r-‘(R+)(R6,) 
= (RG,)‘(R~R’)-‘(RG,) 
= (R4IR&),. 
159 
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COROLLARY 3.1. If 6E(kerR)l, then 
llR% = llW-~ (21) 
Proof. It follows from Lemma 3. n 
LEMMAS. Let p E S, and define /3, 6, and 6 by their unique decomposi- 
tions in ker R and (ker R) L : 
where 7, +, + E ker R, and 6,& 8 E (ker R) ‘. Then 
II@ - Bllr 6 lls^- 4lr 
fi every p E S. Furthermore, 
II@ - Pllr = 118 - aI,. 
Proof. By definition of 6, 
(22) 
(23) 
II@ - Pllr Q IIB - Pllr 
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for every p E S. Fix /3 E S, and define 
/3=7+8, 
where 7 E ker R and 6 E (ker R) I. Then 
r<RP=R7+RS=R6, 
which implies 6 E S. Hence 
R(++S)=R6>r, 
showing 9 + 6 ES. It follows that 
IIP-Pllr~IIPI-(~+~)ll, 
=Ip+s”)-(f+s)II, 
= 118 - 4lr, 
which proves (22). To show (23), note that 
Ils^ - 41; a IIB - PIG 
=Il(i-?)+(&d)ll; 
=ll;-ill:+l1(d-s)II~, (24) 
where the last equality is due to the Pythagorean theorem. It follows that 
II?- ?I),=0 and ?= ?. (25) 
Using (25) in (24) shows that 
II& Bllr = 16 s’ll,. n 
LEMMA 5. Given the above definitions, Rfi - r is the projection of 
R@ - r on C with respect to R, where R = RrR’. 
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I+-oaf. It suffices to show 
Let I_L E C. Then, by Lemma 1, there exists p E S such that p = T(P). Using 
the notation and results given in Lemmas 1-4, 
llTp^ - /& = II@ - TPlln = II@- Win 
= IIRs^ - R611, 
= Ils^ - a- (by Corollary 3.1) 
a II@- Pllr (by Lemma 4) 
= 118 - 811, (by Lemma 4) 
= IIR8 - R811n (by Corollary 3.1) 
= IIn- mn. 
4. AN APPLICATION 
A major difficulty in statistical testing of inequality constraints in linear 
models is the derivation of an applicable null distribution for the correspond- 
ing test statistic. Suppose the constraints on the parameter vector p of the 
model (1) are given by p z 0, i.e. R = 1 and r = 0. Assuming normality for 
the distribution of E, a likelihood-ratio statistic for direct testing of the null 
hypothesis /3 2 0 against an unrestricted alternative p E lRk can be derived 
as 
u= Ilk PII;> 
where 6 is the unconstrained estimate of /3 with a known sampling distribu- 
tion, and 6 is the constrained estimate, which is also the projection of p^ on 
the positive orthant (the constraint subset) in lRk with respect to I = 
(x’Z_‘x)-i. Then, utilizing the asymptotic case of a result given by Perlman 
[6, Theorem 8.31, the upper-bound null distribution of U over all B > 0 can 
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be derived as a simple mixture of the x2 (chi-squared) density functions with 
parameters k and k - 1: 
&“(k)+$x’(k -1). 
The distribution depends only on k. 
However, for a more general inequality constraint R/3 > r, b is not the 
projection of @ on the positive orthant, so the null distribution of U becomes 
complicated. The transformation shows that testing Rfl> r on (1) is equiva- 
lent to testing p > 0 on (11). Utilizing the projection results, a likelihood-ratio 
statistic can be derived for the latter testing problem as 
where fi and its distribution are derived from 6, and fi is the projection of $ 
on the positive orthant in [w” with respect to R = RlYR’. Here /i is also 
derived from 8. Then, the distribution of U, is derived over all p > 0 similar 
to the one for U, but it depends only on m. Given a Type I error size (Y, the 
cutoff value c is the solution to 
The null hypothesis RP > r is rejected if U, > c. 
5. REMARKS 
In application problems, the requirement that the m X k constraint 
matrix R have full row rank is a rather reasonable assumption which is often 
used [2]. The following is noted with respect to (i) independence of rows in 
R, and (ii) m < k. 
(i) It is usually the case that each inequality constraint given by the 
underlying theory provides either the lower bound or the upper bound for 
one parameter, or for a linear combination of parameters [8, p. 353; 41. In the 
context of the application mentioned in the last section, for the less likely 
cases where a constraint gives both lower and upper bounds (which results in 
linear dependence among rows of R), the bounds can be used to specify a 
probability distribution for the constraint function, which is then incorpo- 
rated into the estimation and testing procedures suggested by Theil [8, pp. 
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347-3511, or by Bayesian techniques. Special cases of such procedures 
provide methods to handle equality constraints. When only one bound is 
specified, the identification of the prior distribution becomes almost impossi- 
ble. 
(ii) The number of inequality constraints, m, rarely exceeds the number 
of parameters, k. This is especially the case for large-scale models. Clearly, a 
constraint which is implied by the rest is dropped. In the case m > k, for the 
purpose of testing, the constraints may be divided into groups and tested 
separately. 
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