Weak values arise experimentally as conditioned averages of noisy observable measurements that minimally disturb an initial quantum state. These averages can exceed the eigenvalue range of the observable ostensibly being measured, which has prompted considerable debate regarding their interpretation. Classical conditioned averages of noisy signals only show such anomalies if the quantity being measured is also disturbed. This fact has recently been rediscovered, along with the question whether anomalous weak values are merely classical disturbance effects. Here we carefully review the role of the weak value as a conditioned observable estimation, and clarify why classical disturbance is insufficient to explain the weak value unless it can simulate quantum interference. Anomalous weak values are intrinsically interference phenomena, which is why they also appear in classical field theories (where the anomalous values have physical meaning).
After their introduction over a quarter-century ago [1] , quantum weak values [2, 3] have consistently found themselves at the center of controversy [4, 5] . Indeed, the original paper [1] details how one can postselect a noisy (i.e., weak) measurement of a spin-1/2 operator for an electron (using a sequence of two Stern-Gerlach apparatuses) to obtain a conditioned expectation value that approximates a weak value with an anomalously large value of 100. The question whether this strange average value has any physical meaning pertaining to the spin has since plagued the concept of the weak value (e.g., [6] ).
The most recent addition to this controversy [7] considers a superficially similar example consisting of a classical coin that has its two faces noisily measured, then disturbed, and finally conditioned to produce an anomalous average value of 100 heads. The conclusion drawn from their study is that strange weak values may be understood entirely as classical disturbance effects, making them not "quantum." In fact, every element of this simple example of how intermediate disturbance can cause strange postselected averages has been previously demonstrated, and corroborates our published work: Not only did we emphasize a similar disturbance example using a colored marble in our systematic investigation of generalized observable measurements [8, 9] , but we also carefully highlighted the potential role of invasive measurements in studies linking strange conditioned averages (including weak values) to violations of generalized Leggett-Garg inequalities [10] [11] [12] [13] [14] (which were designed, incidentally, to test for "quantum" behavior in macroscropic systems [15] [16] [17] ). It is now well-established that any classical (i.e., hidden-variable) model that can produce strange conditioned averages like the weak value must include some form of disturbance during the measurement process (see also [18, 19] ). The more interesting question to raise is whether such models of disturbance can also reproduce the complete behavior of the weak value as its physical parameters are varied.
In this paper, we revisit this question to show that a strange weak value is nonclassical in precisely the same manner that a quantum particle can be considered to be nonclassical. Specifically, to obtain strange weak values in the weak measurement limit, the joint quasiprobability distribution that determines the conditioned observable estimate must become negative. Such negativity for quasiprobabilities has been proven to be an equivalent notion of "nonclassicality" as the need for contextual hidden variable models [20] (in the sense of Bell-KochenSpecker [21, 22] ). For example, the Wigner distribution for quadratures, or the Glauber-Sudarshan P distribution for amplitudes, will be somewhere negative if no noncontextual model exists for the joint measurements described by those distributions [23] [24] [25] [26] . It follows that if a noncontextual model could completely explain the detailed distributional structure of the weak value, then it would also be able to simulate quantum interference.
This observation confirms a recent and independent proof by Pusey [27] , and an earlier study by Tollaksen [18] , and is consistent with the established understanding that strange weak values fundamentally indicate disturbance in the form of interference (i.e., superoscillations [28, 29] ). Indeed, strange weak values also appear in classical field theories [30] , where the anomalous values faithfully indicate physical wave properties (e.g., the Poynting vector field of vortex beams or evanescent optical fields can show anomalous momentum distributions that are equal to strange weak values [31] [32] [33] ). As with any quantum interference effect, the fact that discrete and independent random events can be measured (as opposed to attenuated wave intensities) will distinguish whether a strange weak value is quantum mechanical. As previously argued, however, the large number of events needed to statistically resolve such a weak value imply that any described physical properties essentially belong to the classical mean (background) field, and not to each individually measured particle [33] (precisely like standard expectation values are best considered to be properties of an effective background field).
For clarity, we first review how weak values can be interpreted as observable estimates, and also review how , the weak value Zw(t) (thin, green) coincides with the expectation value Z(t) = i|Û † tẐÛ t|i (dot-dashed, black) when the postselection is consistent with the natural oscillation. Otherwise, Z(t) (dashed, black) displays a jump at time T , while Zw(t) (red) smoothly connects the boundaries, still passing through the points of certain Z. The shaded regions exceed the eigenvalue bounds of ±1, indicating the inconsistency between the natural evolution and the observed boundaries.
they can be experimentally determined using noisy measurements. We then clarify the connection between strange weak values and negative quasiprobabilities, justifying their interpretation as nonclassical effects.
Weak values as estimates.-Most of the controversy surrounding weak values rests upon their common (but unnecessary) association with an alternative timesymmetric approach to the quantum theory that involves two state vectors [34] [35] [36] [37] [38] [39] . In this time-symmetric approach, one forward-propagates a state-vector |i from an initial time 0 to t in the usual way; however, one also back-propagates a second state-vector f | from a final time T to t. While the initial state vector |i corresponds to a preparation procedure, the final state vector f | corresponds to a postselection procedure. It is then postulated that the best estimate of the average (unmeasured) value for an observableÂ at any time t in the interval [0, T ] is not the expectation value A(t) = i|Û † tÂÛ t |i (which neglects the information about the postselection result), but is rather the weak value [40]
HereÛ t = exp(−iĤt/ ) is the usual unitary propagator for a time-interval t that is generated by the HamiltonianĤ. The problematic feature of this postulated estimate is that it may exceed the eigenvalue range ofÂ. As discussed in the introduction, a classical conditioned estimate may show such anomalous behavior only if the estimation procedure is noisy and if what is being estimated is disturbed in the interval [0, T ] [9, 10, 12, 18, 19] . The question raised in Ref. [7] is whether such a classical model with disturbance is sufficient to reproduce Eq. (1). As a philosophical side note, for those who believe that the state-vector represents the complete physical (ontic) reality (e.g., adherents to the many-worlds interpretation [41] ), this time-symmetric formulation prompts several more radical speculations: The existence of the second state vector f |Û T −t in Eq. (1) seems to imply not only that the stateÛ t |i is an incomplete description of reality at time t, but also that there seems to be a causal effect on the time t from the future time T [42] . Such a retro-causal interpretation is similar in spirit to the interpretations of anti-particles in quantum field theory as field-excitations that move backwards through time [43] . However, just as with anti-particles, one does not need to invoke such controversial philosophical concepts as physical state-vectors or retro-causation to meaningfully interpret the weak value in Eq. (1) as an estimate.
A more pragmatic attitude (which we shall adopt here) is to treat the estimate in Eq. (1) as subjective (epistemic), and pertaining to a time interval [0, T ] that has already occurred in the past. That is, one performs an experiment that prepares |i at time 0, waits a duration T , then makes a projective measurement that shows a result corresponding to the state f |. One then interprets Eq. (1) as the best estimate of the (unmeasured and uncertain) average value ofÂ within that time interval, given only the knowledge of |i , f |, andĤ. This approach is no different in character than stating that the expectation value i|Û † tÂÛ t |i is the best estimate for the (unmeasured) average value ofÂ, given only the knowledge of the preparation |i andĤ. An anomalous weak value then indicates the presence of some interesting intermediate physical process that must have occurred (e.g., interference) in order to satisfy both boundary conditions that bracket the time interval [0, T ] (see Fig. 1 ).
Supporting this point of view is the fact that similar bidirectional (in time) estimates about unknown properties of structured stochastic processes (e.g., hidden Markov models) during such a time interval are now wellestablished in classical computational mechanics [44] [45] [46] [47] . There it is shown that one should use both forward and reverse "causal states" (probability distributions) containing information gathered both before and after each intermediate time in order to optimally estimate unknown properties of an evolving stochastic process. Similarly, classical statistics and filtering theory also use bidirectional states to provide the best estimate for unknown information contained in noisy data confined to a time interval (called optimally "smoothing" the noise) [48, 49] . Since quantum theory is closely related to probability theory [9, 50] , it is no great surprise that similar estimation methods can be applied.
Upgrading these classical estimation schemes to the quantum realm [50] [51] [52] produces both states in Eq. (1), and yields the mixed-state generalization [53] [54] [55] A w (t) = Re Tr(Ê T −tÂρt )
The back-propagating operatorÊ T −t is often called a "retrodictive state," or "effect matrix," in contrast to the forward-propagating "predictive state"ρ t , or "density matrix." Recently, the estimate in Eq. (2) has been used to great effect experimentally [56] [57] [58] [59] for "quantum smoothing" [60, 61] and "past quantum state" analyses [62, 63] of continuously measured signals (e.g., it was used to track individual photon emissions into a monitored cavity [59] ). BothÊ T −t andρ t generally evolve according to open-system master equations [64, 65] that can also include the effects from additional (discrete or continuousin-time) stochastic measurement-results [52, 62, 66] , in contrast to the closed-system (unitary) Schrödinger-von Neumann dynamics usually assumed with Eq. (1). Note that if the effect matrixÊ T −t is the identity1, then no posterior conditioning has been performed, so the usual expectation value is recovered as a special case.
Measuring weak values.-The confidence that estimations like the expectation value, or the weak value in Eqs. (1) and (2), reflect something meaningful about the physical world (and are not merely fevered hallucinations of the mind) follows from verification of their predictions by experimental measurements. In the case of the expectation value, any unbiased estimation ofÂ will suffice, corroborating the predicted result. In the case of the weak value, however, the presence of the posterior boundary condition additionally constrains the form of the possible measurements that can verify the estimate. Specifically, those measurements must be "weak," meaning that they should not appreciably perturb the evolution of the quantum system. Only in this case will the experimental conditions faithfully reproduce the assumptions made about the evolution during the time interval [0, T ] by the formulas in Eqs. (1) and (2). The surprising fact is that averaging such weak observable measurements can indeed consistently verify the weak value as an estimate, even when it predicts anomalous averages.
To derive Eq. (1) in a general way, consider a measurement made by a noisy detector at time t that outputs a result x. If no information is lost (making the measurement purity-preserving), then we can model the measurement as the preparation of an initial detector state |d , followed by an (impulsive) entangling unitary interactionV between the detector and system, followed by the measurement of the detector, collapsing it to a definite pointer state x|. If the initial system state at time t isÛ t |i , then the (unnormalized) system state after this procedure has the form [ x|V |d ]Û t |i ≡M xÛt |i . The measurement operatorsM x = x|V |d encode the information about the full detection procedure [52, 65] . Following this detector measurement with a system measurement of f | at time T produces the following joint probabilities for the observed pair of outcomes (x, f )
Summing over all postselection outcomes f yields the marginalized detector probabilities
as expectations of probability operatorsP x =M † xMx that satisfy the completeness condition xP x =1. Now suppose that we can use the measured probabilities p x to estimate the expectation value ofÂ in an unbiased way. To do this, we must weight the outcomes x of the detector with appropriately scaled values α x
Evidently, to produce the expectation value i|Û † tÂÛt |i , we must be able to satisfy the operator identityÂ = x α xPx [8, 9] . Fixing the weights α x then yields a partial average for each postselection f using Eq. (3)
which we write compactly in terms of the operator
involving the stateρ t =Û t |i i|Û † t at time t and the weighted Lindblad (dissipation) operations [52] 
familiar from open-system dynamics [64, 65] . These Lindblad terms quantify the perturbation introduced to the initial quantum state by the measurement. We can thus define the measurement to be weak (in the sense of [1] ) when these terms can be approximately neglected for all x, leaving the state essentially unperturbed [9, 52] . Expanding the partial average in Eq. (6) produces
where
|f is an extra term produced entirely by the perturbation of the initial state due to the measurement. Conditioning this partial average on obtaining a particular f then yields
. (10) When the perturbation terms E can be neglected, the weak value in Eq. (1) is recovered as the measured estimate forÂ. Deriving Eq. (2) is a similar exercise [67] .
Importantly, nothing about the derivation of Eq. (10) changes when the time t, the initial state |i , the postselection f |, or even the HamiltonianĤ are varied, as long as the measurement procedure set by the choice ofM x and α x remains the same. This implies that the same weak measurement procedure can approximate the entire functional dependence of the weak value in Eq. (1), in contrast to the single arbitrary value produced by the coin disturbance scheme in Ref. [7] . Moreover, the weak value in Eq. (1) no longer depends upon the specific measurement procedure, just like the expectation value in Eq. (5). The only requirement for consistently recovering Eq. (1) as the limiting value of the conditioned average in Eq. (10) is for the Lindblad perturbation terms in Eq. (8) to be small enough to neglect [52, 67] , meaning that the quantum state is approximately unperturbed [68] .
Disturbance and quasiprobabilities.-We can now observe an intriguing logical tension inherent to the weak value. On one hand, any classical conditioned average must include disturbance to obtain anomalous values [9, 10, 12, 18, 19] : The larger the disturbance, the more strange the average can become. On the other hand, the strangeness of the conditioned average in Eq. (10) is greatest when the quantum state is least disturbed by the intermediate measurement [67] . These two statements imply that any hidden-variable explanation of a strange weak value must satisfy one of two properties: either (a) the quantum state must be a subjective (epistemic) quantity that is completely insensitive to whatever physical (ontic) perturbation is occurring, or (b) the relevant disturbance occurs entirely during the postselection, and not the intermediate measurement [9] . Classical fields that produce strange weak values satisfy this second property, with the disturbance caused by interference [30] [31] [32] [33] .
To quantify this logical tension, we can rewrite Eq. (1) using the spectral expansionÂ = a a |a a| to find A w (t) = a ap a|i,f , wherẽ
using the simplifications |i ′ =Û t |i and f ′ | = f |Û T −t . This is a conditional quasiprobability distribution that weights the eigenvalues ofÂ in A w , and satisfies the normalization ap a|i,f = 1. As a result, if a strange weak value |A w | > ||Â|| is estimated, then at least one quasiprobability must be negative:p a|i,f < 0.
Since the conditioning denominator of Eq. (11) is positive-definite, we infer that the joint quasiprobabilitỹ
in the numerator of Eq. (11) [and the partial average in Eq. (9)] must be negative. This joint quasiprobability distribution is precisely the Terletsky-Margenau-Hill distribution [69] [70] [71] , which is the real part of the distribution introduced by Kirkwood [72] [73] [74] [75] [76] [77] [78] as an alternative to the Wigner distribution [23] . Notably, Dirac later considered this distribution specifically to discuss the classicalto-quantum transition [73] , observing that the negativity arises from operator noncommutativity.
An important feature of the Kirkwood distribution is that any quantum state can be written in an operator basis such that this distribution forms its components. For example, in terms of the basis Γ a,f = |a f |/ f |a one can write any state asρ = a,f f |a a|ρ|f Γ a,f . As such, the quasiprobabilities of the Kirkwood distribution are a complete quantum state representation that are also compatible with Bayes' theorem [as used in Eq. (11)]. This feature enables alternative methods of quantum state tomography by measuring weak values [75, 76] , and also permits Bayesian quasiprobabilistic reformulations of coherent quantum dynamics [77, 78] .
Importantly, if such a quasiprobabilistic representation of a quantum state is anywhere negative, then no noncontextual hidden variable model can reproduce the joint statistics for that representation [20] , making its structure inherently nonclassical (in the traditional sense). The usual examples of this criterion for nonclassicality are the negativity of the phase space Wigner distribution [23] , or the Glauber-Sudarshan P -distribution [24, 25] ; however, the quasiprobability distribution in Eq. (12) has the same feature. We therefore have the following result: if strange conditioned averages approximate the functional dependence of the weak value in Eq. (1), then no noncontextual hidden variable model will be able to explain those averages. If one could, then it would also be able to reproduce other nonclassical statistical features of the quantum theory (see also [18, 27] ).
Conclusion.-Quantum weak values have endured a controversial history, despite the fact that they are direct consequences of quantum interference. As estimates of an observable average in a bracketed time-window, their potential for having anomalous values reflects the nonclassicality of the quantum probabilistic structure, and is equivalent to the need for negative quasiprobabilities in the estimation. This negativity fundamentally arises as an interference effect, which may be interpreted as the intrinsic disturbance that causes the anomalous averages. No classical model can faithfully reproduce weak value anomalies without simulating this quantum interference.
