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and 3 has been published under the title of Regularization in 
the proceedings of a one - day seminar held at the Australian 
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AB STRACT 
In this thesis , we examine regularization for the approximate solution 
of a class of bounded linear operator equations Ku = f , where f need not 
be given exactly . We are particularly interested in Fredholm integral 
equations of the first kind and the problem of data smoothing . 
In chapter 2 , we consider Tikhonov regularization and regularization with 
differential operators . Existing results concerning the existence , uniqueness , 
convergence and construction of the regularized solution are reviewed and 
extended , and some new results are proved. We also derive the important 
filtering property of these forms of regularization . 
In chapter 3 , we consider regularization with discrete and possibly 
noisy data d. = f(x.) + E. ~ ~ ~ 
minimize 
uEw 
i=l , 2 , ... ,n, i . e . 
n 
1 I 
n i=l 
2 (Ku(x .) - d.) + 002 (u) 
~ ~ 
Here 
m 2 W = W ' [0,1] and 
2 ~ (u) = Il u ll w 2 or ~ (u) = Ii Tu l1 2 ' where T 
linear differential operator of order rn Two existing methods for 
constructing the regularized solution ua are described and related. 
is a 
Up to date most authors have implemented regularization by arbitrarily 
fixing the order of regularization m and then choosing a by some known 
method . In chapter 4 , we show that better results are obtained if m is 
determined first . An optimal value of m is defined in terms of an optimal 
filtering criterion obtained by minimizing 
1 2 
- EllKu - fll 
n a , m 
1 E 
n 
n 
I 
i=l 
2 (Ku (x . )-f(x.)) 
a , m ~ ~ 
with respect to m and a . Furthermore , a practical estimate of the optimal 
filtering order is proposed. 
iv 
In chapter 5 , we define a class of optimal regularization parameters 
a o ' , ll 
which includes the minimizer o f 1 EllKu _f11 2 n a We derive some 
properties of a o ' , ll 
including its asymptotic behaviour as 
Relating earlie r work , it is shown that for a reasonable statistical estimate 
l EI IKu (3 _f 11 2 
n , m 
should be close to the minimum for the optimal 
filtering order of regularization m . We derive an almost unbiased estimate 
a ' 
II 
of in particul ar , an estimate a ' of and some of its 
statistical p~operties . The estimate a ' is shown to have a strong 
connection with the weighted cross-validation estimate. 
Chapter 6 is concerned with some practical aspects of regularization . 
Numerical results are presented which demonstrate the viability of the 
estimates considered in chapters 4 and 5. 
v 
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CHAPTER 1 
INTRODUCTION 
1. INTRODUCTION 
Many applications require the approximate solution of a bounded linear 
operator equation Ku f, where f need not be given exactly . We are 
particularly interested in Fredholm integral equations of the first kind 
Ku(x) f: K(x,t)u(t)dt f(x) x E [0,1] (1.1) 
as well as the problem of data smoothing , where K I. 
Applications of equation (1.1) are discussed in [19], [22], [49] and the 
references given there. They include remote atmospheric sensing [5 9], 
correction for finite resolution of ins truments (e . g . spectrometers [12]) 
and degraded image restoration [8] . Some classical applications of (1.1) 
are in potential theory [22], analytic continuation of harmonic functions [13] 
and the solution of the backward he at equation [51]. The problem of finding 
the first or higher derivatives of a function can also be formulated as an 
equation of the form (1.1) [3] . 
An operator equation (or problem) 
K x + y Ku f , 
where X and Yare complete metric spaces, is well posed in the sense of 
Hadamard if: 
(i) For each fEY , a solution u E X exists . 
(i i ) . The solution u is unique. 
2 
(iii ) The solution u depends continuously on the right hand side f . 
Otherwise the equation (or probl em) is said to be inproperly posed or 
ill- posed . Of course this definition depends crucially on the choice of 
t he metric spaces X and Y (see [23]). In practice however this choice 
i s either dictated by the application or by numerical considerations . The 
u s u a l choices are 2 L [ a , b ] or C[a , b ] . 
In the equation (1 . 1) , we take X Y L2 [O , 1] and assume that the 
kerne l K(x , t) satisfies 
f
l fl \K(x , t) \2dxdt < 00 • 
o 0 
Then the linear operator K : L2 [O , 1] + L2 [O , 1] is bounded and compact [38] . 
Hence , either K is not invertible or it has an unbounded inverse. Thus 
(1.1) is improperly posed . 
To see the impact this property has on an a pproximate solution of (1 . 1) , 
consider a perturbation E (x) n in f given by 
-- fol E (x) K(x , t) cos(nt)dt . 
n 
By the Riemann-Lebesgue Lemma , E (x) + 0 as n + 00 . Thus , in solving the 
n 
equation Ku = f , an arbitraril y small perturbation 
rise 'to an err0r cos (nt) in the sol ution of order one . 
E (x) 
n 
f gives 
The degree of i ll-posedness of (1 . 1 ) can be assessed by examining the 
solution in terms of i ts singular val ue expansion . Let A, ~ 
i = 1 , 2 ,. . . be 
the decreasing singular values of K and <p . ~ and 1jJ. ~ the corresponding 
orthonormal singula r functions , such that [42] 
00 
K(x , t) L 
i=l 
A.<p. ( x ) ljJ . ( t) 
~ ~ ~ 
3 
The A , lj). and 1jJ. are related by i ~ ~ 
* KIjJ. 
~ 
A.lj) . 
~ ~ 
K lj) . 
~ 
A.IjJ. 
~ ~ 
or equivalently 
* 
2 * 2 K KIjJ. A.IjJ. KK lj). A.lj) . 
~ ~ ~ ~ ~ ~ 
If f belongs to the range of K , K (L2 [0,1]) then A. = 0 implies that ~ 
where 
furthermore 
2 denotes the L [0,1] 
2 
00 (f , lj) i) 2 
I < 00 , 
i=l A~ 
~ 
inner product. If 
then the solution of (1.1) exists in L2 [0,1] and can be written as 
00 
I (1. 2) 
i=l 
From Hilbert-Schmidt theory, o is the only limit point of A. i = 1,2, ... ~ 
If A. = 0 for i ~ N then the solution is not unique . If not, then the 
~ 
perturbation lj). in f will lead to an error 1jJ./A. in the solution , which 
~ ~ ~ 
becomes arbi trari·ly large in norm as i -+ 00 • Thus the rate at which A. -+ 0 ~ 
determines the degree of ill-posedness of (1.1). Results relating the 
smoothness of K(x ,t) to the rate of decay of the have been obtained 
by Weyl [60] and smithies [41]. Basically , the smoother the kernel , the 
faster is the decay rate of A. l 
and the more ill-posed is the problem. See 
de Hoog [22] for examples . 
The importance of the smoothness of K(x ,t) is evident if a direct 
quadrature approximation is applied to (1.1). That is 
n 
I j=l 
i 1,2, ... ,m K(x. , x . )a .u(t . ) 
l J J J 
4 
where the O. are quadrature weights. For a very smooth kernel K(x , t) 
J 
the rows (and columns) of the matrix [K(X . , x.)] will be almost dependent, 
l J 
resulting in an ill- conditioned matrix equation . For a more detailed 
discussion of direct discretization schemes for (1 . 1) see de Hoog [22]. 
In general , direct methods for (1.1) do not give satisfactory results, 
especially if the right hand side contains some error . It is now accepted 
that some extra condition , which restricts the class of possible approximate 
solutions , must be imposed on (1.1). This effectively stabilizes the problem. 
One such approach , which has proved effective for a wide class of problems , 
is regularization . 
In regularization, instead of solving (1.1), the class of possible 
solutions is restricted by minimizing 
2 
IIKu-f ll subject to st (u) < E: • (1. 3) 
Here st is some non-negative stabilizing functional , e . g . 
2 
st (u) = II u l12 or 
2 st (u) = Ilu" 11
2
. The value of E: will depend on the problem , but the 
condition st (u) S E: expresses an a priori belief that the solution wil l not 
be excessively noisy . 
By introducing a Lagrangian multiplier a in (1.3), one derives the 
more usual form of regularization 
minimize 
uE~v 
2 IIKu-f ll + an (u) 
where W is some space of smooth functions and a > 0 is called the 
(1.4) 
regularization parameter . The stabilizing functional st(u ) will usually be 
taken to be the square of either a norm or seminorm , involving derivatives 
of u The highest order derivative appearing in st (u) is called the 
--
I 
I 
5 
order of reguZarization . The norm used in (1.4) will either be the L2 [O,1) 
norm or a weighted Euclidean norm. 
The choice of norm II - II and stabilizing functional n in (1. 4) 
determine a natural framework in which an explicit representation for the 
regularized solution u
a 
can be derived. In chapter 2, we will consider 
regularization with continuously defined data . In this case, the norm is the 
is either the square of a weighted Sobolev norm, 
m 
I 
i=l r o 
or 
(i) 2 
w. (x) (u (x)) dx 
1 
w. 
1 
E C[O,l) w . > 0 , 
1 
n (u) I I Tull~ , 
where T: W + L2 [O,1) is a linear differential operator of order m. We 
review and relate existing treatments of existence, uniqueness and convergence 
of for these forms of regularization, as well as presenting a new method 
for the case of n(u) = IITu ll~ . Special attention is given to the role of 
boundary values. We derive conditions under which these or other linear 
functional values may be imposed on u a 
In section 2 . 3 we show how 
regularization accomplishes a filtering of high frequency singular function 
components . 
In chapter 3 we consider regularization with discrete data 
d. 
1 
f(x.) + E. 
1 1 
i 
where E. (if non-zero) are random errors. 
1 
1,2, ... ,n , 
The appropriate norm in this 
case is a weighted Euclidean norm and the n (u) we consider are the same as 
above. The problem then is to find u
a 
E W which minimizes 
6 
n 
I 2 (Ku (x .) - d .) w. + an(u) ~ ~ ~ 
i=l 
The're are two different approaches to characterizing u a. 
one due to 
Anselone and Laurent [5] and another due to Wahba [52]. These will be 
(1.5) 
examined in sections 3.2 and 3.3 respectively and a comparison between them 
made in section 3 . 4 . It turns out that u is an element of a certain 
a. 
finite dimensional space of generalized splines. In section 3 . 5 , we derive 
some of their approximation properties. 
It is clear that (1 . 5) defines a tradeoff between minimizing the 
residual and stabilizing the solution, and the parameter a. determines the 
weighting between the two . If a. is too small, then the original improperly 
posed problem (1.1) will dominate, resulting in a greatly magnified error in 
u 
a. 
If on the other hand a. is too large , then u a. 
although quite 
smooth and stable , will not adequately satisfy (1 . 1) . This suggests that 
there may be an optimal a. . 
At the same time , it is intuitively clear that the stabilizing effect of 
Q is directly related to the sensitivity of Q to oscillations in u. This 
sensitivity is determined by the highest order derivative present in Q , 
suggesting that there may also be an optimal order of regularization. To 
further illustrate the importance of the order, consider zero order 
regularization with 
2 Q(u ) = II u l12 . This has the undesirable effect of pulling 
any solution toward the zero function. 
Up to date most authors have implemented r egularization by arbitrarily 
fixing Q (u) and Wand then choosing a. by some method. In chapter 4 we 
show that better results are obtained if Q (u) and Ware determined first. 
After demonstrating how regularization in the form (1. 5 ) accomplishes a 
-7 
certain filtering of high frequency noise from the data , we derive an optimal 
filtering criterion for the choice of ~ (u) and W. This is used as the 
basis of a practical strategy for estimating the optimal order of 
regularization. 
In chapter 5 we define the optimal regularization parameter a O ' and 
derive some of its properties . Relating earlier work, it is shown that , 
given a reasonable statistical estimate 6 of a O ' the expected error 
will be close to the minimum for the optimal filtering choice of the order of 
regularization . In sec tion 5.4 we derive an (almost) unbiased estimate a ' 
of a o . 
In another form , a ' was suggested independently by Craven and 
Wahba [10]. It is defined by an equation of the form 
g(a') 
and is almost unbiased in the sense that the equation 
E(g(a) ) 
has the unique solution a
O
. Furthermore it is shown that the relative 
error of a ' is likely to be small. A strong connection is shown to exist 
between a ' and the weighted cross-validation estimate [55]. 
In chapter 6 , we examine some practical aspects of the use of 
regularization in the solution of first kind equations. In section 6 . 2 we 
describe some means of assessing in advance the feasibility of a particular 
regularized solution . In addition , we demonstrate how , in the case of 
a certain convolution integral equation or data smoothing with 
periodic splines , the eigenvalues and eigenvectors of the continuous problem 
_ ,I 
8 
may be used in the re gularized solution. Section 6 . 3 is concerned with the 
choice of the optimal order or regularization. We describe numerical 
1 k 
experiments performed with the equation J Jx-tJ 2 U (t) = f(x) and data 
o 
smoothing. Numerical results for the optimal filtering method of chapter 
4 are compared with those of existing methods . In section 6 .4, we 
present numerical results for the different regularization parameters 
considered in chapter 5. Given the variance 0
2 the estimate a ' 
compares favourably with the weighted cross- validation estimate . 
2. REPRESENTATION OF BOUNDED LINEAR FUNCTIONALS 
In the regularization formulation (1.4), the stabilizing functional ~ 
is usually associated with a natural Hi lbert space W of r ,eal-valued 
functions , which is just the largest on which ~ can be defined . For 
example if then W will be the Sobo lev space 
defined as 
2 {u E L [0 , 1] weak derivatives (i) u exist and 
with any inner product equivalent to the usual one 
m J: (i) (i) (u , v) wm, 2 [0,1] L u v (1. 6) i=O 
The properties of Hilbert space can then be exploited in the analysis 
of (1.4). Let ( - , - ) wand 11 - lI
w 
denote the inner product and norm in W, 
respectively. If the linear functional 
W + JR , u + Ku (x) 
is bounded then , by the Rie sz representation theorem [1] , it has an 
alternative representation as 
Ku(x) 
for some nEw . This may be substituted into (1.4) to obtain an 
x 
9 
equivalent formulation . The representer nx can be written down explicitly, 
if W has the following additional property. 
A r eproducing kerne l Hi l bert space (RKHS) W is a Hilbert space of 
real-valued functions on [0,1] in which , for each x E [0,1] , there 
exists R E W such that (R ,u) = u(x) for all u E W 
x x W 
(see [ 6 ] ) . The 
kernel R(x , y) = R (y) is called the reproducing kernel (RK) of W . 
x 
Because 
R (y) = (R ,R )W 
x Y x 
(R , R )W 
x Y 
R (x) 
Y 
the RK is symmetric. Furthermore it is unique, for if S(x,y) is also a 
RK of W , then for all x, y E [0 ,1] 
S (y) = (R ,S ) = (S , R ) 
x Y x x Y 
R (x) 
Y 
By the Riesz representation theorem , an equivalent definition of a RKHS 
is a Hilbert space of real-valued functions on [0,1] in which , for each 
x E [0,1] , the linear evaluation functional W +m , u + u(x) is bounded . 
Furthermore , the norms of these functionals can e asily be found as follows . 
For all u E W 
and for u = R 
x 
lu (x) I 
IR (x) I 
x 
I (R , R) I 
x x W 
10 
Thus the norm of the evaluation functional u + u(x) is 
h: 
II R) iw = (R(x,x)) Z 
This property is very important for numerical analysis in W , because 
convergence in W implies pointwise convergence. In this thesis we will 
assume that R(x,y) E C([O ,l] x [0 , 1]) Since then R(x,x) is bounded, 
convergence in W implies uniform convergence . This condition on R(X , y) 
also implies that W ~ C [ O,l ] (see [33]). 
Let L: W +m, u + Lu be an arbitrary bounded linear functional. 
Its representer r E W , defined by Lu = (u , r) for all u E W, can be 
found by letting u = Rt That is 
r(t) 
Thus for a bounded linear functional of the form u + Ku(x) the 
representer is given by 
n (t) 
x 
We now consider important examples of operators K and RKHS W . Note 
that L 2 [0,1] is not a RKHS . By contrast , the Sobolev space wm, 2 [0,1] m ~ 1 
with any of its equivalent inner p roducts is a RKHS. This was proved by 
Tippenhauer [48] by determining the RK . For the usual inner product (1 . 6 ) , 
the RK is 
R(x , y) 
2.m 
g(x,y) + I 
i=l 
8 (x) 8 . (y) 
i 1 
where g(x , y) is the Green' s function of the following linear differential 
operator of order 2m 
m 
A I (_l)i0 2i 
i=O 
with boundary conditions 
u(i) ( 0) = u(i) (1) = 0 
is 
i = 0 , 1, ... , m-l " 
j, .... s .s of ~ "",, 1/ 5f ""' ''' 
11 
The RK for wm, 2[0 ,1] with other inner products, equivalent to (1.6), 
will be considered in chapter 3. 
Let K be the operator in (1 . 1), given by 
Ku(x) = fl K(x , t)u(t)dt , 
o 
where K(x , t) E L2 ([0 ,1] x [0 , 1]) 
".I ..... o s t ... 1( 
Then for 
m 2 W ' [0,1] + ill. , u + Ku(x) 
is bounded. This fol lows since 
IKu(x) I I fl K(X , t)u(t)dtl 
o 
s II K(x ,· ) 11 2 11 u ll 2 
x E [0,1] the functional 
and IIK (X,·) 11
2 
< 00 by Fubini's theorem . Hence the representer nx of 
u + Ku(x) is given by 
n (t) 
x 
f: K(x , s)R(t , s)ds 
From above it is clear that the linear functional u + Ku(x) is also bounded 
from L2 [0 , 1] to ill.. In this case the representer is evidentl y 
n (t) 
x 
K(x ,t) . 
12 
For the operator K = I and a RKHS W with RK R(x , t) the linear 
f unctionals W +N , u + Ku(x) = u(x) are just the bounded evaluation 
functionals. From above these have representers 
n (t) 
x 
R(x , t) . 
Additional useful examples of RKHS are given in [21] and [5 2]. For 
f urther properties of RKHS to be used later , see [ 6] and [33] . 
--
I 
13 
CHAPTER 2 
REGULARIZATION WITH CONTINU OU S DATA 
1. INTRODUCTION 
In this chapter we assume that in the equation Ku = f, the function 
f is given analytically. Applications of this exist in potential theory , 
where for example , in the interior Dirichlet problem , f is the value of 
the solution on the boundary [22] . Another application exists in the work 
of Anderssen [4] on estimating moment functionals , in which f(x) = xn . 
The form of regularization considered in this chapter is 
minimize 
u EW 
2 
IIKu-f I12 + oil (u) (2.1) 
where 110 11
2 
is the L2[O , 1] norm. Although in order to solve (2 . 1) in 
practice , it may be necessary to discretize f, it is important that the 
properties of this form of regularization be understood first . 
In section 2 . 2 we consider regularization as introduced by Tikhonov [45], 
[46] , where ~ is the square of a weighted Sobolev norm . The degree ' of 
well posedness of (2.1) is determined and known properties of the regularized 
solution are discussed . A method of Hilgers [19] is used to generalize the 
prob l em to ~ being the square of an arbitrary RKHS norm . 
In section 2.3, is the squared seminorm 
2 ~ (u) = II TU l1 2 where 
a linear differential operator. Existing results for this form of 
T 
regularization are reviewed . A new method is used to derive the solution 
u of ( 2 .1) and some of its properties . Another result shows that 
a 
is 
regularization may be viewed as a least squares procedure . As in sectidn 2 . 2 , 
when W is a RKHS , a solution in terms of the RK can be derived . 
14 
In section 2 . 4 we u se the RKHS solutions from sections 2 . 2 and 2 . 3 to 
de r i v e singul ar value expansions of Ku a 
The se expansions demonstrate the 
imp o rtant filtering property of both forms of regularization . 
2. TI KHONOV RE GU LARIZATION 
The technique of regularization was introduced by Tikhonov [45] , [46] in 
t he f o llowing way . For a given first kind Fredho l m integral equation (1 . 1) , 
r epl ace it by the variational problem 
minimize 
uEW 
2 
IIKu- f I1 2 + <ill(u) , 
where 
Sl(u ) m fl (i) 2 I wi (x ) (u (x) ) dx 
i=O 0 
w . E crO,l] 
l 
w. (x) > 0 
l 
(2 . 2) 
Let W be either the Sobolev space Wm, 2[O , 1] (m~ l) or L2[O , 1] (m=O) , 
with the inner product 
m 
I 
i=O 
The n ( 2 . 2 ) can be written as 
minimize 
uEW 
(i) (i) 
w. (x)u (x)v (x)dx 
l 
It is not hard to show that the W norm is equivalent to the usua·l Sobolev 
norm for m ~ 1 and to the L2 [ O, 1] norm for mO . 
For this space W , (2 . 2) is equivalent to the Euler - Lagrange equation 
* K Ku + a 
m 
I (2 . 3) * K f 
i=O 
with boundary conditions 
15 
m 
L 
i=j 
(-1) i - j (w u (i)) (i-j ) I 
i 0 , 1 
j l , 2 , .. . , m . o 
Here X* L2 [O , l] ~ L2 [O , l] is the adjoint operator given by 
* Jl X f(x) = K(t , x)f(t)dt 
o 
By u sing the Green's function G(x , t) for the boundary value problem 
m 
Lu L f 
i=O 
o j l , 2, .. . , m , 
which exists if w. (x) > 0 , Tikhonov transforms (2 . 3) into the second kind 
1 
Fredho l m integral equation 
* (GX X+a. )u * GX f (2 . 4) 
where 
Gv(x) fO
l 
G(x , t)v(t)dt . 
Since * 2 2 GX X : L [0 , 1] ~ L [0,1] is compact with no negative eigenvalues , it 
follows from the Fredholm alternative that the equation (2 . 4) and hence (2.2) 
has a unique solution u 
a. 
for every a. > 0 . 
Because of the generally good b e haviour of solutions to second kind 
Fredholm integral equations, we expect that (2 . 4) or equivalently (2.1) is a 
well posed analogue of the original improperly posed problem (1 . 1). This is 
indeed the case . Let X = Cm-l[O , l] be the space of m - 1 times 
continuously differentiable functions on [0 , 1] with norm 
max 
O::: i :::m-l 
Ilu (i) 11 00 ( . ) max sup lu 1 (x) I 
O::: i :::m-l xE[O , l] 
, 
,-
I 
I 
, 
, 
16 
By defining a certain compact set in X, Tikhonov shows that for some 
constant C 
!! u(i) _ ~(i) !! ::: C!!f-f !!2 
0'. 0'. 00 
i 0 ,1, . .. , m-l , 
where and UO'. are the regularized solutions corresponding to functions 
-f and f respectively (see [30] for details). Thus Tikhonov regularization, 
m-l 2 C [0,1] + L [0,1] , considered as a map is wel l posed . It is possible to 
extend this result so that actually Tikhonov regularization is well posed as 
THEOREM 2 . 1 Ther e exis t s a cons tant C such that ~ u and u are 
-
r egularized solutions corresponding to f and f ~ t hen 
Proof From above , u i s defined by 0'. 
* * (K K+O'.L)u K f 
0'. 
0'. 0'. 
Letting v 
0'. 
Lu or equivalently 
0'. 
u 
0'. 
Gv 
0'. 
this becomes 
* K KGv 
0'. 
* + O'.V = K f 
0'. 
Simi larly , l e t v 
0'. 
be the solution corresponding to Then , since 
* 2 2 K KG : L [0 , 1] + L [0 , 1 ] is compact, 
and 
v 
0'. 
and v 
0'. 
Now , since G L2 [O ,l] + u is bounded 
!!GvO'. -GvO'.!! u 
::: IIGII Il vO'.-vO'.11 2 
::: IIGIIC (O'.) IIf- f 11 2 
are elements of 
III 
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Assume that Uo E w is the unique solution of Ku = f Then Tikhonov 
regularization has the desirable property that ua + Uo in W as a + 0 
(see Tikhonov [46] and Ribiere [37]). Based on [14], [37] and [46], the 
following more practical convergence result can also be obtained. Let ua 
be the solution of (2.2) with f replaced by £ where 11 £ - f I1 2 S 0 If 
a a ( o ) satisfies 0 < B S a ( o)/o2 S C , then u a ( o) + Uo in W as 
0 + 0 . Note that if a tends to 0 independently of 0 , ·then u need a 
not converge to uo . In fact, if £. R(K) ffi R(K)~ where R(K) is the 
range of the compact operator K w + L2[O , l] , then (see Strand [43]) 
Il u II + ex> a w as 
a + 0 . 
Since the smoothness of the functions in R(K) is determined by the smoothness 
of the kernel K(x , t) there is a whole class of sufficiently non - smooth 
functions £ such that £. R( K) ffi R(K)~ 
If f E R(K) ffi R(K)~ , then similar convergence results to those above 
can be obtained when the null space N( K) ~ 0 (see Hilgers [19] , Nashed and 
Wahba [34] and Strand [43]). The so lution is replaced by the Zeast 
squares minimum norm (LSMN) solution K+f of Ku = f. That is , K+f is 
the unique element of minimal W norm which solves the least squares probl em 
Note that if N(K) 
minimize IIKu-f ll ~ . 
uEw 
o and f E R( K) then K+f 
It is not hard to see that Tikhonov regularization 2.2 .can be applied to 
2 K : W + L [0,1] . The space W is an an arbitrary bounded linear operator 
arbitrary Hilbert space and 
18 
If W is actually a RKHS and the functionals W +m , u + Ku(x) are 
bounded , then an explicit representation of the regularized solution 
be obtained in t e rms of the RK R(x, y ) of W . For e xample, if 
W i=O , l , ... ,m-l} 
with the inne r product 
f
l 
(m) ( ) (m) ( ) d u x v x x , 
o 
then 'Hi l gers [19 ] showed that 
* * * * -1 u
CL 
= (KSS ) (KSS K +CJ.I) f , 
u can 
CL 
where S i s the integral ope rator with k e rnel the Green ' s function of 
i = O,l, ... ,m-l. using the rep r e s e ntation of 
u + Ku(x) in s e ction 1.2, it is not hard to show that t h is re s ult generalizes 
to the following. 
THEOREM 2 . 2 If W is a RKHS with RK R(x , y ) ~ then the regularized 
solution of (2.1) with ~ (u) 2 lI ull w -z..s 
* * - 1 u
CL 
= (KR ) (KRK + CLI) f, 
where R i s the integral operator with kernel R(x , y) . 
3. REGULARIZATION WITH DIFFERENTIAL OPERATORS 
For the proble m Ku f, anothe r form of regularization i s 
where T 
minimize 
uEW 
W + L2[O ,1] is a linear differential operator 
m 
Tu L 
i=O 
w· u 1. 
(i) 1 
w 
m 
E C[O ,l] . 
(2 . 5) 
(2 . 6) 
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This is a generalization of Tikhonov regularization in the sense that if 
for w , (x) > ° 
1 
then u = ° , whereas 
2 ii TU ii 2 = ° for all u in the null 
space of T. Thus the stabilising functional is now the square of a seminorm. 
This is a very useful variation on Tikhonov regularization because in 
many problems a good measure of the smoothness of a trial solution u is 
its mean square slope " u ' '' ~ or linearized curvature " u" " ~; i.e . Tu = u' 
or Tu = u" above . In addition, the term f
l 2 
° wOu in the Tikhonov 
stabilizer has the undesirable effect of pulling the regularized solution 
toward the zero function . 
In [47], Tikhonov and Glasko considered the use of Tu = u' for the 
regularization of (1.1) , but ':lith the restr'ictive assumption that 
K(x , t) ~KO > ° We now use a simple method, using a Green 's function 
similar to that used in section 2 . 2 , to derive the regularized s olution for 
general K and T . 
Let W be the space of smooth functions 
W 
2 {u E L [0,1] (m) u exists weakly and 
which is just the maximal domain of definition of 
2 Tu E L [O , l]} , 
2 2 T : W ~ L [0,1] -+ L [0,1] . 
Since 
2 
T : W -+ L [0,1] is c losed (see Goldberg [16]), with the inner product 
(u, v)2 + (Tu,TV)2 
W is a Hilbert space. It is not hard to show that in fact W 
with the norm equivalent to the usual one . 
u 
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THEOREM 2 . 3 If K : L2 [O,l] + L2 [O,l] ~s a bounded linear operator then 
(2.5) has a solution which is unique iff N(K) n N(T) = {oJ . 
Proof A minimum will exist at u iff the function 
M(E , n) 
satisfies 
d~ M(E , n) 10 o for all nEW . 
This is equivalent to 
(Ku - f ,Ku)2 + a(Tu , Tn)2 0 
or 
* * (K Ku - K f , n ) 2 - o.(Tu,Tn)2 
* for all nEW. Thus u is a mi imum iff u E dom(T T) and 
* * * (K K+aT T)u K f 
This is the same as 
* * [( K K- aI ) + a(T T+I)]u * K f (2 . 7) 
Now because T is closed with dense domain 
2 
W ~ L [0 , 1] the operator 
* * 2 T T + I : dom (T T) + L [0,1] 
2 * G : L [0 , 1] + dom(T T) has a bounded inverse 
which is symmetric and positive (see [38]). Furthermore G 
2 2 L [0,1] + L [0,1] 
is compact since it is an integral operator whose kernel is a Green ' s function . 
Hence ( 2 .7) is equivalent to 
* G(K K-aI )u + a u * GK f ( 2 . 8) 
* Since G(K K-cJ.I ) L2 [O,1] + L2 [O,1] is compact, by the Fredholm 
alternative, (2.8), and therefore (2.5) , has a un ique solution 
* u E R(G) = dom(T T) 
a 
unless the homogeneous equation 
* G(K K-a I)u + au 0 
has anon-zero solution . Of course this equation is the same as 
* . * K Ku - a T Tu 
which implies 
(Ku, Ku) 2 - a (Tu , Tu)2 . 
For a > 0 , this yields Ku 
Conversely if u E N( K ) n N(T) 
o and Tu o or 
u E N( K ) n N(T) 
* the n clearly K Ku * -aT Tu 
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If the 
homogeneous equation has a non-zero solution , the n (2 . 8 ) still has a (non-
unique) solution if 
* (GK f , v) 2 * * v E N([ G(K K-aI)+a I] ) o for all 
But from above 
* (K K- a I) Gv + a v 0 
implies that 
* v E (T T+I) (N( K ) n N(T)) . 
There fore 
* (GK f , v ) 2 (f ,KGv)2 = 0 . 
rl. 
Thus the regularized solution has been constructed , and , if 
N(K) n N(T) = {O} , it can be written as 
u 
a 
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(2.9) III 
From the proof of Theorem 2 . 3 , it is clear that the regularized solution 
* 
u satisfies some natural boundary conditions defined by u E dom(T T) . 
a 
These are 
Dj(TU) (0) 
m 
L (w .u (i)) (j) (0) l o j 0 ,1, ... , m-l 
i=O 
and 
(2.10) 
Dj(TU) (1) 
m 
L 
i=O 
(w .u (i)) (j) (1) 
l 
o j 0,1, ... ,m-l . 
It is interest ing to compare this regularized solution and its 
boundary values with that of Tikhonov regularization . If Tu = u ' , then 
u satisfies 
a 
with boundary conditions 
* K Ku - .,(u" 
u' (0) U '( 1) 
* ]( f 
o . 
The corresponding solution for Tikhonov regularization with 
2 2 ~ (u) = IIul12 + IIu l l1 2 satisfies 
* K f 
with boundary conditions 
U '(0) U '( 1) o . 
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* Note that in this case the formation of (T T+I)u = -U" + u in the proof of 
Theorem 2 .3 is inherent in the Tikhonov method. Though for the above 
example, the boundary conditions are identical , this is not the case for 
higher orders. If (m) Tu = u , then the natural boundary conditions are 
u (i) (0) u (i) (1) o i m,m+l, ... , 2m-l 
m 
However for Tikhonov regularization with n(u) I II u ( i) II ~ , they are 
i=O 
m I (-1) i-ju (2i-j) (0) m I (-1) i -ju (2i-j) (1) = 0 j l , 2, ... ,m . 
i=j i=j 
Note that for j 1, these boundary conditions involve the terms u ' (0) 
and u ' (1) This may introduce unrealistic behaviour at the endpoints, 
w.hereas the conditions u(i) (0) = u(i) (1) = 0 i = m,m+l, ... , 2m-l are 
unlike ly to. 
In a given problem , it may be desired to specify some different set of 
boundary conditions to (2.10). For instance, if Tu = u ' then instead of 
u' (0) = u
' 
(1) = 0 , it may be required that the solution satisfy u(O) = 0 
This can be incorporated into the regularized solution (2. 9 ) using the 
following result. 
COROLLARY 2 . 1 Let {Fe} be a set of bounded linear functionals on w ~ 
-1 2 2 M = n Fe (0) is dense in L [0,1] . If T : M + L [0 , 1] is 
e 
for which 
defined as before ~n (2.6)~ then (2 . 5) has a solution in M ~ which ~s 
unique iff N(K) n N(T) = {oJ . 
Proof It s u ffices to show that T: M + L2[O,l] is closed , as then the 
proof will proceed exactly as for Theorem 2 .3. Let un E M satisfy un + u , 
Tu + f 
n 
in for some u , 
T w + L2 [O,l] is closed, u E Wand Tu = f 
Then, because 
Also 
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+ 0 . 
Hence , since M is closed in W , u EM. Thus T 2 M + L [0,1] is closed . 
III 
Because the W norm is equivalent to the usual Sobolev norm, it is not 
difficult to show that the boundary value functionals 
U ti) (0) B I 
' i U 1 
u (i) (1) i O, l, . . . , m-l 
are bounded. Hence any linear combination is also bounded. For the example 
above with Tu = u ' and Bu * u(O) = 0 specified , the condition u E dom(T T) 
is now equivalent to u(O) = 0 and u ' (1) = 0 . 
A more general but less constructive existence and uniqueness result 
than Theorem 2.3 was proved by Ribiere [ 37]. He also proved the following 
continuity theorem. If N(K) n N(T) = {oJ and u , u are regularized 
a a 
solutions corresponding to f and f , then there exists a constant eta) 
such that 
As in section 2 . 2 , it is possible to extend this result to show that 
regular ization with a differential operator is in fact we ll posed when 
considered as a map W2m ,2[O,l] + L2[O , l] The proof is similar to that 
in Theorem 2 .1 and may be found in [30]. 
Ribiere [ 37] also derives convergence results analogous to those in 
section 2.2 . In [28 ], Locker and Prenter develop a general framework in 
whic h existence , unique ness and convergence of u
a 
are derived . The main 
,... 
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convergence result is that u
a 
converges to some element Uo E W in the W 
* norm as a + 0 if and only if f E R(Klw) ffi N( K ) in which case is 
the unique least squares solution which minimizes Locker and Prenter 
show by exampl es that the rate of convergence of to varies with the 
particular problem. 
Next we prove a general r esult which shows that regularization in the 
form (2.5) is really a l east squares problem in an approp riate product space. 
THEOREM 2 .4 Let K : L2 [O,l] + L2 [O , l] be a bounded Zinear operator and 
Zet T : W ~ L2 [ O,l] + L2 [O,l] be a cZosed Zinear operator which is onto and 
has finite dimensiona Z nu U space N (T) . . Then the prob Zem 
minimize IIKu-f ll~ + ali Tu ll~ 
uEw 
has a soZution~ which ~s unique iff N(K) n N(T) 
Proof Define a norm on 
2 2 L [0,1] ffi L [0,1] by 
Then (2.11 ) i s equivalent to the f ollowing: 
minimize 
u Ew 
2 
IIKu ED Tu-f ED 011 
{O} . 
( 2 .11) 
This is now a standard problem in a Hilbert space which has a solution if the 
2 2 
subspace {]{u ED Tu: u E W} ~ L [0,1] Ef.) L [ 0 ,1] is close d. The theorem 
fol lows by the 1 mma below. III 
LEMMA 2 .1 Let the same assumptions as ~n the theorem hoZd. If~ for 
u E w ~ Ku ED Tu + f $ g in L2 [O , l] ED L2 [O,l] ~ then f EB g = Ku Ell Tu 
n n n 
for some u E W ~ which is unique iff N( K) n N(T) = { O} 
E .1 E N(T) Then Proof Let u = v + w where v N(T) n W and w 
n n n n n 
ilKu _f1 12 + allTu -gll~ + 0 IITU _gll-2 = 2 implies that IITVn - g 11 2 + 0 By the n 2 n n 2 
-
: 
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open mapping theorem [16] , the r e e xists c s uch that 
Ilv -v 11 2 s cl lTv -Tv II 
n m n m 2 
so that 
Il v -v 11 2 -r 0 as n , m -r 00 
n m 
Hence there exists a unique v E N(T)~ ~ L2 [O , 1] such that v + v in n 
Now, b e cause T is closed , v E dom T Wand Tv = g. Also, 
because K is continuous , Kv + Kv in L2 [O,1] 
n 
Ku + f , 
n 
In addition, since 
IIKw - Kw 112 S IIK [ (w -w ) + (v -v )] 11 2 + IIK (v -v ) 11 2 
n m nm nm nm 
IIKu - Ku 112 + IIXv - Kv 11 2 
n m n m 
+ 0 as n,m + 00 • 
Hence there exists a unique h E L2 [O,1] such that Kw + h . But, since n 
N(T) and hence K (N(T)) is finite dimensional , h E K (N(T)) . That is 
h = Kw for some w E N(T) which is unique iff K 
1-1 or equivalently N( K) n N(T) {O} . He nce 
Ku 
n 
Kv + Kw + Kv + Kw 
n n 
K(v+w) 
with v E N(T)~ n Wand w E N(T) . Thus, setting u = v + w , we have 
Ku = Kv + Kw = f and Tu Tv + Tw = g . III 
An examp l e of the ope rator T in Theorem 2.4 is the linear differential 
operator (2.6). Hence for this T, Theorems 2.3 and 2.4 are equivalent. 
A very similar result to Theorem 2.4 was proved independently by 
Locker and Prenter [28 ]. In [29 ] they us e splines as basis f unctions to 
obtain a continuous least squares probl em approximating (2 . 5), for which a 
rigorous error analysis is developed. 
-
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Finally , in this section , as in section 2.2 , we give an explicit 
representation of the regularized solution u when W 
a 
is a RKHS and the 
functionals W ~m , u ~ Ku(x) are bounded. For the RKHS W = wm,2[0,1] 
with the inner product 
f
l m-l 
(u , v)W = u(m) (x)v(m) (x)dx + L u(i) (O)v(i) (0) 
o i=O 
Hilgers [19 ] showed that the solution of (2.5) with T = Om , N (K ) n N (T) = 0 is 
u 
a 
m 
(KSS*/(l(SS*K*+aI) -l(f - L 
i=l 
c .K8.) + 
1. 1. 
m 
L 
i=l 
c. 8 . 
1. 1. 
where 8. i 
1. 
1,2, .. . , m is a basis for N(T) and the coefficients c . 
1. 
satisfy 
m * * -1 * * 1 L c. ((KSS K +aI) K8. ,K8 .) 2 (( KSS K +aI) - f ,K8 ]. ) 2 
i=l 1. 1. ] 
j 1 , 2 , .. . ,m . 
Here S is again the integral operator with kernel the Green ' s function of 
i = 0 ,1, ... , m-l . 
More generally , let T be given by ( 2 .5) with N(K) n N(T) 
W wm,2[ 0 ,1] with the inner product 
where 
(u , v) (Tu , Tv)2 + (u,v)N(T) , 
m 
(U,V)N(T) L 
i=l 
B.uB.v 
1. 1. 
{O} . Let 
Here the B. 
1. 
i = 1 , 2 , .. . ,m are bounded linear functionals on w
m
,2[O,1] 
such that the problem Tu = 0 with B.u = 0 i = 1 , 2 , . .. ,m has only the 1. 
-
zero solution. Then W is a RKHS with RK R(x,y) = R(x,y) + RO(X,y) 
where R(x , y) and RO (X' y) are the RK ' s of N(T).L and N(T) 
respectively (see [ 6 ]) . Let 8. be a basis for N(T) satisfying 1. 
.... 
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(S. , S .) ( ) == 6.. . using the representation of u -+ Ku (x) in section 1. 2 , 
1 J N T 1J 
it is not difficult to generalize the result of Hilgers to the following. 
THEOREM 2 .5 With the assumptions on K and w above , the regularized 
solution of ( 2 . 5) is 
m 
(KR ) * (KRK* +cn ) -1 (f - I 
i==l 
where the c . satisfy 
1 
c .KS. ) + 
1 1 
m 
I 
i==l 
c.S . 
1 1 
(2.12) 
m *-1 I c .(( KRK +0.1) KS. ,KS·)2 j 1,2, . .. ,m . 
i==l 1 1 J 
4. THE FILTERING PROPERTY OF REGULARIZATION 
and 
2 ~ (u) == II ul12 in ( 2 .1), the filtering proper t y of 
regularization is well known (see e .g. [31]). In this case the Euler-Lagrange 
equation (2.3) i s 
Therefore if :\. > 0 
1 
* * (K K+a.I)u K f 
a. 
are the decreasing singular values and <jl. 1 and tjI. 1 
the corresponding orthonormal singular functions of the integral operator 
K : L2[o,1] -+ L2[O,1], then it is not hard to show that 
(cf. ( 1. 2 )) and 
Noting that 2 2 :\./ (:\.+0. ) 
1. 1 
u 
a. 
Ku 
a. 
00 
I 
i==l 
00 
I 
i =l 
:\~ (f , <jl. ) 
1 1 2 tjI . 
2 :\. 1 
:\ .+0. 1 
1 
:\2 
1. (f , <jl. ) 2<jl. 
2 
:\. +0. 1 1. 
1. 
is dec r e asing , it is clear that this f orm of 
regularization performs a low pass filtering of the singular function 
components. 
-
,.. 
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We now derive the filtering effect of regularization in the general 
case of ~ in sections 2 . 2 and 2 . 3 . From Theorem 2.2 the regularized 
solution of (2.2 ). is 
* * -1 RK (KRK +a r) f . 
Let Q be the compact operator * KRK 2 2 L [0 , 1] + L [0 , 1] . 
be written as 
THEOREM 2 . 6 If 
Ku 
a 
-1 Q(Q+ar) f. 
are the decr easing eigenvalues and 
corresponding orthonormal eigenfunctions of Q then 
00 A2 
KUa L 
i (f , <p . ) 2<P . 2 i=l A.+a l l 
l 
<p. 
l 
Then 
the 
Ku 
a 
Proof From Hilbert-Schmidt theory , the compact, positive, s e lf-adjoint 
operator Q : L2 [0,1] + L2 [0,1] has a decreasing sequence of eigenvalues 
can 
and corresponding orthonormal eigenfunctions (j> • • 
l 
Now from [33], 
K(w) ~ 2 Q2 (L [0,1]) and hence f E K(w) has the representation 
where the sum may be finite . 
Ku 
a 
f 
00 
L ( f , <p . ) 2<P . , 
l l 
i=l 
Therefore 
-1 Q(Q+ar) f 
00 A~ 
L l (f, <P' ) 2<P , 2 A. +a l l i=l 
l 
III 
Thus the filtering for the general form of regularization in section 2 . 2 
has the same form as for Since in both cases <p. l are 
orthonormal functions , the most significant difference in the filtering is in 
the factor 2 2 A./ (A.+a ) 
l l 
Let W be the RKHS with the RK 
-
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R (x , y) = G(x , y ) the Green ' s f unction of a differential operator of order 
2m . If K is an integral operator , then so is Q with the kernel 
* Q(x , y) = KGK (x , y) Therefore Q(x , y) can be expected to be smoother than 
* KK (x , y ) and , from the results of Weyl [60] and Smithies [41] mentioned in 
section 1.1 , the eigenvalues of Q should decay more rapidly than those of 
* KK 
This can be quantified to some extent as follows . Since R is the 
Green ' s function of a differential operator of order 2m , the eigenvalues 
of Hence , if K , with eigenvalues 
eigenfunctions as R, then 
More generally , because Q can be represented as Q 
* L2 and K are kernels , it follows that 
1 
(Xl 
I (A~) m+l < (Xl 
i=l ~ 
v. 
~ 
2m * KS K 
* (see [ 9 ]). In general , for KK we can only guarantee that 
I < (Xl • 
i=l 
has the same 
where S, K 
Hence , the decay faster as m increases. Thus the fil ter 
2 2 A./ (A.+o. ) 
~ ~ 
effectively cuts out more high frequency components as the order m of 
regularization is increased. This is not s urprising due to the greater 
sensitivity of ~ (u ) for larger m. 
There is a corresponding filtering property for regularization with 
differential ope rators. 
THEOREM 2 . 7 Let u be the regularized solution (2 . 1 2) . There exist 
a 
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decr easing eigenvalues 2 O. and corresponding orthonormal eigenfunctions ~. J l l 
which are also orthonormal to Ke. 
l 
l = 1, 2 , ... , m such that 
where a. 
l 
Proof From 
where c . 
l 
CX) 
L 
. 1 2 l= o.+a 
l 
a . (f) i s given by 
l 
m 
L a.(Ke. , Ke·)2 
i=l l l J 
( 2 .12 ) 
(f , ~ .) 2~' + 
l l 
m 
- 1 L c .Ke .) Ku Q (Q+a I) (f-
a l l i = l 
i 1 , 2 , ... , m are given by 
Then / : JRm + L2 [O , 1] is given b y 
Also define y 
m 
+JR 
* X r 
by 
m 
L 
i = l 
r. Ke. 
l l 
-1 X (i)+a I) u. 
- l 
m 
L 
i=l 
j 
+ 
a .Ke. 
l l 
1 , 2 , ... ,m . 
m 
L c.Ke. 
i=l l 
l 
j 1, 2 , . . . ,m . 
Therefore c is given by 
c = 
and in (2 .12) 
m 
L 
i=l 
c.K6. 
~ ~ 
* X c 
Now let B be the orthogonal projection 
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and then 
*. 
* B is the injection .L 2 sp{K6 . } + L [0,1] . Note that BB is the identity 
sp{K6 . }.L 
~ 
on 
p of L2[0,l] 
by 
The n clearly 
or 
~ 
* 2 2 B B : L [0,1] + L [0,1] is the and 
onto 
.L 
sp{K6.} . 
~ 
Define an operator 
L * * -1 B (B(Q+aI)B) B. 
B(Q,+aI)L B 
B ( (Q+aI ) L-I) O. 
orthogonal projection 
2 2 L : L [0,1] + L [0,1] 
Hence the range of (Q,+aI)L - I is contained in sp{K6.} ~ and therefore, 
for some 2 m S : L [0,1] +JR , 
* (Q+aI)L - I X S 
or 
In addition, since XB* 0 , XL a and hence 
a 
-1 -1 * X (Q+aI) + X(Q+aI) X S . 
33 
Solving for S we get 
Therefore, from above, 
* X c f - (Q+aI) Lf 
and henc e 
f - a.Lf . 
* * From the definition of L , L has the inverse B B(Q+a.I)B B = P(Q+aI)P 
Now pQp : L2 [0 ,1] + L2 [0 , 1] is a compact , positive , self-adjoint operator 
and hence ha s a decreasing sequence of eigenvalues 
2 
a . 4- 0 
1 
and corresponding 
.1 
sp{K8.} . 
1 
Iji. 
1 
Then L has the same orthonormal eigenfunctions in 
eigenfunctions with eige nvalues Furthermore, since 
k 2 PK(W) = (pQp) - 2 (L [ 0 , 1]) [ 33] , pf has the representation 
00 
Pf L 
i = l 
( f , Iji. ) 2tj!. 
1 1 
where the sum may be finite . Hence 
where a. 
1 
i 
00 
f L 
i=l 
m 
(f,tj!.) 2tj! · + L 
1 1 i=l 
1 , 2 , ... , m are given by 
a. (K8 . ,K8 . ) 2 
1 1 J 
a .K8 . 
1 1 
j 1 , 2 , ... , m . 
Substituting this into the above expression for Kua. we obtain 
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00 m 00 
KU
a L (f , ljJi)2IjJi + L a .K8. L 
1 (f, 1jJ . ) 21jJ . - a 
i =l i=l 1. 1. i =l o~+a 1. 1. 
1. 
00 0 2 m 
I 1. (f, 1jJ. ) 21jJ. + L a. K8 . o~+a I II i=l 1. 1. i =l 1. 1. 
1. 
Thus, for regularization with diffe rential operators, filtering occurs 
only on the span of 1jJ. 
1. 
with filter 2 2 0./(0 . +0. ) 
1. 1. 
of the same form as before. 
No filtering occurs on the span of K8. 
1. 
That is if there were some error 
E{x) f which belonged to sp{K8. } 
1. 
then it would be pas sed on fully in 
to This is also clear since 
IiK (u+8 ) - (f+K8 ) 1i ~ + aIl T(u+8 ) 1I ~ 
for any 8 E sp{ 8. } 
1. 
However in practice the error E(x) is likely to be 
of high frequency. Thus for small m, the span of the smooth functions 
K8. i = 1,2, .. . ,m will not contain a great deal of the error. 
1. 
35 
CHAPTER 3 
REGU LARIZATION WITH DISCRETE DATA 
1. INTRODU CTION 
In many applications , the function f in the equation Ku f is only 
avail abl e as discre te and possibly noisy data 
d . 
1 
f (x . ) + E. 
1 1 
i 1,2 , .. . , n . 
Even if , as in chapter 2 , f is known analytically, in order to obtain an 
approximate solution it is usually necessary to discretize f Furthermore , 
if the approximate solution is carried out on a computer then the data 
actually used is d . = f(x . ) + E · 
1 1 1 
where E. 
1 
is roundoff error . 
In this chapter the appropriate regularization formulation is 
n 
minimize I 
u EW i=l 
2 (Ku(x.) - d . ) w. + aD (u) 
1 1 1 
(3 . 1) 
where ~ (u) i s the stabilizing functional used in chapter 2 . This can be 
interpreted as a discretization of the first term in (2.1), where 
w. i = 1 , 2 , . .. , n are quadrature weights . For simplicity and without loss 
1 
of generality , we will take w . 
1 
If 
2 ~ (u) = IITu /l 2 where 
1 i = 1 , 2 , . .. ,n . 
n 
T is the linear differential operator (2 . 6 ), 
then there are two seemingly different approaches to characterizing the 
regularize d solution of ( 3 . 1). The first, due to Anselone and Laurent [ 5 ], 
is described in section 3 . 2 followed by the method of Wahba [52] in section 
3 . 3 . In section 3.4 , we derive the connection between the two approaches . 
The case when 
section 3 . 3 . 
2 ~(u) = /l u /l w ' where W is a RKHS , is also considered in 
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It will be seen that the regularization problem 3.1 is closely related 
to the interpolation problem 
minimize st (u) 
u EW 
subject to Ku (x . ) ~ d. ~ i 1,2, ... ,n. (3.2) 
For instance, a simple argument by contradiction shows that if u = s(x;{x.,d.}) ~ ~ 
solves the interpolation problem then v = s(x;{x . ,d . }) solves the ~ ~ 
regularization problem for some d. i = 1,2, ... , n Thus, the two 
~ 
solutions , if they are unique, have the same form. 
The methods u sed for the se problems are best illustrated when K = I and 
st (u) = lI u(m) II~ . In this case, it i s well known that the solutions to (3.1) 
and (3.2) are natural polynomial splines. For general K and st , the 
solutions of (3.1) and (3.2) lie in a finite dimensional space of generalized 
splines. 
In section 3.5, we examine some approximation properties of these 
generalized splines . Assume that u is the unique solution of Ku = f 
Let be the solution of (3.2) with d. = f(x.) ~ ~ i 1,2, ... ,n and let 
Pf = Ku 
I 
Under certain conditions, if f E wp ,2[O,1] then for some 
constant C 
This result will be needed in chapter 4 , since 
and 11Kua. -Pf1l2 can be estimated . 
2. CONSTRUCTION OF GENERALIZED INTERPOLATING AND SMOOTHING SPLINES 
In this section , l et 2 r2 (u) = IITul12 in (3.1) and (3.2), where 
2 T W + L [ 0 ,1] is a bounded linear operator. For example , 
37 
T 
m 2 2 W ' [ 0 ,1] + L [0 ,1] is the linear differential operator given by (2. 6 ). 
Before treating t he general problem , we consider the special case of 
curve fitting defined with K = I and T = Om ; namely 
1 
minimize 
uEw 
n 
(3 . 3) 
whe r e m 2 W = W ' [0,1] This data smoothing problem is fundamentally related 
to the interpolation probl em 
minimize lIomu ll ~ 
uEw 
subject to u(x. ) 
1. 
d . 
1. 
i 1, 2 , . . . , n . (3 . 4) 
The f undamental result for (3.4) (due to Schoenberg [40)) and for (3.3) (due 
to de Boor and Lynch [7]) is the following . 
THEOREM 3 .1 Both t he i nterpoZation and smoothing probZems have unique 
so Zutions which ar e nat uraZ spZines of degree 2m - 1 . 
A natural spline s of degree 2m - 1 on the interval [ 0 ,1] , with 
knots at xi s uch that a < xl < . . . < xn < 1, is define d b y 
(a ) s E P on (x . , x. 1) i 1 , 2 , ... , n-l 2m-l 1. 1.+ 
(b) s E P 
m-l on ( O, Xl ) and (x ,1) n 
(c ) s E C2m- 2 [ 0 ,l] 
Here Pk denotes the 
space of polynomia l s of degree ::: k 
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It is not difficult to see that the set of all natural splines of degree 
2m - 1 , N , is a vector space of dimension n . To construct a 2m-l 
spanning set for N 2m-l 
take the polynomials j 0 ,1, ... ,m-l 
truncated polynomials ( ) 2m-l x-x . 
1 + 
i 1 , 2, ... ,n, where 
( ) 2m-l x-x. 
1 + 1 
0 
( ) 2m-l x-x . 
1 
Thus any s E N2m- l can be written as 
s (x) 
x-x . < 0 
1 
x-x. ::: 0 
1 
n 
+ I 
i=l 
2m-l 
b . (x-x . ) 11+ 
and the 
An important set of basic spline functions consists of the so called 
B-splines . To define these, we first define the m'th divide d difference of a 
function f, with respect to the knots {x . i j=i, ... ,i+m} , inductively by 
J 
f[x . ] = f(x.) 
1 1 
i 1,2, ... , n 
f[x.,x. 1] 1 1+ 
f[x . l]-f[x . ] 1+ 1 i 1,2, ... ,n-l 
f[x. , .. . ,x. ] 1 l+m 
f[X. l'· .. ' x . ]-f[ x . , ... ,x . 1] 1+ l+m 1 l+m- i 1,2, .. . ,n-m . 
A B-spline of order m ::: 2 is then defined to be the m I th divided difference of 
with respect to the knots 
M.(x)=M[XiX. , . .. ,X . ] 
ml m 1 l+m 
M (Xit) 
n 
t = x . 
J 
j 
m-l 
m(t-x) 
+ 
i, ... ,i+m and is denoted by 
For all m ::: 2 , M . is a piecewise polynomial 
ml 
of degree m - 1 which is in cm- 2 [0,1] and has compact support equal to 
[x. , x . + ] 11m 
For m = 2, the B-splines are the piecewise linear hat functions. 
----................ 
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The importance of B-splines here lies in the fact that the set 
{M
mi 
: 1 = l , . . . , n-m} forms a basis for the space Om(N 2m_ l ) From above 
this is the same as m 2m-l o (sp{(x-x.) 
1 + 
i = 1,2 , ... , n}) This provides 
motivation for the method of Anselone and Laurent [5] which we now describe 
in greater generality. 
Assume that K : W + L2[O , 1] is such that the linear functionals 
u + Ku(x . ) 
1 
i = 1 , 2, . .. ,n are bounded. The n there exist representers 
for all u E W. The regularization 
problem (3.1) can therefore be written as 
m:tnimize 
uEW 
1 n 2 2 2 ((k " U)w-d .) + Cl.II TuIl 2 n i=l 1 1 
and the interpolation problem (3.2) as 
minimize 
u EW 
II TU II ~ subj ect to d . 1 i 
(3.5) 
1,2, ... ,n . (3.6) 
These are now geometrical problems in a Hilbert space and it is easiest to 
treat (3.6) first. 
Assume that {kl , .. . ,k
n
} is linearly independent, for otherwise the 
problem may have no solution. Let 
and 
{u E W d. 1 i 1,2, .. . ,n} . 
It is not hard to see that is just a translate of 
the following basic result of Anselone and Laurent [5]. 
We now state 
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THEOREM 3 . 2 If .1 T (K ) 1.-8 closed and N(T) n K.l = {oJ 3 then there exists 
a unique a E W which solves the interpolation probl em (3 . 6) . It is 
determined by E .1 a:nd Ta E (T( K.l)).l a Kd 
.1 
I t can be shown that T(K ) is closed whenever N(T) n K .1 = {oJ and 
R(T) i s closed . We will assume that R(T) = L2 [0 , 1] which is closed . 
Since the conditions above determining a are non-constructive, 
{f. } .1 .1 F = (T( K )) Anse l one and Laurent proceed to construct a basis 
1. 
for 
so tha ·t Ta = LA. f . , and then solve for a . Because the notation will be 
1. 1. 
needed in section 3.4 , we briefly outline their method. 
The space F has the alternative form 
*- 1 .1 
F = T (N (T) nK ) . 
dimension n - m because N(T).l n K has , and *-1 T exists since 
It has 
Le t {b. = b . l' ... , b. ) t : i l , .. . ,n-m} be a 
1. 1. 1.n 
l i nearly independent set in mn satisfying 
n 
I 
j=l 
b . . (k · , <jl )w 
1.J J 
o 
for a ll <jl E N(T) and i 1 , 2 , ... , n - m The basis {f.} for F is then 1. 
defined by 
* T f . 
1. 
n 
I 
j=l 
b .. k . 
1.J J 
i 1 , 2, . . . , n-m . 
In general , this construction may be difficult. Now from above , Ta LA.f. 
where t he A. satisfy the l inear system 
1. 
n-m 
I \ ( f i , f ,Q, )2 i=l 
To determine a so l ve Ta 
1, 2 , . . . , n - m . 
LA.f. with the conditions associated with 
1. 1. 
1. 1. 
.1 a E Kd , i . e . (k. ,a ) = d . J W J 
j = 1 , 2 , . . . , n . In practice this also may 
be d ifficult . 
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Anselone and Laurent illustrate the above method in several cases, the 
simplest being K = I and T = Om and W Wm,2[O , 1] with the usual 
inner product . In this case there exist k. E W which satisfy (k . ,u) J J W 
for all u E W The b . above can be constructed from ml th divided 1. 
differences by taking 
b . . 
1.J 
coefficient of f(x.) 1. in f[x . , ... , x . ] 1. 1. +m 
j 
i 1,2, ... , n-m 
1 , 2 , .. . , i -1 , i +m+ 1, ... , n 
u(x. ) 
J 
{ 
0 
-1 
[( x . - x . ) .. . (x . -x . l)(x . - x . l)· · ·(x . - x . )] J 1. J J- J J+ J 1.+m j 
i , 2 , ... , i+m . 
Then for each i 1,2 , ... , n-m 
n 
L b . . (k . , <jl )w 
j=l 1.J J 
n 
L 
j=l 
b . . <jl (x.) 
1.J J 
o 
for all pol ynomials <jl of degree S m - 1 i.e . <jl E N(T) 
n 
h . = L 1. j=l 
that , by 
Thus 
b . . k. To construct the basis 
1.J 
the 
J 
Peano kerne l the orem , there 
u[x., ... , x. ] 1. 1. +m 
u[x . , ... , x . ] 1. 1. +m (h . , u) 1. W 
{f. 1. : i = 1,2, ... , n - m} 
exist functions 1jJ. E W 1. 
r o 
Let 
first note 
such that 
and therefore * h = T 1jJ. Hence f . = 1jJ. i = 1 , 2 , ... , n-m is a basis for i 1. 1. 1. 
F and in fact the 1jJ. are just the B- splines discusse d earlier. Now 
1. 
TO omo = LAiljJi and the matrix [( ljJi , IjJ~ ) 2] that must be inverted for the 
Ai l s is sparse , with ( ljJi , IjJ ~ )2 = 0 for li-~ I ~ m. Finally , to obtain 
o , n.ljJ. 1. 1. times using the conditions is integrated m 
gives the natural spl ine of Theorem 3 . 1 . 
O(x . ) 
J 
d . 
J 
This 
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For the general regularization problem (3 . 5), the method of Anselone 
and Laurent is very similar to that above. Define a bounded linear map 
Then (3. 5 ) is equivalent to 
minimize II Lu- [ d ; o]lI~ 
uEw 
where the inner product on X is 
([r;v], [p,w]) X 1 (r,p) + Ct (v,w) 2 . 
n mn 
From this follows another basic result of Anselone and Laurent [5 ] 
(cf. Theorem 2.4) . 
THEOREM 3.3 If L(W) 1.-S closed in X and 
.1 N(T) n K = {oJ ~ then there 
exists a unique sEw which solves the regularization problem (3.5) . It 
is determined by the condition Ls - [d;O] E L(W).l . 
.1 
It can be shown that L(W) i s closed whenever N(T) n K = {oJ and 
R(T) is closed . Again , we assume that R(T) L2 [O , 1] which is c losed. 
As above , Anselone and Laurent show that 
.1 L(W) has dimension n - m , 
with a basis g. = [ f. ; b . ] , where f. and b. have been defined . Then 
1. 1. 1. 1. 1. 
Ls - [d;O] 
where the )J. satisfy the linear system 
1. 
n-m 
L )Ji (gi , gQ, ) X 
i = l 
n-m 
L )Jigi ' 
i=l 
1 , 2 , . . . , n-m . 
That is 
Ts 
and 
n-m 
L 
i=l 
)J.f. 
~ ~ 
n-m 
d - L 
i=l 
)J. b . . 
~ ~ 
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Hence the form of s is exactly the same as that of a , the difference 
between them simply being that they correspond to different data. 
For the data s moothing case , where K I and T Dm , s satisfies 
n-m 
Ts L 
i=l 
)J . IjJ . , 
~ ~ 
where the ljJi are the B-splines considered before. The matrix (gi,g~)X is 
again sparse. On integrating to obtain s, the conditions 
must be u sed . 
s (x . ) 
J 
d. 
J 
n-m 
L 
i=l 
)J. b .. 
~ ~J 
j 1,2, ... , n 
3. A METHOD USING REPRESENTATION OF BOUNDED LINEAR FUNCTIONALS 
In [ 52 ] , Wahba develops a different approach to the solution of (3 . 1) , 
using the properties of a RKHS (see also [7] for the problem (3 . 2) and [25]). In 
this section, we describe Wahba ' s method so that a comparison can be made in 
section 3 . 5 with the method of Anselone and Laurent. 
Let 
2 
r2(u) = II Tu l1 2 ' 
operator (2 . 6) , and let 
where 
{e . : i 
~ 
T is the m' th order linear differential 
1 , 2, .. . , m} be a basis for the null space 
of T . Consider a set of linear homogeneous boundary conditions B.u = 0 ~ 
i = 1 , 2 , . .. ,m for which 
Tu o B.u 
J. 
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o i 1,2, ... , m 
has only the zero solution. Then the Green ' s function G(x , t) exists and 
the integral operator G with kernel G(x , t) satisfies TG I. Note that 
the boundary conditions B.u 
J. 
o will not be imposed on the regularized 
solution . 
Because the matrix [B . e .] 
J. J 
e. 
J 
is non- singular , the basis elements 
be chosen so that B.e. 6 .. Define an inner product on N(T) by 
J. J J.J 
(u,v)N(T) 
Then it is not hard to check that 
RO(X , y) 
The range of G L
2 [O ,1] 2 -+ L [0 , 1] 
m 
I 
i=l 
N(T) 
m 
B.uB.v 
J. J. 
is a RKHS 
I e. (x) e. (y) J. J. i=l 
with the inner 
(U,V)R(G) = (Tu , TV)2 
is a l so a RKHS with RK (see [52]) 
with 
product 
Rl (x,y) GG* (x,y) = f: G(x , t)G(y , t)dt . 
RK 
Because wm, 2[O ,1] N(T) ffi R(G) , define w to be wm, 2[O , 1] with the 
inner product 
where Pl = GT and P = I - GT o 
are orthogonal projections in W 
R(G) and N(T) respectively. Then W is a RKHS with RK R 
onto 
can 
(see [6]). In fact , the W norm is equivalent to the usual Sobolev norm 
(see [16 ] p . 154). 
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Let K : W + L2 [O ,l] be such that the functionals W +~ and 
u + Ku(x . ) are bounded. For example , from section 1.2, K is an integral 
1 
operator or the identity . The representers k. of u + Ku(x.) 1 1 are given 
by 
k. (t) 
1 
m 
L 
j=l 
* 8. (t) K8. (x.) + KGG (t , x . ) 
J J 1 1 
2 
In addition , because r2 (u ) = ii Tu ll 2 II plu ll ~ , the problem (3.1) is 
equivalent to 
This is now a standard Hilbert space projecfion proble m. It has a unique 
so lution which Wahba [52] constructs as fol l ows: 
Let the vectors 8 and ~ be defined by 
8. 8. i 1,2, ... , m 
- 1 1 
* ~ . Pl k i KGG (. , x . ) i 1, 2 , .. . , n 
- 1 1 
and the matrices X , ~ and ~ a by 
X .. ( 8 ., k . ) K8 . (x . ) i 1,2 , ... , m j 1 , 2 , . . . , n 
1J 1 J 1 J 
L.. ( ~ . , ~. ) K~. (x.) i , j 1 , 2 , ... , n 
1J 1 J W 1 J 
~ ~ + anI 
a 
Then the uniq ue solution of (3 . 7 ) is given by 
(3.8) 
(cf . the regular i zed so lutio n in the proof of Theorem 2.7) . 
As above, the interpolation problem ( 3 .2) is equivalent to 
subject to 
This has the unique solution 
d. 
l 
i 1, 2 , ... , n . 
This shows how t he regularization and interpolation p roblems are 
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(3 . 9) 
related. Both solutions are finite linear combinations of the functions e. 
l 
(which depend on T) and ~. 
l 
(which depend on T , K and grid points x.) . 
l 
Note that from (3.8) and ( 3.9) it follows that u -+ U a I in W as a -+ 0 . 
When K I and T Dm , the representers k . are just l 
m 
I * k . (t) R(x. , t ) e. (x . ) e. (t) + GG (x . , t) l l j=l J l J l 
Hence the solutions to (3.3 ) and (3.4) both have the form 
m 
I 
i=l 
a.e . + 
l l 
n 
I 
i=l 
* b . GG ( x. , 0 ) , 
l l 
(3.10) 
where the a. and b. can be computed as in (3.8) and (3.9). Here , {e.} 
l l l 
is a basis for the space of polynomials of degree ~ m - 1 and , for each 
i , GG* (x . ,0) E C2m- 2 [ 0,1] is a polynomial of degree 2m 
l 
1 on each of 
the intervals [O,x.] and [x. , 1] . In fact , (3 .10) is the natural spline 
l l 
solution of Theorem 3 .1. 
Consider now the general case of (3.1) and (3. 2 ) with 
2 
D (u) = lI ullw ' 
where W is a Hilbert space. If the l inear functionals W -+ffi and 
u -+ Ku( x . ) are bounded , then a similar method to that above can be applied . 
l 
For then there exist r epresenters 
so ( 3 .1) can be written as 
n. E W 
l 
such that (n. ,u)W = Ku(x.) l l and 
minimize 
uEw 
Similarly (3.2) can be written as 
minimize lIu ll ~ 
uEw 
subject to d . 
l 
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(3.11) 
(3.12) 
By considering l. u E sp{n.} ffi sp{n.} , it is not hard to show that the 
solution of (3.11) is 
where Qn is the matrix 
l l 
u 
a. 
-1 
n(Q +a.n I) d _ n _
[ (n. ,n.) ] The solution of 
l ) W 
+ 
uI nQ d _ n -
+ 
where Q
n 
is the generalized matrix inverse of Q
n 
(3.12) is 
If W is a RKHS with RK R then from section 1.2, n. (t) 
l 
Thus if K is an integral operator 
and 
If W 
n . (t) 
l 
K(x. , s ) R(s ,t)ds 
l 
(n .. ,n·)w 
l ) 
Kn. (x.) ) l 
Il fl K(x. ,s)R(s,t)K(x . ,t)dsdt o 0 l ) 
L2 [O,1] , then clearly for an integral operator K 
n. (t) 
l 
K(x. ,t) 
l 
(3.13) 
(3.14) 
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and 
Q .. = Jl Jl K(x . , s)K(x . , s )ds . 
n ~J 0 0 ~ ] 
Compare the solution (3.13) with the regularized solution in Theorem 2 . 2. 
4. THE CONNECTION BETWEEN SECTIONS 3.2 AND 3.3 . 
When T and Ware the same as in section 3.3 , the methods of 
Anselone and Laurent [5] and of Wahba [5 2] can be related. 
In the Anselone and Laurent construction of a in section 3.2 , there 
are vectors b . 
~ 
t (b. , ... , b . ) such that 
~l ~n 
n I b .. (k . , 8 o ) ~J ] N W j=l 
Defining the matrix B 
o i 1 , 2 , ... , n-m 
[b . . ] , this is equivalent to 
~J 
where X is the matrix in section 3 . 3 with entries 
1, 2 , ... , m 
X .. 
~J 
(8. , k.)w 
~ ] 
i 1, 2 , ... , m j 1, 2 , ... , n . 
Let 
h. 
~ 
n 
I 
j=l 
b . . k. 
~J ] i 
Now, from section 3.3, for any u E W 
Therefore , since ~. ~ 
1, 2 , . . . , n-m . 
n 
(h . ,u) L b .. [ (k. ,GTu) + (kj , POU)W] l. w j=l l.J J W 
n 
L b .. ( ~. , GTU)W 
j=l l.J J 
n 
L 
j=l 
b. . (T~ . , Tu) 2 
l.J J 
(jL 
b .. T~. , TU) 2 l.J J 
which implies that 
f . l. 
* - 1 T h. l. 
n 
L b .. T~. 
. 1 l.J J J= 
i 1 , 2 , ... , n-m . 
Consider the solution a of the interpolation problem (3 . 6) . Since 
Ta LA . f. , l. l. 
Here , the A. l. 
where 
Hence 
Pla 
satisfy 
n-m 
L \(fi , f £ )2 
i=l 
GTa LA.Gf. l. l. 
n-m n 
L A. L b . . ~. 
i=l l. j=l l.J J 
n 
L b£.d. 
j=l J J 
1,2 , . .. , n-m 
m 
L 
j , k=1 
t 
BLBU 
b . . ( ~. ' ~k) b nk l.J J W Yv 
and so 
t t-l ~B (Bl:B) Bd 
Therefore a can be written as 
a 
where , since 
d . 
J 
a is give n by 
m 
I 
i=l 
m 
I 
i=l 
t X a 
t t -1 
a. (k., 8. ) + (k . , ~ ) B (B l:B ) Bd 
l J lW J ~ W ~ 
Comp aring the solutions (3.15) and (3. 9 ), we must have 
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(3.15) 
It is not difficult to derive this equation directly, for any B of full 
rank satisfying BX t o. 
Similarly for the regularization probl em (3.5), we have 
where 
s = u 
a. 
m 
I 
i =l 
t t -1 
c.8. + ~B (B l: B) Bd 
II ~ a. ~ 
Comparing the solutions (3.16 ) and (3.8), we also have 
(cf. the proof of Theorem 2 . 7). 
(3.16) 
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For the examples they considered Anselone and Laurent were able to 
compute the vectors b. 
1 
from divided differences. This gave them matrices 
[(g . ,g . ) ] = BL Bt which are diagonally dominant. 
1 J X a 
However, in general, the b. will have to be found as a basis for the 
1 
orthogonal complement in mn of the span of the row vectors of X 
An implementation of (3.14) is constructed in [58] There the b . are 1 
found as a (non-unique) orthonormal set of eigenvectors corresponding to the 
eigenvalue 1 of the orthogonal projection matrix 
t t-l 
I - X (XX) X. 
This defines B since 
implies that 
Xb o. 
Then an eigenvalue decomposition of is computed so that in (3.14), 
BL Bt can easily be inverted. 
a 
5. SOME APPROXIMATION PROPERTIES OF GENERALIZED SPLINES 
From sections 2.2 and 2 .3, the regularized solution u of (3.1) and a 
the interpolation solution u I of (3 . 2) are contained in a finite 
dimensional space of generalized splines. In this section, we examine some 
approximation properties of these generalized splines. 
Assume that 
2 2 K : L [0,1] + L [0,1] 
the unique solution of Ku f . Let 
is 1-1 and let 
2 
uEL[O,l] be 
be the interpolation solution (3.14) 
with d. = f. = f ( x .) 
l l l 
i = l , 2 , ... , n . Now, if u E w then 
the o r thogo nal projec t ion P in W of u onto the span of 
ll. 
l 
i l, 2 , ... , n , 
Hence we denote 
s i n c e clearly 
+ + fQ f - fQ f 
- n- - n-
o . 
by Pu . 
and 
+ + (IlQ f , IlQ f) 
- n- - n- W 
From [33] , the space H = {Ku : u E W} is a RKHS with RK 
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is actually 
Q (x , y ) = (ll , ll ) W 
x y 
where llx is the represente r of W +m , u + Ku(x) . 
The inner product in H is given by 
where Ku f and Kv 
(u , v)W ' 
g . Define Pf E H by 
Pf Kp u 
+ Q Q f 
- n-
where Q. = Q ( x . ,. ) . If f E H , then Pf is the orthogonal projection 
- l l 
in of on to the span of i l , 2 , ... , n . H f Q. 
- l 
In [53 ], Wahba proves the following theorem . Let f Ku , u E W , be 
of t he form f = Q(p) where p E L2 [ O, l ] and Q is the integral operator 
with kernel Q (x , y ) . If Q (x , y ) has the continuity properties of a 
d iffer ential operator of order 2m , then for some constant C 
lI u - pu llw 
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where h = max\x. l-x . \ 
l+ l An example in [53] shows the connection of this 
theorem with polynomial spline approximation . The condition f E Q(L2 [0 ,1 ]) 
U (2m) E L2[0,1] corresponds to the familiar condition when interpolating 
splines of degree 2m-l are used. 
If the condition f E Q(L2 [0 , 1]) is relaxed to f E H then although 
I/u-pu // W = /I f-Pf l/ Q -+ 0 as h -+ 0 , no uniform rate appears to hold [53]. We 
will now show howe ver that rates of convergence of Pf to f for f E H 
can be obtained in other norms. 
THEOREM 3 . 4 If H is topologically equivalent to wq , 2[0 ,1] ~ q ~ 1 ~ 
and f E H ~ then for some constant C independent of f and h 
I/ oj ( f - Pf) /l
co 
::: chq-j-Yz l/f - Pf l/ Q 
::: chq-j-Yzl/ f l/ Q 0 ::: j ::: q-l , 
/I • /l
co 
co 
where is the L [0,1] norm . 
Proof Applying the same argument as Jerome and Varga ([ 24] , p . 118) use for 
Lg-spline interpolation , we obtain 
o ::: j ::: q-l . 
Now since Hand wq , 2[0 ,1] are equal with equivalent norms and since 
/lfl/~ = I/f-Pfl/~ + I/Pfl/~ , this gives 
I/oj ( f - Pf) /I 
. 1: 
::: Chq- J - 2 /1 f-Pfl/ 
co Q 
. 1: 
::: Chq- J - 2 /1 f /l 0 ::: j ::: q-l Q III 
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THEOREM 3.5 Under t he same condi tions as ~n Theorem J . 4 ~ there exists a 
constant C ~ independent of f and h ~ such that 
o ::: j ::: q . 
Proof The result follows from The orem 3 . 4 in much the same way as Theore m 
3.2 follows from Theorem 3.1 in [24]. 
In chapter 4 we will need an estimate of the error f - Pf, when f 
need not be in H Hence , with the aid of the previous the orem, we now u s e 
the method of Swartz and Varga [44] to prove the following result. We will 
assume that the partition {x . } 
1. 
of [0 ,1] is quasi-uniform, i . e. 
maxlx. l-x.l/minlx . l-x. I ::: constant independent of n . 
1.+ 1. 1.+ 1. 
THEOREM 3 . 6 If H is topologically equivalent to Wq , 2[0,1] ~ q ~ 1 ~ 
and f E Wp ,2[0 ,1] ~ p ::: q ~ then for some constant C independent of f 
and h 
o ::: j ::: p . 
Proof From the triangle inequality 
where g E C2q [0 , 1] is a Hermite s p line of degr ee 2q + 1 interpola ting f , 
as define d in Swartz and Varga [4 4] Lemma 3 . 2 . From their Lemma 3 . 2 and 
Corol l ary 3 . 3 
o ::: j ::: p . 
Also since 2q g E C [0,1] , then g E H and Pf = Pg interpolate s g at 
x. i = 1,2, ... ,n. Hence , from The orem 3 . 5 , for some constant C2 ' 1. 
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Now also from Corollary 3 .3 in [44], 
j > p 
and 
j S P . 
Summing over j O,l , ... ,q gives 
Hence, substituting this above , we obtain 
o ::: j ::: p . III 
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CHAPTER 4 
OPTIMAL FI LTE RING CHOICE OF THE ORDER OF REGULARIZATION 
1. INTRODUCTION 
Up to date most authors have imp l emented regularization by arbitrarily 
fixing ~ and W in (1.2 ) and then choosing a by some known method . In 
this chapter , we show that better results are obtained if ~ and Ware 
determined first . Furthermore we propose a practical method for their 
choice. 
In the case of convo l ution integral equations , Cullum [11] considered 
the effect of ~ and W on the rate of convergence of u 
a 
to and the 
conditioning of the regularization problem . Although providing useful 
insight, this does not yield a practical ~hoice of ~ and W . Wahba [55] 
has suggested a practical method based on weighted cross - validation . Some 
numeri cal resu lts for this method are presented in section 6.3 . 
We will use the regularization formulation (3.1) . Since the solution 
( 3 . 1 ) differs from other approximate solutions of (1.2) only in the stage 
at which discretization is introduced [ 20] , the results of this chapter 
actual ly apply in greater generality . 
It is intuitivel y clear that (3.1) defines a tradeoff between solving 
the equation Ku = £ and smoothing the solution. The degree of smoothing 
depends o n the sensitivity of ~ to oscillations in u . For ~ involving 
derivatives , it is determined by the order of regularization m - the 
greater is m the more the smoothing. This suggests that there is an 
optimal m ' . 
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Numerical results reported in section 6.3 support the existence of an 
optimal m. Furthermore they show that the best possible regularized 
solution u can vary considerably with the order of regularization being 
a 
u sed . Hence the choice of the order is crucial. 
The sensitivity of ~ can also be related to the decay rate of the 
e igenvalues of the kernel Q(x , y) defined in section 3 . 3 - the more 
sensitive is ~ the faster is the decay rate. For regularization with 
continuous data this was seen in the filtering property derived in Theorems 
2.6 and 2 .7. In section 4.2 we derive the corresponding filtering results 
for regularization with discrete data . For regularization of the form (3.11) 
n X~ (d, <P. ) 
KUa (x j ) I 1. - - 1. j 1 , 2 , .. . ,n ~2 a <p .. , i=l n - 1.J .+ 
1. 
where and <p . 
- 1. 
are the decreasing eigenvalues and corresponding 
orthogonal eigenvectors of the matrix Q = [Q (x . , x . )] . He re (., • ) 
n 1. J 
- 2 - 2 A. /(A .+a) will be called the 
1. 1. 
Euclidean inner product. The filter 
regularizat ion filter . 
Assume that the errors E. in the data d . = f(x . ) + E. are 
1. 1. 1. 1. 
uncorrelated random variables with mean zero and common variance 
2 
o 
is the 
Then 
in section 4 . 2 we define the opt imal 
2 
f ilter for f to be the minimizer 
~. 
1. 
of 
(f , <p. ) 
_ _ 1. 
2 2 (f, <p .) +0 n __ 1. 
n 
Ell L 
i=l 
.Q,. 
1. 
i 1,2, ... , n 
·where the norm is the Euclidean norm and E denotes expectation . 
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Thus, if nand W (or the order of regularization) is such that the 
regularization filter, for some a = a equals the optimal filter, then this 
choice can be expected to be optimal. To support this we derive in section 
4 . 2 
1 2 
- EIiKu -f ll n ~ a ,m _ 
n 
I 
i=l [ ~~ 1 ---- 2 A. +a 
1 
+ a term depending little on m. 
It is shown in section 4.3 that an estimate a of a can be obtained 
by a maximum likelihood estimation, under the assumption that the 
regularization filter equal s the optimal filter . For this purpose , we 
assume that the errors E. are normal random variables. The random 
1 
variables actually used in the estimation are 
2 (d, <jJ . ) 
_ _1 
2 ((f, 4> .) + (E, <jJ .)) _ _ 1 _ _ 1 i 1,2, ... , n 
which are independent and distributed like chi-square on one degree of 
freedom. 
Now beginning at some r ~ 0 , we compare the orders of regularization 
rand r + 1 by comparing an estimate of 
2 2 2 
[ ~2 r n (f, <jJ .) /n n 1 12 -2 I _ _ 1 a I 1 - EIIKu_ -f l a +-
-2 -n ~ a ,m - i=l (~~+Ci)2 n i=l Ai+a 
1 
for each m r , r + 1 For a we use the estimate a and for f we 
use KUQ ' where s is a good estimate of the optimal a for the order iJ ,m 
of regularization m A good estimate of 
2 
a is 
-2 a 1 ~ 2 L (Ku Q (x . )-d . ) 
n i=l iJ ,m 1 1 
and the inner product 
Thus we compute 
e(m) 
(Ku
B 
, <j) . ) In is simply 
~ ,m - 1. 
- 2 A. (d,<j). ) 
1. 
- -1. 
c. ~~+B 1. n 
1. 
n 
I 
i=l 
2 
-2 c . n 
1. 0 I + ( >:~~) 2 n i=l 
1. 
[ _~~ _] 2 A.+<:x. 
1. 
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for each m = r , r + 1. If e(r+l) < e(r) , replace r by r + 1 and 
repeat the above procedure . If not, then choose the order of regularization 
m = r. The above method is applied to some examples in section 6 .3. 
To decide between several arbitrary RKHS's W with RK 's 
m 
R 
m 
the 
method is basically the same. First , however, the W must be ordered as 
m 
best possible according to the rate of decay of the eigenvalues (slowest 
* decaying going first) of the kernel Q = KR K This was automatic for 
m m 
m,2 [ ] the RKHS's W = W 0 ,1, m :: 1 Then the procedure follows exactl y as 
m 
above except with m meaning that W 
m 
is being used instead of 
2. REGULARIZATION AND OPTIMAL FILTERING 
We first consider regularization in the form 
n 
+ all u ll~ 1 I 2 minimize (Ku(x.) -d . ) 
u EW n i=l 
1. 1. 
Let K be a 1-1 integral operator and let W be either L
2 [O,l] 
RKHS. Then, from section 3.3, the kernel Q(x,y) is given by 
Q(x, y ) 
* 
{ 
KK ~X, y ) 
KRK (x,y) 
2 w = L [0,1] 
W a RKHS 
We will assume that Q(x, y ) E e([O,l] x [0,1]) 
(4.1) 
or a 
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The integral operator Q: L2 [0 , 1] + L2 [0 , 1] with kernel Q(x,y) is a 
Hilbert Schmidt operator . Since Q(x, y) is symme tric , positive definite , 
Q has a system of positive eigenvalues 
eigenfunctions <p. 
1 
Because Q(x , y) 
A~ + 0 and orthonormal 
1 
is continuous on [0,1] x [0,1] , each 
<p. is continuous on [0,1] and by Mercer's theorem [38], Q(x , y) has the 
1 
uniformly convergent expansion 
00 
Q(x , y) I 2 A .<p . (x) <p . (y) 1 1 1 i=l 
where 
00 2 Jl A. = Q(x , x)dx 
1 0 
< 00 • I 
i=l 
We write A ~ ( A . > O ) for the eigenvalues of Q so that for Q 
1 1 
A. denote the usual singular values of K . 
1 
* KK 
Since Q is a positive operator, it has a positive square root 
the 
n~ : 2 2 ~ L [ 0 , 1] + L [0 , 1] . 
1 
nYz It is shown in [33] that the range of ~ is a 
RKHS H with RK Q(x , y) . Furthermore this space is equal to the range of 
K , K(w ) , and can be represented as follows 
00 
H L 
i=l 
The inn e r product in H is give n by 
(g,h) Q 
Because the RK Q(x , y ) is continuous on [0,1] x [0,1] , it follows 
that H c . C[O,l] [ 33] . 
It is usually thought that the choice of W in regularization 
requires that uo belong to W, 
and therefore that f E K (W) satisfies 
2 
00 (f , <jli) 2 
L < 00 
i = l A~ 
l 
However, in practice, it may not be known that Uo is an element of 
a particular space W. Furthermore, the effect of using Wand 
Il o lIW in (4.1) is more than just to insure that ua E W . Although 
f may not be an e leme nt of K (W) , it may be smooth enough so that 
Ku will be a good approximation. We will assume that there exists 
a 
a constant such that 2 c (f , <jl i) 2 ::: 1. 2 c . i = 1,2, •.. . 
For example, if 
we do have 
l 
2 cA. i = 1, 2 , ... 
l 
f E i 4 (L2 [0,1)) 
then, although 
if 
~ : L2 [0,1) + L2 [0 , 1) is a trace class operator [9), since 
00 00 
L 
i=l 
A. 
l L i=l 
= c 
If 2 W = L [0,1) , then QJ; will be trace class if and only if K is. 
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If 
W ~,2[O,1) with RK R then is a trace class operator, since 
R is the Green's function of a differential operator of order 2m 
This implies [9 ] that for some L2-integrab l e kernel S , Q can be 
written as 
* * * Q K(SS )K (KS) (KS) 
which implies that QJ; is trace class. If K is smooth, then even 
for small m, the functions in o:~ (L 2 [0,1]) including f will be 
quite smooth. Thus, the a priori condition f E K (w) may be too 
restrictive. 
An even more restrictive assumption on f is made in [55]. 
There , f is defined to be "very smooth" by requiring that 
2 
00 (f, <jli)2 
I < 00 This is clearly equivalent to f E Q(L2 [O ,1]) , 
i=l I-.~ 
1 
which is a much stronger condition than f E ~(L2[O ,11) . To 
illustrate this consider K(x,t) = k(x-t) , w~e re k i s periodic 
with period 1 and symmetric about the y - axis. Assume the solution 
to Ku f i s u = k, i.e. 
Kk (x) k*k (x) f (x) . 
* Since the eigenfunctions of Q = KK are just the usua l trigonometric 
functions, taking Fourier co-efficients gives 
where 1-. 2 are the eigenvalues of Q . i 
00 00 
I 
i=l 
Hence 
and so f is not " very smooth". Of course f E K (W) = ~ (L2[O,11) 
and by making k smoother , f can be as smooth as desired (in the 
sense of having many continuous derivatives). 
To insure that the regularization problem (4. 1) is a reasonable 
representation of the original problem (1.1), we will assume that n 
is sufficiently large so that the following approximations hold : 
and 
00 
I I-. ~ <jl . (x . ) <jl. (xk ) ~ i=l 1 1 J 1 
n 2 I I-. . <jl. (x . ) <jl. (xk ) i=l 1 1 J 1 
~ r 
o 
<jl. (x) <jl. (x) dx 
1 J 
o . . lJ 
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The n it is reasonabl e to make the approximations 
where 2 L . 
1 
<p .. - In <P .. ~ <p. (x.) 
- lJ - lJ 1 J 
and <P •. 
-lJ 
are the decreasing eigenvalues and corresponding 
orthonormal eigenvectors of This follows since Q . 
n 
n 2 L L .<P. '<P' k i=l 1 - lJ-1 
n 
L 
i=l 
While the above assumptions appear to be strong , in practice the 
smoothing effect of regularization tends to lesse n the ir importance . 
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However, in ge neral a near uniform grid of points x . will be r equired . 
1 
We now show how regularization of the form (4.1) accomplishes a 
filtering of high frequency noise from the data (cf. Theorem 2 . 6). Then 
Ku can be thought of as a certain interpolation of the smoothed data and 
a 
u 
a 
as 
THEOREM 4 . 1 
and for x E 
For all. j 
Ku (x . ) 
a J 
[0 , 1] 
Kua (x ) 
ua (x ) 
1, . . . ,n 
-2 
n A. 
L 1 
-2 i =l A.+a 
1 
n 1 L 
-2 i=l A. +a 
1 
n 1 L ~2+a i=l 
1 
(d , <p . ) 
- - 1 <p . . 
n 
- lJ 
(d , <p . ) 
- -1 
(Q (x ) , <p. ) 
- -1 
n n 
(d , <p . ) 
- - 1 
(ll (x ) ,<p. ) 
_ -1 
n n 
where ( • , • ) denotes the Euc lidean inner product . . 
Proof 
whe r e 
Since 
and 
By definition 
<!> .. lJ <!> .. -lJ a nd L Then 
Ku 
a 
-1 (Q , ••• , Q ) (Q +an I ) d 
x l xn n -
t -1 (Q , . • . , Q ) <!> (L+a nI) <!>d 
x x -1 n 
n 
<!>d. 
- l 
L <P . . d . j=l - l J J 
t (Q (x . ) , ... ,Q (x. )) <!> . 
xl J xn J l 
1 n 
L <P . . d. 
r - lJ J 
vn j=l 
(Q <P. ) . 
n- l J 
1 
rn 
we ge t 
-2 (d , <p .) 1m n fnA. <P .. 
Ku (x . ) L l - lJ 
_ _l 
-2 a J i=l (nA. +an) l 
- 2 
n A. (d ,<P. ) 
L l - - l 
-2 
<p .. 
i=l 1..+0. n - lJ l 
Si nce for x E [0 , 1 ] , 
t ( Q ( x ), •• • , Q ( x )) <P . 
xl xn l 
the expression for Ku ( x ) a and 
u (x ) fol l ows . 
a 
Ku 
a 
becomes 
(d ,<P. ) 
- -l 
-2 
rnA .<p .. l - lJ 
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By writing (d, <jl. ) 
_ -l (f , <jl.) + (E , <jl .) 
- -l - -l 
and noting that the sequence 
is decreasing, the filtering effect is clear . The filter 
i = 1,2, .. . ,n will be called the regularization filter. 
-2 A.-KX 
l 
In orde r to define some optimality criterion f o r the regularized 
solution, it is necessary to make some statistical assumptions about the 
errors E. . 
l 
We assume that E. are realizations of uncorrelated 
l 
random variables (also denoted E. ), each with mean zero and varian ce 
l 
LEMMA 4 . 1 The random variables 
X. 
l 
(d, <jl . ) 
- - l 
n 
+ 
n n 
have mean variance and are uncorrelated. 
Proof The me an of X. is 
l 
( f, <jl. ) n 1 E( X. ) - - l L E( E. ) <jl .. + -l n n J -lJ j=l 
(f, <jl . ) 
- - l 
n 
The X. are uncorre l a t ed since 
l 
( 
(f, <jl. ))( (f, (j). )] 
- - l - - J E X -X. -i n J n 
1 
-E 
2 
n 
n 
L Ek<£ ikE R-<£ j R-
k , R-= l 
2 
o 
n 
n 
This also implies that the variance of X , 
1 
1 n 
I </l' k </l' k 
n k=l - 1 - J 
cS, ' 
1J 
is 
Suppose for the moment that f E H . Let II ' II Q denote the 
n 
vector norm corresponding to II · II Q i. e . 
fQ-lf 
- n -
Define the optimal filtering of the data to be the solution 
n 
I 
i=l 
obtained by minimizing 
with respect to the 
n 
E II I 
i=l 
£ , 
1 
(d, </l , ) £, - -1 
1 n 
(d , </l, ) 
_ _1 
£, 
1 n 
THEOREM 4 . 2 The optimal filter ~s given by 
'" £ , 
1 
2 (f , </l , ) 
- - 1 
2 2 ( f , </l ,) +0 n __ 1 
i 1 , 2, .. . ,n . 
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III 
n (~, (!\) 2 
Proof Ell L 9- n p i-!IIQ i=l i n 
[i~ 2 n [(! ' <£~ ) L 
i=l n 
n 
L 
i=l 
E 
a
2J +-
n 
i=l 
n [\ (d, <jl . ) L - - 1. 
i=l n 
(f, <jl . ) 
29-. - -1. -
1. n 
2 (f , <jl .) 
- - 1. 
2 2 (f ,<jl. ) +a n 
- - 1. 
Hence the minimum occurs at 
A 
9- . 
1. 
2 (f , <jl. ) 
_ _ 1. 
2 2 (f, <jl .) +a n 
_ _1. 
-
1 
-2 A. 
1. 
6 7 
( ! ' ~i]2 0 1 
-
F 
i 
C"~i)r] (f, <jl . ) - -1. 1 + 0-
n ~2 
i 
III 
Similarly, if optimal filter ing were defined by minimizing 
n 
Ell L 
i=l 
9-. 
1. 
(d, <jl. ) 
- -1. 
n 
then the optimal filter would be 
A 
9- . 
1. 
( f , <jl . ) 2 ( f , <jl . ) I n 1. __1. 
2 2 2 (f, <jl . ) In +a I n 
_ _ 1. 
2 (f , <jl. ) __ 1. 
2 2 (f, (/) .) +a n 
__ 1. 
If instead the optimal filtering were defined in terms of the 
Euclidean norm (and L 2 norm), so that f need nO.t belong to H , 
then the only difference above would be that the factor 
missing. Thus the optimal filter would be the same 
Define u , 
n 
A I u(x) 
i=l 
t . 
1 
given by 
(f ,<jl. ) 
- - 1 
2 
2 (f , <jl . ) 
- -1 
2 2 (f, lO. ) + 0 n 
- :(; 1 
(d, <jl. ) 
- -1 
2 2 n (f ,<jl. ) +0 n 
- - 1 
(11 (x) , <jl . ) 
- 1 
n 
1 
-
-2 A. 
1 
would be 
to be the optimal filtered solution o f (1 . 1) , since clearly for 
j 1,2, ... , n 
n 
I 
i=l 
t. 
1 
Of course the A problem wi th u is 
A However , comparison of u with 
-2 
n A. 
I 1 Ua (x) X2 a i=l .+ 
1 
(d , <jl . ) 
_ _ 1 
n 
that f 
<jl .. . 
-lJ 
and 0 
u
a 
given by 
(d ,<jl. ) 
- - 1 
( 11 (x) , <jl . ) 
- - 1 
n n 
are not known. 
1 
-
-2 A. 
1 
will be the basis for choosing the order of regularization . Note that 
0 2 if 
Pf 
2 2 (f ,<jl. ) I n 
- - 1 
i = 1,2, ... ,n , the n for a 
nc 
Recall the definitions of Pu and Pf in section 3 . 5 . Since 
f we have 
IIxu -f ll ~a - IIxu - Pfll , ~a ~ 
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where the norm is the Euclidean norm . The L 2 [O ,1 ] residual satisfies 
From Theorem 3 . 6 , if H is topologically equivalent to wq ,2[O , 1] then 
for f E wp ,2[O,1] , p S q 
For sufficiently smooth f and sufficiently large n, this is negligible 
compared to IIKua- PfI12 . Therefore we will neglect it here and aim at 
reducing IiKua-Pf 1i 2 or IIKu -Pf ll a Q This also tends to reduce the error in 
the regularized solution , since K W + H is an isometric isomorphism [33]. 
That is, if Uo belongs to W, then 
Il u -u 112 = IiKu _f1 12 
a 0 W a Q 
Since the r e gularize d solution u
a 
depends on W (and Q), to 
compare different choices of W , we must compare the errors u - Pu a 0 
and Ku - Pf 
a 
in some norm l ess dependent on W • 
we define weighted norms on :n:t by 
2 
II!I I ~ n 
(f , <p . ) 1 I - - l ---2 ~~ i=l n 
1 
and the same on the span of {Q i 1, 2 , ... , n} 
x. 
1 
2 
n ( f , <P . ) 1 
I/ff I - - l 2 2 ~ i=l n . ~. 
1 
For this reason 
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These weighted norms still depend slightly on W , in terms of the CPo 
- l 
Note that if ~~ = 1 i 1, 2 , ... , n , then I/ff = Ilff/n If l 
- ~ -
~~ = ):2 i 1,2, .. . , n then I/!I/~ I/ff and , f or l i 
- Q 
n 
f E Sp {Q : i = 1, 2 , ... , n} I/ f l/~ I/ f l/ 2 x . Q l 
~ve now show , with r espect to these norms, how the expectations 
of the errors ua - PUo and KUa - Pf be have . 
THEOREM 11. 3 
[
( f, cP . ) 2 2j 1 
- - l 0 
---+- . 
2 n 2 
n ~ 
n 
L 
i=l 
In particular 
0 2 n (f, cp . ) + - L - - l 
2 
1 
2 
~. 
l 
n 
L 
i=l 
n i=l (f ) 2 2 
-'Pi +0 n 
2 2 (f, <p. ) I n 
- -l 1 2 n 
• - + ~ L 
2 n . ~ l=l 
2 2 (f, cp. ) +0 n 
- - l 
2 n ( f , cp .) 
o \' - -l 
+ - L 
2 
1 
2 
~ 
n 2 2 i=l ( f,cp.) + 0 n 
- -l 
n 
L 
i = l 
-2 
1 2 n A. 
. -+~ L l 
~2 n i=l (P +a) 2 
i l 
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Proof ' By Theore m 4 .1 and Lemma 4.1 
-2 
n [A. (d , Cjl. ) E L _1_ - - 1 _ 
. 1 ,2 n 1= I\. +a 
1 
[(_ X~ ],[(E 'P/ + a2] -2 2 (E 'Pi)2] 1 n A. (f, Cjl. ) L - 2 1 - - 1 + . -
i=l A~+a n 2 n ~ ~+Ct 2 n )J~ n 1 1 1 
[~~ - 2 r [(! ,~( <1 n (f , Cjl .) L - - 1 1 . -2 2 2 2 i=l A. +Ct (f ,Cjl. ) +0 n )J. 1 
- -1 1 
0 2 
2 n (f, Cjl. ) 
L - - 1 1 +-n 2 2 2 i=l (f, Cjl .) +0 n )J . 
- - 1 1 
In addition , from the second line 
EIiKu _Pf ll2 
n [ ;2 tf , . )2 1 2 n [X:J L __ 1 __ 1 - - 1 +~ L 1 a )J -2 2 2 n 2 i =l A.+a n )Ji i=l IJ. 1 1 1 
2 2 
-2 r 2 n (f , Cjl. ) I n 1 2 n [X:~ 1 L _ _1 0 L a +- .-( X~+Ct ) 2 2 n 2 i=l )Ji i=l )J. 1 1 1 
2 For the particular case E ll u -puO Il see also [55] . a w III 
From the th eorem (apart from the slight dependence on Cjl. ) , 
1 
for any weights 2 IJ . , 
1 
EIIKua-Pf"~ is minimized whe n the regularization 
filter equals the optimal filter , i. e . 
~2 
i 
2 (f, Cjl . ) 
- - 1 
-- = -----------
Pa 
. + 
1 
2 2 ( f , Cjl. ) +0 n 
- -1 
i 1 , 2, ... ,n . 
Thus optimal filtering is a fundamental criterion for optimality of 
a regularized solution . 
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The results of t his and later sections are not restricted to integral 
operators. The kernel Q(x , y) = (11 x ' lly) W is defined for any linear operator 
K : W -+ L2 [O ,1] which has representers llx E W satisfying Ku(x) = (ll x 'u)w 
For example , when K I , Q(x,y) = R(x,y) If K and therefore Q has a 
non-zero null space , then the same results hold with only slight changes to 
s ome definitions [33]. For instance , u 
o 
K+f , must be interpreted as 
minimum norm solution in the space W being used for regularization . 
Similar results to those above can be obtained for regularization in 
the form 
n 
the 
minimize 1 L (Ku (x.) -d .) 2 
2 
+ aii Tu l1 2 (4.2) 
where T is a 
the regularized 
where 
u Ew n i=l 
linear differential 
solution of 
u 
a 
m 
L 
i=l 
(4.2) 
l l 
operator . Recall 
is given by (for 
t t -1 d - ( E+a nI)B (B EB +an I) Bd 
from section 3 . 4 that 
B such that BBt I) 
(4 . 3) 
Let vtsv , where S = diag {S~} , be an eigenvalue decomposition 
l 
BEBt Define ljJ. _2 (corresponding and -2 above) of and a. to <p. A. 
_ l l _ l l 
as follows 
ljJoO hiVB .. 
_lJ lJ 
-2 a. 1 2 s . 
l n l 
Theorem 4 .1 can now be replaced by the following (cf. Theorem 2.7) . 
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THEOREM 4 . .1 For all j 1,2, ... , n 
-2 (d, l/J. ) n:-m O. m 
Ku (x . ) L 1 - _ 1 l/J .. L a. KG . . 
- 2 + a J n 
-lJ 1 ~lJ i=l o .+a i=l 1 
where a. a . (d) 1.-8 given by 1 1 
-
k 1,2, ... m • 
Proof Applying K to (4.3) and evaluating at x . gives 
Since i 
where 
Hence 
Ku (x.) 
a J 
Ku (x. ) 
a J 
t t -1 d . anB (BEB +a nI) Bd. 
- J - J 
t t -1 d. ~~B V (S+anI ) VBd . 
-J -J 
1,2, ... ,n-m are orthogonal to KG. 
n-m 
d L 
i=l 
n-m (d,l/J. ) 
L - - 1 n i=l 
-2 
n-m o . 
L 1 
-2 i=l o.+a 
1 
~1 
(d, l/J. ) 
- _ 1 
n 
m 
L 
i=l 
m 
L a . (KG. , KGk ) i=l 1 ~ 1 ~ 
t 
xx ~k 
l/J .. + 
- lJ 
(d, l/J. ) 
- - 1 
n 
m 
L a. KG .. 
i=l 1 ~ 1J 
l/J .. + 
- lJ 
m 
L 
i=l 
n-m 
- L 
i=l 
a. KG .. 
1 ~ 1J 
J 
i 1,2, ... ,m , 
(d, l/J . ) 
_ a_ 
- _ 1 l/J .. 
_2 n 
- lJ o. +a 
1 
III 
Thus, for this form of regularization, filtering occurs on the 
span of 
before. 
Tha t is , 
then it 
i 1 , 2 , ... , n-m with filter 
But no filtering occurs on the 
if the error c: belongs to the 
-2 O . 
l 
- 2 
o .+a 
l 
span of 
span of 
of the same form as 
K8. i 1 , 2 , . .. ,m 
~l 
K8. i 1,2, ... ,m 
~l 
is p'assed on fully to the regularized solution u However a 
for m small , the functions K8. i = 1 , 2 , . . . ,m will in general be 
l 
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smooth and so the span of K8. 
~l is unlikely to contain the greater part 
of t h e error. 
A similar result to Theorem 4 . 3 can now be derived. 
THEOREM 4 . 5 
1 2 
- EIi Ku -fll 
n ~ a -
Proof 
1 2 
- EIiKu -f ll n ~ a _ 
[ -2 2 n 2 
+ °nj n - m o . (! ' ~i) (! ' ~i ) I l ----2 2 2 2 i=l o.+a (f, W. ) +0 n n 
l 
- - l 
2 2 n-m (f, W· ) 
2 0 I 
_ _ l 
m (4 . 4) +- + - a n 2 2 n i=l (f , W. ) +0 n 
_ _ l 
-2 (d , W· ) n-m O. n-m 
l Ell I l 
__ l 
W. + I a. (d) K8 . _2 
n i=l n _ l i=l 
l _ ~ l 
o.+a 
l 
n-m (f,W · ) m 
2 I - - l I w· - a. (f) K8 . " 
i = l n _ l i=l 
l _ ~ l 
n-m [ a~ (d , W. ) 
E I _l_ - _l 
. 1 -2 n l= o.+a 
l 
- - _ l + _ Ell La. (c: )K8." ( f , W . )j 2 1 m 2 
n n i=l l _ ~ l 
n-m 
I 
i=l ~ a~ [(f, W.) 2J l - _ l 0 -- +--2 -2 2 n 0.+Ct n l _2 a. l -2 0.+Ct l 2 (f ,W.) __ l 2 n 
where e. 
1 
we get 
Hence 
( E ,K.§ .) . 
- 1 
E ( e. e. ) 
1 J 
1:. EI/l(p _f l/ 2 
n a -
n-m 
I 
i=l 
Since 
0 2 t (XX) .. 
1J 
m 
E I 
i,j=l 
2 O m. 
O . 
1 
[ 
-2 
---
-2 O.+a 
1 
0 2 n-m 
t -1 
e. ( XX ) .. e. 
1 1J J 
2 (f , ljJ. ) 
- - 1 
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I ~ 0 2 + - + n 2 2 n III i=l (f, ljJ .) +a n 
- - 1 
From Theorem 4 . 5 , the most significant dependence of the residual 
- 2 O. 
on the filte r 1 occurs in the first term on the right hand side of 
(4.4) • 
-2 o. +a 
1 
As before , this term is minimized when 
-2 o . 
1 
- 2 o .+a 
1 
2 (f, ljJ . ) 
- - 1 
2 2 (f, ljJ. ) +0 n 
- _ 1 
i 1,2, ... ,n-m . 
Hence , with suitable modification, the results in the following sections 
can also be applied to this form of regularization. 
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3. CHOICE OF THE ORDER OF REGULARIZATION 
Our choice of the order of regularization is based on approximating 
2 (f , (jl. ) 
- - 1 the optimal filter 
2 2 (f , (jl. ) +0 n 
i 1,2, ... ,n by the regularization 
F - -1 
i fil ter i 1,2, ... ,n . These fil te·rs are equal if and only if 
2 2 (f , (jl .) /n 
- - 1 
i 1,2,.:. ,n 
for some constant c . Therefore the idea is to increase the order m 
of regularization until 
i 
for some constant c. 
This is possible in theory since 
decreasing .on average because otherwise 
00 
I 
i=l 
2 (f, (jl. ) 
1 2 
would be unbounded. For W = Wm,2[O,l] 
will decay more slowly as 
00 
I 
i=l 
2 (f , (jl .) 
1 2 
becomes greater. Since the decay rate of 
1,2, ... ,n 
2 2 (f, (jl .) /n behave roughly 
- - 1 
i.e. m o , 
as m increases , 
2 2 (f, (jl ')2/A . is 
1 1 
2 2 (f , (jl .) 2/A. 
1 1 
2 2 (f, (jl' )2/A. is mostly dependent 
1 1 
on the decay rate of 2 A. , 
1 
its dependence on m can be gauged from the 
discussion in section 2 .4. 
-
--~~-~ ~~----------------------------------------------------~ ... 
Let us assume now that the optimal filtering condition 
-2 A. 
1 
-2 A.+a 
1 
is satisfied for a a 
-a 
2 (f , <1' . ) 
- _ 1 
2 2 (f, <I'.) +0 n __ 1 
Then a is 
2 - 2 A. 
0 1 
given 
n 2 2 (f, <I' .) In 
- - 1 
by 
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for any i However, because f is unknown, we must derive an estimate 
of a For this purpose we will assume that the E . are normal random 
1 
variables. Then the uncorrelated random variables X. 
1 
(d, <I'. ) /n 
- -1 
i = 1, 2 , . .. ,n are also normal and therefore independent. Hence 
Y. 
1 
2 l' X. 
1 1,2, . .. ,n are independent and distributed like chi-square 
on one degree of freedom. The mean and variance of Y. can be shown 
1 
to be 
(f, <I' . ) 2 
- - 1 E(Y. ) 0
2 
+ -
1 2 
n 
[, 0 2 Var (Y.) 2 
1 n 
The probability density function of 
1 [ -
o 
n 
2 
<'] (f, <I' . ) - - 1 2 n 
Y. 
1 
is given by 
(VY-(f,<I'.) / n) 2 
- - 1 
2 20 I n 
+ e 
For each Y. we have a random realization 
1 
2 2 y . = (d, <I'. ) I n . 
1 --1 
for our estimate a , as for a maximum likelihood estimate , we 
Therefore 
y > 0 
y ~ 0 
-
~-~-j ~----------------------------------------------------------... 
where 
maximize 
ex 
fy Y (Yl,···, Y ) , 
1 ' ···' n n 
is the joint de nsity function. 
maximize 
ex 
n 
L log fy (y .) 
i=l i 1 
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This is equivale nt to 
THEOREM 4 . 6 The es timate ex ~s (approximately) given by 
Proof Evaluating f y. 
1 
1 
2 
- a ex~ -
n 
n 
L 
i=l 
n 
L X. Ii. 
i=l 1 1 
at y. we get 
1 
1 -- 1 
e - 2a 2 In 
2 
fy (y.) 
. 1 
1 2Vy . I2n ai m 
1 
[ 
(vY". - (f , <p . ) I n) 2 
1 
---=----- e 
2/Y. rn aim 
2 2 (y. + (f , <p. ) I n ) 
1 --1 
2 2a I n 
1 - - 1 
[
;;Y o (f, <p. ) / n ;Y o (f, <P .) /
J 1 - -1 . 2 a I n + e 
1 
2 
(y . + ~~~) 
1 nex 1 
1 
-------e 2a
2/n 
2/Y. rn ai m 
1 
where we can subs titute ( 2 Jt ., (f , <p .)' = a n X ~ 
- - 1 ex 1 
since cosh (f, <p . ) 
- - 1 
for 
n 
is an even functi on. Hence maximi zing L log fy (Yi) over ex 
i=l i 
is equivalent to maximizing 
-
____ J ~a-______________________________________________ ~~-.. 
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-2 -
n A. n {n A./Y . 
\' l + \' l l L L log cosh --------~ 
i=l 20. i=l ara 
Differentiating with respect to a. gives the following condition for an 
extremum 
;; 
-
n [ {n \ /Yij - r 
l
. =Il tanh ---- A. vy. ara l l 
n 
I 
i=l 
Since is large , 
ara ;- '\ r 
n 1\ . vy. 
then for most contributing terms in 
sum , tanh l l ~ 
Iii rn I 
a i=l 
which gives 
1 . 
A. 
i 
2 
a 
a. ~-
n 
Thus to a good approximation 
n 
I 
i=l 
n 
I -2 2 A.. l i =l 
n 
I A. /Y. 
i=l l l 
the first 
By checking the derivatives as a. + 0 and a. + 00 , a. is seen to define 
a maximum. III 
It is hoped that for one of the possible choices of W (or for 
-
some order m) the regularization filter with a. = a. comes close to 
equalling the optima l filt e r . The n, if a. is computed for this w , it 
should b e a good c hoice for the regularization parameter. In fact, the 
estimate a. is not very sensitive to the space W used in its computation 
and so in general should be a reasonable choice when used with the optimal 
W (or optimal orde r of regularization) . This property will be used later 
in the choice of t he order of regularization . 
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-To show that a should be a good estima t e of a , we de rive an 
asymptotic estimate of a
E 
' the value of a when E(y . ) 
1 
is substituted 
for y. , i.e. 
1 
aE = 
2 
0 
-
n 
n 
L 
i=l 
n 
L X. 
i=l 1 
-2 2 
A. 
1 
k (E (y. )) 2 
1 
Because the definitions could b e changed thus, we assume in this and 
later asymptotic results that can b e replaced and (f, <p· ) / n 
_ _1 
b 1 2. d Y 1\1' <P ian (f, <P i )2' respectively . Here the asymptotic relation 
v ~ w means v = w (1+0(1)) , where n n n n 0(1) + 0 as n + 00 
THEOREM 4.7 1 
n 
If - L A + 0 as n + 00 , then 
rn i=l i 
00 2 
L A2 
0 2 i=l i aE 
~ -
n 00 
LA. I (f, <P . ) ) 
i=l 1 1 
as In the case of optimal filteping J where 
i = 1,2, ... ,n , 
Proof Since 
n 
L 
i =l 
0 2 1 a ~--
E n c 
= a . 
E (y . ) 
1 
2 2 2 
= (f, ~. ) In + a In , 
- - 1 
n 
L 
i=l 
- 222 ~ A. ( (f, <P .) I n +0 I n) 
1 --1 
J.-A. (E(y.)) 2 = 
1 1 
n 
"J L 
i=l 
2 2 ~ A. ( (f, <p . ) +0 I n) 
1 1 2 
> 
2 2 ( f , <p .) In 
- -1 
-
....... 
In addition 
n 
~ 
i=l 
Therefore , because 
1 n 
L 
rn i=l 
n n 
~ A . 1 (f, <jl . ) 21 + J!:... ~ 
i=l 1 1 In i=l 
A. -r 0 , 
1 
we have as n -r 00 
A·I (f ,<jl. ) 21 , 1 1 
A 
i 
which is bounded above s ince 2 S cA. for some c . Hence 
as n -r 00 • If 
a
2 
CLE n 
2 2 (f , <jl. ) In 
- - 1 
1 
00 
~ A~ 2 
i=l 1 
00 
~ A.I (f , <jl. ) 21 
i=l 1 1 
,2 l' C l\ . 
1 
1 , 2 , ... , n , then similarly 
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III 
From the discussion in 4. 2 , for any m ::: 1 , we 
and so the condition of Theorem 4.7 i s satisfi ed . 
00 
satisfie d if for some ( > 0 , ~ 
i =l 
-
2- ( A. 
1 
For 
Thus 
00 
have ~ A. < 00 
i=l 1 
m = 0 it i s 
has the same 
a symptotic dependence on n as CL, irrespective of the space W (or 
order of r egularization) used . 
If a i s no t known, then a good estimate of it can be obtained 
by computing 
-
- 2 1 ~ 2 
o L (K u Q(x.)-d.) 
n i=l ~ l l 
where B i s a good estimate of the a O which minimizes 
1 E 
n 
I 
n i=l 
2 (Ku (x . )-f.) 
a ll 
with respect to a . 
THEOREM 4. 8 Assuming optimal filtering~ then with a = a
o 
n 
E 1 'I 
n L j=l 
2 (K u (x . ) -d . ) 
a J J 
2 
o 
2 2 n (f, <£. ) 
On I - ~ 2 
i=l (f , (j). ) +0 n 
- - l 
Proof Using Theorem 4.1 and Le mma 4.1 
[t -2 n n A. (d, (j). ) n 1 I 2 1 I l - - l I E (Ku (x . ) -d . ) E (j) .. -n a J J n ~2 a n - lJ j=l j =l 
.+ i=l l 
~ ~2 1]' 2 n (d, (j). ) I ~<a - E - - l 2 i=l n l 
n 
I 
i=l 
2 n 2 0 I o n n 2 2 i =l ( f , (j). ) +0 n 
- - l 
2 
n (f , (j) . ) 
0 2 I - _l 2 2 2 0 i =l n (f, (j). ) +0 n 
- _l 
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-
a 
(d, (j). ) 
·r - - l n - lJ 
III 
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Since 2 (f, ~. ) is a rapidly decreasing sequence, 
- -1. 
2 2 2 L (f,~ . ) /«f, ~. ) +0 n) 
- -1. - -1. 
will in general be significantly less than n. Thus, the estimate 
L(Ku (X . )-d . )2/n is almost an unbiased estimate of 0 2 
a J J 
In practice, the 
estimate 02 appears to be good for other than optimal filtering as well 
(see section 6.3 for examples). An example of a good estimate B of a O is 
the weighted cross-validation estimate [55]. 
From Theorem 4.3, 
n 
L 
i=l [ 
~2 
i 
---
-2 
t...+a 
1. 
0 2 
+-
n 
2 
n (f, ~. ) 1 L - - 1. 2 2 2 i=l (f, ~ .) +0 n ~ . 
- - 1. 1. 
As already mentioned, thi s is close to being a minimum when 
2 (f,~ . ) 
- - 1. 
2 2 (f, ~ .) +0 n 
- - 1. 
However in attempting to approximate 
also take into account the weighting 
t(f, ~. )2 2j - - 1. 0 + - • 2 n n 
i 1,2, ... ,n . 
2 (f, ~ . ) 
- - 1. 
2 2 (f, ~. ) +0 n 
- -1. 
by 
-2 t.. .+a 
1. 
i 1,2, ... ,n . 
we must 
For 2 ll. = 1 
1. 
i = 1,2, .. . ,n , the norm is independent 
of the space W (or order of regularization m). However, at the cost 
of introducing some (small) dependence on W we prefer to employ norms 
which are more sensi ti ve to ·the high frequency componen ts. 
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Based on the above results and discussion we propose the following 
adapti ve procedure for the choice of the order of regularization. 
Begi nning at some r ~ 0 , compute the estimate S for orders rand 
r + 1 . Also compute the estimate a for each order, using (if necessary) 
the estimate 0 of 0 defined above . Then , for each m = r, r + 1 
compu te the following estimate e (m) of 
2 
E IIKu- - Pfll . ) 
a , m lJ'. r 
- 2 
a 
n 
L 
2 2 (f, <I'. ) /n 
- _ 1 
-2 - 2 
1 0 2 n L . - - -+ 2 n 1 i=l (A.+a ) ]J . (r) 
1 1 
i=l [~~~r 
1 
2 ]J. (r) 
1 
where 2 ]J. (r) 
1 
are the decreasing eigenvalues of the matrix 
-
Q (r) . 
n 
best approximate f in (4.5) use Kus and for a and 0 use , m 
and 0 respective ly . From Theorem 4 . 1 
c . - (KuS , <1' . ) /n 1 ~ , m - 1 
(d , <I' . ) 
- -1 
n 
which simplifie s the computation to 
e(m) 
2 
-2 c. 
1 1 0 
. 
---+ 
(>?+Ci) 2 2 n ]J. (r) 
1 1 
n 
L 
i=l [ 
~~ ] 2 1 
-2 -A.+a 
1 
1 
2 lJ. (r) 
1 
To 
for each m = r, r + 1 . If e(r+l) < e(r) , replace r by r + 1 
and repeat the above procedure . If not, then choose the order of 
regularization to be m = r . 
Numerical experimentation with the above procedure is discussed 
in s e ction 6 . 3 . 
, (4.5) 
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CHAPTER 5 
THE REGULARIZATION PARAMETER 
. 1. INTRODUCTION 
As discussed earlier , it is intuitively clear that , in the general 
regularization formulation 1.5, there is a tradeoff between minimizing the 
residual I/Ku-fl/ 2 and smoothing the solution by means of st(u) . The 
regularization parameter a determines the weighting between the two. 
The choice of a is especially important if the equation Ku = f is 
improperly posed . If a is too small , then the improperly posed problem 
minimize //Ku-f// 2 
uEw 
will dominate and therefore any errors in f will be greatly magnified in 
the regularized solution u
a 
If on the other hand a is too large , then 
ua ' although quite smooth and stable, will not adequately satisfy Ku f. 
This suggests that there is an optimal a . 
In this chapter, we use the framework of chapter 4 and let u 
a 
be the 
regularized solution of (4.1). With suitable modification the results of 
this chapter can also be applied to regularization in the form (4 . 2). 
In section 5.2, we define the optimal a , with respect to the ~ norm, 
to be the minimizer a o , ~ of 
Existence of a is shown and uniqueness is proved under the assumption 
O , ~ 
2 2-2 that ( f , ~. ) /(n A.) is non-increasing. Also , under this assumption , it is 
- - ~ ~ 
shown that if 2 2 ~./v. 
~ ~ 
is non-increasing then ao S a O , v , ~ For example , 
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2 -2 v2 letting a = a with ]J. = A. and a = a with = 1 , we have O,Q O,]J 0 O,V i 1 1 
a O ::: a Under appropriate conditions , asymptotic estimates of a as O, Q O, ]J 
n + 00 are obtained . 
Relating earlier work in chapter 4, it is shown in section 5 . 3 that any 
statistical estimate a o f a O,]J is likely to perform better when optimal 
fi l tering is used. In fact, for certain weights w. > 0 , 
1 
2 E(a - a O ) ::: , ]J 
n 
L 
i=l [ 
2 ~2 ]2 o i 
E a - ~ 2 2 wi 
( f , (j). ) In 
_ - 1 
Although there have been some methods proposed for the choice of a 
(see e . g . [ 2J, [ 3J , [18J, - [ 20 J, [ 26J , [27J , [3 2J , [35J , [36J, [39J , [54J , 
[55 ]), few of them are practical . Notable exceptions are the weighted (or 
generalized) cross - validation estimate of Wahba [55] and the spectral 
filtering estimate of Anderssen and Bloomfield [2], [3J. 
In section 5 . 4 , we present an almost unbiased estimate 
Given the variance 2 o it is defined by 
2 
g (a ' ) 0 ]J ]J na ' 
where 
For 2 ]J. = 1 , 
1 
a ' defined by 
g (a) ]J 
let g = g ]J and 
g(a ') = 0 2 /(na ') 
]J 
-2 2 2 
n A. (d, (j). ) In 
L 1 - -1 
-2 3 i=l (A. +a ) 
1 
- 4 
A. n 1 L 1 (~~+a.)3 2 i =l ]Ji 1 
2 -2 for ]J. = A. let 
1 1 
was also defined 
1 
2 ]J. 
1 
g]J = g Q 
in [10] , 
a ' ]J of a O . ,]J 
The estimate 
[17 ] and [56 J . 
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In section 5 . 5 , we derive a non-trivial connection between a t and .the 
weighted cross-validation estimate ~ [55] . In fact , ~ is shown to be 
defined by 
and behaves like 2 cO I (na) as n -+ <Xl Numerical results for a t , 
reported in section 6 . 4 , compare favourably with those of the weighted 
cross-validation estimate . 
To substantiate this , we derive in section 5. 6 some statistical 
properties of a t . It is shown that under appropriate conditions the 
relative error !a t-a o!/a
o 
is likely to be small. 
2. THE OPTIMAL REGULARIZATION PARAMETER 
De fin e the optimal regularization parameter a O,)J t o b e the a 
which minimi ze s 
[ -, 
'n ' + °n'j n A. (!' Pi) (!' Pi) 1 /lKu _Pf/l 2 I 1 E --- . a )J -2 222 2 i=l A. +0. (f , ~. ) +0 n n )J. 
1 
- - 1 1 
2 2 n (f , ~. ) 1 0 I - - 1 + -n 2 2 2 i=l (f , ~. ) +0 n )J. 
- - 1 1 
THEOREM 5 . 1 a exists and satisfies 
O, IJ 
- 4 
n A. 
1 I 1 ( ~~ +ao )3 2 0 2 i=l )J . 1 ,)J 1 
a O,)J n 
-2 2 2 
n A. (f, ~ . ) I n 
I 1 - - 1 1 ( ~~ +ao ) 3 2 i = l )J. 1 ,)J 1 
8 8 
Proof By differentiating the expression above with respect to a and 
equating to 0, we get 
n 
2 I 
i=l 
That is 
[ 
- 2 A. 
l 
---
- 2 A.+a 
l 
t(f,<jJ . )2 2j - -l a + - • 2 n n 
- 4 2 2 
n A. (f, <jJ .) In 
I l - - l 
-2 3 i=l (A. +a) 
l 
o . 
-2 2 2 
n A. (f, <jJ .) In 1 I l - - l 
- 2 2 2 i=l (A.+a) lJ '. 
l l 
- 2 2 2 
n A. (f , <jJ. ) I n 1 I 
l _ _ l 
+ a ( X ~+a)3 2 lJ· i=l l l 
Cancelling terms we obtain the expression for a O The existence , jJ 
of a minimizer a follows since ~ EliKu _Pf 11 2 is negative for 0, jJ da a jJ 
a = 0 and positive for sufficiently lar ge a 
Note that if the norm II· II lJ is the norm II · IIQ , so that 
lJ~ - 2 A. i = 1,2, .. . ,n , then a 
-
a must satisfy l l O,lJ .O,Q 
- 2 
n A. 
I l 
a
2 i=l ( X~+a )3 
l O,Q 
a 2 2 O,Q n 
n (f, <jJ .) I n ( I - - l I (F+a ) 3 i=l i O,Q 
1 
2 
lJ· l 
III 
If II · 11 lJ defines the Euclidean with 2 1 i norm, lJ. 
l 
1,2, ... ,n, then 
a O,IJ - a must satisfy 0 
- 4 
n A. 
I l 
2 i=l (X ~+a0 )3 a 
a
o n - 2 2 2 
n A. ( f , <jJ .) I n 
I l - - l (>:~+a0)3 i=l 
~~~-~ ~~------------------------------------------------------------.. ~III 
F 
89 
Little attention has been paid previously to the uniqueness of ao . ,]..1 
We prove uniqueness under a rather strict assumption, which does however show 
why the result should be true in general for a sufficiently large n. We 
will need the following lemma. 
LEMMA 5.1 If for a. ,b. , c. > 0 , 
1 1 1 a . 1 
and 
b . 
1 
C. 
1 
are non- increasing for 
i = l,2 , ... , n, then 
n 
Proof I 
i = l 
since the terms 
n 
I 
i=l 
n 
I 
i=l 
n 
a . b . I 1 1 i=l 
a. - a . 
1 J 
a.b . 
1 1 
c. 
1 
c. -
1 
n 
I a .c . 
i=l 1 1 ~ 
n 
I 
i=l 
n 
I 
n 
I c . 
i=l 
a .c. 
1 1 
a. 
1 
n 
I 
i=l 
b . 
1 
i,j=l 1 C. 1 
I 
i <j 
L 
i<j 
a . c. C. 
1 1 J 
a .c.c. 
1 1 J 
b. 
1 
b . 
c.c. - a . -2 c . c . 
1 J 1 C . 1 J 
( b i b 'J __ -2 c. C . 
1 J 
J 
+ L 
i >j 
a.c .c. 
1 1 J 
a .c .c . 
J 1 J 
L C.C. 1 J ( a. -a . ) --2 - ~ (
b . b 'J 
1 J c. C. i < j 1 J 
~ 0 
and 
b. 
1 
C . 
1 
b. 
J 
c . 
J 
are > 0 for i < j 
(b
i b 'J --~ 
c. C. 
1 J 
(bj _ bi) c . c . 
J 1 
III 
2 2 (f , <jl. ) In 
- - 1 
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THEOREM 5 . 2 If i 1 , 2 , . . . ,n ~s non-increasing~ then 
a ~s unique . 0 , )1 
Pr oof Defining 
-2 2 2 n A. ( f , <jl. ) In 
L 1 - - J. ( X~ +a ) 3 i=l 
h(a) 1 
-4 
n A. 
L 1 
i=l (~~+a)3 
1 
- 2 2 2 A. (f, <jl. ) I n 
1 - - 1 1 
1 
2 )1 . 
1 
1 
-
)1~ 
1 
-4 
n A. 1 1 
-d~ h (a ) 2 )1. L ( X~+CI. )4 )1~ i=l 
- 4 
n A. 
L . -2 1 3 
i=l (A . +a ) 
1 
1 
2 )1. 
1 
1 
-2 2 2 A. (f , 'P . ) In 
1 - - 1 
n 
L 
i=l 
Applying the l emma to the right hand side with a. 
1 
- 4 - 4 
A. 
1 
A. 
1 
b . 1 and 1 )1~ c. - 2 4 )1~ -1 ( ~~+CI. ) 3 1 (A. +a ) and 
1 1 1 1 
is non-increasing, ... ,e get 
d~ h( a ) ~ 0 
1 1 
• J:... L 
J [ 
n 
)1~ i=l 
2 2 (f ,<jl. ) I n 
- -1 
C. 
1 
for all a . That is h (a ) is a non-decreasing function . Therefore , 
since (;( 0 , )1 i s defined by 
h (a o ) , )1 
a is unique . 0 , )1 
2 
(J 
na o , )1 
III 
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It is intuitively clear that the inequality of Lemma 5.1 holds because 
of the different weighting of the sequence a. by b. and c. 
l l l 
Thus, it 
may still hold if a. 
l 
deviates slightly from being non-increasing . 
2 2 (f, <p. ) I n 
This is the case for a. 
l 
- -l 
F and therefore Theorem 5. 2 may 
i 
still apply. In any case, from the definition of 
necessary that h( Cl ) be increasing , and suffices if 
for all Cl . 
2 
h'(Cl) > _ (J 
2 
nCl 
Cl O, lJ it is not 
We can also prove another result based on Lemma 5.1 . 
2 2 (f, <p. ) I n 2 lJ. 
THEOREM 5.3 If - - l ~s non- increasing and l 2 
\J . 
l 
~s non- increasing 
f or i 
Proof 
Then 
b . 
l 
c. 
l 
for all 
1 , 2 , ... , n , then 
Let 
2 lJ . 
l 
2 
\J. 
l 
Cl . 
a . 
l 
2 2 - 4 (f, <p .) I n A. 
1 - - l b . l and c. 
- 2 l - 2 3 2 l A. (A. +Cl) \J. 
l l l 
is non-increasing , so applying Lemma 4.2 
- ') ? 2 -2 2 2 
n A~ ( f , <p .) -/n 1 n A. ( f , <p .) I n l - - l l - - l L 
- 2 3 2 i =l (A. +Cl ) \J. 
l l 
- 4 ~ 
n A. 1 L l 
- 2 3 2 i=l ( A. +Cl ) \J. 
l l 
Therefore, by definition of 
<- '" 
""'0 • 
,l.1 
L 
i=l 
n 
L 
i=l 
Cl 0,l.1 
-2 3 (A . +Cl ) 
l 
- 4 A. 
l 
- 2 3 (A. +Cl ) 
l 
and 
- 4 A. 1 l 
-2 3 2 (A.+Cl ) l.1. 
l l 
1 
2 
lJ. 
l 
1 
2 
\.1. 
l 
III 
We now examine the asymptotic behaviour of a O, ll as n -+ co • 
LEMMA 5 . 2 If 2 ::: A~ i 1,2; ... , then -+ 0 lli a as n-+ CO 1. O, ll 
Proof As n -+ co , 
n A~ 1 
L 1. (A~+aO ' ll)3 2 2 i=l ll. "'~ 1. a O,ll n 2 2 
n A. (f , (jl .) 2 1 
L 
1. 1. 
( A~ +a ) 3 2 i=l ll . 
1. O, ll 1. 
n 1 1 L A~ 3 1. 2 2 a i=l ll . 
S a O, ll 1. 
n 2 2 
Al (f , (jll) 2 1 
2 3 2 (A1+o:O, ll) III 
If a O,ll were to be bounded below by 
>,2 
1 , then this is less than 
or equa l t o 
n 4 2 
3 L 1..1]1. 2 8ao 1. 1. a , ll i=l 
n 
a
3 
O, ll 
2 2 2 
1.1 (f, (jl l) 2/ll1 
whic h tends to zero , a contradiction . Hence for sufficiently large 
and therefore 
Thus a -+ 0 O, ll 
'" a o S , ll 
as 
2 
a 
n 
LEMMA 5. 3 For p::: 1 , 
n 
8A4 L 4 2 A./ll. 1 1. 1. 1 i=l 
a
3 2 2 
O, ll (f, (jl l)2/ ll1 
1 
na
2p 
-+ co as O, ll 
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Proof Since , for some > 0 2 S ).2 c , (f , <P i )2 c . for all i , we get 1 
n ).~ 
I 1 1 ().~+aO , \.1)3 2 2 i=l \.1. 
rv 
1 
na O 0 
,\.1 2 2 
n ).. (f, <p ') 2 
I 1 1 1 (A~ +a ) 2 i=l \.1 i 1 0 , \.1 
~ 0
2 
c 
Hence 
1 1 
na
2p - - 1 
na o 
2p 
a 0 , \.1 , \.1 0,\.1 
2 1 --1 
~ 0 2p 
c a O,\.1 
-+ <Xl 
as n -+ <Xl , by Lemma 5 . 2 . 
An asymptotic expression for and is now derived . 
We assume that the ).2 decay in such a way that for some constants i 
a , A > 0 and p ~ 1 
i 1 , 2 , .... 
To simplify t he expression further we assume that 
that for some constants b , B > 0 and r ~ 1 
i 1 , 2 , . . . . 
THEOREM 5 . 4 Under the assumption (5 . 1 ) 
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( 5 . 1) 
(5 . 2) 
With the furth er assumption (5 .2) 
2 l 
a r [c -] 1 n 
2~ 
~]4p+l [ c 2 n 
r > 4p+l 
2p 
The corresponding esti mates f or ex 
o,Q ar e 
and 
Proof Using 
2 l 
6p+l [d l 
~]r 1 :: r :: 
n 2p 
ex '" O,Q 
2p 2 --
6p+l [d2 
~]6p+l r > 
n 2p 
the assumption (5 .1) 
n A~ 
L 1 
( 1. 2 ex ) 3 i=l 
i+ ° 
n 
L 
i=l 
n 
L 
i=l 
2, - 4p 
a,l 
1 
( , - 2p+ex )3 
ai l ° 
,2p 
1 
where a, -- , 2,l,2p t' fl'es a < a < A A sa lS _, _ i = 1,2, ... ~ 1 1 Hence for 
sufficie ntly large n, there exists a constant a, a :: a :: A 
such that 
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~~~ • . I ~~ ____________________________________________________ ................ ____ ...
n A~ r 2p L .l X dx i=l ( A~-taO ) 3 0 a (Ha
o
x 2P/a) 3 
1 1 
rna
2p H-lp/a 2p 
J 0 0 dy 
- 2p - 3 0 a(l+y fa) 
after applying th e substitution y By Le mma 5 .1, 
and hence 
Therefore 
and thus 
= c 
n A~ 
L .l 
2 i=l (A~+ao) 3 a rv 0 
o -
2 2 n 
n A. ( f , <P ·)2 
L .l .l 2 3 i=l (Ai+a O) 
2p+l 
rv 0
2 
ca 2p 
n 0 
l [ , 2 2'-lJ~ C 2 n 1\ . ( f , <p . ) J 4 p + 1 o L .l .l2 . a o rv n i=l ( A~ +a )3 .l 0 
Ass uming furth e rmore that b . ( A~ ) r where b S b. S B 
.l .l .l 
we have 
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-+00 
i 1 , 2, . .. , 
~~~.' ~----------------------------------------------------................ ... 
If 1 S r S 
n 
L 
i=l 
2 2 
n A. (f , <p' )2 L 1 1 n L 
i=l (A2+a ) 3 
i 0 i=l 
(4p+l) /2p , then, as before, for some constants 
2 2 (4- 2r ) p+l (4 - 2r) p A.(f , <p· ) 2 foo 1 1 b ' 2p Y dy ( A~+ao ) 3 a o (l+y2p/ b)3 0 
Hence , for some constant 
2 (4- 2r) 12+l _ 2p+l 
a
o 
a 2p 
a
o 
2p "V _ c l a o n 
2 
a l-r 
c l -a n 0 
and thus 
If r > (4p +l) /2p , then 
2 r - 2 00 ( f , <P i)2 00 b .a. 
L L 1 1 A4 .l+2pr- (4p+l) i=l i i=l 1 
b ' and 
which is a constant that we denote by c/c
2 
. Now for all n 
n 
L 
i=l 
where N is such that a O(N) 
N + 00 we find that 
2 2 
n A. ( f , <p .) 2 
L 1 1 2 3 i =l (\+a
o
) 
n 
L 
2 2 A. (f , <p' ) 2 
1 1 
--='------'-- S 
n 
L 2 3 i=l (\+aO) i=l 
::: aO (n) a O Letting 
2 00 (f , <P i ) 2 
L c/c2 A~ i =l 
1 
n + 00 and then 
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b 
---~~- ~~------------------------------------------------------..... 
Bence from the first esti mate 
The corresponding estimates for a O,Q are derived in a similar way. 
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In [55] , the asymptotic estimate of a
o 
is derived under the 
00 
assumption that f is " very smooth" , i.e . L < 00 This 
i=l 
corresponds to the case r > (4p+l)/2p above. Howe ve r, for arbitrary f 
satisfying 
dependence 
and that of 
2 (f, </\ ) 2 
of aO 
a 
o , Q 
::: >,2 c . for some 
1 
on n ranges from 
ranges from a 
o , Q 
c , 
aO 
it is clear that the 
0 2 
'" c l n 
to 
to a '" 
a '" O,Q 
° 
[c2 
asymptotic 
2~ 
~]4p+l 
n 
III 
Note that, from Theorem 5. 4, and a 
o,Q have (apart from the constant) 
the same asymptotic dependence on n 
for 1 ::: r S (4p+l) /2p . This set of r includes the case of optimal 
and near optimal filtering . 
3. EFFECT OF OPTIMAL FILTERING 
In this section , we examine the e ffect of optimal filtering on estimates 
of the optimal regularization parameter a 
o , ll Let a be a statistical 
estimate , based on the data d. , of a 
1 O,ll Then we have the following result . 
THEOREM 5 . 5 For certain weights w. > ° , 1 
2 E (a-aO ) ::: , jJ 
n 
L 
i= l +- r/ ~~2 2]2w. [I w. )-l n ( f , ~ . ) In 1 i=l 1 __ 1 
Proof De fine the weights w. 
~ 
by 
w. 
~ 
~2 2 2 
. ( f , (j) .) In 
~ - -~ 
- 2 3 
(A. + aa ) 
~ ,ll 
1 
2 
lli 
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Then, by definition of a 
a'll 
and using the Cauchy-Schwarz inequality, 
we obtain 
-4 2 
n A. 1 L ~ -2 3 2 
) 2 2 
i=l (A .+aa ) ll. 
(J ~ , ll ~ 
E(a-aa E a -
,ll n n 
L w. 
i=l ~ 
E[JI 
-2 
wn I wf 2 A. (J ~ a - 2 2 n (f, (j) .) In ~ i=l ~ 
- - ~ 
n 
L 
i=l 
This r esul t suggests that if a is a good es timate, then it 
will most like l y improve if optimal filtering is used , so that 
n 
-2 A. 
~ 
2 2 (f, (j). ) I n 
- - ~ 
is constan t independent of i This was observed in 
III 
practice (see section 6 . 4). There i s a corresponding improvemen t in the error 
E liK u _Pf ll2 , as the nex t r esult i mplies . 
a j.l 
THEOREM 5.6 E llK u _Pf ll 2 
aa j.l 
, j.l 
1 d 2 2 
+ - - E liKu -Pf ll I 2 d 2 a j.l 
a a=a a,j.l 
whe re 
d2 2/ a ~ - EliKu -Pf ll < B 
2 a j.l da . a=a 
a,j.l 
- 2 6a EliKu 
a,ll a 
a ,ll 
2 
-Pf ll 
II 
Proof From Theorem 4.3 
n 
- 2 L 
i=l 
n [ 3~~ 
2 L - 2 1 4 
i=l (A.+a ) 
1 
- -1 - - 1 0 1 (f, <P . ) 2 j t( f , <p . ) 2 2J 
2 2 2 +-;-. 
(f, <p . . ) +a n 
_ _ 1 
2 
~. 
1 
By definition 
-d EIiKu -Pf ll d 21 a a f.l o , and 
a=a O,~ 
d 2 2 n 
o S -2 EIIKua-Pfll 1 < 6 L 
da f.l a=a i=l 
O , ~ 
- 4 2 2 A. ( (f , <p . ) +0 In) 
1 1 1 
2 
~. 
1 
2 
,2 r 
-2 [ 2 n (f , <p . ) 2 n S L _ _ 1 1. a L 1 . 12] 6a a 
- 2 2 · 2+ O,].J O , ].J n -2 i=l (A.+ao ) ].J. i=l A.+aO ].J. 1 , ].J 1 1 ,].J 1 
6a
O 
-2 
EIiKU
a Pfll~ ,].J 
O,].J 
2 Expanding EllKu -P fl l in a Taylor series about a we get 
a ].J O,].J 
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-2 2 ( A. +a ) 
1 
2 1 d
2 
21 2 3 EIi Ku -Pfll + - -. - Ell Ku - Pfll (a-a) +0 (a - a ) 
a
O 
].J 2 d 2 a].J 0 , ].J a, ].J 
, ].J a a=aa 
,].J 
and upon taking expectation, the result follows . III 
Hence, to see the effect on El lKu _Pf11
2 
a ].J 
of optimal filtering, 
we examine the e ffects on the terms in Theorem 5. 6 . From Theorem 4.3, 
EllKll _Pf11 2 will be close to the minimum when optimal filtering is used , 
aa ].J 
, ].J 
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in which case 0'. 
o , jJ n 2 2 ( f , q> .) / n 
for any i The same applies to the 
~ ~ 1. 
bound B , and , by Theorem 5.5 , E( O'. - O'.O )2 
,jJ should be small for optimal 
filteri ng . In any case , if the estimate 0'. is such that the relative 
variance E(O'.-O'.O ) 2/0'.20 is sufficiently small, then the second term in the 
,jJ ,jJ 
sum is negligible compared to E//Ku _Pf l/ 2 • 
0'.0 jJ Thus, the use of the optimal 
,jJ 
filtering order of regularization with a good estimate 0'. of 0'. O, jJ should 
produce a regularized solution with smaller error . 
4. AN ALMOST UNBIASED ESTIMATE 
In this section we assume that either the variance CJ2 is given or a 
good estimate 
Define a 
~2 
CJ 
function 
g)J (0'. ) 
i s known . 
g)J by 
-2 2 2 
n A. (d , q>. ) / n 
I 
1. _ _ 1. 
-2 3 i=l (A. +0'. ) 
1. 
-2 
n A. 
I 1. 
-2 2 i=l ( A. +0'. ) 
1. 
1 
2 )J. 
1. 
1 
2 )J. 
1. 
Since (d, q>. ) is also interpreted as a random variable, g)J(O'.) is a 
_ _1. 
random variable for each 0'. . Consider the following estimate of 
0'. 
THEOREM 5.7 ~s an unbiased estimate of 
2 
a 
n a n 
'J , Jl 
0'. O,)J 
Proof 
E(g (Ci
O 
)) ]J , ]J 
-2 2 2 2 
n A. ((f, ~ . ) In +0 In) 
I 1 __1 1 
-2 3 2 i=l ( A . +CiO ) \1 . 1 , )J 1 
-2 
n A. 
I 1 1 
-2 2 2 i=l (A.+CiO ) ]J. 1 ,]J 1 
n 
[nn::" i~' - 4 A. 1 2 n 1 0 I 0 - + -2 3 2 nCiO ( A. +CiO ) ]J. , ]J i=l 1 , ]J 1 
-2 _:_~,-,...!:...)J_A-'.i'--3 0 _1 ] [ I 
( A . +CiO ) ]J ~ i = 1 1 , ]J 1 
nCi 
O,]J 
where we have used Theorem 5 .1. 
Of course this Ci is not a practical estimate of 
requires 
an estimate 
or 
If 
Ci of Ci O,]J defined implicitly by 
-2 o 
n Ci 
depends comparatively little on Ci , 
by 
so that 
Ci O, ]J 
g (Ci) ]J 
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• 
III 
as it 
we get 
then by Theorem 5 . 7. , 
2 
_2 
o 
nCi will be an approximately 
o 
nCiO , ]J 
unbias ed estimate of 
In addition we have the f o llowing result. 
THEOREM 5 . 8 The solution to a O, lJ ~ is if ao ,lJ 
Proof Let a satisfy E(glJ(a» Then equivalently we have 
-2 2 2 2 
n A. ((f , ~.) In +0 In) 
I 1 --1 
- 2 3 i=l (A. +a) 
1 
- 2 
n A. 
L 1 1 
-2 2 2 i=l (A.+a) lJ. 
1 1 
or 
-2 2 2 
-2 n A. (f , ~.) In 2 n A. 
L 1 - - 1 1 0 L 1 1 . -= 
-2 3 2 na -2 2 2 i=l (A . +a) lJ i 1 i=l (A. +a) 1 lJ. 
- 4 2 n A. 
~a L - 2 1 3 
i=l (A.+a) 
1 
which is just the defining equation for a 0,].1 
Let a ' 
Denote by a ' the estimate a of a 0 , ].1 ].1 
be the estimate of 
0 2 g (a) = ].1 na 
defined with 
i 1,2 , . .. , n and let a' Q be the estimate of 
where 2 ].1. 
1 
- 2 A. 
1 
i=l,2 , . .. , n 
1 
1 
2 
lJ. 0 2 1 
na 
a~~ 2 n 0 L 1 na 6~ +a) 3 i=l 
1 
defined by 
where 2 lJ· 1 
defined with 
1 
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1..S unique . 
1 
2 
].1i 
III 
It will be shown in section 5.6 that g(a) does not depend greatly 
on a and has small variance . Hence, from Theorems 5.7 and 5.8, a' should 
be a good estimate of However, this is not the case for 
can be seen to be sensitive to a as wel l as to 2 (d , ~. ) 
- -1 
a' Q ' since 
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The estimate a' j..! can also be defined as follows. Given the variance 
0 2 (or an unbiased estimate of it), it is clear from Theorem 4.3 that the 
estimate ~(a ) defined by 
~(a) 
is an unbiased estimate of EI I Kua-Pfl l ~, i.e. 
1 
• - + 
2 j..!. 
1 
n 
I 
n i= l 
ER (a ) = EllKu _Pf 11 2 j..! a j..! By 
differentiating Rj..!( a ) , it is not hard to s how that its minimizer is just 
a' j..! 
For the case when 2 j..! . = 1 
1 
i=l, 2 , ... ,n, the estimate a ' 
defined in this way by [10], [17] and [56]. There, R(a ) = ~(a) is 
written as 
R(a) 
where 
t 2 2 2 2 2 (d (I-A( a )) d - 0 Trace (I-A( a )) + 0 Trace A (a )) / n 
A( a ) -1 Q (Q +a nI) 
n n 
5. CONNECTION WITH WEIGHTED CROSS-VALIDATION 
was 
In this section we derive a connect~on between the estimate a ' and 
'" the weighte d cross-validation estimate A [55 ]. 
defined as the minimizer of 
n 
I 
2 2 (d, (jl. ) In 
_ _1 
i =l 
[ 
n 1 J 2 I ~ 
i = l \ +A 
'" In our notation A is 
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" THEOREM 5 . 9 The estimate A 1-S defined ·by 
Proof Differentiating V(A) and equating to zero, we obtain 
2 2 2 2 n 
- 2 (d, <j) .) In n n 
-1 n (d , <j) .) In - - 1 1 
- - 1 IT-L n r I - 2 I -- I I ( >:~+A)3 ~2 A 
!xV (A) 
i=l A.+A i=l i=l .+ 
1 1 1 
[n 1 r I~ 
= 0 i=l A.+A 1 
and hence 
2 2 (~~+A) n n (d, <j). ) In n 
I 1 I - - 1 1 I 
i=l ( ~~ +A ) 2 i=l ( ~~ +A )2 (X~+A) i=l 
1 1 1 
Cancelling like terms we get 
- 2 2 2 A . ( f , <j) .) In 
1 - - 1 
n 
I 
i=l 
That is 
g(A) 
Since a ' is de fined by 2 g (a ' ) = a I (na ' ) 
betwee n a ' and A i s clear from the fOllowing. 
i=l ( >:~ +A)2 i=l ( ~~+A )2 
2 A.+A 
1 
( ~~ +A ) 2 
1 
1 1 
2 2 
n (d,<j). ) In 
I - - 1 
i=l (~~ +A) 3 
1 
2 2 (d ,<j). ) I n 
- - 1 
III 
the connection 
THEOREM 5 . 10 
is such that 
Assume that the asymptotic condition (5 . 1) holds . 
2L 
na P -t 00 ~ then f or some constant c 
0 2 E(gQ (a)) _ c 
na 
In particular the result holds f or a = a
O or a o ,Q 
Proof By definition o f gQ(a) 
n 
L 
i = l 
222 ((K , Pi ) /n + 0 I n) 
- 2 3 (A . +a ) 
1. 
n 1 
L 
- 2 2 
i=l ( A.+<X) 
1. 
-Now , as in Theore m 5 . 4 , for some constants d , d
'
, d 
2 
-1 ..., 
n (f , <P i ) 2 
[Jl 
n A'" l n L 1 ] L i i~l (A~+a)3 2 2 ::: d 2 3 i=l (A.+a ) i=l (A . +a ) 
1. 1. 1. 
- 1 
1 ] 2 2 (A. +a ) 
1. 
1 
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If a 
- 1 ~ 4p+l [ (P d ' a 2p a 2p y'P dy 1 
- 2 2 (l+dy p) 
1 -+ 0 
as n -+ 00 , 
2p 
since na -+ 00 Similarly for some constants 
2 n 
o L 
n i=l 
- c 
1 [ n 
2 3 L (A.+a ) i = l 
1. 
1 . 
]
- 1 
2 2 (A. +a ) 
1. 
1 
2p 
6p+l Jna y6P d ' 4p+l 
2p _ 2 3 Y a 2p 
o ( Hcy p ) 
2 
o 
na 
1 [ r2:l+~:~p/f 
C I, c , C 
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Since 
n 
L a S 
i=l (A~+a.)3 
1 
clearly c S 1. Hence 
~ c 
By Lemma 5.3, the result holds for a = a O ' ,~ in particular, for a O or 
In fact, for it follows from Theorem 5.8 that 
III 
6. STATISTICAL PROPERTIES OF a' 
An important result in [55] for weighted cross-validation is that 
under suitable conditions 
* A as n+oo, 
where A* is the minimizer of E(V(A)) . From Theorem 5.8, the corresponding 
result for a ' is exact . Further, we can show that a ' itself is a good 
statistical estimate of a
o
. 
First we show that the solution a O should be clearly defined by the 
equation E(g(a)) 
y = E(g(a)) and 
THEOREM 5.11 If 
2 
a I (na) , since the angle between the tangents of 
2 Y = a I(na) 
2 2 (f, <jl. ) In 
_ _1 
at is bounded below. 
i 1,2, ... ,n is non-increasing~ then there 
exists a constant c such that 
dda E (g ( a ) ) I cx=a ::: C 
2 
> - 0 
0 n a~ 
where 
- 4 
-2 
02 02 n A. A. [J, r I 1 1 C = - - - + --na~ 2 -2 3 -2 2 n aO i = l ( \ +0.0 ) ( \ +0.0 ) 
Proof Diffe r e n t i a ting E( g (a )) we ge t 
d 
do. E (g( a )) /cx=a 
o 
[2 
-2 
n A. 
- 3 I 1 
-2 2 i=l (Ai +0.0 ) 
-2 2 n A. 0 I 1 
n 
I 
-2 2 2 2 A. ((f , ~. ) In +0 In) 
1 --1 
A. ( ( f , ~ .) In +0 In) n 
1 - - 1 I 
i= l 
-2 22 2][ 
-2 4 . (Ai +a O) 1=1 
na O i=l ( ~ ~+ao ) 3 
- 2 2 2 
_ 3 ~ _A ..... i ......:( !,,--'....::.P,-,-i_) _I_n_ _ 302 ~ 
L -2 4 n L 
i=l (\+0.0 ) i = l 
-2 ]-1 A. 
1 
-
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-2 r A. 1 (X~+ao )2 
~ .. ~ ..~ ~~-.. --------------------------------------------------------------------------------.. "II 
By Theorem 5.3 , with 2 - 2 ll. = A. + ao 1 1 v~ = 1 1 
second term is greate r than or equal to zero. 
term to be c , it is eas y to show that 
c = 
There fore 
-4 A. 
1 
::: c > -
i = 1 , 2 , .. . ,n , the 
Defining the first 
In what follows we will assume that the resul ts of Theorem 5 . Il 
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are true in general . Then, from Theorem 5.8, it follows that if g(a) 
has small variance for all a in some neighbourhood of a
O
' then a ' 
is like l y to be close to a O To compute the variance of g( a ) we 
assume th e E . are normally distributed . 
1 
THEOREM 5 . 12 Assume t hat A2 and i 
2 (f' ~i)2 decay as ~n Theorem 5 . 4 . 
If~ f or some d , 
1 
is in a given neighbourhood of ao 
1 ::: r ::: 4p+l 
2p 
. r > 4p+l 
2p 
t hen f or some constants ~ 
c ' the re Zative variance of g(a) sati sfies 
and 
____ ~_I. .~ ____________________________________________________________________ .. ~_ 
1 
1 -- 1 
c(:2r
Pr 
= 
-- -
cd 2p Ct 2p 1 S r S 4p+l 2p 
E(g( Ct)-E(g( Ct )))2 ~ 
(E(g( Ct)))2 1 
-- 1 1 
c ' (On
2
) 4p+l = -- -c ' d 2p Ct 2p r > 4p+l 2p 
as n -+ 00 
Proof 
have 
Using properties of the random variables 2 2 (d, <p. ) In we 
- - 1. 
E(g( Ct )-E(g( Ct ))) 2 
= 
n 
L 
i =l 
= E 
-2 2 '2 2 2 
A . (( d, <p .) In - E ( d , <p. ) In ) 
1. - - 1. _ _ 1. 
n 
L 
n 
-2 3 (A .+a ) 
1. 
-2 A. 
1. L 
- 2 2 i=l (A. +a) 
1. 
1. 
n 
L 
2 
1. __ 1. [ A2 r [ A2 r If , 0 )2 
- 2 3 ( ~~+Ct )3 n 2 
2 (0:r i =l 
(A.+Ct ) 
0 2 i =l 1. 4 1. + -
-2 r n 
-2 r [it A. n A. [it IX2:')2 1. -2 2 (A . +Ct ) 
1. 1. 
Now assuming the decay rates A~ = .-2p a. 1. 
1. 
and 2 2r (f , <p ')2 = b .A. 1. 1. 1. 1. 
a s a . S A , b S b . S B i = 1 , 2 , . . . , we derive as in Theorem 5 . 4 1. 1. 
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where 
~_~_t ~  __________________________ ~ ____________________________ ~ .. 
I 
2 ( 2J 2 E (g( a ) - E(g(a))) ~ 2c
l 
~ 
where 
y (a ) 
1 
8p+l-2pr 
2p 1 S r S 8p+l 
2p 
r > 8p+l 
2p 
y(a) 
By substituting the appropriate expression for a , we obtain, for 
some cons tan ts and 
1+4pr-4p 
2 E(g( a ) - E(g( a ))) ~ 
c3 (On
2
] 
Similarly 
2 2 
n A. ( f , <j). ) 2 
L 1 1 2 3 i=l (A . +a ) 2 
E(g( a ) ) 1 a ~ + -
A2 n n 
L 1 2 2 i=l (A. +a ) 
1 
4p+l-2p r 
2pr 
n 
L 
i=l 
n 
L 
i=l 
2 2p 
a a a ~ c s + c 6 2p+l n 
a 
2p 
a 
A2 
i 
2 3 ( A. +a ) 
1 
A~ 
1 
2 2 ( A. +a ) 
1 
4p+l 
2p 
2p+l 
2p 
1 S r S 4p+l 
2p 
-
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1 S r S 4p+l 
2p 
r > 4p+l 
2p 
for some constants and 
Hence , for some constants c and c ' , 
E(g( a ) - E (g (a ))) 2 
(E( g (a )))2 1 
1 1 
cd 2p a 2p 
1 1 
c ' (a:)4P+l = c'd 2p a 2p 
1 S r S 4p+l 
2p 
r > 4p+l 
2p 
Instead of so lving E(g (a )) which de fines 
es timate a ' is given by 
g(a ') E(g(a ' )) + e (a ') 
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the 
where e (a ) = g (a ) - E(g(a)) From Theorem 5 .12 , if P is not too 
large , then for s u fficie ntly l arge n, e (a ' ) is likely to be small 
relative to E(g( a ' )) . This error term e (a ' ) will cause an error 
l a ' - a al from t h e optimal aa whi ch we can bound in terms of e (a ') as 
follows. 
THEOREM 5 .1 3 If a ' ~s contained ~n a sUfficiently small interval 
~~~.~ ~----------------------------------------------------------------.~ .. 
, 
where 
d 1 max Id~ E(g( a )) 1 
[a O-o,aO+o l 
d 2 d 2 max 1-2 E(g(a )) 1 [aO-o , a O+o l da 
If furth ermore ., and decay as in Theor em 5 .12, 
some constant c , the relative error satisfies 
[ 2]Z(r)[ , ] c an 1 + na 21 e (a ' ) lie (a ') 1 
a 
as n + 00 , where the exponent z(r) 1-S given by 
Proof 
Now 
1 
r 
z (r) 
1 1 S r < 4p+l 
- 2p 
r > 4p+l 
2p 
It is easily verified that 
a ' - a o 
2 
a 
na ' 
g(a ') E (g (a
o
)) 
g(a') E ( g ( a ' )) + E ( g (a ' )) - E ( g (ao) ) 
et a ') + 0(0) (a '-ao) , 
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then f or 
~~~_1 ~ .. ______________________________________________________________ .~ .. 
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d 
0(0) = da E(g(a)) I _ for some a E [ao- o , ao+o ) . 
a=a 
where Substi tuting 
this into the above expression gives 
2 
n:~(e(a ') + 0(0) (a'-a
o
)) + a ' [n:~]2 (e( a ') + 0( 0 ) (a '-a
o
))2 
which , upon rearranging, becomes 
Since 
a ' - a 
o 
( 
na ' a' 
-1 + -- 20(0) (a'-a ) + ~ e (a ')J 
0 2 0 0 2 
---~2~----------------~------~ e(a') [~ + 0( 0 ) - na ' 0( 0)2( a '-a )] na 0 2 0 
o 
0( 0 ) d da E(g(a)) la=a 
o 
d 2 
+ -2 E(g(a)) I = (a '-a
o
) , 
da a=a 
for some we have that the denominator 
Because it is assumed (after Theorem 5.11) that 
2 
o 
--+ 
2 
nao 
~ E(g(a)) I 
da a=a 
o 
n 
I 
i=l 
-4 A, 
1 
for sufficiently small 0 , the denominator will be positive . Taking absolute 
values, the result follows . To obtain the asymptotic bound we derive as before 
-
--.. ~.' ~ .... --------------------------------------------------------------------------.... 
I 
for some constants c l ' c 2 
and c
3 
. 
result, proves th e second . 
1 S r S 4p+l 
2p 
r > 4p+l 
2p 
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This, together with the first 
III 
From Theorem 5.1 2 , we have , for some constants c and c , 
Ele(a')1 S (E(g(a') - E(g(a ,))) 2) ~ 
1+4pr-4p 
c (~2J 4pr 1 S r S 4p+l 2p 
Substituting this into Theorem 5 . 13, we find that the r e lative e rror 
la ' -aol/ao should be reasonably small . 
and 
( 
2]Z(r ) , ~ (1 + na2 Ele(a ') I)El e (a ') I S 
a 
In fact , for some constants c l 
1 S r S 4p+l 
2p 
r > 4p+l 
2p 
-
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Note that the dependence on r suggests that the relative error 
la '-aol /ao is least when r = 1, corresponding to optimal or near 
optimal filtering (cf. Theorem 5 . 5) . In addition , from Theorem 5.6, 
the r esidual should be close to the minimum 
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CHAPTER 6 
PRACTICAL US E OF REGULARIZATION 
1. INTRODUCTION 
In this chapter, we discuss practical aspects associated with the 
application of regularization to the approximate solution of Ku = f, when 
f is only available as discrete observational data. The framework developed 
in chapters 4 and 5 is used. 
To a certain extent, it is possible to assess beforehand the severity of 
a given problem Ku = f with discrete noisy data d . = f(x . ) + E . 
1 1 1 
i = 1,2, ... ,n. In [57] , Wahba defines the intrinsic rank r of the problem 
to be the number of eigenvalues for which ~2/~2 > computer roundoff. i 1 
This however does not take into account the function f and errors Ei In 
section 6 . 2 , we define the effective rank r
E 
to be 
2 2 (d, <jl. ) In __ 1 
where c is a constant defined in terms of the first few ratios 
2 r2 (d, <jl. ) I (n A.) 
_ _ 1 1 Basically r E can be thought of as the point past which 
the components of the function and of the error are inextricably mixed for 
the purpose of recovering u. 
In addition, we describe in section 6.2 how, in the case of a periodic 
convolution kernel Q(x , y) = q(x-y) , the eigenvalues A~ and eigenfunctions 
1 
<jl. of Q can be used in place of 1 - 2 Ai and <jl . 
_ 1 respectively. If this 
substitution is made in the regularized solution, then the optimal 
filtering results of section 4.2 are exact since the <jl. 
1 
do not depend on m • 
-
117 
Section 6.3 is concerned with the choice of the order of regularization. 
We present some numerical results for the procedure described in section 4.3, 
as well as for two existing methods - a weighted cross-validation method due 
to Wahba [55] and a method, based on the unbiased estimate R(a) in section 
5.4, which was suggested in [10] and [15]. The examples considered are the 
integral operator K with the kernel ~ K(x,t) = Ix-tl 2 and data smoothing, 
where K = I. Several different functions f were used. The results show 
that in practice the existing methods are very reliable in estimating the 
optimal order of regularization. Although not as reliable, the procedure of 
section 4.3 can be a useful back-up. 
In section 6.4 we present some numerical results for the choice of the 
regularization parameter . If the variance 0 2 is known, then the almost 
unbiased estimate a ' derived in section 5.4 performs slightly better than 
"'-
the weighted cross-validation estimate A However, ~ has the great 
advantage that 0
2 
or a good estimate of it is not r equired. The connection 
"'-
between a ' and A derived in section 5.5 is illustrated graphically. 
2. THE FEASIBILITY OF A REGULARIZATION SOLUTION 
Before implementing regulariza tion for a given problem Ku = f, with 
discrete noisy data d1.' = f(x . ) + E. , 1. 1. it is worthwhile knowing how reliable 
the solution will be . To some degree, it is possible to assess this. 
From section 4.2, the regularize d solution of (4.1) is 
-1 
u n(Q +a nI) d a _ n _ 
n 1 
L - 2 
i=l A.+a 1. 
(d, <jl. ) 
- _1. 
n 
To compute 
numerically. 
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the eigenvalues of must , in general , be computed 
Since the -2 A. decay quickly , it is possible that many of the l. 
computed eigenvalues (also denoted will be zero to machine accuracy. 
Wahba [57] defines the intrinsic rank r of the problem to be the number of 
eigenvalues -2 A. l. f . ~2i/~l2 > or whl.ch A A computer roundoff. Clearly , it defines 
- 2 the point beyond which the computed eigenvalues A. , i > r , l. are zero . 
The consequence of this is clear , since , for the computed regularized 
solution, 
-2 
r A. (d, (j). ) 
Ku L l. - - l. 
-2 (j). ~a i=l A.+a. n -l. l. 
That is, in the filtering of the noise from the data , there is a cut-off in 
frequency at r. Thus , there is no chance of recovering that part of the 
function f contained in higher frequency components . In practice , it will 
not be possible to accurately determine the eigenvectors 
this reason we take as the regularized solution 
r 1 
L -2 
i=l A.+a. l. 
(ll , (j) . ) 
__ l
n 
(j). , i > r 
- l. For 
As Wahba [57] points out, r depends on both the operator K and its 
domain W This does not however mean that W should be chosen to 
maximize r As in chapter 4 , for an integral operator K with kernel K 
and a RKHS W with RK R, the matrix Q
n 
is given by 
* o 
-n ij KRK (x.,x . ) l. J 
Thus the smoother the kernels K and R, the faster is the decay rate of 
- 2 
A. and so the smaller is r . See [57] for some examples. l. 
...... 
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The intrinsic rank r however does not take into account the function 
f and errors E . 
~ Even if , in the extreme case, r = 1 , then if f = <jl _ _1 
and (~' Pl) = 0, a good solution 
u 
a n 
may still be obtained . If on the other hand r is large, but f or E is 
2 2 2 (f, <jl . ) (E , <jl. ) (f, <jl. ) 
such that L - - ~ L - - ~ L - -~ 2 or 2 is large compared to 2 i >r n iSr n i Sr n 
then the evaluation of a good regularized solution will be difficult. 
For this reason, we define the .effective rank of the problem to be 
min{r , i-l 
2 2 (d, <jl. ) In } 
- - ~ -
----::---- > c , 
-2 A. 
~ 
where the constant c depends on the first few ratios and 
can be chosen in a number of ways. We let 
c = max 
l S i S 3 
The idea here is that for a smooth function f , c represents a good 
2 2-2 
approximation of the maximum of (f, <jl. ) I(n A. ) 
- - ~ ~ Thus, 
over i 1,2, ... ,n 
it is because of the errors Ei that can exceed c . 
To see the effect of f and E on let r be sufficiently 
large so that r E < r and therefore 
2 2 (d,<jl . ) In 
- - ~ 
-2 A. 
~ 
> c for i 
If 2 2 (d, <jl. ) In is replaced by its expected value 
- -~ 
it is clear that as the variance 0 2 of the errors 
then 2 2 2 (f, <jl. ) In + 0 In , 
- - ~ 
E . 
~ 
is increased then 
r E s hould decrease. Similarly r E should decrease if f is such that the 
.-
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2 2 (f, ~. ) In decay more slowly. ~ ~~ The value of also depends on K and W 
in much the same way as r does . This follows since, compared to the decay 
rate of the 2 2 (d, ~ .) In 
~ ~~ 
Because we are assuming that 
are not very sensitive to K and W . 
the effective rank 
can be thought of as the point beyond which the presence of error makes the 
components (d, ~ . )/n 
~ - ~ almost useless for the recovery of a solution . 
In addition to r and r E , it is recommended that the sequences 
2 2 ~ 2 (d, ~.) In and A. themselves be examined as they can yield important ~ ~ ~ ~ 
information. For example , if say 2 2 (~' P3) In were unusually large then it 
is likely that f consists mainly of the third eigenfunction ~3 . 
Unfortunately, regularization does not take this into account , since the 
regularization filter can only decrease with i For large a , the filter 
will flatten the component (~' P3) /n and although, for small a , the 
component (9' P3)/n will be preserved, so will the nearby components which 
may contain large errors. Of course, the optimal filter 2 2 2 (f , ~. ) I ( (f , ~ . ) +<J n) 
~ - ~ - - ~ 
would not suffer this problem. Based on this we propose the following hybrid 
solution. 
u p , a 
Given a good estimate 
2 (d, ~. ) P (d, ~. ) 
L ~ - ~ - ~ ~ 2 ~ 2 n i=l (d, ~ .) +0 n 
~ - ~ 
~ 2 
o it is defined b y 
(~ ' Pi) - 2 (d, ~ .) (11, ~. ) r A. 
L ~ - - ~ - - ~ + n 
- 2 n n i=p+l A. +a 
~ 
Note that once p is chosen, a good estimate of a can be obtained by the 
methods in chapter 5. We will not however pursue this topic further . 
A serious drawback in computing u
a 
from Q
n 
is that the number of 
computable eigenvalues ~ 2 A. 
~ i = 1 , 2, ... ,r will not increase with n . 
means that the use of a greater number of data points will not help in 
This 
recovering u from the higher frequency components of f. In some cases 
however it is possible to compute the eigenvalues and eigenfunctions ~. 
~ 
of the kernel Q (x, y ) . These may the n be used as approximations to 
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-2 A. and 
2 ~~ for i = 1,2, ... ,n 
- 2 Since the asymptotic results of chapters 4 and 5 
were based on and ~i ' their use in an approximate regularized solution 
is justified. 
We now examine a practical situation when this can be done. 
Consider Q(x,y) = q (x-y) , where q is a periodic function of period 
1. Then Q (x,y) can be written as a Fourier series 
co 
Q(x , y) \ 2TIik(x-y) L ~k e 
k=-co 
where the ~k are the Fourier coefficients of q, i . e. 
II 2TIikt ~k = q(t )e dt o 
Furthermore, since Q(x , y) is symmetric and positive definite, we have 
o s ~ = ~ k -k k=O,±l, ... Thus the are the eigenvalues and 
2TIikt ~k (t) = e are the corresponding orthonormal eigenfunctions of Q(x , y) 
In practice , for a uniform grid of points x. = j/n , 
J 
the 1. 2 and the k 
coefficients 
n n 
L ~k (x.) d. = L 
j=l J J j=l 
2TIikj/nd e . 
J 
can be computed efficiently using the fast Fourier transform. 
An application of periodic kernels Q exists in data smoothing with 
.periodic spline functions. Here the space W is 
{ 
.In , 2 (i) 
W = u Ew [O,lJ: u (0) i O,l, ... , m-l , f: u O} 
with the inner product 
1 
f (m) (m) u v . 
o 
.-
The RK R of W is known to be the Bernoulli kernel [10] 
00 
R (x, y) L 
k=-oo 
kjiO 
Thus the eigenvalues and eigenfunctions of Q(x , y ) = R(x , y) 
and 2nikt e respectively. 
splines in some examples. 
Using the substitutions 
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are (2nk) -2m 
It is worth noting that, since ~k is independent of m, it follows 
from Theorem 4.3 that the expected error 
when 
2 Ellu -Pfll 
Ct. ]..l is exactZy minimized 
(6.1) 
This result includes Theorem 1 of [15] since for a Bernoulli polynomial f 
* of degree m * 1 (f' ~k )21 = ( 2nk)-m and hence (6 . 1) is satisfied when 
2 * m = m and Ct. = 0 In . Theorem 2 of [15] is only approximately correct and 
the statement should read as follows . If fEw is such that (f' ~k)2 = 0 
then 2 Ellu -Pfll Ct. ]..l is minimized when 
o 
In some numerical experiments , Gamber took 1 (f' ~k) 21 :: 0 . 3 
-4 2 is so small that and o = 10 , n = 128 . Therefore o In 
2· 2 2 
Ikl l( f ' ~k ) 2 1 1 (I( f ' ~k )21 +0 In ) ::: 3 was indistinguishable 
general however the difference will be important . 
Ikl ::: p 3 
from 1 In 
-
...... 
In a more general data smoothing framework, utreras [50] derives 
algorithms for regularization which also use in place of 
3. CHOICE OF THE ORDER OF REGULARIZATION - NUMERICAL RESULTS 
- 2 A. 
1. 
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As mentioned in section 6.2, the regularized solution of (4.1) that can 
actually be computed is 
u 
ex 
r 
1 I 
i=l ~2+a 
i 
(d , <p. ) 
- _ 1. 
(n , <p. ) 
- - 1. 
n n 
. This means that the regularization filter is really 
i S r 
9.. 
1. 
o i > r 
Nevertheless, because r can only decrease as m increases, 9. . still has 
1. 
the property that it effectively filters out more frequencies as m is 
increased. Hence we can still implement the method in section 4.3. 
We consider the equation 
f(x) . 
Several functions f were derived exactly for which the solutions are 
u(x) 1 = {l [0, %] %<x ~a}, u(x) = Ix - %1 ' u(x) = x and 
u(x) 1 A uniform grid of 100 points x . = i/IOO was used to generate 
1. 
the data 
d. 
1. 
f(x.) + £. 
1. 1. 
i 1,2,. " ,100 , 
-
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where the errors E. are pseudo random normal varia tes with mean zero and ~ 
standard deviation a either or 10-5 . In addition we consider the 
problem of smoothing the data d. 
~ for the examples f(x) = 0.2/x-0 .25 / ' 
f(x) = O.l + O.lx + O.05sin2nx and f (x) = 1 . 
Regularization of the form (4.1) was applied to these problems. The 
space W was either L
2 [0,1] with the usual inner product or Wm,2[0,1] 
with the inner product 
It is not hard to verify that the RK for W = Wm,2[O,1] is 
m 
R(x,y) I 
i=l 
* e . (x) e. (y) + GG (x, y ) ~ ~ 
where i-l e. (x) = x / ( i -1) ! 
~ is the Green ' s function and G (x, y ) 
m-l 
G(x,y) = (x-y ) / (m-l) !. For the integral equation , we considered the orders + 
of regular iza tion m = 0 11,2,3 and for data smoothing we used m = 1,2,3 . 
Because the kernel 1:: K(x,t) = /x-t/ 2 has a singularity in its derivative 
* at x = t , the matrix Q = [KRK (x. ,x . )] was computed using the product 
n ~ J 
Simpson rule. For 51 quadrature points t . = (j-l)/50 , 
J first KR(x .,t . ) ~ J 
was computed with a piecewise quadratic approximation of R(·,t . ) 
J 
and then 
* KRK (x . ,x . ) was computed with a piecewise quadratic approximation of ~ J 
KR(x . ,·) This method performed quite well and it has the advantage that ~ 
for m 1 and 2 , n. (t . ) 
-~ J = KR(x. , t . ) ~ J is computed exactly. For data 
smoothing, the matrix Q = [R(x.,x.) ] and representers n . (t) =R(x.,t) n ~ J - ~ ~ 
-2 
of 1 were known exactly. The eigenvalues A. and eigenvectors <p o n Qn were ~ - ~ 
computed using a library routine for symmetric matrices. All calculations 
were done in single precision. 
-
.... 
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The method of chapter 4 is first illustrated for the equation 
f l h: Ix-tI 2u(t)dt = f(x) 
o 
with solution The standard 
deviation of the errors E. was 10-2 and the experiment was replicated 
l 
several times. The function f (solid line) given by 
2 3/2 
+ f(t- xf/2 1 3 x 0 :s x :s 2 
f(x) 
l[x _1:.f/ 2 + l 
3/2 
1:. < x x :s 1 3 2 3 2 -
and data d . (dashed line) used in a typical experiment are shown in Figure 1 . l 
The results are shown in Figures 2(a) - 2(d) , representing the orders of 
regularization m = 0,1,2,3 respectively. For each figure the solid line 
represents the best possible regularized solution uy that can be obtained 
using the available data. That is, y is the value of a for which 
is minimized. The line consisting of long dashes is the optimal filtered 
solution u in section (4. 2) with n replaced by r, i.e. 
2 (d, (j) . ) (ll, (j). ) r (f, (j) . ) 1 ,.. L 
_ _l 
_ _ l _ _ l 
U 
-2 2 n n - 2 i=l (f, (j) .) +0 n A. _ _l 
l 
The line consisting of short dashes is ua ' where a is the estimate in 
section 4.3. 
The first thing to observe from Figures 2(a ) - 2(d) is the great 
variation in the best regularized solution u as m changes. y It is clear 
that the optimal orde r of regularization is m = 1 Note howeve r that u 
is not an element of Wl ,2[O,1] ( see the discussion in section 4.2). For 
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the optimal order, uy is quite a reasonable approximation considering the 
error contained in the data. 
For m = 0 and m = 1 a clearly better solution than u is u 
Y 
While this 'may not be true for a particular data set, it will be true on 
average since u is defined by minimizing the expected residual error. The 
reason that u is a much poorer solution for m = 2 and m = 3 is that r 
has become too small for the functions (~(x) , ~.) 
_ _ 1 i = 1,2, ... ,r to 
adequately represent the solution. 
Intuitively, the procedure of section 4.3 substitutes a good estimate of 
u (which we assume is u) Y y " for u and compares the norm of the errors 
- u-
a for each order The m = 0,1,2, ... until a minimum is encountered. 
minimizer is the optimal order estimate. Comparing Figures 2(a) - 2(d) , it 
is clear that thi s estimate would be m = 1, the true optimal order. Note 
that, as expected for the optimal order, the regularized solution li- is a 
a 
reasonable estimate of u 
y 
obtained (see section 6.4) . 
However, in general, better estimates can be 
The above procedure is also illustrated in the Tables l(a) - l(d), 
representing m = 0,1,2,3 respectively. The two columns in each table 
represent the filters i = 1,2, ... ,r 
2 2 2 ( f , ~ . ) / ( (f , ~ .) +0 n) 
- _1 __ 1 and 
with i = 1 at the top (Table l(a) is truncated). For the optimal filtering 
estimate, we require that a certain weighted Sum of squares of the differences 
2 (f, ~ . ) __ 1 
2 2 (f,~ . ) +0 n __ 1 
be minimized . Comparing Tables l(a) - l(d), it is fairly clear that this 
occurs at m = 1. For m = 0 the regularization filter decays too slowly 
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while for m 2 and m 3 it decays too quickly compared to the optimal 
filter. 
The Tables l(a) - l(d) illustrate a possibly serious drawback of the 
above method. Because r decreases so rapidly with m it is possible that, 
for large m , the difference in the decay rates of 
2 2 2 (f, <il .) / ( (f , <il .) +0' n) 
- _ 1 _ -1 
- 2 Assuming that A. 0 
1 
may not be adequately measured 
i > r , from Theorem 4.3 we 
and 
over i 1,2, ... ,r 
have 
EII KU_-Pf Il 2 
a 11 
r 
L 
i=l 
[ - 2 A. ~<a -
1 
, r t(~~;/ + °n'j (f , <il . ) - - 1 1 . 2 2 2 (f, <il .) +0' n l1 i - -1 
2 2 
0' 2 r (f, <il . ) 1 n (f, <il . ) 1 L - - 1 L 
_ _ 1 
+ . -+ 
n 2 2 2 2 2 i=l (f, <il. ) +0' n 11. i=r+l n 11. _ _ 1 1 1 
Thus if f were known exactly we could just add the last term. However in 
the above procedure, we use where is a good regularized 
solution, and he nce this last term is zero. 
To derive numerical results for the above method we assume that 0' 2 is 
known and use the formula for e(m) in section 4.3, namely 
e(m) -2 a 
r 
L 
i=l 
2 
c. 
1 1 
· 2+ 
11. 
1 
1 
2 
]1. 
1 
Here C l' = (K u ., <il . ) / n , 
- a _ 1 
where a t is the estimate defined in section 5.4, 
and the 2 l1 i are the decreasing eigenvalues of 
e(m) is the estimate of the optimal order. 
The minimizer of 1:. Q (0) 
n n 
We now desc ribe two existing methods for the choice of the order of 
regularization. For the weighted cross-validation method of Wahba [55], [58] 
define the function V(A) by 
n 
L 
i=l 
2 (d, <p. ) __ 1 
(~~+A)2 
1 
[ 
n 1) 2 L =-2 
i=l A.+A 
1 
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Note that even though we take o i > r , there are still contributions 
n n 
L and L 1 I in the numerator and denominator of i=r+l i=r+l 
respectively. Then the weighted cross-validation estimate of the optimal 
order is the minimizer of V = inf V(A) over m When the variance 0 2 is 
A 
known, another estimate of the optimal order was suggested in [10] and [15]. 
This is defined as the minimizer of U = inf R( a ) over m, where R is 
a 
the unbiased estimate of E 1 IIKu _f ll 2 defined in section 5.4, i.e. 
n ~ a-
R(a) 2 a 
n 
L 
i=l (~~+a)2 
1 
n 
L 
i=l 
+ -
n [ _~ ~ ]2 A.+a 
1 
We compare numerical results for the above methods in Tables 2 (a) and 
2(b). The columns heade d R contain the least possible residuals 
R 
1 2 
- IIKu -f ll n ~y_ 
and those headed E contain the errors 
Note that in some instances there is some disparity in the minimizers of R 
and E over m. However in most cases they agree and the common minimizer 
is the optimal order of regularization. 
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K(x,t) h: I x-tl 2 
m 0 1 2 3 
u = l[O, ~ ] e 1. 76 5.93-3 3.24-2 4 .11-2 
V 1.10-4 1.09-4 1.13-4 1.15-4 
a 10-2 U 9.00-6 8 .35-6 1. 22-5 1. 42-5 
R 5.97-6 4.21-6 7.28-6 9 . 57-6 
E 4.29-2 2.22-2 2 . 87-2 3.57-2 
e 4.55-4 1.57-7 2.11-9 1. 02-9 
10-5 
V 1. 36-7 4.61-8 5.65-6 8.39-6 
a u 5.34-8 3.40-8 5 .11-6 7.73-6 
R 5.37-8 3 .41-8 5.11-6 7.73-6 
E 8.96-2 7.91-3 2 .76-2 3.53-2 
u(x) Ix _1:1 2 0 e 0.290 8 . 71-4 7.88-3 4.31-3 
10-2 
V 1.09-4 1.08-4 1.09-4 1.10-4 
a = u 7.95-6 7.68-6 8.27-6 9.17-6 
R 3.79-6 2 . 61-6 2 . 03-6 2 . 73-6 
E 5.34-2 5.13-2 5.19-2 5.44-2 
e 4.55-4 1. 57-7 2.18-9 8.03-10 
1 0- 5 
V 6.80-8 4.93-10 3.06-8 9.34-7 
a u 3.96-8 2.93-10 2 .75-8 8 . 61-7 
R 3.97-8 2 . 56-10 2.69-8 8 .59-7 
E 6 . 44-2 5.06-2 5.09-2 5.37-2 
u(x) = x e 1.60 1. 20-3 1. 07-4 1. 35-4 
10-2 
V 1.09-4 1. 08-4 1. 04-4 1. 05-4 
a u 8.17-8 7.10-6 4.35-6 4.41-6 
R 3.04-6 2.01-6 1. 53-6 8 . 62-7 
E 4 . 82-3 1.10-3 1. 31-4 4.18-6 
e 4.55-4 1. 57-7 2.10"-9 7.97-10 
V 5.07-7 2.87-10 2.87-10 1. 88-10 
a 10-5 u 3 .16-7 1. 40-10 1. 69-10 8 .15-11 
R 3 .17-7 1. 43-10 1. 65-10 6 . 27 -11 
E 0.265 2.98-5 8.88-7 1. 87-7 
u = 1 e 6.38 3.07-3 1. 90-4 1. 76-4 
10-2 
V 1. 09-4 1.06-4 1. 046-4 1.05-4 
a u 8.07-6 5.98-6 4.45-6 4 .78-6 
R 4.58-6 1.96-6 1. 77-6 1. 79- 6 
E 01.02-2 4.01-4 5.85-5 3.95-5 
e 4.55-4 1.57-7 2.10-9 7.97-10 
10-5 
V 3.64-7 1. 61-10 2 . 59-10 1.10-10 
a u 2 . 24-7 4.69-11 1. 43-10 8 . 93-12 
R 2.24-7 4.09-11 1. 38-10 7.56-12 
E 0.152 6.08-6 7.57-7 1. 74-8 
TABLE 2(a) 
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K = I 
m 1 2 3 
u(x) 0.2Ix-0.251 e 4.28-2 5.92-3 1. 04-2 
10-2 
V 1.14-4 1.105-4 1 .103-4 
a u 1. 26-5 9.50-6 9.33-6 
R 1.13-5 4.85-6 5.36-6 
e 1.98-6 1. 73-7 5.24-8 
10-5 
V 8.23-8 5.55-8 1. 22-6 
a u 9 . 99-11 2 . 47-8 9.71-7 
R 1. 01-10 2.47-8 9.73-7 
u(x) 0.1 + O.lx + 0.05sin21Tx e 0 . 280 2.87-3 1.43-2 
V 1.19-4 1.105-4 1 .105-4 
a = 10-2 U 1. 64-5 9.52-6 9.64-6 
R 1. 56-5 4.60-6 3.26-10 
10-5 
e 1. 98-6 1.16-7 4.10-9 
a = V 1.44-7 1. 88-10 6.62-9 
U 1. 00-10 5.09-11 5.17-9 
R 1. 01-10 5.61-11 5.07-9 
u = 1 e 1.81 2.41-3 2.78-4 
V 1.20-4 1.10-4 1.06-4 
a 10-2 u 1. 76-5 8 . 91-6 5.96-6 
R 1. 88-5 3.11-6 2.07-6 
e 1. 98-6 1.17-7 3.80-9 
V 2.54-7 2.14-10 1.49-10 
a = 10-5 U 1. 00-10 6.23-11 4 . 03-11 
R 1. 01-10 6.64-11 6.70-11 
TABLE 2(b) 
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K(x,t) 1<: I x-tl 2 
m 0 1 2 3 
a 10-2 
u = l[o, Yz ] a 9.67-3 9 .84-3 1. 02 - 2 1. 04-2 
u(x) Ix _1:.1 
2 a 9 .84-3 1. 00-2 1. 01-2 1.02-2 
u(x) = x a 9.78-3 9.98-3 1. 00 - 2 1. 00-2 
u = 1 a 9 .77-3 1. 00- 2 1.00-2 1. 00-2 
a 10-5 
u = l[o, Yz ] a 2.76-4 1. 86-4 2 .27-3 2.79-3 
u (x) = Ix _1:.1 a 2 . 21-4 1. 92 -5 1. 67 -4 9 .33-4 2 
u(x) = x a 6 . 24 -4 1. 46 -5 1. 61-5 1.32-5 
u = 1 a 5.24-4 1.10- 5 1. 53-5 1. 01-5 
K I 
a = 10-2 m 1 2 3 
u(x) 0.2Ix-0.251 a 8 .85-3 9 .70- 3 9.66-3 
u(x) 0.1 + O.lx + O. 05sin21Tx a 8 .49-3 9 .7 2-3 9.96-3 
u = 1 a 8.22-3 1. 00-2 1. 00-2 
a 10-5 
u(x) 0.2Ix-0.251 a 2 . 01-8 . 1. 60-4 9 . 92 - 4 
u (x) 0.1 + O.lx + 0.05sin21Tx a 2 . 29-8 9 .35-6 7.28-5 
u = 1 a 1. 51-7 9 . 95-6 1. 09-5 
TABLE 3 
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From the results we conclude that both the weighted cross-validation 
estimate and the estimate based on U = inf R(a) are very reliable, with 
a 
perhaps the latter having a slight edge . They are both superior to the 
optimal filtering estimate. Nevertheless this last one can be a useful back-up 
as in the top of Table 2(b). 
The weighted cross-validation estimate has the great advantage that cr 2 
need not be known. On some occasions though, a good estimate 02 
be obtained with 
of 2 cr can 
where S is a good estimate of a
O For instance when S is the weighted 
cross-validation estimate of a O ' we have the results in Table 3. From 
these results, 02 may be a good estimate for large cr 2 but is much 
poorer for small cr 2 
4. CHOICE OF THE REGULARIZATION PARAMETER - NUMERICAL RESULTS 
Even when the optimal order of regularization has been obtained for a 
given problem , the choice of the regularization parameter is still crucial. 
The regularized solution u varies considerably with a . 
a If a is too 
small then u will be noisy (see 
a ua ' a = 4.32-6, compared to u , y = 1.64-4, Y 
in Figure 2 (a)) and if a is too large then u will be too smooth (see 
a 
u_ , a = 5 . 05-6 , compared to u , y = 3.40-8, in Figure 2(c)). For different a y 
replicates of the same problem , the optimal regularization parameter y can 
vary substantially. , For example , a typical variation in y for the problem 
where K(x , t) 
m 
h: 
/ x-t/ 2 u = 1 and cr = 0.01 is as follows: 
o 
2.77-4 
7.45-3 
1 
2 . 06-5 
1. 51-4 
2 
3.46-6 
5.32-6 
3 
3 . 82 - 6 
5.98-6 
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K(x,t) 1: Ix-t l 2 
m 0 1 2 3 
u = I[O,Jz] 0.0 1.92-4 9 . 96-7 2.38-8 1.03-9 
o.O , Q 4 . 68-4 9.93-7 5.94-8 1. 03-9 
-2 
CJ = 10 Y 1.64-4 1.32-6 3.40-8 3.87-9 
a ' 1.94-4 1. 01-6 2 . 30-8 9.31-10 A 
t.. 1. 97-4 1. 06-6 2 . 46-8 1. 03-9 
0.0 9.53-10 8 . 67-13 5.64-14 1. 03-15 
o.O ,Q 1. 72-9 7.77-13 4.08-13 1. 03-15 
CJ 10-5 Y 1.56-9 < 1-16 2 . 20-11 3.87-12 
a ' 9 .18-10 8.73- 13 5.64-14 1. 03-15 A 5 . 37 - 6 1-10 2 . 79-9 1-11 A 
u(x) Ix_ll a 5.45-4 7.53-6 3 . 48-7 2 . 94-7 2 
0.
0 1. 64-3 2 . 21-5 2 . 49-7 4.96-7 
10-2 
O,Q 
CJ Y 3.66-4 4 . 72-6 7 . 81-8 6.26-8 
a ' 4.93-4 8.06-6 3.44-7 4.88-7 ~ 5 .12-4 8.40-6 3.00-7 5.15-7 
0.0 3.04-9 1. 79-10 1. 53-13 5.00-13 
a 4.08-9 4.21-10 1. 39-10 5 . 03-13 
-5 o , Q 
CJ 10 Y 3.85-9 1. 78-9 7 . 55-11 7.80-11 
a ' 2.87-9 1. 64-10 1. 53-13 4 . 98-13 
A 2 . 76-5 6.88-10 1.11 4 .79-9 t.. 
u(x) = x 0.0 3 . 95-4 8 . 40-6 1.12 - 5 2.67-5 
o.o,Q 1.48-3 1.41-5 1.44-5 1. 30-4 
CJ = 10-2 Y 4.70-4 1. 05-5 6.53-5 7 . 26-5 
a ' 3 . 58-4 8.51-6 3.05-5 3.61-5 A 
t.. 3.67-4 8 . 89-6 3.09-5 3.65-5 
0.0 4 . 87-10 1. 05-10 4.13-11 5 . 78 - 11 
o.O , Q 5 . 45-10 1.17-10 4.43-11 5 . 77-11 
CJ 10-5 Y < 1-16 1. 27-9 < 1-15 < 1-16 
a ' 5 . 05-10 9 . 25-11 4 . 33-11 5 .. 95-11 
~ 5.01-5 2 . 30-10 1.18-10 1. 07 -10 
u = 1 0.0 3.82-4 3.02-5 2 .23-5 2 . 37-5 
o.o ,Q 1.75-3 5 . 28 - 5 2 . 45-5 2.84-5 
CJ 10-2 Y 2.77-4 2.06-5 3 . 46-6 3.82-6 
a ' 3.47-4 4 .14-5 5.29-5 3.07-5 
A 3.55-4 4.31-5 5.45-5 3 .19-5 t.. 
0.0 9.99-10 6 .00-10 5.33-11 4 . 22-9 
o.O,Q 1.19-9 7 . 61-10 5 . 59-11 1. 08-8 
CJ 10-5 Y < 1-16 2 . 90-9 1. 05-9 7.63-9 
a ' 1. 04-9 4.59-10 5 . 06-11 3.86-9 
~ 4.19-5 6 .38-10 1. 25-10 8 .5 7- 9 
TABLE 4(a) 
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K I 
m 1 2 3 
u(x) 0.2/x-0.25/ a O 8.63-4 6.29-6 7 . 26-8 
aO , Q 2.36-3 6.08-6 7.63-8 
a = 10-2 Y 9 . 14-4 1 . 08-5 1.65-7 
a ' 9 . 28-4 
" 
5.58-6 4.86-8 
A 8 .31-4 5.77-6 4.93-8 
a O 6.12 - 8 5.84-12 1.26-13 
aO , Q 1.22-7 · 5 . 66-12 2 . 50-13 
a 10-5 y < 1-13 < 1-16 < 1-16 
a ' 6 . 13-8 5 . 89-12 1. 26-13 
" < 1-11 2.53-9 1.34-9 A 
u(x) 0 .1 + O.lx + 0.05sin21Tx a O 5 . 54 - 4 7.97-6 7.14-7 
a 1.50-3 2 . 36-5 1.19-6 
10-2 
o,Q 
a = y 5.09-4 7.13-6 4.72 -7 
a ' 5 . 75-4 6 . 28-6 7.90-7 
" A 4 . 86-4 6 . 50-6 8 .78-7 
a
o 3 . 49-8 2 . 52-9 1. 60-12 
aO , Q 1. 06-7 4.76- 9 1. 30-12 
a = 10-5 Y < 1-13 3.63-9 8 . 57-11 
a' 3.50-8 2.28-9 1. 58-12 
" A < 1-10 2.89-9 1-10 
u = 1 a
o 
4.34-4 4.72-5 9.52-5 
aO , Q 1. 21-3 7.83-5 3.58-4 
a 10-
2 
y 3.82-4 2.54-5 1. 69-5 
a ' 4.66-4 6.45-5 1. 52-4 
" 3.76-4 7 . 00-5 1. 54-4 A 
a
o 
1.98-8 1. 98-9 4.40-10 
aO,Q 5.85-8 2.96-9 4.11-10 
a 10-5 y < 1-12 3.30-9 < 1-16 
a ' 1.98-8 1. 71-9 4 . 95-10 
" < A 1-11 2 . 54-9 6.63-10 
TABLE 4(b) 
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Thus the choice of the regularization parameter should be based on the data 
given. 
For the examples considered in the last section, we computed the optimal 
values a O ' a and y , O,Q the almost unbiased estimate a ' (assuming 0 2 
A 
known) and the weighted cross-validation estimate A. Typical results are 
presented in Table 4. Entries such as < 1-16 indicate that the algorithm for 
the computation of the parameter failed to converge. 
From the table it is clear that usually a
O and a O, Q do not differ 
greatly. The results for a ' and A suggest that a ' is a marginally better 
estimate, being perhaps more reliable. However the weighted cross-validation 
estimate has the great advantage of not requiring 0 2 . 
In Figure 3 we illustrate the connection between a ' and ~ derived in 
X 
section 5.5. The example used is where K(x,t) = Ix-tl 2 I U = 1, m = 1 and 
o 0 . 01 but the picture obtained is typical. The solid line is the function 
2 
a + 0 /(na ) while the short dashed line and the long dashed line are the 
functions g(a) and respectively . By definition, a ' is given by 
g(a ') = 02/(n~ ') and from Theorem 5.9, ~ is given by g(~) Note 
that the behaviour of is like that predicted in Theorem 5.10. 
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