We address the problem of updating a probability distribution represented by a Bayesian network upon presentation of soft evidence. Our motivation is the desire to let agents communicate with each other by exchanging beliefs, as in the Agent Encapsulated Bayesian Network (AEBN) model, and soft evidential update (under several di erent names) is a problem with a long history. We give methodological guidance to model soft evidence in the form of beliefs (marginals) on single and multiple variables, propositional logical formulae (arbitrary events in the universe of discourse), and even conditional distributions, by introducing observation variables and explaining their use. The extended networks with observation variables fully capture the independence structure of the model, even upon receipt of soft evidence. We provide two algorithms that extend the celebrated junction tree algorithm, process soft evidence, and have di erent e ciency characteristics. One of the extensions, the big clique algorithm, promises to be more time e cient at the cost of possible space penalties. The other extension requires only minimal modi cations to the junction tree at the cost of possibly substantial time penalties. Our results open new avenues of application for graphical probabilistic models.
Introduction and Motivation
We address the problem of updating a probability distribution represented by a Bayesian net upon the presentation of soft evidence. We call this the problem of soft evidential update.
The motivation for this work is our desire to let agents that use probabilistic models (and especially Bayesian nets) communicate with each other by exchanging beliefs.
While this is not the focus of this paper, we need to describe brie y our agent model, which is called the Agent-Encapsulated Bayesian Network (AEBN) model, originally due to Bloemeke Blo98] . Each agent in an AEBN model uses as its model of the world a single Bayesian network (which we also call an AEBN). The agents communicate via message passing. Each message is a distribution on variables shared between the individual networks.
The variables of each AEBN are divided into three groups: those about which other agents have better knowledge (input set), those that are only used within the agent (local set), and those of which the agent has the best knowledge, and which other agents may want (output set). The variables in the input set and the output set are shared, while those in the local set are not. An agent consumes (or subscribes to) zero or more variables in the input set and produces (or publishes) zero or more variables in the output set.
The mechanism for integrating the view of the other agents on a shared variable is to replace the agent's current belief in that variable with that of the communicating agent. When an agent receives a message from a publisher, it modi es the probabilities in its internal model, so that its local distribution either becomes consistent with the other agent's view or is inconsistent with it. In the rest of the paper, we assume the former case and provide neither a method for identi cation of inconsistency nor a method to deal with inconsistency, but note that Vomlel Vom99] presents some methods for dealing with inconsistent evidence. Also cf. GS93, ACS96] . Therefore, after updating using all evidence, we still require that all appropriate marginals of the updated distribution be equal to the evidence entered. The deservedly celebrated junction tree algorithm for probability update LS88, SS90, Jen95, LJ97] was not designed to satisfy this requirement, and in fact it does not, as we will show in Section 4.1.
When a publisher makes a new observation, it sends a message to its subscribers. In turn, the subscribers adjust their internal view of the world and send their published values to their subscribers. Assuming that the graph of agent communication (which we simply call agent graph as in Blo98]) is a DAG, equilibrium is reached, and a kind of global consistency is assured, because the belief in each shared variable is the same in every agent.
The restriction that one of the agents has oracular knowledge of a variable may seem excessive. However, it is permissible to have multiple views of a common variable. For example, in a multiagent system for interpretation, two agents may issue a report that corresponds to the same (unknown) physical quantity. Nothing prevents another agent from integrating the reports of these agents and e ectively obtain a new (and possibly more accurate) view of the same underlying quantity. As another example, it is possible for a subscriber agent to model known reporting errors or biases of the publisher, as we will show in Section 2.2.
When the agent graph is not a tree, great care must be taken to deal with undirected cycles (loops). Such cycles lead to possible double counting of information, which is often known as the rumor problem. We do not address this important problem in this paper, but cf. Blo98, BS99, BV] . It is also possible to consider directed cycles (and in particular, the tight cycles resulting from bi-directional communication in agent graphs), by appropriately sequencing messages between agents. We do not address this extension further in this paper, but the reader must be made aware of the very interesting and important work by Xiang on Multiply Sectioned Bayesian networks for related results Xia96, XL00].
The rest of paper is organized as follows. In Section 2, we explain the notion of soft evidence and give some simple examples (in 2.1) and a more complex example that also illustrates the AEBN model (in 2.2). Section 3 is the major methodological part of our paper. We begin (in 3.1) by reviewing Je rey's rule and some of the problems that arise from its uncritical use, as presented by Pearl Pea88, Pea90] . We then proceed by describing (in 3.2) our approach to Bayesian network modeling for soft evidential update, which is based on the notion of observation variable, is very general, and is simple to use. Section 4 is devoted to algorithmic issues. We begin by showing (in 4.1) that the junction tree algorithm does not support soft evidential update. We then present two modi cations of the junction tree algorithm that support soft evidential update. The rst modi cation (4.3) is iterative and does not require any additional space with respect to the original algorithm. The second modi cation is the big clique algorithm (4.4), which requires additional space but is more time e cient than the iterative algorithm. In Section 5, we concentrate on some advanced issues, including the treatment of conditional evidence and the detailed analysis of an example due to Pearl. Section 6 contains a summary and evaluation of our work and suggestions for future work.
Hard and Soft Evidence
We begin by de ning what we mean by soft evidence. Evidence is a collection of ndings on variables. A nding may be hard or soft. A hard nding speci es which value a variable is in. A soft nding speci es the probability distribution of a variable. Hard evidence is a collection of hard ndings. Soft evidence is a collection of soft ndings.
The de nition of soft evidence could be generalized in three ways. Firstly, we may extend the de nition of nding to allow conditional distributions. Secondly, we may allow joint (and possibly, conditional) distributions on a collection of variables. Thirdly, we may allow distributions on arbitrary events (equivalently, arbitrary logic formulae). These three extensions can be handled by the introduction of special observation variables as will be shown in Section 3.2.
Two Simple Examples
Here are two simple examples that illustrate the notion of soft evidence.
Suppose that the initial position and direction of an object are known precisely and that its acceleration is known to be zero. The position (P) of the object (which we will call a target) is then determined by its actual speed (S), according to some probabilistic law. This simple situation may be modeled by the Bayesian network in Figure 1 , together with appropriate conditional probability tables for P(S) and P(PjS). Suppose that we cannot measure the speed precisely, but that we have uncertain information about it. We may think of E as the speed returned by a remote sensor. The sensor is embodied into a separate agent, whose task is to provide an estimate of speed. Since we live in the world of Bayesian networks, the estimate is a belief, i.e. a probability distribution over the possible values of speed.
We call this kind of evidence soft evidence. The new situation may be modeled by Figure 2 , where the dashed line indicates that the evidence (E) about S is uncertain. In our second example, position (P) depends on speed (S), again. We again have a separate sensor agent that provides us with soft evidence about the speed of the target. In contrast to the situation in the previous example, however, we now know that the state of the sensor (SS) that gives us the speed is a ected by the weather (W). The situation is described in Figure 3 .
Note that a nding (even when uncertain) about speed sets up a dependence between the weather and the target's position. In particular, if we knew the position and had evidence for the speed, we could tell the weather. Qualitatively, the argument goes like this: the position determines (although uncertainly) the speed of the target; whatever variability remains in the measured speed is explained by the weather (through the sensor model).
A More Complex Example
We extend the cow pregnancy network of Jen95] to a three-agent system. One of the agents represents a farmer who needs to evaluate the probability that one of his or her cows is pregnant. The other agents represent a Urine Test (UT) expert and a Scanning Test (ST) expert, respectively.
The farmer subscribes to variable UT, which is published by the UT expert, and to variable ST, which is published by the ST expert, as indicated in Figure 4 . While we require that the distribution of a variable remain the same across agents, nothing prevents the farmer from having a model of the experts and Figure 3 : Speed with a sensor whose accuracy depends on the weather. therefore somehow discounting their advice, as indicated in Figure 5 , where a simple model of the reliability and sensitivity of the two experts is encoded in the link between the primed variables (UT 0 and ST 0 ), which represent the farmer's view of the results of the Urine and Scanning tests, respectively, and the unprimed variables (UT and ST), which are the test results as communicated by the experts. The farmer possesses a more complicated model of the two experts in the situation described in Figure 6 , where it is assumed that the farmer knows that the experts' advice is a ected by some environmental factor E. 3 Modeling Issues
Je rey's Rule
Je rey's rule, also known as the rule of probability kinematics, provides a way to update a probability distribution from soft (uncertain, non-categorical, nonpropositional) evidence. In this Section, we introduce the rule and some problems with its application, following the presentation by Pearl Pea88, Pea90] .
In the next subsection, we introduce a general modeling framework for soft evidence. Je rey's rule can be written as: Q(A) = P i P(AjB i ) Q(B i ), where Q(B) is soft evidence, and P(AjB) is the conditional probability of A given B before evidence.
Je rey's rule applies in situations in which P(AjB) is invariant w.r.t. P(B). This is not always the case, as shown in the following example, which is an extension by Pearl of an example by Je rey himself Pea88].
The worth (W) of a piece of cloth depends on its color (C), as modeled by the Bayesian network structure of Figure 7 , with P(C) and P(WjC). Before observing the cloth (whose color we know to be one of Green, Blue, and Violet), our belief is summarized by P(Color) = (:3; :3; :4). We then observe the cloth by candlelight. The light is not good enough to allow us to distinguish the color precisely, but we revise our belief about the color of the cloth to (:7; :25; :05). How principled way to check whether the condition holds, which is based on the theory of Bayesian networks. Augment the Bayesian net with a node that represents the evidence (E) and the appropriate edges. In the example, the evidence depends on the (true) color of the cloth, as shown in Figure 8 . Now, check whether W is independent of E given C (using a d-separation algorithm). If this is the case, then P(WjC) = P(WjC; E), and Je rey's rule may be applied. In our example, this is the case. Let us now consider a situation in which Je rey's rule is not applicable. Suppose that we know the color of the cloth, and we want to update our belief in the type of candle (CA) used. In the absence of observations, the type of candle used does not a ect the color of the cloth, and vice versa, so that: P(CAjC) = P(CA), and the Bayesian network structure is given in Figure 9 . The Bayesian network structure in the presence of soft evidence for Color is given in Figure 10 . Since CA and C are not d-separated by E, P(CAjC) 6 = P(CAjC; E), and therefore Je rey's rule is not applicable. Pearl Pea88, Pea90] observes that the virtual evidence method (also cf. Kyb87, Nea90]) can be viewed as formally equivalent to the likelihood ratio version of Je rey's rule. Suppose that we obtain evidence on a variable B, with values b i . Letting Q(b i ) be the evidence and P(b i ) be the prior probability of B, the ratio Q(B)=P(B) may be used in the virtual evidence method, resulting in an updated distribution whose marginal over B is the soft evidence Q(B). We will exploit this result in Section 4.3.
A Uni ed Approach for Modeling Soft Evidence
Suppose that an agent-encapsulated Bayesian network needs to be updated in the light of information from another agent. There are two types of observed variables in a multiagent system: 1. One observed state of a random variable X is reported, but a publishing agent is unsure of its observation. E.g. a particular ip of a coin came up heads, but the agent is not sure since it has observed the coin from a long distance. 2. The probabilities that a random variable X takes certain states P(X = x i ); i = 1; : : : ; n are reported. E.g. an agent will report P(X = head) = 0:5 and P(X = tail) = 0:5 in the case it believes that it has observed a fair coin. There is an approach to update from non-crisp information that is often used for in Bayesian networks, e. Figure 11 . It consists of the following three steps:
1. A dummy node O is created. It has the same states as node X, and X is its only parent.
2. A publishing agent reports one observed state x j 2 fx 1 ; : : : ; x n g from n possible states of an observed variable X together with his reliability in the form of conditional probability distribution P(O = x j j X = x i ); i = 1; : : : ; n (Note that only values for the observed value j are required). This conditional probability distributions read as: \The probability of observing variable X being in state x j if its true state is x i ." 3. Updating of the Bayesian network is performed. This corresponds to entering evidence O = x j with consequent propagation using the values of P(x j j X = x i ); i = 1; : : : ; n. E.g. the junction tree algorithm LS88, SS90, Jen95, LJ97] can be employed. The approach for modeling soft evidence we propose is fundamentally different. The soft evidential update approach is suitable when the following assumption holds: (S1) The publishing agent's belief on states of a variable cannot be improved by anything that is observed later, i.e. no variable in the model of a subscribing agent may have any in uence on that publishing agent's observation. The model of this approach is displayed on Figure 12 . Note that, in contrast with virtual evidence update, the report of the publishing agent does not include This kind of situation exists in AEBNs, in which there is precisely one agent with speci c authority for each variable that occurs in multiple agents. In this case, it is correct for the subscriber agents to treat their initial belief in that variable not as a prior probability to be updated upon receipt of additional information (as in the virtual evidence method), but as a guess to be replaced by the evidence provided by the authority. The soft evidential update approach more closely models the notion of observation as a property of the publishing agent and insures consistency across all agents that subscribe to the published variable, in the sense that the belief (marginal posterior probability) in a published variable is the same throughout the agent system.
The soft evidential update approach allows to combine the variable observed by the publishing agent and the subscribing agent's own opinion on the same variable, by the introduction of additional variables with the same domain. Dependence is modeled within the structure owned by the subscribing agent. By using this simple technique, it is reasonable to require that the probability distribution provided by the subscribing agent should not be changed (assumption S1) in a wider range of situations than it may super cially appear. In contrast with requiring that agents correspond by communicating either hard evidence or likelihood ratios, we can accommodate absolute beliefs, providing that the agent that uses them model them as such.
Next, it will be shown that using the soft evidential update approach several types of soft evidence can be handled in a uni ed manner. The update consists of the following three steps, which result in an extension of the original Bayesian network.
First, we create a new node, which we call observation node, for each observation. Let O be a generic such node. Every state of node O corresponds to a possible outcome of an observation. We can handle any of the following types of soft evidence:
(1) one-dimensional marginal probability distributions that are de ned for values of a single variable, (2) higher-dimensional marginal probability distributions that are dened on Cartesian product of the values of two or more variables, (3) conditional probability distributions, (4) probability assignments to an arbitrary logical function, and (5) probability assignments to a probabilistic function. Second, we add directed edges to node O from all nodes in the Bayesian network structure that have a direct in uence on the observation, so that the set of parents of O in the extended network d-separates O from the rest of the network. Third, we model the dependence of the parents of O (pa(O)) on O, by specifying the conditional probability table P(O j pa(O).
See Figure 13 where all the types of soft evidence listed above are displayed. Bold lines denote logical dependence while the others stand for a probabilistic dependence. We now address each of the ve types of soft evidence individually. In the rst case, the observation corresponds to a one-dimensional marginal probability distribution that is de ned for all values of a single variable. A child of a single node is created, such as O 1 (the child of A) in Figure 13 . Child O is an exact copy of its parent X 2 pa(O). It has the same states as its parent X and is logically dependent on X, i.e.
In the second case, the observation corresponds to a higher-dimensional marginal probability distribution that is de ned on the Cartesian product The third case is, with respect to modeling, equivalent to the second. The only di erence is in the way the update of the probability distribution on the node (O 3 in Figure 13 ) is done (which is discussed in Section 4.2).
Note that in the previous three cases the parent nodes could be updated directly. The only reason for the introduction of node O 1 is that we want to handle evidence of all types listed above within a uni ed framework. In the second and third case, in addition to the previous reason, the introduction of observation nodes can be also understood as a modeling trick that allows us to update a distribution on a single node rather than on a set of variables. It is not necessary to add the observation nodes if we have a direct access to higher dimensional probability distributions in the computer representation of the Bayesian network.
In the fourth case, the observation is a logical function of some variables in the Bayesian network (i.e., some event), the probability For an example that involves a logical function of variables, see Section 5. The fth case is a generalization of the fourth one. In this case in order to update correctly using soft evidence, we need to specify fully the conditional probability table P(O j pa(O)), e.g. P(O 5 j C; F) in Figure 13 . Typically, the possible values of the observation variable O are the same as the possible values of one of its parents and the conditional probability distribution is used to model the in uence of the other parents' values on the observation.
Figures 2 and 8 show situations in which the observation (E in both cases) is a child of a single node (S and C respectively). Figures 3 and 10 show situations in which the observation (E in both cases) is a child of two nodes. The two parent nodes are S and SS in the case of Figure 3 and C and CC in the case of Figure 10 .
Consider now the case of the speci cation of the conditional probability for the speed sensor. To update correctly using soft evidence, we need to specify P(E j S; SS). Note We show, by a simple example, that the junction tree algorithm does not treat soft evidence properly. For convenience, we refer to the so-called Hugin variant of the junction tree algorithm, as described, e.g., in Jen95], and use similar terminology.
The skeleton of the argument is as follows. In the junction tree algorithm, messages are passed across separators from clique to clique. Exactly two messages are passed between two cliques (say, C i and C j ), one in each direction, as shown in Figure 14 . The rst message is passed during the DistributeEvidence phase of the method (say, from C i to C j ), the second during the CollectEvidence phase (say, from C j to C i ). Suppose that clique C i contains a node (say, V i ) for which we have a soft nding (say, P(V i )), When C i sends its message to C j , P(C j ) in modi ed (by calibration). After the probability of C j has been fully updated (say, to Q(C j )), C j sends its message to C i , and the probability of C i is modi ed by calibration. In general, letting Q(C i ) be the modi ed probability, we have that P C i nfV i g Q(C i ) 6 = P(V i ), which implies that the soft nding P(V i )
is not treated as evidence. We now present the promised example that establishes our claim that the junction tree algorithm does not handle soft evidence properly. We use the \wet grass" Bayesian network, originally in Pea88], as elaborated in Jen95]. The network is given in Figure 15 , with all variables binary (with values y and n, in that order), P(R) = (0:2; 0:8), P(S) = (0:1; 0:9), and the conditional probabilities in Tables 1 and 2 R S y n y (1,0) (0.9,0.1) n (1,0) (0,1) The junction tree algorithm constructs the junction tree shown in Figure 16 . Suppose that our hard evidence is that Holmes's lawn is certainly dry (i.e., H = n), while we have soft evidence that Watson's lawn, in the form P(W) = (0:7; 0:3). If this soft evidence is absorbed in clique WR and the hard evidence is absorbed in clique HRS, propagation will consist of two messages through the separator R. After the messages are passed, P is updated to Q, and Q(W) = (:4439; :5561) 6 = (:7; :3) = P(W). We have shown that even if soft ndings are absorbed correctly into cliques, the propagation method itself would not respect the evidence characteristics of the ndings.
The reader may wonder why examples such the one above do not also apply in the case of hard evidence. The reason is that it is not possible to enter new evidence that contradicts the evidence already entered, and therefore zero entries are treated in a special way by the junction tree algorithm: zeroes in probability tables remain zeroes after each message. (Cf. Jen95, Lemma 4.1].)
Soft Evidential Update Method
We propose a universal approach (the soft evidential update method) for updating of a joint probability distribution P(V ), where V denotes the set of all variables in the model, in the light of soft evidence, which may correspond to any one of the ve types discussed in Section 3.2.
(1) At rst, one or more (say k) observation variables are de ned as described in in Section 3.2. For each of the k observation variables, the values of probability distribution Q(O i = o i ); i = 1; : : : ; k are provided by the corresponding agent. The values correspond to the soft evidence, e.g. the beliefs that were assigned to the observed events. In the case (3) when a conditional probability distribution is provided by the agent, additional computation is necessary. The formulas are provided below (formulae 2 and 3); further details can be found in Section 5.
(2) The conditional probability distribution P(V n O j O) given the values of the observation variable is computed. 
The described soft evidential update method obeys several nice properties that are discussed in detail in Section 5. In the next two subsections, we present two approaches to an e ective implementation of the soft evidential update method. Both approaches are based on the junction tree algorithm, which is modi ed to make it sound for soft evidential updates. The rst approach requires no changes to the junction tree itself, but iteration on all variables is required. The second approach requires a di erent kind of triangulation, but iteration is localized to a single clique. The reader will recognize that the rst approach is more space e cient, while the second approach is more time e cient.
Iterative Modi cation of the Junction Tree Algorithm
Three steps are involved.
1. Enter hard evidence and propagate normally. Call the resulting distribution Q. Q will be updated repeatedly by the following iterative process. We note that the procedure could, in principle, be implemented as a wrapper around the Hugin shell or other shells that support the virtual evidence method. Care must be taken, because the virtual evidence method requires that likelihoods be entered, rather than probabilities, and therefore soft evidence values must be divided by the appropriate prior probabilities at each cycle.
The Big Clique Algorithm
The big clique algorithm modi es the junction tree algorithm as follows:
1. Build a junction tree that includes all variables for which soft evidence is given in one clique, the big clique C 1 . (These variables may appear in other cliques as well.) 2. Update P(V ) to a distribution P (V ) by executing the junction tree algorithm using only hard evidence. P (V ) is a distributed representation of P(V j hard evidence), in the sense of the remark following Theorem 4.2 in Jen95]: the product of all clique tables divided by the product of all separator tables is equal to P(V j hard evidence).
3. Absorb all soft evidence in C 1 (with the algorithm described in Section 4.4.1). 4. Call the routine DistributeEvidence from C 1 . This routine and the correctness of this step are presented in Section 4.4.2.
Absorption of Soft Evidence
We de ne absorption in the special big clique C 1 as the process by which the joint probability P(C 1 ), is updated to conform to soft evidence on variables A C 1 , where A = fA 1 ; A 2 ; : : : ; A k g. Let Q(C 1 ) be the joint probability after absorption. Then 8i P C 1 nA i Q(C 1 ) = P(A i ), where P(A i ) is the soft evidence on A i ; i = 1; : : : ; k. Absorption of soft evidence in clique C 1 is carried out by using the Iterative Proportional Fitting Procedure (IPFP) and consists of cycles of k steps, one per nding. Each step corresponds to one soft nding. The appropriate formulae are: Q (0) (C 1 ) = P(C 1 ) Q (i) (C 1 ) = Q i?1 (C 1 ) P(A j ) Q i?1 (A j ) where j = (i ? 1) mod k + 1. For a simple example, suppose we have the clique fA; Bg with joint probability as given in Table 3 (all variables are binary). Suppose that soft evidence on variable B is available in the form of P(B) = (.7, .3). We compute the updated joint probability Q(B) in two steps. The result of the multiplication by P(B) is in Table 4 . The result of the division by Q (0) = (:59; :41) is in Table 5 . Note that P fA;BgnfBg Q(A; B) = P(B) = (0.7, 0.3), as claimed. One step of IPFP is su cient when there is only one soft nding. In general, however, several cycles may be necessary for IPFP to converge. See Csi75, Hab74, Vom99] for the proof of convergence in the general discrete case and for bounds on the number of cycles in special cases.
Propagation of Soft Evidence
First, recall that Step 2 in the modi ed junction tree algorithm leads to a distributed representation of the posterior probability of all variables given all A B y n y .56 .03 n .14 .27 hard ndings. Second, observe that the product of the table for the special clique that has absorbed all soft evidence (as done in Step 3) multiplied by the tables for the other cliques and divided by the tables of the separators is a representation of the posterior probability of all variables given the soft evidence and the hard evidence. (Hard evidence had already been absorbed in Step 2).
We now need to restore consistency between the special clique and the other clique. To do so, we propagate from the clique that has absorbed soft evidence using the Hugin DistributeEvidence algorithm, which is described in Jen95, Sect. 4.4.1]. This algorithm has three important properties: (1) it updates the probability tables of the other cliques while it maintains the invariant that the product of the clique tables divided by the separator tables is equal to the joint probability table for all variables in the Bayesian network; (2) it insures local consistency and (Theorem 4.5 in Jen95]) global consistency; (3) it does not disturb hard ndings, because it does not introduce new zeroes.
Finally, observe that the table for the clique that contains all variables for which we have soft ndings is unchanged by a DistributeEvidence call that starts at that clique. Therefore, the result of propagation is to obtain a globally consistent distributed representation of the posterior in which all ndings, hard and soft, hold.
We remark that the big clique algorithm could be simpli ed by removing the DistributeEvidence part from the second step. In other words, it is su cient to carry out one CollectEvidence operation to the special clique (using only hard evidence) and one DistributeEvidence from the special clique (after absorbing soft evidence in the special clique). From this point on, we rede ne the big clique algorithm to be this simpli ed version. Figures 17 and 18 illustrate the CollectEvidence and DistributeEvidence operations. Figure 19 illustrates the operation of the whole big clique algorithm on the lawn example. In this special case, the junction tree is the same as that constructed by the junction tree algorithm (cf. 16), but the order of operations is di erent. In particular, note how the absorption of soft evidence is delayed. The properties of the big clique algorithm are studied furter in Section 5. A B y n y .664 .036 n .102 .198 
Properties of Soft Evidential Update Method

I-projections
Soft evidential updating can be formalized as a constrained optimization task. The goal is to nd a probability distribution such that (a) it satis es all the constraints introduced by di erent types of soft evidence, (b) it optimizes a chosen criterion among all distributions satisfying these constraints. Cheeseman Che83] proposed a method (based on Lagrange multipliers) that nds a joint probability distribution maximizing Shannon entropy over all distributions satisfying given constraints. However, the maximum entropy principle is not suitable for soft evidential update, since it does not take into account any information stored in the joint probability distribution that is going to be updated. We prefer a joint probability distribution that satis es the constraints introduced by soft evidence and that is \close" to the joint probability distribution before updating.
I-divergence (de ned by formula 4 in Section 4.2) may be used as a suitable distance criterion. (Also cf. PV92].) Several arguments against application of this criterion to evidence updating were given in Pea90, GH97]. These arguments are not against I-divergence per se, and we agree with their general tone: misuse of the I-divergence criterion leads to the dreaded \something for nothing" phenomenon, where inappropriate application of general formulae is substituted for the careful modeling of the domain of interest and, in particular, of its dependence structure. Moreover, in Section 5.4 we will show that some of Pearl's conclusions published in Pea90] are erroneous and that his argument against the usage of I-divergence for conditional evidence updating vanishes if the optimization is performed with respect to the second argument of I-divergence. In this context, the notion of I-projections turns out to be useful.
The I 1 -projection of a probability distribution P on a set of probability distributions P is a unique probability distribution that minimizes the I-divergence I(R k P) among all probability distributions R 2 P. The I 2 -projection of P is a unique probability distribution minimizing I(P k R) among all probability distribution R 2 P.
Correspondence of Soft Evidential Update to IPFP
In the case of updating by a single marginal distribution, it does not matter whether the optimization is performed with respect to the rst argument (I 1 -projection) or the second argument (I 2 -projection). There exists a single explicit formula for both I-projections in the case of updating based on single marginal probability distribution KK66]: Formula 1 in Section 4.2. In the case of several marginal probability distributions, the proposed soft evidential update method corresponds to the iterative proportional tting procedure (IPFP) of Deming and Stephan DS40] . Note that in Section 3 we have shown how updating based on either a probability assignment to an arbitrary logical function, or a probability assignment to a probabilistic function can be transformed to updating based on a marginal probability distribution. Therefore the correspondence of soft evidential update to IPFP holds in these cases as well. Next, we will exploit some properties of IPFP to show that the computation of the resulting probability distribution can be decomposed.
Decomposability of Computation
The computation of a distribution that satis es requirements (a) and (b) listed above can be decomposed as it is proposed for the big clique algorithm in Section 4.4. Recall that all variables O i ; i = 1; 2; : : : ; n for which soft evidence is given are included in one clique C 1 ( rst step of big clique algorithm). The absorption of all soft evidence is performed locally in C 1 and then the absorbed evidence is distributed. The key that enables us to decompose the computation is the following lemma.
Lemma 1 Let P(V ) be a given probability distribution and let C and B be Therefore, we have obtained exactly the computation that is performed when the routine DistributeEvidence from C 1 is called (Section 4.4.2), thereby proving that the scheme of big clique algorithm proposed in Section 4.4 computes a distribution that both satis es all the constraints introduced by soft evidence on Q(O i ); i = 1; 2; : : : ; n (a) and minimizes I-divergence with respect to the original probability distribution P, among all probability distribution satisfying the given constraints (b).
Independence Causes Convergence within One Cycle
Next we will show that if all pairs of distinct observation variables are independent in the original distribution then they are independent in the updated distribution as well, and the soft evidential update method requires only one cycle to converge, i.e. only n steps are su cient.
If all n observation variables are pairwise independent we write for i; j = 1; : : : ; n; i 6 = j : O i ? ? O j . This independence in the original distribution can be equivalently written as: P(O 1 ; : : : O n ) = Q n i=1 P(O i ). Recall that using the big clique algorithm the evidence Q(O i ); i = 1; : : : n is absorbed so that we get a probability Q ? C 1 , and it is su cient to iterate on C 1 only (formula 5). We can use Lemma 1 with C = fO 1 ; : : : ; O n g, perform the computations on C, and then extend the result to C 1 as given by formula 6: Q ? C 1 (C 1 ) = P(C 1 n C j C) Q ? C (C) = P(C 1 ) 
After performing n steps, we obtain the distribution Q (n) (O 1 ; : : :
which has the property that Q (n) (O j ) = Q(O j ); j = 1; : : : ; n, and therefore the procedure stops after n steps. It is obvious that i; j = 1; : : : ; n; i 6 = j : O i ? ? O j holds for Q (n) (O 1 ; : : : ; O n ) and thus consequently for Q ? C 1 (C 1 ) and Q ? (V ) as well. If we know it in advance or have veri ed that all n observation variables are pairwise independent in the original probability distribution P, then we need not iterate at all since Q ? can be computed directly using formulae 5, 6, and 7. The reader may now wonder whether it would be appropriate to ensure that the observed variables become independent after update, even when they are not independent in the original distribution. An immediate advantage of this position is that we could always update the big clique C 1 upon receipt of soft evidence on fO 1 ; : : : ; O n g in a single step by performing the following calibration operation, which is the operation done in the case of hard evidence: since no other joint distribution has the required marginals. When the evidence consists of soft ndings, however, the joint marginal distribution Q(O 1 ; : : : ; O n ) is not uniquely speci ed by the observations. The following example shows that forcing independence of the observation variables in the subscribing agent may lead to incorrect results. Imagine that we would like to have an agent that models the age and education levels of U.S. residents. We are only interested in two variables: age (X 1 , with r possible age groups) and education (X 2 , with s possible levels). Each person belongs to one of r s groups. Our agent carried out a small survey and therefore constructed a joint probability distribution P(X 1 ; X 2 ) that models the domain. Our agent now communicates with two other agents that provide it with accurate U.S. Census Bureau information concerning the age groups (Q(X 1 )) and the education levels (Q(X 2 )). By treating the two marginals as independent in the receiving agent, we would compute Q 1 (X 1 ; X 2 ) = Q(X 1 ) Q(X 2 ) and replace P(X 1 ; X 2 ) by Q 1 (X 1 ; X 2 ). This is silly, of course, because the agent would lose all information from the small survey it performed. The agent should instead try to nd another joint probability distribution Q 2 (X 1 ; X 2 ) such that
The marginals from the U.S. Census Bureau agent are respected. Q 2 (X 1 ; X 2 ) is the distribution that is closest to the distribution P(X 1 ; X 2 ). As a measure of distance among distribution, Kullback-Leibler divergence could be used. As early as 1940, W.E. Deming and F.F. Stephen DS40] proposed IPFP for solving such a problem. We propose that our agent does the same. One may argue that the task of this example is rather a model learning or model revision task than an evidential update task. In the context of AEBNs, it is more appropriate to consider this an evidential update task rather than a model revision task, because it may be necessary to carry it out as a routine activity in interagent communication. For example, consider a multiagent system in which there is an agent that is responsible for determining the nature of a coin. Another agent uses information about the coin for decision making. In the receiving agent, the initial marginal belief may be that the coin is (P (Coin = head) = 1=2), but evidence, which in this case is the published value of the coin, may come as P(Coin = head) = 1=3. The next time the receiving agent takes a decision, the evidence may have changed to P(Coin = head) = 2=3, and so on.
In AEBN systems, soft observations are messages from publishing agents and may be dependent when the AEBN graph is not a tree. The correct modeling of dependence in the receiving agent requires knowledge of the AEBN agent graph. A full treatment of this aspect is beyond the scope of this paper, but we mention Bloemeke's work on this topic Blo98].
Soft Evidential Update and CIPFP
In the case of updating by a single conditional probability distribution, it does matter whether the optimization is performed with respect to the rst or the second argument, since we get two di erent distributions. This fact was shown by Cramer in Cra00]. We have already presented the explicit formulae for I 1 -projection and I 2 -projection in Section 4.2 (formulae 2 and 3).
In the case of several conditional or unconditional probability distributions the soft evidential update method corresponds to the conditional iterative proportional tting procedure (CIPFP) of Bock Boc89] . There are two versions of CIPFP depending on whether each step is an I 1 -projection (CIPFP-1) or an I 2 -projection (CIPFP-2). See Cra00] for details. The properties of distributions Q ? 1 and Q ? 2 , the limit distributions of CIPFP-1 and CIPFP-2, respectively, are summarized in the Table 6 . These properties were proved by Cramer in Cra00]. Note that there is an asymmetry, since Q ? 2 generally minimizes neither the I 1 -projection nor the I 2 -projection, despite the fact that in every step the I 2 -projection is computed. However, the important fact is that if there exist a distribution satisfying all required constraints then both versions of CIPFP converge to such a distribution.
Q ? i minimizes minimizes satis es constraints I 1 -projection I 2 -projection given by soft evidence i = 1 yes no yes i = 2 no no yes 
Tom and Mary Go to a Party
This is the example that was analyzed by Pearl in Pea90]. We will use it to show how soft evidential updating can be performed using the approach we propose. We will also show that Pearl's conclusions concerning I-divergence were erroneous. Suppose that we have an initial belief that Tom goes to the party P(T = yes) = p and another initial belief that Mary goes to the party P(M = yes) = q. Initially, we suppose that these two events are independent. Therefore the probabilities corresponding to the beliefs given above uniquely de ne an initial joint probability distribution P(T; M) = P(T) P(M). (See Table 7 .)
We are going to present the example in a slightly generalized way with respect to the example analyzed by Pearl in Pea90]. We allow the evidence to be soft, i.e. we assign a belief v 2 h0; 1i to the information that we get. We do (1) We have got to know that Tom and Mary will not be present at the party together. In this case it seems reasonable to understand the given information as a probability assignment to the logical function T = yes & M = yes. Since we may not be absolutely sure whether the information is right, we assign a probability value v 2 h0; 1i to the event that Tom and Mary will be present at the party together, i.e. Q(T = yes; M = yes) = v. If we were sure that that event can not happen, this probability would be zero.
(2) We obtain a new piece of information: Tom will not go to the party if Mary does. This time the information should be rather understood as a conditional probability distribution. A probability value v 2 h0; 1i is assigned to the conditional event T = yes given M = yes, i.e. Q(T = yes j M = yes) = v:
(add 1) In the rst case we want to update the initial probability distribution P(T; M) so that we get a new probability distribution Q(T; M) for which it holds that Q(T = no; M = yes) = v. As we have already mentioned above, in the case of updating by a marginal distribution, I 1 -projection and I 2 -projection are equivalent. The distribution that minimizes both criteria is given in 
Q(T; M) = P(T; M) P(O) Q(O) (8)
From Thus using formula 8 we obtain the distribution that is equivalent to the Iprojections already given in Table 8 . (add 2) In the second case we want to update the initial probability distribution P(T; M) so that we get a new probability distribution Q(T; M). In this case we require Q(T = no j M = yes) = v. Since (1 ? q)
Recall that in the case of updating by conditional probability distribution the I 1 -projection and I 2 -projection may di er. See Tables 9 and 10, Observe that in this case the procedure corresponds to one step of CIPFP-2. Using the described approach we get the result equivalent to the I 2 -projection of P given in Next we will show that using the minimum I-divergence approach for any 0 p; q; v 1 the probability of Mary going to the party is not increasing. This is just the opposite to what Pearl claims in his paper Pea90]. It is well-known that the I-divergence of two probability distributions is always non-negative. 0 Q(M = yes) which proves that if the updated distribution Q is a I 1 -projection then the value of Q(M = yes) is less than or equal to the corresponding value before updating P(M = yes).
For the distribution that is the result of the approach we propose (corresponding to I 2 -projection) we get
Observe that the marginal probability of Mary going to the party does not change, which corresponds to what seems intuitively correct in this example.
Conclusions and Future Work
Bayesian networks and related graphical probabilistic models (e.g., chain graphs, in uence diagrams and decision networks) have established themselves as a useful tool for constructing intelligent systems. The application of graphical probabilistic models in multiagent systems clearly uncovers the limitations of simple conditioning as an update mechanism. In particular, it becomes necessary to allow update of the beliefs of an agent upon receipt of the beliefs of another agent (what we termed soft evidence in this paper), rather than on traditional, hard evidence.
We demonstrated that soft evidential update is possible in Bayesian networks without abandoning the basic commitments of graphical probabilistic modeling. In particular, we presented a principled way to extend Bayesian network structures with special observation variables in a way that, upon update from hard and soft evidence, the extended network structure correctly encodes the qualitative independence structure of the domain. Moreover, observation variables allow the correct processing of more general types of soft evidence than a collection of soft ndings (single variable marginals).
We demonstrated that it is possible to extend the justly celebrated junction tree algorithm to handle soft evidence. The two extensions presented in this paper are based on a principled application of Je rey's rule and the Iterative Proportional Fitting Procedure (IPFP). IPFP was presented at one time as the \mechanical solution" DZ82] to soft evidential updating. It was noted however that arbitrary and uncritical use of Je rey's rule and IPFP may lead to errors GH97, Pea88, Pea90], and some authors have therefore expressed doubts about the possibility of a general method for soft evidential update. In this case, we believe that in medio veritas (the truth is in the middle) and hope that our paper will convince skeptics that soft evidential update in Bayesian networks is possible. Soft evidence should not be feared as a source of paradoxes and unextricable quandaries.
In order to make an impact in applications, the two extensions of the junction tree algorithm for soft evidential update described in Sections 4.3 and 4.4 should be implemented and their performance should be empirically compared. We expect further work on Agent Encapsulated Bayesian Networks that will clarify the mechanism itself, exploiting Bloemeke's groundbreaking work Blo98], will implement the necessary infrastructure for communication, and will extend the basic mechanism to decision-making and (limited) bi-directional communication.
We also expect work on the implementation and re nement of Conditional IPFP (CIPFP). The intriguing properties of CIPFP, some of which are brie y described in Section 5, warrant more theoretical work. Another line of theoretical investigation is the issue of sequential soft evidence update. While updating with hard ndings (or virtual ndings) may be done sequentially without changing the outcome, soft evidential update must be done concurrently. (Cf. DZ82, BGHK97] .) This is not a major stumbling block for applications, but it may have interesting theoretical rami cations.
The work presented in this paper has a methodological and practical bent. Accordingly, we used a rather plain style, with many illustrations of the concepts introduced, to try to reach a wide audience. The uni ed treatment of modeling for soft evidential update using observation variables should be especially useful for researchers and practitioners in Bayesian networks and open new avenues of application for graphical probabilistic models. Proof. Let P denote the set of all probability distributions de ned on variables from V . The I 1 -projection of a probability distribution P(V ) on a set of probability distributions P, having Q(O i ); i = 1; 2; : : : ; n, as their marginals, was de ned to be the unique probability distribution Since the I-divergence of two probability distributions is always non-negative then all addends can be minimized independently. The rst addend is minimized by the limit distribution Q ? C of IPFP performed on the set C, i.e. R(C) = Q ? C (C)
The other addends are minimized (equal zero) if for every value of x C it holds that R(B n C j x C ) = P(B n C j x C )
The formulae 12 and 13 imply that the I 1 -projection Q ? is equal to R 2 P such that R(V ) = Q ? C (C) P(B n C j C) which proves the statement of the lemma.
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