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ABSTRACT 
Given a nonnegative diagonal matrix D, how do we find a column y such that 
the augmented matrix [Dly] has a prescribed set of singular values? (Conditions for 
existence are known.) This question is shown to lead to a system of linear equations 
with an interesting matrix, some of whose properties are studied. 
1. INTRODUCTION 
Given natural numbers m, n, p, 9 with m ? p and n > 9, and given nonnega- 
tive real numbers /?I > B2 1 . . . L Brnin{m,n) and (111 > oz 1 . . . 1 ~min(p,yl, it 
is well known [8] that if 
k = 1,2, . . . , min(p, q}, 
ak 1 bk+n-p+n-y 1 k = 1,2, . . . , minlp + 9 - m, p + 9 - nl, 
then any matrix A E Cf 1x’/ with the cr’s as singular values can be augmented 
to a matrix B E Cm’” with the /3’s as singular values (these “interlacing” 
inequalities are in fact also necessary for this purpose). 
To prove this statement, it is easy to see that we may restrict our attention 
to the case m = n+l, p = 9 = n (the general case follows by induction). Thus, 
it is enough to prove that, if A E CnXn has singular values (~1 > cxs 1 . . . 2 an 
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and Bl > al ~82 > (~2 > . . . > Bn s G, then there exists z E Cnxl such that 
B = [A]z] has fir, /32, . . . , Bn as singular values. 
We are concerned here with the actual construction of the column z, 
granted its existence. 
Let D = diag(ar,az, . , a,), and let U and V be n x n unitary matrices 
such that UAV = D. If we can find y E Cnxl such that [Dly] has the /I’s as 
singular values, then .z = U*y will solve our problem. 
So we turn our attention to the column y = [yr yz . . . y,]‘. It is clear 
that we may assume the cr’s to be all distinct (if ai = ai+r, just take y i = 0). 
Denote by S the set of columns y E Cnxl such that B(y) := [Dly] has singular 
values i% , t92, . , A. 
2. DESCRIPTION OF THE SET S 
Let y E S. We proceed to use a technique analogous to that in [7, Property 
91. 
Since the sum of the squares of the singular values of a matrix is equal to 
the sum of the squares of the absolute values of its elements, we have 
&j = &Y; + 2 ,Yj12, 
j=l j=l j=l 
or 
If we do the same for the second compound of B(y), we get, after rearranging, 
n 
x(X 1 a? lYj,2 = c (/q/3,” - c+j”>~ j=l i#j lsi<jsn 
Continuing in this way with the successive compounds of B(y), we obtain a 
system of linear equations in ]yr12, ]y212, . . . , 1~~1~. To write it down, we need 
some notation. 
For each n x 1 column x = [xl ~2 . . . x,]r, we denote by 1x1 the column 
UXll IQ .‘. I~nll T, and by x2 the column [xf xi . . . x3]‘. Also, for each k E 
[O, 1, . , n), ok(r) is the kth elementary symmetric function of x1, . . . ,x,, 
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and we write a(r) for the column [al(x) as(x) . . . a,,(~)]~. Denote also by 
J,,(X) the Jacobian matrix of the ok(x), that is, Jn(x) = [aoi/axj]. If we use oi;’ 
for the kth elementary symmetric function of xl, . , xj_1, xj+l, . . . . x,, then 
the (i. j) element ofJ,,(x) is just a~~,(~). With this notation, the system men- 
tioned above is 
J&2) jyf = a(/?“> -a@“) . (1) 
The determinant of the matrix Jn (x) is easily computed, and is equal to 
I-I (xi -Xj> 
icj 
[l; 6, pp. 15&151]. Therefore, since ~1 > .. > a, > 0, J,((r2) is nonsingu- 
lar. 
Note that, if y belongs to S, then so does Wy for any diagonal unitary 
matrix W, because B(Wy) = W . B(y) (W* @ 1). Since every y E S must 
satisfy the system (l), it foll ows from the nonsingularity of J,(cz2) that, if z 
satisfies (l), then lz] = ) y 1. Any such z must therefore belong to S. 
We have shown that S is precisely the set of y E Cnxl satisfying (l), and 
that lyl is constant on that set. Clearly there is one and only one solution with 
nonnegative coordinates, and to know that one is to know them all. 
3. REMARKS ON THE MATRIX], 
It is something of a surprise to find the matrix Jn in connection with our 
singular value problem. Jn and its determinant are important mathematical 
objects. They appear naturally, for example, in the proof of the independence 
of the elementary symmetric functions. They play a role in the determination 
of the degree of the map sending a list of complex numbers to the manic 
polynomial having them as roots [I]. And of course one might think of using 
Jn in the simultaneous computation of all the roots of a polynomial using New- 
ton’s method. The explicit inverse of],, is available (see the next section). But 
this would hardly be more than a nice exercise: apart from working only for 
polynomials with distinct roots, the algorithm would be far from competitive. 
4. INVERTING Jn 
If X] ) . . . , x, are pairwise distinct, then J,,(r) is invertible. It is not difficult to 
find its inverse. Recall that J,,(X) = [a/ii(r)]. 
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For each j E (1, . . . , n}, denote by fj (t) the manic polynomial with roots 
Xl,..., Xj-l~Xj+l9 ...9 x,, that is, fj(t) = nhzj (t - xh). Then, using the relation 
between the coefficients of a polynomial and its roots, we have 
fj(t) = ~(-IL)k-lO~_l(X) tnpk . 
k=l 
It follows that, for all i, j E { 1, . . . , n), 
k=l h#i 
where 6ij is Kronecker’s delta. This means that J;l(x) = [aij], where 
n-j 
aij = (_l)j-1 ‘i 
&pi(Xi -Xh) ’ 
We remark that (2) can also be used to obtain at once the inverse of the 
Vandermonde matrix V,(x) := [xi:‘]. Rewriting (2) as 
k=l h#i 
we immediately get V;‘(x) = [bij], where 
i 
bij = (-l)“-j nh+2ii xh) . 
The inverse of V,,(x) is well known. 
Jn(x) and V,(x) are close cousins. They have the same determinant. And 
the expressions just written for their inverses allow us to obtain explicit rela- 
tions between the two matrices. 
Denote by A the n x n diagonal matrix whose diagonal elements are 
fi(Xi) = n/+(Xi - Xh), i = 1,. . .) n, and put E = [(-l)j-18i,n-j+i]. Then 
we have shown that 
j;‘(x) = A-’ . V,‘(r) . E . (3) 
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5. ON THE CONDITIONING OF Jn 
It is natural to investigate the condition number of Jn (x), and its behavior for 
varying x and n. 
We do not intend to initiate here such a study, but only to make some 
remarks to the effect that the conditioning ofJn is related to that of V,,. The 
latter has been the object of several studies, mainly by W. Gautschi [251. A 
few of the results obtained for V,, by this author also apply to Jn. And some 
numerical experiments with random x suggest a close relation between norms 
and condition of the two matrices. The matter seems worthy of further study. 
For’1 5 p ( 00, we write condr, A = ]lA]lr, llA-llll, , where 11 . lip denotes 
the norm induced in the space of n x n matrices by the vector p-norm. 
An example of a result concerning the conditioning of V,, is that, for non- 
negative xi, . . . , x,, one has 
inf cond, V,,(x) > 2”-’ , all n > 2 
r (4) 
[4, Theorem 2.11. V,, is therefore in general an ill-conditioned matrix 
Returning to arbitrary X, from (3) we get 
condp Jn (x) I condl, A condpV,T (x) = an(x) condyVn (x) 
where 9 = p/(p - 1) and 
mw Ifi(-wi)l 
@n(x) = . 
mm Ifi ’ 
In the same way we get 
1 
condpJ,(x) L - 
% 6) 
condyV,, (x) . 
These estimates may give no information at all: for example, if n = 3 and 
x1 = 2, x2 = 1 + E, xs = 1, E small, then Q,(X) = E-I. If we know upper and 
lower bounds for the distances [xi - xj 1, then of course we can bound an (x): 
if~uIIxi-xjIIvforalli,j,with~>O,then 
w n-l 
(-> 0 
n-1 
V 
5Qn(x>i f . 
An interesting case occurs when the xi are real and equally spaced, say, 
without loss of generality, xi = X, + (n - i)r, i = 1,. . . , n - 1. Then 
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fi(xi) = ?-lpi, where pi := &+(i - h). It follows that Q,(X) does not 
depend on the spacing r and can be computed exactly. 
Denote by [f] the greatest integer not exceeding c, and use the notation 
Cc for the binomial coefficients. Clearly pi is maximal when i = I or n, with 
pr = p, = (n - l)!. For the minimum, we remark that pi decreases as i 
increases from 1 to [(n + 1)/2] ( or d ecreases from n to [(n + 1)/2]). Then the 
minimum Of pi is (((n - 1)/2]!)” ‘f 1 n is odd, and (n/2)!(n/2 - l)! if n is even. 
It follows that 
@f&(x) = C;(;!1,,2, . 
Example of application: from (4) we get that, for equally spaced nonneg- 
ative xl,. . . ,x,, 
inf condl],(x) > 
CJn-1 
r 
c;(;;‘,,,z, 
, all n 1 2 . 
It is not difficult to show that the right-hand side tends to +oo with n. 
More precisely, using Stirling’s formula we can see that the right-hand side is 
asymptotic to dw. 
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