Notions of (pointwise) tangential dimension are considered, both for subsets and measures of R N . Under regularity conditions (volume doubling), the upper resp. lower dimension at a point x of a measure µ can be defined as the supremum, resp. infimum, of local dimensions of the measures tangent to µ at x. Moreover, we introduce and study the notion of tangent space of a closed subset X of R N at x as the collection of its tangent sets at x, defined as suitable (Attouch -Wets) limits of dilations of X around the point x. Then, under regularity conditions, the upper, resp. lower, tangential dimensions of X at x can be defined as the supremum, resp. infimum, of box dimensions of the sets tangent to X at x. Our main purpose is that of introducing a tool which is very sensitive to the "multifractal behaviour at a point" of a set, resp. measure, namely which is able to detect the "oscillations" of the dimension at a given point, even when the local dimension exists, namely local upper and lower dimensions coincide. These definitions are tested on a class of fractals, which we call translation fractals, where they can be explicitly calculated. In these cases the tangential dimensions of the fractal coincide with the tangential dimensions of an associated invariant measure, and they are constant, i.e. do not depend on the point. However, upper and lower dimensions may differ. Moreover, on these fractals, these quantities coincide with their noncommutative analogues, defined in a previous paper [9] , in the framework of Alain Connes' noncommutative geometry.
Introduction.
Dimensions can be seen as a tool for measuring the non-regularity, or fractality, of a given object. Non-integrality of the dimension is a first sign of non-regularity. A second kind of non-regularity is related to the fact that the dimension is not a global constant. This may happen in two ways: either the dimension varies from point to point, or it has an oscillating behavior at a very point. Indeed dimensions are often defined as limits, and an oscillating behavior means that the upper and lower versions of the considered dimension are different. Our main goal here is to introduce a local dimension that is able to maximally detect such an oscillating behavior, namely for which the upper and lower determinations form a maximal dimensional interval. With this aim, we shall define the upper and lower tangential dimension for a metric space and for a measure. We mention at this point that such dimensions, which are presented here in a completely "classic" way, have been introduced first for noncommutative spaces [9] , where their definition is purely noncommutative, depending on the oscillating behavior of the eigenvalues of the Dirac operator, which may imply that the traceability exponents form an interval, rather than a singleton.
The name tangential is motivated here by the fact that, under suitable hypotheses, such dimensions are just the supremum, resp. infimum, of the local dimensions for the tangent objects for the given space or measure. The notion of tangent measure is well known in the literature, and we refer the reader to [14] . The notion of tangent set for a metric space, inspired by the concept of microset of Furstenberg [6] is developed here in a completely independent way. However, when this paper was already finished, we were informed that similar or equivalent notions already existed in the literature [2] . The idea, which we develop here for closed subspaces of R n , consists in associating to every such subspace all the limit points of the curve of its dilations, for the dilation parameter going to infinity, taken in an appropriate topology (the Attouch-Wets topology [3] ). Generalizations of the notion of tangent sets to more general spaces will be studied in [11] We are able to compute tangential dimensions for a class of fractals, the so-called translation fractals, showing that the dimensional interval, namely the interval determined by the upper and lower tangential dimensions, may be arbitrarily large, even if the upper and lower local dimensions and the local Hausdorff dimension all coincide.
Translation fractals are generated by countably many similarities, or, more precisely, by countably many (finite) sets of similarities, any such set giving rise to a map w n on the compact sets of R n , as for self-similar fractals. The word translation stands for the fact that the dilation parameters of the similarities belonging to the same finite set all coincide, giving rise to many local isometries of the fractal. We also assume Open Set Condition with countable ramification, a condition which is intermediate between OSC and strong OSC. The translation fractal is defined as the Hausdorff-limit (indeed a countable intersection) of the sequence F n = w 1 · w 2 · · · · · w n V . As a first example of fractals in our class we mention a family of fractals considered in [12] . They are constructed as follows. At each step the sides of an equilateral triangle are divided in q ∈ N equal parts, so as to obtain q 2 equal equilateral triangles, and then all downward pointing triangles are removed, so that q(q+1) 2 triangles are left. Setting q j = 2 if (k − 1)(2k − 1) < j ≤ (2k − 1)k and q j = 3 if k(2k − 1) < j ≤ k(2k + 1), k = 1, 2, . . . , we get a translation fractal with dimensions given by δ = log 3 log 2 < d = d = log 18 log 6 < δ = log 6 log 3 , where δ, δ, d, d denote the lower tangential, the upper tangential, the lower local and the upper local dimensions. The first four steps (q = 2, 3, 3, 2) of the procedure above are shown in Figure 1 . The procedure considered above can, of course, be applied also to other shapes. For example, at each step the sides of a square are divided in 2q + 1, q ∈ N, equal parts, so as to obtain (2q + 1) 2 equal squares, and then 2q(q + 1) squares are removed, so that to remain with a chessboard. In particular, we may set q j = 2 if k(2k+1) < j ≤ (2k+1)(k+1) and q j = 1 if k(2k−1) < j ≤ k(2k+1), k = 0, 1, 2, . . . , getting a translation fractal with dimensions given by δ = log 5 log 3 < d = d = log 65 log 15 < δ = log 13 log 5
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The first three steps (q = 1, 2, 1) of this procedure are shown in Figure 2 .
Figure 2: Modified Vicsek
Finally we mention that the tangential dimensions for a metric space are indeed defined in a completely general manner, without any reference to the tangent sets. The possibility of interpreting such dimensions as inf, resp. sup of the local dimensions of the tangent sets at the given point is possible, at the moment, only for fractals in R n , where tangent sets are defined, and under a sufficient condition of regularity.
Also the tangential dimensions for measures are defined in full generality. For a measure in R n , the volume doubling condition implies that such dimensions are equal to the inf, resp. sup of the local dimensions of the tangent measures at the given point.
From the technical point of view, the tangential dimensions of a metric space at a point x can be expressed as 
where g is a log-scaled version of the minimum number of balls of radius λr which are necessary to cover the ball of radius r and center x (cf. (2.4)). The inf, resp. sup of the local dimensions of the tangent sets at the given point can be written as
Under the regularity assumption, the coboundary of g, dg
, is a bounded function, and this is sufficient for the equality of (1a) with (2a) and of (1b) with (2b).
In the case of measures, the tangential dimensions at a point x are expressed exactly as in (1), where g is replaced by the coboundary df (t, h) = f (t+h)−f (t), and f is a log-scaled version of the volume of the ball of radius r and center x. Under the volume doubling condition, the inf, resp. sup of the local dimensions of the tangent measures at the given point can be written as in (2) . Moreover, in this case, dg = d 2 f = 0, hence is bounded, therefore the equalities follow as above.
We conclude this section mentioning that the tangential dimensions, as expressed by the formulas above, come from an attempt of translating in the commutative setting the definition we gave in [9] in the framework of noncommutative geometry [4] . In this setting one may call (metric) dimension of a noncommutative space any positive number which produces a geometric measure functional for the (noncommutative) algebra of functions. We proved that such dimensions form an interval, and showed that its extreme points can be expressed via formulas very similar to those we propose here as tangential dimensions. Therefore in the noncommutative framework tangential dimensions are extremal dimensions by definition.
The translation fractals we study here can also be studied from a noncommutative point of view, and commutative and noncommutative tangential dimensions coincide. This follows for translation fractals in R simply comparing the formulas given in [9] and those given here. The analysis of translation fractals in R n and their tangential dimensions from a noncommutative point of view is contained in [10] .
2 Tangential dimensions of a metric space
Preliminaries on hypertopologies
We recall some notions on hyperspace topologies on a metric space (X, d). Denote by Cl(X) the set of non-empty closed subsets of X, and by Cl ∅ (X) := Cl(X) ∪ {∅}, and set d(x, E) := inf{d(x, a) : a ∈ E}, x ∈ X, E ∈ Cl(X),
Denote by Comp(X) the set of non-empty compact subsets of X and by Comp ∅ (X) := Comp(X) ∪ {∅}. Let us denote by B(E, r) := {y ∈ X : d(y, E) < r}, B(E, r) := {y ∈ X : d(y, E) ≤ r}, for E ∈ Cl(X), r > 0, and set B(∅, r) ≡ B(∅, r) = ∅; set B(x, r) := B({x}, r), B(x, r) := B({x}, r), for x ∈ X, r > 0. Introduce the so-called excess function
Definition 2.1. The Hausdorff distance between E and F ∈ Cl ∅ (X) is d H (E, F ) := max{e(E; F ), e(F ; E)}. It defines a topology on Cl ∅ (X), as the next Theorem shows, which we call Hausdorff topology, and denote by T H .
Theorem 2.2.
(iii) The topologies induced on Cl ∅ (X) by d H and h coincide.
Proof. It is an easy modification of arguments in Section 3.2 of [3] .
Now we recall some notions on the Attouch-Wets hypertopology. (i) The topology induced by the metric
where ω ∈ X is arbitrary, but fixed.
(ii) The topology generated by the family of open neighbourhoods
(iii) The topology generated by the family of open neighbourhoods U ω,r,ε (E) := {F ∈ Cl ∅ (X) : F ∩ B(ω, r) ⊂ B(E, ε), E ∩ B(ω, r) ⊂ B(F, ε)}, where ω ∈ X is arbitrary, but fixed, r > 0, ε ∈ (0, 1), E ∈ Cl ∅ (X).
(iv) The topology generated by the family of open neighbourhoods U B,ε (E) := {F ∈ Cl ∅ (X) : F ∩ B ⊂ B(E, ε), E ∩ B ⊂ B(F, ε)}, where B is a bounded subset of X, ε ∈ (0, 1), E ∈ Cl ∅ (X).
Proof. The proof is adapted from [13] Theorem 1.2. Let (E n ) n∈N be a sequence in Cl ∅ (X). Fix ω ∈ X, and denote by B r := B(ω, r), r > 0. As
) for every k and we find a subsequence converging in the Hausdorff metric. By a standard diagonal argument we can find a subsequence {E ni } i∈N such that {E ni ∩ B k+ 1 2 } i∈N converges to
We will show that T AW − lim i→∞ E ni = F . Let us first note that
, for all i > i ε . Let y iν be a subsequence converging to y ∞ ∈ B k+ 1 2 . From Proposition 2.5, y ∞ ∈ F k , so that d(x, F k ) ≤ ε; as ε > 0 is arbitrary, and F k is closed, x ∈ F k . The conclusion follows.
We now prove that E n k → F . According to the previous Theorem, we have to show that, for any k ∈ N, 
and the latter tends to 0 as i → ∞. Thus we have proved that every sequence in (Cl ∅ (X), T AW ) has a converging subsequence.
In the following subsections we will need the following characterisation of T AW -convergence.
Proof. (⇒) (i) Let x ∈ E, and, for any k ∈ N, let n k ∈ N be s.
j ≤ ε, and the thesis follows.
(ii) Let {n k } ⊂ N, x k ∈ E n k be as in the statement. Let ε > 0, and let
(⇐) We must show that, for any closed ball (hence compact) B, any ε > 0, there is n B,ε ∈ N s.t. E ∩ B ⊂ B(E n , ε), E n ∩ B ⊂ B(E, ε), n ≥ n B,ε .
As E ∩B is compact, there are a 1 , . . . ,
As for the second inclusion, let us assume, on the contrary, that, for Definition 2.9. Let X be a closed set in R N , x ∈ X. A tangent set of X at x is any limit point, λ → ∞, of D λ x (X) in the Attouch-Wets hypertopology. Let us denote by T x X the family of tangent sets of X at x. A tangent ball of X at x is any ball centered in x of some tangent set T ∈ T x X. Remark 2.10.
(i) A tangent set cannot be empty, since it necessarily contains x. Moreover, the definition makes sense also if x ∈ X; in this case the only tangent set is the empty set. Besides, T x X cannot be empty, since it contains the emptyset.
(ii) If X is a manifold, the tangent set at x is unique and coincides with the ordinary tangent space seen as an affine subspace of R N .
(iii) The family T x X is dilation invariant. Indeed, if T is a tangent set of X at x given by the converging sequence D (iv) The sets T x X were also introduced in [2] and called the scenery of X at x.
We conclude this subsection by computing explicitly the tangent space of a self-similar fractal at the points which are invariant for some of the dilations generating the fractal.
We first need a simple lemma.
Lemma 2.11. Let λ ∈ (0, 1), T ∈ T x X. Then there exists an N-valued sequence n k and a constant c ∈ [1, 1/λ] such that
Proof. Let us denote by [·] the integer part, and by {·} the fractional part of a real number. If
log r m log 1/λ has limit points. Assume that lim k
Setting c = λ −h we get the thesis. Indeed, set
, and take
where the second containment follows from D
is proved in the same way.
Let F be a self-similar fractal, w one of the generating similarities, x = wx. Choosing orthonormal coordinates centered in x, w is linear, hence we may take its polar decomposition w = SD λ x .
Theorem 2.12. The tangent space T x F consists exactly of all dilations of the elements of
where
Proof. By Lemma 2.11, and the fact that D c x is T AW -continuous, it is enough to show that Ω coincides with
Let us observe that w −n F is an increasing sequence of closed sets, therefore, by Corollary 2.8, it
Possibly passing to a subsequence, we may assume S n k converges to some T . Taking the limit for k → ∞, we get G = T (Z), namely G ∈ Ω. The opposite inclusion is proved in the same way.
Remark 2.13. In the previous theorem, the tangent sets in T x F are described by two parameters, the dilation parameter and the isometry T . Clearly, if the similarity w is a pure contraction, only the dilation parameter remains. In a sense this example shows that the higher is the regularity of the set (around the point x), the smaller is its tangent space. In the case of the Sierpinski triangle S, the explicit description of the tangent set to a point x can be extended easily to all points which are obtained by applying a product of similarities to one of the three extremal points of S.
Tangential dimensions in R N
Let (X, d) be a metric space. For any E ⊂ X, denote by n(r, E) ≡ n r (E), resp. n(r, E) ≡ n r (E), the minimum number of open, resp. closed, balls of radius r necessary to cover E ∈ Cl ∅ (X), and by ν(r, E) ≡ ν r (E) the maximum number of disjoint open balls of E of radius r contained in E.
Definition 2.14. Let (X, d) be a metric space, E ⊂ X, x ∈ E. We call upper, resp. lower tangential dimension of E at x the (possibly infinite) numbers
Proposition 2.15. Nothing changes in the previous Definition if one replaces
n with ν or with n, or E ∩ B(x, r) with E ∩ B(x, r). Moreover, if E is closed in X, one can replace E ∩ B(x, r) also with E ∩ B(x, r).
Proof. The statements about ν and n follow from n 2r (E) ≤ ν r (E) ≤ n r (E) (see e.g. [7] ) and
, if E is closed, follow the other statements.
We want to give a geometric interpretation of the (lower and upper) tangential dimensions in the case of closed subsets of R N . We need some auxiliary results. (
Proof. Fix ω ∈ X, and denote B r := B(ω, r), B r := B(ω, r), r > 0.
(i). Since n r is integer valued, the statement is equivalent to: 
(ii). Let us first observe that, for any fixed E ∈ Cl(X), the function R ∈ (0, ∞) → n r (E ∩ B R ) is right continuous. Indeed E ∩ B R0 = ∩ R>R0 E ∩ B R , hence it follows from Proposition 2.5 that
Therefore ∃α > 0 such that n(r, E ∩ B R+α ) = n(r, E ∩ B R ). Now, as in (i), we take an optimal covering Ω with n(r, E ∩ B R ) balls of radius r of E ∩ B R+α , and set β = d(E ∩ B R+α , ∂Ω). Setting ε = α ∧ β, we obtain, for any F ∈ {F ∈ Cl ∅ (X) :
The thesis follows, since {F ∈ Cl ∅ (X) :
is open in the Attouch-Wets topology. (iii). Let p ∈ N, and B be the family of compact subsets of X which are contained in the union of at most p closed balls of radius r. We have to prove that B is closed in (Cl ∅ (X), T H ).
Indeed, let {J n } ⊂ B, J n → J 0 in T H , and let us prove that J 0 ∈ B. We can assume that, ∀n ∈ N, d H (J n , J 0 ) < 1, and set K := B(J 0 , r + 1), which is a compact subset of X. Let {x n1 , . . . , x np } ⊂ K be s.t. J n ⊂ ∪ p j=1 B(x nj , r). As K is compact, passing to a subsequence p times, we can assume that lim n→∞
Therefore, from the arbitrariness of ε > 0, we obtain
where F := {1, . . . , p} N . Let us set
. . .
where ⊔ means disjoint union, and
B(x j , r),
Let {E n } ⊂ B, E n → E in T AW , and let us prove that E ∈ B. Observe that, using Proposition 2.5,
. Therefore, using the lower semicontinuity of n r , we find α > 0 such that
B(x nj , r). As B R is compact, passing to a subsequence p times, we can assume that lim n→∞ x nj = x j ∈ B R , for j = 1, . . . , p. Let 0 < ε < α, n ε ∈ N be s.t., for all n ∈ N, n > n ε , we have E ∩ B R ⊂ B(E n , ε), and d(x nj , x j ) < ε, for j = 1, . . . , p.
Then
Therefore, arguing as in (iii), we obtain that
which is what we had to prove.
The following formulas hold:
Proof. Let us denote by B r := B(x, r), B r := B(x, r), r > 0. Let T ∈ T x X and assume
where the inequality follows from Proposition 2.16 (ii). Hence,
Moreover,
where the second inequality follows from Proposition 2.16 (iv). From the arbitrariness of T ∈ T x X, we get
where the first equality follows from Remark 2.10 (iii), while the last inequality follows from inequality (2.2). Using n λ (Ω) ≤ n λ/2 (Ω), we conclude. The proof for δ x is analogous.
Local dimensions of tangent spaces
There is another notion of dimension naturally associated with the tangent space. One may indeed take the infimum, resp. supremum, of the lower, resp. upper, box dimension of the tangent balls at a given point. We give below a sufficient condition for them to coincide with the tangential dimensions defined above. However, this equality does not hold in general, as example 2.33 shows. Let X be a closed subset of R N , x ∈ X. We shall consider the following.
Assumption 2.18. There exist constants c ≥ 1, a ∈ (0, 1] such that, for any r ≤ a, λ, µ ≤ 1, y, z ∈ B X (x, r) := X ∩ B(x, r),
Let us observe that the previous inequality is trivially satisfied when µ ≥ 1. Now we set g(t, h) = log n(e −(t+h) , B X (x, e −t )).
Clearly h → g(t, h) is non-decreasing for any t. The tangential dimensions can be rewritten as
Let us recall some notions of dimension of the space X. The lower and upper box dimensions of X are
while the (lower and upper) local (box) dimensions of X at a point x are defined as
Remark 2.19. Observe that we obtain the same definition if we replace n with ν or with n, and/or X ∩ B(x, r) with X ∩ B(x, r) or with X ∩ B(x, r). The proof is the same as that of Proposition 2.15. The local dimensions can be rewritten as
We define the "coboundary" of g as the three-variable function
and note that g is a "cocycle", namely dg = 0, if and only if g(t, h) = g(0, t + h) − g(0, t), namely if it is a coboundary where, given t → f (t), we set df
We shall show that our assumption implies a bound on dg.
Lemma 2.20. The following inequality holds:
n(λµr, B X (y, λr)).
Proof. Let us note that we may realize a covering of B X (x, r) with balls of radius λµr as follows: first choose an optimal covering of B X (x, r) with balls of radius λr, and then cover any covering ball optimally with balls of radius λµr. The thesis follows.
Let us recall that the function ν(r, B X (x, R)), denotes the maximum number of disjoint open balls of X of radius r centered in the open ball of center x and radius R of X.
Lemma 2.21. The following inequality holds:
ν(λµr, B X (y, λr)).
Proof. Indeed we may find disjoint open balls of X of radius λµr centered in B X (x, r) as follows: first find a maximal set of disjoint open balls of X of radius λr centered in B X (x, r), and then, for any such ball, find a maximal set of disjoint open balls of X of radius λµr centered in it. This implies the thesis.
Lemma 2.22. Let X be a subset of R N . Then, for any λ ≤ 1, there exists a constant K λ such that
Equivalently, for any h ≥ 0, there exists a constant K ′ h such that
Proof. Since (cf. e.g. [7] ) the inequality
holds, we get
where we used the dilation invariance of R N in the last equation, and omitted the irrelevant reference to the point x in the last term. Proof. Let us observe that it is enough to find a bound for t, h, k sufficiently large. By the assumption and Lemma 2.20, n(λµr, B X (x, r)) ≤ n(λr, B X (x, r)) sup y∈BX (x,r) n(λµr, B X (y, λr)) ≤ cn(λr, B X (x, r))n(λµr, B X (x, λr)).
Therefore, if we set r = e −t , λ = e −h , µ = e −k , we get,
Let us now find a bound from below. By Lemma 2.21, the inequalities (2.5), and assumption 2.3, we get,
n(2λµr, B X (y, λr))
As a consequence,
The result follows if we show that g(t, h + log 2) − g(t, h) is bounded from above. Indeed, by the upper bound (2.6), and Lemma 2.22,
Some results below on the function g only depend on the fact that g is non-decreasing in h and dg is bounded.
Lemma 2.24. Let g(t, h) be non-decreasing in h and such that |dg(t, h, k)| ≤ S, for t, h, k > 0. Then
Proof. A straightforward computation gives
The thesis follows. (ii) The following inequalities hold:
Proof. (i). Let us set g(h) = lim inf t→∞ g(t, h). Then, by eq. (2.7), we get
Therefore
Taking the lim inf s→∞ , we get
Then we take the lim sup r→∞ , and obtain lim inf
which proves the existence of lim h→∞ lim inf t→∞ g(t,h)
h . The existence of the other limit is proved analogously.
(ii). Since g is non-decreasing in h, for any κ > 0 we have
Then, again by eq. (2.7), we get
Taking the lim inf on n ∈ N we get (ii) The following inequalities hold:
Proof. Both assumptions follow directly by the previous Proposition.
Lemma 2.27. Let λ n → 0 be a sequence such that D
1/λn x
X converges to T in the Attouch-Wets topology. Then, Recalling Proposition 2.15 and Remark 2.19, and taking the lim inf for r → 0 we get the equalities (2.11), taking the lim sup for r → 0 we get the equalities (2.12).
Theorem 2.28. Under the Assumption 2.18,
14)
The proof requires some steps. In the following κ is a given positive number, and we set p(t, h) = g(t, h)/h.
Lemma 2.29. Let us define
Proof. Let us observe that if L = lim sup x→∞ f (x), we have
Then, setting 
Finally,
from which the thesis follows.
Lemma 2.30. Let g(t, h) be non-decreasing in h and such that |dg(t, h, k)| ≤ S, for t, h, k > 0, and definẽ
∈Ṽ , hence there exists h ∈ κN such that supṼ d1 h < +∞, namely ∃t : ∀t > t, ∃j t ∈ κN, j t ≤ h : p(t, j t ) ≤ d 1 .
(2.15) Also, d 2 ∈ V , hence we may findh ∈ κN such that sup V d2 h = +∞ and so large thath
Therefore we may find t 0 > t such that p(t 0 ,h) > d 2 . By equation (2.15), we can now construct inductively a sequence j i ∈ κN, j i ≤ h, such that, setting
Now, by equation (2.7), one gets
The thesis follows. Proof. The first inequality is obvious. We shall prove the second. For any given κ > 0, let d < supṼ . Then supṼ d = +∞, i.e. there is {h n } ⊂ κN, h n → ∞, such that supṼ d hn = +∞. It is not restrictive to assume h n > n. Correspondingly we find sequences t nk → +∞ for k → ∞ such that
Proposition 2.31. Let g(t, h) be non-decreasing in
Again, it is not restrictive to assume t nk > k. Now we explicit the dependence on d, setting h np for the sequence h n associated to d = supṼ − 1/p, and t nkp for the sequence t nk corresponding to the same d. We have
Since we assumed h np > n, this implies
Setting t n = t nnn , we have t n > n hence t n → ∞, and lim inf
Then, by the proof of Proposition 2.25 (ii), and Lemma 2.30, we have, for any h ∈ κN,
Finally we observe that the function g(h) defined as g(h) = lim inf n g(t n , h) is increasing, therefore, if [·] denotes the lower integer part, we get g(h) ≤ g(
and the thesis follows.
Proof of Theorem 2.28. We only prove part (ii), the proof of part (i) being analogous. Denote by B r := B(x, r), r > 0. Let us observe that the property satisfied by the sequence t n → ∞ described in the previous Proposition remains valid for any subsequence. We may therefore assume that t n produces a tangent space, namely D e tn x X converges to a tangent set T in the Attouch-Wets topology. Then, by Lemma 2.27 and Proposition 2.31, for any κ there exists a tangent set
Since T x X is globally dilation invariant, and the box dimensions are dilation invariant, for any tangent set T and any r > 0 there exists a tangent set S for which
A counterexample
Lemma 2.32. Let {a n }, {b n } be subsequences of {e −n 2 } n∈N , which are definitely disjoint, i.e. such that there is n 0 ∈ N for which {a n : n > n 0 } ∩ {b n : n > n 0 } = ∅. Then the set of limit points of { an bn } is contained in {0, +∞}. Proof. Assume, by contradiction, that there are λ ∈ (0, ∞), {n k } ⊂ N and increasing, such that
e. {a n } and {b n } are definitely equal, which is absurd. 
Proposition 2.36 will show that δ
Let {λ n } ⊂ (0, ∞) be an increasing diverging sequence. 
at most for a k ∈ N ∪ {∞}.
Proof. Let us set
Assume, by contradiction, there there are h, k ∈ N, h < k, such that E h , E k = ∅, that is, there are v ∈ S h , w ∈ S k , t h , t k > 0 such that t h v ∈ T , t k w ∈ T . It follows from Lemma 2.7 that there are n 0 ∈ N, x n , y n ∈ F , n ≥ n 0 , s.t. λ n x n → t h v, λ n y n → t k w. As d(t h v, t h z) ≥ t h h 3 , for any z ∈ ∪ j∈N∪{∞} S j , z = v, there must be n 1 ∈ N, n 1 ≥ n 0 , s.t. λ n x n ∈ {tv : t > 0}, n ≥ n 1 , so that x n ∈ {tv : t > 0} ∩ F , n ≥ n 1 . Similarly, there is n 2 ∈ N, n 2 ≥ n 0 , s.t. y n ∈ {tw : t > 0} ∩ F , n ≥ n 2 . Therefore, there are increasing sequences {i n } n∈N ,
, which is contrary to Lemma 2.32.
It follows from Lemma 2.7 that there are n 0 ∈ N, x n , y n ∈ F , n ≥ n 0 , s.t. λ n x n → t k v, λ n y n → t ∞ v ∞ . Arguing as above, there is an increasing sequence {j n } n∈N ⊂ N, such that λ n x n = λ n a
Putting all things together, we obtain Proof. (i) Let k ∈ N. Let x, y ∈ T ∩ {tv : t > 0}. From the proof of the previous Proposition we get s, t > 0, and increasing sequences {i n } n∈N , {j n } n∈N ⊂ N,
. From the proof of Lemma 2.32 it follows that a k in = a k jn , definitely, so that i n = j n , definitely, and x = y.
(ii) Let k = ∞. Let x, y ∈ T ∩ {tv ∞ : t > 0}. From the proof of the previous Proposition we get s, t > 0, sequences {µ n }, {ν n }, {i n } n∈N , {j n } n∈N ⊂ N, v µn ∈ S µn , w νn ∈ S νn such that λ n a 
Proof. Let k ∈ N, and let {λ n } ⊂ (0, ∞) be an increasing diverging sequence s.t. X := T AW − lim n→∞ D λn 0 F exists and X ∩ B(0, 1) consists of k + 1 points, all belonging to {tv : v ∈ S k , t ≥ 0}. As n 1/k 2 (X ∩ B(0, 1)) = k + 1, we obtain
Tangential dimensions for general metric spaces
In this subsection we prove some properties of tangential dimensions which are valid for general metric spaces. Tangential dimensions are invariant under bi-Lipschitz maps.
Proof. Observe that, for any x ∈ X, y ∈ Y , r > 0, we have
from which it follows n(r, B(x, R)) ≤ n(r/L, B(f (x), RL)). Exchanging the roles of f and f −1 , we obtain n(r, B(f (x), R)) ≤ n(r/L, B(x, RL)), so that
Therefore, taking lim sup R→0 , then lim sup λ→0 , and doing some algebra, we get lim sup
which means δ X (x) = δ Y (f (x)). The other equality is proved in the same manner.
The following proposition shows that the functions δ X and δ X satisfy properties which are characteristic of a dimension function. Denote by
Proposition 2.38. x, R) ), and analogously for ν x , and the claim follows. The second statement is obvious.
(ii) The inequalities ≥ follow from (i). It remains to prove δ X1∪X2 (x) ≤ max{δ X1 (x), δ X2 (x)}, and we can assume a := δ X1 (x) < ∞ and b := δ X2 (x) < ∞, otherwise there is nothing to prove. Assume for definiteness that a ≤ b. Then, for any ε > 0, there is λ 0 > 0 such that, for any λ ∈ (0, λ 0 ), there exists r 0 = r 0 (ε, λ) such that, for any r ∈ (0, r 0 ) we get
so that δ X1∪X2 (x) ≤ b + ε, and the thesis follows by the arbitrariness of ε.
(iii) Endow X × Y with the metric
which is by-Lipschitz equivalent to the product metric. Then 
Tangential dimensions of measures
In this section we shall define upper and lower tangential dimensions of a measure on a metric space X and study some of their properties. The name tangential is motivated by the results in subsection 3.2, where we show that for Radon measures on R N , under volume doubling condition, the upper, resp. lower, tangential dimension, is simply the supremum, resp. infimum, of the (upper, resp. lower) local dimensions of the tangent measures.
Basic properties
Let X be a metric space, µ a locally finite Borel measure, namely µ is finite on bounded sets.
Let us recall that the local dimensions of a measure at x are defined as
log µ(B(x, r)) log r .
Indeed, let us introduce the following partial order relation on measures: µ < x ν if there exists a neighbourhood Ω of x such that for any positive Borel function ϕ supported in Ω we have µ, ϕ ≤ ν, ϕ . By definition the maps µ → d µ (x), µ → d µ (x) are decreasing, namely reverse the ordering. In particular, if x is not in the support of µ, namely µ is zero on a neighbourhood of x, the local dimensions of µ should be set to +∞. Now we introduce tangential dimensions for µ. 
In the following we shall set f (t) = f x,µ (t) = − log(µ(B(x, e −t ))), and g(t, h) = f (t + h) − f (t). With this notation, the definitions above become
Theorem 3.3. Let µ be a locally finite Borel measure on X. Then the following holds.
(ii) There exist the limits for h → ∞ in equations (3.3) , (3.4) . Moreover,
Proof. Let us note that g is non-decreasing in the h-variable, and dg = 0, therefore we may apply the results in Subsection 2.4 with the bound S = 0. In particular (i) and the first statement of (ii) follow from Proposition 2.25, while the second statement of (ii) follows from (2.9) with S = 0.
, we have to show that lim sup Assume lim h→∞ lim sup t→∞ p(t, h) = L ∈ R. Let ε > 0, then there is h ε > 0 such that, for any h > h ε , lim sup t→∞ p(t, h) > L − ε/2, hence, for any
Conversely, assume lim sup t,h→∞ p(t, h) = L ′ ∈ R, and choose t n , h n such that lim n→∞ p(t n , h n ) = L ′ . For any r > 0, let us denote by {s} r := r s r , where {s} is the least integer no less than s. Then, for any h > 0, with k denoting
Hence, for n → ∞, we get L ′ ≤ lim sup t→∞ p(t, h), which implies the equality. The other cases are treated analogously. The two infima are indeed minima, indeed there exists a sequence {t n } → ∞ for which
and such that any subsequence is still minimizing. Analogously,
The two suprema are indeed maxima, indeed there exists a sequence {t n } → ∞ for which
and such that any subsequence is still maximizing.
Proof. We prove the second part of the Theorem, the proof of the first part being analogous. Let us observe that the inequality
obviously holds for any t n → ∞, therefore it is enough to find a sequence t n → ∞ for which
The existence of such sequence is guaranteed by Proposition 2.31, since now S = 0. Clearly the last inequality is preserved when passing to a subsequence.
Tangential dimensions on R N
In this subsection µ is a Radon measure on R N . Let us recall that the cone T x (µ) of measures tangent to µ at x ∈ R N is the set of non-zero limit points in the vague topology of sequences c n µ • D λn x , where λ n decreases to 0 and c n > 0. In this case vague topology is the weak topology determined by continuous functions with compact support.
Let us consider the following properties: we say that µ satisfies the volume doubling condition at x if lim sup r→0 µ(B(x, 2r)) µ(B(x, r)) < ∞, (3.5) and the weak volume doubling condition at x if there exists an infinitesimal sequence r n such that, for any λ > 0 lim sup
Then the following proposition holds. (ii) Assume volume doubling at x. Then any tangent measure of µ at x is of the form
for a suitable infinitesimal sequence {r n }. Moreover, for any r n ց 0 there exists a subsequence r n k giving rise to a tangent measure ν {rn k } as above. (iv) Volume doubling at x is equivalent to δ µ (x) < ∞. In particular,
Proof. The first two properties are proved in [14] , where it is also shown that any tangent measure is of the form
from which (iii) follows. Let us prove (iv). By definition, lim sup r→0 µ(B(x,2r)) µ(B(x,r)) = A can be rewritten as lim sup t→∞ f (t + log 2) − f (t) = log A, from which δ µ (x) ≤ log 2 A easily follows. Conversely, if lim sup t→∞ f (t + log 2) − f (t) = ∞, then lim sup t→∞ f (t + h) − f (t) = ∞ for any h ≥ log 2, hence δ µ (x) = ∞. 
Proof. First let us notice that
Then, let us recall that tangent measures are defined in terms of vague convergence, namely weak convergence on continuous functions with compact support. Then, let ϕ be a continuous function verifying χ B(x,1) ≤ ϕ ≤ χ B(x,2) . Setting t n = − log r n , and h = − log λ we get 8) from which the thesis immediately follows. 
Let us remark that volume doubling implies weak volume doubling, namely the set of tangent measures at x is non-empty.
Proof. Let us give the proof for δ µ (x), the other case being proved analogously. Let T (µ, x) be the set of sequences t n → ∞ such that λ n = e −tn generates a tangent measure as in Lemma 3.5 (ii). Then, from Proposition 3.6, we get
So the equality is proved if we show that T (µ, x) contains one of the minimizing sequences of theorem 3.4. This holds true, since any minimizing sequence of theorem 3.4 has a subsequence giving rise to a tangent measure by Proposition 3.5 (ii), and such subsequence inherits the minimizing property.
Further properties
Tangential dimensions are invariant under bi-Lipschitz maps.
′ ∈ X. Let µ be a finite Borel measure on X and set ν :
Therefore, taking lim sup R→0 , then lim λ→0 , and doing some algebra, we get
which means δ µ (x) = δ ν (f (x)). The other equality is proved in the same manner.
The following propositions show some properties of tangential dimensions, i.e. their behaviour under the operations of sum or tensor product of measures. 
Therefore, taking lim sup r→0 , then using the equality lim sup r→0 max{f (r), g(r)} = max{lim sup r→0 f (r), lim sup r→0 g(r)}, and finally taking lim λ→0 , we obtain
Besides, taking lim inf r→0 , then using the equality lim inf r→0 min{f (r), g(r)} = min{lim inf r→0 f (r), lim inf r→0 g(r)}, and finally taking lim λ→0 , we obtain
Proposition 3.10. Let X, Y be metric spaces, µ, ν finite Borel measures on X and Y respectively. Then
Proof. Endow X × Y with the metric (2.20). Then, from (2.21) it follows
and log µ⊗ν(BX×Y ((x,y),r)) µ⊗ν(BX×Y ((x,y),λr))
log 1/λ , from which the thesis follows.
The following theorem examines the dependence of tangential dimensions on the point x ∈ X. 
is Borel-measurable. The same is true of δ µ with lim inf replaced by lim sup.
Proof. This is standard. Set, for r > 0, λ ∈ (0, 1), f r,λ (x) := µ(B(x,r)) µ(B(x,λr)) , which is Borel-measurable by [5] , proof of 1.5.9. Then we must prove that
is Borel-measurable. First
is Borel-measurable, because, from {r n } ⊂ Q, r n ր r, it follows f rn,λ (x) → f r,λ (x), and
log n is Borel-measurable. 
Proof. From inequality (3.10) we get
From inequality (3.11) we get We now show that the assumption of the previous Corollary also implies Assumption 2.18 and volume doubling, hence tangential dimensions are indeed suprema, reps. infima, of dimensions of tangent objects. We first need a Lemma.
Lemma 3.15. Let X be a closed subset of R N , x ∈ X. Then Assumption 2.18 is equivalent to the following: For any ϑ > 0 there exist constants c ϑ ≥ 1, a ϑ ∈ (0, 1] such that, for any r ≤ a ϑ , λ, µ ≤ 1, y, z ∈ B X (x, r), n(λµr, B X (y, λr)) ≤ c ϑ n(λµrϑ, B X (z, λr)).
(3.12)
Translation fractals
In order to give a concrete description of the quantities defined above, we consider here the class of translation fractals, defined in [8] (cf. also [9] ). Let {w nj }, n ∈ N, j = 1, . . . , p n , be contracting similarities of R N , with contraction parameter λ n ∈ (0, 1) only depending on n, and assume they verify the countably ramified open set condition, namely there exists a nonempty bounded open set V in R N for which w nj (V ) ⊂ V and w ni (V ) ∩ w nj (V ) is at most countable, for any n, i = j. Setting W n : K ∈ Comp(()R N ) → ∪ pn j=1 w nj (K) ∈ Comp(()R N ), we get a decreasing sequence of compact sets {W 1 • W 2 • · · · • W n (V )}. We call the intersection F a translation fractal. To avoid triviality we assume p j ≥ 2, which implies 2λ N j ≤ 1, i.e. λ j ≤ 2 −1/N . We set Λ n = n i=1 λ i , P n = n i=1 p i , Σ := ∪ n∈N {σ : {1, . . . , n} → N : σ(k) ∈ {1, . . . , p k }, k = 1, . . . , n}, and write w σ := w 1σ(1) • w 2σ (2) • · · · • w nσ(n) , for any σ ∈ Σ, |σ| = n, and V σ := w σ V .
By the countably ramified open set condition, the sets w σ·i V , w σ·j V are essentially disjoint when i = j, where σ · i is the concatenation of strings, and are related by the isometry w ni •w −1 nj , n = |σ|+1, therefore there exists a unique probability measure µ with support on the fractal F which is invariant under the mentioned isometries. Clearly µ satisfies µ(V σ ) = (ii) δ µ (x) = lim inf n,k→∞ log P n+k − log P n log 1/Λ n+k − log 1/Λ n , δ µ (x) = lim sup n,k→∞ log P n+k − log P n log 1/Λ n+k − log 1/Λ n . , where vol denotes the Lebesgue measure. Then the number of disjoint copies of V intersecting a ball of radius 1 is not greater than the number of disjoint copies of V contained in a ball of radius 2 which is in turn lower equal than a −1 . As a consequence, for any x ∈ F , #{σ ∈ Σ : |σ| = n, V σ ∩ B F (x, Λ n ) = ∅} ≤ a −1 . On the other hand, if x ∈ F , there is σ(x) ∈ Σ with |σ(x)| = n and x ∈ V σ(x) , therefore µ(B F (x, Λ n )) ≥ µ(V σ(x) ) ≥ 1 P n .
Then, for any r > 0, if n = n r ∈ N is such that Λ n ≤ r < Λ n−1 , we get, for x, y ∈ F , a 2 ≤ a p n ≤ 1/P n 1/(aP n−1 ) ≤ µ(B F (x, Λ n )) µ(B F (y, Λ n−1 )) ≤ µ(B F (x, r)) µ(B F (y, r)) ≤ µ(B F (x, Λ n−1 )) µ(B F (y, Λ n ))
Because of these inequalities, we can apply Corollary 3.14 and Proposition 3.16, therefore (i) follows from Theorems 2.28 and 3.7.
(ii) Let us denote by Cl(p, λ) the set of limit points, for n, k → +∞, of log P n+k −log Pn log 1/Λ n+k −log 1/Λn , and by Cl(f ) the set of limit points, for t, h → +∞, of
, where we set f (t) := − log µ(B(x, e −t )). Recalling Theorem 3.3, (iii), the formulas are proved if we show that Cl(p, λ) ⊆ Cl(f ), and that for any As for the Hausdorff dimension of F , we consider the family P of finite coverings of F , the subfamily P(Σ) of coverings made from sets of {V σ : σ ∈ Σ}, and the subfamily P ′ (Σ), whose coverings consist of V σ , σ ∈ Σ, |σ| = const. If P ∈ P, |P | denotes the maximum diameter of the sets in P . Clearly, for any α > 0, we have
We shall show that the last two terms are indeed equal, and that the second term is majorized by a constant times the first, from which we easily derive the required equality and the last statement. For any ε > 0, let P = n 0 . This means that there is a V σ , |σ| = n 0 − 1, which is optimally covered by some V σ ′ 's of diameter Λ n0 . Therefore this should be true for all other σ of length n 0 , namely the optimal covering is made of V σ 's of the same size. This shows the equality 
