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Abstract—In this paper, a robust real-time approach to detect 
humans in far-infrared images is proposed. Adaptive thresholds 
and vertical edge operator are combined to extract human 
candidate regions. Then, disturbing components are removed 
using morphological operations, size filtering and component 
labeling. After analyzing each connected region through 
histogram evaluation, local thresholds are employed to separate 
overlapped human candidates into single ones. At last, non-
human objects are eliminated by shape refinement. Experimental 
results demonstrate the approach is accurate to locate human 
regions and efficient to meet the real-time demand of a general 
surveillance system. 
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I.  INTRODUCTION  
Human detection is an important research field in computer 
vision. Drivers need to be alerted to avoid people on the road 
when emergency happens. Many advanced vehicle assistance 
driving systems have been created to facilitate driving process. 
Additionally, victims and criminals in a crowd of people make 
it very difficult to take appropriate actions for police. Therefore, 
intelligent video surveillance system requires prompt detection 
of humans in video sequences automatically. Moreover, human 
detection relates to many other applications such as human 
quantity statistics, human action analysis and disaster relief. 
Infrared images and visible images capture different 
information of the scene. Although visible images [1] can be 
used to detect humans, infrared images are more suitable for 
all-weather surveillance systems. Compared to infrared images, 
visible images are affected greatly by illumination, as shown in 
Fig. 1. Under some circumstances (e.g., terrible weather or in 
nights), visible cameras are ineffective to capture objects in the 
environment. Inversely, infrared cameras can work robustly in 
spite of light condition. In addition, the intensity of objects in 
infrared images relate to their temperature and the amount of 
heat they emit. Generally, the temperature of humans is higher 
than the temperature of the background and humans in infrared 
images are often brighter with respect to the surroundings. 
Besides, due to the decreasing cost of infrared sensors, it is 
feasible to use infrared images in practical applications. The 
wavelength scale of the human body infrared radiation belongs 
to far infrared rays, so we focus on far-infrared images in this 
paper. 
 
 
 
 
 
 
Figure 1. Comparison of visible light image and infrared image 
However, human detection based on far-infrared images is 
still a challenging task due to several factors. Because of the 
low resolution of infrared sensors, infrared images are always 
of poor quality, such as low contrast, heavy noises and 
boundary blur. Besides, many disturbing objects can also be 
captured by infrared cameras due to their warm surface. The 
human’s appearance and pose varies greatly in different 
conditions, which increases the difficulty of human detection. 
In the last decade, many methods have been developed to 
solve these problems. A stereo vision system [2] is established 
by means of three detection techniques. It is robust to detect 
static humans, but stereo vision based system [3, 4] usually has 
less observing space than monocular vision based system. 
Background subtraction method [5] is introduced to improve 
the efficiency of the algorithm. However, foreground images 
extracted by such methods [6, 7] are often corrupted by the 
illumination changes, which performs defectively in accuracy. 
In [8], an approach using Support Vector Machines [9] is 
reported to search and recognize human areas. Unfortunately, 
similar methods [10-12] often fail to detect human regions 
connected vertically or horizontally due to deficiency of the 
training sample and lead to high computation cost. A threshold 
technique combined with entropy evaluation is described in 
[13]. The threshold-based methods are apt to be applied, but 
the detecting performance relies heavily on the infrared 
imaging quality [14]. 
In this paper, we present a real-time human detection 
approach based on far-infrared monocular imagery. The 
proposed method is described in detail in the following stages. 
Initially, human candidate regions are detected by adaptive 
thresholding, vertical edge extraction and morphological 
operations. Then, each detected region is analyzed to search for 
overlapped human regions. Histogram evaluation is performed 
 
to separate the group of people into single ones. The final 
human areas are filtered by shape refinement. 
II. ALGORITHM DESCRIPTION 
A. Human Candidate Regions Detection  
The algorithm starts with selection of moderate hot regions 
from input images, Ik (i, j), as shown in Fig. 2(a). Warm areas 
are extracted by performing a binarization with two adaptive 
thresholds. A low threshold θkl is applied on the pixel values to 
remove cold areas, while a higher threshold θkh is employed to 
eliminate incandescent points such as light bulbs and power 
sources. Both thresholds are calculated by analyzing the 
grayscale distribution feature of the current image. 
 θkl =  − Ik,min̅ σk (1) 
 θkh =  + Ik,max̅ σk (2) 
where pk is the peak value of the histogram,		  ̅is the mean pixel 
value, σk is the standard deviation of image Ik (i, j). Ik,min is the 
minimum pixel value and Ik,max is the maximum pixel value of 
the current image. 
As indicated in Fig. 2(b), the image Ik(i,j) is binarized 
employing (3). Pixel values between the two thresholds are set 
as max = 255 and other pixel values are set as min = 0. 
 	
,  =  ,				if				θkl ≤ 	,  ≤ θkh			,																		otherwise													 3	
Since human shape has more vertical edges than other 
disturbing objects in the background, the input images are 
filtered using a Sobel vertical operator. The vertical edge map 
of original infrared image contains information which is 
supposed to be added to the binarized image. Therefore, the 
vertical edge map and the binarized image are combined by 
pixel-wise conjunction, as shown in Fig. 2(d).  
Next, morphological opening and closing operations are 
performed to eliminate noises and enhance pixel groups. The 
human silhouettes are greatly improved by these operations, as 
illustrated in Fig. 2(e). 
 
 
 
 
 
 
(a) Original infrared image                      (b) Binary image 
 
 
 
(c) Vertical edge map                          (d) Fusion image 
 
 
(c) Vertical edge map                             (d) Fusion image 
 
 
 
 
 
 
(e) Morphological operation                      (f) Connected regions 
Figure 2.(a)-(f) An example of human candidate regions detection process 
Afterwards, component labeling and size filtering are 
applied to the image. A list of bounding boxes containing 
connected pixel clusters is built. Every isolated white region 
including human candidate region is labeled. However, a 
number of small clusters which do not represent humans are 
detected. Thus, any region with a size less than 150 pixels is 
discarded. Only sufficiently large bounding boxes survive this 
stage, as shown in Fig. 2(f). 
B. Human Candidate Regions Segmentation 
In this stage, the algorithm works with the list of connected 
regions, Rk,λ(i,j), obtained from the previous section. Actually, 
several people interact with each other in public is very 
common, which implies that one detected region may contain 
more than one human candidate. Two conditions should be 
taken into consideration: vertically connected human area and 
horizontally connected human area. Therefore, a separation 
process is needed to divide the overlapped human area into 
single ones. 
Each connected region is evaluated by horizontal histogram 
using (4). The grayscale distribution of the histogram is an 
important cue for human candidate locations. Homogeneous 
area elimination is performed when the horizontal histogram is 
monotonic, since the corresponding Rk,λ(i,j) is too uniform to 
represent a human. Afterwards, vertical histogram of each 
connected region is obtained by (5). Both kinds of histograms 
are employed on each detected region to figure out which type 
of connected human area exists. 
 #,$,%[] = ∑ ),$, , ∀ ∈ [1. . . .]/012345  (4) 
 #,$,6[j] = ∑ ),$, /018945 , ∀ ∈ [1. . . 9] (5) 
In Fig. 3, the flow chart of this stage is given, where Nhp and 
Nvp are the peak number of the horizontal and vertical 
histogram, respectively. One human candidate region can be 
segmented only when the peak of the related histogram 
satisfies specific constraints. If there is one peak in both 
horizontal and vertical histogram, the related region, Rk,λ(i,j), is 
maintained for recognition in next stage. The position of 
segmentation is determined by local thresholds using (6), Local 
minima in the histogram below θk,λ correspond to gaps between 
two humans. 
 θ,$ = ),$::::: − σ<=,>  (6) 
where ),$::::: and σ<=,>  are the mean pixel value and the standard 
deviation of the corresponding connected region Rk,λ(i,j), 
respectively. 
 
 
 
 
 Figure 3. Flow chart of human candidate regions segmentation 
 
 
 
 
 
 
(a) Horizontal histogram evaluation     (b) Vertical histogram evaluation 
Figure 4. Candidate region segmentation based on histogram evaluation 
Fig. 4(a) shows a separation result for two human areas 
connected horizontally. In the process of histogram evaluation, 
local minimum below adaptive threshold is found out. The 
valley in the histogram represents the position of segmentation. 
Similarly, two vertically connected human areas are separated 
into sub connected regions, sRk,λ, as shown in Fig. 4(b). 
C. Human Shape Refinement 
Each detected candidate region from previous section can 
only contain single human after segmentation. It is necessary to 
make sure whether the detected area truly represents a human. 
Therefore, two shape descriptors are introduced to remove non-
human regions from {sRk,λ} in this stage. The shape complexity 
D1,k,λ and the aspect ratio D2,k,λ are calculated by (7,8). The 
descriptors are appropriate to distinguish humans from other 
objects, since vehicles often have smaller aspect ratio than 
humans due to their rectangular shape, while animals typically 
have smaller shape complexity because their limbs are usually 
little and short. 
  ?5,,$ = @=,>
A
B=.>  (7) 
 ?C,,$ = DE,=,>DF,=,> (8) 
where Pk,λ and Ak,λ represent the perimeter and area of each sub 
connected region, respectively. lv,k,λ and lh,k,λ are the projection 
length along vertical axis and projection length along 
horizontal axis of each sub connected region, respectively. 
 
 
 
Figure 5. Three detected human regions of different sizes 
After calculating the descriptor value of each labeled 
connected region, the corresponding sRk,λ should be removed 
whose shape is not in accord with a human. According to 
experiments, the shape complexity value within the bounds of 
25-40 is appropriate to represent a human. Meanwhile, the 
connected regions which are outside the optimal aspect ratio 
scale of 2.4-4.0 are eliminated, as proposed in [15]. 
The two ratio-based shape descriptors are scale invariant to 
detect humans of different sizes caused by the camera viewing 
direction and perspective projection, as shown in Fig. 5. 
III. EXPERIMENTAL RESULTS 
The performance of the proposed algorithm has been tested 
on two thermal databases: OTCBVS benchmark collection of 
IR images- OSU thermal human database and a series of video 
sequences captured by our own far infrared camera. In Fig. 6, 
the subjective detection results of some frames are presented. 
Each detected region of a human is surrounded by a white 
bounding box. Due to the precise candidate region 
segmentation, our method has proven to be able to detect 
humans even if they are partly overlapped. 
The accuracy of the proposed method is measured by 
sensitivity and positive predictive value (PPV) using (9, 10), as 
introduced in [11]. The sensitivity represents the portion of 
people that have been correctly identified by the algorithm, 
where a high sensitivity value implies a high detection rate of 
humans. The PPV reports the portion of detected regions that 
are truly humans, where a high PPV value corresponds to a low 
false detection rate of humans.  
 Sensitivity = #L@#@MNODM (9) 
 PPV = 1 − #R@#@MNODM (10) 
where #TP, #FP, #People represent the number of true positive, 
false positive and actual humans in each set of infrared images, 
respectively. 
TABLE I.  HUMAN DETECTION RESULTS WITH THE OTCBVS 
BENCHMARK DATABASE 
No. #Frame #Human #TP #FP Sen. PPV 
1 31 91 90 0 0.99 1.00 
2 28 100 95 0 0.95 1.00 
3 23 101 101 1 1.00 0.99 
4 18 109 108 0 0.99 1.00 
5 23 101 95 0 0.94 1.00 
6 18 97 94 0 0.97 1.00 
7 22 94 93 0 0.99 1.00 
8 24 99 80 1 0.81 0.99 
9 73 95 95 0 1.00 1.00 
10 24 97 95 3 0.98 0.97 
1-10 284 984 946 5 0.96 0.99 
  
 
 
  
 
 
 
 
(a)                                                            (b) 
 
 
 
 
 
 
(c)                                                             (d) 
Figure 6.(a)-(d) Human detection results of some test images 
TABLE II.  AVERAGE TIME COSTS OF THE PROPOSED METHOD AND 
OTHER METHODS (SECOND PER FRAME) 
 Image size #Frames [5] [11] [14] ours 
Test 1 240×320 230 0.087 0.526 0.050 0.028 
Test 2 240×360 252 0.102 0.709 0.063 0.033 
Test 3 480×640 236 0.238 1.853 0.141 0.065 
 
Table Ι reports the objective detection results for all ten 
video sequences of OTCBVS benchmark database. True 
positive, false positive and sensitivity demonstrate the accuracy 
of our method. When compared with method [14], our 
algorithm obviously works better on both sensitivity and PPV. 
Besides, we also established a second database with our far-
infrared camera that works in the 8-14µm. This database 
contains 2185 people in 512 frames. The detection rate of the 
proposed approach based on our database has obtained, the 
sensitivity and PPV are 96.05% and 95.01%, respectively. 
The real-time capability of the proposed algorithm is 
compared with other methods using different image sizes. As 
shown in Table II, the proposed method can process one frame 
in 0.028 second for typical 240×320 pixel images in the worst 
situation. When processing larger images, our method also 
outperforms other methods and it is efficient to meet the real-
time demand of the intelligent video surveillance system. 
IV. CONCLUSIONS 
In this paper, we present an real-time approach to detect 
humans in far-infrared images. Human candidate regions are 
effectively selected using three detection techniques. Adaptive 
thresholds are employed based on grayscale distribution feature 
of the current infrared image. Besides, human candidate 
regions segmentation sharply decreases the false detection rate 
caused by occlusion among different people. The experimental 
results prove that the proposed method is more accurate than 
other methods and it is efficient to work in real time 
applications. 
In future work, we plan to combine the proposed method 
with human detection based on visible light images. 
Furthermore, we will expand the proposed algorithm into the 
application of human activity recognition and tracking. 
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