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Abstract
We propose an existence result for the semirelativistic Choquard equation with a local
nonlinearity in RN
√
−∆+m2u−mu+ V(x)u =
(∫
RN
|u(y)|p
|x− y|N−α
dy
)
|u|p−2u− Γ(x)|u|q−2u,
wherem > 0 and the potential V is decomposed as the sum of a ZN-periodic term and of a
bounded term that decays at infinity. The result is proved by variational methods applied
to an auxiliary problem in the half-space RN+1+ .
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1 Introduction
The semirelativistic Hartree equation
i
∂ψ
∂t
=
√
I−∆ ψ− Vγ(ψ)ψ in R×RN
in the unknown ψ = ψ(t, x), where
Vγ(ψ)(x) =
(
| · |−γ ∗ |ψ|2) (x) = ∫
RN
|ψ(t,y)|2
|x− y|γ
dy
appears as a model describing Boson stars, see [16, 17, 19]. For the simplicity of presentation,
the mass, speed of light and Planck constant have been normalized. Solitary wave solutions
ψ(t, x) = e−itλu(x) lead to the non-local stationary equation√
I−∆ u−Vγ(u)u = λu in RN.
In this paper we will consider the more general equation
√
−∆+m2u−mu+ V(x)u =
(∫
RN
|u(y)|p
|x− y|N−α
dy
)
|u|p−2u− Γ(x)|u|q−2u, (1.1)
wherem > 0 and V = Vl+Vp ∈ L∞(RN) is decomposed so that Vl is a bounded potential that
vanishes at infinity, while Vp is a ZN-periodic function. We assume that (N− 1)p−N < α < N
and 2 < q < min {2p, 2N/(N− 1)}. We can rewrite (1.1) as√
−∆+m2u+ (V(x) −m)u =
(∫
RN
|u(y)|p
|x− y|N−α
dy
)
|u|p−2u− Γ(x)|u|q−2u.
In the rest of the paper, we will write for simplicity
Iα =
1
|x|N−α
.
In the case Γ = 0, equation (1.1) is also known as the Choquard-Pekard or Schrödinger-Newton
equation and recently many papers have been devoted to the study of solitary states and their
semiclassical limit: see [1, 5, 6, 9, 10, 11, 12, 13, 17, 21, 24, 23, 26, 27, 28, 30, 31] and references
therein.
In the rest of the paper, we will retain the following assumptions:
(N) (N− 1)p−N < α < N, 2 < q < min {2p, 2N/(N− 1)} and p > 2.
(V1) The potential V can be split as V = Vp + Vl, where Vp ∈ L∞(RN) is ZN-periodic and
Vl ∈ L∞(RN) is such that either Vl ≡ 0 or Vl(x) < 0 for a.e. x ∈ RN, and
lim
|x|→∞Vl(x) = 0.
2
Furthermore,
Vl ∈ Ls(RN), (1.2)
whereN 6 s < +∞.
(V2) ess infx∈RN V(x) > 0.
(Γ ) Γ ∈ L∞(RN) is ZN-periodic and non-negative.
The main result of the paper is the following.
Theorem 1.1. Suppose that (N), (V1), (V2) and (Γ ) hold true. Then equation (1.1) has a ground state
solution u ∈ H1/2(RN)∩C∞(RN).
Remark 1.2. Although we expect our solution to decay exponentially fast at infinity, we are
currently unable to prove it rigorously. The lack of information about the sign of the ground
state prevents us from applying standard comparison techniques like in [15].
The proof of this result follows from a recent variational technique introduced in [3] and ex-
tended to the fractional setting in [2]. The presence of the non-local convolution term intro-
duces some additional difficulty. To sketch the ideas, we first show that the Euler functional E
associated to (1.1) satisfies certain geometrical conditions on the Nehari manifold. An abstract
result (see 3.1 below) yields then the existence of a bounded Palais-Smale sequence {vn}n for
the E. A decomposition result for Palais-Smale sequences (see Lemma 4.3) implies that {vn}n
converges to a non-trivial solution of (1.1).
Assumption (V2) is almost optimal for existence, as the following result shows.
Theorem 1.3. Suppose that (N) and (Γ ) hold true, while (V2) is replaced by
(V3) The potential V can be split as V = Vp + Vl, where Vp ∈ L∞(RN) is ZN-periodic and
ess infx∈RN Vp(x) > 0, and Vl ∈ L∞(RN) is such that Vl(x) > 0 for a.e. x ∈ RN, and
lim
|x|→∞Vl(x) = 0.
Furthermore,
Vl ∈ Ls(RN),
where N 6 s < +∞.
Then equation (1.1) has no ground state solutions.
Our last result deals with compactness of ground states in the case Vl ≡ 0.
Theorem 1.4. Suppose that (N), (V1) and (V2) hold true and Vl = 0. Let {Γn}n ⊂ L∞(RN) be a
sequence such that Γn satisfies (Γ ) and Γn → 0 in L∞(RN). Let un ∈ H1/2(RN) be a ground state
solution with Γ = Γn. Then there are zn ∈ ZN such that
un(·− zn)→ u in H1/2(RN),
where u ∈ H1/2(RN) is a ground state solution with Γ = 0.
The paper is organized as follows. Section 2 describes the local realization of the nonlocal op-
erator
√
−∆+m2 and contains some preliminary facts. In Section 3 we present the variational
setting. Section 4 provides Brezis-Lieb-type splitting results. Finally, Sections 5, 6, 7 contain
proofs of Theorems 1.1, 1.3, 1.4 respectively.
3
2 Functional setting and local realization
The realization of the operator
√
−∆+m2 in Fourier variables is not convenient for our pur-
poses. Therefore, we prefer to make use of a local realization (see [7, 15]) by means of the
Dirichlet-to-Neumann operator.
Given u ∈ S(RN), the Schwartz space of rapidly decaying smooth functions defined on RN,
there exists one and only one function v ∈ S(RN+1+ ) such that{
−∆v+m2v = 0 in RN+1+ ,
v(0,y) = u(y) for y ∈ RN = ∂RN+1+ .
Setting
Tu(y) = −
∂v
∂x
(0,y),
we easily see that the problem{
−∆w+m2w = 0 in RN+1+ ,
w(0,y) = Tu(y) for y ∈ RN = ∂RN+1+
is solved by w(x,y) = −∂v∂x(x,y). From this we deduce that
T(Tu)(y) = −
∂w
∂x
(0,y) =
∂2v
∂x2
(0,y) =
(
−∆yv+m
2v
)
(0,y),
and hence T ◦T = (−∆y+m2), namely T is a square root of the Schrödinger operator−∆y+m2
on RN = ∂RN+1+ .
From the previous construction, we can replace the nonlocal problem (1.1) in RN with the local
Neumann problem in the half-space RN+1+

−∆v(x,y) +m2v(x,y) = 0 in RN+1+ ,
−∂v
∂x
(0,y) = − (V(y) −m) v(0,y) + (Iα ∗ |v(0, ·)|p)|v(0,y)|p−2v(0,y)
−Γ(y)|v(0,y)|q−2v(0,y) for y ∈ RN.
We introduce the Sobolev space H = H1(RN+1+ ), and recall that there is a continuous trace
operator γ : H→ H1/2(RN). Moreover, this operator is surjective and the inequality
|γ(v)|pp 6 p|v|
p−1
2(p−1)
∣∣∣∣∂v∂x
∣∣∣∣
2
(2.1)
holds for every v ∈ H: we refer to [29] for basic facts about the Sobolev space H1/2(RN) and
the properties of the trace operator. It follows immediately from (2.1) that∫
RN
|γ(v)|2 dy 6 m
∫
R
N+1
+
|∇v|2 dxdy+ 1
m
∫
R
N+1
+
|v|2 dxdy (2.2)
Reasoning as in [13, Page 5] and taking the Hardy-Littlewood-Sobolev inequality (see [20, The-
orem 4.3]) into consideration, it follows easily that the functional E : H→ R defined by
E(v) =
1
2
∫
R
N+1
+
|∇v|2 dxdy+ m
2
2
∫
R
N+1
+
v2 dxdy+
1
2
∫
RN
(V(y) −m)γ(v)2 dy
−
1
2p
∫
RN
(Iα ∗ |γ(v)|p)|γ(v)|p dy+ 1
q
∫
RN
Γ(y)|γ(v)|q dy
4
is of class C1, and its critical points are (weak) solutions to problem (1.1). In particular,
D(v) :=
∫
RN
(Iα ∗ |γ(v)|p)|γ(v)|p dy =
∫
RN×RN
|γ(v)(y)|p |γ(v)(y ′)|p
|y− y ′|N−α
dydy ′ 6 C‖v‖2p. (2.3)
Lemma 2.1. The quadratic form
v 7→ Q(v) :=
∫
R
N+1
+
|∇v|2 dxdy+m2
∫
R
N+1
+
v2 dxdy+
∫
RN
(V(y) −m)γ(v)2 dy ∈ R. (2.4)
defines a norm on H that is equivalent to the standard one on H1(RN+1+ ).
Proof. For a real number z, we will write z+ = max{z, 0} > 0 and z− = −min{z, 0} > 0. For any
v ∈ H, we recall (2.2) and compute
Q(v) >
∫
R
N+1
+
|∇v|2 dxdy+m2
∫
R
N+1
+
|v|2 dxdy−
∫
RN
(V(y) −m)− |γ(v)|2 dy
>
∫
R
N+1
+
|∇v|2 dxdy+m2
∫
R
N+1
+
|v|2 dxdy− (ess infRN V −m)
−
∫
RN
|γ(v)|2 dy
>
∫
R
N+1
+
|∇v|2 dxdy+m2
∫
R
N+1
+
|v|2 dxdy
+ (ess infRN V −m)
−
(
1
m
∫
R
N+1
+
|∇v|2 dxdy+m
∫
R
N+1
+
|v|2 dxdy
)
> min
{
1,
ess infRN V
m
}∫
R
N+1
+
|∇v|2 dxdy+min{m2, ess infRN V} ∫
R
N+1
+
|v|2 dxdy.
Recalling assumption (V2) we conclude that there exists a constant C > 0 such that
Q(v) > C−1 ‖v‖H1(RN+1+ ) . (2.5)
On the other hand, for any v ∈ H,
Q(v) 6
∫
R
N+1
+
|∇v|2 dxdy+m2
∫
R
N+1
+
|v|2 dxdy+
∫
RN
(V(y) −m)+ |γ(v)|2 dy
6
∫
R
N+1
+
|∇v|2 dxdy+m2
∫
R
N+1
+
|v|2 dxdy+ (‖V‖∞ −m)+
∫
RN
|γ(v)|2 dy,
and (2.2) immediately yields that
Q(v) 6 C ‖v‖H1(RN+1+ ) . (2.6)
The conclusion follows from (2.5) and (2.6)
In the rest of the paper, we will endowH with the norm (2.4).
We will repeatedly use the following integration Lemma.
Lemma 2.2. If
max
{
1,
N
N(2− p) + p
}
< t <
N
N− α
(2.7)
then Iα ∈ Ltloc(RN). In particular, we can decompose Iα = I1 + I2, where
I1 := IαχB(0,1) ∈ Lt(RN), I2 := Iα − I1 ∈ L∞(RN). (2.8)
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Remark 2.3. It can be easily checked that our results continue to hold if Iα is replaced by a
convolution kernelW =W1 +W2 whereW1 ∈ Lt(RN),W2 ∈ L∞(RN) and t satisfies (2.7).
For any function u ∈ H1/2(RN), we set
φu(x) := (Iα ∗ |u|p) (x) =
∫
RN
|u(y)|p
|x− y|N−α
dy.
The following properties are straightforward.
Lemma 2.4. For any u ∈ H1/2(RN) there hold
(i) φtu = t
pφu for any t > 0;
(ii) φu(·+ z) = φu(·+z) for any z ∈ ZN;
(iii) φu(x) > 0 for a.e. x ∈ RN.
The weak sequential continuity of D ′ plays a crucial rôle in our reasoning. We collect in the
next Lemma this property.
Lemma 2.5. Assume that (vn) ⊂ H is a bounded sequence such that vn ⇀ v0 in H and vn → v0 a.e.
in RN+1+ . Then for any ψ ∈ H there holds
D
′(vn)(ψ)→ D ′(v0)(ψ).
Proof. We refer e.g. to [1, Lemma 3.4]. See also [13, Lemma 4.2] and the proof of equation (3.3)
in [8].
3 Variational methods for equation (1.1)
We briefly introduce the variational setting from [3] based on the Nehari manifold technique,
which does not require the monotonicity condition on the nonlinearity. Let (E, ‖ · ‖E) be a
Hilbert space and suppose that E : E→ R given by
E(v) :=
1
2
‖v‖2 − I(v)
is a functional on E, where I is of class C1. Define
N :=
{
v ∈ E \ {0} | E ′(v)(v) = 0} .
Theorem 3.1 ([3, Theorem 2.1]). Suppose that the following conditions hold:
(J1) there is r > 0 such that a := inf‖v‖E=r E(v) > E(0) = 0;
(J2) there is q > 2 such that I(tnvn)/t
q
n →∞ for any tn →∞ and vn → v 6= 0 as n→∞;
(J3) for t ∈ (0,∞) \ {1} and v ∈ N
t2 − 1
2
I ′(v)(v) − I(tv) + I(v) < 0;
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(J4) E is coercive on N.
Then infN E > 0 and there exists a bounded minimizing sequence for E on N, i.e. there is a sequence
{vn}n ⊂ N such that E(vn)→ infN E and E ′(vn)→ 0.
We can check that these assumptions are satisfied in our case.
Lemma 3.2. (J1)–(J4) hold with (E, ‖ · ‖E) := (H, ‖ · ‖) and
I(v) :=
1
2p
D(v) −
1
q
∫
RN
Γ(y)|γ(v)|q dy.
Proof. (J1) In view of (2.3)
I(v) 6
1
2p
D(v) 6 C‖v‖2p = C‖v‖2p−2‖v‖2.
For v ∈ H such that ‖v‖ 6 ( 14C)1/(2p−2) =: rwe have
I(v) 6
1
4
‖v‖2.
Hence E(v) > 14‖v‖2 = r
2
4 > 0 for ‖v‖ = r.
(J2) Observe that
I(tnvn)/t
q
n =
D(tnvn)
t
q
n
−
1
q
∫
RN
Γ(x)|γ(vn)|
q dy
= t2p−qn D(vn) −
1
q
∫
RN
Γ(x)|γ(vn)|
q dy→∞.
(J3) Fix v ∈ N and define
ϕ(t) :=
t2 − 1
2
I ′(v)(v) − I(tv) + I(v)
for any t > 0. Note that ϕ(1) = 0. Moreover
ϕ ′(t) = tI ′(v)(v) − I ′(tv)(v) = t
(
1
2p
D
′(v)(v) −
∫
RN
Γ(x)|γ(vn)|
q dy
)
−
1
2p
D
′(tv)(v) + tq−1
∫
RN
Γ(x)|γ(v)|q dy
=
(
t− t2p−1
) 1
2p
D
′(v)(v) +
(
tq−1 − t
) ∫
RN
Γ(x)|γ(v)|q dy.
Since v ∈ N, we have ∫
RN
Γ(y)|γ(v)|q dy <
1
2p
D
′(v)(v).
For t > 1 we have tq−1 − t > 0 and
ϕ ′(t) <
(
tq−1 − t2p−1
) 1
2p
D
′(v)(v) < 0.
Similarly ϕ ′(t) > 0 for t < 1.
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(J4) Suppose that {vn}n ⊂ N and ‖vn‖ →∞. Note that
E(vn) =
1
2
‖vn‖2 − 12pD(vn) +
1
q
∫
RN
Γ(y)|γ(vn)|
q dy =
=
(
1
2
−
1
q
)
‖vn‖2 +
(
1
q
−
1
2p
)
D(vn) >
(
1
2
−
1
q
)
‖vn‖2 →∞.
Remark 3.3. From the proof of [3, Theorem 2.1] there holds that for every v ∈ H \ {0} there is
unique t = t(v) > 0 such that tv ∈ N. Moreover t(v) > 0 is the unique maximum of
[0,∞) ∋ τ 7→ E(τv) ∈ R,
in particular supτ>0 E(τv) = E(t(v)v).
Define the ground state level
c := inf
N
E.
In view of Theorem 3.1 we have c > 0 and there is bounded minimizing sequence {vn}n ⊂ N,
i.e.
E(vn)→ c, E ′(vn)→ 0.
Since N contains any critical point of E, it suffices to prove that the value c is attained. Without
loss of generality we may assume that vn ⇀ v0 in H and that E ′(v0) = 0. Indeed, the sequence
{vn}n is easily seen to be bounded in H, so that it converges — up to a subsequence— to some
v0 ∈ H. Fix any ϕ ∈ C∞0 (RN+1+ ): then
E ′(vn)(ϕ) = 〈vn,ϕ〉− 12pD
′(vn)(ϕ) +
∫
RN
Γ(y)|γ(vn)|
q−2γ(vn)γ(ϕ)dy.
In view of the weak convergence, we have 〈vn,ϕ〉 → 〈v0,ϕ〉. Recall that γ(ϕ) ∈ C∞0 (RN).
Moreover, for any measurable set E ⊂ supp(γ(ϕ)) we obtain∫
E
|Γ(y)||γ(vn)|
q−1|γ(ϕ)|dy 6 |Γ |∞|γ(vn)|q−1q |γ(ϕ)χE|q.
Hence, in view of Vitali convergence theorem we have∫
RN
Γ(y)|γ(vn)|
q−2γ(vn)γ(ϕ)dy→
∫
RN
Γ(y)|γ(v0)|
q−2γ(v0)γ(ϕ)dy.
From Lemma 2.5 we obtain
D
′(vn)(ϕ) → D ′(v0)(ϕ).
Hence E ′(vn)(ϕ) → E ′(v0)(ϕ) = 0 and we need to check that v0 6= 0.
Lemma 3.4. Suppose that there exists r > 0 such that
lim
n→+∞ sup
z∈RN+1+
∫∫
B(z,r)
|vn − v0|
2 dxdy = 0.
Then {vn}n converges strongly to v0 in H and v0 6= 0. In particular, v0 is a ground state for E.
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Proof. From Lions’ lemma [22, Lemma I.1] we obtain that
vn → v0 in L2(t−1)(RN+1+ ), γ(vn)→ γ(v0) in Lt(RN) for any t ∈
(
2,
2N
N− 1
)
.
Then we can show that vn → v0 in H. Indeed, let us write
E ′(vn)(vn − v0) = 〈vn, vn − v0〉− 12pD
′(vn)(vn − v0) +
∫
RN
Γ(y)|γ(vn)|
q−2γ(vn)γ(vn − v0)dy
= 〈vn − v0, vn − v0〉+ 〈v0, vn − v0〉
−
1
2p
D
′(vn)(vn − v0) +
∫
RN
Γ(y)|γ(vn)|
q−2γ(vn)γ(vn − v0)dy.
Therefore
‖vn − v0‖2 = E ′(vn)(vn − v0) − 〈v0, vn − v0〉+ 12pD
′(vn)(vn − v0)
−
∫
RN
Γ(y)|γ(vn)|
q−2γ(vn)γ(vn − v0)dy. (3.1)
Summing up (3.1) and
0 = E ′(v0)(vn − v0) =
〈v0, vn − v0〉− 12pD
′(v0)(vn − v0) +
∫
RN
Γ(y)|γ(v0)|
q−2γ(v0)γ(vn − v0)dy
we see that
‖vn − v0‖2 = E ′(vn)(vn − v0) + 12p(D
′(vn) −D ′(v0))(vn − v0)
−
∫
RN
Γ(y)
(
|γ(vn)|
q−2γ(vn) − |γ(v0)|
q−2γ(v0)
)
γ(vn − v0)dy.
Since {vn}n is a bounded Palais-Smale sequence we have
|E ′(vn)(vn − v0)| 6 ‖E ′(vn)‖‖vn − v0‖ → 0. (3.2)
Taking the Hölder inequality into consideration we get∣∣∣∣
∫
RN
Γ(y)|γ(vn)|
q−2γ(vn)γ(vn − v0)dy
∣∣∣∣ 6 |Γ |∞|γ(vn)|q−1q |γ(vn − v0)|q → 0, (3.3)∣∣∣∣
∫
RN
Γ(y)|γ(v0)|
q−2γ(v0)γ(vn − v0)dy
∣∣∣∣ 6 |Γ |∞|γ(v0)|q−1q |γ(vn − v0)|q → 0. (3.4)
Combining (3.2), (3.3) and (3.4) we have
‖vn − v0‖2 = 12p(D
′(vn)(vn − v0) −D ′(v0)(vn − v0)) + o(1).
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Recall the decomposition (2.8), and observe that
|D ′(vn)(vn − v0)| 6
∫
RN
|(Iα ∗ |γ(vn)|p)(y)| |γ(vn)(y)|p−1|γ(vn − v0)(y)|dy
6
∫
RN
|(I1 ∗ |γ(vn)|p)(y)| |γ(vn)(y)|p−1|γ(vn − v0)(y)|dy
+
∫
RN
|(I2 ∗ |γ(vn)|p)(y)| |γ(vn)(y)|p−1|γ(vn − v0)(y)|dy
6
(
C|I1|t|γ(vn)|
p
2tp
2t−1
+ |I2|∞|γ(vn)|pp
) ∫
RN
|γ(vn)|
p−1|γ(vn − v0)|dy
6
(
C|I1|t|γ(vn)|
p
2tp
2t−1
+ |I2|∞|γ(vn)|pp
)
|γ(vn)|
p−1
p |γ(vn − v0)|p,
where t satisfies (2.7). Similarly∣∣D ′(v0)(vn − v0)∣∣ 6 C(p,α, v0, t)|γ(vn − v0)|p → 0.
Hence ‖vn − v0‖2 → 0 and the proof is completed.
Lemma 3.5. Suppose that there exist r > 0, α > 0 and a sequence (zn) = (xn,yn) ⊂ ZN+1+ , where
Z
N+1
+ := R
N+1
+ ∩ZN+1, such that
lim inf
n→+∞
∫∫
B(zn,r)
|vn − v0|
2 dxdy > α. (3.5)
Then (zn) is unbounded.
Proof. Suppose by contradiction that (zn) is bounded. Then (zn) has a convergent subse-
quence, that we still denote by the same symbol. In view of the compact embedding of
H1(B(z, r)) into L2(B(z, r))we have vn → v0 in L2loc(RN+1+ ), a contradiction with (3.5).
4 Profile decomposition of bounded Palais-Smale sequences
We put
Eper(v) := E(v) −
1
2
∫
RN
Vl(y)γ(y)
2 dy. (4.1)
Let us recall the classical Brezis-Lieb lemma (see eg. [4, Proposition 4.7.30]).
Lemma 4.1. Let 1 6 p 6 r, and {un}n ⊂ Lr(RN) be a bounded sequence such that un(x) → u0(x)
for a.e. x ∈ RN. Then∫
RN
||un|
p − |un −u0|
p − |u0|
p|
r/p dx→ 0 as n→ +∞.
To provide the profile decomposition of bounded Palais-Smale sequences we need the follow-
ing Brezis-Lieb-type splitting result.
Lemma 4.2 (Brezis-Lieb-type lemma for D). Suppose that {vn}n ⊂ H is a bounded sequence such
that vn(x)→ v0(x) for a.e. x ∈ RN. Then
D(vn − v0) −D(vn) +D(v0)→ 0 as n→ +∞.
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The proof is similar to the proof of [25, Lemma 2.4] and we include it here for the reader’s
convenience.
Proof. Put un := γ(vn) ∈ H1/2(RN). See that∫
RN
(Iα ∗ |un|p)|un |p dx−
∫
RN
(Iα ∗ |un −u0|p)|un −u0|p dx
=
∫
RN
(Iα ∗ (|un|p − |un −u0|p))(|un |p − |un − u0|p)dx
+ 2
∫
RN
(Iα ∗ (|un |p − |un −u0|p))|un − u0|p dx.
Let r := 2NpN+α <
2N
N−1 . Obviously r > 2, since p > 2. In view of continuous embedding
H1/2(RN) ⊂ Lr(RN) the sequence {un}n is bounded in Lr(RN). In view of Lemma 4.1 we
have
|un|
p − |un −u0|
p → |u0|p in L
2N
N+α .
Taking Hardy-Littewood-Sobolev inequality ([20, Theorem 4.3]) into account we get
Iα ∗ (|un|p − |un − u0|p)→ Iα ∗ |u0|p in L
2N
N−α (RN).
But, in view of pointwise convergence and boundedness of {|un − u0|p}n in L
2N
N+α (RN), we
have that
|un − u0|
p
⇀ 0 in L
2N
N+α (RN).
Therefore ∫
RN
(Iα ∗ (|un |p − |un −u0|p))|un − u0|p dx→ 0
and
D(vn) −D(vn − v0)→ D(v0).
We provide a splitting-type lemma for bounded Palais-Smale sequences in the spirit of [14, 18].
The following profile decomposition of Palais-Smale sequences is crucial in the proof of the
existence result. The approach is based on Lions’ lemma and Brezis-Lieb-type results.
Lemma 4.3 (Splitting-type lemma). Let {vn}n be a bounded Palais-Smale sequence. Then (up to a
subsequence) there is an integer ℓ > 0 and sequences (zkn) = (x
k
n,y
k
n) ⊂ ZN+1+ , wk ∈ H1(RN+1+ ),
k = 1, . . . , ℓ such that
(i) vn ⇀ v0 and E
′(v0) = 0;
(ii) |ykn|→∞ and |ykn − yk ′n |→∞ for k 6= k ′;
(iii) wk 6= 0 and E ′per(wk) = 0 for 1 6 k 6 ℓ;
(iv)
∥∥∥un −u0 −∑ℓk=1wk(·− zkn)∥∥∥→ 0;
(v) E(vn)→ E(v0) +
∑ℓ
k=1 Eper(w
k).
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Proof.
Step 1: (i) holds.
Since {vn}n is bounded, we may pass to a subsequence and assume that vn ⇀ v0 in H. We will
show that that E ′(v0) = 0. Indeed, fix any ϕ ∈ C∞0 (RN+1+ ). Then
E ′(vn)(ϕ) = 〈vn,ϕ〉− 12pD
′(vn)(ϕ) +
∫
RN
Γ(y)|γ(vn)|
q−2γ(vn)γ(ϕ)dy.
In view of the weak convergence, we have 〈vn,ϕ〉 → 〈v0,ϕ〉. Recall that γ(ϕ) ∈ C∞0 (RN).
Moreover, for any measurable set E ⊂ supp(γ(ϕ)) we obtain∫
E
|Γ(y)||γ(vn)|
q−1|γ(ϕ)|dy 6 |Γ |∞|γ(vn)|q−1q |γ(ϕ)χE|q.
Hence, in view of Vitali convergence theorem we have∫
RN
Γ(y)|γ(vn)|
q−2γ(vn)γ(ϕ)dy→
∫
RN
Γ(y)|γ(v0)|
q−2γ(v0)γ(ϕ)dy.
From Lemma 2.5
D
′(vn)(ϕ)→ D ′(v0)(ϕ)
Hence E ′(vn)(ϕ) → E ′(v0)(ϕ) = 0.
Step 2: Assume that there exists r > 0 such that
sup
z∈RN+1+
∫∫
B(z,r)
|vn − v0|
2 dxdy→ 0.
Then (ii)–(v) hold for ℓ = 0.
In view of Lemma 3.4 we have vn → v in H, v0 6= 0 and v0 is a ground state for E. In particular,
(ii)–(v) hold for ℓ = 0.
Step 3: Assume that there are r > 0 and α > 0 and a sequence (zn) = (xn,yn) ⊂ ZN+1+ such
that (3.5) holds. Then there is w ∈ H such that (up to a subsequence)
(a) |yn|→∞, (b) vn(·− zn)⇀ w 6= 0, (c) E ′per(w) = 0.
From Lemma 3.5 we see that (zn) is unbounded. Suppose that |yn| → ∞. Put wn(z) :=
vn(z− zn) = vn(x− xn,y− yn). See that
‖wn‖ 6 C‖wn‖H1(RN+1+ ) = C‖vn‖H1(RN+1+ ),
hence {wn}n is also bounded inH andwn ⇀ w inH,wn(z)→ w(z) for a.e. z ∈ RN+1+ . Observe
that
α 6
∫∫
B((xn,yn),r)
|vn − v0|
2 dxdy =
∫∫
B((0,0),r)
|wn − v0(x+ xn,y+ yn)|2 dxdy
=
∫∫
B((0,0),r)
|wn|
2 dxdy− 2
∫∫
B(zn,r)
vnv0 dxdy+
∫∫
B(zn ,r)
|v0|
2 dxdy.
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Obviously ∫∫
B(zn,r)
vnv0 dxdy→ 0,∫∫
B(zn,r)
|v0|
2 dxdy→ 0
and therefore
α 6
∫∫
B(zn ,r)
|vn − v0|
2 dxdy 6
∫∫
B(0,r)
|wn|
2 dxdy+ o(1).
Hence w 6= 0 on B((0, 0), r), in particular w 6= 0 in H. We will show that E ′per(w) = 0. Take any
test function ϕ ∈ C∞0 (RN+1+ ). We compute
o(1) = E ′(vn)(ϕ(·+ zn))
= E ′(wn)(ϕ) −
∫
RN
φγ(vn)(y)γ(ϕ)(y + yn)dy+
∫
RN
φγ(wn)(y)γ(ϕ)(y)dy
= E ′per(wn)(ϕ) +
∫
RN
Vl(y)γ(vn)γ(ϕ(·+ zn))dy
−
∫
RN
φγ(vn)(y− yn)γ(ϕ)(y)dy+
∫
RN
φγ(wn)(y)γ(ϕ)(y)dy.
In view of Lemma 2.4 (ii) we have
−
∫
RN
φγ(vn)(y− yn)γ(ϕ)(y)dy+
∫
RN
φγ(wn)(y)γ(ϕ)(y)dy
= −
∫
RN
φγ(wn)(y)γ(ϕ)(y)dy+
∫
RN
φγ(wn)(y)γ(ϕ)(y)dy = 0,
so
o(1) = E ′per(wn)(ϕ) +
∫
RN
Vl(y)γ(vn)γ(ϕ(·+ zn))dy
= E ′per(wn)(ϕ) +
∫
RN
Vl(y)γ(vn)γ(ϕ)(y+ yn)dy
= E ′per(wn)(ϕ) +
∫
RN
Vl(y− yn)γ(wn)(y)γ(ϕ)(y)dy.
From Vitali convergence theorem we have∫
RN
Vl(y− yn)γ(wn)(y)γ(ϕ)(y)dy → 0,
hence
E ′per(wn)(ϕ) → 0.
Similarly as in Step 1 we show that E ′per(wn)(ϕ) → E ′per(w)(ϕ) and therefore
E ′per(w)(ϕ) = 0,
and the proof of Step 3 is completed in this case. Thus we may assume that (yn) is bounded
and xn → ∞. We will show that this is impossible. We will repeat the arguments from the
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proof of [15, Lemma 4.2]. Since (yn) is bounded, it has a convergent subsequence. From (3.5)
it follows that ∫∫
B(zn,r)
|vn|
2 dxdy > β > 0
for some β > 0. We may assume without loss of generality that r > 2 and that yn = 0. Since
v0 ∈ L2(RN)we have ∫∫
B(zn,r)
|v0|
2 dxdy→ 0 as n→ +∞.
Moreover, in view of boundedness of {vn}n in L2(RN)we have∫∫
B(zn,r)
vnv0 dxdy→ 0 as n→ +∞
and ∫∫
B(zn,r)
|vn − v0|
2 dxdy =
∫∫
B(zn,r)
|vn|
2 dxdy+ o(1).
For any fixed n > 1 let Rn > 1 denotes the smallest integer such that∫∫
{r+Rn6|(x,y)−zn|6r+Rn+1}
|∇vn|2 + |vn|2 dxdy < β.
While xn → ∞ and in view of boundedness of {vn}n we may assume that xn is large enough
that
{r+ Rn 6 |(x,y) − zn| 6 r+ Rn + 1} ⊂ RN+1+ ,
i.e.
xn > r+M+ 1, (4.2)
where
Rn 6
1
β
∫∫
R
N+1
+
|∇vn|2 + |vn|2 dxdy 6M.
Define
ψn(x,y) = ϕr+Rn(|(x,y) − zn|),
where ϕr+Rn ∈ C∞0 (RN+1+ ) is such that
ϕr+Rn(z) =
{
1, for |z| 6 r+ Rn,
0, for |z| > r+ Rn + 1,
and |ϕr+Rn(z)| 6 1, |∇ϕr+Rn(z)| 6 1. Obviously ψnvn ∈ H1(RN+1+ ). Moreover, while {vn}n is
a bounded Palais-Smale sequence
‖E ′(vn)(ψnvn)‖ 6 ‖E ′(vn)‖ · ‖ψnvn‖ → 0 as n→ +∞.
Hence
o(1) = E ′(vn)(ψnvn) =∫∫
R
N+1
+
∇vn∇(ψnvn)dxdy+m2
∫∫
R
N+1
+
|vn|
2ψn dxdy+
∫
RN
(V(y) −m)γ(vn)γ(ψnvn)dy
−
1
2p
D
′(vn)(ψnvn) +
∫
RN
Γ(y)|γ(vn)|
q−2γ(vn)γ(ψnvn)dy.
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In view of the definition of trace and ψn, and taking (4.2) into account, we have γ(ψnvn) = 0.
Hence
o(1) = E ′(vn)(ψnvn) =
∫∫
R
N+1
+
∇vn∇(ψnvn)dxdy+m2
∫∫
R
N+1
+
|vn|
2ψn dxdy
=
∫∫
R
N+1
+
|∇vn|2ψn dxdy+m2
∫∫
R
N+1
+
|vn|
2ψn dxdy+
∫∫
R
N+1
+
vn∇vn∇ψn dxdy
=
∫∫
R
N+1
+
(|∇vn|2 +m2|vn|2)ψn dxdy+
∫∫
R
N+1
+
vn∇vn∇ψn dxdy
>
∫∫
R
N+1
+
(|∇vn|2 +m2|vn|2)ψn dxdy
−
∫∫
{r+Rn6|(x,y)−zn|6r+Rn+1}
|vn||∇vn|dxdy
>
∫∫
B(zn ,r)
|∇vn|2 +m2|vn|2 dxdy
−
1
2
∫∫
{r+Rn6|(x,y)−zn|6r+Rn+1}
|∇vn|2 + |vn|2 dxdy
>
∫∫
B(zn ,r)
|∇vn|2 +m2|vn|2 dxdy− β2 > β−
β
2
=
1
2
β > 0,
a contradiction, which completes the proof of Step 3.
Step 4: Assume that there is m > 1, (zkn) = (x
k
n,y
k
n) ⊂ ZN+1+ , wk ∈ H for k ∈ {1, 2, . . . ,m}
such that
|ykn|→∞, |ykn − yk ′n |→∞ for 1 6 k < k ′ 6 m;
vkn(·+ zkn)→ wk 6= 0 for 1 6 k 6 m;
E ′per(w
k) = 0 for 1 6 k 6 m.
Then
(1) if there is r > 0 such that
sup
z∈RN+1+
∫∫
B(z,r)
∣∣∣∣∣vn − v0 −
m∑
k=1
wk(·− zkn)
∣∣∣∣∣
2
dxdy→ 0 as n→ +∞, (4.3)
then ∥∥∥∥∥vn − v0 −
m∑
k=1
wk(·− zkn)
∥∥∥∥∥→ 0;
(2) if there is r > 0 and (zm+1n ) = (x
m+1
n ,y
m+1
n ) ⊂ ZN+1+ such that
lim inf
n→∞
∫∫
B(zm+1n ,r)
∣∣∣∣∣vn − v0 −
m∑
k=1
wk(·− zkn)
∣∣∣∣∣
2
dxdy > 0 (4.4)
then there is wm+1 ∈ H \ {0} such that (up to subsequences)
(a) |ym+1n |→∞, |ym+1n − ykn|→∞ for 1 6 k 6m,
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(b) vn(·− zm+1n )⇀ wm+1,
(c) E ′per(wm+1) = 0.
Suppose that (4.3) holds and put
ξn := vn − v0 −
m∑
k=1
wk(·− zkn).
From Lion’s lemma we have
ξn → 0 in L2(t−1)(RN+1+ ) and γ(ξn)→ 0 in Lt(RN) for t ∈
(
2,
2N
N− 1
)
.
We denote that
E ′(vn)(ξn) = 〈vn, ξn〉− 12pD
′(vn)(ξn) +
∫
RN
Γ(y)|γ(vn)|
q−2γ(vn)γ(ξn)dy.
Obviously |E ′(vn)(ξn)| 6 ‖E ′(vn)‖‖ξn‖ → 0 and∫
RN
Γ(y)|γ(vn)|
q−2γ(vn)γ(ξn)dy→ 0,
so
o(1) = 〈vn, ξn〉− 12pD
′(vn)(ξn) = ‖ξn‖2+ 〈v0, ξn〉+
m∑
k=1
〈wk(·− zkn), ξn〉−
1
2p
D
′(vn)(ξn).
Moreover
0 = E ′(v0)(ξn) = 〈v0, ξn〉− 12pD
′(v0)(ξn) + o(1), (4.5)
while ∫
RN
Γ(y)|γ(v0)|
q−2γ(v0)γ(ξn)dy→ 0.
Using (4.5) we obtain
‖ξn‖2 = − 12pD
′(v0)(ξn) −
m∑
k=1
〈wk(·− zkn), ξn〉+
1
2p
D
′(vn)(ξn) + o(1). (4.6)
Recall that E ′per(wk) = 0. Hence
0 = E ′per(w
k)(ξn(·+ zkn)) = 〈wk, ξn(·+ zkn)〉−
1
2p
D
′(wk)(ξn(·+ zkn))
+
∫
RN
Γ(y)|γ(wk)|q−2γ(wk)γ(ξn(·+ zkn))dy−
1
2
∫
RN
Vl(y)γ(w
k)γ(ξn(·+ zkn))dy
= 〈wk(·− zkn), ξn〉−
1
2p
D
′(wk)(ξn(·+ zkn))
+
∫
RN
Γ(y)|γ(wk)|q−2γ(wk)γ(ξn(·+ zkn))dy−
1
2
∫
RN
Vl(y)γ(w
k(·− zkn))γ(ξn)dy
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Combining it with (4.6) we have
‖ξn‖2 = − 12p
m∑
k=1
D
′(wk)(ξn(·+ zkn)) +
m∑
k=1
∫
RN
Γ(y)|γ(wk)|q−2γ(wk)γ(ξn(·+ zkn))dy
−
1
2
m∑
k=1
∫
RN
Vl(y)γ(w
k(·− zkn))γ(ξn)dy+
1
2p
[D ′(vn)(ξn) −D ′(v0)(ξn)] + o(1).
Note that∣∣∣∣
∫
RN
Γ(y)|γ(wk)|q−2γ(wk)γ(ξn(·+ zkn))dy
∣∣∣∣ 6 |Γ |∞
∫
RN
|γ(wk(·− zkn))|q−1|γ(ξn)|dy→ 0.
Thus
‖ξn‖2 = − 12p
m∑
k=1
D
′(wk)(ξn(·+ zkn)) −
1
2
m∑
k=1
∫
RN
Vl(y)γ(w
k(·− zkn))γ(ξn)dy
+
1
2p
[D ′(vn)(ξn) −D ′(v0)(ξn)] + o(1).
From the Vitali convergence theorem we have∫
RN
Vl(y)γ(w
k(·− zkn))γ(ξn)dy→ 0,
since Vl(y+ zkn)→ 0 as n→ +∞. Hence
‖ξn‖2 = − 12p
m∑
k=1
D
′(wk)(ξn(·+ zkn)) +
1
2p
[D ′(vn)(ξn) −D ′(v0)(ξn)] + o(1).
Moreover
D
′(wk)(ξn(·+ zkn))→ 0,
D
′(vn)(ξn)→ 0,
D
′(v0)(ξn)→ 0
exactly as in Step 1. Thus ξn → 0 in H.
Suppose now that (4.4) holds. Exactly as in Step 3 we obtain that (zm+1n ) = (x
m+1
n ,y
m+1
n ) is
unbounded and that vn(·− zm+1n )⇀ wm+1 for somewm+1 ∈ H \ {0}. If |ym+1n |→∞, similarly
as in Step 1 we show that
E ′per(vn(·− zm+1n ))(ϕ) → E ′per(wm+1)(ϕ)
and on the other hand that E ′per(vn(·− zm+1n ))(ϕ) → 0 and the proof is completed in this case.
Hence we assume that (ym+1n ) is bounded and therefore x
m+1
n →∞, however this cannot hold
as in Step 3.
Step 5: Conclusion.
Directly from Step 1 we obtain (i). If
sup
z∈RN+1+
∫∫
B(z,r)
|vn − v0|
2 dxdy→ 0
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then from Step 2 the lemma holds for ℓ = 0. Otherwise, (3.5) holds and in view of Step 3 there
is w ∈ H and (zn) = (xn,yn) such that (a), (b), (c) hold true. Put z1n := zn and w1 := w. Then
we iterate Step 4. Observe that, from the properties of the weak convergence
0 6 lim
n→+∞
∥∥∥∥∥vn − v0 −
m∑
k=1
wk(·− zkn)
∥∥∥∥∥
2
= lim
n→+∞
(
‖vn‖2 − ‖v0‖2 −
m∑
k=1
‖wk‖2
)
.
Since wk are nontrivial critical points of Eper, we find a number ρ > 0 such that ‖wk‖ > ρ.
Hence the procedure will finish after a finite number of steps, say ℓ steps. Thus we have
proven (i)–(iv).
Step 6: (v) holds.
Observe that
E(vn) =
1
2
〈vn, vn〉− 12pD(vn) +
1
q
∫
RN
Γ(y)|γ(vn)|
q dy
=
1
2
〈v0, v0〉+ 12〈vn − v0, vn − v0〉+ 〈v0, vn − v0〉−
1
2p
D(vn) +
1
q
∫
RN
Γ(y)|γ(vn)|
q dy
= E(v0) +
1
2
〈vn − v0, vn − v0〉+ 〈v0, vn − v0〉
−
1
2p
D(vn) +
1
q
∫
RN
Γ(y)|γ(vn)|
q dy+
1
2p
D(v0) −
1
q
∫
RN
Γ(y)|γ(v0)|
q dy
= E(v0) + Eper(vn − v0) + 〈v0, vn − v0〉
−
1
2p
D(vn) +
1
q
∫
RN
Γ(y)|γ(vn)|
q dy+
1
2p
D(v0) −
1
q
∫
RN
Γ(y)|γ(v0)|
q dy
+
1
2p
D(vn − v0) −
1
q
∫
RN
Γ(y)|γ(vn − v0)|
q dy+
1
2
∫
RN
Vl(y)|γ(vn − v0)|
2 dy.
In view of the weak convergence we have 〈v0, vn − v0〉 → 0. Let E ⊂ RN be a measurable set.
From the Hölder inequality and (1.2) we obtain∣∣∣∣
∫
E
Vl(y)|γ(vn − v0)|
2 dy
∣∣∣∣ 6 |VlχE|s|γ(vn − v0)|22s
s−1
.
Since 2 6 2s/(s − 1) 6 2N/(N − 1) and {γ(vn − v0)}n is bounded in H1/2(RN), we obtain
that the family {Vl(y)|γ(vn − v0)|2}n is uniformly integrable and tight. Hence, in view of Vitali
convergence theorem
1
2
∫
RN
Vl(y)|γ(vn − v0)|
2 dy→ 0.
In view of the Bezis-Lieb lemma ([4, Proposition 4.7.30]) we easily get
∣∣∣∣
∫
RN
Γ(y)|γ(vn)|
q dy−
∫
RN
Γ(y)|γ(v0)|
q dy−
∫
RN
Γ(y)|γ(vn − v0)|
q dy
∣∣∣∣
6 |Γ |∞
∫
RN
||γ(vn)|
q − |γ(v0)|
q − |γ(vn − v0)|
q| dy→ 0.
18
Hence, it is enough to show that
D(vn) −D(v0) −D(vn − v0)→ 0, (4.7)
Eper(vn − v0)→
ℓ∑
k=1
Eper(w
k). (4.8)
The convergence (4.7) follows by Lemma 4.2. We will focus on (4.8). We compute that
Eper(vn − v0) =
1
2
‖vn − v0‖2 − 12pD(vn − v0)
+
1
q
∫
RN
Γ(y)|γ(v− v0)|
q dy−
1
2
∫
RN
Vloc(y)|γ(v− v0)|
2 dy
=
1
2
∥∥∥∥∥vn − v0 −
ℓ∑
k=1
wk(·− zkn)
∥∥∥∥∥
2
−
1
2p
D(vn − v0)
+
1
q
∫
RN
Γ(y)|γ(v− v0)|
q dy−
∫
RN
1
2
Vloc(y)|γ(v− v0)|
2 dy
+
ℓ∑
k=1
‖wk(·− zkn)‖2 + o(1)
=
ℓ∑
k=1
Eper(w
k) +
1
2p
ℓ∑
k=1
D(wk(·− zkn)) −
1
q
ℓ∑
k=1
∫
RN
Γ(y)|γ(wk(·− zkn))|q dy
−
1
2p
D(vn − v0) +
1
q
∫
RN
Γ(y)|γ(v− v0)|
q dy+ o(1).
Iterating Lemma 4.2 we get
D(vn − v0) −
ℓ∑
k=1
D(wk(·− zkn))→ 0.
Similarly, iterating the Brezis-Lieb lemma we get∫
RN
Γ(y)|γ(v− v0)|
q dy−
ℓ∑
k=1
∫
RN
Γ(y)|γ(wk(·− zkn))|q dy→ 0.
All details can be found in [3]. Hence
Eper(vn − v0) =
ℓ∑
k=1
Eper(w
k) + o(1)
and the proof is finished.
5 Proof of Theorem 1.1
Define cper := infNper Eper > 0, where
Nper := {v ∈ H \ {0} | E ′per(v)(v) = 0}. (5.1)
Proof of Theorem 1.1. From Lemma 4.3 (v) we obtain
c = E(v0) +
ℓ∑
k=1
Eper(w
k) > E(v0) + ℓcper. (5.2)
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(a) Assume that Vl = 0. Then E = Eper, c = cper and from (5.2) there holds
c > E(v0) + ℓc.
If v0 6= 0, we get c > (ℓ+ 1)c, ℓ = 0 and v0 is a ground state. If v0 = 0 we have c > ℓc.
Since c > 0 then ℓ = 1 and w1 6= 0 is a ground state.
(b) Assume that Vl(y) < 0 for a.e. y ∈ RN. Suppose that v0 = 0 and E(v0) = E(0) = 0. From
(a) we already know that there is vper ∈ Nper such that
cper = Eper(vper) > 0.
Let tper > 0 be a number such that tpervper ∈ N. The inequality V(y) < Vp(y) for a.e.
y ∈ RN implies that
cper = Eper(vper) > Eper(tpervper) > E(tpervper) > inf
N
E = c > 0. (5.3)
From (5.2) and (5.3) we get the inequality
c > ℓc.
Therefore ℓ = 0 and c = E(0) = 0, a contradiction. Hence v0 6= 0 is a ground state
solution.
The regularity of u can be shown by adapting [13, Lemma 5.1 and Theorem 7.1]. ✷
6 Proof of Theorem 1.3
Let Eper and Nper be given by (4.1) and (5.1) respectively. Suppose by contradiction that there
is a ground state v0 ∈ N of E. In view of Remark 3.3 there is tper > 0 such that tperv0 ∈ Nper.
Since v0 6= 0 and Vl(y) > 0 for a.e. y ∈ RN we have∫
RN
Vl(y)|γ(v0)|
2 dy > 0
and therefore
cper := inf
Nper
Eper 6 Eper(tperv0) < E(tperv0) 6 E(v0) = inf
N
E =: c.
On the other hand, take any v ∈ Nper and for any z ∈ ZN let vz(x,y) := v(x,y− z). Let tz > 0
be a number such that tzvz ∈ N. Then
Eper(v) = Eper(vz) > Eper(tzvz)
= E(tzvz) −
∫
RN
Vl(y)|γ(tzvz)|
2 dy > c−
∫
RN
Vl(y)|γ(tzvz)|
2 dy.
Observe that∫
RN
Vl(y)|γ(tzvz)|
2 dy = t2z
∫
RN
Vl(y)|γ(vz)|
2 dy = t2z
∫
RN
Vl(y+ z)|γ(v)|
2 dy.
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In view of (V3) we have by Lebesgue’s Theorem∫
RN
Vl(y+ z)|γ(v)|
2 dy→ 0 as |z|→∞.
The functional Eper being coercive onNper, Eper(tzvz) = Eper(tzv) 6 cper implies that supz∈ZN tz <
+∞. Hence
Eper(v) > c−
∫
RN
Vl(y)|γ(tzvz)|
2 dy = c− t2z
∫
RN
Vl(y+ z)|γ(v)|
2 dy→ c.
Taking infimum over all v ∈ Nper we obtain cper > c, a contradiction. This concludes the proof.
7 Proof of Theorem 1.4
Suppose that {Γn} ⊂ L∞(RN) is a sequence such that Γn satisfies (Γ ) and Γn → 0 in L∞(RN) as
n→ +∞. Let En denotes the Euler functional for Γ = Γn.
Lemma 7.1. There exists a positive radius r > 0 such that
inf
n>1
inf
‖v‖=r
En(u) > 0.
Proof. In view of (2.3)
1
2p
D(v) −
1
q
∫
RN
Γn(y)|γ(v)|
q dy 6
1
2p
D(v) 6 C‖v‖2p = C‖v‖2p−2‖v‖2.
For v ∈ H such that ‖v‖ 6 ( 14C)1/(2p−2) =: rwe have
1
2p
D(v) −
1
q
∫
RN
Γn(y)|γ(v)|
q dy 6
1
4
‖v‖2.
Hence En(v) > 14‖v‖2 = r
2
4 > 0 for ‖v‖ = r.
Recall that for any n > 1 there is vn ∈ H such that E ′n(vn) = 0 and En(vn) = infNn En, where
Nn is the corresponding Nehari manifold. By E0 and N0 we denote the Euler functional and
the Nehari manifold for Γ ≡ 0. Recall that there is also a ground state v0 ∈ H for E0. We define
cn := En(vn) = inf
Nn
En, c0 := E0(v0) = inf
N0
E0.
Lemma 7.2. There holds
lim
n→∞ cn = c0.
Proof. Take tn > 0 such that tnvn ∈ N0 and note that
cn > En(tnvn) = E0(tnvn) +
t
q
n
q
∫
RN
Γn(y)|γ(vn)|
q dx > c0 +
t
q
n
q
∫
RN
Γn(y)|γ(vn)|
q dx. (7.1)
Similarly, taking sn > 0 such that snv0 ∈ Nn we get
c0 > E0(snv0) = En(snv0) −
s
q
n
q
∫
RN
Γn(y)|γ(v0)|
q dy > cn −
s
q
n
q
∫
RN
Γn(y)|γ(v0)|
q dy. (7.2)
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Combining (7.1) and (7.2) we arrive at
c0 6 c0 +
t
q
n
q
∫
RN
Γn(y)|γ(vn)|
q dx 6 cn 6 c0 +
s
q
n
q
∫
RN
Γn(y)|γ(v0)|
q dy.
Since obviously ∫
RN
Γn(y)|γ(v0)|
q dy 6 |Γn|∞
∫
RN
|γ(v0)|
q dy→ 0,
it is sufficient to show that (sn) is bounded. Suppose by contradiction that sn → ∞. Taking
into account that snv0 ∈ Nn we have
s2n‖v0‖2 −D ′(snv0)(snv0) + sqn
∫
RN
Γn(y)|γ(v0)|
q dy = 0.
Hence, recalling that q < 2p,
0 =
‖v0‖2
s
q−2
n
−
D ′(snv0)(snv0)
s
q
n
+
∫
RN
Γn(y)|γ(v0)|
q dy
= o(1) −
D ′(snv0)(snv0)
s
q
n
→ −∞ as n→ +∞,
thus we get a contradiction.
Lemma 7.3. For every choice of ground states vn of En, the sequence {vn}n is bounded in H.
Proof. Suppose by contradiction that ‖vn‖ →∞. Then
c0 = lim
n→+∞En(vn) = limn→+∞
(
En(vn) −
1
q
E ′n(vn)(vn)
)
= lim
n→+∞
((
1
2
−
1
q
)
‖vn‖2 +
(
1
q
−
1
2p
)
D
′(vn)(vn)
)
> lim
n→+∞
(
1
2
−
1
q
)
‖vn‖2 = +∞
and we obtain a contradiction.
Proof of Theorem 1.4. Suppose that
lim
n→+∞ sup
z∈RN+1+
∫∫
B(z,1)
|vn|
2 dxdy = 0.
From Lion’s concentration-compactness principle we obtain
vn → 0 in L2(t−1)(RN+1+ ), γ(vn)→ 0 in Lt(RN) for all t ∈
(
2,
2N
N− 1
)
.
Then, as in Lemma 3.4 we get ‖vn‖ → 0. In view of Lemma 7.1 we have
En(vn) > En
(
r
vn
‖vn‖
)
> a > 0
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and on the other hand, in view of Lemma 7.3
lim sup
n→∞ En(vn) = −
1
2p
lim sup
n→∞ D(vn) 6 0,
a contradiction. Hence, there is a sequence (zn) = (xn,yn) ⊂ ZN+1+ such that
lim inf
n→+∞
∫∫
B(zn,1+
√
N+1)
|vn|
2 dxdy > α
for some α > 0. In view of Lemma 7.3, there is v ∈ H \ {0} such that
vn(·+ zn)→ v in L2loc(RN+1+ ),
vn(·+ zn)⇀ v in H,
vn(x+ xn,y+ yn)→ v(x,y) for a.e. (x,y) ∈ RN+1+ .
Letwn := vn(·+ zn). Fix any ϕ ∈ C∞0 (RN+1+ ). Observe that
E ′0(wn)(ϕ) = E
′
n(vn)(ϕ(·− zn)) −
∫
RN
Γn(y)|γ(vn)|
q−2γ(vn)γ(ϕ(·− zn))dy
=
∫
RN
Γn(y)|γ(vn)|
q−2γ(vn)γ(ϕ(·− zn))dy.
We notice that∣∣∣∣
∫
RN
Γn(y)|γ(vn)|
q−2γ(vn)γ(ϕ(·− zn))dy
∣∣∣∣ 6 |Γn|∞|γ(wn)|q−1q |γ(ϕ)|q → 0,
and therefore E ′0(wn)(ϕ) → 0. Repeating the reasoning from Step 1 in proof of Lemma 4.3 we
can easily show that
E ′0(wn)(ϕ)→ E ′0(v)(ϕ)
and therefore v is a nontrivial critical point of E0. In view of Lemma 7.2 and Fatou’s lemma we
have
c0 = lim inf
n→+∞ En(vn) = lim infn→+∞
(
En(vn) −
1
2
E ′n(vn)(vn)
)
> lim inf
n→+∞
(
1
2
1
2p
D
′(vn)(vn) −
1
2p
D(vn)
)
+ lim inf
n→+∞
(
−
(
1
2
−
1
q
) ∫
RN
Γn(y)|γ(vn)|
q dy
)
= lim inf
n→+∞
(
1
2
1
2p
D
′(vn)(vn) −
1
2p
D(vn)
)
= lim inf
n→+∞
(
1
2
−
1
2p
)
D(vn)
>
(
1
2
−
1
2p
)
D(v) =
1
2
1
2p
D
′(v)(v) −
1
2p
D(v)
=
1
2
1
2p
D
′(v)(v) −
1
2p
D(v) +
1
2
E ′0(v)(v) = E0(v) > c0. (7.3)
Hence v is a ground state for E0, in particular E0(v) = c0. Thus it is sufficient to show that
wn → v in H. Observe that
‖wn − v‖2 = E ′n(vn)(wn(·− zn) − v(·− zn)) − 〈v,wn − v〉
−
1
2p
D
′(wn)(wn − v) +
∫
RN
Γn(y)|γ(wn)|
q−2γ(wn)γ(wn − v)dy.
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We have that E ′n(vn)(wn(·− zn) − v(·− zn)) − 〈v,wn − v〉 = 0 and 〈v,wn − v〉 → 0. Thus
‖wn − v‖2 = − 12pD
′(wn)(wn − v) +
∫
RN
Γn(y)|γ(wn)|
q−2γ(wn)γ(wn − v)dy+ o(1).
Moreover∣∣∣∣
∫
RN
Γn(y)|γ(wn)|
q−2γ(wn)γ(wn − v)dy
∣∣∣∣ 6 |Γn|∞|γ(wn)|q−1q |wn − v|q → 0
and
‖wn − v‖2 = − 12pD
′(wn)(wn − v) + o(1).
From (7.3) we get that(
1
2
−
1
2p
)
D(wn) =
(
1
2
−
1
2p
)
D(vn)→
(
1
2
−
1
2p
)
D(v) = c0.
In view of Lemma 4.2(
1
2
−
1
2p
)
D(wn) −
(
1
2
−
1
2p
)
D(wn − v)→
(
1
2
−
1
2p
)
D(v) = c0 (7.4)
and therefore
D(wn − v)→ 0. (7.5)
In view of (7.5) we also have
D
′(wn − v)(wn − v) =
1
2p
D(wn − v)→ 0.
Then
D
′(wn)(wn − v) = D ′(wn)(wn) −D ′(wn)(v)
and from (7.4) we have
D
′(wn)(wn)→ D ′(v)(v).
Thus
D
′(wn)(wn − v) = D ′(v)(v) −D ′(wn)(v) + o(1).
From Lemma 2.5 we have D ′(wn)(v) → D ′(v)(v) and therefore
‖wn − v‖2 → 0.
This completes the proof. ✷
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