Abstract: Thermodynamic stability in polypeptides is described using a novel Distance Constraint Model (DCM).
INTRODUCTION
Polypeptides make ideal systems of study both experimentally and theoretically. The ␣-helix to coil transition in polypeptides is a well-studied problem, with the thermodynamic driving forces described by Schellman 1,2 almost 50 years ago. Despite the accumulated wealth of research on polypeptides, interest continues as experimental techniques become more sophisticated [3] [4] [5] and computational methods 6 -8 im-prove, thereby providing ever increasing detailed information. Knowledge gained from these studies further scientific understanding of the general problem of protein stability. It is well known that solvent conditions together with the polypeptide composition play an important role in the character of the transition. There are two extreme limits. First, the normal transition where an ␣-helix (hereafter simply referred to as a helix) at low temperature unravels into a disordered coil at high temperature. Second, the inverted transition where a disordered coil at low temperature will self-organize into a helix at high temperature. 11 In mixed solvent conditions, it is at least conceivable that there can exist an experimentally accessible window of temperature in which both effects occur. That is, starting from low temperature and upon heating, the peptide will change conformation characteristics from being a disordered coil to helix, and then to disordered coil at still higher temperature.
The effect of a protein denaturing upon heating or cooling has been well established more than 30 years ago, 12 where cold denaturation is more pronounced under mixed solvent conditions 13 and/or high pressures.
14, 15 Privalov and Gill 16 proposed the explanation that hydration (structured water) is the mechanism responsible for cold denaturation. At low temperatures, a high propensity for formation of structured solvent around various residues makes it favorable for the protein to open up, abandoning its native fold. The disordered coil conformations at low and high temperatures have distinctly different structural or topological characteristics. Experimental observation of cold denaturation in nonmonomeric polypeptides has been readily demonstrated, [17] [18] [19] and it has also been observed in monomeric heterogeneous polypeptides in aqueous hexafluoroisopropanol (HFIP) as first reported by Andersen et al. 20 Phenomenological models are often employed to describe helix-coil transitions in polypeptides. 21 Most common is the Zimm and Bragg 22 model (ZBM) and the Lifson and Roig 23 model (LRM). Both models require a small number of parameters (typically 2 for ZBM and 3 for LRM) to describe a homogeneous polypeptide. They share two types of phenomenological parameters that are ascribed to a nucleation and propagation process. The ZBM and LRM have since been generalized to account for heterogeneous polypeptides and additional interactions. 21,24 -26 In order to fit to a wide spectrum of experimental data, nucleation parameters must be chain-length dependent 27 and propagation parameters temperature dependent. 28 With the exception of sophisticated parameterization, to our knowledge, the underlying coarse grain statistical mechanical descriptions of the helixcoil transition have not changed since the end of the 1960s. 29 In this article, a Distance Constraint Model (DCM) is introduced for homogeneous polypeptides based on a new paradigm related to the nonadditivity of free energy decomposition generally found in biopolymers. 30, 31 In many respects the DCM is similar to the ZBM and LRM. The principal difference is that network rigidity of the polypeptide is explicitly calculated and used in defining the free energy of a conformation. Qualitative discussion of rigidity and flexibility of polypeptides found in earlier works 1 is replaced with mechanical calculations for conformational entropy. Better estimates are achieved by not over counting component entropies in rigid regions associated with redundant constraints. Mathematical details can be found in prior work. 32 The main objective of this work is to show how network rigidity can be used to solve, in a computationally tractable way, problems arising from nonadditivity of component free energies.
Here, the DCM is extended further to include hydration effects in mixed solvent conditions. A minimal six-parameter DCM is constructed that is able to describe both normal and inverted helix-coil transitions in a homogeneous polypeptide chain. These parameters are physically motivated by considering a minimum set of molecular mechanisms that are invoked ubiquitously throughout the literature on protein stability. Moreover, the six parameters are taken to be independent of temperature and chain-length. It is shown that cooperativity and the nucleation process are described by the properties of network rigidity, without recourse to a chain-length dependent nucleation parameter. To demonstrate the potential usefulness of the DCM, CD measurements of Andersen et al. 20 are described using two representative models (I and II) parameterized by fitting. An effective homogeneous chain is considered to keep the discussions simple, and to minimize the number of free parameters. Assuming the DCM parameters have a linear dependence on HFIP concentration within the range probed experimentally, excellent fits are obtained.
THEORY: DISTANCE CONSTRAINT MODEL
The DCM is a coarse grain statistical mechanical formalism 32 that views a system as a network of constraints, and focuses on topological properties of that network. Each constraint corresponds to a type of interaction associated with a microscopic free energy.
Assuming additivity in free energy components generally leads to inconsistencies in molecular systems exhibiting cooperativity. Hallerbach and Hinz 33 pointed out that the second law of thermodynamics can be violated when modeling cold denaturation by simply adding positive conformational and negative hydrational entropy contributions. Errors in conformational entropy can be corrected by adding contributions only from independent entropic contributions. 34 Nonadditivity of component free energies 30, 31 (enthalpy is additive but not entropy) is accounted for in the DCM by using network rigidity as an underlying mechanical interaction to identify the relevant independent constraints. The helix-coil transition in polypeptides is special only in that the partition function is calculated exactly using transfer matrices. The ZBM and LRM are limited in scope to polypeptides, making theoretical generalizations to proteins difficult. Moreover, the nucleation parameter has been criticized in the literature due to misconceptions of its meaning, 35 it being inherently nontransferable 27 and its use in calculating partition functions yields ill-defined thermodynamic state functions. 36 In the DCM, there are no nucleation or propagation parameters that are tied to a specific process. A nucleation process is an outcome of the network rigidity calculation. Chain-length dependence in the helixcoil transition is related to the correlation length of how far rigidity extends along the polypeptide. In application to other biopolymers such as proteins, a nucleation process will depend on the topology of how constraints are distributed, which includes details on the type of constraints present and how they are cross-linked. Most important, the DCM parameters should be transferable between systems modeled with the same set of constraint types.
Network Rigidity
Network rigidity 37 is used here as an umbrella phrase referring to rigid clusters, overconstrained regions, flexible regions, and independent constraints within a generic mechanical bar-joint framework. The term generic 38 implies that all bar-joint frameworks with the same topological distribution of constraints have the same rigidity properties independent of geometrical details. A mechanical description of this sort has been shown to predict flexible and rigid regions in proteins that correlate well with long-time biologically relevant motions. 39, 40 Follow-up investigations have suggested that folding pathways are related to network rigidity, 41 and the folding transition is related to a rigidity transition. 42 These works have been made possible because of recent developments in graph algorithms [43] [44] [45] [46] [47] [48] that calculate network rigidity. The algorithm to identify independent constraints recursively adds one constraint at a time to build a framework. A new constraint is redundant when added to an already rigid region and independent if it removes a degree of freedom. Although the numbers of independent constraints and degrees of freedom are unique, the specific assignment of which constraint is independent and where the independent degrees of freedom are located is not unique. 49 The nonuniqueness of assignments is tantamount to the freedom one has in choosing generalized coordinates within a Lagrange formalism. The success of a strict mechanical view of constraints is limited, however, because it is athermal (i.e., a mechanical T ϭ 0 calculation).
The DCM 32 generalizes the network rigidity calculations to finite temperatures by associating constraints with thermodynamic properties and taking into account statistical ensembles of mechanical frameworks. Constraints can be quenched or they can fluctuate. Covalent bonds are quenched, while hydrogen bonds, dihedral-angle interactions, and hydration shells are allowed to fluctuate. Each constraint corresponds to a microscopic free energy component that provides an enthalpy and maximal entropy contribution. Enthalpy and entropy estimates are made for all accessible topological constraint arrangements, each defining a subensemble of different coordinate geometries represented by a single generic framework. Total enthalpy is additive over the contributions from each constraint, but the entropy is nonadditive. 30 The nonadditive property of component entropies derives from not knowing which degrees of freedom are independent or redundant. However, even if one adds entropy contributions from only the independent constraints as previously pointed out, 34 this is not sufficient information because as discussed above, the identification of which constraint is independent is not unique.
Constraints are quantified as strong or weak based on their maximal entropy contribution. A (greater, lesser) entropy contribution implies a (weaker, stronger) constraint. Even feeble interactions having large component entropies are regarded as a constraint. The key aspect of the DCM is that stronger constraints are placed in the network before weaker ones. This preferential selection of independent constraints is implemented operationally as follows:
1. Sort all constraints based on entropy assignments in increasing order, thereby ranking them from strongest to weakest. 2. Add constraints recursively one at a time ac-cording to the rank ordering from strongest to weakest, identifying the independent constraints until the entire framework is completely rigid.
The condition that the framework is completely rigid after all constraints are placed ensures the set of constraint types is complete, in the sense that no internal degrees of freedom appear in any framework.
Total conformational entropy is calculated as a linear sum of component entropies associated with the preferential independent set of distance constraints. Redundant constraints do not change conformational entropy. This prescription is an approximation 32 that appears adequate to accurately describe thermodynamic response functions obtained from experiments and computer simulation. Moreover, the DCM calculation is tractable and efficient. The DCM is mathematically well defined, having the property that the preferential set of independent constraints yields the minimum total conformational entropy compared to any other complete set of independent constraints (discounting ties). Physically, the essential idea is that weak constraints allow more conformational freedom than strong constraints. Stronger constraints take precedence in defining rigid structures because weaker constraints are more accommodating, thus providing a natural mechanism for enthalpy-entropy compensation. For example, if by some fluctuation a strong constraint breaks (such as a hydrogen bond or hydration shell) there will be a destabilizing gain in enthalpy, but also a compensating gain in conformational entropy as a weaker constraint substitutes.
Minimal DCM Describing Heat and Cold Denaturation
The DCM is similar to the LRM in that it uses partial configuration space integrals to define parameters. In the LRM, w is associated with three consecutive residues each in a local helical conformation defined by the backbone (, ) angles of a Ramachandran plot. 50, 51 Because a small region of configuration space is integrated, w has the same properties as a partition function, and commonly expressed as
where ⌬H and ⌬S are corresponding enthalpy and entropy contributions, and R the universal gas constant. The LRM invokes microscopic partition functions u, v, and w characterizing three successive residues along the polypeptide that are allowed to be in either an ␣-helical state (denoted as a) or a coil state (denoted as c). Note that the ␣-helical state is denoted with the letter "a," whereas the traditional letter "h" will be used later to denote a locally hydrated state. In particular, w corresponds to a triplet of residues with conformation (aaa), v corresponds to any combination with a central helix and at least one coil (aac, caa, cac), and u corresponds to all other triplets having the center residue in a coil state (ccc, acc, cca, aca). In principle, eight such parameters could be used to account for 2 3 distinct states. It is convenient to reexpress Eq. (1) in terms of a microscopic free energy function. Let ϪRT ln w 3 ⌬G t to give the thermodynamic relation
where the subscript t labels some particular type of partial configuration space integral. Microscopic interactions are discretized and partitioned differently than that done in the LRM. Each microscopic free energy function corresponds to a particular type of interaction. Here, a free energy decomposition is made using five interaction types:
space (t § a). 4. Backbone coil conformation in (, ) space (t § c).
Hydration shell or structured solvent (t § h).
Each type of microscopic free energy depends on local geometrical details. Therefore, distinction between i to i ϩ 4 backbone hydrogen bonds will be made depending on (, ) conformations of three consecutive residues spanned by the hydrogen bond (H-bond). End-cap solvation, residue heterogeneity, side-chain interactions, i to i ϩ 3 backbone H-bonding, and other (, ) regions can be added to the free energy decomposition. However, these details are unnecessary to capture essential features of (␣)-helixcoil transitions.
Each constraint type requires two thermodynamic parameters (⌬H t , ⌬S t ) that in principle are functions depending on temperature, pressure, and osmolyte concentrations. At standard pressure and over the accessible experimental temperature range, these parameters are taken as temperature independent. Additionally, each constraint type may contain one or more distance (or angular) constraints. Following previous work, 32 the constraint that restricts the backbone into an a-conformation involves two mechanical dihedral angle constraints (one for and one for ), and likewise for the c-conformation. The residue i to i ϩ 4 H-bond is modeled as three constraints, associated with the hydrogen-acceptor distance, the donor-hydrogen-acceptor angle, and the angle between the hydrogen-acceptor-carbon atoms. 39, 40 Other alternatives have been explored, but three constraints have proved to be an optimal coarse grain description in the sense that (more, less) constraints (over, under)estimate the mechanical role of the H-bond. 39 Manipulating the microscopic free energy given in Eq. (2), the various constraint types share the same generic form given by
where t is an energy parameter, ␥ t is a dimensionless pure entropy (i.e., entropy ϭ R ␥ t ) per distance constraint, and m t is the number of independent distance constraints associated with a particular constraint of type, t. When isolated, a torsion constraint in the a-, c-, or h-conformation has m a ϭ m c ϭ m h ϭ 2, respectively, and a H-bond has m hb ϭ 3. A H-bond contributes a maximum of 3R ␥ hb to the entropy of the polypeptide when all its distance constraints are independent-as calculated from network rigidity using the preferential selection rule. Depending on the constraint topology of the framework, the possible values for m hb are {0, 1, 2, 3}. Strong H-bonds (having relatively low hb and ␥ hb values) will be favored at low temperature because they substantially lower the energy of the polypeptide, despite not contributing greatly to the entropy. When many strong constraints are present, weak constraints will be redundant and provide no additional entropy contribution. As temperature is increased, it becomes more probable (and eventually advantageous) for a strong H-bond to break, giving way to weaker constraints that are not as energetically favorable, but become independent and compensate with a greater entropy contribution. Thus, enthalpy-entropy compensation is intimately connected with network rigidity, providing the basis for molecular cooperativity. The free energy of each accessible mechanical framework, Ᏺ, must then be calculated. For each of these frameworks, corresponding to distinct topological arrangement of constraints, the free energy of the polypeptide (system) is given by
where N t is the number of constraints of type t present, and I t (p) is the number of independent constraints of type t calculated by the preferential rules [emphasized by the superscript (p)] as described above. The partition function is obtained by summing over all frameworks as (5) where in this work, Z is calculated exactly using a transfer matrix method described in, appendix A. Two observations are worth pointing out. First, the covalent bonds are assumed to be associated with the lowest component entropies and they are quenched constraints. Thus, they contribute the same amount of free energy for all the frameworks in the ensemble. Factoring out this common contribution eliminates the need to explicitly consider them, as they do not affect helix content and give a background contribution to heat capacity. Thus, only noncovalent interactions are parameterized. Second, an optimal ensemble of constraint topologies will be associated with the minimum free energy. Changes in the most probable constraint topologies manifests itself as molecular cooperativity, where network rigidity serves as the mechanism responsible for structural transitions.
In prior work 32 the normal helix-coil transition was described by torsion constraints associated with a-and c-conformations, intramolecular backbone Hbonding and H-bonding to unstructured solvent. To describe the inverted transition, the "hydrated conformation" (h-conformation) is introduced. The h-conformation models structured solvent (usually water) around a residue that causes the local flexibility of the polypeptide to be greatly limited. This is the same mechanism that Privalov and Gill 16 invoked to explain cold denaturation. Thus, the hydrated state, h, posits a structural cage or clathrate of solvent molecules surrounding the side chain and backbone of a residue. Clathrate formation is energetically favorable, but is a state of low entropy for the polypeptide. The introduction of this hydrated state is sufficient for the DCM to predict heat and cold denaturation in polypeptides in good, poor, and mixed solvents over a broad temperature range.
The properties of a torsion constraint are assumed to depend only on its local a-, c-, or h-conformation. The conformation of its flanking neighbors is irrelevant. This is a simplification from the LRM, in that three-body terms involving triplets of residues specified as aaa, aac, etc., have been replaced with onebody terms involving a single residue. The three body terms in the LRM gives rise to molecular cooperativity, whereas this is the role of network rigidity in the DCM. However, similar to the LRM, some local molecular cooperativity is explicitly built into the DCM by introducing some topological correlations. Out of the 3 3 possible triplets of residues (such as aac, aah, ach, etc.) any triplet having two neighboring residues with one in the a-conformation and the other in the h-conformation is disallowed. For example, aha, aah, cah are disallowed, while ach, hcc, hhc, hhh are allowed. Altogether, the DCM has 17 accessible types of triplets. A c-conformation just before or after a h-conformation provides the polypeptide with enough plasticity to accommodate forces from solvent. In addition, intramolecular backbone H-bonds are not allowed to span over any residue in a hconformation.
To understand how the DCM parameters might depend on concentration of cosolvents, it is useful to compare the DCM with the Gibbs-Dimarzio model (GDM) for a helix-coil transition in solvent. 52 A direct correspondence is made by recasting Eq. (2) into a microscopic partition function, Q t , given by e Ϫ␤⌬G t where ␤ ϭ 1/RT. In the GDM, Q t represents properties of solvent molecules that either H-bond to CO-group acceptors, Q CO , or NH-group donors, Q NH , or are free solvent molecules not interacting with the polypeptide, Q s . The latter case is important in the GDM because the system is defined as the polypeptide and solvent. However, in the end, Gibbs and Dimarzio factor out all microscopic partition functions associated with solvent degrees of freedom, and work with the partition function for the polypeptide that retains terms that relate to the transfer of a noninteracting solvent molecule to an interacting one. In the DCM, the system is defined as the polypeptide, where direct solvent interactions are accounted for by specific constraint types. All solvent degrees of freedom are always integrated out under conditions specified by the particular constraint type. In principle, the DCM goes further by integrating out all polypeptide degrees of freedom consistent with the specified constraint topology! This is the reason why the partition function given in Eq. (5) is a sum over discrete topologies. In practice, the problem is broken down into a finite number of discretized parts that define a free energy decomposition, and then these parts are pieced together while accounting for independent entropy contributions.
Differences and similarities between the minimal ZBM, LRM, GDM, and DCM are summarized in Table I . Treating all constraints in all accessible frameworks as independent, the DCM exactly maps onto the ZBM, LRM, or the GDM-depending on the choice of free energy decomposition. The GDM is particularly important because it focuses on solvent effects. It is worth noting that Gibbs and Dimarzio 52 in passing (page 279, third to last paragraph) describe the possibility of having two helix-coil transitions based on an unsolvated random coil (here denoted as c). The DCM also accounts for local solvation through the hydration interaction (denoted as h). Most importantly, the DCM is fundamentally different because better estimates for total conformational entropies are calculated using network rigidity, accounting for nonadditivity in free energy decomposition. 30, 31 Table I shows that a small number of parameters in the ZBM and LRM result from implicitly lumping different interactions into a single phenomenological parameter. More parameters are required in the DCM by distinguishing different interaction types. For example, properties of an intramolecular backbone Hbond depends on the conformation of the three residues it spans. Moreover, H-bonding to solvent is considered to occur whenever an intramolecular backbone H-bond is broken. Within this scheme, two different H-bond models (I and II) are considered and compared.
Model I.
The intramolecular i to i ϩ 4 backbone H-bond is allowed only when it spans the aaa-triplet a All models implicitly account for covalent bonding. ZBM focuses on H-bonds, LRM focuses on backbone triplet conformations and GDM focuses on solvent effects. The DCM explicitly accounts for network rigidity, encompasses all three of these models, and treats solvent interactions like a two-state model of water having H-bonding to a clathrate structure or to unstructured mobile solvent. The DCM column defines respectively the energy, pure entropy and number of distance constraints associated with the particular interaction. For intramolecular H-bonding, the variables x, y, and z represent either a or c. For solvent H-bonding, only energy is specified as explained in the text. of residues. That is, U xyz is effectively set to positive infinity for the other seven accessible triplets, which requires H-bonds to form between the polypeptide and solvent. Therefore, model I considers three Hbond parameters, consisting of U aaa , ␥ aaa for the intramolecular backbone H-bond, and U o for solvent H-bonding. For simplicity, no entropy parameter is introduced for H-bonding to unstructured solvent because this bonding posits negligible decrease in the flexibility of the polypeptide. Flexibility can be maintained in the polypeptide because unstructured solvent mobility is considered sufficient to create the necessary bonding geometries.
Model II.
The intramolecular i to i ϩ 4 backbone H-bond is allowed to form across any triplet of residues that do not include h. For example, there can exist an intramolecular H-bond spanning a ccc-triplet. Model II is more realistic because there are many geometries associated with the ccc-triplet that are appropriate for formation of a H-bond, as confirmed by a bioinformatics study of i to i ϩ 4 backbone H-bonds in protein structures. 53 The reason is that hard cutoffs are fictitiously imagined after coarse graining, but actually there will always be some cccconformations having (, ) dihedral angles very near that of some aaa-conformations. However, mathematical simplifications are made to reduce the number of H-bond parameters. Here, aac-, aca-, and caa-triplets are treated exactly the same, and cca-, cac-, and acc-triplets are treated exactly the same. Therefore, model II requires nine H-bond parameters, associated with (U aaa , ␥ aaa ), (U aca , ␥ aca ), (U cac , ␥ cac ) and (U ccc , ␥ ccc ) and U o .
As demonstrated in next section, model II is not needed to describe CD data of Andersen et al. because model I gives excellent fits. Employing model II is motivated by the tantalizing idea that DCM parameters should be transferable. Since the backbone Hbond interactions are viewed as residue-type independent, the parameterization should not depend on composition of the polypeptide. Therefore, the eight intramolecular parameters were uplifted from prior work 32 that were obtained by fitting to simulation data for polyalanine in aqueous solution.
54, 55 The U o parameter is free, as it is expected to depend on solventpolypeptide interaction details. Some parameters can be arbitrarily fixed without affecting any thermodynamic response function. There is freedom to fix one of the torsion constraint energy parameters, {V c , V a , V h }, one of the H-bond energy parameters, {U xyz , U o }, and one of the pure entropy parameters {␦ c , ␦ a , ␦ h , ␥ xyz }. In this work, the fixed parameters are V a ϭ 0, U aaa ϭ Ϫ4.64 kcal/mole, and ␥ aaa ϭ 2, leaving the same 6 free fitting parameters for both models I and II.
The key difference between models I and II is the occurrence of entropy replacements that occur whenever there are redundant constraints. Fits to model I find ␥ aaa Ͼ ␦ a . As will be discussed in detail, this means that spanning H-bonds over triplets of aaa do not further constrain the helix. In this case, no entropy replacement occurs because the intramolecular H-bond constraints are always redundant. This makes model I as close to a generalized LRM as possible, but differences remain in both the free energy decomposition and not counting entropy contributions from redundant constraints.
DCM Parameter Dependence on Denaturant Concentration
Models I and II contain 6 free parameters that encompass normal and inverted transitions, and provides the possibility of both heat and cold denaturation. As solvent properties are modified by changing denaturant concentration, the model parameters must also change. The question then becomes: Is there any simple concentration dependence, at least for dilute aqueous solutions, on the model parameters?
Free energy shifts of molecules and biopolymers are generally found to be linearly dependent on the concentration of denaturant in dilute solutions, with the proportionality constant defined as an m-value. Likewise, a linear dependence should apply for microscopic free energies, ⌬G t , defining model parameters. Since model parameters reside in exponents of Boltzmann factors, they will depend more weakly on cosolvent concentration than the total free energy itself. We expect this approach to be quite generalconsistent with the common finding that for low mole fractions a mixed multicomponent solvent acts effectively as a one component solvent. 52, 56 Therefore, DCM parameters are Taylor expanded away from their aqueous values as a function of cosolvent concentration up to first order. A conversion between volume concentration and mole fraction for HFIP was done using measured molar volume data, 57 which is virtually independent of temperature. Up to 30% HFIP (v/v) there is a near linear relationship to mole fraction, making the choice in linearly expanding by % volume or mole fraction to be a matter of convenience. Note that 30% (v/v) corresponds to a mole fraction of Ϸ6.5%. Here, percent by volume is used to directly compare with Andersen et al. raw data. Unless stated otherwise, all following discussions give HFIP concentrations as percent by volume. The linear dependence on denaturant concentration, c, requires specifying (d/dc) t ͉ c ϭ 0 for all energy parameters and (d/dc␥ t ͉ c ϭ 0 for all pure entropy parameters. Using this linearity assumption, data of Andersen et al. 20 will be fitted to obtain model parameters, consisting of 6 pure water and 6 slope parameters. However, HFIP is a halogen alcohol that has an unusual degree of potency for inducing helix conformation, for which the origin is unclear. 58 -65 An exotic mechanism might jeopardize the proposed generic approach.
Considering Special Properties of HFIP.
The measured activity coefficient 66 of HFIP in aqueous solution starts very high (Ϸ15.3) and monotonically decreases until a minimum of Ϸ0.75 is reached at 80%, at which point it increases to unity at 100% HFIP. The activity of water is suppressed at low HFIP concentrations, reaching a shallow minimum near 27%, then increases to a maximum near 76%, after which it monotonically decreases until 100% HFIP is reached. Considering the entire range from 0 to 100%, there is significant variation in the nature of how HFIP interacts with itself and with water as HFIP concentration is varied. More recently, it has been shown by x-ray scattering that near 30% HFIP there is a maximum in micelle-like clustering of HFIP, but these clusters were not thought to be held together as rigidly as that found in amphiphiles such as SDS. 61 Additionally, it was reported 61 that helix content in melittin does not decrease for HFIP concentration above 30%, beyond which HFIP clustering decreases.
Apparently, the minimum in water activity can be associated with the maximum HFIP micelle-like clustering. The range of HFIP concentration used by Andersen et al. 20 goes as high as 25%, and the most interesting features exhibiting cold and heat denaturation is around 8 -10%. Therefore, attributing the interesting signature of heat and cold denaturation to the intrinsic HFIP clustering behavior in water is not possible, unless the concentration of polypeptide has an affect. Andersen et al. showed their data to be independent of polypeptide concentration (at low dilution), so this is implausible. Moreover, the dramatic effects of activity coefficients for HFIP and water as a function of HFIP concentration is not present until 75% -considerably beyond the range of Andersen's experiment and expected range of the proposed linear dependence on cosolvent concentration. In addition, the m-value approach has been applied in the study of induced helix transition in melittin using HFIP cosolvent up to 20% by volume. 60 Despite its unusual behavior, there appears no reason to make special exceptions for HFIP in the modeling scheme of the DCM.
RESULTS
Both models I and II are compared to experimental data of Andersen et al. 20 where heat and cold denaturation was observed for some HFIP concentrations in several different monomeric heterogeneous polypeptides. Raw experimental data from CD measurements over temperatures between 270 and 340 K and HFIP concentrations between 0 and 25% by volume were shown for two polypeptides labeled as sCT (8 -32) and YGG-3V. Model predictions for helix content are transformed to compare directly with CD measurements at 221 nm wavelength. Following standard practice it is assumed that a linear transformation between the calculated helix content, a , and the measured signal, [] 221 , exists. Consequently,
where a gives the fraction of helix ranging between 0 and 1. The coefficients a and b are situation-dependent transformation variables that depend on experimental setup and the precise coarse graining procedure used to define the helix conformation. Moreover, there is no reason to expect that the linear relationship given in Eq. (6) Fitting the minimal DCM predictions to data from heterogeneous polypeptides gives a set of effective parameters where differences in residues are averaged out. Consequently, the chain length of the effective homogeneous polypeptide refers to the number of residues playing an active role in the transition, which is not well defined. Therefore, different chain lengths were considered in fitting. It was found that the precise chain length was not crucial to obtain an excellent fit to the data. Nevertheless, there is a strong dependence on chain length for a fixed set of model parameters due to molecular cooperativity. The DCM parameters presented here corresponds to n ϭ 16 for the sCT(8 -32) polypeptide and n ϭ 18 for the YGG-3V polypeptide. Figures 1 and 2 show the raw CD data 20 and the corresponding predictions of model I and II, using best-fit parameters to the data. Table II list the best-fit DCM parameters for both models, for both polypeptides, and for 0 and 20% HFIP concentrations. Parameters for any other HFIP concentration is obtained by linear interpolation using the 0 and 20% data points. The best fits for models I and II were obtained by simulated annealing while simultaneously fitting both polypeptides consisting of 12 data curves. This dual dataset fitting involved 16 free model parameters as summarized in the caption of Table II and explained in appendix B. In spite of models I and II having considerably different H-bond parameterization, both models fit to experimental CD data equally well within experimental error bars.
Helix Content
Within the measured temperature range, the DCM predicts practically 0% helix content at 0% HFIP concentration, and at 20% HFIP concentration there is nearly 100% helix content. These predicted saturation limits are in agreement with the interpretation of the raw CD measurements given by Andersen et al. 20 The predicted helix content as a function of temperature over an extended temperature range is shown in Figure 3 . DCM predictions show weak reentrant behavior in helix content, even at optimal HFIP concentrations, due to the mild gain in disordered coil conformations at high temperatures. Moreover, for large HFIP concentrations, the predicted helix content saturates at a high value at high temperatures. Thus, the behavior of helix content as a function of temperature closely resembles that of an inverted helix-coil transition, with only small amount of reentrant behavior for a narrow window of intermediate HFIP concentrations. According to the DCM predictions, hydration effects at low temperature are playing the dominant role in the structural transition, in agreement with the reported observation of dramatic cold denaturation, 20 but heat denaturation is marginal. Although there is a decrease in helix content upon heating, a peak in the heat capacity is necessary as part of the signature for a second helix-coil transition. It will be shown in the Discussion how the sharpness of the transition(s) depend on chain length as a consequence of molecular cooperativity.
Hydration Content
The predicted hydration content, h , is plotted in Figure 4 . Hydration content also ranges between 0 and 1 and is used as a second order parameter. Helix content, regarded as the primary order parameter, and hydration content together characterize the transition(s). It is seen that both models show that both polypeptides have very high hydration content at low temperatures, decreasing as temperature increases. As HFIP concentration increases from 0% up to about 5%, the DCM predicts hydration content will increase slightly, and then this trend reverses. In particular, at some critical HFIP concentration (near 9%) the hy- dration content exhibits a sharp transition. As HFIP concentration increases above this critical value, there is an increase in sharpness of hydration loss with a corresponding decrease in the (cold) transition temperature. At very high HFIP concentrations, there is virtually no hydration content. The trends predicted by the DCM above the critical HFIP concentration is indicative of molecular cooperativity found in inverted helix-coil transitions.
Hydrogen-Bond Content
In addition to hydration and helix content, it is also possible to track H-bond content. Both models I and II explicitly account for the possibility of having Hbonding to solvent in favor of intramolecular backbone H-bonding. The greatest difference between models I and II is in how the backbone H-bonding is modeled. Nevertheless, as Figure 5 shows, H-bond content is remarkably similar between models I and II, as well as for both polypeptides. It is seen that H-bond content has similar reentrant behavior exhibited in helix content. Comparing the results of helix and H-bond content gives no indication whether intramolecular H-bonds can be considered to be the driving mechanism for the (heat) transition or not. In the Discussion, it will be shown that models I and II give slightly different answers to this question, but in both models H-bonding plays an important role in thermodynamic stability that influences the degree of molecular cooperativity. For example, it will be seen that the hydration content is depleted because forming intramolecular H-bonds is more favorable.
Thermodynamic Characteristics
It is worth mentioning that a few entries in Table II have a negative best-fit hydration pure entropy parameter, ␦ h . Although fundamentally all pure entropy parameters should be positive, it is also true that in the DCM the entire set of pure entropy parameters can be globally shifted by an arbitrary constant without affecting any order parameter, heat capacity, or differences in thermodynamic quantities. Recall that this freedom was exercised when the intramolecular backbone H-bond parameters were preset to the best-fit values obtained from prior work 32 on polyalanine in aqueous solution, where ␥ aaa ϭ 2 is used here as the pure entropy reference for both models I and II. Thus, there is no special significance in having a positive or negative pure entropy. To reflect the intrinsic arbitrary reference, all free energies, enthalpies, and entropies of HFIP concentration. The value of ϱ for U xyz indicates that such a H-bond is not allowed to form, and dashes are used for ␥ xyz whenever the H-bond is disallowed. In each model, all slope parameters are constrained to be the same for both polypeptides.
per residue for the polypeptide are labeled as ⌬g, ⌬h, and ⌬s, respectively. These free energy differences do not refer to differences between the native and denatured (unfolded) states.
Model I predictions for the Gibbs free energy, enthalpy, entropy, and heat capacity are shown in Figure 6 for the sCT (8 -32) polypeptide, and Figure 7 shows the corresponding model II predictions. Predictions from models I and II are in qualitative agreement, having similar thermodynamic response. It is seen that the free energy increases as HFIP concentration is increased, although the rate of increase decreases. As HFIP concentration increases above 11%, the free energy curves hardly shift. For all HFIP concentrations, both the enthalpy and entropy increase with temperature, which allows for enthalpyentropy compensation (at least in part). At low HFIP concentrations the increase in enthalpy and entropy as a function of temperature takes the form of a broad sigmoid curve requiring a temperature range from nearly 100 to 600 K to fully capture the lower and upper baselines. In Figures 6 and 7 only the top part of the sigmoid curves can be seen for 6 and 8% HFIP concentrations. Near the critical HFIP concentration of Ϸ9% and above, both the enthalpy and entropy increase sharply at both low and high temperatures. The dramatic change in enthalpy and entropy at low temperature is associated with the rapid decrease in hydration content as observed in Figure 4 that governs cold denaturation. After a near plateau, there is a second increase at higher temperature that reflects having helical conformations changing to disordered coil conformations and the breaking of intramolecular backbone H-bonds.
The predicted heat capacity for both models has a single broad peak at 8% HFIP concentration and below. Interestingly, the heat capacity at 8% concentration exhibits a shoulder that appears at the onset of a secondary FIGURE 3 Using parameters linearly interpolated from Table II , helix content over an extended temperature range is shown for 4, 7, 8, 9, 10, 12, and 15% HFIP concentrations, which correspond to the solid line curves ordered from bottom to top in each panel. In panels (a) and (c) results are shown for polypeptide sCT (8 -32) with an effective chain length of 16, using models I and II, respectively. Also included are the symbols square, circle, and diamond corresponding to the transformed CD data onto fractional helix content for 8, 10, and 12% HFIP concentrations. Similarly, panels (b) and (d) show results for polypeptide YGG-3V with effective chain length of 18, using models I and II respectively. The symbol up triangle, square, and circle correspond to the transformed CD data onto fractional helix content for 7, 8, and 10%) HFIP concentrations.
peak. Indeed, for larger HFIP concentrations two well defined peaks in the heat capacity curves are predicted by both models. However, the low temperature peak is located below 260 K, and the high temperature peak is above 340 K. The two peaks shift further apart when HFIP concentration is increased, indicating the low and high temperature transitions are governed by an increase in molecular cooperativity. The (decrease, increase) in the transition temperature for (cold, heat) denaturation is akin to the (inverted, normal) helix-coil transitions that occurs as chain length is increased. Unfortunately, at any fixed HFIP concentration, these predicted dramatic effects as a function of temperature are not fully experimentally accessible. As a function of HFIP concentration, at fixed temperature, helix and hydration content and heat capacity give a pronounced signature for changes in molecular cooperativity, as shown in Figure  8 . It is seen that models I and II are in qualitative agreement, but do have quantitative differences that can be easily discerned at low temperatures. Similar results for both models are obtained for the YGG-3V polypeptide (not shown).
DISCUSSION
The general formalism of the DCM is applicable to biopolymers and many other physical systems. The helix-coil transition in polypeptides serves as a well suited example for illustrating the DCM, and the important role that network rigidity plays in determining molecular cooperativity. Except for some comments on the generalization of the DCM to heterogeneous polypeptides at the end of this section, the analysis given below is restricted to a homogeneous polypeptide.
Three-State Model for an Infinite Chain
Similar to Schellman's two-state model, 1,2 the essential features of the helix-coil transition for an infi- nitely long polypeptide immersed in arbitrary solvent conditions can be understood using three limiting states. Employing the minimal 6-parameter DCM presented here, the free energy of five distinct frameworks are worked out, three of which govern the limiting states of interest. These free energies (per residue) denoted as ⌬g h , ⌬g a , and ⌬g c with respect to an arbitrary reference state, correspond to a framework that is 100% hydrated, 100% helix, and 100% disordered. In terms of the DCM parameters,
where (⌬g a 1 , ⌬g a 0 ) correspond to a polypeptide that is 100% helix with all H-bonds (present, missing). Likewise, (⌬g c 1 , ⌬g c 0 ) correspond to a polypeptide that is 100% disordered coil with all H-bonds (present, missing). These latter four free energies are given by
Although near room temperature it can be expected that ⌬g a 1 Ͻ ⌬g a 0 and ⌬g c 0 Ͻ ⌬g c 1 , these inequalities need not be the case. Therefore, five distinct frameworks must be considered to properly determine the three limiting states of interest.
Examples of the three limiting case free energies given in Eqs. (7)- (9) are shown in the right two panels of Figure 9 for 8% HFIP concentration. Each of these free energies are linear functions of temperature with negative slope. The state with the lowest free energy at any given temperature is the most thermodynamically stable. Free energy crossings will generally occur as temperature is increased, shifting (less, more) importance to the (enthalpy, entropy) contributions. At 8% HFIP concentration, both models I and II form a triangle with a long base of lowest free energy in the helix state. The apex of the triangle corresponds to a transition directly from the disordered hydrated state to the disordered coil state. However, both these disordered states are thermodynamically unstable at the temperature where the apex forms. Instead, the polypeptide will track the state with lowest free energy, which depends on the temperature. As temperature increases starting from low temperature, the three-state model predicts the polypeptide will undergo two transitions-passing from disordered hydrated to helix to disordered coil. The introduction of a third state, representing the effects of structured solvent (hydration) allows the possibility of having cold denaturation take place, forming a limit-triangle as shown in Figure 9 .
The limit-triangle continuously changes shape as a function of HFIP concentration. The lowest free energy from the three limiting states is also plotted in Figure 9 as a function of concentration. At low HFIP concentration the limit triangle is inverted, such that the helix state is always relatively unstable compared to both the hydrated and coil states for all temperatures. Thus at low enough HFIP concentration the polypeptide is exposed to a good solvent and it will not form a helical structure. As HFIP concentration increases, a limit-triangle forms and proceeds to grow in such a way that the cold-denaturation (transition) temperature, locating the crossing between the hydrated and helix states, decreases. Simultaneously, the heat-denaturation temperature, locating the crossing between helix and coil states, increases. Thus the two transition temperatures describing cold and heat denaturation move away from one another as HFIP concentration increases. When the two transition temperatures move past experimental accessibility, the polypeptide will remain a helix-characteristic of poor solvent conditions. When a single (normal, inverted) transition is observed, the (first, second) free energy crossing occurs (below, above) the experimentally accessible temperature range.
It is natural to use 6 free parameters in a minimal DCM since it takes six parameters to describe the limit-triangle (a slope and y-intercept for each of the three lines). However, with further thought it would appear that only four parameters are required to explain two distinct transitions. This is because the limit-triangle will yield the same predictions whether all slopes (representing negative entropies) and all y-intercepts (representing energy) of each of the three free energy functions are shifted by the same amount. However, this freedom of selecting an arbitrary overall energy and entropy reference has been used up already. In this work, the selection of V a ϭ 0, U aaa ϭ Ϫ4.64 kcal/mole and ␥ aaa ϭ 2 was made. Thus, it is more appropriate to consider 6 free parameters as a minimal model (one for the H-bond to solvent and five for the residue).
Heat and Cold Denaturation in Finite Length Chains
Whether a polypeptide will actually exhibit cold and heat denaturation as predicted by the presence of the limit-triangle shown in Figure 9 (a and c) depends on the length of the polypeptide and relative free energy differences between different frameworks. Note that a limit-triangle can be defined for finite length polypeptides. The existence of a limit-triangle is necessary for both cold and heat denaturation to take place, but it is possible that one or neither of the predicted two transitions is realized due to the subtle balance of many interactions. The detailed DCM computations will agree well with the three-state model predictions when (a) polypeptides are much longer than the rigidity correlation length, and (b) there is a small subset of frameworks that have free energies well below all others making up most of the ensemble. This, however, generally does not occur. In Figure 9 (a and c) the exact free energy as as a function of chain length is compared with the limiting infinite chain length prediction of the three-state model. In both models I and II, exact DCM calculations for chain lengths more than 100 times longer than the rigidity correlation length have free energies (per residue) less than that predicted by the three-state model. The lower free energy can be ascribed to mixing of many frameworks having similar free energy assignments.
Molecular Cooperativity
The DCM makes a distinction between two types of mechanisms that lead to molecular cooperativity. The first type of mechanism has to do with forming a favorable geometric arrangement to lower the enthalpy, without an associated cost in conformational entropy. Cooperativity resulting from this first type of mechanism is entropically irrelevant. In the DCM, this situation arises whenever a constraint type is completely redundant. A good example of such a constraint is the aaa H-bond that is allowed in model I. Specifically, from Table II for the sCT(8 -32) polypeptide, the pure entropy for an ␣-helical conformation is given as ␦ a ϭ 1.39 compared to the pure entropy for the allowed H-bond given as ␥ aaa ϭ 2. With these numerical values, the H-bond constraint is always redundant thereby providing cooperativity only via lowering enthalpy when three ␣-helical conformations consecutively occur. The presence of these H-bonds do not reduce conformational entropy.
The second type of mechanism concerns itself with changes in conformational entropy that arise because of a particular topological arrangement of constraints. This second type of mechanism is entropically relevant, and is generally associated with an enthalpy change as well. Entropy changes are calculated in the DCM using network rigidity. This case is clearly demonstrated in model II, where from Table II using the sCT(8 -32) polypeptide, the pure entropy for an ␣-helical conformation and the aaa H-bond are ␦ a ϭ 2.25 and ␥ aaa ϭ 2, respectively. The presence of an aaa H-bond will lower the conformational entropy that would otherwise be present if no intramolecular H-bonds were present. As temperature is increased, the entropic cost becomes more of a burden, and a lower overall free energy can be achieved by the H-bond breaking sooner than would happen in model I if the changes in enthalpy were the same. Additionally, model II has other types of weaker H-bonds, such as one that spans a ccc conformation having pure entropy of ␥ ccc ϭ 2.92. At 20% HFIP concentration, the pure entropy for a disordered coil conformation is given as ␦ c ϭ 3.08. Since many of these pure entropy contributions are similar, there are many frameworks in the ensemble that have similar free energies. Con- sequently, as shown in Figure 9 (a and c) the free energy of the polypeptide obtained from exact DCM calculations deviate from the simple three state model predictions. More interesting is that combinations of H-bonds forming various types of H-bond networks pay different amounts of entropic penalties depending on the details of constraint arrangements. Entropy penalties paid by H-bonds (and other constraint types) strongly depend on the topology of cross-linking between constraints, which is governed by the longrange nature of network rigidity.
In the DCM, the first type of mechanism is just a special case of the second type, but has important consequences in predicting molecular cooperativity and thermodynamic stability. Model I gives an example where only entropically irrelevant H-bond constraints are accessible. In this case, the total conformational entropy of a polypeptide having N h hydrated, N a ␣-helical, and N c coil conformations is simply additive, given by
It is relatively straightforward to see how component entropies add in a transfer matrix approach. In the ZBM, LRM, DCM, or any other model using a transfer matrix, the general form of the elements will be e Ϫ␤⌬G 3 e ␥ e Ϫ␤ , where ⌬G ϭ ⑀ Ϫ RT␥. Without explicitly accounting for network rigidity during the process of multiplying out the transfer matrix, products of various matrix elements result in an over estimate for the total conformational entropy because all entropic contributions are simply added. Specifically, an additional term of the form N aaa ␥ aaa would be generated using model I without accounting for network rigidity -erroneously adding an aaa Hbond entropy contribution whenever it is present in the framework. Although model I is in many ways similar to a generalized LRM that includes a third state to model hydration, it is different in two respects. First, the DCM separates out free energy contributions from different types of interactions. Second, the redundant component entropies of H-bonds do not contribute to the total entropy.
At the heart of the DCM, only the preferential independent set of constraints contribute to total conformational entropy. As described in appendix A, larger transfer matrices are required to employ network rigidity as an underlying mechanical interaction to account for proper entropy replacements so as not to overestimate the total conformational entropy. The DCM transfer matrix maintains all information about the propagation of network rigidity along the polypeptide. More complex parameterizations, such as exemplified in model II, can be easily calculated, where many entropy replacements occur. Yet models I and II are described using the same mathematical formalism. It is worth noting that models I and II serve as two representative examples, as many more excellent fitted parameterizations to the raw CD data have been generated. However, for each of these good fits to the experimental data at hand, there are dramatic consequences when chain length and HFIP concentrations are varied, both of which can be used to nail down the true thermodynamic response. In prior work 32 it was found that model I (with any rank ordering of pure entropies) could not fit well to the simulation data 54, 55 on polyalanine. Keeping transferability of parameters as a goal, we favor model II.
Chain Length Dependence
The long-range character of molecular cooperativity can be better understood by considering chain length (size) dependencies. Key to the observed response is the competition that plays out between the various types of constraints defined in the DCM. As shown in Results, changing the HFIP concentration changes the relative importance of the various constraint types, which also depends on the temperature. In Figure 10 , helix content, hydration content, and heat capacity are plotted vs temperature for two extreme sizes: length 5 and 10,000 residues for both models at 4% HFIP concentration. Virtually no differences are observed as a function of size, although some difference is seen in model II due to weak backbone H-bonds (of the type aca or cac) collectively increasing helix content, at the expense of decreasing hydration content and lowing the peak in heat capacity. At this low HFIP concentration, the transition is not clear, involving a large mixture of frameworks near all three limiting states. The helix content curves resemble an inverted transition, except that at high temperatures helix content remains at a low saturation value. High temperature saturation values are always determined by the pure entropies, as ␤ 3 0.
In Figure 11 , helix content and heat capacity are again plotted vs temperature for models I and II for various sizes from length 5 up to 10,000, but at 8% HFIP concentration. At this concentration the limittriangle shown in Figure 9 (a and c) predicts a wide experimentally accessible temperature range for which the helical state is thermodynamically stable. For small chain lengths, the H-bonds cannot form long overlapping cooperative strings, and as a result the actual helix content is far from unity for both models. As chain length increases, however, helix content rises in both models, where two peaks in the heat capacity develop. Although the lower and upper peaks move apart as chain length increases, many of the features (if not the peaks themselves) are experimentally accessible, such as the minimum between the two peaks with sharp rise on both sides. Although models I and II give virtually equivalent predictions for the raw CD data they were fitted to, considerable differences emerge as molecular cooperativity is probed via chain length dependence.
At 12% HFIP concentration, Figure 12 shows the same type of data as plotted in Figure 11 and discussed above. The results shown in Figure 11 clearly indicate model II is more cooperative than model I. Here, in contrast, less difference in chain length dependency is found between predictions from models I and II. Differences in molecular cooperativity observed between models I and II further decreases as HFIP concentration increases beyond 12%. To examine the nature of molecular cooperativity, or the lack thereof, Figure 13 plots hydration content vs temperature for various chain lengths, for both models, and at 8 and 12% HFIP concentrations. A chain length of 5 residues derives virtually no molecular cooperativity from the H-bond network. Therefore, hydration content for a 5 residue polypeptide chain reflects the natural propensity of the effective homogeneous chain under consideration to be hydrated. Not unexpectedly, hydration content is predicted to be high at low temperature and it continuously decreases as the temperature increases for any HFIP concentration. As chain length increases, hydration content is depleted due to the formation of many consecutive overlapping intramolecular H-bonds along the helix. Up to some rigidity correlation length, the longer the helix the greater molecular cooperativity will be generated by the presence of long strings of overlapping H-bonds.
The dip and subsequent recovery of hydration content shown in Figure 13 is directly related to the cooperativity of the intramolecular H-bonds. The sharp decline in the hydrated state, with corresponding rise in the ␣-helical state, is a signature for structural self-organization. There is an optimal constraint topology that changes depending on the thermodynamic conditions. At 8% HFIP concentration and low temperature, a large amount of hydration is present. As the temperature is increased, hydration is disrupted due to the more stable conformations that contain many overlapping intramolecular spanning H-bonds. The longer chains have more influence in disrupting the hydration, as the H-bonds work collectively together. That is, redundant H-bonds are enthalpicly favorable, but do not add any entropic penalty. In general, regions of high density of H-bonds, will pay less entropic cost than otherwise would be expected if the same number and types of H-bonds were distributed as isolated units. However, as the temperature is further increased, the entropic penalty paid by the long strings of intact intramolecular backbone Hbonds becomes too great, resulting in the aaa Hbonds breaking, yielding to weaker intramolecular H-bonds and/or H-bonds to solvent. With this, disordered coil conformations appear as this is a strong entropic driving force. At this point, the hydration content approaches the limiting value it has when there is virtually no cooperativity from the H-bond network.
The sharpness of the transition(s) is greatly influenced by differences in slopes of the free energies of two limiting-states. The difference in pure entropies describing cold-denaturation for the sCT (8 -32) polypeptide at 8% HFIP using models I and II are ␦ a Ϫ ␦ h ϭ 1.88 and ␥ aaa Ϫ ␦ h ϭ 1.32, respectively. The greater pure entropy difference in model I explains why it has a much sharper cold denaturation transition seen in Figure 11 . Differences in pure entropies describing heat denaturation for models I and II are respectively ␦ c Ϫ ␦ a ϭ 1.6 and ␦ c Ϫ ␥ aaa ϭ 1.69. Model II exhibits greater heat capacity peaks than model I, although the pure entropy difference of model II is only slightly greater. Not surprisingly, the sharpness of the transition is more subtle to characterize than by a single pure entropy difference (or nucleation parameter) because of details in entropy replacements. Dependent on chain length, nonadditivity of component entropies is intimately tied to molecular cooperativity. Nevertheless, the nucleation parameter, v, in the LRM can most closely be related to differences in pure entropies, where ln(v) is given by Ϫ2(␦ c Ϫ ␦ a ) or Ϫ2(␦ c Ϫ ␥ aaa ) for models I or IIyielding estimates of 0.040 and 0.034 respectively for v. Interestingly, v ϭ 0.0361 was used in a LRM to describe helix content for the melittin helix-coil transition in HFIP-aqueous solvent, 60 where v was assumed independent of HFIP concentration. Here, differences in pure entropies linearly depend on HFIP concentration, implying cosolvents affect the ability of a polypeptide to initiate a helical structure.
Physical Significance of Parameters
The essential physics of the helix-coil transition in a polypeptide in mixed solvent has been captured using an effective one component solvent model. Excellent fits to measured CD data shown in Figures 1 and 2 were obtained using an effective homogeneous polypeptide requiring only 6 parameters that linearly depend on cosolvent concentration. With these sim- plifications and using 16 free parameters to fit 12 curves (6 curves per polypeptide as discussed in appendix B), an important question must be asked: How physically sound are the best-fit values listed in Table  II ? Since model II is more likely to have transferable H-bond parameters, and due to the similarity between the sCT(8 -32) and YGG-3V polypeptides, only DCM parameters given in Table II for model II and sCT (8 -32) are discussed here.
Correspondence with the LRM yields v ϭ 0.015 in pure water and v ϭ 0.115 at 20% HFIP, indicating the polypeptide nucleates into a helix more readily as HFIP concentration increases. This result is a consequence that ␦ c decreases as HFIP concentration increases -physically implying proximity of HFIP restricts the polypeptide conformational space in the unsolvated coil more than mobile water. The greater steric hindrance presented by HFIP is presumably related to its mammoth size compared to water. This effect is supported by molecular dynamics simulations on melittin in HFIP-aqueous solution 63, 65 showing a decrease in mobility of the polypeptide via HFIP coating. There is also an increase in V c as HFIP concentration increases -indicating HFIP-polypeptide interactions not involving H-bonding, such as van der Waals, are unfavorable compared to mobile water. These trends are also consistent with molecular dynamics simulations of Dwyer 62 showing HFIP and trifluoroethanol (TFE) are superior helix initiators while retaining unfavorable interactions with the polypeptide.
Solvent H-bond interactions are characterized by the U o parameter. U o increases slightly with increasing HFIP concentration, but it can be regarded as approximately constant. It is worth noting that a large increase in U o would provide a simple mechanism for HFIP induced helix formation. Early explanations along these lines were not successful, however, leading to investigations for alternative explanations. 58 -65 It is now well established that halogen alcohols provide (stronger, weaker) proton-(donor, acceptor) Hbonding capability than water. 54, 61 Unlike the GDM, the DCM presented here does not have individual terms describing CO-and NH-solvent H-bonds, but takes into account their average effect. Therefore, weak dependence on HFIP concentration for net change in energy to replace an intramolecular H-bond with two solvent H-bonds (comprising of normalwater, weak-HFIP, and strong-HFIP H-bonds) is consistent with H-bonding properties of halogen alcohols.
For infinite chain length, and as T 3 ϱ, the ratio of helix to coil conformational entropies determine helix-saturation values. A smaller ratio of ␦ c /␥ aaa implies greater steric hindrance by solvent molecules.
The limiting saturation value will depend on chain length because of end-cap effects. Neglecting end-cap effects (as done here) yields a chain length independent saturation value, but the approach to this limiting value strongly depends on chain length as shown in Figures 10 -12 , also showing successive increase in saturation value. Helix content will be higher than the asymptotic saturation limit at accessible temperatures due to stabilizing enthalpic gain of intramolecular H-bonds and their cooperative effects. A subsequent decrease in helix content toward the saturation value will follow after an inverted transition. The shallow reduction at high HFIP concentrations seen in Figure  3 is consistent with the general arguement given by Gibbs and Dimarzio 52 based on the unsolvated coil state being entropically more favorable. Thus, high concentration of HFIP destabilizes the unsolvated coil state by raising the helix content saturation value and suppressing the approach to the limiting value, eventually eliminating heat denaturation. These mechanistic explanations are consistent with the finding that TFE destabilizes the coil state. 58 At low temperature and sufficiently low HFIP concentration, why is a helical structure unstable? This is where the hydrated state is invoked in the DCM. Clathrate structures (which dynamically form and break) are enthalpicaly more favorable than mobile solvent, but severely reduce conformational entropy. 16, 67 In mixed solvent, there will be residues with preferential hydration 56, 67 depending on their chemistry and whether they are buried or not. Here, all residues are treated equivalently, and preferential hydration is a statistical process driven by cosolvent concentration. Considering pure water, the best-fit parameters is V h ϭ Ϫ2.84 kcal/mole and ␦ h ϭ 0.763. The corresponding LRM nucleation parameter is v ϭ 0.084, where in this case ln(v) is given by Ϫ2(␦ h Ϫ ␥ aaa ). Since v is large (for example, greater than 0.0361 used in other works 60 , helical conformations should initiate quite easily. However, there will be an enthalpic penalty too, and a helix cannot form until after the clathrate structures melt. Another helix initiation parameter is the z variable (see Table I ) of the GDM. The closest correspondence shows z ϭ e 2(␦ c Ϫ ␥ aaa ) and z ϭ e 2(␦ h Ϫ ␥ aaa ) for helix 3 coil (normal) and coil 3 helix (inverted) transitions yielding z ϭ 66.7 and z ϭ 0.084 respectively. In addition, for a (normal, inverted) transition to occur, there must be a cost in energy to change from (helix 3 unsolvated coil, hydrated coil 3 helix) analogous to Table  I given in the Gibbs and Dimarzio paper. 52 At 20% HFIP, V h ϭ Ϫ2.20 and ␦ h ϭ 0.552, implying the addition of HFIP restricts the polypeptide more than pure water, but the clathrate structures themselves are not as enthalpically favorable. The latter trend is intuitive, as it can be expected that normal H-bond patterns are disturbed by HFIP. As Figure 9 shows, adding HFIP results in a lower melting point of clathrate structures -in similar way the melting point of bulk water is lowered. This effect is a colligative property, also consistent with the linear-dependence assumption on free energy shifts.
The overall interpretation of the DCM parameters suggests the polypeptide prefers interacting with water, rather than HFIP. Then why doesn't water push HFIP away from the polypeptide? The unfavorable cosolvent-polypeptide interactions are driven by experimental control, where increasing HFIP concentration increases polypeptide free energy as shown in Figure 7 . The high activity of HFIP in water, 66 and its micelle-like clustering behavior, 61 explains why HFIP (and to a lesser extent TFE) dislikes the polypeptide less than water. Hydrophobic attributes of HFIP and TFE are found to make them good helix inducers. 58, 59, 62, 63 These bulk effects complete the big picture -showing that hydrophobic effects are driven by the bulk solvent properties. 64 However, bulk solvent properties are part of a faceless thermodynamic reservoir in the DCM, reflected in the concentration dependence of parameters describing specific mechanisms actuated by an effective one-component solvent. Explicit modeling of hydration accounts for hydrophobic effects between polypeptide and solvent. The linear concentration dependence on parameters is expected to hold in the dilute limit, but is not a requirement nor expected to hold at high cosolvent concentrations. It has not escaped our attention that the enthalpy parameters could be linearly expanded as functions of pressure to addresses pressure induced cold denaturation.
The DCM provides a good interpretation for physical mechanisms responsible for cold and heat denaturation. However, the parameters in Table II should not be cast in stone, because multiple good fits are obtained with 16 parameters, implying there are physically multiple ways to achieve the same measured helix content for a polypeptide. Does this mean that the DCM is over parameterized? Absolutely not. The DCM has many parameters, but they are all physically well rooted, allowing the DCM to predict many response functions, such as heat capacity, hydration content, H-bond content, as well as absolute baselines, and changes in enthalpy, entropy and free energy. The uncertainty in the parameters given here appear because only helix content was used to determine them. It is worth mentioning that no bias was used in obtaining these parameters based on findings from literature. Knowing specific details in advance, it is possible to enforce trends, restrict parameter ranges, or fix parameter values. Most polypeptides will not show cold and heat denaturation over the accessible temperature range, simply because the limit-triangle shown in Figure 9 is difficult to achieve experimentally. 20 We propose transferable parameters can be obtained by careful comparison to more experimental data using a variety of polypeptides, solutes, and most importantly different chain lengths. Undoubtedly these measurements will require using heterogeneous polypeptides.
Generalization to Heterogeneous Chains
The current source code that performs the DCM calculations is able to handle heterogeneous polypeptides, where each type of amino acid has its own set of 5 parameters given as
Respecting differences between different types of residues introduces considerably more parameters. This, in turn, requires more experimental data to prevent overfitting. For example, the amount of experimental data used in this work was not sufficient to pin down 24 free parameters for two effective chains, and is far from sufficient to determine 5 parameters for each distinct residue contained within the sCT(8 -32) and YGG-3V polypeptides. Only with much additional systematic experimental data that includes helix content and heat capacity for different chain lengths and different residue rearrangements, will it be possible to determine a transferable set of DCM parameters. Nevertheless, it is worth making a comparison in the nominal number of free parameters for the DCM and LRM for describing heterogeneous polypeptides in pure aqueous solvent.
Restricting the discussion only to ␣-helices, the number of DCM parameters for i to i ϩ 4 backbone H-bonds as defined above is 17. This number derives from requiring an energy and pure entropy parameter for 2 3 types of intramolecular backbone H-bonds associated with conformations such as aaa, ccc, aca (i.e., no h-state is allowed) as well as an energy parameter to model H-bonding directly to solvent. The important point is that these parameters do not depend on the types of the three consecutive residues that the H-bond spans. Considering 20 different residues each requiring 5 parameters gives a nominal total of 117 DCM parameters. The generalized form of the LRM, which does not account for hydration effects, requires 2 parameters for each of the 2 3 possible conformations, such as aaa, ccc, aca. However, the LRM is based on 3-body interactions that couple different types of consecutive residues, leading to 20 parameter count tallies to 128,000. The situation is far worse than this because the so-called nucleation parameters (associated with each type of triplet) are actually functions of chain length due to their inherent nontransferability. Remarkably, with a variety of simplifications, such as using the same parameters for different types of triplet conformations and neglecting differences in residue types on the flanking ends of a triplet, many useful LRM parameterizations have been made over the years, but with noticeable problems. 36 Perhaps the most sophisticated parameterization is applied in AGADIR, 25 having more than 1000 parameters, but does take into account many effects not considered here. With modern computing power, applying the admittedly more mathematically complex DCM could possibly prove advantageous in selfconsistently describing large amounts of experimental data on polypeptides with far fewer number of free parameters than has been accustomed.
The interesting prospect of applying the DCM to heterogeneous polypeptides is that it can be expected that some residues will have pure entropies for an ␣-helical conformation lower than a particular Hbond pure entropy, while other residues it will be greater. Thus, it would be very surprising if moving the different types of residues around, while maintaining the same composition, does not yield a different thermodynamic response. It is well known that residue rearrangement at fixed composition does shift transition temperatures and alters CD measurements.
CONCLUSION
A DCM has been employed to describe the helix-coil transition. Microscopic free energies are assigned to specific types of interactions, and the associated enthalpy and entropy contributions are assigned to distance constraints. Using network rigidity as a mechanical interaction, the entropic contributions are added over a preferential independent set of distance constraints. In this way, the problem of nonadditivity of entropies (or free energies) has been directly addressed, which was shown to be intimately connected to molecular cooperativity. The DCM is a general formalism that can be applied to biopolymers and other physical systems. The precise details of constructing constraint types remains unspecified, but the DCM formalism is specific in how to construct the partition function from component free energies. By focusing on the ␣-helix to coil transition, exact calculations were performed using a transfer matrix approach by taking advantage of the one dimensional topology of the problem. The transfer matrix is generally much larger than the transfer matrices used in other models, such as the Zimm-Bragg or LifsonRoig models, because the DCM explicitly accounts for network rigidity, which is an inherently longrange interaction. The size of the transfer matrix depends on the details of constraint types considered in a problem.
It was demonstrated that a 6 parameter model can satisfactory describe inverted and normal transitions under poor and good solvent conditions. The essential constraint types used here model intramolecular backbone H-bonds, H-bonding to solvent, torsional forces associated with ␣-helical and disordered coil conformations, and a hydrated coil state that accounts for structured solvent. The hydrated state turns the usual two-state description into a three-state description, allowing the DCM to describe an inverted transition and cold denaturation. Besides the generalization of including a third type of state, the most significant aspect of the DCM is that it sums only independent entropy contributions determined by network rigidity. The nucleation process involved in a structural transition is an outcome of the rigidity properties, eliminating the inherently nontransferable nucleation parameter.
Under certain mixed solvent conditions, the DCM predicts that a polypeptide can exhibit both cold and heat denaturation. This could have been demonstrated easily by arbitrarily fixing parameters so as to emphasize the effects. Instead, parameters were used that gave excellent fits to experimental data of Andersen et al., 20 using aqueous solutions at various hexafluoroisopropanol (HFIP) concentration. The DCM parameterization assumed a linear dependence on HFIP concentration, and appears to be an adequate description at least up to 6% mole fraction. A new method was introduced for fitting to the experimental CD data that does not require a priori knowledge of temperature dependent baselines and saturation values, which is explained in detail in appendix B. Two representative specialized models (I and II) were defined and parameterized. It was shown that the DCM is adequate to explain the experimental data, but there is not enough data to determine a good set of effective parameters without overfitting. In the future, better parameterizations can be obtained by fitting to measured CD and heat capacity data over systematic sets of polypeptides that include many heterogeneous polypeptides having same composition but different residue arrangements, different chain lengths, and under different mixed solvent conditions using one type of denaturant, such as HFIP. Lastly, measurements probing hydration content would also be desirable.
APPENDIX A
For completeness, the rules on how to propagate rigidity along the polypeptide while at the same time determining the preferential independent set of constraints is described. This procedure gives the minimum possible total conformational entropy consistent with network rigidity. Each residue has two dihedral angles, and these are constrained to be in a particular conformational state, such as ␣-helical, hydrated, or disordered coil by torsion constraints. Since proline is not considered here, two distance constraints are used per torsion constraint. In addition to these three types of torsion constraints, there is also H-bond constraints that start from the ith to (i ϩ 4)th residue. The H-bond is modeled as three distance constraints. When an intramolecular H-bond is present, it spans three consecutive residues that contain three torsional constraints involving six distance constraints. Including the three H-bond distance constraints, there are a total of 9 distance constraints 6 of which will be independent.
The procedure begins by rank ordering the pure entropy values associated with each type of constraint. Entropies for the torsional constraints that specify the conformational states along the backbone are listed in consecutive order from the N-terminus to the C-terminus. Two pure entropies (taken to be degenerate) are listed per residue to account for the and dihedral angles. A H-bond has three pure entropies (taken to be degenerate). Working from the N-terminus (the rules also work starting from the C-terminus), the pure entropies of the torsional constraints can potentially be replaced by those from H-bonding whenever the pure entropy of a H-bond is lower than those of the torsion constraints it spans. The question now becomes, which pure entropies should be replaced to yield the minimum overall entropy, while remaining consistent with network rigidity. The answer to this question is explained in detail elsewhere, 32 but is briefly described below with illustrative examples, not given before.
The replacement question is answered by the following algorithm: For each H-bond constraint encountered, working from the N-to C-terminus, replace the largest pure entropy available whenever the pure entropy of the H-bond is smaller. If there are multiple equal largest entropies, select the furthest back from the direction of propagation (taken as the leftmost) position. After replacement, consider all entropies to the left of the replacement. If any of these are larger than the replacement value, swap the replacement value with the largest value found to the left. Again, in the case of a tie, choose the leftmost position to swap with. Repeat looking left and continue to swap entropies with the next available largest values (if any) until no larger values exist to the left, or until all six ranks spanned by the H-bond have been checked. Swapping is necessary because H-bonds that might be encountered to the right as the right propagation continues can possibly change which value the earlier H-bonds should have replaced. This swapping procedure properly allows for any eventuality.
Computing the partition function requires summation over all accessible frameworks consisting of all possible conformations and H-bond configurations. Before working into these details, some short example conformations will be considered. A shorthand notation is employed to illustrate the algorithm. Each entropy (␦ or ␥) is replaced with its rank. Rank 1 corresponds to the lowest entropy and so on. For the purpose of these examples, consider a specific rank ordering:
Note that rank 0 is used for boundary conditions, which are not discussed here, but are detailed in previous work. 32 First consider a triplet of states, aa c, that is spanned by a H-bond. The H-bond is indicated by the bar over the center residue. The rank of the aac H-bond is 3, the a-conformation has rank of 4, and the c-conformation has rank of 7. Translating this segment into 9 ranks, gives (4, 4)(4, 4)(7, 7) ϩ (3, 3, 3) . Propagating from left to right, the first entropy replacement gives (4, 4)(4, 4)(3, 7) ϩ (3, 3), then after swapping with larger ranks to the left yields (3, 4)(4, 4)(4, 7) ϩ (3, 3). The next replacement gives (3, 4)(4, 4)(4, 3) ϩ (3), then after swapping with larger ranks to the left yields (3, 3)(4, 4)(4, 4) ϩ (3). After the final replacement and swapping, the triplet has the rank ordering of (3, 3)(3, 4)(4, 4). The swapping allows a later H-bond to replace the 4's at the end, instead of a 3 to hedge against replacing to much or too little. If a future H-bond rank replaces a 4, it can be regarded as replacing a 7, with the original H-bond rank replacing a 4. Now consider the segment cc a a as a longer example. The first H-bond spanning cca has a rank of 5 and the second H-bond spanning caa has a rank of 3.
Propagating from left to right, the first H-bond with three rank 5 constraints is placed first, and is compared to the ranks of the six constraints associated with the three residues it spans. Thus the first triplet, cc a is translated into 9 ranks given as (7, 7)(7, 7)(4, 4) ϩ (5, 5, 5). After the first H-bond is placed, by replacing one rank at a time followed by all necessary swapping, the final ranking of the 4-residue segment is given by (5, 5)(5, 7)(4, 4)(4, 4) ϩ (3, 3, 3) , where the two leftmost ranks of 5 are out of range of the second H-bond and can no longer be replaced by anything lower. After the second H-bond placement, the final ranking of the 4-residue segment is given by (5, 5)(3, 3)(3, 4)(4, 4). Note the second H-bond replaced a constraint of the earlier (weaker) bond. No distinction is made between the origins of the rank values as propagation continues. To illustrate that the same final rank count is obtained by propagation from right to left, consider the placement of the first Hbond. The rank ordering is given by (5, 5, 5) ϩ (7, 7)(4, 4)(4, 3)(3, 3), where after the second H-bond is placed gives a final rank ordering of (5, 5)(4, 4)(4, 3)(3, 3). Note only two of the second H-bond's three constraints are used, since it is a weaker constraint and its third distance constraint is actually redundant. Although the order of ranks differ between the directions of propagation, the number of each rank is the same.
A much larger 16-residue example is now considered. Near the transition temperature for cold denaturation, one can imagine finding a conformation in state hhhcaaaachcchhhh. To begin, consider model I, where H-bonds can only form over aaa-triplets. There are only two locations that an intramolecular H-bond can form. The first position spans the first consecutive triplet of a-conformations, and the second position is located at the right neighboring aaa triplet. Once both conformational and H-bond configurations are specified, computation of the total enthalpy and entropy of the chain is possible. Consider a H-bond configuration where both H-bonds are present. The energy of the state is straightforward: four coil states, four ␣-helical states, eight hydrated states, two intramolecular Hbonds and 12 H-bonds to solvent. These enthalpies add. The total entropy is the sum over contributions only from the preferential set of independent constraints. This is trivial to evaluate when ␦ c Ͼ ␥ aaa Ͼ ␦ a Ͼ ␦ h , as there are no entropy replacements, yielding a sum of 2(8␦ h ϩ 4␦ a ϩ 4␦ c ). However, if the pure entropies were ordered as ␦ c Ͼ ␦ a Ͼ ␥ aaa Ͼ ␦ h , then the total pure entropy is given by 16␦ h ϩ 2␦ a ϩ 6␥ aaa ϩ 8␦ c . Note that for a chain of length n residues, there will always be 2n entropy terms-enough to constrain (lock) all the and angles. However, in general there will be more than n energy terms.
Although the above 16-residue example is rather simple, the complexity grows when model II is considered. In model II, H-bonds can span a variety of different triplet types. Moreover, H-bond pure entropy ranks cannot only replace the helix or coil states, but also can replace each other. A minimum of five consecutive H-bonds is necessary to potentially begin replacing one H-bond entropy by another. The rules described above handle all these complications.
Working with model II, five 16-residue examples are considered with the initial torsional ranks listed. The final rank ordering obtained by applying the above propagation rules from left to right, fully taking into account any intramolecular H-bonds present, is listed in Table III . The rank orderings used in these next five examples are displayed in Eq. (12) , which were used in the initial short segment examples. Here, however, the rank orderings are shown in compressed notation, noting that all ranks are only single digits.
The framework listed in example A.1 will be taken as an initial state from which four new states will be derived by minor perturbations. Counting from the left, the next four examples are related to changes at positions in the seventh and the thirteenth residues. The initial reference framework is repeated for making easy comparisons in the differences between final and initial frameworks. To illustrate long-range effects, the next two examples A.2 and A.3-Tables IV and V respectively) add one H-bond in different locations along the chain, but are placed over identical 
triplets where the initial state having triplet caa changes to ca a . Changes in energy (enthalpy) and entropy are listed with respect to the initial state in example A.1.
In the final ranks (Table IV) boldface numbers indicate the ranks that differ from the original final rank ordering given in example A.1. The first two rank 3Јs have replaced a 5 and a 7 because of the new H-bond. The third rank replacement occurs seven dihedral angles down the chain. Consider the third example (Table V) .
Examining the ⌬E columns from examples A.2 and A.3, we find them identical, yet the ⌬S columns differ. In A.3, a rank 7 was replaced instead of the rank 5 that occurred in example A.2. So despite having identical nearest neighbors, the difference in nextnearest neighbors effects the entropy. More exotic examples can arise in which even the next-nearest neighbors can be identical, yet differences will arise due to the long-range nature of network rigidity. A fourth and fifth example is considered in Tables VI  and VII. Examples A.4 and A.5 consist of changing the a-conformation to a c-conformation at the seventh and thirteenth residue respectively. The changes in energy and entropy are due to next nearest neighbor effects and the long-range nature of network rigidity.
Transfer Matrix
The transfer matrix is constructed from a direct product space formed by a triplet conformational state denoted by ͉, x,y,z͘, where is one when a H-bond spans the x,y,z triplet, zero otherwise, and x,y,z are either helix (a), hydrated (h), or coil (c). A triplet is completely specified as triplet state ϭ ͉,x,y,z͘ ᮏ ͉r 1 ,r 2 ,r 3 ,r 4 ͘.
where r 1 and r 2 are the ranks of the constraints on the and backbone dihedral angles of the x state, and r 3 and r 4 are the corresponding ranks of the constraints on the y state. The 4 ranks on the first two amino acids, the presence or absence of a spanning H-bond, and the conformational state (hydrated, helix, or coil) of each residue together completely specify a state. Most elements of the transfer matrix, T, will be zero. The nonzero matrix elements have the form given by ͗Ј,xЈ ϭ y,yЈ ϭ z,zЈ͉ ᮏ ͗r 1 Ј,r 2 Ј,r 3 Ј,r 4 Ј͉T͉,x,y,z͘ ᮏ ͉r 1 ,r 2 ,r 3 ,r 4 
The matrix elements will only be nonzero if the set of final ranks in the local rigidity state obeys the rigidity propagation rules. The nonzero matrix element then contributes a Boltzmann factor that accounts for both the energy and pure entropy contributions of the constraints encountered. The variables ⌬ p and ⌬ p respectively represent the change in pure entropy and energy upon propagation of one step along the chain. The contribution to ⌬ p at each propagation step is given by the sum of pure entropies of the two constraints that permanently lock the two degrees of freedom within the first amino acid of a triplet. Thus ⌬ p is determined by the rigidity state space in accordance with the rigidity propagation rules described above. In contrast, ⌬ p is determined by the conformational state space where it is a function of only [xyz] and it is found by summing the H-bond energy given by U xyz when ϭ 1 and U 0 when ϭ 0, and with the torsional force constraint energy given by V x . By construction, the zeros and nonzeros of the transfer matrix accounts for the rigidity propagation rules, thereby correctly propagating rigidity. As such, the 
matrix size is necessarily bigger than a transfer matrix not accounting for correlations induced by network rigidity. Exact DCM calculations describing a helix-coil transition is not difficult to perform using large transfer matrices with todays computers. The greatest difficulty is to set up the transfer matrix that accounts for the long-range nature of network rigidity. As such, the size of the transfer matrix cannot be a priori determined as it depends on the values of the model parameters. 32 For example, Model I requires a 21 ϫ 21 matrix, whereas model II requires a 305 ϫ 305 matrix. The dimension of the matrix reported here does not include the auxiliary boundary states, as was the way matrix size was reported in earlier work. 32 The same matrix sizes were required for both polypeptides because the pure entropy rankings were identical, despite differences in numerical values. The matrix size is large in order to account for correlations induced by network rigidity. A large matrix gives some indication that there is considerable amount of competition between different types of interactions and/or the transition will exhibit a high degree of cooperativity. Although these details are important, the essential features of the transition can be understood in terms of a three-state model, similar to Schellman's two-state model. 
APPENDIX B
To compare directly to experimental results, it is necessary to select baselines for the CD experiments. Instead of a priori choosing arbitrary baselines, we developed a method that intrinsically computes optimal baselines for fitting the data. Finding the best fit between the theoretical prediction for fraction of helix content, a , to CD measurement, 221 , begins by computing a vs temperature for a given set of model parameters. Assuming a linear relationship as specified by Eq. (6), a linear least squares fit is calculated by plotting a versus 221 at their respective temperatures. As shown in Figure 14 for polypeptides sCT (8 -32) and YGG-3V, a different linear fit is allowed for each HFIP concentration. By simulated annealing, the DCM parameters are adjusted and eventually fine-tuned to obtain the best set of linear fits. With this method, recourse to temperature-dependent baselines is not needed, leaving only the single most commonly used assumption that each experimental curve has a linear correspondence to helix content.
A set of linear transform variables is given for both model I and II in Table VIII for polypeptide sCT (8 -32) and in Table IX for polypeptide YGG-3V. These tables also specify the precise sequence of the polypeptides used in the experiment. The slope and y-intercepts are not model parameters, but do depend on the model employed and the values of the DCM parameters. Note that the very small slopes corresponding to pure water and extreme high HFIP concentrations result in helix content curves that are nearly independent of temperature. Effectively, Andersen et al. achieved the same result by transforming all curves by temperature-dependent baselines that are nearly parallel to the pure water and maximum concentration curves that were measured [25 and 20% for sCT (8 -32) and YGG-3V respectively]. The y-intercepts approach unity at extremely high concentration of HFIP. The y-intercepts for the pure water and high HFIP concentration curves have special meaning. In these cases, because the experimental curves are nearly straight lines, and the slopes are very small, the y-intercept roughly gives the fraction of helix content. It is found in both polypeptides (as predicted by models I and II) that fractional helix content is neither completely zero or unity in the extreme limits. As the polypeptides do not solely consist of excellent helix formers (or breakers) and are of finite length, it is not expected that they should achieve a complete saturation on either side of the transition. Andersen et al. achieved the same effect by leaving a gap between employed straight line temperature dependent baselines with respect to the data obtained at extreme limits.
The DCM appears to have more parameters than the commonly used LRM, because it nominally requires two parameters for each interaction that is explicitly considered. The two models introduced here require 6 parameters that are temperature and chain-length independent. Further, these parameters do depend on denaturant concentration. By assuming a linear dependence on HFIP concentration, all 6 curves obtained from experiment are described by 12 free parameters. Two free parameters per curve yields considerably fewer parameters than applying the LRM for each curve separately (as is usual practice) requiring minimally 18 model parameters in addition to two baseline parameters per curve. If there had been n curves measured, at more denaturant concentrations and perhaps different chain lengths, the number of DCM parameters remains constant, while the number of LRM parameters increase linearly with n, characterizing the size of the dataset. The dependence on dataset size is a direct result from not having model parameter transferability. The DCM has the potential to produce transferable model parameters. One step toward demonstrating transferability is to ex-plicitly show that large datasets can be self-consistently fitted with a relatively small number of free model parameters.
In attempting to fit to the 6 curves for each polypeptide, while employing either model I or II and using 12 free model parameters with two fitted base-
FIGURE 14
For the best-fit set of DCM parameters specified in Table II , linear fits between calculated fraction of helix content vs the raw CD experimental measurement is shown. Panels (a) and (c) show the results for model I and II, respectively, for polypeptide sCT (8 -32) , and the symbols down triangle, left triangle, up triangle, diamond, square, and circle correspond to 25, 12, 10, 8, 7 , and 0% HFIP concentration. In (a) the 7% concentration is not shown for clarity. Likewise, panels (b) and (d) show models I and II results for polypeptide YGG-3V. The symbols down triangle, left triangle, up triangle, diamond, and circle correspond to 20, 10, 8, 7 , and 0% HFIP concentration, where the 6% concentration is not shown for clarity. The solid straight lines through the data points are the linear least squares fits. The slopes and y-intercepts defining the linear transformation of Eq. six are given in Tables VIII and IX for polypeptides sCT (8 -32) and YGG-3V. 
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Understanding the ␣-Helix to Coil Transitionline parameters a and b per curve, it was found that in each case a multitude of excellent best-fit solutions can be obtained. Unfortunately, many of the parameters were not consistent in their trends between the different best-fit solutions from simulated annealing-indicating that the 12 parameters are overfitting the data. Since many different effects are competing, it is not possible with the limited data at hand to completely determine the best set of model parameters that are most physically meaningful and transferable. Instead of fitting the two datasets individually, each having 6 curves, a dual fitting to all 12 curves for both polypeptides were simultaneously fitted, nominally requiring 24 parameters. However, many of these parameters were arbitrarily taken to be polypeptide independent, with some justification offered as follows. Since both polypeptides behave similarly to one another, it is reasonable to expect their dependence on HFIP concentration to be similar. Therefore, all slope parameters for both polypeptides were constrained to be the same, reducing the nominal total number of free model parameters from 24 to 18. This restriction forces all HFIP concentration-dependent trends to be the same. The remarkable similarity between the two polypeptides could be an artifact of requiring the slope parameters to be identical. With more experimental data, this arbitrary choice will not be necessary. Parameters associated with solvent-peptide properties, such as the coil and hydrated states, are expected to be most affected by solvent conditions, while intramolecular H-bonding and ␣-helical conformation parameters are expected (or at least desired) to be independent of denaturant concentration. To this end, (d/dc) V a and (d/dc) ␦ a were set to zero. Thus, 16 parameters were used in both models I and II to fit to 12 curves simultaneously using simulated annealing. 
