Abstract. In this paper we consider a matrix-free path following algorithm for nonlinear parameter-dependent compact fixed point problems. We show that if these problems are discretized so that certain collective compactness and strong convergence properties hold, then this algorithm can follow smooth folds and capture simple bifurcations in a mesh independent way.
1. Introduction. The purpose of this paper is to extend the results in [4] , [5] , and [16] on mesh-independent convergence of the GMRES, [21] , iterative method for linear equations to a class of matrix-free methods for solution of parameter dependent nonlinear equations of the form
In (1.1)
where " is a Banach space. We present an algorithm for numerical path following and detection of simple bifurcations together with conditions on a sequence of approximate problems, for consistency of notation) that imply that the performance of the algorithm is independent of the level C of the discretization. Hence, for such problems, methods, and discretizations, the difficulties raised in [23] and [24] will not arise.
In this section we set the notation and specify the kinds of singlarities that we will consider. This discussion, and that of algorithms for path following in becomes important and the notation in those sections reflects that difference. , the space of bounded operators on can be interchanged. We found in our experiments that our approach, using (3.3), gave a better approximation of the location of the singularity that one using (3.6). Equation (3.4) T
Notation and Simple
on the primary branch is determined. Since the eigenvector corresponding to the largest eigenvalue for the eigenvalue problem described above is an approximation for a null vector of
. On the other hand, the tangent vector
which is the solution of
is also a null vector of
and and
¬9
are linearly independent it is recommended in [10] , where £ 3 c is factored and | is computed using (3.9) , that
. In the matrix-free case considered in this paper, we approximate the tangent vector by a secant approximation
We approximate the tangent direction of the new branch by orthogonalizing
To obtain a regular point on the secondary branch, we solve the following augmented nonlinear system
where
and ¾ is a "switching factor". This switching factor is problem dependent and should be chosen large enough so that the solution of (3.11) does not fall back to the primary branch [14] . The nonlinear equation (3.11) can be solved by Newton-type method with initial iterate~9 6 n ¾ »
. After moving onto the secondary branch, the continuation procedure for path following on the secondary branch is identical to the one on the primary branch.
In [10] the linear systems for computing tangent vectors (3.9) are solved with a preconditioned Arnoldi iteration and the eigenvalues of the Hessenberg matrix produced in the Arnoldi iteration are used to predict singular points. Since a factorization of w ¤ | is used as the preconditioner in [10] , the prediction comes with very little cost. In our approach, Jacobians are not factored and the tangent vector is not computed, instead, a secant vector is used as an approximation. The eigenvalue problem for singularity prediction is performed separately using some iterative algorithm. This leaves us the flexibility of choosing any robust iterative solver and the associated preconditioner for the continuation procedure.
Other methods for singularity detection based on solution of eigenvalue problems have been proposed in [25] , [9] , and [20] .
Approximations and Mesh
Independence. This is the only section in which the properties of the discrete problems are explicitly addressed. We assume, as is standard in the integral equations literature [1] , [3] , that the discretization used in (1.2) has been constructed, by interpolation if necessary, so that £ 2
has the same domain and range as £ . Recall [1] that a family of operators 
C )
and write 
is a collectively compact family of operators such that
is uniformly Lipschitz continuous in
We assume that ASSUMPTION 4.1. 1. 
then the families of operators 
Examples of normalizations that do not depend on C are (2.6) and (2.7). We let
Consistently with the notation in the previous sections, we let
The Corrector Equation and Simple Folds. At regular points when
is used as the continuation parameter the equation for the Newton step is
The theory in [1] asserts that if . However, this convergence is not uniform and in order to invoke the results of [1] and [5] we must take care to remain away from singular points.
One can treat simple folds as regular points by means of arclength continuation. If we solve the augmented system, (2.5), and this system has only regular points, then . Then if As for the GMRES iteration that computes the Newton step, the methods from [16] , [4] , and [5] , may be extended to show that the GMRES iteration for the Newton step converges rsuperlinearly in a manner that is independent of 
C
. This follows directly from a theorem in [1] . In the results that follow, we count eigenvalues by multiplicity and order them by decreasing distance from . 
. Before we state our r-superlinear convergence theorem we must set some more notation. We write the equation for the Newton step for the corrector equation as
We let
We set
, the results in were adjusted with a method from [8] . We use the norm and scale the norm by a factor of for differential and integral equations so that the results are independent of the computational mesh.
The generalized eigenvalue problem (3.3) that characterizes the singularity prediction and branch switching need not be solved at each new point on the path is computed (i. e.
is too frequent). In the example considered in this section, we solved the eigenvalue problem to make a predicition of bifurcation after a step of
had been taken. We used a simple version of the Arnoldi, [2] , method based on modified GramSchmidt orthogonalization to solve (3.3) with reorthogonalization at each iteration. The Jacobian of the inflated system is usually neither symmetric nor positive definite, we treat the generalized eigenvalue problem as linear eigenvalue problem and solve the linear system involved explicitly with preconditioned GMRES. After We found this strategy sufficient for the example here and were able to use (3.10) to move onto the new branch. Of course, the values of
is problem dependent (as it is for other methods) as is the criteria for accepting a prediction.
As an example we consider the following two-point boundary value problem [14] . 
at the boundaries. Starting from the trivial solution showing the folds and bifurcations on the curve.
In Table 5 .1 we report the bifurcation predictions along the solution path going toward Table 5 .4 lists the total number of preconditioned GMRES iterations and Arnoldi iterations corresponding to three representative prediction intervals. In Table 5 .4 we show how both the GMRES iterations needed to approximate the product of in the case where we predict a turning point) and the overall number of Arnoldi iterations is independent of the mesh. Each Arnoldi step requires about 12-14 GMRES iterations. This is similar to the numbers listed in Table 5 .2 and 5.3. The residual in the table is the Arnoldi residual when the iteration terminates. 
