With the improvement of China's metro carrying capacity, people in big cities are inclined to travel by metro. The carrying load of these metros is huge during the morning and evening rush hours. Coupled with the increase in numbers of summer tourists, the thermal environmental quality in early metro stations will decline badly. Therefore, it is necessary to analyze the factors that affect the thermal environment in metro stations and establish a thermal environment change model. This will help to support the prediction and analysis of the thermal environment in such limited underground spaces. In order to achieve relatively accurate and rapid on-line modeling, this paper proposes a thermal environment modeling method based on a Random Vector Functional Link Neural Network (RVFLNN). This modeling method has the advantages of fast modeling speed and relatively accurate prediction results. Once the preprocessed data is input into this RVFLNN for training, the metro station thermal environment model will be quickly established. The study results show that the thermal model based on the RVFLNN method can effectively predict the temperature inside the metro station.
Introduction
There are two common methods to establish a thermal model in a space: the distributed parameter method and the lumped parameter method. The distributed parameter model is usually established by numerical approximation and discretization using the finite element method. Studies in the literature [1, 2] use the distributed parameter method to establish a heat transfer model, and to achieve the distribution and prediction of object temperature. However, this method has the disadvantages of high computational cost and slow solution process. The lumped parameter model was established for the thermal node network method. The method uses the lumped parameter idea, which equates the object to a thermal node with uniform internal properties. Because of its simple principle, this method has been widely used in the field of heat transfer modeling [3] [4] [5] [6] . One branch of the lumped parameter method is the neural network method. In recent years, with the development of artificial intelligence technology, the Artificial Neural Network (ANN) method has gained more and more of the attention of scholars. The ANN possesses the advantage of strong nonlinear fitting ability. It has become the main research direction when building a heat transfer model. This modeling technology does not require much knowledge about process mechanics and requires only a sufficient amount of experimental data [7] [8] [9] [10] [11] . Recently, the ANN method has been used to establish the nonlinear heat transfer model and predict temperature trends. This method avoids the difficulty of developing accurate models due to complex thermal processes [12, 13] . The authors proposed the use of cellular neural networks and Tree-Structure Ensemble General Regression Neural Networks (TSE-GRNNs) to establish a heat transfer model. However, the ANN training process with a backpropagation algorithm has the disadvantage of slow convergence and long learning time. In contrast, the Random Vector Functional Link Neural Network (RVFLNN) can overcome these shortcomings. The RVFLNN can fit any nonlinear function by a linear combination of basis functions, randomly assigning input weights and biases [14] . It uses the least-square method to train its output weights [15] . The training process does not require iteration. Hence, it has a great advantage over the traditional ANN in terms of learning speed [16] .
This paper aims to use the RVFLNN to quickly establish a thermal environment model for a metro station. This presented modeling method tries to predict the change trend of the temperature accurately inside the metro station. The RVFL network prediction model is obtained by analyzing the measured data at specified points from inside a metro station. The data for the input layer include temperatures, the passenger flow, and the arrival frequency of metro vehicles. Finally, we show that relatively good prediction results for the metro station can be obtained using the presented thermal prediction method based on an RVFLNN.
Training Principle of the RVFLNN Model
The RVFLNN has a good ability to quickly model a nonlinear process. Its basic structure is shown in Figure 1 [17] . (1) Input layer: X d,N ∈ R d×N is a given training set and is a d × N-dimensional vector. W L and B L are weights and biases from the input layer to the hidden layer, with W L ∈ R L and B L ∈ R L . Here, d, N, and L are the dimension of input variables, the number of samples, and the number of hidden layer nodes, respectively. W L and B L are chosen in the beginning of the learning process, independently of the training data. In particular, W L and B L are chosen randomly from a predefined probability distribution in an RVFLNN. Hence, the input sets, weights, and biases of RVFLNN are as shown in Equations (1) and (2):
(2) Hidden layer: The purpose of the hidden layer is to establish an activation function, H L,N , for the hidden layer nodes. From Equation (3) , each h l is a fixed nonlinear function known as a hidden function. In our paper, the sigmoid basis function is given by the following equation:
Finally, the hidden matrix, H N,L , is as shown in Equation (4):
(3) Output layer: A desired output, Y N = (y 1 , . . . , y j , . . . , y N ) , is an N-dimensional vector. The output of an RVFLNN can be described as
Therefore, Equation (4) can be expressed in the form of the matrix
The output weights,
, are the purpose of the training, so the learning problem can be formulated as minimizing both the training error and the output weight norm as follows:
where the factor 1 2 is added for successive simplifications, and λ is the complexity coefficient. We obtain the well-known solution for β L :
where I is the identity matrix of proper dimensions to prevent numerical instabilities. Thus, the learning process can be completed using Equations (1)- (8) [18] [19] [20] .
Measurement Process

Test Points in Metro Station
The measured metro station is an early station. Passengers can go down to the metro station from the upper platform by three staircases. The measured temperature points were distributed at four locations-S1, S2, S3, and S4 ( Figure 2 ). S1 was at the upper platform and its temperature was very similar to the air supply temperature of the air conditioning system. S2, S3, and S4 were at the lower platform. Point R was the passenger flow monitoring point. 
Data Acquisition and Processing
(1) The temperatures were monitored for 3 days and recorded every 2 min for a total of 2160 data points. T1, T2, T3, and T4 are temperatures at S1, S2, S3, and S4, respectively, as shown in Figure 3 . They were processed from the primitive data with a Butterworth filter. The first 720 data points were measured on Sunday; the second and third lots of 720 data points were measured on Monday and Tuesday, respectively. (2) The passenger flow monitoring point was at Point R. The number of passengers, P flow , was monitored every two minutes. Figure 4 is the passenger flow curve after processing with median filtering. It is very obvious that the passenger flow data is very different between weekdays and weekends. (3) Since the metro arrival frequency, F train , varies significantly with the time and the number of passengers, Figure 5 gives the change of F train with time. It can be seen that F train is obviously changed with the morning and evening rush hours. F train is also different for weekdays and weekends. 
Thermal Environment Model Based on an RVFLNN for a Metro Station
Model Input and Output
In practice, there are many parameters that will influence the climate, such as the air velocity, the relative humidity, diffused and direct solar radiation, and the latent thermal load due to the presence of people. Because of the limitations of our measuring instruments, only the parameters of temperature and relative humidity could be measured at S1, S2, S3, and S4. The measured data should be integrated with acquired air velocity and diffused/direct solar radiation data, which are very important for the evaluation of the local comfort [21] [22] [23] . In later analysis, we found that the relative humidity did not fluctuate greatly and remained within a certain range; hence, the relative humidity and temperature were not strongly correlated. The relative humidity was therefore not used to predict the temperature. In addition, the airflow velocity in the subway station is related to the frequency of the subway trains, and the radiation is related to the number of passengers. Therefore, our temperature prediction was finally based on the temperatures in different places, passenger flow, and metro arrival frequency.
Because of the structure of the entire metro station, the air from S1 can provide cool air to the downstairs area and directly affect the temperature of S2, S3, and S4. At the same time, whenever the metro train arrives, the air flow change and the passenger flow all influence the temperature of S2, S3, and S4. The temperature of S1 affects those of S2, S3, and S4, but S2, S3, and S4 also influence each other. The whole space in the metro station was divided into three subspaces-S2, S3, and S4. In this paper, the thermal models for S2, S3, and S4 in the metro station were built separately. The parameters for the input layer of subspace S2 were determined to be T 1 , T 3 , P flow , and F train . For subspace S3, the parameters of the input layer were determined as T 1 , T 2 , T 4 , P flow , and F train . For subspace S4, the parameters of the input layer were determined as T 1 , T 3 , P flow , and F train . Therefore, T 1 , P flow , and F train are the common training input variables for S2, S3, and S4. The final structures of the traditional RVFL for the temperature models of T 2 , T 3 , and T 4 are shown in Figure 6 . The temperature prediction accuracy of S2 through S4 can be improved by establishing different neural network models. Because the data were measured over three days-Sunday, Monday, and Tuesday-we see that the passenger flow and the metro arrival frequency are very different between weekdays and weekends. In order to obtain better prediction performance, the data from the first two days were used for the training. The data from the last day were used as the test data.
Input Normalization
The input data is normalized using the following equation:
where x' denotes normalized data; x is the filtered data; x min is the minimum value of x; and x max is the maximum value of x. The purpose of normalization is to allow input variables with different physical dimensions to be used together. In the meantime, the sigmoid function is used as a transfer function in the RVFLNN. The normalization can prevent neuron output saturation caused by excessive absolute values in the net input.
Build the Model
We established three neural network models. Every neural network step was the same. The processes were carried out in the following steps:
Step 1: Divide training set, validation set, and test set.
The data were measured over three days-Sunday, Monday, and Tuesday. The total number of sample points is 2160. We used the first 1440 sample points as the training set, the next 360 sample points as the validation set, and the last 360 sample points as the test set.
Step 2: Set the number of neural network nodes.
From Figure 5 , the input layer consists of 4, 5, and 4 neurons for T 2 , T 3 , and T 4 , respectively. The output layer has 1 neuron. The hidden layer was initially set to 20 hidden neurons. The hidden layer used sigmoid as the transfer function.
Step 3: Parameter initialization.
We set the regularization coefficient, λ, and randomly initialized w and b so that their mean value was 0 and the variance was 1. The range was [−1, 1].
Step 4: Training the RVFLNN.
The training data were input into the RVFLNN for training to get β. Then, the predicted data can be obtained from β.
Step 5: Training error and validation error evaluation and parameter adjustment.
The average relative error of the training data was calculated to evaluate the model accuracy. We adjusted the number of nodes in the hidden layer by comparing the training error and the validation error. When the training error continued to decrease and the validation error no longer decreased, but increased-that is, before overfitting-the network learning was stopped and the number of hidden layer nodes at this time was determined. Then, we minimized the training error by changing the regularization coefficient and the range of w and b. In the meantime, we stopped the algorithm.
Step 6: Test the RVFLNN performance.
The test data were used to evaluate the model performance based on the trained RVFLNN.
Results and Analysis
Effects of Training Parameters
With the RVFLNN, the predicted temperatures were made closer to the experimental temperatures by adjusting the number of hidden layer nodes, L, and the regularization coefficient, λ. In this paper, the model accuracy was evaluated using the average relative error, E. This can be calculated with the following equation:
where T exp,i and T sim,i are the experimental data and prediction data, respectively; and N is the total number of sampling points. Table 1 shows the error versus the number of hidden layer nodes from 20 to 1000. E train and E validation are the average relative errors of the training data and the validation data. After the initialization of RVFLNN parameters, the number of hidden layer nodes was adjusted. It can be seen from Table 1 that when the number of hidden layer nodes gradually increases from 20 to 1000, the training error continuously decreases. However, when the hidden layer nodes reach about 800, 200, and 100 for model S2, S3, and S4, respectively, the test error begins to increase or fluctuate. Therefore, we can draw a conclusion that the generalization effect of RVFLNN will be good when the respective number of hidden layer nodes for the three different RVFLNN models is 800, 200, and 100. Thus, we determined the number of hidden layer nodes.
For the RVFLNN, after determining the hidden layer nodes, we adjusted the regularization coefficients and the ranges of w and b. Taking the RVFLNN model S3 as an example, we can observe from Table 2 that no matter what the range of w and b is, the validation error will reach the minimum when the regularization coefficient is about 0.5 or 1. Moreover, the range of w and b has no significant effect on the minimum error. In conclusion, the system performance will be better when the regularization coefficient is finally determined as 1 and the range of w and b is [−1, 1]. From the above analysis, the training parameters were finally determined-that is, the number of hidden layer nodes is 400 and the range of w and b is [−1, 1]. Hence, the thermal model based on RVFLNN was built with the above parameters. Figure 7 gives the comparison results of the prediction data with the experimental data. Figure 8 shows the relative error of the prediction and experimental data. The relative error can be calculated with the equation
where T exp,i and T sim,i are the experimental data and the prediction data, respectively. (1) The temperature change in the metro station is influenced by many factors and its change rule is relatively complicated. The presented model based on the RVFLNN can reveal this rule very well: its fitting error and prediction error are both very small. (2) Comparison of the predicted data and experimental data shows that the maximum absolute error is about 0.4 • C and the maximum relative error is about 2.5%. (3) The test error shown in Table 3 is sometimes a little higher than the validation error in the three different RVFLNN models. This can also be seen in Figures 7 and 8 . The model accuracy has reached a good level and the presented modeling method can be used for future temperature prediction in metro stations.
Conclusions
In this paper, a thermal environment modeling method based on the RVFLNN was proposed for metro stations. By analyzing the interaction between the passenger flow, the metro arrival frequency, and temperature inside the station, the thermal relationship of input variables and output variables for the RVFLNN was carefully set up. The training time of the RVFLNN is very short, only about 0.002 s, which shows that the RVFLNN has fast nonlinear modeling ability. It can accurately learn the relationship between the input and output variables of a given data set, and achieve relatively high model accuracy. In model S2, the prediction error for all experimental conditions was within 0.25 • C, the relative error was kept within 1.4%, and the test error was within 4.124. In model S3, the prediction error for all experimental conditions was within 0.5 • C, the relative error was kept about 2.5%, and the test error was within 5.513. In model S4, the prediction error for all experimental conditions was within 0.5 • C, the relative error was kept within 1.75%, and the test error was within 6.925. In conclusion, satisfactory model accuracy can be obtained by using the RVFLNN.
