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Abstract
Presently, the uncertainties associated with controlling domestic heating system are managed using
rule of thumb or heuristic rule-based controllers. The problems associated with this are: lack of
bespokeness and optimality of the control to each unique building, difficulty in comparing technolo-
gies due to inconsistent control quality (lack of generality) and the expense of developing controllers
for new technologies.
In this work, the problem of heating system control is generalised with the intent of developing
a generic-optimal controller—one that can control any set of heat sources in any building optimally,
alleviating the aforementioned problems.
A hybrid intelligent system design methodology is applied in order to develop the (model
predictive) controller resulting in two sub-tasks. First, acquiring a model of each heating sys-
tem—identification must be carried out on-line. Second, delivering optimal control using the
model, given constraints.
The first is tackled by applying Echo State Networks (ESN’s), whose benefits are that they
have universal approximation ability, on-line learning is a recursive linear regression problem (for
which the solution even in low precision environments is well understood), that on-line learning
can be easily achieved using real feedbacks (network stability is relatively easy to attain) and that
they can be easily scaled to systems of varying complexity.
The second is tackled by using a global, derivative-free optimiser—meaning that the controller
may tackle mixed integer problems and incorporate arbitrary output constraints expressed as
penalty functions.
A theoretical third problem arises due to the interaction of the learning and optimisation
components of the controller. A methodology for tackling this is given. When applied to a simulated
monovalent heating system in an unoccupied house (in the absence of user disturbances) consistent
control can be achieved. The effective rejection of user disturbances is an outstanding problem
and is briefly discussed.
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Nomenclature
Symbol Units Description
α − Leaking rates
A − Algorithm space
β − Ridge regression regularisation parameter
cr − Crossover parameter
 − Energy efficiency
e− − A priori error
e+ − A posteriori error
F − Mutation parameter
Ns − Number of heat sources in a system
Np − Number of pumps in a system
P − Problem space
p − Power provided to pump as fraction of maximum power
R − Autocorrelation Matrix
S − (Anti-)Triangular square root of autocorrelation matrix
S − Selection mapping
s − Power output of heat source(s) as fraction of maximum output
τ ◦C Normalised temperature for input into a neural network
T ◦C / K Temperature
µ − Learning rate
u − Input of ESN
W in − Input weight matrix
W − Reservoir weight matrix
W fb − Feedback weight matrix
X − Explanatory variables
x − Reservoir state
x − Decision variable vector
Y − Performance space
y − Output of ESN
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0.1 Executive Summary
The energy used for heating and cooling is significant. By some estimates, 20% to 40% of the
energy consumption of a developed country is due to buildings. Of this, 50% is for heating and
cooling. In England, where cooling is rarely needed, heat is typically delivered by the combustion
of natural gas in an individual gas fired boiler located within the building.
Due to the energy intensity of residential heating, various government interventions have been
made in an attempt to reduce the associated greenhouse gas emissions. Examples include the Re-
newable Heat Premium Payment (RHPP) scheme and more recently the Renewable Heat Incentive
(RHI). These policy instruments are aimed to increase the appeal of what we’ll broadly refer to
as alternative heat sources. Examples are heat pumps, solar thermal panels and micro Combined
Heat and Power units (mCHP). These are less emissions intensive than gas and oil fired boilers.
Bringing these alternatives to market and securing mass-uptake is a challenge. The real world
performance of alternative heat sources can differ dramatically from that observed in steady state
testing (the heat load of a household rarely reaches a steady state due to varying weather and
occupant behaviour). Furthermore, in situations where the minimum heat output of the heat
source is in excess of the heat load of the household (common especially in combi systems), the
heat source must cycle on and off. Gas fired boilers may cycle with little loss in performance, but
this is not always true for alternative heat sources. The new heat sources are also typically more
expensive to buy than the traditional choices.
As well as emissions and energy efficiency, other desirable attributes of a heat source include
reliability, safety, low upfront and operating costs, quiet operation, low space requirements, the
ability to deliver excellent thermal comfort, the ability to effectively manage Legionella and ease
of installation. Legislation, anticipated changes to legislation, culture of the target market and
competitor activity will also influence the likelihood of a given technology succeeding.
As already alluded to, one costly aspect of bringing a new technology to market is developing the
control system. The challenge of effectively controlling domestic heating systems is that houses,
climates, users and installers vary. This means that controls must be designed to perform well
in a range of situations, including when the system is unbalanced, radiators are under or over
sized and in the presence or absence of Thermostatic Radiator Valves (TRVs). In conventional
controllers, reliable performance is normally achieved through rules based on heuristics or ‘rules of
thumb’. As a consequence, control is unlikely to be optimal in any particular house but likely to
be good—heuristics handle uncertainty well.
There are three problem areas of interest to this research project. Firstly, the problem of
controlling alternative heat sources effectively and to their full (optimal) performance potential.
Secondly, the problem of comparing heat sources or technologies in a manner that reflects the
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limitations of the technology and not the control strategy. Finally, the problem of having to develop
another rule based control algorithm for every new heat source—to make a realistic comparison to
other heat sources and to bring that product to market.
Though rule based control is an effective solution to the problem of controlling many systems,
it has limited flexibility. Consider a hybrid system containing a boiler and heat pump. If the
boiler were replaced by a combined heat and power unit, the control strategy would most likely
perform poorly. It is not practically possible to freely experiment with different combinations of
heat sources in a hybrid system—investment is needed in the control system each time, even in
simulation—reliable technology comparisons (normalised for control quality) are costly.
In order to tackle these problems a novel controller based on state-of-the-art Recurrent Neural
Networks is proposed—the ‘generic-optimal’ controller, that is the theme and focus of this thesis.
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0.2 Reader’s Guide
The introductory sections in the subsequent pages detail the research problem and project aims—it
is strongly recommended to read all the sections in Chapter 1. Following Chapter 1 the document
is divided into four parts. Part I describes the problem domain. Part II describes how the research
problem is tackled and to what extent the project aims are achieved. Part III discusses potential
extensions to the project. Part IV provides an overview of the key outcomes of the project. The
document is intended to be read sequentially, but the following outline is intended to guide readers
to parts of most interest to them.
To elaborate, Part I provides an overview of domestic heating systems. This supplements
and expands upon the problem statement given in Section 1.1 and is useful for readers who wish
to understand the problem more deeply. Part II describes the design and simulation of a novel
controller, which is the aim of the project. Part III discusses methods for tackling the main
disturbances in the control of heating systems, weather and internal gains or user disturbances.
Part IV draws the thesis to a close and provides recommendations for future work.
To gain a broad understanding of the research it is recommended to read at least Chapters 1, 3,
4, 7 and 9, which expand the problem statement, describe the project methodology and document
the extent to which the project aims are achieved. Combined, they provide the context of the
other chapters and communicate the philosophy of the project—that of generalisation.
The reader’s guide is summarised below. Recommended chapters are underlined:
Chapter 1 describes the project aims, scope, and problem to be solved. The impact of the project
is documented and publications listed.
Part I: Background
Chapter 2 provides an overview of the problem domain, that is hydronic domestic heating sys-
tems, as well as specific case studies. The chapter allows a non-specialist to get a good
appreciation of the problem domain. It also documents some of the commercial contribu-
tions made during the project.
Part II: A Generic-Optimal Domestic Heating Controller
Chapter 3 formalises the problem statement based on the work presented in Chapter 2. A math-
ematical formulation of the domestic heating control problem is provided, which forms the
foundation for designing a generic-optimal heating controller, the aim of the project.
Chapter 4, in light of Chapter 3, describes the methodology that will be applied to design the
generic-optimal controller as well as the major design choices. This results in 2 major com-
ponents whose design is described in the subsequent chapters.
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Chapter 5 describes the first core component of the controller, the Echo State Network, a recur-
rent neural network where training is a convex linear regression problem.
Chapter 6 describes the second core component of the controller, the optimiser, that is based on
Differential Evolution, a metaheuristic.
Chapter 7 investigates the behaviour of the controller on a simulated heating system and outlines
scope for further development.
Part III: Managing Disturbances
Chapter 8 documents a local air temperature forecasting method that could be a potential addi-
tion to the generic-optimal controller.
Chapter 9.3 provides a brief literature review on how the generic-optimal controller could deal
with user-disturbances effectively.
Part IV: Conclusion
Chapter 9 provides an overarching conclusion to the project with recommendations for future
work.
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1 | Introduction
1.1 Problem Statement
The energy used for heating is significant. By some estimates, 20% to 40% of the energy con-
sumption of a developed country is due to buildings. Of this, 50% is for heating (Pérez-Lombard
et al. 2007). Typically, water is heated by a gas-fired boiler and circulated about the building. The
term boiler is nowadays a misnomer as no actual boiling takes place1 —at most water is heated to
around 85 ◦C.
Due to the energy intensity of residential heating, various state interventions have been made
in an attempt to reduce the associated greenhouse gas emissions. Examples include the Renewable
Heat Premium Payment (RHPP) scheme and more recently the Renewable Heat Incentive (RHI)
(Department of Energy and Climate Change 2013). These policies are intended to increase the
appeal of what will hereafter be referred to as alternative heat sources—heat sources that are not
mainstream but show reduced carbon intensity compared to gas-fired boilers either theoretically or
in lab/field trials. Examples are heat pumps, solar thermal panels and micro Combined Heat and
Power units (mCHP). These are viewed as less emissions intensive than mainstream gas and oil fired
boilers. However, as well as energy efficiency, other desirable attributes include reliability, safety,
low upfront and operating costs, quiet operation, low space requirements, the ability to deliver
excellent thermal comfort, the ability to effectively manage legionella and ease of installation2.
Legislation, anticipated changes to legislation, culture of the target market and competitor activity
(including lobbying) will also influence the likelihood of a given technology succeeding.
Bringing these alternatives to market is a challenge. The real world performance of alternative
heat sources can differ dramatically from that observed in steady state testing (the heat load of
a household rarely reaches a steady state due to varying weather and occupant behaviour). In
situations where the minimum heat output of the heat source is in excess of the heat load of the
household, the heat source must cycle (Peeters et al. 2008). Gas fired boilers may cycle with
little loss in performance. On the other hand, some alternative heat sources, such as Air Source
Heat Pumps (ASHP) and Stirling mCHP, can show reduced performance when cycling. Dynamic
simulation is a useful tool for evaluating heating systems at a low cost (Nelson 1974) and can be
done at an early stage in product development, allowing the selection only of the best alternative
heat sources and controllers for further research and development.
As already alluded to, one costly aspect of bringing a new technology to market is developing
the control system. The challenge of effectively controlling domestic heating systems is that houses,
climates, users and installers vary. This means that controls must be designed to perform well in a
range of situations, where the principal measure of performance is thermal comfort, including when
1Historically steam, rather than water, has been circulated about the building before being discharged to the
atmosphere
2The popularity of the heat source with installers can significantly affect uptake
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the system is unbalanced, radiators are undersized and in the presence or absence of Thermostatic
Radiator Valves (TRVs). In conventional controllers, reliable performance is normally achieved
through rules based on heuristics or ‘rules of thumb’. As a consequence, control is unlikely to
be optimal in any particular house but likely to be good—heuristics handle uncertainty well.
Performance also depends on parameters set by the installer.
For alternative heat sources, the heuristics that work for boilers may no longer be as effective.
Hybrid or bivalent systems, containing 2 or more heat sources, are more difficult to control. An
example of a hybrid system is a gas fired boiler with air source heat pump. Here there are 3
operating modes to consider, the operation of the gas fired boiler in isolation, the operation of the
heat pump in isolation and the operation of both heat sources simultaneously. Heat sources will be
controlled differently depending on whether the heat request is for hot water or for central heating.
Though rule based control is an effective solution to the problem of controlling hybrid systems,
it has limited flexibility. Consider the aforementioned hybrid system containing a boiler and
heat pump. If the boiler were replaced by a combined heat and power unit, the control strategy
would most likely perform poorly. It is not practically possible to freely experiment with different
combinations of heat sources in a hybrid system—a significant amount of investment is needed in
the control system each time, even in simulation—reliable technology comparisons are costly. The
aim of the project is to develop a generic-optimal controller—one that can control any set of heat
sources in any building optimally, alleviating the aforementioned problems.
In summary, there are three problem areas of interest to this research project. Firstly, the
problem of controlling alternative heat sources effectively and to their full (optimal) performance
potential. Secondly, the problem of comparing heat sources or technologies in a manner that
reflects the limitations of the technology and not the control strategy. Finally, the problem of
having to develop another rule based control algorithm for every new heat source—to make a
realistic comparison to other heat sources and to bring that product to market.
1.2 Aims & Scope
The aim of the project is to develop a generic-optimal controller—one that can control any set of
heat sources in any building optimally.
The problems associated with current domestic heating controllers are: lack of bespokeness
and optimality of the control to each unique building, difficulty in comparing technologies due to
inconsistent control quality (lack of generality) and the expense of developing controllers for new
technologies.
The intention is to generalise heating system control and to develop a generic-optimal con-
troller—one that can control any set of heat sources in any building optimally, solving the afore-
mentioned problems. It is worth noting that the concept of optimal will likely differ between
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engineers, but is assumed to be a solution to some single-objective cost function. Only when the
cost function is known in advance can any statement be made as to whether guaranteed optimal
control can be achieved. In order to be generic, the chosen solver must be general purpose, and
not necessarily the best choice of solver for a specific problem.
Should the envisioned controller be developed, the potential impacts are improved heating
performance and a bespoke heating experience for every household. The generality of the controller
should cheapen the introduction of new heat sources, especially into bivalent systems. Furthermore,
should this sort of controller become commonplace, the overall energy savings from residential
buildings in the UK could be significant as control is made optimal in the majority of cases. It
would also be a radical departure from the heuristic rule-based methods that dominate heating
control at present.
The scope of the project is restricted to the ‘system-side’ control problem (described in Sec-
tion 2.3.2) in the absence of user disturbances (internal gains). The rationale for excluding user
disturbances is that there already exists a mature body of literature in that area. In addition, com-
mercial products such as the Nest thermostat have made user occupancy prediction (relatively)
mainstream already (Nest Labs 2015).
1.3 Structure of Thesis
As described in the Reader’s Guide (Section 0.2) this thesis is split into four parts. Part I provides
an overview of domestic heating systems and expands on the problem statement. This provides
the context for Part II, which describes the methodology and steps taken in developing the generic-
optimal controller and key experimental findings. Part III details areas where the controller could
be further developed (with commercialisation in mind). Finally, Part IV summarises the key
outcomes of the project.
Part I begins with an abstract description of heating systems as a heat source and heat sink, be-
fore giving concrete examples and case studies, some of which relate to commercial work undertaken
during the EngD. It provides information about current controllers and some of the directions in
literature heating controls are taking, and describes the challenges in controlling domestic heating
systems effectively.
Part II first formalises the problem statement into notation consistent with control and machine
learning literature. Following this the Hybrid intelligent System (HIS) design methodology is
applied to developing the generic-optimal controller. This results in two sub-tasks that are tackled
in the subsequent two chapters. The final chapter of this section, Chapter 7, consolidates all the
chapters preceding it and provides evidence of the controller working in simulation.
Part III essentially details the remaining problems to be tackled for completion of the con-
troller—those relating to disturbance management. The first chapter proposes a method for locally
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predicting air temperature for use in buildings control. The second chapter briefly discusses the
problem of user disturbances and the possible means of tackling these.
Part IV draws the thesis to a close and provides recommendations for future work.
20
Part I
Background and Overall Problem
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2 | Domestic Heating Systems
2.1 Introduction
SinkSource
Flow
Return
Figure 2.1: Concept of a heating system. Water acts as the heat transfer medium delivering heat
from the source (e.g. a boiler) to the sink / load (e.g. the rooms of the house, losses to the outdoors,
etc...). Adapted from ASHRAE (2008).
Heating systems provide warmth, or thermal comfort (Croitoru et al. 2015), to the occupants
of a building. Domestic heating systems are those used residentially, and usually also provide
domestic hot water. A simplified example of a domestic heating system is given in Figure 2.2 in
the form of a hydraulic layout. There are many other possible heating systems, the popularity of
which varies between countries due to cultural, legislative and climatic differences.
More generally, heating systems constitute a heat source, heat sink and transfer medium. The
heat sources heat the transfer medium by using either a chemical fuel (e.g. natural gas, fuel oil),
electricity, or through passive means such as by sunlight. The heat sink is the building or domestic
hot water. The transfer medium in hydronic heating systems is water, which is heated at the source
and cools at the sink as heat is transferred. Examples of heat sources are gas-fired boilers, air source
heat pumps and micro combined heat and power units (Cansino et al. 2011). The temperature of
water leaving the heat source(s) is defined the system flow temperature and the associated target
temperature is defined the flow temperature set point. The temperature of the water returning
from the heat sink is defined the system return temperature. The return temperature may be
constrained to guarantee a certain level of energy efficiency from the heat source; the efficiency of
most heat sources is affected by its inlet water temperature.
2.2 Heat Sources
Heat sources heat the transfer medium by using either a chemical fuel (e.g. natural gas, fuel oil),
electricity, or through passive means such as by sunlight. In the scope of domestic systems, a heat
source can also be a district heating circuit, from which thermal energy is extracted using a heat
exchanger and modulating valve. The provision of thermal energy to the district system itself is
beyond the scope of this thesis.
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Figure 2.2: Simplified hydraulics of domestic heating system with domestic hot water storage tank,
diverter valve and radiators in parallel (known as a two-pipe system). Water is pumped (2) through
the heat source where it gains in temperature. The three-way-valve (3) determines whether the hot
water is passed through radiators in the house (4) or through the coil in the domestic hot water tank
(1). Each radiator has a thermostatic radiator valve which restricts the flow through it depending
on the room temperature. Typically the position of these valves is unknown to the controller—they
operate separately using a wax or liquid motor. ‘US’ denotes User-Side control and ’SS’ System-
Side control, described in Sections 2.3.1 and 2.3.2 respectively.
The gas-fired boiler is the most common heat source for UK households (Nowak 2009) and is
used as the reference heat source for evaluating ‘alternative’ technologies. Alternative heat sources
are those with a theoretical or proven (often in laboratory conditions) improvement in energy
efficiency and/or carbon intensity over gas-fired boilers but with little or no market share. To
reiterate, other desirable attributes of a heat source include reliability, safety, low upfront and
operating costs, quiet operation, low space requirements, the ability to deliver excellent thermal
comfort and ease of installation. Legislation, anticipated changes to legislation, culture of the target
market and competitor activity will also influence the likelihood of a given technology succeeding.
In the case of micro combined heat and power units (see Section 2.2.3) grid compatibility and
conditions of participation in the electricity market are also of concern (Chowdhury et al. 2009).
2.2.1 Gas-fired boilers
Gas-fired boilers use hot combustion gases to heat the transfer medium, water. New boilers tend
to be condensing meaning that they extract some of the latent energy in the water vapour pro-
duced by the combustion reaction. In a condensing boiler, lower return temperatures create more
amenable conditions to condensation (increasing energy efficiency) (Energy Saving Trust 2008).
Their performance may be understood in terms of either their gross energy efficiency or net energy
efficiency (Jones 2004).
Consider the combustion of pure methane in a gas-fired boiler depicted in Reaction 2.1. The
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Figure 2.3: A two-pipe domestic heating system with gas-fired boiler (system boiler). Image source:
Worcester Bosch Group (2015c).
Figure 2.4: Simplified hydraulic layout for hybrid air source heat pump / gas boiler system. Image
source: Worcester Bosch Group (2015b).
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Figure 2.5: Combi systems produce hot water instaneously rather than warming a hot water tank.
These systems require a heat source which can produce a large heat output quickly. Therefore,
they tend to be limited to conventional combustion based heat sources rather than alternative heat
sources, whose reponsiveness and maximal power output is often lower. A major advantage of these
systems is ease of installation. Image source: Worcester Bosch Group (2015a)
percentage of energy recovered from this reaction is defined as the net efficiency. Reaction 2.2
depicts both the combustion of methane and the condensation of water. The percentage of energy
recovered from this reaction is defined as the gross efficiency. In practice, due to the need for excess
air, other compounds such as NOx can form—thoughtful burner design can minimise these (Evans
2008).
CH4(g) + 2 O2(g) −−→ CO2(g) + 2 H2O(g) (2.1)
CH4(g) + 2 O2(g) −−→ CO2(g) + 2 H2O(aq) (2.2)
The condensing gas-fired boiler is the reference heat source for evaluating alternative heating
technologies. In the right conditions (a sufficiently low return temperature to induce condensation)
it has a gross energy efficiency in excess of 90%.
In the UK, the affordability of gas relative to electricity makes gas-fired boilers difficult to beat
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in terms of running costs. The same can be said for environmental performance given the relatively
high carbon intensity of electricity compared to gas—0.44548 kgCO2kWh−1 compared to 0.18404
kgCO2kWh−1 in 2013 (Carbon Trust 2013), meaning that an electrical heat source must be at
least 100× 0.44548/0.18404 = 242% ‘efficient’ to be competitive in terms of carbon intensity.
Gas-fired boilers control their thermal output by adjusting the gas flow rate entering the com-
bustion chamber. In the past, gas flow rate could only be on or off; or low, high or off. Typically
on-off controllers determine whether to fire the burner based on the flow temperature set point
from the user-side controls (described later) and the dead-band, whereby an outlet temperature
above the cut-out results in the boiler being turned off and an outlet temperature below the cut-in
results in the boiler being turned on (Liao et al. 2005), also known as hysterisis control. Modu-
lating controls have been developed that can vary fuel rate between a maximum and some value
determined by the turndown ratio—the ratio of maximum to minimum gas flow rate (ASHRAE
2008). Modulating burners offer the potential for higher energy efficiency through better control
(Peeters et al. 2008).
2.2.2 Heat Pumps
Heat pumps constitute a minute fraction of domestic heat sources in England (Nowak 2009). Heat
pumps are considered an ‘essential technology’ by Boait et al. (2011). It is envisioned that various
subsidies funded by the taxpayer will increase their rate of uptake. Recent policy instruments are
the Renewable Heat Incentive (RHI) and Energy Act 2011 (Green Deal).
Chua et al. (2010) define four types of heat pumps in the context of domestic heating: heating-
only, heating and cooling, integrated and water heaters. The integrated heat pump provides for
space heating, cooling and hot water. Heating where one source is the sole provider of energy is
known as a monovalent system. Where the load is supplemented by another heat source, such as
a gas boiler, this is known as a bivalent system. In the latter heat pumps are typically sized to
provide between 20% and 60% of the yearly heating load.
Air source heat pumps move thermal energy from a thermal energy source (e.g. air) into a
building against the temperature gradient. Heat pumps allow the extraction of ‘ambient thermal
energy’ (Marcic 2004). This transfer of energy incurs an energy cost. The ratio of the rate of
thermal energy delivered to the building to the rate of energy consumption by the heat pump is
known as the Coefficient of Performance (COP). Let C be the coefficient of performance, H be the
rate of thermal energy delivered to the water and I be the rate of energy consumed by the heat
pump. Then, the coefficient of performance is defined in Equation 2.3.
C = 100
(
H
I
)
(2.3)
The typical thermodynamic cycle used for heating applications is the Closed-Vapour Com-
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pression Cycle. A refrigerant is evaporated, absorbing some thermal energy from the source, and
compressed such that it reaches a higher temperature. Condensation of the refrigerant occurs at
the load, releasing energy. The expansion device lowers the pressure of the refrigerant, decreasing
its temperature and allowing it to extract energy again from the heat source (ASHRAE 2008, En-
ergy Saving Trust 2010a,b). Note that in this context ‘sink’ is referring to the transfer medium, not
the building as previously defined, and ‘source’ is the location of the heat pump’s heat exchanger
e.g. in air or water, not the appliance itself. Nonetheless, the same principle of moving thermal
energy from a source to a sink applies.
COP is useful for comparing the performance of air source heat pumps to condensing gas-
fired boilers. Unlike gross efficiency for measuring boiler performance (see Section 2.2.1), COP
isn’t related to a theoretical maximum performance, though both COP and gross efficiency are
effectively the ratio of useful power out to power in. The theoretical maximum COP of a vapour
compression air source heat pump is the Carnot efficiency (Singh et al. 2010). Let Tret be the inlet
water temperature to the heat pump and Tsource be the temperature of the thermal energy source,
from which the heat pump extracts heat, all in Kelvin. The Carnot efficiency (or maximum COP)
for an air source heat pump is given in Equation 2.4 (Forsén 2005).
Cmax =
Tret
Tret − Tsource (2.4)
Heat pumps are classified according to their heat source (from which thermal energy is ex-
tracted) and heat sink (where thermal energy is deposited). Sources could be air, water, the
ground, the sun or waste heat from industrial processes. In a hydronic system the heat sink is
water.
A useful measure for comparing heat pumps is the COP percentage of Carnot efficiency given
in Equation 2.5 because it normalises for the thermal energy source (e.g. air, water, ground).
C = 100
(
C
Cmax
)
(2.5)
A field trial carried out by Energy Saving Trust (2010b) in the UK showed heat pumps can
provide good performance, with ground source heat pumps being more efficient than air source
heat pumps. The performance of all types of heat pumps was very sensitive to installation and
commissioning practices and the characteristics of the house where it was installed. The efficiency
of the heat pump system was also highly dependent on consumer behaviour. Overall heat pumps
showed the ability to reduce both carbon dioxide emissions and energy bills. It was also noted that
the simplest designs were the most effective.
Air source heat pumps require defrost cycles, which are normally initiated at some threshold
of frost formation on the heat exchange surface. Frost can be detected by measuring pressure
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drop across the coil—an increased pressure drop may indicate frost formation. Another method
requires two temperature sensors, one positioned to measure outdoor air temperature and another
positioned to monitor refrigerant temperature. If the temperature difference between these mea-
surements is high it may be an indicator of frost. Defrosting can be achieved by a variety of
methods described in Byun et al. (2006) and Hewitt and Huang (2008), all incurring an energy
cost that can adversely affect overall performance of the heat source.
Finally, cycling can adversely affect the energy efficiency of air source heat pumps yet is a
required mode of operation for domestic heating systems as heat pumps, like gas-fired boilers,
have a finite turn-down ratio (a finite minimum power output) (Uhlmann and Bertsch 2012). To
counter this, buffer tanks allow heat pumps to run for longer, as shown in Figure 2.5.
A recent research trend has been toward gas absorption (sorbent is in liquid state) / gas
adsorption (sorbent is in a solid state) heat pumps for domestic heating purposes. Whereas vapour
compression heat pumps use mechanical energy to achieve compression of the refrigerant, gas-driven
sorption heat pumps use heat to achieve ‘thermal compression’. Like in gas-fired boilers, the heat
can be provided by combusting natural gas. Examples of refrigerants are water, methanol, and
ammonia. Liquid sorbents include LiBr−H2O solution and diluted NH3−H2O solution (see Engler
et al. 1997). Though ammonia shows favorable properties for use in air source absorption heat
pumps, safety is an important concern (Wu 2014). Solid sorbents include silica gel, certain zeolites
and active carbon (Dawoud 2013). A disadvantage of adsorption heat pumps is their volume and
weight compared to equivalent mechanical compression heat pumps (Demir et al. 2008).
A field-trial of zeolite based gas heat pumps showed a 35% improvement in efficiency over
gas-fired condensing boilers (Wienen et al. 2013).
2.2.2.1 Bivalent (Hybrid) Systems
One heat source that is usually part of a hybrid system is the Air Source Heat Pump (ASHP).
Typically air source heat pumps are sized to provide between 20 and 60% of the peak heat load
(Chua et al. 2010).
A heating system may use a combination of heat sources. Often renewable or alternative energy
sources are incorporated into a heating system that also contains a conventional gas-fired heat
source (the non-alternative heat source is generally referred to as the auxiliary or supplementary
heat source). A heating system containing multiple heat sources is called a bivalent or hybrid
system. Bivalent systems are intended to be opportunistic. For example, a bivalent system might
make use of sunlight during the day and rely on a gas-fired boiler at night. In theory, the return
on the additional cost and complexity of bivalent systems is improved energy performance (Kiyan
et al. 2013, Li et al. 2013). This return can be difficult to realise in practice as witnessed by Energy
Saving Trust (2010b).
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Observations from Simulations and Field Trial
In the air source heat pump and gas-fired boiler system shown in Figure 2.5, marketed as the
Greenstar Plus Hybrid, the controller decides when it is economical to run the heat pump com-
pared to the gas-fired boiler. When the ratio of electricity to gas prices is high, the minimum
air temperature at which the heat pump can profitably operate compared to the boiler increases.
If the ratio of the price of electricity to gas is 3, for example, the COP of the heat pump will
roughly need to exceed 300 to be worth running (a condensing boiler achieves close to 100% gross
efficiency). The same is true for carbon savings. If the ratio of the carbon intensity of electricity
to mains gas is again 3, then the COP of the heat pump must exceed about 300 to save carbon
compared to a gas-fired boiler. These ratios differ depending on the country of installation. The
relative importance of cost and carbon is chosen by the user.
The control strategy determines whether it is profitable to run the heat pump based on the
outdoor air temperature and the expected return temperature. Operation of the heat pump is
blocked if its operation would lead to a loss compared to using the gas-fired boiler. Studying the
field trial data for this system revealed that days of higher average temperature showed better
performance than those of lower average temperature. This is to be expected since the heat pump
will be used more and have higher performance on milder days.
When the air source heat pump cannot deliver the flow temperature set point the gas fired
boiler makes up the heat deficit. The air source heat pump performs less effectively at high return
temperatures and a transient increase in return temperature (e.g. due to a disturbance, see Section
2.3.4) can cause the heat pump to cut out. Ideally the return temperature should be constrained
during the heat pump’s operation.
The unique control challenges of this system are best illustrated through comparison to gas-
fired boiler systems. Modern condensing boilers have a modulating burner with a decent turn-down
ratio. This means they can operate at lower heat loads without having to switch off to avoid an
overshoot in flow temperature. Other sources, such as the ASHP, may not have this flexibility.
Furthermore, condensing boilers are insensitive to outdoor air temperature and may be operated
at any time without concern for loss in performance. This does not apply to ASHP’s whose
performance is strongly correlated to outdoor air temperature. The maximum flow temperature
between the heat sources differs. Boilers may deliver water at up to 80◦C whereas an air source
heat pump might only deliver water at up to ∼ 55◦C (e.g. Mitsubishi 2013). This makes the latter
unable to fully deliver heating and hot water requirements (potable hot water requires regular
heating to above 60◦C to kill any legionella present).
The lifetime of components is an important factor in bivalent systems, indeed there are twice
as many heat sources to maintain. In a bivalent system the interaction of heat sources must be
carefully managed to avoid fast cycling or other unwanted phenomena such as valve jitter. Other
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constraints, such as the need to defrost the air source heat pump, add to the difficulty of operating
the system effectively. As a consequence, the controller for this system is significantly more complex
than what would be expected for a monovalent (single heat source) system.
2.2.3 Micro Combined Heat and Power
Combined heat and power is also known as co-generation; electricity and useful heat are simultane-
ously produced. Micro or µCHP’s sized for residential applications produce (much) more thermal
energy than electrical energy (Chowdhury et al. 2009). The definition of ‘micro’ CHP varies—a
maximum output of less than around 10kW (electrical power) according to Hinnells (2008) or less
than 3kW (unspecified) according to Thombare and Verma (2008).
To reiterate, µCHP’s heat sources generate electricity as well as heat. Though the energy
efficiency overall is typically lower than that of a condensing boiler, some energy is rendered as
electricity. The displacement of energy from the grid with this locally generated energy has the
potential to reduce emissions by mitigating transmission and power plant losses. Depending on
the feed-in tariff a mCHP may be cheaper to run than a more efficient condensing boiler.
Electrical energy produced is typically returned to the grid (Carbon Trust 2011, Hinnells
2008)—decentralised generation is advantageous in that it minimises transition losses compared to
centralised electricity generation (Thombare and Verma 2008). In addition, transfer of heat over
long distances is relatively expensive and subject to significant losses—greater than that experi-
enced in electricity transmission. As a result CHP’s should be located as near to the heat sink
as possible. The overall efficiency of a µCHP compares favourably to a conventional power plant,
typically providing about twice the efficiency overall (when including useful heat) (Chowdhury
et al. 2009).
For heat engines, efficiency is typically quoted as a fraction of Carnot efficiency (Martini 1983).
Stirling engines are an appropriate type of heat engine to serve ‘micro’ heat demands (Hinnells
2008), in other words sensible for domestic purposes (Thombare and Verma 2008).
Stirling engines have a number of advantages that make them highly suitable for use in a µCHP,
namely: high heat efficiency, low noise operation, the ability to use many fuels (including bio-fuel)
and to use fuel of any phase, the use of easily controllable combustion external to the cylinder and
low maintenance requirements (Thombare and Verma 2008). Hordeski (2004) noted that Stirling
engines are slow to respond to a power demand due to time required to heat the cylinder and
working gas. This was also observed in trials by Carbon Trust (2011).
Other major components of a Stirling µCHP are typically the main burner (powering the heat
engine), supplementary burner, generator or alternator, ECU (electronic control unit) and heat
exchangers (Thombare and Verma 2008). The supplementary burner is used if the heat engine
cannot deliver the required heat output. Instead of a supplementary burner, a separate boiler
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unit may be used to supplement the µCHP (Beggs 2009). The correct building-specific sizing of
the engine was found to be important for achieving performance at least equivalent to gas-fired
condensing boilers (Carbon Trust 2011).
Some additional insights into the control of Stirling µCHP’s are given by Gähler et al. (2008).
In the system described the room temperature and DHW (domestic hot water) temperature was
controlled by three input signals denoting power input to the Stirling engine burner, the supple-
mentary burner and valve position allocating thermal energy between heating and hot water. The
control unit used tariff information, room temperature, DHW temperature, outdoor temperature
and flow temperature as inputs. In the perfect model predictive control simulated, primary energy
savings of 20% were achieved.
Carbon Trust (2011) carried out field trials of µCHP’s, most containing a Stirling heat engine.
Generally it was found that µCHP’s perform best for long and consistent heat demands, since
their operation is heat led and electricity generation takes some time to get up to speed. Minimal
cycling, it was suggested, is the key to good performance. The trial suggested houses with a large
heat demand (over 20,000kWh yearly) would most benefit from the technology. Older and larger
houses were capable of a 5 to 10% saving if heat demand was sufficiently consistent, worth between
GBP 40 and 90 per annum. It was estimated payback periods would be at least 20 years.
Another potential mCHP technology are Proton Exchange Membrane Fuel Cells (PEMFC’s).
They are the most developed fuel cell variant and are the most widely used for domestic heating
applications (Dodds et al. 2015) though mostly exist as research or demonstration projects and,
like Stirling engine based µCHP, are not well commercialised (Ekins 2014). They use hydrogen as
a fuel source. The hydrogen may come from pressurised or metal hydride storage or diluted with
CO2 and other components from a hydrocarbon fuel reformer (Ralph 1997) (the latter being the
most common for domestic heating applications). Alternatively, hydrogen may be combusted as a
carbon free1 source of heat.
2.2.3.1 Stirling Modeling Project
At an eary stage in the project, within the sponsor company, it was sought to develop a model of a
Stirling µCHP heat source. This model would be used to determine the relationship between buffer
tank size and cycling (transitions from state ‘off’ to ‘on’) for a number of hydraulic layouts. The
lifetime and performance of the heat source are adversely affected by cycling and it was desired to
find a suitable buffer tank size that would keep cycling to a minimum. The project is documented
in the following sections.
1at point of use. The production of hydrogen may be carbon intensive.
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Description of heat source
The Stirling µCHP heat source contains four principal components—a gas-fired Free Piston Stirling
Engine (FPSE), supplementary gas burner and sensible heat exchanger, latent heat exchanger and
alternator.
The Stirling engine is used as an external combustion engine. Heating one end, the ‘hot end’,
whilst taking heat from the other, the ‘cold end’, drives the piston. The heated end of a Stirling
engine is known as the engine head which may be finned to maximise heat transfer. An advantage
of external versus internal combustion engines is that any fuel may be combusted and that there
is no ‘bang’ as in internal combustion engines, making them quieter (Thombare and Verma 2008)
and thus more suitable for domestic heating applications.
The Stirling engine is sized to deliver a small amount of electricity and heat. The rest of the heat
demand is made up by a supplementary conventional gas burner. Gases from the supplementary
burner first enter the sensible heat exchanger before being combined with the gases leaving the
engine head. The combined exhaust gases enter the latent heat exchanger where condensing flue
temperatures may be reached.
The quantity of heat and electricity delivered by the Stirling engine component depends on the
hot end and cold end temperatures. The theoretical maximum mechanical efficiency of a Stirling
engine is given by the Carnot efficiency of a heat engine (Martini 1983). Let TH and Tcold be the
hot and cold end temperatures in Kelvin. The theoretical maximum electrical efficiency is given in
Equation 2.6. This mechanical energy is used to drive an alternator (which itself has a conversion
efficiency).
max =
TH − Tcold
TH
(2.6)
It takes some time for the hot end of the engine to warm up when a heat demand begins.
The nominal performance is not reached instantaneously. Consequently, with cycling the overall
performance of the heat source deteriorates. The lifetime of the heat source is also adversely
affected. Maintenance is limited due to the sealed nature of the Stirling engine component. As a
consequence, cycling needs to be minimised to guarantee a good lifetime for the heat source. In
some control algorithms cycling is treated as a constraint—the number of cycles in some specified
time period is capped. This can be applied to any other heat source where cycling is a major
concern.
Model Structure
Model development began with developing a framework for all the relevant variables to interact. It
was decided to model each of the principal components discretely: the Stirling engine, the sensible
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and latent heat exchangers and the alternator.
It was hypothesised that by assigning the hot end of the engine a thermal mass, all transient
behaviour of the heat source could be captured—this would be the only time dependant relationship
in the model, the rest would be static and optionally nonlinear.
The first simplifying assumption was that the cold end of the engine is always at a temperature
equal to the inlet water temperature and that the mechanical work of the engine is a function of
(TH − Tcold). Let Q˙Hin be the rate of thermal energy entering the engine head, Q˙Hout be the rate
of thermal energy leaving the head, mH be the mass of the head, CpH be the specific heat capacity
of the head, TH be the temperature of the head and t be time. Then, the energy balance is given
in Equation 2.7.
Q˙Hin − Q˙Hout = mHCpH dTH
dt
(2.7)
Heat into the head comes from the hot combustion gases that flow over it. At this stage no
condensation occurs and as such the heat transfer correlation is straightforward. Let Tg be the
temperature of the combustion gases, UH be the overall heat transfer coefficient, AH be the heat
transfer area of the head, δ be a dimensionless parameter and G˙e be the input of gas to the Stirling
engine in kW gross. The heat into the heat is given in Equation 2.8. Properties of the gas supply
were calculated using the methods described in N.V. Nederlandse Gasunie (1980).
Q˙Hin = UHAH(Tg − TH)δ (2.8)
UH ∝ G˙e (2.9)
The heat exchange from the combustion gases to the head occurs in an insulated chamber. The
external temperature of this chamber was assumed an instantaneous function of gas input and
return water temperature characterised by 3 parameters φi i ∈ {1, 2, 3} of suitable units (2.10).
The ambient temperature inside the heat source’s casing is Tamb.
Tins =

φ1G˙e + φ2Tret + φ3, if G˙e > 0
Tamb, otherwise
(2.10)
Natural convection and radiation losses from this surface were calculated from literature as a
function of Tins and Tamb. Heat losses from other surfaces in the heat source were calculated in a
similar fashion.
The heat leaving the head is independant of gas power input—the Stirling engine will continue
to operate as the engine head cools even after cessation of gas input. Q˙Hout is a function of water
mass flow rate across the cold end and the head temperature characterised by 3 parameters κi
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i ∈ {1, 2, 3} of suitable units (Equation 2.10). Below Tmin the engine no longer does any work and
the chamber containing the engine head is actively purged with air. Under these conditions the
heat loss equation takes a similar form to Equation 2.8.
Q˙Hout =

κ1m˙w + κ2TH + κ3, if TH > THmin
UpurgeAH(TH − Tpurge)ψ, otherwise
(2.11)
The heat leaving the engine head becomes mechanical work, heat, or is lost to the alternator
as heat. Inspired by Equation 2.6, it was proposed that the mechanical output of the engine was
taken as a 1st order polynomial of (Thead − Tcold). The energy balance is:
Q˙mechanical = Q˙alternator + Q˙electricity + Q˙heat (2.12)
Some of the mechanical work is lost heating the alternator (friction losses). The temperature
of the alternator reaches a steady state only after the engine is operating at a steady state. An
empirical relationship between operating conditions and the expected steady state temperature of
the alternator was acquired. To capture the dynamic behaviour of the alternator the estimated
steady state temperature was used as the gain of a first order transfer function. The steady state
alternator temperature is a function of Thead and Tret and is characterised by 3 parameters αi
i ∈ {1, 2, 3} of suitable units. The gain is denoted K, τalt is the time constant and Malt is the
mass of the alternator. The behaviour of the alternator is given by Equations 2.13, 2.14 and 2.15.
The remaining mechanical work after heating the alternator is rendered as electricity or heat to
water. The electrical output Q˙electricity was fitted as a function of head temperature and the heat
to water Q˙heat as the remaining mechanical work.
K =

α1Tret + α2Thead + α3 if TH > THmin
Tamb otherwise
(2.13)
Talt(s) =
K
τalts+ 1
(2.14)
Q˙alternator = Malt
dTalt
dt
(2.15)
Following the Stirling engine the exhaust gases pass into the latent heat exchanger. Water leav-
ing the cold end of the engine passes first into the latent heat exchanger and then the sensible heat
exchanger. This arrangement maximises condensation in the latent heat exchanger. The sensible
heat exchanger receives combustion gases from the supplementary burner. These gases are mixed
with combustion gases from the engine burner before entering the latent heat exchanger. These
heat exchangers were modeled by a temperature difference multiplied by a heat transfer coefficient
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that is a function of some other variables. Heat transfer was assumed to be instantaneous. For
the sensible heat exchanger, the heat transfer coefficient was a function of gas input to the supple-
mentary burner. For the latent heat exchanger the heat transfer coefficient was a function of the
gas input and the cold inlet water temperature of the exchanger (to account for condensation).
For determining most of the unknown parameters Excel was used. Parameters affecting the
dynamic behaviour were determined using Aptus (Figures 2.11 and 2.12), developed as part of the
EngD for tackling parameter estimation problems.
The next step was to develop a model of the controller. The control strategy is relatively
complex to get the best out of the Stirling engine and to minimise cycling for the reasons described
previously. The controller was rule-based as is typical for heating systems.
Performance Analysis
Following completion of the heat source model, a complete heating system was created using
proprietary library components in Simulink. The market to be investigated was Germany. Two
statistically modeled German users, ‘standard’ and ‘comfort’, and real historical weather data were
used. The ‘standard’ model represents the most typical user whilst the ‘comfort’ model represents
a user willing to spend a bit more for warmer temperatures. The building model is compliant
with ASHRAE Standard Method of Test for the Evaluation of Building Energy Analysis Computer
Programs (2004) and meets the specifications outlined in Directive 2002/91/EC of the European
Parliament and of the Council (2002).
The most important aspect of the hydraulic layout of the system is the buffer tank downstream
of the mCHP heat source. This buffer tank is intended to reduce cycling and increase the lifetime of
the heat source. However, there is a tradeoff between cost, convenience, environmental performance
and cycling when it comes to sizing the buffer tank. A sensible buffer tank size can be determined
using system simulation. It can be seen from Figure 2.9 that the lifetime of the heat source can be
dramatically increased by increasing the buffer tank volume.
The Carbon Benefit Ratio (CBR) of the system was evaluated for a range of buffer tank
volumes. The carbon benefit ratio measures the performance of a mCHP system given the total
energy inputs and outputs over a given time (normally a year). Let FCBR be the carbon benefit
ratio, QUH be the total useful heat rendered, Cgas be the carbon factor of gas, Qout[el] be the total
electricity rendered, Cel be the carbon factor of electricity, Qin[gas] be the total gas consumption
and Qin[el] be the total electricity consumed. The carbon benefit ratio is given in Equation 2.16
(Carbon Trust 2011).
FCBR =
QUHCgas +Qout[el]Cel
Qin[gas]Cgas +Qin[el]Cel
(2.16)
It can be seen from Figure 2.10 that the best improvement in emissions performance is achieved
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Figure 2.6: Plot of real and modeled Stirling engine head temperature against time. The period
where the head temperature is held at around 250◦C is not an allowed operating condition in normal
use but was investigated out of interest.
Figure 2.7: Plot of real and modeled flow temperature against time from the Stirling engine mCHP
heat source. The flow temperature always exceeds the return temperature during the operation of
the heat source.
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Figure 2.8: Domestic Heating System with Stirling µCHP heat source (Worcester Bosch Group
2011)
for the standard user model. The standard user uses less energy than the comfort user. As a
rule of thumb, sources tend to cycle more for lower heat loads than for higher heat loads. As a
consequence the potential for reducing cycling is greater for standard users. 200 litres appears
a reasonable recommendation for buffer tank size since it roughly corresponds to the maxima in
Figure 2.16 whilst remaining reasonably practical in size. It also provides a reduction in cycling.
2.3 Control
This section provides an overview of the control of domestic heating systems in practice and recent
research trends.
This section divides domestic heating system control into two conceptual sub-tasks. The re-
sulting control domains, user-side and system-side, are not implemented perfectly discretely in
practice. They do serve as a useful framework through which to understand domestic heating
system controls and to delimit system-side controls as the topic of this thesis.
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Figure 2.9: Plot of the percentage number of cycles of the Stirling mCHP against buffer tank size
compared to a Stirling mCHP in a 1 litre buffer tank system. At 1 litre this is 100%.
Figure 2.10: Plot of the improvement of carbon benefit ratio against buffer tank size compared to a
Stirling mCHP in a 1 litre buffer tank system. At 1 litre this is 0.
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Figure 2.11: Aptus as originally used to determine model parameters for the mCHP modeling
project. The interface allows the user to easily create a fitness function comparing model outputs
to experimental data and apply an optimisation algorithm to solve it. In this case, the derivative-
free and well regarded fminsearch was used.
Figure 2.12: Aptus in its present form with support for unlimited inputs, outputs and parameters.
It includes implementations of state-of-the-art and custom differential evolution optimisers.
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2.3.1 User-side
The main function of user-side control is to determine an appropriate flow temperature set point
for the heat source(s). This could be a fixed value (based on the thermal performance of the house
as understood at the time of installation) or vary according to outdoor temperature (known as
weather compensated control) or room temperature (known as room compensated control). In
the latter, only the temperature of one room is measured, and it is normally the coldest room
to avoid under-delivering heat. In all cases the heating is blocked if the thermostat reads above
a certain temperature. The user-side controls may allow the user to schedule when the heating
should be turned on or off. Recently, predictive thermostats will attempt to build such a schedule
automatically (Nguyen and Aiello 2013). Once a schedule is known, it is optionally processed by
additional functions. For example, one could append 20 minutes before the start of each scheduled
heating period to ensure the house is warm by the start of the scheduled heating period; this is
known as early-start or optimum start control (Carbon Trust 2007).
Downstream of the boiler, and operating independently, Thermostatic Radiator Valves (TRV’s)
adjust the flow rate through each radiator based on each room temperature. The flow rate through
each radiator relates to its mean surface temperature and therefore the rate of radiative and convec-
tive heat transfer to the room. Each TRV has its own room temperature set point. Importantly, its
set point and position is not known and the flow rate through the system is not typically measured.
The number of radiators and TRV’s is also unknown. The interaction between TRV’s due to heat
transfer within the house can cause chaotic behaviour (Togeby and Mosekilde 1995). TRV’s make
accurate control of flow temperature difficult.
Typically a separate flow temperature set point is used for heating the domestic hot water tank
(normally higher than that used for heating). An even higher set point may be used for sterilising
the hot water tank of Legionella. The temperature of the water in the tank is measured directly.
The user-side control is responsible for switching the diverter valve over and changing the flow
temperature set point accordingly (see Figure 2.2).
2.3.1.1 Fixed Set Point
Fixed set point control is the simplest and oldest method. A fixed flow temperature set point is
passed to the system-side controls whenever heat is requested (e.g. between 6 and 8 am on week-
days). Poorly insulated buildings require higher flow temperature set points than well insulated
buildings, to compensate for increased heat losses. Systems with small radiators need higher flow
temperature set points compared to systems with large radiators or underfloor heating. Low set
points translate to lower return temperatures and better energy efficiency in most cases. However,
lower set points can increase cycling and wear in some cases.
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2.3.1.2 Weather Compensation
Weather compensated control sets the flow temperature set point as a function of the outdoor
air temperature, and is normally a simple linear relationship. The advantage of this approach is
that during milder weather, where heat losses from the building will be less, the flow temperature
set point can be reduced, creating more amenable return temperatures for efficient operation of
the heat sources. A disadvantage of this approach is the requirement of an (appropriately placed)
outdoor sensor, which makes installation more difficult. Because the flow temperature set point is
continuously changing, it becomes a harder problem for the system-side controls.
2.3.1.3 Room Compensation
Room compensation uses a room temperature (normally that of the coldest room in the building)
to either modulate the flow temperature set point (similarly to weather compensated control) or to
limit the maximum power output of the heat source(s). The idea is to reduce the power output of
the heat source(s) when the coldest room is up to temperature, reducing the chance of overheating
due to disturbances in the form of internal heat gains (see Section 2.3.4). This can improve both
thermal comfort and energy efficiency.
2.3.1.4 Predictive Thermostats
Normally the heating system will be scheduled to come on during fixed intervals in the day. For
example, a commuter expecting to come home at 6pm may set their heating system to come on
from between 6 and 10 pm. However, they may find that they are late to arrive home on some days
of the week—energy is wasted heating a building with no occupants. If there is a pattern to this
lateness, predictive thermostats will attempt to learn this pattern through an occupancy detection
method (which could be as simple as a push button or as complex as an array of sensors). The
idea is to reduce needless heating of the building where no occupants are present.
2.3.1.5 Thermostatic Radiator Valves
Whereas user-side controls set the flow temperature set point, Thermostatic Radiator Valves
(TRV’s) set the flow rate of the system. For a given flow temperature, with decreasing mass
flow rate through a radiator the mean temperature of the radiator decreases. This reduces the
rate of heat transfer to the room. TRV’s modulate independantly on room temperature using a
wax or liquid motor to try and meet a room temperature set point. Though TRV’s can reduce
the energy consumption and reduce overshoots in room temperature, they make the system-side
control problem more difficult (Xu et al. 2008). TRV’s may show unstable oscillatory (Tahersima
et al. 2013) or even chaotic (Togeby and Mosekilde 1995) behaviour.
Recently, wireless thermostats such as the en:key (Kieback & Peter 2015), though not yet
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mainstream, should enable better system-side control by making the room temperatures available
to the controller. The valve position remains unknown as a wax motor is used. Alternatively,
TRV’s that also include an electronic valve, such as the Honeywell HR92 (Honeywell 2015b), could
also communicate valve position to the system-side controls. Electronic valves allow the use of
more exotic control strategies than can improve individual room temperature performance e.g.
Haissig (1999). Alternatively, the system-side controls could dictate all the valve positions in the
building providing much more ‘cohesive’ control. The main disadvantages of electronic TRV’s are
that they are more expensive and require batteries that need to be replaced regularly.
2.3.1.6 Domestic Hot Water
Domestic Hot Water (DHW) is usually delivered using the same heat source used for (space)
heating. In the case that domestic hot water is stored in a tank, water is normally stored at
above atmospheric pressure e.g. 3 bar. The tank is periodically heated to maintain usable hot
water temperatures (45-55◦C) and occasionally to an elevated temperature (> 60◦C) for legionella
sterilisation.
Alternatively, water is heated reactively in response to a hot water tapping measured using a
flow turbine. Boilers that do this are known as ‘combi’ boilers.
2.3.2 System-side
System-side control is the management of the heat sources, pumps and valves to deliver the flow
temperature set point. System-side controls are designed to operate effectively on a wide range of
houses and hydraulic layouts. In the most part, these controllers implement heuristics or if then
rules that are known to work well in the majority of cases—heuristics handle uncertainty well. A
‘barebones’ method for the system in Figure 2.2 is on-off or hysterisis control (for both heating and
hot water) of the boiler about the set point with some rules to prevent excessive cycling (wear)
and a fixed speed pump.
Houses vary in terms of location (affecting climate), size, quality, pipework and choice and
number of radiators and TRV’s. Some systems may be expertly balanced, others poorly (Ahern
and Norton 2015). Changes to the house over the lifetime of a heating product, such as the
installation of insulation or an extension change the behaviour of the heating system that could
lead to a decline in the quality of control (unless the controller is recommissioned).
Another consideration is that the reliance on heuristic rules impedes the adaptation of existing
controllers to new technologies as new heuristics can take time to acquire. This is especially im-
portant when governments aim to encourage the substitution of gas-fired boilers with more energy
efficient alternatives (Connor et al. 2015). Moreover, systems containing multiple heat sources
(known as hybrid or bivalent systems) can require much more complicated rule sets; supporting a
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wide range of hybrids from a single rule-based controller is difficult.
Most rule-based controllers incorporate some standard control techniques for reaching the flow
temperature set point on the condition that the heat load is within the modulating range of the heat
source. These are described in the following sections. A mixture of on-off and PID control is typical.
Fuzzy logic and other techniques are more recent and less mainstream. Rules normally relate to
transitions from heating to hot water, cycling, minimum on-times and buffer tank management
(see Section 2.2.3), transitions from heating / hot water to standby modes or vice versa, preventing
freezing, managing return temperatures, managing the pump (e.g. pump over-run) and safety that
are harder to map to classical control theory. Wheras the task of meeting the flow temperature
set point is shared between all heat sources, the function of the rules is less consistent and is heat
source, pump and system dependent. To reiterate, the rule sets required to operate hybrid systems
effectively are more complex.
At this point it is worth briefly commenting on circulating pumps. In a domestic heating system,
the circulator pump is responsible for pumping water from the heat sources to the radiators and
back again. Ruby (2015) provide a historical account of their development and improving energy
efficiency over time. Boilers that contain a circulator pump are known as system boilers. Those
without are known as regular boilers. The most important innovation relating to the control of
heating systems is the electronic variable speed pump. Rather than setting a fixed speed manually,
the pump speed can be managed by the heat source controller. This offers the opportunity for
improved energy efficiency of the overall heating system. However, there is very little in the
literature in this area.
2.3.2.1 On-off Control
On-off control enables the heat source with a fixed power output (100%) when the flow temperature
is some margin below the flow temperature set point and disables the heat source when the flow
temperature exceeds the flow temperature set point by another margin. Before modulating heat
sources this was the standard control method. Nowadays, a mixture of modulating (see Section
2.3.2.2) and on-off control is used.
2.3.2.2 Proportional-Integral-Derivative Control
Proportional-Integral-Derivative (PID) control is an ‘industry standard’ method of achieving con-
trol by a continuous variable, such as that of flow temperature by the power output of a heat source
in its modulation range. Like on-off control it is a feedback control algorithm and operates on the
error between the flow temperature set point and actual flow temperature. The discrete time form
of PID is presented—PID’s are typically implemented in a microcontroller as part of a larger rule
based controller (rather than as a discrete analogue component). Separate PID settings may be
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used for different heating modes. Combi boilers, for example, would require a fast PID to deliver
DHW promptly and usually include a feed-forward component.
Let pn be the output of a PID controller at a discrete time step n, ∆t be the sampling period
or time step, p¯ be a tunable bias, Kc be the tunable controller gain, τi be the tunable integral time
and τd be the tunable derivative time. Then pn is given by (Seborg et al. 2004):
pn = p¯+Kc
en + ∆t
τI
n∑
j=1
en +
τD
∆t
(en − en−1)
 (2.17)
where
en = y
sp
n − yn (2.18)
That is to say the output of the controller is proportional to the error en, the sum of the error over
time and the rate of change of the error with respect to time. Good values for the bias, controller
gain, integral and derivative time depend on the properties of the plant to be controlled
2.3.2.3 Fuzzy Logic
Fuzzy logic has seen some adoption user-side domestic heating controllers such as the Honeywell
DT90 thermostat (Honeywell 2015a). The main function of the fuzzy logic is to improve the
timing of heat requests so as to minimise energy use whilst meeting the user’s heating schedule.
For example, the user may want heating enabled between 8 and 9am but it may be possible to
turn the heating off at 8:45am (depending on the building) with little loss in comfort but a notable
energy saving. This is not to say that the heat source is always on between 8:00 and 8:45, it will
cycle if necessary to meet the flow temperature set point during this time—care should be taken
to distinguish between setting the system to stand-by (no heating is scheduled) and setting the
heat source to stand-by (heating is scheduled but heat source is off as part of a cycling strategy).
Fuzzy logic is a recent alternative to PID’s that can also be applied to user-side control. Tem-
perature is a variable amenable to ‘fuzzification’—translatable to linguistic variables such as ‘hot’,
‘tepid’ or ‘cold’. Though applicable to flow temperature or system-side control, it is better suited
to room temperature control e.g. in an electric TRV (see Section 2.3.1.5). This is because linguistic
variables are more useful in describing room temperature; on asking for feedback on the thermal
comfort in a room, a respondent will likely say ‘too cold’, rather than ‘0.21◦C too cold’.
The translation of linguistic variables to quantified values and vice versa is handled by member-
ship functions that return a membership grade (a scalar in [0, 1]) for each of the defined fuzzy sets
or linguistic variables. Fuzzy sets are distinguished from crisp sets by allowing partial membership
in multiple sets (Zadeh 2008). Using crisp sets, a given temperature may be either ‘warm’ or ‘hot’,
whereas using fuzzy sets, the same temperature may be 0.8 ‘warm’ and 0.2 ‘hot’ (membership
grade ‘linguistic variable’).
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Fuzzy rules use fuzzy versions of conventional boolean logical operators. A fuzzy rule could
be: IF temperature is ‘cold’ AND rate of increase of temperature is ‘slow’ THEN ∆pn = 0.1pn
i.e. the controller output is increased by 10%. Each rule has an associated scalar truth value in
[0, 1]. The AND operator varies in the literature—one version simply takes the minimum of the
2 membership grades. A Fuzzy Logic Controller (FLC) uses a set of rules that are all applied at
every time step. The overall output of the controller is the weighted sum of all the outputs (right
hand side) of the rules where the weighting is the truth value for each rule.
To summarise, fuzzy logic is a heuristic design method for non-linear controllers (Seborg et al.
2004). Fuzzy logic, like conventional rule-based controllers, is a ‘top down’ symbolic approach to
realising intelligent control. It shares with conventional rule based controllers the useful property
of transparency.
2.3.2.4 Model Predictive Control
Model Predictive Control (MPC) is another control method that is more likely to be found in
commercial than domestic heating control systems. MPC’s relationship to the project aims is
described in Section 4.2.1 and is described in detail in Section 4.2.1.3.
2.3.3 Controllers in Literature
Because of the potential of (intelligent) control to reduce the energy consumption and improve
thermal comfort (Bondi 1980), literature on the control of heating systems is plentiful, though is
dominated by commercial building control. Broadly, there are two tracks of the research. The
first seeks to apply ‘classical’ control methods and the second ‘intelligent’ control methods to the
problem of heating. The distinction between ‘classical’ and ‘intelligent’ control techniques is loosely
defined. According to Werbos, Marsh, Baheti, Burka and Moraff (1992), “intelligent control is the
use of general-purpose control systems, which learn over time how to achieve goals (or optimize)
in complex, noisy, non-linear environments whose dynamics must ultimately be learned in real
time. This kind of control cannot be achieved by simple, incremental improvements over existing
approaches.” According to Passino (1993) “the physical device called a controller is an intelligent
controller if it is developed and/or implemented with a) an intelligent control methodology or b)
conventional systems/control techniques to emulate/perform control functions that are normally
performed by humans/animals/biological systems... A control methodology is an intelligent control
methodology if it uses human/animal/biologically motivated techniques and procedures (e.g. forms
of representation and/or decision making) to develop and/or implement a controller for a dynamical
system”. Zumberge and Passino (1998) noted that “the primary advantages of the intelligent control
methods lie in the ease with which our heuristic ideas about how to achieve good control could
be incorporated.” This is important as heuristics and rules of thumb for the control of domestic
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heating systems are well established (in industry)—knowledge that shouldn’t be wasted.
As described in the Project Aims (Section 1.2), the aim of the project is to develop a ‘generic-
optimal’ controller—one that can control any set of heat sources in any (residential) building
optimally or near-optimally. Such a controller is new conceptually, there is little to go on in
existing literature for that task, but there is a lot of literature tackling the control of specific
systems or heat sources, a subset of which are reviewed hereafter. An emphasis is placed on
intelligent over conventional control due to its better adaptability to unknown plants and therefore
greater relevance to the project aims (it is assumed the heating system and heat source responses are
unknown). In the mostpart the body of research in intelligent control methodologies for buildings
falls roughly into one of the following categories of intelligent control methodology: fuzzy logic,
neural networks, genetic algorithms and ‘hybrid‘ techniques (e.g. fuzzy tuned PID, neuro-fuzzy,
also see Section 4.2) (Dounis and Caraiscos 2009).
Fuzzy logic (Section 2.3.2.3) has been successfully applied to a variety of conventional and ex-
perimental heating control sub-tasks, including heat source control (Kickert and Van Nauta Lemke
1976, Li et al. 2011), electronic radiator and underfloor heating valve control (Haissig 2000, Mac-
Connel and Owens 1994), improving thermal comfort by user feedback (Hamdi and Lachiver 1998)
and user-side control (Altrock et al. 1994, Kang et al. 2015).
Whereas fuzzy logic could be interpreted as a model of cognition, Artificial Neural Networks
(ANN’s) can be understood as a (very crude) physical model of the brain without any assumptions
about the nature of cognition (see Minksy 1991). They have been applied to predicting heating
energy consumption (Aydinalp et al. 2004, Kalogirou 2000b), occupancy prediction (Kleiminger,
Mattern and Santini 2014), heat source modelling / control (Carrière et al. 1994, Esen and Inalli
2010, Esen et al. 2008, Fannou et al. 2014, Mohanraj et al. 2009), user-side control (Argiriou et al.
2000, Mozer et al. 1997), electronic radiator valve control (Javed et al. 2014) and weather prediction
for (building) control (see Chapter 8). Additional overviews of applications relating to energy and
buildings are given in Kalogirou (2000a) and Mohanraj et al. (2012).
Genetic algorithms and related meta-heuristics model ‘intelligent’ mechanisms from nature such
as natural selection and swarming behaviour. They can be applied to generic bound constrained
optimisation tasks (see Section 7.5 for a formal definition) including those that arise in control
control. Molina et al. (2011) used a genetic algorithm in user-side control to optimise timing of
enabling and disabling the heat source over a prediction horizon. Meta-heuristics have also been
used for design optimisation of a heat source (Sanaye and Niroomand 2009). Meta-heuristics can
also be used for tuning controllers such as PID’s (see Section 2.3.2.2).
In summary the literature points to various applications of intelligent techniques to the control
of particular heat sources and to sub-tasks such as energy consumption prediction that could be
part of an intelligent controller. However, the task of controlling a generic heating system hasn’t
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received any attention. Moreover, intelligent techniques that are applied to heating systems tend
to be dated with regard to the state-of-the-art in machine learning—that is to say the application
literature lags notably behind the theoretical intelligent techniques literature, which this thesis
seeks to rectify to some extent.
2.3.4 Disturbances
A disturbance in control can be defined as an ‘undesirable input’ to the plant. In domestic heating
systems, the undesirable input is energy into the building or heat sink, which could be due to the
weather or internal gains (Zaheer-Uddin 1993). Understanding of these disturbances is essential
for effective control.
2.3.4.1 Weather
The most important disturbance weather variables are outdoor air temperature, affecting the rate
of heat loss / gain to the building and solar radiation, which can cause rapid warming depending
on the time and the orientation the building. Though weather compensated control (see Section
2.3.1.2) goes some way to tackle the problem of outdoor air temperature variation, it is a reactive
technique—the literature points toward using local or service-based weather forecasts to allow
longer term, and consequently better, heating control (see Chapter 8).
2.3.4.2 Internal Gains
All occupants in a building are themselves a heat source of around 100 Watts when idle and up to
around 800 during intense physical activity (Binggeli 2010). Activities such as opening windows,
taking a shower or turning on the oven also add or detract from the heat load of the house. The
literature points towards user behaviour prediction as a means to improve domestic heating control
in light of this (see Chapter 9.3).
2.4 Relationship to Building Design
Ionescu (2015) provides an overview of the features of buildings that affect heating performance.
Features that can be retrofitted, commonly insulation and windows, are of the most concern since
the majority of the heating systems sold in the UK are retrofitted—it is thought that two thirds of
the buildings that will be in the UK in 2050 have already been built (Department of Energy and
Climate Change 2012). Both insulation and window retrofits aim to reduce energy losses from the
building. Conventional insulation materials include expanded polystyrene, mineral wool, extruded
polystyrene, expanded chipboard cork, poly-isocyanurate and polyurethane (Pacheco-Torgal 2014).
Reviews of relevant window technologies is given in Arasteh (1994), Hee et al. (2015) and Cuce
and Riffat (2015).
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2.5 Conclusion
Heating systems consist of a heat source (such as a gas-fired boiler), a heat sink (the building)
and a transfer medium (in hydronic systems a mixture of water, anti-freeze and other additives).
Heating system controllers can be understood conceptually as tackling 2 problems. The first,
translating the user’s needs to heat requests—the user-side control problem. The second, meeting
the heat load associated with the heat request using the heat source(s) and other components
available—this we denote the system-side control problem. How each task is tackled affects the
energy and emissions performance of the system.
In Chapter 3 the system-side control problem is formalised. There are 2 benefits to doing so.
First, the idea is to present the problem in a generic way i.e. that is not specific to a particular
heat source or hydraulic layout so that the generic control problem can be better understood. The
second is that by using formal mathematical notation it is easier to make insights across distinct
academic tracks, the idea is to bridge the notation and language gap between domestic heating
and machine learning, control and related fields. This way techniques in the latter can be more
readily applied to the former.
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Part II
A Generic-Optimal Domestic
Heating Controller
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3 | Formalisation of Problem Statement
3.1 Introduction
In this chapter the generic and optimal system-side control problem described in Sections 1.2 and
2.3.2 is formalised. To the author’s knowledge this is the first attempt to formalise and generalise
the domestic hydronic heating control problem.
There are 2 benefits to the formalisation. First, the idea is to present the system-side problem
in a generic way i.e. that is not specific to a particular heat source or hydraulic layout so that the
generic control problem can be better understood. The second is that by using formal mathematical
notation it is easier to make insights across distinct academic tracks, the idea is to bridge the
notation and language gap between domestic heating and machine learning, control and related
fields. This way techniques in the latter can be more readily applied to the former.
With the problem well defined it is easier to go about creating the desired generic-optimal
controller.
3.2 Formalised Problem Statement
In a typical boiler system, the system-side controls will have access to the flow (boiler outlet),
hot water (tank or direct) temperature and optionally the return (boiler inlet) temperature. It is
important here to distinguish between the heat source flow and return and the system flow and
return temperatures. In a system containing multiple heat sources each source will have a flow and
return (outlet and inlet temperature) and the overall system will have a flow temperature (of the
water going to the heating circuit or DHW tank) and return temperature (water returning from
the heating circuit or DHW tank).
The system flow and hot water temperatures are the key performance indicators determining
thermal and hot water comfort respectively. In more complex systems, there may be additional
source flow and return temperatures that are constrained. For example, the flow temperature of
an air source heat pump in a hybrid system may need to be kept below 55◦C even though the
system flow temperature (set point) could be 80◦C.
In some systems there is no heat source in the same sense as a gas burner or heat pump.
For example, in an indirect Heat Distribution Unit (HDU) used with a district heating circuit, a
valve controls the flow rate of district supply through a heat exchanger. This controls the flow
temperature through the radiators or underfloor piping. Consequently, we include such modulating
valves in our definition of heat sources.
Formally, the input vector of manipulated/disturbance variables u(n) is defined as follows. Let
s(n) be a vector of heat source signals, p(n) be a vector of pump signals, d(n) be the diverter
valve position, τ (n) be a vector of disturbances, Ns be the number of heat sources and Np be the
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number of pumps.
The vectors smin and pmin give the minimum powers for the sources and pumps. For example,
smini = 0.2 would mean that the minimum power of heat source i when on is 20%. Note that the
diverter valve position may only take one of 2 positions, 0 for heating and 1 for domestic hot water.
u(n) = [s(n);p(n); d(n); τ (n)]
s(n) ∈ <Ns
p(n) ∈ <Np
smin ∈ <Ns
pmin ∈ <Np
si(n) ∈ [smini , 1] ∪ {0}
pi(n) ∈ [pmini , 1] ∪ {0}
smini ∈ [0, 1]
pmini ∈ [0, 1]
d ∈ {0, 1}
Ns ≥ 1
Np ≥ 1
(3.1)
The vector of controlled variables yp(n) is also defined. Let T sys be the system flow temper-
ature, T con be the vector of non-target temperatures for which constraints apply, TDHW be the
DHW storage temperature in ◦C and τsys, τ con and τDHW be their normalised equivalents.
yp(n) = [τsys(n); τ con(n); τDHW (n)]
The main performance concerns for domestic heating systems are thermal comfort, wear and
energy use. The relative importance of these criteria is stakeholder dependent but the following
is consistent with observations made on the sponsor’s premises: thermal comfort is the primary
objective; failure to achieve it leads to significant customer dissatisfaction and increased engineering
call outs. Wear is the second most important objective; manufacturers compete as to the duration
of warranties and is an important factor in winning industry accolades such as the Which?®
Best Boiler awards. Finally, energy efficiency above that required by regulation can be important;
most system-side controllers offer the option to sacrifice some comfort for reduced energy use. The
controller described herein aims to achieve flexibility in the cost function allowing for future heating
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products that place more emphasis on energy efficiency. In this thesis the focus is a controller for
generic (heating related) cost or fitness functions; discussing the relative merits of each fitness
function is outside the scope.
That being said, a cost function is still needed for experimentation. In conventional systems,
since room temperatures are not normally available to the system-side controls, thermal comfort is
assumed to be some function of the system flow temperature offset from the flow temperature set
point. For subsequent chapters the Mean Squared Error will be used as it is simple and well known
in both academia and industry. However, this is not to say there aren’t other criteria. Generic
control performance measures such as the Integral Time-averaged Absolute Error (ITAE) could
also be used.
Having said that in general comfort is a function of some measured temperature and a desired
temperature (the system flow temperature and set point):
‘comfort’ = f(T sys − T sp) (3.2)
The energy use depends on the efficiency of the heat source (which is often a function of heat
source flow and return temperature), how much it’s used and how much the pump is used. The
energy use can easily be converted to an emissions measure by using the appropriate regional emis-
sion intensity factors. Generally, the energy use is a function of power set points and temperatures
that affect the energy efficiency of the heat source(s).
‘energy use’ = f(s,p, T sys,T con) (3.3)
Finally, wear is mainly related to the cycling of the heat source(s). Excessive valve movement
is also a common consideration in heating systems containing motorised valves. Heat sources
normally contain some mechanical components that wear with use.
‘wear’ = f(s′) (3.4)
3.3 Conclusion
The system-side control problem is a mixed-integer optimisation problem with at least bound
constraints on temperatures and optionally (non-linear) constraints relating to managing cycling
and transitions between heating and domestic hot water. These latter constraints relate to wear
and the ability of a heat source product to outlive its warranty. The cost or fitness function must
include some measure of thermal comfort (the primary product of heating systems) and optionally
wear and energy use. Because these measures, especially thermal comfort, are subjective in nature,
they are presented generically. This Chapter provides the foundation of Chapter 4 which sets out
52
the methodology for developing a generic-optimal controller.
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4 | Design Methodology and Control Architecture
4.1 Introduction
Given the control problem presented in Chapter 3 this chapter documents the methodology adopted
for tackling the generic-optimal controller, the subject of this thesis. To this end, the Hybrid
Intelligent Systems (HIS) methodology of Goonatilake and Khebbal (1995) is used due to its
flexibility (it can be applied to many different tasks) and comprehensiveness. Another HIS design
methodology is given in Dumitrache et al. (1998) but has an expert system at its core, meaning
it shares (at least some of) the knowledge acquisition problem with current rule-based controllers
(making it less generic) and is therefore unsuited to the project aims. An HIS as defined by
Goonatilake and Khebbal (1995) in a sense is a generalisation of control algorithm design that
will reduce to a single intelligent or classical control technique/design methodology if the problem
allows it e.g. PID/Ziegler Nichols (Åström and Hägglund 2004), but will produce something more
sophisticated that covers all the required functionality if not—a hybrid of various techniques. This
makes the methodology highly suited to (speculative) research where the required architecture and
complexity of the controller for meeting the project aims is not known a priori.
4.2 Hybrid Intelligent Systems Methodology
The hybrid intelligent systems methodology (Goonatilake and Khebbal 1995) presupposes that
multiple ‘intelligent techniques’ may be needed for some tasks (see Section 2.3.3). For exam-
ple, neural networks are generally useful for pattern recognition but cannot provide expressive,
concept-based reasoning. On the other hand, fuzzy logic systems communicate their reasoning
in a natural-like language. The hybrid intelligent system methodology posits that by combining
neural networks with a fuzzy system, both of these properties can be attained in a single ‘hybrid’
technique. The hybrid intelligent system may also incorporate conventional computing systems
such as spreadsheets and databases as well as classical control techniques.
Goonatilake and Khebbal (1995) lists 5 desirable properties of intelligent systems. These are:
knowledge acquisition, coping with brittleness, high-level reasoning, low-level reasoning and expla-
nation. Knowledge acquisition is the ability to learn from domain data. Coping with brittleness
is insensitivity to drifts in the domain away from that assumed when designing the system. High-
level or qualitative reasoning includes language generation, comprehension and task planning. Low
level reasoning deals with tasks such as trajectory planning, motor control, processing sensory data
and pattern recognition—high level reasoning emphasises discrete variables (symbols and symbolic
reasoning) whereas low-level reasoning emphasises continuous variables. Finally, explanation is the
ability of an intelligent technique to provide users with an explanation of the ‘rationale’ behind
its output. Table 4.1 is an example property assessment table used for evaluating the different
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intelligent techniques with respect to the aforementioned desirable properties.
Properties
Technology Automated
Knowledge
Acquisition
Coping with
Brittleness
High-level
Reasoning
Low-level
reasoning
Explanation
Expert Systems 1 1 5 1 5
Rule Induction 4 2 3 2 3
Fuzzy Systems 1 5 3 5 4
Neural Networks 5 5 1 5 1
Metaheuristics 5 3 3 3 3
Figure 4.1: Property Assessment Table adapted from Goonatilake and Khebbal (1995)
The architecture of the hybrid system, that is to say, how the individual intelligent tech-
niques are combined, depends on the task at hand. There are 3 types of architecture defined by
Goonatilake and Khebbal (1995): function-replacing, intercommunicating and polymorphic. The
function-replacing hybrid is a ‘merger’ of 2 techniques to produce enhanced properties of one of
those techniques, such as using genetic algorithms to optimise neural network weights. Intercom-
municating hybrids consist of independent processing modules that exchange information. For
example, a neural network could be used for a pattern recognition task and a genetic algorithm
could be used for a related optimisation task, in the same system. Finally, polymorphic hybrids
combine intelligent techniques to achieve more desirable properties in a single system. For example,
neural networks that can also perform symbolic reasoning tasks are said to be polymorphic.
The idea of the hydrid systems development methodology is to reduce the cost and difficulty
of developing hybrid intelligent systems. The first step is to reduce to problem into a set of sub-
problems—Problem Analysis. Then, the properties of each sub-problem are matched with the ap-
propriate intelligent technique using a property assessment table (Table 4.1)—Property Matching.
A hybrid architecture is then chosen—Hybrid Category Selection. If a single intelligent technique
can tackle the problem adequately, a hybrid system may not be needed. The architecture is chosen
based on the problem analysis and property matching stages. This is followed by Implementation
which includes selection of the programming tools and development environment. Validation is
the testing and verification of the individual components of the system as well as of the system as
a whole. Finally, Maintenance is the periodic refinement and re-testing of the hybrid intelligent
system in light of experience.
4.2.1 Application of Hybrid Intelligent Design Methodology to Generic-
Optimal Control Problem
In this section the hybrid intelligent systems methodology is applied to developing a generic-optimal
controller. The methodology is followed sequentially and is illustrated in Figure 4.2.
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PROBLEM ANALYSIS
Identify sub-tasks
Identify properties
PROPERTY MATCHING
What techniques can
best solve the sub-tasks?
HYBRID CATEGORY SELECTION
Select hybrid classes
IMPLEMENTATION
Find best method of Implementation
VALIDATION
Are the results correct?
MAINTENANCE
System monitoring
Knowledge maintenance
Retraining
refinement
re-design
Figure 4.2: Hybrid Intelligent System Design Methodology of Goonatilake and Khebbal (1995)
4.2.1.1 Problem Analysis (Defining Sub-Tasks)
The idea of the hydrid systems development methodology is to reduce the cost and difficulty
of developing hybrid intelligent systems. The first step is problem analysis, the culmination of
which is given in Chapter 3 formalising the problem of generic-optimal domestic heating control.
The problem can be broken down into 2 sub-tasks. The first sub-task is to gain a (bespoke)
understanding of the heating system: the effect of manipulated variables on the system. This
understanding must be sufficient for long-term planning. The second sub-task is to apply this
knowledge to deliver optimal or near-optimal control.
4.2.1.2 Property Matching
Property matching matches properties of the sub-tasks to those in the property assessment table
(Table 4.1). The first sub-task is primarily related to the ‘automated knowledge acquisition’
property. However, the knowledge acquisition must be adaptive to changes in the heating system
which may exhibit nonlinearities (Mechaqrane and Zouak 2004) and must be able to produce
long term predictions (allowing long time planning or scheduling of heat sources potentially using
forecasts of energy prices, user behaviour and weather), both of which relate to the property ‘coping
with brittleness’. As we are just interested in the quantified response of the heating system i.e.
56
in terms of measured temperatures, we are dealing with ‘low-level reasoning’. In light of these
properties, neural networks are clearly a good choice of technique.
The second sub-task is clearly an optimisation task where optimal control, based on some
criteria, is sought. A question arises as to whether control should be carried out using ‘high-
level reasoning’ rather than a purely numerical solution. It can be seen from Chapter 3 that
the optimisation problem is mixed-integer, requiring the on-off scheduling of heat sources as well
as continuous control variables and binary decision variables i.e. the diverter valve. As well as
being mixed-integer, the control problem will have constraints on the system temperatures, further
adding to the difficulty of the problem.
In this work, it was decided that by relaxing the decision variables (Ponsich and Coello Coello
2011) and incorporating the constraints as penalty functions (Smith and Coit 1996) the prob-
lem can be posed as an unconstrained or bound constrained continuous optimisation problem, for
which literature is plentiful and for which the optima has an unambiguous mathematical defini-
tion. Importantly, this helps with the genericity of the controller since the optimisation problem is
anticipated to be of reasonably similar nature (e.g. in terms of separability) irrespectively of the
heating system being controlled. Meta-heuristics offer a method of solving unconstrained optimi-
sation problems imposing no requirements on the shape of the fitness surface—meta-heuristics are
an optimiser that can ‘cope with brittleness’.
4.2.1.3 Hybrid Category Selection
It is evident from the previous steps that the intercommunicating hybrid architecture is a suitable
choice of hybrid intelligent system architecture. The meta-heuristic based optimising part of the
system will require information from the neural network (that is acquiring knowledge of the heating
system) to make good control decisions.
The Model Predictive Control architecture/methodology can be understood as a sub-class of
intercommunicating hybrid systems if intelligent techniques are used in place of the model and
optimiser.
Model Predictive Control (MPC) with Neural Networks
Model Predictive Control is a general methodology built around three concepts (Onnen et al. 1997):
1. Explicit use of a model to predict plant outputs at future discrete time steps over a finite
prediction horizon.
2. Minimisation of a cost function under constraints to compute a sequence of future control
actions over a finite control horizon.
3. The receding horizon strategy: the first of the optimised control actions is implemented at
every time step.
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The MPC architecture has the advantage of being intuitive. Moreover, it is easy to incorpo-
rate supplementary (long range) predictions into the architecture. This is important for ‘future-
proofing’ the generic-optimal controller to innovations relating to ‘smart grid’ such as real-time
energy pricing (Salinas et al. 2013). The generic architecture of model predictive control is shown
in Figure 7.3.
Plant
Model
Optimiser Plant yp(n)
Y ′
u
U ′
Figure 4.3: Generic structure of a receding horizon model predictive controller
Conventionally the plant model is acquired off-line by means of system identification before
being implemented in the controller where the model is a set of linear difference equations. However,
in this work we are trying to acquire a bespoke plant model for each and every user and the unique
behaviour of their heating system / building. Therefore, system identification is carried out on-line
(Figure 4.4). The adaptive form of the conventional linear difference equation model is known as
an adaptive filter.
Plant
Model
Adapt
Optimiser Plant yp(n)
y(n)−
+
d
Y ′
u
U ′
Figure 4.4: Structure of predictive controller with on-line system identification.
The proposed architecture is summarised by Figure 7.5. When neural networks are used as the
plant model in MPC, they are normally pre-trained oﬄine and then fine tuned online. Examples
of this approach are given in Dubois et al. (1994), Fuli et al. (1996), Hao et al. (1993), Hedjar
(2013), Narendra and Parthasarathy (1990), Sun et al. (2002), Werbos, McAvoy and Su (1992)
(using feed-forward neural networks) and a similar architecture using a recurrent neural network
is given in Akpan and Hassapis (2009).
Sub-Optimal Model Predictive Control A problem with genetic algorithms and other
population based meta-heuristics is that they require a high number of fitness function evaluations
to attain an optimal solution (conventional MPC requires the control problem to be solved at each
time step). This makes them difficult to apply to real-time control applications. A method for
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overcoming this issue is given in Chen et al. (2011). Instead of attempting to solve the control
problem at every time step, a few iterations of optimisation occur. The solution is then translated
in time and carried over to the next time step. Over a number of time steps the solution to
the control problem becomes near optimal or ‘sub-optimal’. By accepting some sub-optimality in
the solution the computational cost of the controller is reduced. This increases the feasibility of
applying population based meta-heuristics to MPC.
4.2.1.4 Implementation
In order to test the controller using Bosch’s proprietary simulation tool, the controller must be
modelled in Matlab / Simulink. For readers who do not have access to a heating system simulation
tool, Zaheer-Uddin and Monastiriakos (1998) is a reasonable starting place for developing one.
4.2.1.5 Validation
The process for validating the controller is given in Section 4.5.
4.3 Methodology for Designing a Neural Network (Sub-Task 1)
The first sub-task is that of on-line system identification, and the chosen intelligent technique is the
Artificial Neural Network (ANN). This section describes the methodology used to design a neural
network for this task along with the resulting major design decisions. As the ANN is a component
of the HIS, the methodology can be understood as a sub-methodology within the Hybrid Intelligent
Systems methodology previously described.
“Whereas algorithmic software is developed through a quantifiable set of steps
wherein the program is told exactly what to do, artificial neural networks are con-
structed by presenting a training program with the information that the network is to
know. Since there is no direct control of the training process by the neural net de-
veloper, questions arise regarding how to verify that the ANN has learned the correct
information”—Rodvold (1999)
The neural network methodology of Rodvold (1999) attempts to structure neural network
design, though it remains largely an experimental/iterative process. The process is summarised in
Figure 4.3 and its application to designing the neural network component of the generic-optimal
controller is documented in the following sections.
4.3.1 Network requirements, goals and constraints
Because the Artificial Neural Network (ANN) will be used in a controller, the primary requirement
is that of low computational cost. Another important aspect is the speed of training—training that
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Network requirements,
goals and constraints
Data Gathering
and Preprocessing
Training and
Testing Loops
Network Deployment
Independant Testing
and Verification
Variation
of ANN
Topologies
Variation
of ANN
Paradigms
Selection and Com-
bination of ANN
Input Neurons
Figure 4.5: Adapted from Rodvold (1999). A development process for Artificial Neural Networks
(ANN’s).
is too slow will result in an extended period of poor heating control as the controller slowly learns
the heating system. This would adversely affect the user’s comfort and trust in the controller.
Speed of execution is another important aspect since the neural network will be run many times
within a fitness function used by a meta-heuristic optimiser.
4.3.1.1 Requirements
• The network must conveniently allow different numbers of inputs and outputs depending on
the heating system to be controlled.
• Inputs to the network are the manipulated variables and optionally disturbances. Outputs are
the important measured variables which must include flow temperature, return temperature
and room temperatures (other outputs are heating system dependant).
• The network must have memory of the inputs and outputs i.e. must be recurrent.
• Must be cheap, reliable and fast to train
60
4.3.1.2 Goals
• The network should reliably be able to make predictions of the measured variables in excess
of 1 hour into the future. A few ◦C error is acceptable.
• The network is as small (and consequently cheap to run) as possible.
4.3.1.3 Constraints
• Must be implementable in MATLAB/Simulink environments for use with Bosch’s proprietary
heating system simulation tool (see Section 4.3.4).
4.3.2 Data Gathering and Preprocessing
The nature of the architecture (see Section 4.2.1.3) means that training data is generated by the
interaction of the ANN and optimiser components. This means that there is no fixed training data
that can be used for designing the ANN, since the ANN affects the training data. This issue is
tackled in Section 4.5.
4.3.3 Training and Testing Loops
Again, for the reasons described in Section 4.3.2, this issue is tackled in Section 4.5.
4.3.3.1 Variation of ANN Paradigms
Though the development process in Figure 4.5 shows ‘Variation of ANN Paradigms’ as an iterative
process, in this work the choice of ANN paradigm was arrived at by inductive reasoning. Because
one of the network requirements is that on-line learning must be computationally cheap, reliable
and fast, we can rule out with reasonable confidence architectures where training is non-convex
in favour of networks where training is convex. Universal approximators whose training is convex
have recently been classed as Convex Universal Optimisation Machines (CULM’s) (Principe and
Chen 2015).
As a domestic heating system is a dynamic system, we are only interested in dynamic, or
recurrent, neural networks. Echo State Networks and Liquid State machines are CULM’s, and
are also classed as reservoir computing techniques. Reservoir computing entails fixing a subset of
recurrent neural network weights (creating a dynamic fixed ‘reservoir’) from which non-linear time-
dependant signals can be linearly combined (a convex linear regression problem) to reconstruct the
teacher signal (Schrauwen et al. 2007). ESN’s are the simplest approach to reservoir computing,
and yet show performance comparable with state-of-the-art recurrent neural networks without the
drawbacks of slow, expensive (non-convex) training and the vanishing gradient problem (Vos 2013).
In addition, it is easy to scale the number of inputs and outputs of an ESN because the reservoir
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is fixed—only the input and feedback matrices need to be scaled. For the aforementioned reasons,
ESN’s were chosen as the ANN paradigm for this project, and are described in detail in Chapter
5.
4.3.4 Network Deployment
The network is deployed in the Simulink graphical programming environment. As echo state net-
works and their training algorithms constitute matrix-matrix/scalar-matrix multiplications, they
are easy to implement using vanilla Simulink blocks compatible with Simulink’s accelerator and
rapid accelerator modes, facilitating faster experimentation (Mathworks 2015).
4.4 Methodology for Selecting an Optimiser (Sub-Task 2)
Problem Space
p ∈ P
Algorithm Space
a ∈ A
Performance Space
y ∈ Y
||y|| =Algorithm Performance
Selection Mapping S(p)
Performance Mapping yi(a, p), i = 1, 2, ..., n
Select a∗ to maximise ||y||
Figure 4.6: Summary of the Algorithm Selection Problem (ASP). For a particular optimisation
problem p, the selection mapping S(p) is sought such that a ∈ A maximises ||y||.
.
As described in Section 4.2.1 one sub-task of the hybrid system is the optimisation of a sequence
of control actions to deliver optimal control of the heating system. It is possible that ‘optimal’
will vary from heating system to system. For example, systems containing a micro CHP may need
to put more emphasis on minimising cycling compared to a gas-fired boiler system (see Section
2.2.3). In light of this, what can be said about the nature of the optimisation problem a priori?
From Chapter 3 and Section 4.2.1 we know the fitness landscape (the shape of the optimisation
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problem with respect to the decision variables) will contain plateaus due to treating the mixed
integer problem as continuous. Assuming the fitness function (the function whose minimisation
corresponds to optimal control) will not be differentiable with respect to the decision variables (this
assumption gives the fitness function designer complete flexbility) and that, due to the complexity
of the recurrent neural network model, will conceivably be multimodal, it is proposed to use
a metaheuristic optimiser. The only additional criteria, above being able to tackle multimodal
and non-differentiable problems, is that the optimiser should perform well on fitness landscapes
containing plateaus and be scalable to high numbers of decision variables i.e. to long prediction
horizons (see Section 4.2.1.3).
It is often the case that a single optimisation problem can be solved by multiple algorithms
(Cruz-Reyes et al. 2012). Similarly, sub-optimal solutions may be achieved by multiple algorithms,
of which the quality varies. The task for which an optimiser is being selected is p ∈ P—the
problem space. Let A be the set of all algorithms that may be used to find an optimal solution (or
sub-optimal solution of sufficient quality). The algorithm selection problem is that of finding the
selection mapping S(p) that maximises the norm of a vector of n performance measures ||y||,y ∈ <n
where a ∈ A (Rice 1975). Formal applications of the method are described in Cruz-Reyes et al.
(2012).
In this work, since we do not know a priori the optimisation problem p, the initial choice of
algorithm is arrived upon inductively, though some formal comparison of algorithms is carried out
in Chapter 6 for a set of standard benchmarks. Because the chosen control architecture (Section
4.2.1.3) means that the model and optimiser are coupled they must be tuned in the same iterative
loop, described in Section 4.5.
Informally, desirable characteristics of algorithms could be: reliability and convergence speed
on the considered problem, computational cost, simplicity and ease of implementation. One class of
metaheuristic that excels in these aspects, particularly in the latter two, is Differential Evolution
(DE), of which there are many variants. For on-line applications where the fitness landscape
changes with time, such as model predictive control, hardware constraints make it preferable to
use variants of DE that use a small population or virtual population. Differential evolution is
described in more detail in Chapter 6.
4.5 Methodology for Tuning the Controller
The chosen control architecture (see Section 4.2.1.3) is such that the model and optimiser are
coupled so that it is difficult to design them discretely—the optimiser affects the training data
passed to the model, the model affects the output of the optimiser, etc.... The previously described
methodologies assume that the design of each component in the hybrid intelligent system does not
affect the design of the others. For the chosen architecture, this assumption is not valid.
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To manage this issue, a framework is proposed for integrating the methodologies given in the
previous sections. The neural network design methodology given in Rodvold (1999) assumes the
training data is fixed before iterative designs of the neural network occurs (i.e. the neural network
does not affect the training data in any way). Since this is not true for the learning predictive
controller (where training data is self-generated and learning is carried out on-line), the proposed
framework allows for iterative improvement of, or accumulation of, training data. Only when the
neural network reliably makes predictions of sufficient quality for control can the optimiser selection
process described in Section 4.4 proceed. Since a change in the optimiser results in a change in
the training data, the neural network model must again be verified. This process is summarised in
Figure 4.7.
The methodology presented in Figure 4.7 can have a very high number of iterations. Though
this increases development time, training data generated by the controller at each iteration can be
stored and used again with all successive iterations. The model is tested on this accumulated data
(growing in size with each iteration), which means, the more iterations, the more rigorously it is
tested. Though this provides no analytical guarantee of the robustness of the model in all control
situations, it has the function of supplying empirical evidence to that effect.
4.6 Conclusion
There are two major components to the controller. The first is the neural network for on-line system
identification. This is described in the next chapter, Chapter 5. The second major component is
the optimiser, described in Chapter 6. The former develops a model of the heating system to be
controlled on-line, the latter is used to optimise a cost function incorporating runs of the model
to optimise future control decisions (the model predictive control approach). The interdependence
of the performance of the optimiser and model necessitates a novel development process for the
controller. The integration of the components into a single controller and its application is described
in Chapter 7.
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controller and
collect input
output data
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performance
Is model
performance
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Is control
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Figure 4.7: Controller hyper-parameter tuning process. Input output data can be archived and
re-used between iterations to more strenuously test the model.
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5 | On-line Identification of Domestic Heating Sys-
tems by Echo State Network
5.1 Introduction
The previous chapter, Chapter 4, described the overall architecture of the proposed generic-optimal
controller. One of the sub-tasks of the controller is to identify the heating system on-line. This is
to be achieved by a particular neural network architecture, described herein.
Assuming the heating system to be controlled is not known, that is to say, a model or training
data does not exist, is expected to drift with time and exhibit non-linearities (Mechaqrane and
Zouak 2004), a method of building a dynamic non-linear model sequentially is needed but with a
reasonable computational cost (ideally low enough for real time use).
The number of inputs and outputs must be scalable to accomodate systems of different com-
plexity (see Chapter 3). In order to make effective use of weather, energy cost and load forecasts
as well as intermittent heat sources (notably solar), the prediction range must be long.
Given these requirements, Echo State Networks (ESN’s) (Jaeger and Haas 2004) are an ap-
propriate choice of model. Echo state neural networks are recurrent. Only a small subset of the
network weights are trained using linear regression and the rest are fixed (Lukoševičius 2012).
ESN’s have recently been classed a Convex Universal Learning Machine (CULM) (Principe and
Chen 2015). Importantly, ESN’s can be trained sequentially in the presence of real output errors
which has a favourable effect on stability (of predictions) (Sussillo and Abbott 2009).
A disadvantage of ESN’s is that they are typically larger than standard Recurrent Neural
Networks (RNN’s) and thus costlier to run. However, the requisite model size of an ESN approaches
that of an RNN asymptotically with an increasing number of simultaneously generated outputs
due to its ability to share a single reservoir between them (Jaeger 2003).
ESN’s can be understood as a discrete-time black box model. For every input u(n), the state
x(n) and output y(n) is updated. Let Nx be the number of reservoir neurons, Ny be the number
of output neurons (or outputs), Nu be the number of inputs to the network and ◦ denote the
Hadamard product. Then, the update equations are:
x˜r(n) = tanh
(
W in[1;u(n)] (5.1)
+Wxr(n− 1)
+W fby(n− 1))
xr(n) = (1−α) ◦ xr(n− 1) +α ◦ x˜r(n) (5.2)
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y(n) = W out

1
u(n)
xr(n)
 (5.3)
where α ∈ <Nx , x(n) ∈ <Nx , x˜(n) ∈ <Nx , W in ∈ <Nx×(1+Nu), W ∈ <Nx×Nx , W out ∈
<Ny×(1+Nu+Nx), W fb ∈ <Nx×Ny , y(n) ∈ <Ny and u(n) ∈ <Nu .
An ESN, specified by the weight matrices, W , W out, W in and W fb, is visualised in Figure
5.1. The shaded region is the reservoir. For the n’th input u(n), the activations of reservoir nodes
x(n) are linearly combined by W out to give the output y(n). Conventionally, xr(0) = 0 and
y(0) = 0. In on-line learning it is common to set W out(0) = 0 (if an initial guess for W out(0) is
not available).
x(n)
W
ReservoirInputs Outputs
W in
W out
W fb
y1(n)
1
u2(n)
u1(n)
Figure 5.1: Echo State Network (ESN) with 12 reservoir neurons, 2 inputs and 1 output using the
deterministic Adjacent-feedback Loop Reservoir (ALR) reservoir topology.
5.2 Echo State Network Design
This section documents the important aspects of ESN’s that affect their performance. These ESN
parameters must be tuned to the task at hand.
5.2.1 Reservoir
The reservoir matrix, W , is of important concern. Classically, W is a random sparse matrix
scaled to a user specified spectral radius. Recent work has shown deterministically constructed
reservoirs can perform as well or better than random reservoirs on certain benchmarks, with the
added benefits of reduced computational cost, a reduced number of reservoir parameters, improved
analyzability, repeatability (Rodan 2011, Sun et al. 2012) and the convenience of not needing to
calculate the spectral radius. The deterministic scheme of Sun et al. (2012) is shown in (5.4)
though (5.7) and illustrated in Fig. 5.1.
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Wi,i+1 = r (5.4)
Wi+1,i = r (5.5)
W1,Nx = r (5.6)
WNx,1 = r (5.7)
where i = 1, 2, ...Nx − 1 and r ∈ (0, 1) and is a user specified parameter. An advantage of this
deterministic scheme in particular is its fast execution speed compared to some other deterministic
schemes (Sun et al. 2012). This is important if the network will need to be run lots of times, such
as when incorporated into a fitness function for optimisation by a meta-heuristic, as is the case in
this work.
5.2.2 Input and Feedback Weights
Like with the reservoir. it is possible to realise the input and feedback weights deterministically.
The advantage of doing so is that the whole network, not just the reservoir, becomes deterministic.
A method of determining the input weight matrix deterministically is given in Rodan (2011) where
the signs are taken from the logistic map in a chaotic regime partitioned at 0.5 and the magnitude
of the weights is a user-specified parameter.
5.2.3 Leaking Rates
The leaking rate for each reservoir neuron acts analogously to a low pass filter on its output
(Millea 2014). Multiple leaking rates can benefit echo state network models of processes with
multiple timescales (Lukoševičius 2012).
5.2.4 Wavelet Neurons
Recently, the injection of wavelet neurons into the ALR has been shown to improve its performance
for the Ikeda map prediction task (Sun et al. 2015). Let Rmix be the fraction of reservoir neurons
that are wavelet neurons. The activation function for the i’th wavelet neuron based on the Symlets
wavelet function is defined as:
ψai,bi(x) = 2
0.5ai(2ai − bi)e−0.5(2ai−bi)2 (5.8)
ai =
i
NxRmix
(5.9)
bi = ai − 0.5 (5.10)
where i ∈ {1, 2, ..., NxRmix}.
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5.3 Off-line Supervised Learning Algorithms
In the training of ESN’s only W out is modified. The training is a linear regression problem.
Without feedbacks, the recommended way of training an echo state network is by gathering the
network states, discarding some of the early states (assumed unrepresentative of typical operation)
and using ridge regression to determine the output vectorW out. For convenience of notation, it is
assumed that none of the early states are discarded so that the initial state is xr(0). Also define:
x(n) =

1
u(n)
xr(n)
 (5.11)
Ridge regression (5.16) solves the linear regression problem with regularisation. The degree of
regularisation is controlled by the parameter β. The regularisation term is used to penalise larger
weights, that are generally associated with poorer generalisation and stability. Teacher forcing
(Jaeger 2003) can be used to generateX(n) when feedback connections are present. Regularisation
of the input, reservoir and feedback weights can improve the stability of teacher forced networks
trained off-line (Reinhart and Steil 2011). The target values are denoted ytarget(n).
X(n) =
(
x(1) x(2) · · · x(n)
)
(5.12)
Y t(n) =
(
ytarget(1) ytarget(2) · · · ytarget(n)
)
(5.13)
5.3.1 Standard Linear Regression
The standard method for solving a linear regression problem, like that of training an ESN, is:
W out = Y target(n)X(n)T
(
X(n)X(n)T
)−1
(5.14)
Standard linear regression is an unpopular method due to the possibility of numerical insta-
bility issues preventing successful inversion of X(n)X(n)T . This can be tackled by adding L2
regularisation or by using a pseudo-inverse instead of an inverse, described in the next sections.
5.3.2 Moore Penrose Pseudoinverse
The Moore Penrose Pseudoinverse of X(n), X(n)+, is equivalent to X(n)T (X(n)X(n)T )−1 when
X(n)X(n)T is invertible. Otherwise, the pseudoinverse computes a ‘best fit’ solution to the linear
regression problem.
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W out = Y target(n)X(n)+ (5.15)
5.3.3 Ridge Regression (L2 Regularisation)
Ridge regression adds L2 regularisation to linear regression. The mean squared Euclidean norm
of W out is added to the least squares cost function scaled by a parameter β. Large values of β
lead to solutions with a much smaller norm, which is generally associated with better stability and
generalisation of the ESN in most cases. For this reason it is the generally recommended method
of training an ESN off-line (Lukoševičius 2012).
W out = Y target(n)X(n)T
(
X(n)X(n)T + βI
)−1
(5.16)
5.4 On-line Supervised Learning Algorithms
Ridge regression is not suitable for sequential or on-line learning of the network in a controller
where W out needs to be updated and possibly used at every time step. The linear regression
problem must be solved recursively. Any algorithm that can be applied to an Adaptive Linear
Combiner (ALC) can also be applied to an ESN. This includes Least Mean Squares (LMS) and
Recursive Least Squares (RLS) but excludes ‘Fast’ variants normally aimed at transversal filters
or tapped delay lines (Apolinário and Diniz 2009). When training withW fb 6= 0 using real output
feedbacks, on-line learning is known as FORCE learning (see Section 5.4.2). Otherwise, when the
training data is used to provide the output feedback signals, it is known as on-line teacher forcing.
5.4.1 Least Mean Squares (LMS)
Let wouti be a column vector of row 1 ≤ i ≤ Ny of W out and ytargeti (n) be the training sample.
Also let e(−)i be the a priori error, e
(+)
i be the a posteriori error of the i’th output and R(n) be
the input data deterministic autocorrelation matrix.
e
(−)
i (n) = y
target
i (n)−wouti
H
(n− 1)x(n) (5.17)
e
(+)
i (n) = y
target
i (n)−wouti
H
(n)x(n) (5.18)
The Least Mean Squares (LMS) scheme for recursively estimating W out is:
wouti (n) = w
out
i (n− 1) + µe(−)i (n)x(n) (5.19)
for all i where µ is a scalar learning rate. A good setting for µ is application specific and can
be difficult to set. A way to simplify the process is is to use the Normalised Least Mean Squares
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variant (NLMS):
wouti (n) = w
out
i (n− 1) +
µ¯e
(−)
i x(n)
xH(n)x(n) + 
(5.20)
where 0 < µ¯ < 1 and  is some small number to avoid divisions by 0. Higher values of µ¯ give faster
convergence at the expense of increased offset. LMS is slow to converge, making it unsuitable for
FORCE learning but it is suitable for learning without feedbacks.
5.4.2 Recursive Least Squares (RLS) and its variants
When using feedback connections (Wfb 6= 0) training the echo state network sequentially can be
done by First-Order Reduced and Controlled Error (FORCE) learning. FORCE learning requires
that the error in the output of the network is small throughout training i.e. that the learning
algorithm converges quickly. By feeding slightly erroneous outputs back into the network, it is able
to “sample instabilities in the recurrent neural network and stabilize them,"—Sussillo and Abbott
(2009). Due to its fast convergence, RLS is a suitable method for FORCE learning. It can also be
applied to teacher forcing and training without feedback.
When applying RLS to (long term) FORCE learning there are 2 stability issues to consider. The
first is the stability of the Echo State Network in the presence of output errors. FORCE learning
requires sufficient error on the output that the network can learn to stabilise itself, but not so much
error a good model cannot be learnt. Instability can be avoided by careful tuning of the RLS and
reservoir parameters. The second stability issue is related to the practical implementation of RLS
in finite precision environments—the accumulation of round-off errors can cause RLS to diverge.
Recent variants of RLS have improved numerical behaviour and a comparison of some of them for
training Echo State Networks without feedbacks is given in Küçükemre (2006) for which Inverse
QR Decomposition Recursive Least Squares (IQRDRLS) was recommended due to its enhanced
numerical stability over RLS.
There are two tunable parameters shared between RLS and IQRDRLS: 0 << λ ≤ 1 and c > 0.
The former, the forgetting factor, determines the weight given to old observations relative to recent
ones. The latter acts as a learning rate (Sussillo and Abbott 2009). Let R(n) be the input data
deterministic autocorrelation matrix. A useful property of RLS is that it is insensitive to the
eigenvalue spread of R(n) compared to LMS (Apolinário and Netto 2009).
R(n) = X(n)XT (n) (5.21)
The weight update procedure of RLS for a single network output i is given in (5.22) through (5.25)
(Apolinário and Netto 2009).
k(n) = R−1(n− 1)x(n) (5.22)
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κ(n) =
k(n)
λ+ xH(n)k(n)
(5.23)
R−1(n) =
1
λ
[
R−1(n− 1)− k(n)k
H(n)
λ+ xH(n)k(n)
]
(5.24)
wouti (n) = w
out
i (n− 1) + e(−)i (n)κ(n) (5.25)
where R−1(0) = cINx+Nu+1. The weight update procedure for IQRDRLS is given in 5.26 through
5.29 (Apolinário and Miranda 2009).
a(n) =
U−H(n− 1)x(n)√
λ
(5.26)
γ(n)−1
0
 = QΘ(n)
 1
−a(n)
 (5.27)
 uH(n)
U−H(n)
 = QΘ(n)
 0T
λ−0.5U−H(n− 1)
 (5.28)
wouti (n) = w
out
i (n− 1)− γ(n)e(−)i (n)u(n) (5.29)
where U−1(0) =
√
cJNx+Nu+1 and JNx+Nu+1 is the reversal matrix. U(n) is a lower anti-
triangular square root factor of the data correlation matrix R(n) and QΘ(n) is the unitary product
of a series of Given rotations that zeros the appropriate elements in the pre-array in (5.27).
Another RLS algorithm that is related to the IQRDRLS algorithm is the Householder Recursive
Least Squares (HRLS). This method also updates a square root factor input data deterministic
autocorrelation matrix. The weight update procedure of HRLS (Rontogiannis and Theodoridis
2009) is given in (5.30) through (5.34).
µ(n) = λ−0.5S−H(n− 1) [1;u(n);x(n)] (5.30)
δ(n) =
√
1 + ||µ(n)||2 (5.31)
z(n) = −λ
−0.5S−1(n− 1)µ(n)
δ(n)
(5.32)
S−1(n) = λ−0.5S−1(n− 1) + z(n)µ
H(n)
1 + δ(n)
(5.33)
wouti (n) = w
out
i (n− 1)−
e
(−)∗
i (n)
δ(n)
z(n) (5.34)
where S−1(0) =
√
cINx+Nu+1 and S(n) is an arbitrary square root factor of the data correlation
matrix R(n). HRLS offers some advantages over IQRDRLS in terms of numerical stability in
certain benchmarks and has lower computational complexity (Rontogiannis and Theodoridis 1996).
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The choice of forgetting factor is an important consideration when applying RLS to FORCE
learning. Lower forgetting factors give better tracking behavior i.e. smaller e(−)i for the duration
of the training. Higher forgetting factors give higher a priori errors but can produce a better
estimate of the optimal output weights (as long as the a priori errors are not ‘too’ high). The
lower the forgetting factor, the more strongly the learning is weighted towards recent samples and
the higher the risk of numerical instability. Though the risk of poor generalisation is greater due
to the more rapid discounting of previous observations, lower forgetting factors may be needed to
prevent excessively large errors being fed back into the reservoir.
Relatedly, the idea of initialising R−1(0) in the RLS algorithms to a scalar multiple of the
identity matrix is known as soft starting. With soft starting, RLS and its variants minimise the
following cost function:
ζi(n) =
1
c
λn||wouti (n)−wouti (0)||2 +
n∑
k=1
λn−k
(
ytargeti (k)−wout
H
i x(k)
)2
which is equivalent to the cost function used by ridge regression when λ = 1, wouti (0) = 0 and
β = c−1 (Ismail and Principe 1996). A lower learning rate is equivalent to a higher degree of output
weight regularisation which can have a positive effect on stability and generalisation (Reinhart and
Steil 2011) (at the expense of accuracy on the training data).
The choice of RLS algorithm depends on the precision of the implementation environment
(the lower the precision, the more prone to instability). RLS is stable in most cases at double
precision but still may not be for some ‘extreme’ settings. If numerical instability arises, consider
IQRDRLS, HRLS or related variants (see Küçükemre 2006). In embedded applications, such
as a heating controller, precision may be limited. High precision hardware can be expensive.
Therefore, the availability of numerically stable variants of RLS is an important factor for successful
commercialisation of a controller implementing it.
5.5 Conclusion
This chapter documented how the first sub-task of the generic-optimal controller (arising from the
Hybrid Intelligent Systems design methodology described in Chapter 4) is tackled. The idea is
to build a dynamic model of the domestic heating system on-line that can be used in a model
predictive control architecture for generating future sequences of control actions. The Echo State
Network is a suitable model for the task as it can ‘scale’ in complexity of the plant in terms of
number of inputs, non-linearity and time-spans of temporal dependencies. Moreover, its training is
a linear regression problem, making it highly suited to on-line learning, especially since Recursive
Least Squares is fast converging. Care should be taken to use the best variant of RLS depending
on the numerical precision used for the implementation.
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As well as a model of the heating system, an optimiser is needed. This is the second sub-
task arising from the Hybrid Intelligent Systems design methodology and is described in the next
chapter, Chapter 6.
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6 | Unconstrained Optimisation by Differential Evo-
lution with a Small Population
6.1 Introduction
The previous chapter, Chapter 5, provided a method for sequentially building up a black box
model of the heating system over time. For the generic-optimal controller (Section 1.2), as well as
a model of the heating system, a general purpose optimiser is needed. This is the second sub-task
arising from the Hybrid Intelligent Systems design methodology described in Chapter 4.
Differential evolution was selected for this purpose primarily due to its ease of implementation,
scalability to high dimensions and decent benchmark performance in literature. Reducing the
population of Differential Evolution improves its feasibility for use in embedded control applications
by reducing memory requirement. This section provides an overview of the original DE algorithm,
its variants designed for small populations and a description of the adaptive DE variants JADE and
Rcr-JADE. A new variant, µJADE is described (Brown et al. 2015) that improves upon previous
small population variants in terms of reliability and convergence speed; factors that translate to
more reliable and higher quality control in the sub-optimal control architecture described in Section
4.2.1.3.
This chapter has previously been published in Brown et al. (2015).
6.2 Differential Evolution (DE)
DE is a method of solving optimisation problems of the form:
Minimise f(x), x ∈ <D (6.1)
where D is the dimensionality of the optimisation problem and x = [x1, x2, ..., xd]
T is the vector
of decision variables. Each variable xj satisfies a boundary constraint:
Lj ≤ xj ≤ Uj , j = 1, 2, ..., D, L ∈ <D, U ∈ <D (6.2)
where Lj and Uj are the lower and upper bound of xj respectively.
There are 4 stages to DE. Firstly, a set of candidate solutions is created (initialisation). This
set is called the population. Secondly, an operator is applied to each individual or target vector
to create a mutant vector (mutation). Thirdly, another operator is applied to the target vector
and the mutant vector to give a trial vector (crossover). Finally, a selection operation is used to
determine which trial and target vectors are used in the next population. The last 3 stages are
repeated until a satisfactory solution is found—each repetition is called a generation.
75
6.2.1 Initialisation
Initially the population P = {x1,x2, ...,xNP } is generated randomly. The i’th vector xi ∈ P is
initialised as follows:
xi,j = Lj + rand(0, 1) (Uj − Lj) (6.3)
where rand(0, 1) is drawn from a uniform distribution in (0,1), i = 1, 2, ...NP and j = 1, 2, ..., D.
6.2.2 Mutation
A mutation operator is applied to each target vector xi. The classical mutation operator denoted
DE/rand/1 is as follows:
vi = xa + F (xb − xc) (6.4)
where i, a, b, c ∈ {1, 2, ..., NP} and i 6= a 6= b 6= c.
Often it is important that the bounds of the problem aren’t violated by the mutation operation.
One scheme for ensuring this is given in Zhang and Sanderson (2009b):
vi,j =

(Lj + xi,j)
2
if vi,j < Lj
(Uj + xi,j)
2
if vi,j > Uj
vi,j otherwise
(6.5)
6.2.3 Crossover
Following mutation, a crossover operator is applied to each target vector xi and its associated
mutant vector vi to give a trial vector ui. A popular crossover operator is the binomial crossover:
ui,j =

vi,j if OR(rand(0, 1) < CR, j = jrand)
xi,j otherwise
(6.6)
where CR ∈ [0, 1] and jrand ∈ {1, 2, ..., D} and is randomly selected.
6.2.4 Selection
Finally, the selection operation replaces members of the population with the corresponding trial
vector if the trial vector has a better fitness.
xi =

ui if f(ui) < f(xi)
xi otherwise
(6.7)
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where f(x) is the objective function to be optimised.
An alternative approach is to replace the target vector with the trial vector if the trial vector
has a better or equal fitness. In the case that the population lies entirely on a plateau it keeps
moving as long as the population is not identical. This is useful for small populations where
firstly, this scenario is more likely and secondly, the number of possible outcomes per mutation
and target vector is smaller (moving the population creates new mutation possibilities even if it
does not improve the fitness). Contrast this to the former selection method where the population
will remain stationary on a plateau unless a fitness improvement can be made—the number of
possible trial vectors is relatively limited. This increases the risk of stagnation (Lampinen and
Zelinka 2000).
xi =

ui if f(ui) ≤ f(xi)
xi otherwise
(6.8)
6.3 Small populations in DE
Mallipeddi and Suganthan (2008) carried out a study of the effects of population size on DE using 2
mutation operators, DE/best/1 and DE/rand to best/2, with NP ranging from 2D to 10D. They
concluded that smaller populations with greedy mutation strategies converge quickly but are more
likely to stagnate or converge prematurely. Conversely, a large population with an exploratory
mutation operator significantly reduces the probability of this happening at the cost of slower
convergence.
Ren et al. (2010) developed a new mutation operator for smaller population sizes in DE. They
were able to solve some 30 dimensional test problems using a population size as low as 5. They
added a random disturbance to DE/rand/1/bin:
vi = xa + F (xb − xc + rand(−1, 1)δ) (6.9)
where rand(−1, 1) generates a random number in the interval (-1,1) and δ is a function of the
fraction of the population IR that improves at each generation:
δ(IR) =

δη if IR < 0.2
δ
η
if IR > 0.2
δ otherwise
(6.10)
where δ is initialised as follows:
δj = α(Uj − Lj) (6.11)
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where α is a constant.
Brest and Maučec (2011) made use of the different behaviour of small and large populations
with different mutation operators in their jDEl-scop algorithm. The algorithm uses an adaptive
population size, adaptive Fi and CRi and an ensemble of mutation and crossover strategies. Using
a starting population size of 100, they were able to consistently solve some benchmark functions
at D = 200, D = 500 and D = 1000. Some other adaptive population schemes are given in Teo
(2005), Teng et al. (2009), Wang and Zhao (2013), Yang et al. (2013), Zhao et al. (2014) and Choi
and Ahn (2014).
Fajfar et al. (2012) investigated population sizes as low as 10 for a set of D = 30 bench-
mark problems. They combined random perturbation of the trial vector (Equation 6.12) with a
new selection operation (Algorithm 1) to improve the performance of DE/rand/1/bin, with the
improvement of performance most pronounced at low population sizes. The selection operation
works by allowing each trial vector to be compared to each target vector and to the first half of
the population sequentially. If the fitness function is improved compared to the population vector,
that vector is replaced by the trial vector and the selection process is restarted for the next target
vector.
ui,j =

Lj + rand(0,1)× (Uj − Lj) if rand(0,1) ≤ 0.005
ui,j otherwise
(6.12)
1 if f(ui) < f(xi) then
2 c = i
3 else
4 c = −1
5 for p = 1 to NP2 do
6 if f(ui) < f(xp) then
7 c = p
8 exit loop
9 if c 6= −1 then
10 xc = ui
Algorithm 1: Selection operation of Fajfar et al. (2012)
Salehinejad et al. (2014) increased the diversity of the population in small population DE by
vectorising the scaling factor, Fi. Rather than Fi being a scalar for each target vector, Fi is a
vector of length D and each element is drawn from a uniform distribution in (0.1, 1.5) for each
population member. The mutation becomes:
vi,j = xa,j + Fi,j(xb,j − xc,j) (6.13)
where j = 1, 2, ..., D.
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In summary, the literature indicates that the performance of DE at small populations can be
improved using the right modifications. Perturbation appears an important theme. Improving
the number of possible trial vectors is also important—Salehinejad et al. (2014) achieved this by
randomising the scaling factor for each individual and each dimension. The main difficulty in using
small populations in DE is overcoming their limited exploration ability. Selection may also be an
important area of enquiry that has received little attention in the literature so far (Fajfar et al.
2011).
A distinct but related field in DE is compact DE (cDE) (Mininno et al. 2011). In cDE, the
population is replaced by a statistical representation whose memory requirement is equivalent to
a population of 4 individuals regardless of the dimensionality of the problem, though the search
behaves as if the population were larger due to the randomised creation of individuals at each
iteration. Compact DE is not investigated here—the emphasis of this chapter is on using DE with
small non-virtual populations.
6.4 JADE: Adaptive Differential Evolution
Zhang and Sanderson (2009b) introduced an adaptive DE variant called JADE with an optional
external archive for conventionally sized populations. The archive contains previous population
members that had been replaced by a trial vector. The relevance of the archive to small populations
is that there will be a larger set of possible outcomes for a given trial vector as if the population
were larger—a higher number of possible trial outcomes lowers the risk of the population stagnating
(Lampinen and Zelinka 2000). The mutation operator for JADE, denoted DE/current-to-pbest/1,
without an external archive is:
vi = xi + Fi(x
p
best − xi) + Fi(xa − xb) (6.14)
where xpbest is randomly chosen from the top 100p% population members. The mutation for JADE
with an external archive is:
vi = xi + Fi(x
p
best − xi) + Fi(xa − x˜b) (6.15)
where x˜b is randomly chosen from P ∪A. The effect is to improve the diversity of the population.
Alternatively, DE/rand-to-pbest/1, introduced by Zhang and Sanderson (2009a), is:
vi = xa + Fi(x
p
best − xa) + Fi(xb − xc) (6.16)
and with archive:
vi = xa + Fi(x
p
best − xa) + Fi(xb − x˜c) (6.17)
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where x˜c is randomly chosen from P ∪A.
Following the mutation step, JADE uses the binomial crossover operator given in Equation 6.6
and the selection operation given in Equation 6.7.
In JADE, Fi and CRi are randomly generated at the beginning of each generation according
to:
CRi = randni(µCR, 0.1); (6.18)
Fi = randci(µF , 0.1); (6.19)
where CRi is drawn from a normal distribution of mean µCR and standard deviation 0.1 and Fi
is drawn from a Cauchy distribution of location parameter µF and scale factor 0.1. As long as
Fi ≤ 0 it is redrawn from the distribution. If Fi > 1 it is truncated to 1. CR is truncated to [0,
1]. At the end of each generation µCR and µF are updated as follows:
µCR = (1− c)µCR + c · L1(Scr) (6.20)
µF = (1− c)µF + c · L2(SF ) (6.21)
where Scr is the set of successful CR values in the current generation, SF is the set of successful
F values in the current generation and:
Lp({z1, z2, ...zn}) =
∑n
k=1 z
p
k∑n
k=1 z
p−1
k
(6.22)
6.5 Rcr-JADE
As discussed in Section 6.4, JADE uses an adaptive CR and F scheme. Gong et al. (2014)
introduced a modification to JADE whereby CR is corrected at each generation based on the
actual crossover rate a posteriori. The crossover operation becomes:
di,j = rand(0, 1) (6.23)
ui,j =

vi,j if OR(di,j < CRi, j = jrand)
xi,j otherwise
(6.24)
bi,j =

1 if OR(di,j < CRi, j = jrand)
0 otherwise
(6.25)
CRi =
∑D
j=1 bi,j
D
(6.26)
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Another change from JADE is that Rcr-JADE uses the selection operation given in Equation
6.8 rather than that of Equation 6.7.
6.6 Modifying Rcr-JADE for small populations: µJADE
In this section, four modifications to Rcr-JADE intended specifically for use with small populations
are introduced. The aim is to retain the desirable property of small populations, that is, fast
convergence, whilst improving the robustness, which is typically associated with larger populations.
DE with small populations is known as µDE or micro DE. Therefore, the new algorithm is
denoted µJADE, to indicate both its origin and its suitability to small populations.
6.6.1 New mutation operator for Rcr-JADE
A new mutation operator is introduced denoted current-by-rand-to-pbest/1:
vi = xi + Fi(x
p
best − xa) + Fi(xb − x˜c) (6.27)
where x˜c is randomly chosen from P ∪A. The idea of the mutation is to improve the exploratory
power of small populations whilst retaining good convergence performance. When xi 6≈ xa and
xi 6= xa, current-by-rand-to-pbest/1 is exploratory. However, when xi ≈ xa, current/by/rand/to-
/pbest/1 is similar to current-to-pbest/1. The latter is more likely as the population and archive
converges. The aim is to accelerate convergence in the later stages of optimisation and reduce the
likelihood of the population accumulating at a false optimum in the early stages of optimisation.
Conventionally in JADE, x˜c 6= xb and x˜c 6= xa. These constraints are removed for µJADE.
Instead, the constraint xpbest 6= xa is upheld. Then, when x˜c = xb and xi ≈ xa, the mutation is
greedy. The constraint xa 6= xb is upheld to prevent the second displacement term reversing the
first if xpbest = x˜c and xb = xa.
6.6.2 Changes to F and CR adaptation
In JADE and Rcr-JADE µCR and µF are updated every generation according to Equations 6.20
and 6.21 respectively. As long as Scr = ∅, CR decays at each generation. Similarly, as long
as SF = ∅, µF decays at each generation. For small populations, the probability of achieving a
successful trial vector at each generation is lower than for large populations, resulting in F and
CR values quickly diminishing. Put another way, the sample size of successful F and CR values
is not large enough to give reliable estimates for µF and µCR.
In order to solve this, µJADE updates µCR and µF every max(100, 10D) generations rather
than every 1 generation. The lower limit, 100, through trial and error was found to perform
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reasonably. This modification can cause the sets SCR and SF to become very large. Therefore, it
is recommended to calculate µF and µCR recursively in practice.
6.6.3 Perturbation
In order to give µJADE a chance of escaping false optima and improve diversity, the perturbation
method of Fajfar et al. (2012) is incorporated into µJADE after crossover. To incorporate this
perturbation mechanism without disrupting the crossover repair introduced by Gong et al. (2014),
bi is corrected after the perturbation step before calculating the corrected crossover:
ri,j = rand(0, 1) (6.28)
ui,j =

Lj + rand(0,1)(Uj − Lj) if ri,j ≤ 0.005
ui,j otherwise
(6.29)
bi,j =

0 if ri,j ≤ 0.005
bi,j otherwise
(6.30)
6.6.4 Restart
As an ‘insurance’ for the worst case scenario where the best fitness stagnates despite the afore-
mentioned modifications, the population (excluding the best member) is re-initialised if the best
fitness doesn’t improve for max(1000, 100D) generations.
6.7 Experimental Setup
µJADE is first compared to some small population DE variants for problems of 30 dimensions.
Experimentally, it was found that 8 is the smallest population with which µJADE works effectively.
In order to compare to other small population DE variants, a fixed population size of 8 is also used.
The population size is fixed across all the variants since even a small difference in population size
is proportionally significant when using very small populations.
Firstly, the small population algorithms DESP (Ren et al. 2010), MDEVM (Salehinejad et al.
2014) and MDEVM with the perturbation and selection modifications of Fajfar et al. (2012) (de-
noted MDEVM-Fajfar) are compared (we found this combination to perform better than DE/rand/
1/bin-Fajfar). As DESP, MDEVM and MDEVM-Fajfar are closely related to DE/rand/1/bin and
use static parameters, the standard setting of CR = 0.9 is used. Additionally, F = 0.5 for DESP
and DE/rand/bin/1 (Montgomery and Chen 2010, Zhang and Sanderson 2009b). Otherwise, DESP
uses the parameter settings given in Ren et al. (2010).
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1 Initialise population
2 µCR = 0.5
3 µF = 0.5
4 A = ∅
5 for g = 1 to number of generations do
6 for i = 1 to NP do
7 CRi = randni(µCR, 0.1)
8 Fi = randci(µF , 0.1)
9 Randomly select xa 6= xi, xb 6= xa 6= xi
10 xpbest 6= xa from pNP best population members
11 Randomly select xc from P ∪A
12 Randomly select jrand ∈ N+≤D
13 vi = xi + Fi(x
p
best − xa) + Fi(xb − x˜c)
14 vi,j =

(Lj + xi,j)
2
if vi,j < Lj
(Uj + xi,j)
2
if vi,j > Uj
vi,j otherwise
15 for j = 1 to D do
16 di,j = rand(0, 1)
17 ui,j =
{
vi,j if OR(di,j < CRi, j = jrand)
xi,j otherwise
18 bi,j =
{
1 if OR(di,j < CRi, j = jrand)
0 otherwise
19 for j = 1 to D do
20 ri,j = rand(0, 1)
21 ui,j =
{
Lj + rand(0,1)(Uj − Lj) if ri,j ≤ 0.005
ui,j otherwise
22 bi,j =
{
0 if ri,j ≤ 0.005
bi,j otherwise
23 CRi =
∑D
j=1 bi,j
D
24 if f(ui) ≤ f(xi) then
25 xi → A
26 xi = ui
27 CRi → SCR
28 Fi → SF
29 if ui is fitter than best population member then
30 BIR = BIR+ 1
31 Randomly remove solutions from A so that |A| ≤ NP
32 if mod(g,max(100,10D) = 0 then
33 µCR = (1− c)µCR + cL1(SCR) // L1(∅) = 0
34 µF = (1− c)µF + cL2(SF ) // L2(∅) = 0
35 SCR = SF = ∅
36 if mod(g,max(1000,100D) = 0 then
37 if BIR = 0 then
38 Reinitialise population apart from best member
39 BIR = 0
Algorithm 2: µJADE
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For µJADE, only the value for p differs from that specified by Zhang and Sanderson (2009b); in
the original JADE algorithm p = 0.05 which is too small for the population sizes used in µJADE
(pNP should be an integer greater than 1). Therefore, for µJADE p = 3/NP .
µJADE is then compared to some state-of-the-art DE variants that use conventionally sized
populations—rcr-JADE-s4 (Gong et al. 2014) and FSADE (Sharma et al. 2014). µJADE is also
compared to DE/rand/1/bin. For Rcr-JADE-s4, µF = 0.5, µCR = 0.5, p = 0.05, c = 0.1 and
NP = 100, 400 for D = 30, 100 respectively (Gong et al. 2014, Zhang and Sanderson 2009b). For
FSADE the settings given in Sharma et al. (2014) are used.
In addition, the mutations rand-to-pbest/1 and current-by-rand-to-pbest/1 are compared in
µJADE for a small fixed number of function evaluations.
In this work, all variants apply Equation 6.5 after the mutation to prevent bounds violation.
The scalable benchmark functions are given in Table 6.1. Respectively, they are known as the
Sphere, Schwefel 2.22, Schwefel 1.2, Schwefel 2.21, Rosenbrock, Step, Noisy Quartic, Schwefel 2.26,
Rastringin, Ackley, Griewank, and the two Generalized Penalty Functions (Yao et al. 1999).
The comparisons are made in terms of success rate and number of function evaluations required
to achieve a solution accuracy of less than 1.0e-02 for f7 and 1.0e-08 for all other functions. If the
required solution accuracy isn’t achieved after 100000D function evaluations the run is considered
unsuccessful. This large number of function evaluations ensures the algorithms are tested to
exhaustion, emphasising reliability over convergence speed.
6.8 Experimental Results and Analysis
Table 6.4 shows the Success Rate (SR) and mean number of Function Evaluations (FE) in successful
runs of MDEVMFajfar, MDEVM, DESP and µJADE in the 30 dimensional test problems. µJADE
is clearly the most reliable small population algorithm overall.
DESP performs poorly across most of the benchmarks. In DESP, individuals will be more
greatly perturbed as CR increases because the perturbation is incorporated into the mutation.
High values of CR, normally recommended for solving nonseparable problems, will cause a higher
degree of perturbation in DESP. In contrast, Fajfar-MDEVM and µJADE apply perturbation after
selection and independently of CR. Using a CR value of 0.9 will cause DESP to rely much more on
perturbation than Fajfar-MDEVM and µJADE. Ren et al. (2010) used CR values as low as 0.05
for some problems. This may explain the poor performance observed in this study. The algorithm
may benefit from a pool of mutations.
Another observation is that MDEVM-Fajfar generally outperforms MDEVM. Especially on the
multimodal functions, the modifications of Fajfar et al. (2012) strongly benefit its performance.
However, the performance on some of the unimodal benchmarks deteriorates.
Table 6.5 shows the comparison of µJADE to DE variants that use much larger populations.
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Table 6.1: Benchmark Functions (Yao et al. 1999)
Function Initial Range
f1(x) =
∑D
i=1 x
2
i [−100, 100]D
f2(x) =
∑D
i=1 |xi|+
∏D
i=1 |xi| [−10, 10]D
f3(x) =
∑D
i=1
(∑i
j=1 xj
)2
[−100, 100]D
f4(x) = maxi{|xi|} [−100, 100]D
f5(x) =
∑D−1
i=1
[
100(xi+1 − x2i )2 + (xi − 1)2
]
[−30, 30]D
f6(x) =
∑D
i=1bxi + 0.5c2 [−100, 100]D
f7(x) =
∑D
i=1 ix
4
i + rand[0, 1) [−1.28, 1.28]D
f8(x) =
∑D
i=1−xi sin
(√|xi|) [−500, 500]D
+418.98288727243369D
f9(x) =
∑D
i=1
[
x2i − 10 cos (2pixi) + 10
]
[−5.12, 5.12]D
f10(x) = −20 exp
(
−0.2
√
1
D
∑D
i=1 x
2
i
)
[−32, 32]D
− exp
(
1
D
∑D
i=1 cos (2pixi)
)
+ 20 + e
f11(x) =
1
4000
∑D
i=1 x
2
i −
∏D
i=1 cos
(
xi√
i
)
+ 1 [−600, 600]D
f12(x) =
pi
D{10 sin (piy1) +
∑D−1
i=1 (yi − 1)2 [−50, 50]D[
1 + 10 sin2 (piyi+1)
]
+ (yD − 1)2)}+∑D
i=1 u(xi, 10, 100, 4)
where yi = 1 + 0.25(xi + 1) and
u(xi, a, k,m) =

k(xi − a)m
0
k(−xi − a)m
f13(x) = 0.1{sin2(3pix1) +
∑D−1
i=1 (xi − 1)2 [−50, 50]D
[1 + sin2(3pixi+1)] + (xD − 1)2[1 + sin2(2pixD)]}+∑D
i=1 u(xi, 5, 100, 4)
µJADE compares favourably to FSADE and DE/rand/1/bin both in terms of reliability and con-
vergence speed. It is slightly more reliable than Rcr-JADE-s4 overall. However, µJADE is generally
slower than Rcr-JADE-s4 on successful runs.
Generally, µJADE and the other small population variants show greater variance in the num-
ber of function evaluations on successful runs. Larger populations sample the fitness landscape
more thoroughly following initialisation compared to smaller ones. This may explain the superior
consistency of the DE algorithms using larger populations observed in this study.
The restart mechanism can increase the variance of function evaluations to solve a given prob-
lem. Waiting for 1 restart will add max(1000, 100D) function evaluations. Restarts are more likely
on multimodal problems that cause premature convergence above the error threshold.
The progress in median fitness of µJADE and classical DE over the nonseparable Rosenbrock
function at 30 dimensions is shown in Figure 6.1. The former shows greater interquartile range as
indicated by the wider grey band. In contrast, for the Ackley function (Figure 6.2), both algorithms
show a comparable interquartile range. This may be because µJADE is more sensitive to the initial
population for the Rosenbrock function than for the Ackley function. Population initialisation and
re-initialisation could be an important avenue of further enquiry for using small populations more
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Table 6.2: Comparison of the mutation operators for D = 30, NP = 8. Mean fitness after 3e+04
function evaluations over 50 independent runs.
f current-by-rand-to-pbest/1 rand-to-pbest/1
f(x) Mean (Std) f(x) Mean (Std)
f1 9.0e-13 (2.5e-12) 5.3e-01 (9.5e-01)
f2 1.3e-06 (1.6e-06) 1.2e-01 (8.2e-02)
f3 9.7e+02 (4.2e+02) 2.6e+03 (1.4e+03)
f4 4.9e+00 (2.5e+00) 1.1e+01 (1.7e+00)
f5 4.3e+01 (2.9e+01) 6.2e+02 (7.0e+02)
f6 2.0e-02 (1.4e-01) 2.8e+00 (3.1e+00)
f7 4.6e-02 (1.4e-02) 1.1e-01 (5.2e-02)
f8 4.0e+03 (4.5e+02) 3.4e+00 (6.5e+00)
f9 1.2e+02 (1.4e+01) 2.8e+00 (1.4e+00)
f10 2.3e-02 (1.6e-01) 1.1e+00 (5.4e-01)
f11 2.1e-03 (4.8e-03) 4.5e-01 (3.0e-01)
f12 3.2e-01 (6.1e-01) 9.4e-03 (2.8e-02)
f13 2.6e-03 (1.4e-02) 5.2e-02 (7.3e-02)
effectively (Kazimipour et al. 2014).
Table 6.2 shows the performance difference between µJADE with current-by-rand-to-pbest/1
and µJADE with rand-to-pbest/1 for a population size of 8. It can be seen that much of the
performance of µJADE can be attributed to the new mutation operator.
For D = 100, µJADE and Rcr-JADE-s4 are compared. The results are given in Table 6.3.
µJADE is of comparable reliability to Rcr-JADE-s4 on the majority of problems despite the large
difference in population size. The new mutation, current-by-rand-to-pbest/1 is exploratory in the
early stages of optimisation: xi, in the most part, is displaced by difference vectors calculated
independently of xi. This enables µJADE to be competitive even on multimodal optimisation
problems as it can spend many generations exploring before showing greedier behaviour. More-
over, as perturbation occurs independently of CR, the parameter adaptation mechanism can work
unhindered. However, the noisy quartic function f7 causes µJADE to converge extremely slowly
and often not within the 100000D function evaluation limit.
Interestingly, Rcr-JADE-s4 is unable to solve f4 whereas the original JADE with archive is
(Zhang and Sanderson 2009b). Rcr-JADE uses the selection operation given in Equation 6.8
rather than Equation 6.7 used in JADE. Since f4 is only concerned with the maximum value in
|xi|, the condition f(xi) = f(ui) will occur frequently. It is possible that Equation 6.8 causes
Rcr-JADE-s4 to behave too greedily in the absence of a fitness improvements. Though µJADE
also uses the selection operation given in Equation 6.8, it is not necessarily greedy as discussed in
Section 6.6.1.
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Table 6.3: Comparison for D = 100. Mean over 50 independent runs.
f Rcr-JADE-s4NP=400 µJADENP=8
SR(%) FE’s Mean (Std) SR(%) FE’s Mean (Std)
f1 100 1.1e+05 (1.2e+03) 100 1.5e+05 (7.1e+03)
f2 100 1.7e+05 (1.8e+03) 100 2.1e+05 (1.4e+04)
f3 94 9.3e+05 (3.1e+04) 100 2.5e+06 (1.3e+05)
f4 0 — 100 6.6e+06 (1.0e+05)
f5 100 8.3e+05 (1.6e+04) 100 2.1e+06 (8.4e+05)
f6 100 4.6e+04 (6.6e+02) 100 2.1e+05 (7.9e+04)
f7 100 1.3e+05 (1.4e+04) 28 7.0e+06 (2.4e+06)
f8 100 8.7e+05 (1.3e+04) 100 5.6e+05 (7.4e+04)
f9 100 1.1e+06 (7.5e+03) 100 8.4e+05 (1.3e+05)
f10 100 1.6e+05 (1.6e+03) 100 2.7e+05 (1.6e+04)
f11 100 1.1e+05 (1.3e+03) 100 3.5e+05 (2.5e+05)
f12 98 9.5e+04 (1.3e+03) 100 4.0e+05 (7.8e+04)
f13 98 1.1e+05 (1.3e+03) 100 2.2e+05 (6.0e+04)
92 95
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Table 6.4: Comparison of small population algorithms for D = 30. Mean over 50 independent runs. Best results are in boldface and are ranked first by reliability then
by convergance speed (Wilcoxon α = 0.05)
f MDEVM-FajfarNP=8 MDEVMNP=8 DESPNP=8 µJADENP=8
SR(%) FE’s Mean (Std) SR(%) FE’s Mean (Std) SR(%) FE’s Mean (Std) SR(%) FE’s Mean (Std)
f1 98 8.6e+04 (4.1e+05) 100 2.8e+04 (3.3e+03) 100 1.9e+04 (8.0e+02) 100 2.2e+04 (7.8e+02)
f2 86 6.0e+04 (1.5e+05) 100 3.1e+04 (4.7e+03) 0 — 100 3.7e+04 (1.2e+03)
f3 54 3.4e+05 (4.7e+05) 100 1.4e+05 (1.5e+04) 0 — 100 1.6e+05 (7.7e+03)
f4 0 — 0 — 0 — 100 2.2e+05 (1.6e+04)
f5 0 — 52 2.3e+06 (4.0e+05) 0 — 98 2.1e+05 (5.5e+04)
f6 100 4.1e+05 (3.1e+05) 100 1.8e+04 (6.3e+03) 0 — 100 1.2e+04 (3.8e+03)
f7 100 3.4e+05 (2.2e+05) 76 8.9e+05 (7.1e+05) 0 — 100 2.3e+05 (1.6e+05)
f8 96 6.9e+04 (1.6e+05) 0 — 0 — 100 1.0e+05 (5.1e+03)
f9 90 1.6e+05 (4.0e+05) 0 — 0 — 100 1.2e+05 (6.8e+03)
f10 70 9.5e+04 (1.0e+05) 0 — 0 — 100 3.8e+04 (5.0e+03)
f11 24 4.0e+04 (4.7e+04) 20 2.6e+04 (3.1e+03) 50 3.1e+04 (1.7e+03) 100 4.6e+04 (3.7e+04)
f12 100 9.5e+04 (2.3e+05) 40 6.6e+04 (6.5e+04) 2 1.8e+06 (0.0e+00) 100 3.8e+04 (7.5e+03)
f13 92 4.2e+05 (6.8e+05) 32 7.0e+04 (6.4e+04) 0 — 100 3.2e+04 (1.8e+04)
70 48 12 99.85
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Table 6.5: Comparison for D = 30. Mean over 50 independent runs.
f DE/rand/1/binNP=100 FSADENP=50 Rcr-JADE-s4NP=100 µJADENP=8
SR(%) FE’s Mean (Std) SR(%) FE’s Mean (Std) SR(%) FE’s Mean (Std) SR(%) FE’s Mean (Std)
f1 100 9.2e+04 (2.0e+03) 100 3.5e+04 (5.3e+02) 100 2.1e+04 (4.9e+02) 100 2.2e+04 (7.8e+02)
f2 100 1.5e+05 (2.6e+03) 100 4.5e+04 (5.7e+02) 100 3.3e+04 (7.6e+02) 100 3.7e+04 (1.2e+03)
f3 100 3.9e+05 (1.1e+04) 20 2.6e+06 (4.8e+05) 98 6.7e+04 (3.6e+03) 100 1.6e+05 (7.7e+03)
f4 2 3.2e+05 (0.0e+00) 92 2.2e+05 (4.2e+03) 100 1.0e+05 (3.5e+04) 100 2.2e+05 (1.6e+04)
f5 100 3.7e+05 (1.4e+04) 18 2.8e+06 (6.1e+04) 98 7.8e+04 (2.7e+03) 98 2.1e+05 (5.5e+04)
f6 100 3.4e+04 (1.6e+03) 100 1.3e+04 (4.7e+02) 100 8.8e+03 (3.6e+02) 100 1.2e+04 (3.8e+03)
f7 100 1.4e+05 (3.3e+04) 100 1.1e+05 (2.6e+04) 100 2.2e+04 (9.8e+03) 100 2.3e+05 (1.6e+05)
f8 56 3.2e+05 (6.6e+04) 90 4.4e+04 (1.8e+03) 92 7.0e+04 (2.8e+03) 100 1.0e+05 (5.1e+03)
f9 0 — 98 8.9e+04 (4.8e+03) 100 9.1e+04 (1.3e+03) 100 1.2e+05 (6.8e+03)
f10 100 1.4e+05 (2.6e+03) 100 4.8e+04 (5.0e+02) 100 3.1e+04 (6.4e+02) 100 3.8e+04 (5.0e+03)
f11 100 9.6e+04 (2.5e+03) 100 3.9e+04 (3.7e+03) 100 2.2e+04 (6.4e+02) 100 4.6e+04 (3.7e+04)
f12 100 8.5e+04 (3.1e+03) 100 4.0e+04 (1.0e+03) 100 1.9e+04 (5.5e+02) 100 3.8e+04 (7.5e+03)
f13 100 9.1e+04 (2.9e+03) 100 4.1e+04 (1.1e+03) 100 2.1e+04 (4.9e+02) 100 3.2e+04 (1.8e+04)
81 86 99 99.85
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Figure 6.1: Convergence plots of the me-
dian fitness for the Rosenbrock function at
30 dimensions. The grey shaded regions are
bounded by the upper and lower quartile
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Figure 6.2: Convergence plots of the median
fitness for the Ackley function at 30 dimen-
sions. The grey shaded regions are bounded
by the upper and lower quartile
6.9 Conclusion
This chapter presented a new differential evolution algorithm called µJADE that vastly outper-
forms pre-existing DE variants that also use a small non-virtual population and has comparable
performance to those with conventionally sized populations. Small populations are useful for re-
source constrained environments more likely to arise in control or embedded applications. In the
case of the JADE algorithm, reduction of the population and archive sizes reduces the computa-
tional cost of the expensive union ∪ operation. The algorithm succeeds predominantly due to the
new mutation operator which compensates for the reduced exploratory ability of small populations
whilst not compromising convergence speed too greatly (there is a tradeof between exploratory and
exploitative optimisation behaviours). Combined with an archive and pertubation mechanism, the
algorithm is very resistance to convergence in local minima, as evidenced by its high reliability
scores. In the application that is the theme of this thesis this translates to more reliable control.
The next chapter, Chapter 7, describes the integration of the techniques described so far in Part
II into a generic-optimal controller. Though it is implied by the structure of the thesis that µJADE
is used for the controller, a simpler variant is used due to time constraints for implementation.
The nature of the controller is unchanged. The variant is described in Chapter 7.
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7 | Echo State Network based ‘Generic-Optimal’
Control
7.1 Abstract
This chapter is the culmination of Part II of the thesis. It details the ‘generic-optimal’ controller.
It describes a method of predictive control for long control horizons where system identification is
carried out on-line. In the proposed controller, a deterministically constructed Echo State neural
Network (ESN) with output feedbacks is used to identify the system using First-Order Reduced
and Controlled Error (FORCE) learning and does not require off-line pre-training; though prior
knowledge of good reservoir parameters is needed. As FORCE learning stabilises the network
in the presence of output errors it is convenient to apply to the task of long term prediction.
Throughout learning, the ESN is used in a sub-optimal model predictive control strategy, where a
cost function is reduced at each time step by Differential Evolution (DE). DE is capable of solving
multimodal and non-differentiable optimisation problems imposing no restrictions on the choice of
cost function (that may include penalty functions representing output constraints) and constraints
imposed on the sequence of control actions. The dimensionality of the control problem is reduced
by encoding the sequence of control actions as knots of a monotone piecewise cubic spline whose
interpolated values satisfy the same bound constraints applied to the knots. The method is tested
on a simulated domestic heating system in the absence of user disturbances. The ESN is then
substituted for a classical AutoRegressive model with eXogenous inputs (ARX) model and the
controllers compared.
7.2 Introduction
Conventionally, models are built off-line using experimental data—a process known as system
identification. Experimental data is not always convenient to collect before commissioning the
controller. In these situations, system identification can be carried out on-line. In predictive
control with on-line system identification (or on-line learning), the controller may either generate
control actions to meet the control objective (e.g. a set point) or, generate control actions that
lead to a better model of the system. The former behaviour is called exploitation and the latter
exploration (Thrun 1992).
Domestic heating systems are an example of an application where it is impractical to acquire
a model of the system before commissioning a controller. The controllers for domestic heating
systems are mass market (not bespoke). The challenge of effectively controlling domestic heating
systems is that houses, climates, users and installers vary. This means that controls must be
designed to perform well in a range of situations, such as when the system is unbalanced, radiators
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are under or over sized, the building is well or poorly insulated and in the presence or absence of
Thermostatic Radiator Valves (TRVs). In conventional controllers, reliable performance is normally
achieved through rules based on heuristics or ‘rules of thumb’. As a consequence, control is unlikely
to be optimal in any particular house but likely to be good—heuristics handle uncertainty well.
Heating systems could benefit from incorporating predictions, in the orders of hours ahead, of
weather, energy costs and user behaviour into their control strategy (Avci et al. 2013, Oldewurtel
et al. 2012, Zhao and Magoulès 2012). Moreover, some heating systems have heat stores—heat can
be generated opportunistically for use later—long term predictions allow the controller to optimise
how much heat to store and when to generate it. To effectively incorporate forecasts and achieve
opportunistic heat generation a long range prediction of the heating system’s behaviour is needed.
Inaccessible states such as the position of valves, as well as disturbances, make prediction difficult.
In light of these challenges, it is proposed to ‘capture’ the heating system on-line in an Echo
State Network (ESN). First-Order Reduced and Controlled Error (FORCE) (Sussillo and Abbott
2009) is a recent on-line learning method for echo state networks with feedbacks where the network
learns to stabilise itself in the presence of its own prediction errors—a property useful for making
long term predictions. Differential Evolution (DE) is proposed for finding a reasonable solution
to the control problem, which is mixed-integer in this application, as part of a sub-optimal Model
Predictive Control (MPC) architecture.
The rest of this chapter is structured as follows. Further detail on the application is given in
7.3. In 7.5, relevant modifications to Differential Evolution (DE) are introduced with consideration
for the case of MPC. In 7.6 the architecture of the overall controller is described and a procedure
for hyper-parameter tuning is proposed. Finally, in 7.7, the controller is applied to a domestic
heating task and compared to a similar controller using a conventional difference equation model
(an ARX model) instead of an ESN.
7.3 Domestic Heating Systems
Heating systems provide warmth, or thermal comfort (Croitoru et al. 2015), to the occupants of a
building. Domestic heating systems are those used residentially, and usually also provide domestic
hot water. A simplified example of a domestic heating system is given in Figure 7.1 in the form of
a hydraulic layout. There are many other possible heating systems, the popularity of which varies
between countries due to cultural, climatic and legislative differences.
More generally, heating systems constitute a heat source, heat sink and transfer medium. The
heat sources heat the transfer medium by using either a chemical fuel (e.g. natural gas, fuel oil),
electricity, or through passive means such as by sunlight. The heat sink is the building or domestic
hot water. The transfer medium in hydronic heating systems is water, which is heated at the
source and cools at the sink as heat is transferred. Examples of heat sources are gas-fired boilers,
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air source heat pumps and micro combined heat and power units (Cansino et al. 2011). The
temperature of water leaving the heat source(s) is the system flow temperature and the associated
target temperature is the flow temperature set point. The temperature of the water returning from
the heat sink is the system return temperature.
A (commercially) successful heat source product and associated controller operates effectively in
a wide range of system configurations, houses and given a wide range of usage patterns. The control
of domestic heating can be divided conceptually into two domains: user-side and system-side.
7.3.1 User-side control
The main function of user-side control is to determine an appropriate flow temperature set point
for the heat source(s). This could be a fixed value (based on the thermal performance of the house
as understood at the time of installation) or vary according to outdoor temperature (known as
weather compensated control) or room temperature (known as room compensated control). The
user-side controls may allow the user to schedule when the heating should be turned on or off.
Recently, predictive thermostats will attempt to build such a schedule automatically (Nguyen and
Aiello 2013).
Downstream of the boiler, and operating independently, Thermostatic Radiator Valves (TRV’s)
adjust the flow rate through each radiator based on each room temperature. Each TRV has its own
room temperature set point. Importantly, its set point and position is not known to the controller.
The number of radiators and TRV’s is also unknown. The interaction of multiple TRV’s can
produce chaotic behaviour (Togeby and Mosekilde 1995).
Typically a separate flow temperature set point is used for heating the domestic hot water tank
(normally higher than that used for heating and higher still for legionella sterilisation). The user-
side control is responsible for switching the diverter valve over and changing the flow temperature
set point accordingly (see Figure 2.2).
7.3.2 System-side control
Whereas user-side control sets the flow temperature set point, system-side control is the actual
management of the heat source(s) and pump(s) to deliver the flow temperature set point. System-
side controls are designed to operate effectively on a wide range of houses and hydraulic layouts.
In the most part, these controllers implement heuristics or ‘if then’ rules that are known to work
well in the majority of cases—heuristics handle uncertainty well. A ‘barebones’ method for the
system in Figure 2.2 is on-off or hysterisis control (for both heating and hot water) of the boiler
about the set point with some rules to prevent excessive cycling (wear) and a fixed speed pump.
Note that the two control domains, user-side and system-side, are not implemented perfectly
discretely in practice. They do serve as a useful framework through which to understand domestic
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Figure 7.1: Simplified hydraulics of domestic heating system with domestic hot water storage tank,
diverter valve and radiators in parallel (known as a two-pipe system). Water is pumped (2) through
the heat source where it gains in temperature. The three-way-valve (3) determines whether the hot
water is passed through radiators in the house (4) or through the coil in the domestic hot water tank
(1). Each radiator has a thermostatic radiator valve which restricts the flow through it depending
on the room temperature. Typically the position of these valves is unknown to the controller—they
operate separately using a wax or liquid motor.
heating system controls and to delimit system-side controls as the topic of this chapter and the
thesis overall.
7.4 Echo State Network
7.4.1 Inputs
In this chapter the system shown in Figure 2.2 is considered. For simplicity, it is assumed the pump
power is fixed and the diverter valve is fixed into the heating position (we restrict our attention to
the task of heating the building only and exclude hot water). Therefore, only the thermal power
output of the heat source is manipulated.
The input u(n) to the ESN is as follows:
u(n) = s(n) (7.1)
where
s(n) ∈ {[smin, 1] ∪ 0} (7.2)
smin ∈ [0, 1] (7.3)
and s(n) refers to a power of 100sj% of maximum heat source input power (it is assumed heat
sources may receive a power set point).
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In this chapter it is assumed there is only a mixed integer constraint relating to the power
signal. In practice there may be other constraints. One related to gas-fired boilers is the start-up
sequence. In the transition from an off state to an on state, a heat source may need to follow a
pre-set start-up sequence before being allowed to modulate freely. In the case of the gas-fired boiler
this is to ensure correct ignition. A predictive controller would have to take this into account as
heat is still generated during the start-up period. Under cycling conditions the boiler may switch
off again before reaching the end of the startup period. In this work it is assumed that soft starting
isn’t required so that the optimised control signal always takes precedence.
7.4.2 Model Outputs
A generic set of model outputs covering most heating systems is:
ytarget(n) =

Tsys(n)
T con(n)
TDHW (n)
 (7.4)
where Tsys is the system flow temperature leaving the heat sources, T con is a vector of sup-
plementary measured temperatures that are either constrained or are needed to affect the state of
the reservoir and TDHW is the domestic hot water tank temperature.
Tsys is the main control variable determining comfort. It normally has a bound constraint
resembling the following:
5◦C ≤ Tsys ≤ 85◦C (7.5)
to prevent freezing and over-pressurisation of the system respectively. Bound constraints may be
applied to T con depending on the type of heat source(s) in use (this is more likely in the case an
air source heat pump is used, for example).
As we are concerned with the system shown in Figure 2.2, the flow, return, domestic hot water
tank and 4 zone temperatures are used as outputs. The availability of zone temperatures is atypical
currently but is only a slightly futuristic assumption as wireless TRV’s become more available.
7.5 Differential Evolution
Section 7.3 introduced the application area, domestic heating systems, and Section 7.4 introduced
the means by which a model of these systems could be learnt on-line. To generate control actions
using the model, an optimisation over some cost function of the predicted states of the system of
interest is needed. To that end, Differential Evolution (DE) Storn and Price (1997) is introduced.
DE is a general purpose, derivative-free, global optimisation technique. DE is a method for
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solving optimisation problems of the form:
Minimise f(χ), χ ∈ <D (7.6)
Lj ≤ χj ≤ Uj , j = 1, 2, ..., D, L ∈ <D, U ∈ <D (7.7)
where f(χ) is the fitness function returning a scalar fitness of a solution χ. The function need
not be continuous, unimodal or differentiable. Each variable χj satisfies a boundary constraint.
7.5.1 Use in MPC
An important advantage of DE and related numerical optimisation techniques collectively known
as meta-heuristics (Boussaïd et al. 2013, Yang 2011), when applied to model predictive control,
is that they allow flexibility in the choice of model (which may be non-linear) and cost function;
the cost function does not have to be convex. Moreover, they are insensitive to the initialisation
of the algorithm and can tackle multimodal cost functions effectively (Onnen et al. 1997). If the
constraints are implemented as penalty functions in the cost function (Yeniay 2005), this flexibility
extends to the choice of constraints as well.
Though DE can handle bound constraints on the decision variables it is not explicitly designed
for mixed integer optimisation. It is simple to extend DE for the mixed integer problem described
in the previous section by mapping, within the fitness function, the continuous decision variables
in [0, 1] to the mixed integer decision variables.
Unfortunately this technique introduces plateaus into the fitness surface which can increase the
difficulty of the optimisation problem. Care should be taken in choosing an optimiser that performs
well under these circumstances. A relevant benchmark function is Schwefel 2.21 (Caamaño et al.
2011).
Unfortunately, DE generally requires a large number of function evaluations as well as having a
high memory requirement. One method of overcoming the former limitation is using ‘sub-optimal’
model predictive control (Chen et al. 2011) where optimisation is carried out for a small number
of iterations per sample hit with the aim of reducing the cost with a feasible solution rather than
finding the optimal solution at each time step. A method for overcoming the latter is to use a very
small population—variants of DE that do so are known as Micro-DE, µDE or MDE algorithms
(Salehinejad 2014). Alternatively, it is possible to replace the population entirely with a statistical
representation to reduce memory requirement even further (Mininno et al. 2011).
When applying DE to dynamic optimisation problems, such as MPC, it is important to consider
the problem of tracking the region where the global minima is located and in obtaining a good
solution within that region. A global minima at one timestep may become a local minima in
the next. In general, for dealing with dynamic optimisation, mechanisms such as regularly re-
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evaluating the population or a subset of it, the use of multiple populations, diversification and
re-initialisation schemes can be helpful (Jin and Branke 2005, Mendes and Mohais 2005).
In this work, a compact DE scheme is used. It is both easy to implement and easy to control
the number of function evaluations per time-step in an on-line setting, which is useful for the
aforementioned sub-optimal control approach. Briefly, it involves drawing random potential solu-
tions from truncated Gaussian distributions (truncated at the bound constraints) for each decision
variable, combining them by a conventional DE operator and adjusting the normal distribution
for the next iteration. The pseudo-code is given in Algorithm 3 with a greedy mutation function
(current-to-best).
1 µ1d = 0, σ
1
d = 10 for d = 1, 2, ..., D // Initialisation Starts
2 Draw χelited from truncated normal distribution of mean µd and standard deviation σd for
all i = 1, 2, ..., D// Initialisation Ends
3 for i = 1 to iter do
4 Draw χri , χsd, χ
t
d from truncated normal distribution of mean µd and standard deviation
σd for all d = 1, 2, ..., D
5 χoff = χt + F (χr − χelite)/* Mutation */
6 for d = 1 to D do
// Binomial Crossover
7 if rand > Cr then
8 χoffi = χ
elite
i
/* Selection */
9 if f(χoff ) < f(χelite) then
/* Update virtual population */
10 for d = 1 to D do
11 µi+1d = µ
i
d +
1
Np
(χoff − χelite)
σi+1d =
[
(σid)
2 + (µi+1d )
2 − (µi+1d )2 + 1Np (χoff − χelite)
] 1
2
12 χelite = χoff
13 else
14 for d = 1 to D do
15 µi+1d = µ
i
d +
1
Np
(χelite − χoff )
σi+1d =
[
(σid)
2 + (µi+1d )
2 − (µi+1d )2 + 1Np (χoff − χelite)
] 1
2
Algorithm 3: Compact Differential Evolution
7.5.2 Encoding strategy
When using predictive control for long prediction horizons, it is necessary to generate a long
sequence of control actions. Conventionally in MPC, the (change in) control action at every future
time-step is optimised. This could result in an excessively high dimensional optimisation problem
for long prediction horizons too difficult for DE to optimise reliably or within reasonable time
(Yang et al. 2009). To reduce the dimensionality of the problem, it is possible to optimise the
control actions at a subset of the future time steps and interpolate the missing values using a
spline similarly to the use of splines in trajectory planning (Constantinescu and Croft 2000). To
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the author’s knowledge, the only application of splines comparable in the literature is given in
(Rohál-llkiv et al. 1993), though this is applied to linear MPC (here we are using nonlinear MPC).
The reasons for this apparent lack of research is that in conventional linear or linearised MPC
the optimisation is sufficiently straightforward for optimisation of every time step and prediction
horizons are kept relatively short i.e. a reduction in the number of degrees of freedom brought about
by using a spline is not especially desirable. However, a well-established parallel train of research,
trajectory planning, is conceptually similar: the difference here is that instead of a trajectory
in 3-dimensional space, trajectories of control signals in time are used. Another related area is
topology optimisation (Qian 2013). The shared concept is that of reducing the dimensionality of
optimisation problems by encoding a longer set of (temporal) decision variables as a shorter set of
knots; and this concept is well established. Having said that, to the author’s knowledge this is the
first application to non-linear control, especially the long horizon control of heating systems.
In this work, the control sequence is parametrised using the interpolation method given in
(Fritsch and Carlson 1980), implemented as pchip in MATLAB. An advantage of this spline is that
the interpolated values between knots satisfy the same boundary constraints applied to the knot
values (there is no local overshoot): meaning that hard boundary constraints can be easily applied
to the control variables.
In sub-optimal control using a population based optimiser, the control sequence encoded in
each member of the population has to be shifted between sample hits. In the case that all the
future control values for every time step were included in each individual shifting the population is
straightforward (Chen et al. 2011). In this case however, only the knots of a spline are contained
in each individual. These must be incremented whilst retaining the shape of the trajectory. This
necessitates the use of additional knots outside of the control horizon, as shown in Figure 7.2.
 
 
−2 0 2 4 6
0
0.5
1
1.5
2
control region
knots
pchip
Figure 7.2: Translation of break points that encode the control sequence. The y values of the 2
knots either side of each line segment are required to be fixed in order to maintain it’s shape as it’s
translated in x. Therefore, knots ‘wrap’ from left to right. Importantly, the first 4 knots are not
optimised, so that the applied sequence of control actions has the same smoothness as the spline.
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7.5.3 Fitness Function
In this work we are focusing on the heating task and excluding the domestic hot water task (prelim-
inary work suggested that effectively modeling the change in diverter valve position is challenging
due to a relatively sudden change in the dynamics of the measured temperatures—further work is
needed in this regard). A simple fitness function is used based on the mean squared errors between
the actual flow temperature and the flow temperature set point is used (weighted equally over the
entire prediction horizon). More sophisticated fitness functions could include penalties for cycling,
over-temperatures or short on/off times.
7.6 Control architecture
Model Predictive Control is a general methodology built around three concepts (Onnen et al. 1997):
1. Explicit use of a model to predict plant outputs at future discrete time steps over a finite
prediction horizon.
2. Minimisation of a cost function under constraints to compute a sequence of future control
actions over a finite control horizon.
3. The receding horizon strategy: the first of the optimised control actions is implemented at
every time step.
The generic architecture of model predictive control is shown in Figure 7.3.
Plant
Model
Optimiser Plant yp(n)
Y ′
u
U ′
Figure 7.3: Generic structure of a receding horizon model predictive controller
Discrete-time models in traditional linear MPC approximate the real plant output one time-
step ahead by some linear combination of past manipulated variables and past measured variables
(Seborg et al. 2004). Models are executed in series to generate multi-step ahead predictions. The
ARX model is a popular choice of model among industrial vendors of MPC schemes (Madakyaru
et al. 2009). The easiest way to compare ARX to the ESN is to visualise ARX as a reservoir
computing technique (Figure 7.4). Like the ESN, the ARX model can be trained on-line using
recursive least squares.
When neural networks are used as the plant model in MPC, they are normally pre-trained
oﬄine and then fine tuned online. Examples of this approach are given in Dubois et al. (1994),
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Figure 7.4: Reservoir representation of the ARX model. Each node’s output is its input delayed by
1 time-step. The number of delay neurons, or taps, can be varied for each input/output to achieve
the best predictive performance.
Fuli et al. (1996), Hao et al. (1993), Hedjar (2013), Narendra and Parthasarathy (1990), Sun
et al. (2002), Werbos, McAvoy and Su (1992) (using feed-forward neural networks) and a similar
architecture using a recurrent neural network is given in Akpan and Hassapis (2009). In this work,
no pre-training of the neural network occurs before implementation of the controller—training
data is self-generated—only the reservoir is presupposed. The on-line learning of the ESN occurs
concurrently with its use in calculating control outputs. It is assumed that because a suboptimal
MPC strategy is used, combined with a stochastic optimiser and an initially un-parametrised plant
model, the controller has enough undirected exploratory behaviour in the early stages to acquire
a reasonable plant model and eventually reasonable control. In contrast, active learning (Settle
2010) and ‘curious’ (Schmidhuber 1991) controllers generate control actions with the explicit intent
of improving the world model (and avoiding negative reinforcements).
A cause for concern is the potential for dangerous operation of the plant (especially in the early
stages of operation due to both a bad model and/or bad solution to the control problem)—in this
application the main risk is over-pressurisation due to excessive water temperatures. This situation
can be avoided by using a ‘fallback’ on-off controller which will disable all the heat source(s) when
an over-temperature is detected. A similar method can be used to prevent freezing. Learning can
continue during this period.
The proposed architecture is summarised by Figure 7.5: the aforementioned fallback controller
is not shown.
7.6.1 Optimisation of Hyperparameters
A problem of the architecture previous described is that there is a cyclic dependency between the
model and the training data—the training data affects the model, which affects the training data,
which affects the model, ad infinitum. With regards to tuning an ESN, the aim then is to have a
reservoir that is ‘robust’ to the nature of the a priori unknown training data. Then, if the model
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Figure 7.5: Structure of predictive controller based on sequentially learning ESN and spline encoded
sequence of control actions.
is reliable, a good solution to the control problem can be found so long as the optimiser is also
reliable.
A heuristic process for tuning the reservoir and learning parameters is given in Figure 4.7. It
can be seen that the hyper-parameter selection process only ends when both the model and control
performance are satisfactory. During the process, the prototype controller can be implemented on
few or many different systems and the performance of the ESN tested on each (Wout will vary but
the reservoir is unchanged). The genericity of the controller strongly depends on the quality of the
reservoir—its ability to project the inputs to useful linearly combinable signals in a wide variety
of situations. An alternative approach to increasing the genericity of the reservoir would be to use
on-line adaptation of the reservoir parameters, but that is beyond the scope of this thesis.
7.7 Application of Controller to Domestic Heating Problem
The proposed controller differs from conventional system-side controllers in that the hot water
tank and room temperature(s) are made available (to better capture the system in the ESN). It is
also assumed that the room temperature of every room in the house is available. This is a slightly
futuristic but reasonable assumption in light of current hardware trends toward wireless TRV’s
(examples currently available include the Honeywell EvoHome and en:key). Every room temper-
ature is learnt by the ESN, as well as the flow, return and DHW storage temperatures. Without
room temperatures, predictions are still possible are harder at long prediction horizons—the con-
troller can remain generic by adjusting the prediction and control horizon to suit the sensor data
available. However, using longer predictions is more interesting—heating systems could benefit
from incorporating predictions, in the orders of hours ahead, of weather, energy costs and user
behaviour into their control strategy (Avci et al. 2013, Oldewurtel et al. 2012, Zhao and Magoulès
2012). Moreover, some heating systems have heat stores—heat can be generated opportunistically
for use later—long term predictions allow the controller to optimise how much heat to store and
when to generate it.
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7.7.1 Parameter Settings
Simulations are carried out in a Bosch proprietary building simulation environment for a 2 week
period using UK weather data and a ‘typical’ UK semi-detached house containing 4 zones each
with a single radiator. A small 15kW heat source is used with a minimum thermal output of
4.5kW—this is to ensure the controller is required to apply both on-off and continuous control i.e
to generate mixed integer solutions. It is assumed that the TRV set points are fixed throughout
the day and that the building is empty. This means user disturbances, such as opening a window,
are not dealt with here. However, effective disturbance rejection is a very important requirement
of domestic heating system control —effectively incorporating a disturbance rejection mechanism
into the controller is beyond the scope of this chapter. The time step of the simulation is 9 seconds.
A prediction horizon of 1 hour is used, which at a 9 second time step corresponds to 400 steps.
In the ESN, all the outputs are self recurrent and connected to every other output and all
the outputs apart from return temperature have feedback connections into the reservoir. The
ESN parameters are as follows: Nx = 40, σ = 0.001, r = 0.99, λ = 0.9999, c = 0.5 . The input
temperatures are offset by -50◦C for system temperatures and -20◦C for the room temperatures
to be centred roughly about 0. In the feedback weight vector the sign of each weight is taken from
the logistic map in a chaotic regime partitioned at 0.5 (see Rodan 2011) and the magnitude of the
weights is 0.01. The input weight vector is generated by the same method only the magnitude of
the weights is 1.
In the ARX model, a history length of 50 for each input and output variable, as well as the
current inputs, is used in predicting each output variable. The RLS settings are λ = 0.9999
and c = 100. The history length was set to ensure good tracking and prediction performance
of the system. Lower values resulted in an unacceptably poor model over the long time horizon
investigated (400 step ahead).
For each controller (ESN and ARX based) the simulation is run using 1 and 3 iterations
of compact Differential Evolution at each time step. This is in order to evaluate the effect of
emphasising ‘exploitative’ over ’exploratory’ behaviour on model and control performance.
7.7.2 Results and Discussion
In order to compactly analyse the controllers, performance is recorded on an hourly basis. This
is compared to the performance the model had predicted for the same hour by plotting both the
actual and predicted performances on a scatter graph. In order to get a sense on the effect of the
duration of learning on the control and model performance, the scatter points are coloured, where
darker points occur later in the 2 week period than lighter points (there is a total of 336 hours in 2
weeks). To the author’s knowledge this is a novel approach to presenting adaptive model predictive
control data.
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In the plots (Figures 7.6 through 7.11), if the controller is working as intended, one would
expect the dark points to be more closely placed around the x = y line, indicating that the model
is improving over time. One would also expect this to translate to better control, so that overall
the points should also shift towards the origin with time. For both models this is generally the
case, though more distinctly for the ESN model. This could be because the ESN model has fewer
parameters to learn than the comparitively large ARX model or because the ESN is a better model.
Generally the ESN shows better accuracy at predicting performance for the next hour than
the ARX, as indicated by the better tightness of points about the x = y line. This translates
into better mean performance, as indicated by the horizontal dashed line on each plot, and the
performance is improved by an increase in iterations of DE. This indicates that the ESN has some
robustness, in terms of generalisation ablility, to increased exploitation over exploration.
In summary the key points are:
• The ESN based controller outperforms the ARX one in terms of actual performance.
• The ESN model outperforms the ARX model in terms of prediction accuracy.
• The model improves over time for both models, but more noticeably for the ESN.
• The ESN requires less parameters to be trained online, (Nx+Nu+Ny)×Ny compared to
Ny × (50×Ny) +Ny × (51×Nu) for the ARX model i.e. training is a lot cheaper.
• Increasing the number of iterations of cDE improves the control performance in the ESN
based controller. The ARX controller is less able to capitalise on increased iterations.
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Figure 7.6: ESN, 1 iteration Figure 7.7: ESN, 3 iterations Figure 7.8: ESN, 5 iterations
Figure 7.9: ARX, 1 iteration Figure 7.10: ARX, 3 iterations Figure 7.11: ARX, 5 iterations
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7.8 Conclusion
In this chapter a model predictive controller based on echo state networks with feedbacks was
presented. There are no requirements on the shape of the cost function as the control problem is
solved using a metaheuristic method and sub-optimality is allowed to reduce the computational
expense. There is no pre-training of the neural network and learning occurs on-line, though good
reservoir parameters need to be known a priori. Using real feedbacks, rather than teacher forcing,
has a stabilising effect on predictions. Rather than optimising a long control sequence (resulting in
a difficult high dimensional optimisation problem), a sub set of the control actions is optimised and
the missing control actions are interpreted using a spline. It was seen that with the right reservoir
and optimiser, ‘good’ performance can be achieved after the echo state network has been exposed
to sufficient training data. However, in this application a fallback controller was needed to ensure
safe operation in the early stages of learning where the model, and consequently the control, is
unreliable. Additionally, perfectly noiseless input / output data was used, a luxury that would not
occur in real-world application.
An important caveat to the use of an echo state network model is that a good reservoir design
needs to be known in advance. Deterministic reservoirs have already made this easier. If the
on-line adaptation of the reservoir parameters (e.g. Steil 2007) can be achieved concurrently with
the adjustment of the output weights whilst still clamping the output error, then pre-requisite
knowledge of good reservoir settings could be greatly reduced or perhaps even eliminated. A
simple method to combine FORCE learning with unsupervised learning of the reservoir could be
to use a low forgetting factor during periods where reservoir parameters are changing strongly. This
would ensure the the a priori error is clamped whilst quickly forgetting reservoir states associated
with older reservoir parameters. Combine this with the flexibility of a heuristic optimiser and a
very ‘generic’ controller may then be achieved.
The cost function used in the controller in this work is simplified to a conventional mean squared
error from a set point because it is an intuitive measure of performance and is not too domain
specific (tracking a set point is a standard control problem). The cost function for domestic heating
control could be modified by additional constraints (often relating to longetivity of the product),
including minimum off-times (the minimum time an heat source must be left off before being
switched on again), minimum on-times and fixed start-up sequences. There are also constraints
relating to specific heat sources. For example, air source heat pumps can require regular defrosting
as ice accumulates on the heat source—the mass of ice is the constraint (Jang et al. 2013). Because
DE is a heuristic, derivative-free solver, such constraints can easily be added as additional penalty
functions in the cost function.
Once control becomes consistent, the training data passed to the model may become repetitive
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(for example all the training data exists about the set point). There is no directed exploratory
behaviour. This could degrade the ESN’s capacity to generalise over time due to bias in the training
data (Mac Namee et al. 2002). For weather compensated heating systems, the set point will vary
as a function of outdoor air temperature, which could alleviate this problem to some extent. A
simple heuristic to tackle this could be to skip an iteration of FORCE learning if the a priori error
is below a certain threshold i.e. not update R−1(n) (or its square root) or W out—in this way the
controller may be capable of ‘boredom’ even if not something akin to ‘curiosity’.
Nonetheless, the controller offers a novel and practical approach to the exploration-exploitation
problem in learning control (though no analytical guarantee of good performance is provided). Ba-
sically it relies on both the model being resistant to overfitting and the optimiser being exploratory
(resistant to local minima).
The next Part, Part III, outlines potential additions to the generic-optimal controller archi-
tecture for dealing with disturbances caused by changing weather. Being able to deal with these
disturbances effectively is essential for the commercial viability of the controller.
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Part III
Managing Disurbances
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8 | Air Temperature Prediction for Long-Range
Predictive Control
8.1 Introduction
Model Predictive Control (MPC) is a promising approach for improving the thermal comfort, cost
to operate and environmental performance of buildings (Florita and Henze 2009, Halvgaard et al.
2012, Hazyuk et al. 2012, Oldewurtel et al. 2012, Prívara et al. 2011). Truly optimal real-time
control of buildings requires a comprehensive knowledge of the many physical phenomena that
govern their performance. Though the physics of buildings and heating system components is
well understood, the accurate prediction of disturbance variables in a manner that may be easily
integrated with a MPC system remains a barrier to realising the benefits of MPC on a wide scale.
Changes in the weather constitute a disturbance to the control of buildings (see Section 2.3.4).
It is desirable to incorporate weather forecasts into MPC for buildings to improve the usefulness
of the optimization problem. Of the weather variables that affect the behavior of heating systems,
dry-bulb temperature is the most important due to its direct relationship with the rate of heat
loss from the building and the performance of certain system components (notably air source heat
pumps and air conditioners).
An air temperature prediction system for building control should be oﬄine and self-contained.
It should require no supplementary forecasts as inputs. The advantages of using oﬄine data-driven
predictions over those from external providers for this application are given in Florita and Henze
(2009). Additionally, Urban Heat Islands (Bueno et al. 2013) can cause local variations in air
temperature that would not be picked up even by a nearby weather station. Longer range predic-
tions allow predictive control over longer horizons which can benefit performance (Oldewurtel et al.
2012). Reliable prediction over a wide range of locations rather than a specific location is better
suited to domestic heating control, where the location of the heating system is unknown—domestic
heating controllers are mass market.
8.2 Outdoor Air Temperature Forecasting Methods
Hippert et al. (2000) combined a linear autoregressive model with a neural network. The neural
network was feed-forward with hyperbolic tangent and linear activations functions for the hidden
and output layer nodes respectively. The inputs to the neural network were some past observed
temperatures, forecasts of the linear model, forecasted maximum and minimum temperatures for
the day from a weather service and the hour of the day codified as a sinusoid. The neural network
was trained using the Levenberg-Marquardt algorithm (see Marquardt 1963). Training and test
data were for a single site in Brazil. Like many other air temperature profile prediction techniques
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in literature this technique requires prior knowledge of future max and min temperatures—it is
not self-contained.
In Cho and Zaheer-uddin (2003) the forecasted maximum and minimum temperatures and
their time-of-day occurrence are used as supplementary inputs to a prediction system. Let T be
the temperature to forecasted at time-of-day t, Th be the forecasted maximum temperature at
forecasted time th and Tl be the forecasted minimum temperature at forecasted time tl. Then, the
method is summarised in Equation 8.1.
T =

Th+Tl
2 −
(
Th−Tl
2
)
cos
(
pi
24−(th−tl) (t− tl)
)
if t ≤ tl,
Th+Tl
2 −
(
Th−Tl
2
)
cos
(
pi
(th−tl) (t− tl)
)
if tl < t ≤ th,
Th+Tl
2 −
(
Th−Tl
2
)
cos
(
pi
24−(th−tl) (t− th)
)
if th ≤ t,
(8.1)
Jain (2003) used a Ward feedforward neural network to predict outdoor air temperature up
to 12 hours ahead. The technique described did not require any supplementary forecasts, making
it a more promising approach. The Ward network can be thought of as a single hidden layer
network where the hidden layer is has a mixture of activation functions. Each subset of hidden
layer nodes with the same activation function is defined a slab. The network had 3 slabs of
Gaussian, hyperbolic tangent and Gaussian complement activation functions. Output nodes had
logistic activation functions. Training datasets constituted a range of locations in the state of
Georgia. Datasets were restricted to the months of January through April where probability of
frost damage occuring to crops is highest. Networks were trained individually for each location and
time horizon. Inputs were the present and historical values of air temperature, relative humidity,
wind speed, time of day and solar radiation. Additionally, differences in each of these variables
between consecutive hours were used as inputs to the network. Different network topologies were
used for different forecast windows. For example, it was found 2 hours of past observations was
optimal for a 1 hour prediction but 6 hours was optimal for a 12 hour prediction.
Abdel-Aal (2004) used an abductive neural network to predict hourly air temperatures up to 24
hours ahead—24 hour forecasts are produced at the end of each day. As in Cho and Zaheer-uddin
(2003) inputs to the network included forecast minimum and maximum temperatures as well as
the previous days 24 hour temperature profile.
Smith (2006) continued the work of Jain (2003). Input variables were air temperature, wind
speed, relative humidity, solar radiation, rainfall, fuzzy coded time of day and season and hour
rates of change at time of prediction and history of rates of change for the previous 24 hours. The
networks, trained by error back-propagation, showed superior performance to those of Jain (2003).
Extending the work of Smith (2006), Chevalier (2008) used support vector regression instead
of artificial neural networks to predict outdoor air temperature. Superior performance compared
to Smith (2006) was achieved. This work was later superseded by a neural network approach.
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Eredics (2009) showed that a simple linear prediction method is sufficient to achieve < 0.8◦C
error at a 1 hour prediction horizon, using just historical air temperature as input. More sophisti-
cated methods are required for longer time horizons.
Florita and Henze (2009) presented perhaps the most comprehensive review of air temperature
prediction techniques for model predictive control applications. Techniques reviewed were a simple
prior moving average model, an exponentially weighted moving average model, a focused time delay
neural network (Levenberg-Marquardt) and a non-linear autoregressive exogenous input neural
network. It was found that the Simple Prior Moving Average model provided the best performance.
Static networks like those of Smith (2006) weren’t investigated.
Ferreira et al. (2012) used a radial basis function network whose topology was optimised by a
multi-objective genetic algorithm and whose weights were trained using the Levenberg-Marquardt
algorithm. The network received solar radiation, air temperature and images of the sky (pre-
processed by a cloudiness estimator). The need for image processing and a camera makes this
approach relatively complex but an advantage of this approach is that only 3 input variables are
used and does not require supplementary forecasts.
Venkadesh et al. (2013) continued to work of Smith (2006) and Smith et al. (2009) using a
genetic algorithm to automate the selection of input variables into another Ward-style neural
network leading to a small improvement over Smith et al. (2009). Again input variables were
air temperature, relative humidity, wind speed, solar radiation and rainfall. The input selection
mostly determined the history size of each variable. The approach retains the disadvantages of the
preceding works in that it requires a large number of inputs and a very large neural network to
process them.
An observation from the literature is that previous neural network approaches do not make
use of barometric pressure information. Barometric pressure is known to be a good predictor of
weather phenomena, the measurement of which may be made cheaply and without sensitivity to
the location of the sensor (this is very important for convenient installation). It is proposed that
the use of barometric pressure rather than other variables such as rainfall or wind speed may
reduce the complexity of a predictive neural network whilst retaining its potential as evidenced by
Venkadesh et al. (2013) and others; though simple methods can provide reasonable forecasts for
short horizons, long-term planning of heating control requires long temperature forecasts which
only non-linear models can provide. Furthermore, it was proposed that the use of a geographically
diverse set of training data could improve the generalisation of the predictor making it suitable
for multiple regions / markets compared to the relatively local datasets used for previous neural
network approaches.
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8.3 Proposed Approach
It is known that air temperature and humidity are related (Valsson and Bharat 2011). It is also
known that changes in barometric pressure are a good predictor of other weather variables as
evidenced by the invention of the home barometer. It is also clear from previous work (see 8.2)
that past air temperatures are a good predictor of future air temperatures. Though Smith (2006)
determined solar radiation as a useful variable for prediction it was discarded for this work since
its measurement is sensitive to the location of the sensor (e.g. it could be shaded by a house wall
or balcony) making it inconvenient to install. Barometric pressure, humidity and temperature
measurements are less sensitive to location and so these are the variables that are selected for use.
Previous work using neural networks required some sort of encoding of time as additional inputs
to the network. The justification is that weather phenomena is cyclic on a day to day and yearly
basis. Although weather phenomena is cyclic, knowledge of its cyclic nature is implicit in past
data such that time of day should not need to be explicitly fed into the network as an input. With
regards to seasonality, by training a neural network on a wide range of locations where different
seasons occur at different times and with different intensities it is proposed that a more general
representation of the phenomena without reliance on explicit knowledge of the season or time of
day may be acquired. Smith (2006) and Venkadesh et al. (2013) used eight additional inputs in
total to encode time of day and season. By avoiding these inputs a significant reduction in neural
network complexity may be achieved.
The use of barometric pressure as an input should lead to a much simpler network than those
in previous works. Previous work on using neural networks to predict hourly air temperature has
not made use of barometric pressure information. In the most recent work by Venkadesh et al.
(2013) the inputs to the neural network were air temperature, relative humidity, wind speed, solar
radiation and rain fall. The preceding work of Jain (2003), Smith (2006) and Smith et al. (2009)
also did not use barometric pressure information. It is proposed then that the use of barometric
pressure, which is known to be a good predictor of a variety of weather phenomena, will allow a
much simpler network with comparable performance.
8.4 Method
8.4.1 Datasets
Weather data was sourced from the US Department of Energy Efficiency & Renewable Energy
website (US Department of Energy Efficiency & Renewable Energy 2013). At the time of writing,
the website contained hourly data for a range of sites across the world with strongest availability of
data for European and US sites and with no more than a year of data per site. From this resource
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the training and test datasets were drawn.
The training data constitutes a large number of European locations supplemented by a sparse
collection of non-European locations totally roughly 84 years of weather data. The rationale
for including non-European locations was as follows. Firstly it was proposed that the inclusion
of a wide range of climates forces the network to generalise to a greater depth. Secondly, it
was proposed the exposure during training to a wide range of climates makes the network more
robust to a wider range of weather events, including those that might be considered anomalous in
European countries. It is important that the learning problem presented to the neural network is
posed in a way that discourages the formation of superficial relationships between variables. Lange
and Männer (1994) found that the generalization ability of feed-forward neural networks rapidly
diminishes if the training dataset is too small relative to the number of weights; larger training
sets give the possibility of using larger networks with reduced risk of over-fitting.
The input data was normalised to unit variance and zero mean. The benefits of normalising
input data are described in Sola and Sevilla (1997). The training data is summarised in Figure
8.1.
Figure 8.1: Locations of all training (left) and test (right) locations expressed as latitude and
longitude. The training sites are concentrated about Europe but non-European locations are also
sampled.
8.4.2 Input Selection
As evidenced in the literature historical dry-bulb temperature data is a good predictor of future
dry-bulb temperature and combining historical air temperature data with that of supplementary
weather variables can improve predictive performance further.
For the work herein, selection of the supplementary weather variables was done using a heuristic
approach based on three criteria. Firstly, sensors for the chosen variables should be cheap and
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widely available. To determine what variables we can realistically use for a prediction system one
approach is to look sensors in current consumer goods. For example, the Samsung Galaxy S4 can
measure barometric pressure, humidity, light and temperature (Marks 2013) implying it would be
reasonable to consider the use of these variables for a prediction system.
Secondly, the accuracy of the measurement of the chosen variables should be insensitive to the
positioning of the associated sensor. This rules out variables such as solar radiation and cloudiness
whose sensors must be un-obscured.
Having applied these criteria just relative humidity and barometric pressure remain as candidate
supplementary variables. Jain (2003) observed that using relative humidity as an additional input
to the neural network led to significantly improved prediction performance over using dry-bulb
air temperature alone. Barometric pressure is a good predictor of many weather phenomena, as
evidenced by the invention of the portable barometer (Middleton 1944). Barometric pressure was
used by Ortiz-García et al. (2012) as an input to a support vector machine for dry-bulb temperature
prediction up to 6 hours ahead. In light of this, both barometric pressure and relative humidity
were selected for use as inputs to the neural network described herein.
The history size for each variable was selected partly based on previous work and partly on trial
and error. The temporal resolution was fixed at one hour due to the limitations of the available
data. At the 1 hour resolution, Smith (2006) observed that a history size of 24 hours was optimal for
the set of physical inputs used. The present author found that reducing the history size of relative
humidity and barometric pressure to 6 hours had little adverse affect on network performance.
This input combination is used in Model A.
Previous work applying neural networks to air temperature prediction has used fuzzy encoded
time-of-day and time-of-year as additional inputs. It is proposed that these inputs may not be a
useful addition to training data if it is geographically diverse. For example, a hot season in one
location may be a cold one in another, reducing the significance of time-of-year. To investigate
the usefulness of time-of-day and time-of-year, Model B uses the same inputs as Model A with 8
additional inputs encoding time-of-day and time-of-year.
It was proposed that, by posing the prediction problem as 2 discrete time-series in parallel -
hourly and 24 hourly, the predictive performance may be improved further. This input combination
is used in Model C. To save development time, the history size for the second time series was set by
analogy to the hourly time series, 24 (576 hours) days for air temperature and 6 days (144 hours)
for relative humidity and barometric pressure.
Finally, the input sets to Model D are the union of those used for Model A, B and C giving
82 inputs in total. It was intended to determine whether using an increased history size as well as
providing time-of-day and time-of-year data is more effective than using those variables alone.
Each model attempts to predict the dry-bulb air temperature h hours ahead at hour t. Let Tt
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Table 8.1: Model configurations
A B
Inputs Tt, Tt−1, ...Tt−24
Ht, Ht−1, ...Ht−6
Pt, Pt−1, ...Pt−6
Tt, Tt−1, ...Tt−24
Ht, Ht−1, ...Ht−6
Pt, Pt−1, ...Pt−6 d1, d2, d3, d4
s1, s2, s3, s4
Topology 39-20-1 47-20-1
C D
Inputs Tt, Tt−1, ...Tt−24
Ht, Ht−1, ...Ht−6
Pt, Pt−1, ...Pt−6
Tt+h−24, Tt+h−48, ...Tt+h−576
Ht+h−24, Ht+h−48, ...Ht+h−144
Pt+h−24, Pt+h−48, ...Pt+h−144
Tt, Tt−1, ...Tt−24
Ht, Ht−1, ...Ht−6
Pt, Pt−1, ...Pt−6
Tt+h−24, Tt+h−48, ...Tt+h−576
Ht+h−24, Ht+h−48, ...Ht+h−144
Pt+h−24, Pt+h−48, ...Pt+h−144
d1, d2, d3, d4 s1, s2, s3, s4
Topology 74-20-1 80-20-1
be the current temperature, Tt+h−k be the temperature k ∈ {1, 2, 12, 24, 48, , 144} hours prior to
the forecast horizon f ∈ {0, 1, 2, ..., 12}, Ht be the current relative humidity, Ht−l be the relative
humidity l ∈ {1, 2, , 6} hours ago, Pt be the current barometric pressure, Pt−I be the barometric
pressure I hours ago, dq be the time of day fuzzy encoded into regions q ∈ {1, 2, 3, 4} and sq be the
fuzzy encoded time-of-year (see Smith 2006). The model configurations are summarised in Table
8.1.
Four sets of twelve neural networks were developed, denoted Model A, Model B, Model C and
Model D. For each forecast horizon, ranging from 1 to 12 inclusive, a separate neural network was
trained. The networks for all forecast horizons had the same topology within each model variant.
All neural networks were of a feed-forward configuration with one hidden layer and were fully
connected including all possible jump connections and biases. The activation function for the
hidden layer nodes is given in Equation 8.2 and is known as the ‘fast sigmoid’ due to its lower com-
putation cost compared to the conventionally used hyperbolic tangent function. Linear activation
functions were used for the output nodes.
f(x) =
x
1 + |x| (8.2)
Initial network weights were drawn from a uniform random distribution of interval [-0.75, 0.75].
All networks were trained using the iRprop+ algorithm described in the Section 8.4.3 for 50,000
epochs using Mean Squared Error (MSE) as the error function. After 50,000 epochs improvement
in the performance of the networks thereafter was marginal. Due to the computational cost of the
training process, only one network was trained for each forecast and each model.
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8.4.3 Training Algorithm—iRprop+
iRprop+ (Igel and Hüsken 2003) is a modification of Rprop (Riedmiller and Braun 1993) and is
implemented in the Shark C++ library (Igel et al. 2008). It is a gradient-based optimiser. That is
to say, it may only be applied to neural networks whose activation functions are differentiable such
that the partial derivative of the error with respect to each weight can be attained (see Rumelhart
et al. 1986).
iRprop+ is best understood by inspecting its pseudocode. Let E be the error, w(t)ij be the
weight corresponding to the connection from node j to node i and ∆w(t)ij be the weight update at
iteration t, ∆ij be the step-size bounded by ∆min and ∆max and 0 < η− < 1 < η+ be additional
scalar user-selected parameters. Then, the iRprop+ algorithm is given in Algorithm 4.
1 forall wij do
2 if ∂E∂wij
(t−1) · ∂E∂wij
(t)
> 0 then
3 ∆
(t)
ij := min
(
∆
(t−1)
ij · η+,∆max
)
4 ∆w
(t)
ij := −sign
(
∂E
∂wij
(t)
)
·∆(t)ij
5 w
(t+1)
ij := w
(t)
ij + ∆w
(t)
ij
6 else if ∂E∂wij
(t−1) · ∂E∂wij
(t)
< 0 then
7 ∆
(t)
ij := max
(
∆
(t−1)
ij · η−,∆min
)
8 if E(t) > E(t−1) then
9 w
(t+1)
ij = w
(t)
ij −∆w(t−1)ij
10 ∂E∂wij
(t)
:= 0
11 else if ∂E∂wij
(t−1) · ∂E∂wij
(t)
= 0 then
12 ∆w
(t)
ij := −sign
(
δE
δwij
(t)
)
·∆(t)ij
13 w
(t+1)
ij := δw
(t)
ij + ∆w
(t)
ij
Algorithm 4: The iRprop+ algorithm
The algorithm was chosen due to its availability in the Shark machine learning library and its
decent performance in regression tasks for networks with sigmoidal hidden units both in terms
of speed and quality of convergence. As a first order learning algorithm it also scales well with
network size keeping computational cost of training reasonable (Igel and Hüsken 2003).
The values for η+ and η− were set to 1.2 and 0.5 respectively. ∆min and ∆max were set to 0
and 1e100 respectively. ∆(0)ij for all i and j is 0.01.
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8.5 Results and Discussion
The MSE and Mean Absolute Error (MAE) for each model and each horizon are presented. The
MAE can be a misleading metric since it gives no indication of the consistency of predictions
however it may be understood as the ’typical error’; in a few cases models with higher MSE have
a lower MAE than other models for the same prediction horizon (e.g. 6 hours, B and C).
By comparing Model A to Model B’s performances on the Test dataset the benefit of including
fuzzy encoded time-of-day and time-of-year may be observed across all forecast horizons. The most
dramatic improvements are at longer forecast horizons—a 12% reduction in MSE at 12 hours. The
relatively small improvement at the 1 hour horizon (3%) indicates time-of-day and time-of-year
variables are less useful here i.e. these variables become more useful as the horizon increases. At
short time horizons historical weather data is more useful since it is more recent and there is a
smaller gap in the historical temperature, pressure and humidity profiles.
By comparing Model A to Model C the benefit of increasing the amount of historical data may
be observed. In comparison to Model A, Model C in a sense treats the prediction problem as 2
time-series problems in parallel—hourly and 24 hourly. The performance improvements are most
pronounced at longer forecast horizons—an 18% reduction in MSE may be observed at the 12 hour
horizon.
Finally, Model D uses both the additional inputs of Model B and Model C resulting in 82 total
inputs. It is the best performing model in all horizons giving a 6% reduction in MSE at 12 hours
compared to Model C.
As illustrated in Figures 1 through 3 the performance of the network is weaker at lower tem-
peratures. This is likely at least partly caused by the distribution of temperatures in the training
dataset. Indeed the mean temperature in the training data is 14◦C and the standard deviation
is 10◦C—in other words the training data is dominated by milder temperatures. To tackle this
samples could be removed from the training data such to make the distribution of temperatures
more uniform.
It is problematic to compare the accuracy of these models to published results due to differences
in the datasets used and the available weather variables in these datasets. However, it is of interest
to compare the models on a holistic level to previous models intended for the same task âĂŞ
the hourly prediction of dry-bulb temperature up to 12 hours ahead. In the most comparable and
recent work by [9] an MAE of 0.543◦C and 2.027◦C was achieved at the 1 hour and 12 hour horizon
respectively. The work presented herein compares favourably achieving 0.334◦C and 1.833◦C errors
for the same horizons. Furthermore, the networks described herein are much simpler, Model D
requiring 84 input neurons and 20 hidden neurons compared to 358 input neurons and 120 hidden
neurons of the networks used in [10]. Nonetheless an investigation of the performance of the
116
Model A Model B Model C Model D
Horizon MAE MSE MAE MSE MAE MSE MAE MSE
1 0.34 0.28 0.33 0.27 0.34 0.27 0.33 0.27
2 0.68 0.98 0.66 0.92 0.67 0.94 0.65 0.89
3 0.95 1.83 0.91 1.66 0.93 1.71 0.89 1.58
4 1.19 2.76 1.14 2.49 1.15 2.50 1.10 2.30
5 1.40 3.72 1.32 3.28 1.32 3.26 1.28 3.03
6 1.56 4.58 1.47 4.01 1.48 3.90 1.40 3.64
7 1.70 5.44 1.59 4.67 1.57 4.54 1.51 4.19
8 1.81 6.11 1.69 5.28 1.67 5.10 1.60 4.72
9 1.89 6.69 1.77 5.81 1.73 5.52 1.67 5.13
10 1.96 7.20 1.84 6.29 1.80 5.95 1.75 5.63
11 2.01 7.57 1.90 6.71 1.83 6.18 1.78 5.86
12 2.07 8.03 1.95 7.05 1.89 6.57 1.83 6.20
Table 8.2: Mean Absolute Errors (MAE) (K) and Mean Squared Errors (MSE) (K2) after iRprop+
training for the test data.
Gatwick Paris Bremen
Horizon A B C D A B C D A B C D
1 0.34 0.34 0.34 0.34 0.33 0.33 0.34 0.34 0.35 0.34 0.36 0.35
2 0.68 0.65 0.67 0.64 0.64 0.62 0.64 0.62 0.68 0.65 0.69 0.66
3 0.96 0.89 0.94 0.88 0.88 0.83 0.87 0.83 0.94 0.88 0.93 0.88
4 1.18 1.10 1.13 1.05 1.08 1.04 1.06 1.01 1.17 1.09 1.12 1.06
5 1.37 1.25 1.28 1.22 1.28 1.19 1.21 1.16 1.35 1.25 1.28 1.23
6 1.52 1.38 1.40 1.34 1.42 1.32 1.33 1.28 1.50 1.38 1.40 1.36
7 1.64 1.48 1.51 1.42 1.54 1.44 1.43 1.36 1.63 1.50 1.52 1.45
8 1.74 1.58 1.60 1.52 1.65 1.53 1.52 1.45 1.75 1.59 1.62 1.54
9 1.79 1.65 1.66 1.58 1.73 1.61 1.58 1.51 1.82 1.69 1.68 1.62
10 1.88 1.72 1.72 1.67 1.80 1.68 1.66 1.60 1.91 1.75 1.74 1.69
11 1.91 1.78 1.75 1.70 1.84 1.72 1.70 1.64 1.97 1.82 1.80 1.74
12 1.97 1.82 1.79 1.75 1.91 1.78 1.75 1.67 2.01 1.87 1.84 1.80
Table 8.3: MAE’s after iRprop+ training for the test data and some single sites.
networks presented herein using the same dataset is needed for a truly valid comparison.
8.6 Conclusion
Tapped-delay feed-forward neural networks for the hourly prediction of dry-bulb temperature up to
a 12 hour horizon were developed. The networks presented herein are simpler than those of previous
works requiring less physical variables to be measured. In addition, the number of parameters is
much less, greatly reducing the dimensionality of the weight space and simplifying the error surface.
Though it was proposed that with a sufficient breadth and quantity of training data time-of-day
and seasonal information; in actuality they did prove beneficial. The benefit of extending the
history size at a 24 hour resolution relative to the forecast horizon was also demonstrated.
It was shown that is possible to train a single set of networks for a relative breadth of loca-
tions (Europe-wide) and still obtain good predictions. With a more homogeneous distribution of
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locations in the training dataset a more general model may be achievable. This is important for a
prediction system installed in a consumer product that will be used in a wide variety of locations.
The dry-bulb air temperature prediction task might benefit from using recurrent neural net-
works for two reasons. In the first instance, without tapped delay lines the number of inputs
and likely the number of hidden neurons in the network would be reduced (though the number of
hidden units could remain large for a reservoir type network). Secondly, there is evidence that re-
current neural networks are capable of out-performing feed-forward neural networks in time series
forecasting tasks generally (Brezak et al. 2012). Even more accurate predictions of dry-bulb air
temperature therefore are likely possible.
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Part IV
Discussion and Conclusions
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9 | Conclusions
Presently, the uncertainties associated with controlling domestic heating system are managed using
simple ‘rule of thumb’ or heuristic rule based controllers. The problems associated with this are:
lack of bespokeness and optimality of the control to each unique building, difficulty in comparing
technologies due to inconsistent control quality (lack of generality) and the expense of develop-
ing controllers for new technologies. All of these conditions act to slow the pace of innovation
towards more effective heating systems. To solve these problems, the project aimed to develop a
generic-optimal controller, one that can control any set of heat sources in any (residential) building
optimally or near optimally.
To reiterate, the ‘generic-optimal’ control problem was formulated in response to industry
needs: the problem of controlling alternative heat sources effectively and to their full (optimal)
performance potential. Secondly, the problem of comparing heat sources or technologies in a
manner that reflects the limitations of the technology and not the control strategy. Finally, the
problem of having to develop another rule based control algorithm for every new heat source—to
make a realistic comparison to other heat sources and to bring that product to market. Put another
way, the benefits of the controller are reduced development costs for new heating technologies,
better technology comparisons for making informed policy or commercial decisions and better
control of the heating systems in the field in terms of energy intensity. The problem is formalised
mathematically which extends the accessibility of heating systems and the generic-optimal control
problem to a wider audience, including those in important related fields such as machine learning
and classical control, constituting a significant academic contribution.
Due to the difficulty of the generic-optimal control problem, including the need for long range
predictions and on-line non-linear system identification, a novel control architecture was proposed.
An interesting property of the architecture is that convergance of the model parameters and of the
solution to the optimal control problem occur concurrently and over a number of time steps; the
use of a ‘sub-optimal’ model predictive control architecture provides the controller with exploratory
behaviour even with a perfect model. Even from a purely machine learning and control point of
view, the controller appears to offer a novel and practical solution to the exploration-exploitation
problem in learning control (empirical evidence rather than an analytical guarantee of good per-
formance is provided). Basically it relies on both the model being resistant to overfitting and the
optimiser being exploratory.
The optimal control problem is difficult because it is mixed integer and needs to be solved over
a long time horizon (is high dimensional). A long prediction horizon enables the effective use of
forecasts of weather, energy prices, and the like, and to allow effective scheduling of ‘opportunistic’
heat sources such as air source heat pumps which can only operate efficiently at milder temperatures
(and storing the heat in a buffer tank for later use). This is especially important in systems that
contain multiple technologies known as bivalent or hybrid systems. Implementation in a controller
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requires an optimiser with low computational cost. These challenges led to the development of a
novel optimisation algorithm that greatly reduces the memory requirement of its parent methods
without compromising, and actually slightly improving, reliability over some standard benchmarks.
The controller, subject to further development, could conceivably be commercialised. Main-
stream adoption of the controller would make the control of heating systems optimal regard-
less of building and heat sources available, potentially leading to a notable reduction in carbon
intensity of the residential sector. This, and the usefulness of generic-optimal control in tech-
nology comparisons, will hopefully influence the direction of heating system controls research in
academia—towards general purpose controllers rather than those for specific heating systems. An-
other notable aspect of controls research is that the field is relatively sheltered from legislative
changes favouring one technology or another (more often legislative changes relate to heat sources
rather than control algorithms) so research in this area is low risk from a commercial and research
body point of view. Control will always be needed regardless of what heat source technologies suc-
ceed i.e. regardless of whether it is heat pumps, micro combined heat and power units or something
else that is predominant. Generic-optimal control is a hedge against legislative and technological
uncertainty.
The generic-optimal controller is a radical departure from current domestic heating controllers
that are rule based and heuristic in nature. Heuristics or ‘rules of thumb’ handle uncertainty
well. Buildings and heating systems vary, yet a single heating product (including the controller)
is expected to work in all cases. The price of using heuristics to achieve generality is a loss of
optimality. The generic-optimal controller, as the name suggests, aims to provide both generality
and optimality.
9.1 Outcomes and Contributions
The main aim of the project was to develop a generic-optimal controller. This required first
formalising the problem (by observing industry practice and consulting the literature), determining
key technologies that can realise the controller and developing a working prototype in simulation.
The primary outcomes of the project are:
• Consolidation of control heuristics and literature to formalise the generic-optimal control
problem. This makes the problem accessible to a wide academic audience and also demon-
strates that a generic-optimal controller is in principle possible (the framework is sufficiently
abstract to cover a wide range of concrete control situations).
• Determination of the requirements of the controller and the technologies needed to realise
it (and further develop those technologies if necessary). A new optimisation algorithm was
developed that is notable for its reliability and small memory requirement.
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• A proof of concept controller in simulation. A new controller design methodology was pro-
posed to tackle the interaction between the learning and optimisation components of the
controller. This methodology can be used in future research and (commercial) development.
A novel and practical solution to the exploration-exploitation problem in learning control
is contributed (empirical evidence rather than an analytical guarantee of good performance
is provided). Basically it relies on both the model being resistant to over-fitting and the
optimiser being exploratory.
• A comprehensive overview of domestic heating systems in general and the control problems
they face. Importantly, the information has an ‘industry bias’ due to the project being carried
out in industry—this different perspective makes it a useful addition to the literature.
The secondary outcomes of the project are a necessary by-product of the primary research
objectives. These are:
• Development of system simulation capability at the Worcester site and answering of commer-
cial research questions relating to Stirling engine technology. This provided the foundation for
EngD work as well as a platform for commercial model based development at the Worcester
site.
• Various contributions to commercial research projects leading to a notable improvement in
product quality (longevity and comfort performance of a boiler product). I also contributed
to a simulation study that influenced decision making at a corporate level with regards to
what technologies to pursue further.
• Developed a software tool (Aptus) for improved and faster development of new technology
models. I also contributed to code audits and significantly improved the speed of Bosch’s
proprietary heating systems simulation library.
9.2 Outstanding Problems and Future Work
The main outstanding problem for the generic-optimal controller is proving it is effective on a wide
range (or all) domestic heating plants. Comparing the controller to an alternative would not prove
the control is generic. Demonstrating effective control on a very wide range of plants could be used
to make an inductive argument. However, this would not be comparable to classical control proofs
where transfer functions of both the plant and controller are known—and classical proofs are for
stability rather than ‘effectiveness’ or ‘genericness’.
With regards to proving optimality on a particular plant, this could be achieved by comparing
actual performance to a theoretical best performance. To calculate the latter, either the plant
model needs to be known or is available as a black box. With the plant model and cost function
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known, the calculation of what truly optimal control looks like can be achieved. Without an (easily
reducible) expression describing the plant, an exhaustive grid search would have to be carried out
at every time step to calculate the truly optimal performance. In practice this may be difficult due
to the high computational cost of carrying out a grid search. It is worth noting that outside of
some idealised physical systems, acquiring an analytical expression of optimal control is difficult.
Another outstanding problem relates to the need to have a priori knowledge of good ‘reservoir’
settings for the Echo State Network to achieve learning of the heating system to be successful. This
ought to be tackled by adding the ability for the reservoir, like the output weights, to self-adjust.
Rather than supervised learning, unsupervised learning based on the inputs to the network alone
could be an important avenue of enquiry for achieving this. As long as the a priori error can be kept
low enough to achieve FORCE learning, it should be possible to run unsupervised and supervised
learning concurrently on the reservoir and output weights respectively. This should remove the
need for manual tuning of the reservoir and improve the generality of the approach.
A related problem relates to modeling the domestic hot water tank and the effect of the diverter
valve movement on the system. Experimentation suggested good reservoir settings for modeling
heating are not good settings for modeling hot water temperature. This is possibly due to the
speed of the hot water temperature variable changing from very slowly cooling in an insulated
tank when the diverter valve is in the heating position to warming rapidly when the diverter valve
is in the hot water position or cooling rapidly during a hot water tapping (the prediction of which
is a related problem). A straightforward solution could be to use a separate model for domestic
hot water. Flow turbines are common in combi boilers for measuring hot water tappings so it
would be realistic to assume hot water tapping information is available for use in forecasting.
Further research could build upon the Echo State Network model already proposed in this thesis,
or perhaps replace it entirely should future literature indicate its beneficial to do so.
The final outstanding issue relates to user disturbances or internal gains. A proposal for tackling
this was outlined in Chapter 9.3 which relies on internal gains being implicit in the high frequency
content of the system temperatures that can be filtered and processed separately using unsupervised
classification and time series prediction techniques. The idea relates to pre-existing techniques for
processing occupancy data. A future research project would first have to verify the filter based
approach can effectively separate internal gains from non-disturbance related behaviour before
design of an on-line prediction technique.
Finally, though heating systems have the advantage of being slow (allowing generous sampling
periods), the sophistication of a generic-optimal controller could result in too large a computational
cost for (reasonably priced) embedded hardware. However, this will become less relevant assuming
computing power per unit cost continues to increase as it has done historically.
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9.3 User induced disturbances (internal gains)
Prediction of internal gains due to user activity is an important topic for optimal control. Though
it has not been a major focus of the project a brief discussion of the principal research directions is
included for completeness; we do not claim to provide a comprehensive literature review here. The
idea is to forecast heat contributions to the house as a result of human activities. All occupants in
a building are themselves a heat source of around 100 Watts when idle and up to around 800 during
intense physical activity (Binggeli 2010). Activities such as opening windows, taking a shower or
turning on an oven also add or detract from the heat load of the house.
9.3.1 Behaviour forecasting
The most comprehensive way to deal with the issue is to make accurate predictions of user be-
haviour. Methods to measure user-behaviour typically require a high number of sensors, meters
and may also include connected heat sources—homes containing a high number of sensors are
sometimes called smart homes. Chen and Cook (2012) applied a feature selection technique,
minimum-Redundancy-Maximum-Relevance (mRMR) to smart home sensor data; the selected
subset was used as inputs to linear and support vector machine models for predicting energy use.
Das et al. (2002) present a smart home control system that makes use of a user behaviour prediction
algorithm.
A variety of factors discourage the mainstream uptake of smart homes. These are summarised
in Balta-Ozkan et al. (2014). The main factors relate to cost (and return if any), reliability and
installation.
9.3.2 Presence/occupancy forecasting
Presence or occupancy forecasting is a sub-task of behaviour forecasting that already exists in some
mainstream products such as the Nest thermostat (see also Section 2.3.1.4). Scott et al. (2011)
used Radio-frequency IDentification (RFID) tags attached to the user’s keys as well as motion
sensors to generate occupancy data. Predictions for future occupancy are then made on-line using
historical occupancy data encoded as binary vectors. Krumm and Bernheim Brush (2011) presented
a method that uses GPS data. Results of Kleiminger, Santini and Mattern (2014) indicate energy
savings in the order of 9% may be realised by controllers featuring occupancy prediction.
9.3.3 A Proposal for the Generic-optimal Controller
The generic-optimal controller described in Sections 1.2, 4.2.1.3 and Chapter 7 deals with the
system-side control problem (Section 2.3.2). Disturbances can be observed by ‘unexpected’ devi-
ations in the flow and return temperatures. For example, a fast increase in return temperature
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indicates some of the TRV’s are closing rapidly, which may indicate use of a significant internal
gain such as taking a hot shower. User disturbances can be distinguished from weather based
disturbances by their relatively fast speed.
It is proposed to apply a low pass filter to system temperatures to remove user disturbances
which are assumed to constitute high frequency content. These filtered system temperatures can
be used for training the Echo State Network—to create a heating system model in the absence of
user disturbances. Similarly, a high pass filter is used to extract user disturbances. This would be
followed by the classification (perhaps fuzzily) of disturbance events (this would be an unsupervised
learning task) depending on their shape (e.g amplitude and duration). Each event would be
recorded alongside their time of day. It is envisioned that with sufficient historical data the timing
of such events may be estimated using similar methods to those used in occupancy forecasting
(see Section 9.3.2) and therefore can be actively compensated for. This method, though as of yet
hypothetical, has the advantage of not requiring an elaborate array of sensors.
9.4 Testing to develop an inductive proof of generality
Future work should test the controller on a much wider range of plants. The evidence acquired
from this work could supplement an inductive argument for the generality of the controller. Other
neural network based systems, especially those in image processing, encounter a similar ‘proof’
problem since it is impossible to exhaustively test all possible images / sequence of images and
prove the neural network always functions correctly. In the same way, it is impossible to test the
controller on every possible heating system scenario; however, sufficiently voluminous testing can
provide a reasonable degree of confidence.
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Glossary
Artificial Neural Network A statistical model drawing inspiration from biological neural net-
works.
Bespokeness The extent to which something is bespoke.
Bivalent A bivalent heating system contains more than one heat source.
Boiler Conventional heat source based on combustion of natural gas or fuel oil. Normally used
with water as the transfer medium.
Constraint A condition of an optimisation problem that must be satisfied.
Cycle A heat source cycles when it goes from an ‘off’ state to an ‘on’ state to an ‘off’ state again.
DE See differential evolution
Differential Evolution An optimisation method inspired by natural selection.
Echo State Network A class of recurrent neural network which is based around a (randomly)
connected reservoir.
ESN See echo state network
Genericity The extent to which something is generic.
Heat Sink Where heat is to be deposited e.g. the building.
Heat Source A component of a heating system responsible for supplying thermal energy to the
transfer medium.
Heuristic An approach to problem solving that emphasis practical methods over theory leading
to a sub-optimal but acceptable outcome.
Learning The process of finding the parameters of a neural network model.
Least Mean Squares A stochastic gradient descent method for linear regression
Linear Regression The process of finding the parameters of a linear model to ‘best fit’ some
data.
LMS See least mean squares
Multimodal An optimisation problem is multimodal if it has multiple local optima.
Off-line Learning is off-line if all the training samples are processed together.
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On-line Learning is on-line if the training samples are processed sequentially.
Recurrent Neural Network A class of artificial neural network which may exhibit dynamic
temporal behavior.
Recursive Least Squares A method for recursively finding the coefficients of a linear model.
Notable for its fast convergence.
RLS See recursive least squares.
Rule of Thumb A broadly reliable guide or principle based on experience.
Thermostatic Radiator Valve A valve which modulates the flow rate of transfer medium through
a radiator based on room temperature
Training Data The data to which a (neural network) model is fitted.
Transfer Medium The medium by which thermal energy is moved from the heat source to the
heat sink.
Unconstrained That which is free from constraints.
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