One of the practical choices for making a lightweight semantic segmentation model is to combine a depth-wise separable convolution with a dilated convolution. However, the simple combination of these two methods results in an over-simplified operation which causes severe performance degradation due to loss of information contained in the feature map. To resolve this problem, we propose a new block called Concentrated-Comprehensive Convolution (C3) which applies the asymmetric convolutions before the depth-wise separable dilated convolution to compensate for the information loss due to dilated convolution. The C3 block consists of a concentration stage and a comprehensive convolution stage. The first stage uses two depth-wise asymmetric convolutions for compressed information from the neighboring pixels to alleviate the information loss. The second stage increases the receptive field by using a depthwise separable dilated convolution from the feature map of the first stage. We applied the C3 block to various segmentation frameworks (ESPNet, DRN, ERFNet, ENet) for proving the beneficial properties of our proposed method. Experimental results show that the proposed method preserves the original accuracies on Cityscapes dataset while reducing the complexity. Furthermore, we modified ESPNet to achieve about 2% better performance while reducing the number of parameters by half and the number of FLOPs by 35% compared with the original ESPNet. Finally, experiments on ImageNet classification task show that C3 block can successfully replace dilated convolutions.
Introduction
Deep network-based semantic segmentation algorithms have significantly enhanced the performance, but they demand heavy computational costs. It is basically because semantic segmentation is a pixel-wise classification problem. Most of the semantic segmentation models usually have an encoder-decoder structure where the encoder reduces the size of the feature map to obtain a large enough receptive field, while the decoder recovers original resolution and spatial information from the small-sized feature map. Recent segmentation studies have actively used dilated convolutions to obtain a wide receptive field without increasing the number of parameters and to reduce the burden of the decoder while enhancing the speed and accuracy. However, even though many models utilized dilated convolutions, some models are still heavy for an embedded system. There have been other kinds of researches which have made efforts to develop a lightweight model [12, 10, 11, 17] . Among the lightweight models, ESPNet [14] shows the best segmentation performance by adopting a well-designed series of spatial pyramid dilated convolutions.
For further slimming the segmentation network towards embedded systems, a practical choice would be to apply the depth-wise separable convolution (ds-Conv) [3, 6] , which is a popular method to reduce the number of parameters and the computational complexity, to the dilated convolution. However, we observed that this combination commonly leads to huge performance degradation as shown in Figure 1 , and there is no in-depth analysis of this problem so far. Figure 1 (c), (d) and (e) use different basic convolution blocks in an ESPNet-based structure. Figure 1 (c) and (e) are the results of ESPNet-based networks with the same encoder-decoder structure, but (d) increases the number of layers in the encoder for similar complexity with (e). Figure 1 (d) is obtained using simple depth-wise separable dilated convolution (ds-Dilate) blocks, which has less accuracy than ours. The reason of this performance degradation can be attributed to 1) inexact approximation of the standard convolution with the ds-Conv and 2) information loss on the neighboring pixels in a feature map due to the use of arXiv:1812.04920v3 [cs.CV] 28 Jul 2019 the dilated convolution. The combination of the two methods further leads to a too-sparse operation and loss of information. Our proposed method resolves this problem and Figure 1 (e) shows an improved segmentation quality compared with Figure 1(d) .
In this paper, we introduce a new concentratedcomprehensive convolution (C3 1 ) block for reducing the complexity of segmentation models while preserving the original accuracy. By replacing a dilated convolution with our proposed method, we resolve the problem of naive ds-Dilate with reduced computational complexity. Our main contributions can be summarized as follows: (1) We propose a new convolutional block which can replace the standard dilated convolution to reduce the complexity of a seg- 1 We changed the method name from CCC to C3. mentation model while preserving accuracy. Our proposed block can be applied to form a lightweight model. (2) We conducted extensive experiments on Cityscapes to prove that our proposed C3 block can be easily applied in a plugand-play manner to many models (ESPNet, ERFNet, ENet and DRN) which use dilated convolutions. Furthermore, the proposed block is applied not only to the segmentation task but also to the classification task by adapting the proposed block to DRN [24] . (3) We propose a better lightweight model based on ESPNet can be developed by using the proposed C3 block. The re-designed model reduces the number of parameters by almost half, and the computational cost in FLOPs by 35% compared to the original ESPNet. Also, this model achieves better accuracy than ESPNet with real-time execution (16.4 FPS) in an embedded board (Nvidia-TX2 board). (4) Qualitatively, we showed that ds-Dilate was unable to make enough feature activation due to loss of information and demonstrated that our proposed C3 block could recover this feature activation like the original model using the heatmap from Grad-CAM [16] .
Related Work
Convolution Factorization: Convolution factorization divides a convolution operation into several stages to reduce the complexity than original convolutions. In Inception [19, 20, 18] , several convolutions were performed respectively, and the results were concatenated. Then, a 1 × 1 convolution was used to reduce the number of channels. Xception [3] , MobileNet [6] and MobileNetV2 [15] used the depth-wise separable convolution (ds-Conv), which performs spatial and cross-channel operations separately for decreasing computation. ResNeXt [23] and ShuffleNet [25] applied a group convolution to reduce complexity. Dilated Convolution: Dilated convolution is a widely used method in segmentation due to a large receptive field without increasing the amount of complexity by inserting holes between the consecutive kernel pixels. DeepLab V3 [1] and DenseASPP [9] used a set of different dilation rate convolutional layers to generate more dense multi-scale feature representation. DRN [24] added dilated convolution in ResNet [5] and modified the residual connection for better accuracy. Recent researches have started to combine dilated convolution with ds-Conv. In machine translation, [7] proposed a super-separable convolution that divides the channel dimension of a tensor into several groups and performs ds-Conv for each. However, they did not solve performance degradation from combining the dilated convolution and the ds-Conv. DeepLabv3+ [2] applies the ds-Conv to the atrous spatial pyramid pooling (ASPP) and a decoder module based on Resnet [5] and Xeception model [3] . Lightweight Segmentation: Enet [10] is the first architecture designed for real-time segmentation. Since then, ESP-Net [14] has led to more improvements than ever before in (a) Local information missing (b) Impact of sparse computation both the speed and the performance by an efficient spatial pyramid of dilated convolutions. ERFNet [12] used residual connections and factorized a dilated convolution. The authors of [21] proposed a new training method which gradually changes a dense convolution to a grouped convolution and led to a 5-times improvement in speed than ERFNet [12] ContextNet [11] designed two network branches for global context and detail information.
Combining dilated convolution and ds-Conv can reduce computation, but the simple combination of these induces severe degradation in accuracy, and there is no careful consideration of this problem. Our method resolves this problem from the concept of minimizing information loss by replacing the dilated convolutions with the newly proposed concentrated-comprehensive convolutions (C3) blocks. The proposed C3 block is not restricted to a specific model, but it can be applied to other models which use dilated convolutions.
Method
A direct combination of dilated and depth-wise separable convolution skips neighboring information compared to standard convolutional operation and sometimes leads to degradation of accuracy. First, we analyze the reason for the disadvantage of depth-wise separable dilated convolution (ds-Dilate) in Section 3.1. To resolve this problem, we propose a concentrated-comprehensive convolutions (C3) block that maintains the segmentation performance without immense complexity as shown in Figure 3 . We also introduce a C3 module for better lightweight segmentation model by applying C3 block in Section 3.3.
Issues on Depth-wise Separable Dilated Convolution
A dilated convolution is an effective variant of the traditional convolution operator for semantic segmentation in that it creates a large receptive field without decreasing the resolution of the feature map. For further reducing computation, applying a depth-wise separable convolution (ds-Conv) to a dilated convolution is the key idea.
, M and N respectively denote the number of input & output channels, the height & width of the input (output) feature map, and the height & width of the kernel, then a dilated convolutional layer operates on an input feature map F ∈ R Ci×Hi×Wi using a convolutional kernel K ∈ R Ci×Co×M ×N with a dilation rate d. Using the kernel K, we compute the output feature map O ∈ R Co×Ho×Wo with a dilation rate d as in Equation 1 .
Then, we can apply the depth-wise convolution to the dilated convolution as in Equation 2.
Note that the process does not calculate cross-channel multiplication, but takes only the spatial multiplication. Hence, the kernel K d is for the depth-wise dilated convolution in the spatial dimension, and K p denotes a kernel for a 1 × 1 point-wise convolution. Then, the parameter size is reduced from
The number of floating point operations (FLOPs) is also largely reduced from
However, we observe that this approximation leads to significant performance degradation compared to the case of using the original dilated convolution. We also note that the dilated convolution has inherent risks as shown in Figure 2. First, local information can be missing. Since the dilated convolutional operation is spatially discrete according to the dilation rate, the information loss is inevitable. Second, a dilated convolution skips the neighboring feature information, and thus a remote area across large distances affects the result of segmentation. This includes an area far away from the target area in calculating the convolution, which leads to wrong segmentation in the small and narrow part. For example, the target area in the center of the yellow box is misclassified due to the green boxes beneath as shown in Figure 2 a ds-Conv is independent across channels [6, 3] , and hence spatial information of other channels does not directly flow [6] . This means that ds-Conv uses the feature map sparse than standard convolution. From the observation in Figure  1 (d), we conjecture that the loss of cross-channel information triggers the mentioned risks of dilated convolution, and degrades the performance.
Concentrated-Comprehensive Convolution
We propose a concentrated-comprehensive convolution (C3) to prevent segmentation performance degradation based on the observations mentioned in the previous section. C3 block consists of a concentration stage and a comprehensive convolution stage. The concentration stage aggregates local feature information by using a simple convolutional kernel. The comprehensive convolution stage uses a dilation rate to get a large receptive field for global consistency. The point-wise convolution is followed for mixing the channel information.
As in Figure 2 (a), feature information of white pixels in the region of (2d − 1) × (2d − 1) centered on the red pixel will be lost when executing dilated convolution with a dilation rate d. Also, the approximated operation led to the loss of information as mention in Section 3.1. The concentration stage alleviates this loss of feature information by executing simple depth-wise convolution before dilated convolution. This compresses the skipped feature information and improves local consistency as shown in Figure 3 . We note that as the dilation rate increases, the depth-wise convolution in the concentration stage becomes extremely inefficient. In most cases, the dilation rate is up to 16, so it becomes intractable in an embedded system. Specifically, when we use regular depth-wise convolutions to a feature map with C i channels, the number of parameters is (2d − 1) 2 C i . When the size of the output of the feature map is H o × W o , the number of FLOPs 2 becomes 2(2d − 1) 2 H o W o C i . However, if the convolution kernel K is separable, the kernel can be decomposed as K = K row * K col . For an N × N kernel, this separable convolution reduces the computational complexity per pixel from O(N 2 ) to 2O(N ) We solve the complexity problem by using two depth-wise asymmetric convolutions instead of a regular depth-wise convolution as shown in Figure 3 . Also, we insert a non-linearity (PReLU and Batch normalization) between the asymmetric filters.
Comprehensive convolution stage uses depth-wise dilated convolution to widen a receptive field for global consistency. After that, we execute the cross-channel operation with a 1 × 1 point-wise convolution. Since the second stage of C3 is a kind of ds-Conv as shown in Figure 3 , a small amount number of additional parameters and calculation are required. At the same time, C3 block also makes a wide receptive field for segmentation from the comprehensive convolution stage. In summary, the C3 block combines both advantages of the depth-wise separable convolution and the dilated convolution by integrating local and global information properly. Therefore, although the segmentation network based on C3 block has fewer parameters and less computational complexity than the original network, the proposed block can achieve excellent segmentation performance. ule, which has a parallel structure of n dilated convolutions, each module has dilation rates 2 i−1 , i = 1, · · · , n. First, it reduces the number of channels in the input feature map by 1/n times, and then uses the parallel structure of the extended convolution to the reduced input feature map. The outputs of each dilated convolutions are element-wise summed hierarchically for degridding, and this process is referred to HFF as shown in Figure 4(b) . Likewise, when the number of C3 blocks is n , we first reduce the number of channels by 1/n times and then, we apply n parallel C3 blocks to the reduced feature map as shown in Figure 4(a) . Unlike other studies [9, 14, 24] , we just concatenate the feature maps without additional postprocessing. Furthermore, ESPNet set n = 5 including the operation of dilation rate of 1, but we excluded it to reduce computation. This exclusion is reasonable because the concentration stage already gathers neighboring information in C3 block. Therefore, we set n = 4 to view multiple levels of spatial information. When the largest dilation rate is d, the receptive field of the module is (2d + 1) 2 in a 3 × 3 kernel as in the case of ESP module. Finally, under the condition of 128 × 128 × 128 input and output feature map, the number of parametesr reduced from 31, 325 to 13, 568, and the number of FLOPs(M) reduced from 1, 048.8 to 434.13. The detailed calculation is explained in Table 1 .
C3 module
We note that C3 block can be adapted not only to ESP-Net but also to other network based on dilated convolution for making a more efficient model. By changing the dilated convolutions in the segmentation models to the proposed C3 block, we can reduce the number of parameters and computational cost as well as enhancing the segmentation performance compared to the original network. Detailed results will be provided in Section 4.
Experiment
We evaluated the proposed method and performed an ablation study on Cityscapes, which are widely used in semantic segmentation. All the performances were measured using mean intersection over union (mIOU), the number of parameters, and FLOPs. 3 Also, we showed a classification task on ImageNet [13] using the C3 block.
Ablation Study on C3 block
Experimental Setting: We show ablation results of the proposed C3 block based on C3 module as introduced in Section 3 on Cityscapes dataset [4] . This consists of multiple classes based on urban street scenes. The number of train and validation images are 2,975 and 500 respectively. To train the model with the dataset, we followed the standard data augmentation strategy including random scaling, cropping, and flipping. The learning rate was set to 1e −3 and multiplied by 0.5 at every 150 and 250 epochs (total 300 epochs). Adam optimizer [8] with a momentum of 0.9 and the weight decay 2e −4 was used for the training. As in ESPNet, our modified network also adopts the input reinforcement method which concatenates the feature map with the input image at reduced resolution for designing our encoder. For the decoder, we replaced the existing ESP module with C3 module. with the original ESPNet, but the standard dilated convolutions are substituted to depth-wise separable dilated convolutions (ds-Dilate). Experiments (3)- (7) are ablation studies of the proposed method from C3 module. Experiment (3) used simple ds-Dilate in the C3 block. It means that the concentration stage is not existed in C3 module of Experiment (3). Experiment (4) is increased the number of layers in the encoder structure from (3), and the Experiment (5) is increased the number of channels from the same encoder structure of (3). Both (4) and (5) is designed for a fair comparison with the proposed method (Experiment (7)) under a similar parameter and FLOPs size. The Experiment(6) and (7) are designed for comparing between regular and factorized concentration stage with C3 module. The concentration stage in (6) consists of regular depth-wise convolution (dw-Conv) as shown in Figure 3 RC3 branch. (7) is the proposed C3 block in Figure 3 C3 branch for reducing computation by factorizing the regular concentration stage into two depth-wise asymmetric convolutions.
As shown in Table 2 (2)-(5), a naive usage of the depthwise separable architecture brought significant degradation of the performance (about 3 ∼ 5%), and even HFF module could not fully resolve the performance degradation in Experiment (2) . From the experiments (3)-(5), we can conclude that the concentration stage is critical for resolving the accuracy drop from ds-Dilate, regardless of the number of parameters compared with (6) and (7) . However, the number of parameter is quite large in (6) . In Experiment (7), we showed that the proposed model drastically reduce the number of parameters and FLOPs and could achieve better performance than that of Experiment (6), as well. From Experiment (7) , we found that adding non-linearity between the asymmetric convolution can enhance the performance. Figure 5 is a visualized heatmaps of a bus class by Grad-CAM [16] . The visualized heatmaps of model based on ds-Dilate are not activated enough, and the activated pattern looks like a checkerboard (gridding effect). Conversely, by proceeding concentration stage, we observed that our method reduced the checkerboard artifacts (see (c)-(e)). The result (d) and (e) of the proposed method shows a similar result with ESPNet which uses standard dilated convolution. Also, the factorized method (e) proves the same capacity with the regular dw-Conv method (d).
Evaluation on Cityscapes
Experimental Result on Cityscapes Dataset: We followed the settings in the respective original papers [12, 24, 10, 14] . Table 3 shows the evaluation results of the baseline segmentation networks, with switching the dilated convolutional block of the models to the proposed C3 block. To prove the broader applicability of our C3 block, we conducted further experiments with the other segmentation models : ENet, ERFNet, DRN-A50, DRN-C26, which are based on dilated convolution. For every model, our method achieved comparable or higher performance with the reduced number of parameters and FLOPs. Notably, C3-ENet achieved around 2% performance enhancement with 26% reduced FLOPs, and C3-ERFNet showed more than 1% performance enhancement with 30% reduced parameters. C3-DRN-A50 reduced the number of parameters and FLOPs by about 31% from the baseline DRN-A50, with slight performance drop (0.2%). In C3-DRN-C26 case, the number of parameters and FLOPs were reduced by more than 60% from the DRN-C26, but the performance drop was only 0.4%. The overall results show that the proposed C3 block can be incorporated with diverse segmentation models, as well as preserving original performance.
Evaluation on Classification Experimental Setting:
The evaluation is tested on ImageNet-1k [13] dataset. Training was performed with SGD with momentum 0.9 and weight decay 0.0001. Learning rate was initially set to 0.1 and is reduced by a factor of 10 every 30 epochs. The training was until 120 epochs with the same data augmentation method following DRN [24] .
ImageNet-1k Benchmark Results:
From the experiments on the segmentation task, we have shown that the proposed C3 block can successfully substitute the dilated convolutional block. One step further from segmentation, we tested the proposed block to (DRN) [24] which incorporate the dilated convolutional scheme to skip-connection for classification. The result in Table 4 shows that the proposed method can achieve comparable classification accuracy considering that the parameter size was reduced.
For example, the C3-DRN-C42 reduced the parameters and FLOPss by more than half compared to the DRN-C26, but the top1 accuracy dropped only 0.18%. Also C3-DRN- C44* reduced the number of parameters by 30% and the number of FLOPs by half, but better accuracy than DRN-C26. The low resolution feature map degrades the classification accuracy and localization power according to [24] . DRN showed that adding dilated convolution strengthen the localization power and hence can enhance the classification accuracy without adding further parameters. By changing the dilated convolutional parts in DRN to the proposed C3 block, we tested whether our method can substitute the dilated convolution in this case, as well. We visualized the dense pixel-level class activation map from the DRN and our C3-DRN to show each model's localization power in Figure 7 . From the figure, we can see that the proposed method generated the activation maps with better resolution than DRN, which means that our method also have enough localization capacity to DRN.
Conclusion
In this work, we proposed Concentrated-Comprehensive Convolutions (C3) block for light weight semantic segmentation. Our C3 block comprises of the information concentration stage and the comprehensive convolution stage both of which are based on two consecutive convolutional blocks. More specifically, the former block improves the local consistency by using two depth-wise asymmetric convolutions by compressing information neighboring pixels, and the latter one increases a receptive field by using a depth-wise separable dilated convolution. Throughout the extensive experiments, it turns out that our proposed method could integrate local and global information effectively and reduce the number of parameters and flops significantly. Furthermore, C3 block is generally applicable to other semantic segmentation models and can be adopted to other tasks such as classification.
