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a b s t r a c t
In this paper, we construct a special class of polynomials which converge uniformly to
the solution of a non-local boundary value problem (NBVP). The use of this special class is
justified by the physics of the model which is described by this NBVP. This NBVP has been
studied by Palamides et al. (2009) in [2], where the existence of solutions is established.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
1.1. The mathematical setting
In this paper, using Bernstein polynomials, we give an approximate solution of the non-local boundary value problem
(NBVP)
u′′(t)+ f t, u (t) , u′(t) = 0, (1.1)
u(0), u′(0)
 ∈ S1, u′(0) = −au (ξ1) , bu′(1) = −u (ξ2) , (1.2)
where the function f : [0, 1] × R × (−∞, 0] → [0,+∞) is continuous, a, b, ξ1, ξ2 ∈ (0, 1) with ξ1 < ξ2 and
S1 =

(λ, µ) ∈ R2 : 2H ≥ λ ≥ η, 0 ≥ µ ≥ λ− 2H for constants η and H such that 0 < η < H .
Throughout this paper, the above boundary value problem, i.e., Eqs. (1.1), (1.2) together with the subsequent conditions,
will be referred to simply as (1.1), (1.2). A solution to (1.1), (1.2) is a function u : [0, 1] → R, satisfying Eqs. (1.1), (1.2) and
the subsequent conditions described above. A positive solution is a solution u : [0, 1]→ [0,+∞).
Our approximative solution will be a polynomial Bny (x) of degree n which satisfies the given boundary and initial
conditions exactly for every n ≥ 2 and moreover converges to an exact solution of (1.1), (1.2) in the supremum norm
as n →∞. In this sense, we say that Bny(x) is an approximate solution of (1.1), (1.2).
It is well known [1] that any continuous real function on [0, 1] can be approximated uniformly by Bernstein polynomials.
Therefore, a solution u(x) of (1.1), (1.2) can be approximated uniformly by Bernstein polynomials, too. However, we
prove that any solution u(x) of (1.1), (1.2) can be approximated uniformly by a special class of polynomials (which we
call acceptable; see Definition 7) which satisfy the given boundary and initial conditions exactly for every n. From the
mathematical viewpoint, the use of non-acceptable (in the previous sense) polynomials is not prohibited; from the physical
viewpoint, it is forbidden for our specific engineering situation, as we shall see in Section 1.2.
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Fig. 1.1. The block diagram of problem (1.1), (1.2).
In [2], Palamides et al. proved that there exist at least one, positive, decreasing and concave solution of (1.1), (1.2). Their
approach utilized the properties of the vector field f , Sperner’s lemma, Knesser’s property, i.e., the continuumproperty of the
solutions funnel, and the theorem of Kamke. Other work employing a fundamentally simple application of Sperner’s lemma
on boundary value problems can be found in [3–5]. In this paper, we construct at least one positive, decreasing, concave
approximative solution to (1.1), (1.2). Since the proof of the existence of solutions of (1.1), (1.2) in [2] does not involve
any explicit construction of solutions, our paper complements [2] in a natural way. Recently, Agarwal et al. [6] constructed
interpolating polynomials for the complementary Lidstone boundary value problem. Related work of Agarwal andWong on
Lidstone polynomials and boundary value problems can be found in [7], while in [8] Bernoulli polynomials have been used
for obtaining explicit polynomial expansions of regular real functions.
1.2. The physical setting
(1.1), (1.2) appear in control engineering situations. For example, the interval [0, 1] may be considered as a thermal
conducting rod. Q˙ = −k dTdx is the time rate of heat transfer through the edges of the rod, k being the material’s thermal
conductivity, which is assumed constant, and can be set equal to 1 with the appropriate choice of units. T (x, t) is the
temperature along the rod. The equation governing the phenomenon is
∂2T
∂x2
= D∂T
∂t
− f x, T , Q˙  ,
where f plays the role of a thermal sink, since by hypothesis of (1.1), (1.2) f is non-negative along the rod. The positive
constant 1D is the thermal diffusivity. In the steady state we have
∂T
∂t = 0. Thus the above equation becomes
−d
2T
dx2
= dQ˙
dx
= f

x, T ,
dT
dx

.
The time rate of heat transfer, Q˙ (0) and Q˙ (1), at the edges of the rod is tuned by two fans. The rotation rate of the fans
depends on the temperature reading T (ξ1), T (ξ2) by two thermometers on two points ξ1 ≤ ξ2 on the rod via
Q˙ (0) = aT (ξ1) , Q˙ (1) = 1b T (ξ2) (1.3)
(see Fig. 1.1).
Viewed in this way, (1.1), (1.2) is a closed-loop control problem [9]. In this setting, our polynomial approximants satisfy
the control requirements (1.3) exactly. This property of our approximants, which we call acceptability (Definition 7), is very
important for two reasons.
(1) The control requirements (1.3) are manifestation of the law of heat conduction, also known as Fourier’s law, which in
turn is the Clausius version of the second law of thermodynamics. If we intend to model the physical system of Fig. 1.1,
they must not be violated.
(2) System simulation. Indeed, the control requirements (1.3) impose the block diagram of Fig. 1.1. By virtue of our
approximants, this diagram is kept fixed at any stage of the simulation procedure.
Similar heat-flow problems have been studied before by Infante and Webb [10], who were motivated by some earlier
work of Guidotti and Merino [11].
2. Preliminaries
In this section, we collect some facts concerning Bernstein polynomials, Bernoulli trials and (1.1), (1.2).
2.1. Uniform convergence of Bernstein polynomials
Let f (x) be a continuous function on the interval [0, 1]. Consider the Bernstein polynomial Bnf (x) =
∑n
ν=0 f

ν
n
  n
ν

xν
(1− x)n−ν . It is a well-known result [1] that
lim
n→∞ sup0≤x≤1
f (x)− Bnf (x) = 0; , (2.1)
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i.e., Bnf (x) converges uniformly to f (x). More generally [1], if f is in class C
k [0, 1], k ∈ N, then [1]
lim
n→∞ sup0≤x≤1
f (k)(x)− dkBnfdxk (x)


= 0; (2.2)
i.e.,
dkBnf
dxk
(x) converges uniformly to f (k)(x), for any k ∈ N.
2.2. Derivatives of Bernstein polynomials
In this paper, if y0, y1, . . . is a sequence of real numbers, we set1yi ≡ ∆1yi := yi+1−yi, and∆n+1yi = ∆nyi+1−∆nyi, n ∈
N. In particular,∆2yi = (yi+2 − yi+1)− (yi+1 − yi).
A vector [y0, y1, . . . , yn] ∈ Rn+1 will be denoted by y or {yk}n0.
Definition 1. For a real vector y = [y0, y1, . . . , yn] ∈ Rn+1, n ∈ N, we define the n-th Bernstein polynomial of the vector y:
Bny(x) :=
n−
k=0
yk
n
k

xk (1− x)n−k (2.3)
with x ∈ [0, 1]. When yk = f
 k
n

for a given function f : [0, 1] → R, then Bny(x) given by (2.3) is called the n-th Bernstein
polynomial of f , and is denoted by Bnf (x).
It is easy to see that the first and second derivatives of Bny(x) in (2.3) are given by
dBny(x)
dx
= n
n−1
k=0
1yk

n− 1
k

xk (1− x)n−k−1 (2.4)
d2Bny(x)
dx2
= n (n− 1)
n−2
k=0
∆2yk

n− 2
k

xk (1− x)n−k−2 . (2.5)
In particular, the right and left derivatives of Bny (x) on the edges {0} and {1} of the interval [0, 1], respectively, are given by
dBny(x)
dx

x=0
= n (y1 − y0) ,
dBny(x)
dx

x=1
= n (yn − yn−1) . (2.6)
Lemma 2. For an n-th Bernstein polynomial Bny(x) of the vector y , the condition ∆
1yk ≤ 0 implies that dB
n
y (x)
dx ≤ 0 and the
condition∆2yk ≤ 0 implies that d
2Bny (x)
dx2
≤ 0.
Proof. Obvious from (2.4), (2.5) and the fact that 0 ≤ x ≤ 1. 
2.3. Bernoulli trials
The Bernoulli distribution is a discrete probability distribution, which takes value 1 with success probability ξ ∈ [0, 1]
and value 0 with failure probability 1 − ξ . So, if X is a random variable with this distribution, we have P (X = 1) = p =
1− P (X = 0). The binomial distribution is the discrete probability distribution of the number of successes in a sequence of
n independent Yes/No experiments, each of which yields success with probability ξ ∈ [0, 1]. Such a Yes/No experiment is
also called a Bernoulli trial. The probability Pn,ξ (X = k) of getting exactly k successes in n trials is given by
Pn,ξ (X = k) =
n
k

ξ k (1− ξ)n−k .
The cumulative distribution function is
Pn,ξ (X ≤ k) =
k−
ℓ=0
n
ℓ

ξ ℓ (1− ξ)n−ℓ , (2.7)
and consequently
Pn,ξ (X > k) = 1− Pn,ξ (X ≤ k) =
n−
ℓ=k+1
n
ℓ

ξ ℓ (1− ξ)n−ℓ .
The following lemma will be useful.
Lemma 3. If 0 ≤ ξ1 ≤ ξ2 ≤ 1, then
Pn,ξ1 (X ≤ k) ≥ Pn,ξ2 (X ≤ k) .
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Proof. The incomplete Beta function is B (x, α, β) :=  x0 tα−1 (1− t)β−1 dt . The regularized incomplete Beta function is defined
as Ix (α, β) = B(x,α,β)B(1,α,β) . Using for example integration by parts, for integer α and β , we find
Ix (α, β) =
α+β−1−
j=α
(α + β − 1)!
j! (α + β − 1− j)!x
j (1− x)α+β−1−j .
Comparing the above formula with (2.7), we get
Pn,ξ (X ≤ k) = I1−ξ (n− k, k+ 1) ,
and thus
Pn,ξ (X ≤ k) = (n− k)
n
k
 ∫ 1−ξ
0
tn−k−1 (1− t)k dt,
and the proof follows directly from this last formula. 
Remark 4. Since Pn,ξ (X ≤ n− 1) = n
 1−ξ
0 (1− t)n−1 dt = 1 − ξ n, and moreover Pn,ξ (X ≤ n) := 1, it follows that the
sequence {rk}n−10 = Pn,ξ (X > k) converges to zero for n →∞. From Pn,ξ (X ≤ n) := 1, it also follows that
n−
k=0
n
k

xk (1− x)n−k = 1. (2.8)
2.4. Bernstein polynomial of a sequence with limit zero
Lemma 5. Let θk be a sequence with limit zero. Then the Bernstein polynomial of {θk}n0, namely
Bnθ(x) =
n−
k=0
θk
n
k

xk (1− x)n−k ,
satisfiesBnθ(x) ≤ ϵ + sup
0≤k≤n
{|θk|}n0
for every positive real ϵ, provided that n is large enough.
Proof. Let us write Bnθ(x) as a sum of two terms, namely
Bnθ(x) =
M−
k=0
θk
n
k

xk (1− x)n−k +
n−
k=M+1
θk
n
k

xk (1− x)n−k ,
where 0 ≤ M < n. Then n−
k=M+1
θk
n
k

xk (1− x)n−k
 ≤ n−
k=M+1
|θk|
n
k

xk (1− x)n−k
≤ sup {|θk|}nM+1
n−
k=M+1
n
k

xk (1− x)n−k .
But from (2.8) it is easy to see that
∑n
k=M+1
 n
k

xk (1− x)n−k ≤ 1. Hence n−
k=M+1
θk
n
k

xk (1− x)n−k
 ≤ sup {|θk|}nM+1 .
Now, for every ϵ > 0, we can chooseM (ϵ) and n (ϵ) properly so that supk {|θk|}nM+1 < ϵ. On the other hand, M−
k=0
θk
n
k

xk (1− x)n−k
 ≤ M−
k=0
|θk|
n
k

xk (1− x)n−k
≤ sup
k
{|θk|}M0
M−
k=0
n
k

xk (1− x)n−k ≤ sup
k
{|θk|}M0 ≤ sup
k
{|θk|}n0 .
Thus the lemma is proved. 
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2.5. Existence of a solution of (1.1), (1.2)
In order to state the theorem of Palamides et al. [2], we need first to introduce the following conditions for the function
f which appears in (1.1), (1.2).
• Condition B1. There exist η1,H1 with η1 < 2H13 , such that f (t, u, v) ≤ λu, for all (t, u, v) ∈ [0, 1] × [bη, η] × (−∞, 0]
with λ < min {1− a, 2− 2 (a+ b)}.
• Condition B2. There exists H > 12η (1+ a) > 0 such that f (t, u, v) ≥ Ku, for all (t, u, v) ∈ [0, 1]×
 2H
3 , 2H
× (−∞, 0]
with K > 64
ξ21
.
Now we are ready to state the theorem of [2].
Theorem 6 ([2]). (1.1), (1.2) has at least one solution, positive on [0, ξ2], non-increasing and concave on [0, 1], emanating from
a point of the triangle
S1 :=

(λ, µ) ∈ R2 : 2H ≥ λ ≥ η, 0 ≥ µ ≥ λ− 2H
if there exist η,H with η < 2H3 , such that (B1)–(B2) are satisfied and f is non-negative and continuous in the region
[0, 1]× (−∞, 2H]× (−∞, 0].
3. Construction of the acceptable approximative polynomial solutions
Definition 7. Let 0 < η < 2H3 be real numbers. We define the filled triangle
S1 :=

(λ, µ) ∈ R2 : 2H ≥ λ ≥ η, 0 ≥ µ ≥ λ− 2H .
Let u(x) ∈ C2 [0, 1] and ξ1 ≤ ξ2 and a, b be numbers in (0, 1). If u′(x) ≤ 0, u′′(x) ≤ 0, with

u(0), u′(0)
 ∈ S1, and
au (ξ1) = −u′(0) and u (ξ2) = −bu′(1), and u(t) ≥ 0 for all t ∈ [0, 1]; then u is called acceptable.
From Definition 7, it is immediate that any u ∈ C2 [0, 1], positive, decreasing and concave, with initial conditions
u(0), u′(0)
 ∈ S1 satisfying the boundary conditions au (ξ1) = −u′(0) and u (ξ2) = −bu′(1), is acceptable.
The sketch of the construction of acceptable polynomial approximative solutions of (1.1), (1.2) is as follows. First we
prove that the class of acceptable Bernstein polynomials Bny(x) is non-empty. This is done in Lemma 8. Then we prove in a
theorem that, given a solution u, we can always find a sequence of acceptable Bernstein polynomials converging uniformly
to u.
Lemma 8. For every natural n ≥ 2 the class of acceptable Bernstein polynomials Bny(x) is not empty.
Proof. By Definition 7 and Lemma 2, Bny(x) is acceptable iff
y0 ≥ y1 ≥ y2 ≥ · · · ≥ yn ≥ 0 (3.1)
y0 − y1 ≤ y1 − y2 ≤ y2 − y3 ≤ · · · ≤ yn−1 − yn (3.2)
0 < η ≤ y0 ≤ 2H (3.3)
n (y0 − y1) ≤ 2H − y0 (3.4)
n (y0 − y1) = aBny (ξ1) (3.5)
n (yn−1 − yn) = 1bB
n
y (ξ2) . (3.6)
Choose a sequence {ϵk}n−10 := {ϵ0, ϵ1, . . . , ϵn−1} non-negative and increasing. Then put yi+1 := yi − ϵi, i = 0, . . . , n − 1
with η ≤ y0 ≤ 2H . Clearly, (3.1)–(3.3) are satisfied for {yi}n0. Moreover, we choose ϵ0 so that
nϵ0 ≤ 2H − y0. (3.7)
Then (3.4) is also satisfied. We will prove that, for all ξ1 < ξ2, we can always find {yi}n0 (or equivalently {ϵi}n−10 ) such that
1
a
nϵ0 = Bny (ξ1) (3.8)
and
bnϵn−1 = Bny (ξ2) . (3.9)
First, we define
Bwn,k(x) :=
n
0

x0 (1− x)n−0 +
n
1

x1 (1− x)n−1 + · · · +
n
k

xk (1− x)n−k .
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The polynomial Bwn,k(x) defined above is the Bernstein polynomial of the function
wn,k(x) =

1 for 0 ≤ x ≤ k
n
0 for
k
n
< x ≤ 1,
which is piecewise constant except for a simple jump at x = kn . Observe that
yk = y0 − (ϵ0 + ϵ1 + · · · + ϵk−1) , k = 1, 2, . . . , n. (3.10)
Now we will prove that
Bny(x) = yn + ϵ0Bwn,0(x)+ ϵ1Bwn,1 (x)+ · · · + ϵn−1Bwn,n−1(x). (3.11)
Indeed, by definition,
Bny(x) =
n−
k=0
yk
n
k

xk (1− x)n−k
=
n−
k=0
(y0 − (ϵ0 + ϵ1 + · · · + ϵk−1))
n
k

xk (1− x)n−k .
Breaking the above sum into two summands, we get
Bny(x) =
n−
k=0
y0
n
k

xk (1− x)n−k −
n−
k=1
(ϵ0 + ϵ1 + · · · + ϵk−1)
n
k

xk (1− x)n−k .
By Property (2.8), the above becomes
Bny(x) = y0 −
n−
k=1
(ϵ0 + ϵ1 + · · · + ϵk−1)
n
k

xk (1− x)n−k .
Now we do some rearrangements in the second term of the right-hand side of the above, and we have
Bny(x) = y0 − ϵ0
n
1

x1 (1− x)n−1 − (ϵ0 + ϵ1)
n
2

x2 (1− x)n−2 − · · · − (ϵ0 + ϵ1 + · · · + ϵn−1)
n
n

xn (1− x)n−n .
Now we regroup some terms:
Bny(x) = y0 − ϵ0
n
1

x1 (1− x)n−1 − (ϵ0 + ϵ1)
n
2

x2 (1− x)n−2 − · · · − (ϵ0 + ϵ1 + · · · + ϵn−1)
n
n

xn (1− x)n−n .
With some more regrouping, we get
Bny(x) = y0 − ϵ0
n−
ℓ=1
n
ℓ

xℓ (1− x)n−ℓ − ϵ1
n−
ℓ=2
n
ℓ

xℓ (1− x)n−ℓ − · · · − ϵn−1
n−
ℓ=n
n
ℓ

xℓ (1− x)n−ℓ ,
and using Property (2.8), we can write
Bny(x) = y0 − ϵ0

1−
0−
ℓ=0
n
ℓ

xℓ (1− x)n−ℓ

− ϵ1

1−
1−
ℓ=0
n
ℓ

xℓ (1− x)n−ℓ

− · · ·
− ϵn−1

1−
n−1
ℓ=0
n
ℓ

xℓ (1− x)n−ℓ

.
Using the definition of Bwn,k(x), the above becomes
Bny(x) = y0 − ϵ0

1− Bwn,0(x)
− ϵ1 1− Bwn,1(x)− · · · − ϵn−1 1− Bwn,n−1(x) ;
and finally, using (3.10), we get
Bny(x) = yn + ϵ0Bwn,0(x)+ ϵ1Bwn,1 (x)+ · · · + ϵn−1Bwn,n−1(x),
and thus (3.11) is proved.
We denote by δw the following ‘‘error’’ function defined by the relation
wn,k(x) = Bwn,k(x)+ δwn,k(x). (3.12)
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Using (3.11), (3.8) and (3.9) become
1
a
nϵ0 =
n−1
k=0
ϵkBwn,k (ξ1)+ yn (3.13)
bnϵn−1 =
n−1
k=0
ϵkBwn,k (ξ2)+ yn. (3.14)
We define the integers j1 := ⌈nξ1⌉ , j2 := ⌈nξ2⌉. Then we have j1n < ξ1 ≤ j1+1n and j2n < ξ2 ≤ j2+1n . Using (3.12), (3.8) and
(3.9) become
1
a
nϵ0 =
n−1
k=0
ϵkwn,k (ξ1)−
n−1
k=0
ϵkδwn,k (ξ1)+ yn (3.15)
bnϵn−1 =
n−1
k=0
ϵkwn,k (ξ2)−
n−1
k=0
ϵkδwn,k (ξ2)+ yn. (3.16)
But wn,k (ξ1) = 0 for all k ≤ j1 and wn,k (ξ1) = 1 for all k ≥ j1 + 1. On the other hand, wn,k (ξ2) = 0 for all k ≤ j2 and
wn,k (ξ2) = 1 for all k ≥ j2 + 1. Hence (3.15) and (3.16) become
1
a
nϵ0 =
n−1
k=j1+1
ϵk −
n−1
k=0
ϵkδwn,k (ξ1)+ yn
bnϵn−1 =
n−1
k=j2+1
ϵk −
n−1
k=0
ϵkδwn,k (ξ2)+ yn,
or using (3.10),
1
a
nϵ0 = −
j1−
k=0
ϵk −
n−1
k=0
ϵkδwn,k (ξ1)+ y0 (3.17)
bnϵn−1 = −
j2−
k=0
ϵk −
n−1
k=0
ϵkδwn,k (ξ2)+ y0. (3.18)
Now the ‘‘error’’ function δwn,k(x) can be written as
δwn,k(x) =

1−
k−
ℓ=0
n
ℓ

xℓ (1− x)n−ℓ for 0 ≤ x ≤ k
n
−
k−
ℓ=0
n
ℓ

xℓ (1− x)n−ℓ for k
n
< x ≤ 1
or equivalently
δwn,k(x) =

n−
ℓ=k+1
n
ℓ

xℓ (1− x)n−ℓ for 0 ≤ x ≤ k
n
−
k−
ℓ=0
n
ℓ

xℓ (1− x)n−ℓ for k
n
< x ≤ 1.
So, for x = ξ1, we get
δwn,k (ξ1) =

n−
ℓ=k+1
n
ℓ

ξ ℓ1 (1− ξ1)n−ℓ for 0 ≤ ξ1 ≤
k
n
−
k−
ℓ=0
n
ℓ

ξ ℓ1 (1− ξ1)n−ℓ for
k
n
< ξ1 ≤ 1.
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But j1n < ξ1 ≤ j1+1n . Hence
δwn,k (ξ1) =

n−
ℓ=k+1
n
ℓ

ξ ℓ1 (1− ξ1)n−ℓ for 0 ≤ j1 ≤ k− 1
−
k−
ℓ=0
n
ℓ

ξ ℓ1 (1− ξ1)n−ℓ for k− 1 < j1 ≤ n
or equivalently
δwn,k (ξ1) =

−
k−
ℓ=0
n
ℓ

ξ ℓ1 (1− ξ1)n−ℓ for k = 0, 1, . . . , j1
n−
ℓ=k+1
n
ℓ

ξ ℓ1 (1− ξ1)n−ℓ for k = j1 + 1, j1 + 2, . . . , n− 1.
By the exactly same reasoning,
δwn,k (ξ2) =

−
k−
ℓ=0
n
ℓ

ξ ℓ2 (1− ξ2)n−ℓ for k = 0, 1, . . . , j2
n−
ℓ=k+1
n
ℓ

ξ ℓ2 (1− ξ2)n−ℓ for k = j2 + 1, j2 + 2, . . . , n− 1.
So (3.17) and (3.18) become
1
a
nϵ0 = −
j1−
k=0
ϵk +
j1−
k=0
ϵk
k−
ℓ=0
n
ℓ

ξ ℓ1 (1− ξ1)n−ℓ −
n−1
k=j1+1
ϵk
n−
ℓ=k+1
n
ℓ

ξ ℓ1 (1− ξ1)n−ℓ + y0 (3.19)
bnϵn−1 = −
j2−
k=0
ϵk +
j2−
k=0
ϵk
k−
ℓ=0
n
ℓ

ξ ℓ2 (1− ξ2)n−ℓ −
n−1
k=j2+1
ϵk
n−
ℓ=k+1
n
ℓ

ξ ℓ2 (1− ξ2)n−ℓ + y0 (3.20)
or equivalently
1
a
nϵ0 = −
n−1
k=0
ϵk +
j1−
k=0
ϵk
k−
ℓ=0
n
ℓ

ξ ℓ1 (1− ξ1)n−ℓ +
n−1
k=j1+1
ϵk
k−
ℓ=0
n
ℓ

ξ ℓ1 (1− ξ1)n−ℓ + y0 (3.21)
1
a
nϵ0 = −
n−1
k=0
ϵk +
n−1
k=0
ϵk
k−
ℓ=0
n
ℓ

ξ ℓ1 (1− ξ1)n−ℓ + y0. (3.22)
Hence
1
a
nϵ0 = −
n−1
k=0
ϵk
n−
ℓ=k+1
n
ℓ

ξ ℓ1 (1− ξ1)n−ℓ + y0
bnϵn−1 = −
n−1
k=0
ϵk
n−
ℓ=k+1
n
ℓ

ξ ℓ2 (1− ξ2)n−ℓ + y0.
We set
n−
ℓ=k+1
n
ℓ

ξ ℓi (1− ξi)n−ℓ = Pn,ξi (X > k) , i = 1, 2.
We recall that Pn,ξi (X > k), i = 1, 2, is the complementary cumulative distribution function of a Bernoulli trial with
probability ξi, i = 1, 2. Then we get
1
a
nϵ0 = −
n−1
k=0
ϵkPn,ξ1 (X > k)+ y0
bnϵn−1 = −
n−1
k=0
ϵkPn,ξ2 (X > k)+ y0.
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From Lemma 3, it follows that Pn,ξ1 (X ≤ k) ≥ Pn,ξ2 (X ≤ k). Thus Pn,ξ1 (X > k) ≤ Pn,ξ2 (X > k), and hence−Pn,ξ1 (X > k) ≥
−Pn,ξ2 (X > k). Multiplying by ϵk and summing up, we get−
∑n−1
k=0 ϵkPn,ξ1 (X > k) ≥ −
∑n−1
k=0 ϵkPn,ξ2 (X > k), and thus for
any choice of a positive sequence ϵk wewill always have 1anϵ0 ≥ bnϵn−1, as expected from (3.8), (3.9) and the monotonicity
of solutions. The above two relations can be written in a more compact form as
1
a
nϵ0 = −
n−1
k=0
ϵkpk + y0 (3.23)
bnϵn−1 = −
n−1
k=0
ϵkqk + y0 (3.24)
with pk = Pn,ξ1 (X > k) , qk = Pn,ξ2 (X > k) and 0 ≤ pk ≤ qk. Now we augment (3.23) and (3.24) as follows:
ϵi = 1nc
(i)

y0 −
n−1
k=0
ϵkr
(i)
k

, i = 0, 1, . . . , n− 1,
where a = c(0) < c(1) < · · · < c(n−1) = 1b and pk = r (0)k < r (1)k < · · · < r (n−1)k = qk with
r (i)k =
n−
ℓ=k+1
n
ℓ

µℓi (1− µi)n−ℓ
and ξ1 = µ0 < µ1 < · · · < µn−1 = ξ2. Obviously, (3.23) and (3.24) are satisfied by the construction of this augmentation.
This system can be written as
A {ϵk}n−10 =
y0
n

c(k)
n−1
0 ,
where A is the n× nmatrix
1+ c
(0)r (0)0
n
c(0)r (1)0
n
c(0)r (2)0
n
· · · c
(0)r (n−1)0
n
c(1)r (0)1
n
1+ c
(1)r (1)1
n
c(1)r (2)1
n
· · · c
(1)r (n−1)1
n
c(2)r (0)2
n
c(2)r (1)2
n
1+ c
(2)r (2)2
n
· · · c
(2)r (n−1)2
n
...
...
...
. . .
...
c(n−1)r (0)n−1
n
c(n−1)r (1)n−1
n
c(n−1)r (2)n−1
n
· · · 1+ c
(n−1)r (n−1)n−1
n

.
Using Cramer’s rule, the solution of this system is
ϵk = |Ak||A| , k = 0, 1, . . . , n− 1,
where, for example, A1 is the matrix
1+ c
(0)r (0)0
n
y0c(0)
n
c(0)r (2)0
n
· · · c
(0)r (n−1)0
n
c(1)r (0)1
n
y0c(1)
n
c(1)r (2)1
n
· · · c
(1)r (n−1)1
n
c(2)r (0)2
n
y0c(2)
n
1+ c
(2)r (2)2
n
· · · c
(2)r (n−1)2
n
...
...
...
. . .
...
c(n−1)r (0)n−1
n
y0c(n−1)
n
c(n−1)r (2)n−1
n
· · · 1+ c
(n−1)r (n−1)n−1
n

.
Now, using induction, we can see that |A| = s0
n0
+ s1
n1
+· · ·+ sn−1
nn−1 + snnn , where s0 = 1, s1 =
∑n−1
i=0 c(i)r
(i)
i and sk, k = 2, . . . , n,
is a sum of n!
(n−k)! terms of the form
∏k
m=1 g(k)c(m)r
(j(m))
i(m) , where g(k) takes the values±1.
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It follows that |A| has n! summands, and each summand is a product of n factors. All these factors but one have the form
1+ c
(l)r (m)l
n
∏ c(k)r (j)j
n
, (3.25)
where the product (3.25) has n− 1 factors. The one extra summand is
n∏
i=0

1+ c
(i)r (i)k
n

.
The product (3.25) is no greater than 2
nn−1 . With n! summands, |A| is no greater than
n∏
i=0

1+ c
(i)r (i)k
n

+ 2 n!
nn−1
.
Thus, for large enough n, we have
|A| ≈ 1+ 1
n
n−
i=0
c(i)r (i)k
and
|Ai| ≈ c
(i)y0
n
1+ 1n
n∑
i=0
c(i)r (i)k
1+ c(i)r
(i)
k
n
.
Thus, for large enough n, ϵk approximates
c(i)y0
n+c(i)r(i)k
, and the lemma is proved. 
Remark 9. Let Y = y ∈ Rn+1 : Bny(x) is acceptable. Every element of Y obeys, among others, (3.1). Hence Y is closed and
bounded, and thus a compact subset of Rn+1. It is easy to see that the set E of all vectors ϵ ∈ Rn, where ϵi = yi− yi+1, is also
compact.
Now we state our main theorem.
Theorem 10. Under the suppositions of Theorem 6, any solution of problem (1.1), (1.2) can be approximated uniformly by
acceptable Bernstein polynomials.
Proof. First we define the quantity
E

Bny(x)
 := d2Bny(x)dx2 + f

x, Bny(x),
dBny (x)
dx
 (3.26)
over all acceptable Bernstein polynomials Bny (x). Note that this quantity is zero iff B
n
y (x) is a solution. Next we define
en [y] := max
0≤x≤1
E

Bny(x)

. (3.27)
From Remark 9, Y is compact, and thus we may define en as the absolute minimum,
en = min
y
en [y] . (3.28)
We will prove in Corollary 11 that en → 0. Now, this absolute minimum en, in general, will be achieved for possibly more
than one value of the vector y ∈ Y . Indeed, although en [y] is minimized (due to compactness) at least on one point of Y ,
there is no guarantee that this point is unique. So let Y ∗ be the set of all these minima, i.e., all y for which en [y] = en.
Denote all the acceptable polynomials for which y attains en by

Bny(x)

y∈Y∗ . Thus, for all y ∈ Y ∗, E

Bny (x)
 = en. The
Bernstein polynomials

Bny(x)

y∈Y∗ thus obtained form a sequence of non-empty families of polynomials. By construction,
everymember of

Bny(x)

y∈Y∗ gives rise to the same value of en [y], namely en. Pick onemember of

Bny(x)

y∈Y∗ for each n. Let
us denote this sequence of polynomials thus obtained by Lny∗(x). The family L
n
y∗(x) is uniformly bounded and equicontinuous.
Indeed, Lny∗(x) is uniformly bounded, since every member v(t) of this family is decreasing, positive and η ≤ v(0) ≤ 2H .
Moreover, from concavity it follows that
v′(1) ≥ v′(t) and v′(1) = 1bv (ξ2) ≤ 1b2H , and thus the family Lny∗(x) is
equicontinuous. Hence,we can apply the Arzela–Ascoli theorem for Lny∗(x), i.e., there exists at least one uniformly convergent
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subsequence Lσ(n)y∗ (x). Denote the limit of L
σ(n)
y∗ (x) byu(t). Ifu(t) is a solution of (1.1), (1.2), then we are done; i.e., Lσ(n)y∗ (x)
is a sequence of acceptable Bernstein polynomials approximating uniformly the solutionu(x). Now take the case where
the limitu(x) of Lσ(n)y∗ (x) is not a solution of (1.1), (1.2) for all converging subsequences Bσ(n)y (x)y∈Y∗ of Bny(x)y∈Y∗ . We
will prove that this is not the case; i.e., we will construct a subsequence of

Bny(x)

y∈Y∗ of acceptable Bernstein polynomials
converging to a solution u(x). Take a particular solution u(x) of (1.1), (1.2). The Bernstein polynomials of u(x) are
Bnu(x) =
n−
k=0
u

k
n
n
k

xk (1− x)n−k .
Since u(x) is by hypothesis a solution of (1.1), (1.2), the vector {uk}n0 :=

u
 k
n
n
0 satisfies ∆
1uk ≤ 0,∆2uk ≤ 0, 0 < η ≤
u0 ≤ 2H and n (u0 − u1) ≤ 2H − u0 but not (3.5) and (3.6); otherwise Bnu(x)would be acceptable. We define the sequences
ζ1(n) and ζ2(n) by
ζ1(n) := n (u0 − u1)− aBnu (ξ1)
ζ2(n) := n (un−1 − un)− 1bB
n
u (ξ2) .
The sequences ζ1(n) and ζ2(n) are not identically zero (otherwise Bnu(x)would be acceptable) but have zero limit since u(x)
is by hypothesis a solution to (1.1), (1.2). Indeed, from (2.1) and (2.2), it follows that the limit of n (u0 − u1) is−u′(0) and the
limit of Bnu (ξ1) is u (ξ1). But −u′(0) = au (ξ1) due to the first boundary condition. Similarly for ζ2(n). Repeating verbatim
the proof of Lemma 8, using the solution vector uwhich obeys (3.5) and (3.6) in place of y, we get
1
a
nϵu0 − ζ1(n) = −
n−1
k=0
ϵukpk + u0 (3.29)
bnϵun−1 − ζ2(n) = −
n−1
k=0
ϵuk qk + u0. (3.30)
Note that (3.29) and (3.30) are similar to (3.23) and (3.24) with {ζi(n)}21 added to the left-hand side. Now we define a new
sequence

uˆk
n−1
0 = {uk − θk}n−10 as follows. Take two vectors {bk}n−10 , {ck}n−10 satisfying the following six relations:
n−1
k=0
bkpk = 0,
n−1
k=0
ckqk = 0
b0 = − ζ1(n)n−1∑
k=0
p2k
p0, bn−1 = − ζ1(n)n−1∑
k=0
p2k
pn−1
c0 = − ζ2(n)n−1∑
k=0
q2k
q0, cn−1 = − ζ2(n)n−1∑
k=0
q2k
qn−1.
Now define θ0 = 0, θn−1 = 0 and θk by
n−1
k=0
θkpk = ζ1(n),
n−1
k=0
θkqk = ζ2(n).
The fact that we can define {θk}n−10 as above can be seen as follows. Solving the above two equations with respect to {θk}n−10 ,
we get
θk = ζ1(n)n∑
k=0
p2k
pk + bk, θk = ζ2(n)n∑
k=0
q2k
qk + ck, (3.31)
where {bk}n−10 , {ck}n−10 must be such that
n−1
k=0
bkpk = 0,
n−1
k=0
ckqk = 0,
and thus the choice (3.31) for {θk}n−10 is possible. It is to be noted that, with the exception of the above two equations, every
term of {bk}n−21 , {ck}n−21 is completely arbitrary. Moreover, by construction, for n large enough the values of c0, cn−1, b0
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and bn−1 can become as small as we want. Indeed, these four terms are of the form κζi, i = 1, 2 with κ bounded and ζi
converging to zero. Substituting the above values of ζ1 and ζ2 in (3.29) and (3.30), we get
1
a
n

ϵu0 − θ0
 = − n−1
k=0

ϵuk − θk

pk + uˆ0
bn

ϵun−1 − θn−1
 = − n−1
k=0

ϵuk − θk

qk + uˆ0.
Then setting

ϵˆk
n−1
0 :=

ϵuk − θk
n−1
0 , the above two relations can be written as
1
a
nϵˆ0 = −
n−1
k=0
ϵˆkpk + uˆ0
bnϵˆn−1 = −
n−1
k=0
ϵˆkqk + uˆ0.
Since θ0 = 0, it follows that uˆ0 = u0; hence (3.3) is satisfied by

uˆk
n−1
0 . From [2], we know that the boundary conditions of
(1.1), (1.2) are not satisfied on the boundary of the triangle S1, but only in some subset of its interior. The ζ1(n), ζ2(n) have
zero limit. Moreover, as we mentioned before, every term of {bk}n−10 , {ck}n−10 can be chosen smaller than any positive ϵ∗ for
n large enough. Thus we can choose {bk}n−10 , {ck}n−10 so that (3.1) and (3.2) are satisfied by

ϵˆk
n−1
0 in the interior of S1 and,
moreover, for n large enough, supk {|bk|}n−10 and supk {|ck|}n−10 can be chosen smaller than ϵ∗. The sequence

uˆk
n−1
0 gives
rise to a new acceptable (due to the above two relations) Bernstein polynomial
Bnuˆ(x) = Bnu−θ(x) =
n−
k=0
(uk − θk)

k
n
n
k

xk (1− x)n−k = Bnu(x)− Bnθ(x),
where
Bnθ(x) =
n−
k=0
θk
n
k

xk (1− x)n−k .
By Lemma 5, it follows that the function Bnθ(x) converges to the zero function in the supremum norm. Hence B
n
uˆ (x)→ u(x)
in the supremum norm, since by hypothesis Bnu(x)→ u(x) in the supremum norm, and thus Bnuˆ(x) is an acceptable Bernstein
polynomial converging uniformly to the solution u(x). 
Corollary 11. The sequence en defined in (3.28) has zero limit.
Proof. If the limit of Lσ(n)y∗ (x) is a solution of (1.1), (1.2), then en → 0. If not, we calculate
eˆn = inf
uˆ∈Uˆn
max
0≤x≤1
d2Bnuˆ(x)dx2 + f

x, Bnuˆ(x),
dBnuˆ(x)
dx
 ,
where uˆ = u− θ is defined in the proof of Theorem 10 and uˆ∗ is the set of all u such that
max
0≤x≤1
d2Bnuˆ∗ (x)dx2 + f

x, Bnuˆ∗(x),
dBnuˆ∗(x)
dx
 = eˆn.
Note that Uˆn ⊆ Y ⊂ Rn+1, i.e., the space of the parameters of uˆ is a subset of the space Y , because Bnuˆ(x) is acceptable by
construction. Since Uˆn ⊆ Y , it follows that eˆn ≥ en. (Indeed, if g : X → R is any continuous function, X compact and x∗ is
a point of minimum of g , i.e., g (x∗) ≤ g(x) for all x ∈ X , then if A ⊆ X it follows that the restriction gA of g on A satisfies
infx∈A gA(x) ≥ g (x∗)). Since Bnuˆ∗(x) converges uniformly to the solution of (1.1), (1.2), it follows that eˆn → 0. Hence en → 0
also. 
Remark 12. Theorem 6 in [2] is crucial to the proof of Theorem 10. Without this result, all we can prove by our approach
is that Lny∗(x) has a convergent subsequence L
σ(n)
y∗ (x) → u(x) and E Lσ(n)y∗ (x) → E [u(x)] which is zero by Corollary 11.
This can be seen as follows. For any real numbers a1, a2, b1, b2 we have |a1 − b1| + |a2 − b2| ≥ |a1 + a2 − (b1 + b2)| ≥
|a1 + a2| − |b1 + b2|. Hence
|a1 + a2| − |b1 + b2| ≤ |a1 − b1| + |a2 − b2| . (3.32)
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Fig. 3.1. The graph of (3.33).
From the continuity of f and the fact that Lσ(n)y∗ (x)→u(t) in the supremum norm, it follows that, for any ϵ > 0, we have
ϵ >
d2L
σ(n)
y∗ (x)
dx2
− d
2u(x)
dx2
−
f

x, Lσ(n)y∗ (x),
dLσ(n)y∗ (x)
dx

− f

x,u(x), du(x)
dx
 .
Inserting in (3.32) a1 = d
2Lσ(n)y∗ (x)
dx2
, b1 = d2u(x)dx2 , a2 = f

x, Lσ(n)y∗ (x),
dLσ(n)y∗ (x)
dx

and b2 = f

x,u(x), du(x)dx , we get
ϵ >
d2L
σ(n)
y∗ (x)
dx2
+ f

x, Lσ(n)y∗ (x),
dLσ(n)y∗ (x)
dx
−
d2u(x)dx2 + f

x,u(x), du(x)
dx
 .
Hence E

Lσ(n)y∗ (x)

→ E [u(x)] = 0 as n →∞.
In the following, we show example cases for n = 2 and n = 3.
Example 13. n = 2. We choose a = 110 , b = 910 , ξ1 = 310 , ξ2 = 810 and f (x, u, v) = |u− v|; i.e., (1.1), (1.2) becomes
u′′(t)+ u(t)− u′(t) = 0, u′(0) = − 110u  310  , u′(1) = − 109 u  810  and
u(0), u′(0)
 ∈ (λ, µ) ∈ R2 : 2H ≥ λ ≥ η, 0 ≥ µ ≥ λ− 2H .
Since n = 2, we have B2y(x) = (1− x)2 y0 + 2 (1− x) xy1 + x2y2. Solving (3.5) and (3.6) with respect to y1 and y2, we get
y1 = 23 80424 979y0, y2 =
14 029
24 979
y0.
Plugging these values in B2y(x), we get
B2y(x) = y0
24 979− 50x (47+ 172x)
24 979
.
Plugging this into (3.26), we get
E

B2y(x)
 = y0 27 329+ 14 850x− 8600x2− 17 20024 979 .
This is maximized with respect to x for x = 297344 , and it is minimized with respect to y0 for y0 = 24 97914 029η. Then y1 = 23 80414 029η
and y2 = η. Finally,
1
η
B2y(x) =
24 979
14 029
(1− x)2 + 223 804
14 029
(1− x) x+ x2. (3.33)
In Fig. 3.1, we can see the graph of 1
η
B2y(x).
Example 14. n = 3. We choose again a = 110 , b = 910 , ξ1 = 310 , ξ2 = 810 and f (x, u, v) = |u− v|; i.e., (1.1), (1.2) becomes
u′′(t)+ u(t)− u′(t) = 0, u′(0) = − 110u  310  , u′(1) = − 109 u  810  and
u(0), u′(0)
 ∈ (λ, µ) ∈ R2 : 2H ≥ λ ≥ η, 0 ≥ µ ≥ λ− 2H .
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Fig. 3.2. The graphs of B3y∗ (x). We can see that, for n = 3, the space Y ∗ already has more than one element.
Solving (3.5) and (3.6) with respect to y2 and y3, we get
y2 = 952 585y0 − 977 739y16696 , y3 =
228 947y0 − 235 065y1
2232
,
and plugging these values into (3.26), we get
y02232E

B2y(x)
 = | |A| + B| ,
where
A = 8928− 1 925 258x+ 3 136 891x2 − 725 870x3+ 3 −2232+ 662 986x− 1 079 747x2 + 249 790x3 z,
B = (1 918 562− 4 355 220x)+ 6 (−330 377+ 749 370x) z,
and z = y1y0 ∈ [0, 1]. E

B2y(x)

is maximized with respect to x for x = 0 and for x = 1, where we have
E

B2y(0)
 = |1 918 562− 1 982 262z + |8928− 6696z||
and
E

B2y(1)
 = |−2 436 658+ 2 513 958z + |494 691− 507 609z|| .
E

B2y(0)

is minimized with respect to z for z = 963 745994 479 and E

B2y(1)

for z = 1 941 9672 006 349 . Note that theminimum values of both
E

B2y(0)

and E

B2y(0)

are zero. For z = 963 745994 479 and z = 1 941 9672 006 349 , we find
y2 = y0 501 265662 986 , y3 = y0
340 581
662 986
y2 = y0 1 863 9622 006 349 , y3 = y0
426 988
668 783
.
Plugging these values in B3y(x), we find
1
y0
B3y∗(x) = (1− x)3 + 3 (1− x)2 x
963 745
994 479
+ 3 (1− x) x2 501 265
662 986
+ x3 340 581
662 986
1
y0
B3y∗(x) = (1− x)3 + 3 (1− x)2 x
1 941 967
2 006 349
+ 3 (1− x) x2 1 863 962
2 006 349
+ x3 426 988
668 783
.
Fig. 3.2 shows the graphs of the above two polynomials.
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