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Cyber-attacks such as spam mail or DDoS attack are suered in recent years. To detect those
attacks, many researches have been conducted on detecting intrusions by monitoring packets
passing network equipment. In this study, I propose the method that detecting cyber-atacks
with characteristics with low memory and naive processing using online machine learning. I used
feature values by each TCP session and disscussed eectiveness of online learning by comparing
the accuracy between SCW (Soft Condence-Weighted) as online machine learning algorithm
and SVM (Support Vector Machine) as oine algorithm. In the experiment, I used CCC (Cyber
Clean Center) DATAset provided MWS(Malware WorkShop) as attacked honeypot's log data.
The experimental results shows the accuracy of SVM using RBF kernel resulted in approximately
90% and the accuracy of SCW resulted in approximately 80%. We conclude that although SCW
is expected to decrease low memory and low processing speed, it could not be kept the sucient
accuracy.
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に TCPセッションを使用し既存研究の SVMと SCWの精度を比較することによってオンライン
学習の使用可能性を検討した．実験のためにMWS(マルウェア対策研究人材育成ワークショップ)
が提供する CCC DATAsetと呼ばれるハニーポットへの攻撃ログを用いて精度を測定した．実験
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1: w(1) = 0
2: for t = 1; 2; ::: do
3: if y(t)w(t)T < E then
4: w(t+1) = w(t) + y(t)Ax(t)
5: else
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1: w(1) = 0
2: for t = 1; 2; ::: do
3: if y(t)w(t)T  0 then
4: w(t+1) = w(t) + y(t)x(t)
5: else
6: w(t+1) = w(t)
7: end if
8: end for











subject to PwN(;)(y(t)wTx(t)  0)   (3.1)
となる．;は平均ベクトル，分散共分散行列DKLはカルバックライブラー距離である．
この問題の解は
(t+1) = (t) + (t)y(t)(t)x(t)
(t+1) = (t)   (t)(t)xTx(t)(t)
(3.2)
となる．このときの ，は，
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3.1.4 SCW (Soft Condence-Weighted learning)
CWの問題点を受けて SCW[12]が提案された．教師ラベルのノイズの影響を防ぐため
CWの制約式である













+ Cl(;;x(t); y(t)) (3.6)
となる．この問題を解くと，CWと同様に
(t+1) = (t) + (t)y(t)(t)x(t)
(t+1) = (t)   (t)(t)xTx(t)(t)
(3.7)
となる．ただし，CWと比較して ; の値が異なり



















なる．一方で CWと SCWは共分散行列 と入力データ xの積計算を行う必要があるた
めパーセプトロンと比較すると多くの処理を行い，計算時間が長くなる．
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Algorithm 3 SCW
1: Inputs:
parameters C > 0;  > 0
2: Initialize:
0 = (0; :::; 0)
T ;0 = I
3: for t = 1; :::T do
4: 入力 xt 2 Rd
5: 識別 y^t = sign(t 1  xt)
6: 教師 yt
7: 損失 l(N(t 1;t 1); (xt; yt))
8: if l(N(t 1;t 1); (xt; yt)) > 0 then
9: t+1 = t + tyttxt
10: t+1 = t   ttxTt xtt
11: t と tは提案手法 (SCW-I,SCW-II)により異なる．
12: end if
13: end for
手法 計算速度 収束速度 ノイズの影響
パーセプトロン 高速 遅い 大きい
CW 低速 速い 大きい
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を 2010年 8月 18日から 8月 31日，2011年 1月 18日から 1月 31日の期間中に収集する．
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サービス 収集先 プロトコル ポート番号
FTPによる送受信 忍者ツールズ FTP 23
メールの送受信 Yandex Mail SMTP over SSL 465





ファイルダウンロード Wireshark HTTP 80
音声通話 Skype 非公開 (TLS) 443
チャット Line 非公開 (TLS) 443
音声 Radiko RTMP 1935
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5.4 評価方法
評価指標として精度 (accuracy)を測定する．評価には 10Foldの交差検証を用いた．ラ
ンダム抽出により 10分割したデータの 1割をテストデータ，残り 9割を訓練データとし
て精度を求めた．10通りのテストデータによる精度の平均を評価指標をとした．
5.5 結果















RBF 0.00001 10.0 0.88681
RBF 0.0001 10.0 0.87617
RBF 0.001 10.0 0.85420
RBF 0.00001 100.0 0.90370
RBF 0.0001 100.0 0.88109
RBF 0.001 100.0 0.85633
RBF 0.00001 1000.0 0.91302
RBF 0.0001 1000.0 0.88680
RBF 0.001 1000.0 0.85899
線形 - 1.0 0.50837
線形 - 10.0 0.50768
線形 - 100.0 0.53071
線形 - 1000.0 0.51822
比較対象である SVMのパラメータは線形 SVMはC = f1:0; 10:0; 100:0; 1000:0g，RBF
カーネルの非線形 SVMは C = f10:0; 100:0; 1000:0g， = f0:00001; 0:0001; 0:001gの結
17
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果を示す．
結果より表より SCWの制度は，線形 SVMと比較すると高く，非線形 SVMと比較す
ると低い値になっている．
18
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非線形 SVMと SCWを比較すると SCWでは非線形 SVMほどの精度が得られていな
いことがわかる．また，非線形 SVMと線形 SVMを比較すると線形 SVMの結果が非線
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イン学習の中で収束が早い SCW(Soft Condence-Weight Learning)を用いた．
実験として SVMと SCWの比較を行った．攻撃データにはCCC DATAset2011から抽
出したものを使用し，正常データには学内ネットワークで取得したパケットを利用し，交
差検証を行い精度を算出した．
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