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Abstract
In this paper I report a pedagogical derivation of the unconventional electronic hydrodynamics in graphene
on the basis of the kinetic theory. While formally valid in the weak coupling limit, this approach allows one
to derive the unconventional hydrodynamics in the system which is neither Galilean- nor Lorentz-invariant,
such that hydrodynamic equations can not be inferred from symmetry arguments. I generalize earlier work
to include external magnetic fields and give explicit expressions for dissipative coefficients, the shear viscosity
and electrical conductivity. I also compare the resulting theory with relativistic hydrodynamics.
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Electronic hydrodynamics has recently evolved into a fast paced field with multiple experimental and
theoretical groups working to establish observable effects of hydrodynamic behavior of electronic systems
across a wide range of materials (for a comprehensive list of references see recent reviews [1, 2]). Just as in the
usual hydrodynamics of ordinary fluids, one can arrive at the final set of hydrodynamic equations in several
complementary ways. One way is purely phenomenological [3] : one writes an equation of motion for a small
element of the fluid, a continuity equation expressing conservation of “mass” (or “matter”), and (at least
for an ideal fluid) an adiabaticity condition. The resulting five (in three dimensions) differential equations
determine the five macroscopic quantities characterizing the (one-component) fluid, e.g., the velocity vector,
fluid density, and pressure. Another way of deriving the hydrodynamic equations [4] is also phenomenological
in nature, but is somewhat more general since it relies on thermodynamics rather than on classical mechanics
of a fluid element. Finally, the hydrodynamic equations can be derived from a “microscopic” Boltzmann
theory [5]. While more “technical” and thus conceptually straightforward, this method suffers from the
narrow applicability of the Boltzmann equation itself (i.e. the assumption of the constituent particles being
free in between successive collisions). However, one typically extends the validity region of the hydrodynamic
theory beyond that of the kinetic equation by assumption of universality: all fluids with the same symmetry
properties obey the same set of the hydrodynamic equations regardless of whether the coupling between
constituent particles is strong (e.g., in water) or weak (e.g., in a dilute gas).
As a macroscopic theory of strongly interacting systems, hydrodynamics might appear to be extremely
attractive for condensed matter theorists routinely dealing with problems where strong correlations invalidate
simple theoretical approaches. However, with the exception of the early work by Gurzhi [6], not so much
attention was given to this theory until recently. The reason for this is fairly simple: unlike water molecules,
electrons in solids exist in the environment created by a crystal lattice and hence their momentum is not
conserved. As a result, electron motion is typically diffusive, unless the sample size is smaller than the mean
free path in which case the system is ballistic.
For most typical scattering mechanisms in solids the mean free path is strongly temperature dependent.
At low temperatures, the electrons scatter mostly on lattice imperfections (or “disorder”) leading to, e.g., the
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residual resistance in metals. At high temperatures the main scattering mechanism is the electron-phonon
interaction. In many conventional (or “simple”) metals at least one of these two scattering mechanisms is
more effective than electron-electron interaction. In terms of the associated length scales, this statement can
be formulated as ℓee ≫ ℓdis, ℓe−ph (with the self-evident notation). On the other hand, if a material would
exist where the opposite condition were satisfied at least in some non-negligible temperature range, then one
could be justified in neglecting the momentum non-conserving processes and applying the hydrodynamic
theory. For a long time such a material was not known and as a result most people working in condensed
matter physics weren’t interested in hydrodynamics. In recent years, the situation has drastically changed as
several extremely pure materials became available bringing electronic hydrodynamics within experimental
reach. The best known such material is graphene [1, 2, 7, 8].
The purpose of this paper is to provide a pedagogical derivation of the unconventional hydrodynamics in
graphene. Low energy excitations in graphene have linear dispersion and hence are not Galilean-invariant.
Their motion is restricted to the two-dimensional (2D) plane of the graphene layer, but they are coupled
via the classical, three-dimensional (3D) Coulomb’s interaction, such that the electronic system in graphene
is not Lorentz-invariant either. As a result, one cannot simply apply neither the usual nor relativistic hy-
drodynamics. Instead, one has to derive the hydrodynamics equations for the electronic system in graphene
from scratch. The resulting set of equations forms the “unconventional” hydrodynamics in graphene.
1. Kinetic theory of Dirac fermions in graphene
For the purposes of this paper, I will assume the existence of a parameter range where the low energy
excitations in graphene can be described by a kinetic (Boltzmann) equation (see Ref. [9] for a detailed
discussion and derivation from the quantum many-body theory). I will further assume that at least some
part of this parameter range overlaps with the applicability region of the hydrodynamic theory. In that
region, the hydrodynamic equations can be derived from the kinetic theory. The extension of the resulting
theory beyond the applicability region of the kinetic equation can then be justified by the assumption of
universality of the hydrodynamic approach.
The necessary condition for the validity of the hydrodynamics is that the electron-electron interaction
is the dominant scattering mechanism in the system such that the typical length scale corresponding to
electron-electron interaction, ℓee, is the shortest length in the problem
ℓee ≪ ℓdis, ℓe−ph, ℓR, etc. (1)
Here ℓdis, ℓe−ph, and ℓR are the length scales characterizing disorder scattering, electron-phonon interaction,
and quasiparticle recombination [10] processes. All other scattering mechanisms are encoded in “etc”.
Lowering temperature towards zero, ℓee is expected to diverge, while ℓdis is not. As a result, the inequality
(1) can be expected to be fulfilled at temperatures which are high enough to justify the use of the kinetic
equation even at charge neutrality (but not too high, so that the electron-phonon interaction could still be
considered as subleading).
The general form of the kinetic equation [5] can be seen as a formal equality between the Liouville’s
operator and the collision integral. In a two-band electronic system, the kinetic equation can be written as
Lf = Stee[f ] + StR[f ]− f − 〈f〉ϕ
τdis
, (2a)
with (here E and B are the electric and magnetic fields)
L = ∂t + v ·∇r + (eE + e
c
v×B)·∇k. (2b)
Labeling single-particle states by the band index λ = ± and the momentum k, one can denote the distri-
bution function by f = fλk. The collision integral comprises three parts: Stee[f ] describes electron-electron
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interaction, StR[f ] – electron-hole recombination, while the remaining term in Eq. (2a) describes disorder
scattering. The latter involves angular averaging defined as
〈f〉ϕ =
π∫
−π
dϕ
2π
fλk, (3)
where ϕ is the polar angle describing the direction of k.
The form of the Liouville’s operator is independent of whether the underlying microscopic physics is
classical or quantum, at least as long as there is no spin-orbit interaction. The collision integral is more
sensitive to the microscopic details of the system. In particular, the τ -approximation employed in Eq. (2a) to
describe disorder scattering is almost certainly an oversimplification. Even then, τdis is a model-dependent
function of energy [7]. However in the limit of weak disorder, required by Eq. (1), one may assign a particular
large value to τdis (as determined by the temperature, T , and chemical potential, µ) such that most physical
observables (with the notable exception of thermal conductivity) will be insensitive to the choice of the
impurity model. Furthermore, the collision integral in Eq. (2a) disregards any “quantum” or “interference”
corrections to quasiparticle transport [11]. Below, I treat Stee[f ] at the Golden Rule level. While affecting
the numerical values of theoretical estimates for dissipative coefficients, this approximation has no bearing
on the form of hydrodynamic equations, which is the main goal of this derivation.
In this paper, I derive the hydrodynamics equations in graphene following the standard textbook steps
[5]: (i) integrating the kinetic equation (2), I obtain continuity equations expressing conservation of the
particle number (or electric charge), energy, and momentum; (ii) assuming local equilibrium, I relate the
quantities appearing in the continuity equations to macroscopic quantities characterizing the electronic
fluid (i.e., particle and energy densities and the flow velocity) and thus determine the equations of ideal
hydrodynamics in graphene (i.e., the generalization of the usual Euler equation); (iii) using an approximate
solution to the kinetic equation, I establish the leading dissipative corrections to the ideal hydrodynamics
and establish the generalization of the main equation of the usual hydrodynamics, i.e., the Navier-Stokes
equation. At the latter step I determine the explicit expressions for the dissipative coefficients, such as shear
viscosity and quantum conductivity.
2. Ideal hydrodynamics in graphene
2.1. Continuity equations
Hydrodynamics is a direct consequence of conservation laws. These are commonly expressed in terms
of continuity equations, which can be written on a phenomenological basis [3, 4]. Integrating the kinetic
equation, one can not only “derive” the continuity equations, but also give explicit expressions for the
corresponding densities and currents in terms of the distribution function.
2.1.1. Particle number conservation
The equation most commonly known as “the continuity equation” [3] expresses conservation of “mass”
or “matter”: the amount of fluid in any given volume can be changed only by means of fluid flow through
the volume boundary. In an electronic system, this is equivalent to conservation of electric charge. Within
the kinetic theory, this conservation law is manifested in the vanishing of the integrated collision integral in
(or the right-hand side of) the kinetic equation
N
∑
λ
∫
d2k
(2π)2
[
Stee[f ] + StR[f ]− f − 〈f〉ϕ
τdis
]
= 0.
Here λ = ± is the band index, k is the momentum labeling single-particle states, and N is the degeneracy
factor (in real graphene N = 4 due to spin and valley degeneracy).
The continuity equation can be obtained by integrating the kinetic equation (2a) and has the usual form
[3, 5]. The only subtle point arising in two-band systems is the treatment of the formally infinite number of
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particles in the filled band. However, assuming the contribution of the filled band to be constant, one can
immediately see that it vanishes upon differentiation and does not contribute to the continuity equation.
Consider first the time-derivative term in Eq. (2b). Integrating this term over all states yields
N
∑
λ
∫
d2k
(2π)2
∂tfλk = ∂tN
∫
d2k
(2π)2
[f+,k−(1−f−,k)] = ∂t(n+−n−) = ∂tn,
defining the charge density, n, (up to the factor of electric charge). The definitions of the numbers of charge
carriers in the two bands, n±, are given in Appendix A.1.
Similarly, the gradient term can be integrated as
N
∑
λ
∫
d2k
(2π)2
v ·∇rfλk=∂iN
∫
d2k
(2π)2
[
vi+,kf+,k−vi−,k (1−f−,k)
]
= ∂i
(
ji+−ji−
)
=∇r ·j,
defining the electric current, j (up to the factor of the electron charge; see Appendix A.2 for explicit
definitions of the quasiparticle currents, j± and j).
Charge conservation requires that the electric field does not affect the continuity relation. Technically,
this is expressed by means of the vanishing integral
eE ·N
∑
λ
∫
d2k
(2π)2
∇kfλk = eE ·N
∫
d2k
(2π)2
[∇kf+k −∇k (1−f−k)] = 0.
The situation with the magnetic field is more involved. Integrating the Lorentz term in Eq. (2a), one finds
ǫαβγBγN
∑
λ
∫
d2k
(2π)2
vβλk
∂fλk
∂kα
= −ǫαβγBγN
∑
λ
∫
d2k
(2π)2
fλk
∂vβλk
∂kα
.
For any rotationally invariant spectrum, velocity and momentum have the same direction and the latter
expression vanishes
∂vβλk/∂k
α ∝ δαβ , ǫαβγδαβ = 0.
Systems with anisotropic spectra should be considered separately. Such analysis is beyond the scope of this
paper. Whatever the spectrum, the Lorentz force cannot violate charge conservation.
Combining the above contributions, I find the standard continuity equation (usually, the continuity
equation is expressed in terms of the charge density and electric current, which differ from the quantities n
and j by a multiplicative factor of the electric charge)
∂tn+∇r ·j = 0, (4a)
which is valid for any electronic system (even if the kinetic equation itself is not).
Multiplying the kinetic equation by λ and integrating over all states, one can find a similar equation for
the imbalance current, jI , [see Eq. (A.3d)]
∂tnI +∇r ·jI = −
nI−n(0)I
τR
, (4b)
where the right-hand side describes the recombination processes [10] (within the τ -approximation; nI is the
imbalance density, see Appendix A.1, and n
(0)
I is the equilibrium imbalance density). Technically this term
appears from the integration of the collision integral StR[f ], which does not conserve the number of particles
in each band individually. In monolayer graphene, the dominant process contributing to quasiparticle
recombination is the impurity-assisted electron-phonon scattering [12].
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2.1.2. Energy conservation
In two-band systems with unbound (from below) spectrum, one has to define the energy density relative
to the (formally infinite) energy of the filled valence band, see Appendix A.3.
Similarly to the particle number conservation, energy conservation leads to the vanishing integral
N
∑
λ
∫
d2k
(2π)2
ǫλk
[
Stee[f ] + StR[f ]− f − 〈f〉ϕ
τdis
]
= 0.
Multiplying the kinetic equation (2a) by the energy and integrating over all single-particle states leads to
the continuity equation for the energy density [3, 5].
Since the quasiparticle energies and the energy of the filled valence band (A.4b) are independent of time,
integrating the first term in the Liouville’s operator yields
N
∑
λ
∫
d2k
(2π)2
ǫλk∂tfλk = ∂t N
∫
d2k
(2π)2
ǫλkfλk = ∂tnE ,
where the energy density, nE , is defined in Eq. (A.4).
The integrated gradient term in the Liouville’s operator defines the energy current, jE [see also Eq. (A.5)]
N
∑
λ
∫
d2k
(2π)2
ǫλkvλk ·∇rfλk =∇r ·N
∫
d2k
(2π)2
ǫλkvλkfλk =∇r ·jE .
The electric field acting on an electronic system leads to Joule’s heating. Integrating the electric field
term in the kinetic equation one finds
eE ·N
∑
λ
∫
d2k
(2π)2
ǫλk∇kfλk = −eE ·N
∑
λ
∫
d2k
(2π)2
vλkfλk = −eE · j.
Finally, the Lorentz force cannot lead to any change of energy since it does not do any work. Indeed,
integrating the Lorentz term in Eq. (2b), one finds (for a rotationally invariant system)
ǫαβγBγN
∑
λ
∫
d2k
(2π)2
ǫλkv
β
λk
∂fλk
∂kα
= −ǫαβγBγN
∑
λ
∫
d2k
(2π)2
fλkǫλk
∂vβλk
∂kα
.
Here the energy ǫλk is not differentiated since this would just yield a velocity and a cross product of two
velocities is zero. The last term is similar to that in the continuity equation.
Combining all of the above, I find the continuity equation for the energy density
∂tnE +∇r ·jE = eE · j, (5)
where the right-hand side describes the Joule’s heat.
2.1.3. Momentum conservation
Multiplying the kinetic equation by the momentum and integrating over all states, one finds that the
collision integrals due to electron-electron interaction and quasiparticle recombination vanish
N
∑
λ
∫
d2k
(2π)2
k (Stee[f ] + StR[f ]) = 0.
Impurity scattering, however, may relax momentum so that (unlike in the two previous cases) the impurity
contribution to the collision integral does not vanish. Within the τ -approximation [see Eq. (2a)], one finds
N
∑
λ
∫
d2k
(2π)2
k
f−〈f〉ϕ
τdis
=
1
τdis
N
∑
λ
∫
d2k
(2π)2
kfλk =
nk
τdis
,
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where the momentum density, nk, is defined in Appendix A.4.
The time derivative term in Eq. (2b) is treated same as before
N
∑
λ
∫
d2k
(2π)2
k∂tfλk = ∂tN
∑
λ
∫
d2k
(2π)2
kfλk = ∂tnk.
Integrating the gradient term, one finds the momentum flux tensor (A.7)
N
∑
λ
∫
d2k
(2π)2
kαvβλk∇βrfλk = ∇βrN
∑
λ
∫
d2k
(2π)2
kαvβλkfλk = ∇βrΠαβE .
The external forces can also change the momentum density. The electric field term can be integrated as
follows
eEβN
∑
λ
∫
d2k
(2π)2
kα∇β
k
fλk = eE
βN
∫
d2k
(2π)2
kα∇β
k
[f+,k−(1−f−,k)]
= −eEβN
∫
d2k
(2π)2
[f+,k−(1−f−,k)]∇βkkα = −enEα.
The Lorentz force can change the direction of momentum. Integrating the Lorentz term similarly the above
I find
ǫαβγBγN
∑
λ
∫
d2k
(2π)2
kµvβλk
∂fλk
∂kα
= −ǫαβγBγN
∑
λ
∫
d2k
(2π)2
fλk
[
δµαv
β
λk+k
µ∂v
β
λk
∂kα
]
= −j×B,
where at the last step I relied on rotational invariance.
Finally, I find the following equation
∂tn
α
k +∇βrΠαβE − enEα −
e
c
[j×B]α = − n
α
k
τdis
, (6)
which differs from the usual continuity equation for the momentum density [5] by the presence of the
electromagnetic fields and the weak disorder scattering term. The latter has to be small [see Eq. (1)],
otherwise the discussion of hydrodynamics makes no sense. However, the arguments leading to Eq. (6) are
rather general: they do not rely on Eq. (1) and are justified in the whole applicability region of the kinetic
equation (2).
2.1.4. Summary of the continuity equations
To summarize this section, I list all four continuity equations for a two-band electronic system (the above
arguments are not specific to graphene)
∂tn+∇r ·j = 0, (7a)
∂tnI +∇r ·jI = −
nI−n(0)I
τR
, (7b)
∂tnE +∇r ·jE = eE · j, (7c)
∂tn
α
k +∇βrΠαβE − enEα −
e
c
[j×B]α = − n
α
k
τdis
. (7d)
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2.2. Local equilibrium
The main underlying assumption of the hydrodynamic theory is that of the local equilibrium established
by the electron-electron collisions [5] on length scales much larger than ℓee. The corresponding distribution
function can be written as [12]
f
(0)
λk (r) =
{
1 + exp
[
ǫλk − µλ(r)− u(r)·k
T (r)
]}−1
, (8)
where µλ(r) is the local chemical potential and u(r) is the hydrodynamic (or “drift”) velocity.
In order to use the distribution function (8) in practical calculations, one needs to specify the quasiparticle
spectrum (the above general form of the continuity equations is valid for an arbitrary two-band electronic
system). In this paper, I will employ the following notations for the Dirac spectrum (the chirality λ = ±
distinguishes the conduction and valence bands)
ǫλk = λvgk, (9)
and velocities (hereafter ea denotes a unit vector in the direction a)
vλk = λvg
k
k
, ev = ek, k =
λk
vg
vλk =
ǫλkvλk
v2g
. (10)
Using the distribution function (8) and the Dirac spectrum (9) in the definitions (see Appendix A) of
the hydrodynamic quantities featuring in the continuity equations (7), one can arrive at the equilibrium
expressions for the macroscopic densities and currents. In particular, the quasiparticle currents (A.3c) and
(A.3d) can be expressed in terms of u and the corresponding densities, as one might expect
j = nu, jI = nIu, (11)
while the “charge” and “imbalance” densities defined in Eqs. (A.2) are given by
n = n+−n− = NT
2
2πv2g
n˜(
1−u2/v2g
)3/2 , n˜ = −Li2 (−eµ+/T)+ Li2 (−eµ−/T) , (12a)
nI = n++n− =
NT 2
2πv2g
n˜I(
1−u2/v2g
)3/2 , n˜I = −Li2 (−eµ+/T)− Li2 (−eµ−/T) , (12b)
where Lin(z) is the polylogarithm. For the simplest case µ± = µ, the total quasiparticle density (12b)
simplifies
n˜I(x = µ/T ) =
x2
2
+
π2
6
. (12c)
The energy current (A.5) can be expressed in terms of the energy density (A.4)
jE =
3nEu
2+u2/v2g
, (13)
where the energy density is given by
nE =
NT 3
πv2g
1+u2/(2v2g)(
1−u2/v2g
)5/2 n˜E , n˜E = −Li3 (−eµ+/T)− Li3 (−eµ−/T) . (14)
The momentum density nk is proportional to the energy current, see Eq. (A.6). The momentum flux
tensor (A.7) is also expressed in terms of the energy density (14)
ΠαβE =
nE
2+u2/v2g
[
δαβ
(
1− u
2
v2g
)
+
3uαuβ
v2g
]
. (15)
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Finally, the local equilibrium distribution function (8) can be used to compute the thermodynamic quanti-
ties. Introducing the linear combinations of the two chemical potentials µ± (i.e. defining the thermodynamic
variables conjugated to n and nI),
µ =
µ+ + µ−
2
, µI =
µ+ − µ−
2
⇔ µ+ = µ+ µI , µ− = µ− µI , (16)
I can define the compressibilities
∂n
∂µ
=
NT
2πv2g
[
ln
(
1+eµ+/T
)
+ln
(
1+e−µ−/T
)]
, (17a)
∂nI
∂µ
=
NT
2πv2g
[
ln
(
1+eµ+/T
)
−ln
(
1+e−µ−/T
)]
. (17b)
In the simplest case µ± = µ (i.e., µI = 0) the expression (17b) simplifies to
∂nI
∂µ
∣∣∣∣
µ±=µ
=
Nµ
2πv2g
, (17c)
in obvious agreement with Eq. (12c). In the same case, the compressibility (17a) can be re-written with the
help of the short-hand notation
∂n
∂µ
=
NT
2πv2g
, (17d)
with
T = T
[
ln
(
1+eµ/T
)
+ ln
(
1+e−µ/T
)]
= 2T ln
[
2 cosh
µ
2T
]
. (17e)
The hydrodynamic pressure (A.12) is proportional to the energy density
P = nE
1−u2/v2g
2+u2/v2g
, (18)
and hence for the enthalpy one finds
W = nE + P =
3nE
2+u2/v2g
. (19)
As a result, the expressions for the energy current (13) and momentum flux tensor (15) can be re-written as
jE = Wu, Π
αβ
E = Pδαβ +
W
v2g
uαuβ . (20)
2.3. Generalized Euler equation
Substituting the above hydrodynamic quantities into the continuity equations (7), I obtain the equa-
tions of the ideal hydrodynamics in graphene. Consider first the equation (7d) representing momentum
conservation. Using Eqs. (20) and (A.6), I find for the two derivative terms in Eq. (7d):
∂tnk = v
−2
g ∂t(Wu) = v
−2
g (W∂tu+ u∂tW );
∇β
r
ΠαβE = ∇βr (Pδαβ + v−2g Wuαuβ) = ∇αrP+v−2g [W (u·∇)uα+uα∇·(Wu)] .
The last term can be found from Eq. (7c) where one can use the energy density from Eq. (19) and the energy
current from Eq. (13)
∂t(W−P ) +∇·(Wu) = eE ·j.
8
Combining the above three equalities, I find
∂tn
α
k +∇βrΠαβE = v−2g W (∂t+u·∇)uα+∇αrP+v−2g uα [∂tP+eE ·j] .
As a result, I find the generalization of the Euler equation for graphene taking into account weak disorder
and external electromagnetic fields (cf. the standard Euler equation [3] comprising the first three terms in
the left-hand side)
W (∂t + u·∇)u+ v2g∇P + u∂tP + e(E ·j)u = v2genE + v2g
e
c
j×B − Wu
τdis
. (21)
Combined with the continuity equations (7), Eq. (21) describes the ideal electron-hole fluid in graphene.
Hydrodynamics of an ideal fluid is well-studied [3, 5]. In what follows, I relate Eq. (21) to the standard Euler
equation and its relativistic counterpart as well as consider the simplest solutions of the ideal hydrodynamics.
2.4. Entropy flow
Within the usual hydrodynamics, the ideal flow is isentropic [3] and hence one can derive a “continuity
equation” for entropy, which provides a definition of the entropy current. The entropy density of a system
of fermions is defined in terms of the distribution function as
s = −N
∑
λ
∫
d2k
(2π)2
[fλk ln fλk + (1−fλk) ln(1−fλk)] . (22)
Treating this integral as
s = N
∑
λ
∫
d2k
(2π)2
S[fλk], S[fλk] = − [fλk ln fλk + (1−fλk) ln(1−fλk)] ,
I can represent any derivative of s in the form
∂s
∂z
= N
∑
λ
∫
d2k
(2π)2
∂S[fλk]
∂fλk
∂fλk
∂z
.
Multiplying the kinetic equation in the absence of external fields by the derivative ∂S[fλk]/∂fλk and summing
over all states I obtain a macroscopic equation
∂s
∂t
+∇r ·jS = I. (23)
In the left-hand side of Eq. (23), s is the entropy density (A.16) and the vector jS can be interpreted as
the entropy current
jS = N
∑
λ
∫
d2k
(2π)2
vλkS[fλk]. (24)
Since the function S vanishes as k →∞, one may integrate by parts:
jS = −N
∑
λ
∫
d2k
(2π)2
ǫλk∇kS[fλk] = −N
∑
λ
∫
d2k
(2π)2
ǫλk
∂S[fλk]
∂fλk
∇kfλk.
Using the explicit form of the derivative, this expression can be re-written as
jS = −
N
T
∑
λ
∫
d2k
(2π)2
ǫλk [ǫλk−µλ−u·k]∇kfλk = N
T
∑
λ
∫
d2k
(2π)2
[2ǫλkvλk−µλvλk−(u·k)vλk−uǫλk] fλk,
9
which yields upon the substitution of the definitions (A.3), (A.4), (A.5a), and (A.7)
jαS =
1
T
[
2jαE−µ+jα++µ−jα−−uβΠαβE −uαnE
]
. (25)
Finally, using the explicit expressions for the macroscopic quantities in Eq. (25), I arrive at the result
jS = su, (26)
where s is the entropy density (A.16).
Now, the right-hand side of Eq. (23) is the integrated collision integral
I = N
∑
λ
∫
d2k
(2π)2
∂S[fλk]
∂fλk
[
Stee[f ] + StR[f ]− f − 〈f〉ϕ
τdis
]
.
Evaluating the derivative of S for the local equilibrium distribution function (8) explicitly, I find
∂S[fλk]
∂fλk
= − ln fλk
1−fλk = ln
[
1
fλk
−1
]
=
ǫλk−µλ−u·k
T
.
The first term does not contribute to the integral due to energy conservation. In the simplest case, µ± = µ,
the second term also vanishes due to charge conservation. However, if the quasiparticle imbalance becomes
important, i.e., in the presence of a temperature gradient [10], the second term yields a non-vanishing
contribution due to electron-hole recombination (since the collision integral StR[f ] does not conserve the
number of particles in each individual band. This situation is outside of the scope of this paper and will
be considered elsewhere. Finally, the last term yields the following contribution due to disorder scattering
(which does not conserve momentum)
I = 1
T
u·N
∑
λ
∫
d2k
(2π)2
k
f−〈f〉ϕ
τdis
=
u·nk
Tτdis
.
Combining the above arguments, I obtain the final form of the continuity equation for the entropy density
in graphene in the absence of temperature gradients (i.e., for µ± = µ)
∂s
∂t
+∇r ·(su) = u·nk
Tτdis
. (27)
The ideal hydrodynamic flow in the electronic system differs from its usual counterpart by the presence of
weak disorder scattering that is all but unavoidable in any real solid.
2.5. Relativistic hydrodynamics
The linear spectrum of the elementary excitations in graphene, Eq. (9), suggests the possibility to observe
relativistic hydrodynamics in a solid-state laboratory experiments. In this section, I compare the above ideal
hydrodynamics in graphene to the relativistic hydrodynamics in 2D [13].
2.5.1. Hydrodynamic quantities in the relativistic theory
The above ideal (Euler) hydrodynamics can be compared to the standard relativistic hydrodynamics
[3, 13] in 2+1 dimensions, with vg playing the role of the speed of light. The central quantity in this theory
is the relativistic stress-energy tensor
T ik = wuiuk − pgik, (28a)
where w and p are the enthalpy and pressure, respectively, in the local rest frame. T ik comprises the energy
and momentum densities as well as the 2× 2 momentum flux tensor. Explicitly, the individual components
of T ik are as follows: the energy density is given by T 00,
T 00 =
w
1−u2/v2g
− p; (28b)
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the momentum density is given by T 0α/vg (in this section, Greek indices refer to space and Roman – to
space-time),
T 0α =
wuα
vg(1−u2/v2g)
; (28c)
and the momentum flux density is given by Tαβ,
Tαβ =
wuαuβ
v2g(1−u2/v2g)
+ pδαβ . (28d)
The energy flux density is proportional to the momentum density and is given by vgT
0α.
Resolving Eq. (19) for the energy density nE , I find
nE =
3P
1−u2/v2g
− P. (29a)
This expression is similar to Eq. (28b) since in the local rest frame w = 3p. However, unlike the pressure
p (defined in the local rest frame), P is the thermodynamic pressure calculated with the local equilibrium
distribution (8) in the “laboratory frame” with u 6= 0.
The momentum density, nk, can be expressed in the form similar to Eq. (28c) by combining Eqs. (20),
(A.6), and (19):
n
(0)
k
=
Wu
v2g
=
3Pu
v2g(1−u2/v2g)
. (29b)
Again, the difference between the two expressions is that between p and P .
Finally, the momentum flux (15) can be re-written similarly to the relativistic expression (28d) as well
ΠαβE,0 =
W
3
δαβ
(
1−u
2
v2g
)
+
Wuαuβ
v2g
= Pδαβ+
3Puαuβ
v2g(1−u2/v2g)
. (29c)
As a result, all three expressions (29) are similar to their relativistic counterparts (28), but are determined
by the pressure P defined in the “laboratory frame”, see Eq. (A.12), instead of the “relativistic” pressure
p defined in the local rest frame. On one hand, the reason p is typically defined in the local rest frame is
simply the lack of a better definition: the standard argument [3] relies on the Pascal law that is valid only in
the local rest frame. On the other hand, the difference between the two theories is significant: expressions
(29) cannot be obtained from their rest-frame counterparts by the Lorentz transformation. The reason for
this is that the local equilibrium distribution function (8) is not relativistic. This can be traced to the
classical (i.e. non-relativistic) nature of the Coulomb interaction in graphene that is ultimately responsible
for equilibration.
2.5.2. Relativistic Euler equation
Let me now compare the generalized Euler equation (21) to the standard equations of relativistic hydro-
dynamics. These are encoded in the relation [3]
Ai ≡ ∂T
k
i
∂xk
= 0. (30)
Substituting the stress-energy tensor of the ideal fluid (28), one arrives at the equation [3]
A(0)i = ui
∂(wuk)
∂xk
+ wuk
∂ui
∂xk
− ∂p
∂xi
= 0. (31)
The relativistic generalization of the Euler equation is typically obtained [3] by projecting Eq. (31) on to
the direction orthogonal to ui. This is achieved by considering the combination
P(0)i ≡
(
δki −uiuk
)A(0)k = ∂T ki∂xk − uiuk ∂T lk∂xl = 0, (32)
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which vanishes upon multiplication by ui. Using Eq. (31) and the standard properties of the relativistic
3-velocity (in 2D)
ukuk = 1, uk
∂uk
∂xl
= 0. (33)
one finds [3]
P(0)i = wuk
∂ui
∂xk
− ∂p
∂xi
+ uiu
k ∂p
∂xk
= 0. (34)
The Euler equation is contained in the spatial components of Eq. (34)
P
(0)=−wu0
v2g
[
∂
∂t
+u·∇
]
u0u−∇p− u
2
0u
v2g
[
∂
∂t
+u·∇
]
p=0. (35a)
This equation can be simplified with the help of the time component of Eq. (34). Indeed, the time component
of the left-hand side of Eq. (34) reads
P(0)0 =
wu0
vg
[
∂
∂t
+u·∇
]
u0 − 1
vg
∂p
∂t
+
u20
vg
[
∂
∂t
+u·∇
]
p = 0. (35b)
Combining Eqs. (35) as
P
(0) +
u
vg
P(0)0 = −∇p−
u
v2g
∂p
∂t
− wu
2
0
v2g
[
∂
∂t
+u·∇
]
u = 0,
one finds the relativistic version of the Euler equation:
w
1−u2/v2g
[
∂
∂t
+u·∇
]
u+ v2g∇p+ u
∂p
∂t
= 0. (36)
Similarly to the hydrodynamic quantities in Eqs. (28), the relativistic equation (36) differs from the gener-
alized Euler equation in graphene (21) in the absence of the electromagnetic fields and disorder scattering
insofar it contains the rest frame pressure p instead of the hydrodynamic pressure P .
Taking into account the electromagnetic fields, one replaces Eq. (30) by
∂T ki
∂xk
=
e
c
Fikj
k. (37a)
However, this would be wrong since the left-hand side transforms with the Lorentz transformation with the
velocity vg, while the right-hand side with c≫ vg. The authors of Ref. [13] suggested to rectify this issue by
modifying the electromagnetic field tensor, Fik, and the 3-current, j
k, such that the above equation made
sense. Indeed, replacing the textbook expressions by
Fik =
 0 (c/vg)Ex (c/vg)Ey−(c/vg)Ex 0 −B
−(c/vg)Ey B 0
 , (37b)
jk =
(
vgn, j
)
(37c)
one can recover Eq. (7c) and the field dependent terms in Eqs. (7d) and (21).
Consider, however, Maxwell’s equations
∂F ik
∂xk
= −4π
c
ji, ǫiklm
∂Flm
∂xk
= 0.
Using the above expressions, one can directly verify, that the two Maxwell’s equations containing only
electric and only magnetic fields are preserved:
∇×B = 0, ∇·E = 4πρ.
However, the two remaining equations coupling the electric and magnetic fields are clearly violated. There-
fore, one should use the relativistic approach with care.
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2.5.3. Thermodynamic quantities and entropy
Combines the equation of motion (30) with the relativistic continuity equation
∂(nui)
∂xi
= 0, (38)
one can derive the relativistic analog of the continuity equation for the entropy density (27). Indeed,
projecting Eq. (30) onto the direction of the 3-velocity,
ui
∂T ki
∂xk
= 0 ⇒ ∂(wu
k)
∂xk
= uk
∂p
∂xk
,
and using the thermodynamic (Gibbs-Duhem) relation
w = µn+ Ts, dp = ndµ+ sdT,
where s is the entropy density (in the rest frame), one finds
µ
∂(nuk)
∂xk
+ T
∂(suk)
∂xk
= 0.
The first term vanishes due to Eq. (38) and thus
∂(suk)
∂xk
= 0. (39)
Here
suk = (s, su).
Thus the relativistic continuity relation has a similar form to the continuity equation for the entropy in
graphene (with the entropy density s and current jS combined into a 3-current su
k) in the absence of
disorder scattering.
Similarly to all above cases of such correspondence, the entropy density in the relativistic theory is
defined in the local rest frame, unlike the entropy density in graphene (19) which is defined with the local
equilibrium distribution of a moving electronic fluid in the laboratory frame.
3. Dissipative corrections to electronic hydrodynamics
The above derivation of the generalized Euler equation (21) relies on the assumption of local equilibrium
that is supposed to be established by electron-electron collisions. The same scattering processes are respon-
sible for dissipation, i.e. irreversible charge and momentum transfer from faster elements of the electronic
fluid to the slower ones. The general form of the dissipative corrections follows from general arguments [3].
Hydrodynamic quantities are supposed to vary slowly over long distances, such that their gradients should
be small. Consequently, the dissipative correction to the momentum flux tensor ΠαβE should be linear in the
gradients of velocity. The specific form of the correction is governed by rotational invariance and in 2D in
the absence of external magnetic field is given by
δΠαβE = −η(∇αuβ +∇βuα − δαβ∇·u)− ζδαβ∇·u. (40)
The shear and bulk viscosity coefficients (η and ζ, respectively) can be found by a solution of the kinetic
equation [5]. In the usual case of, e.g., a dilute gas, one can solve the Boltzmann equation by means of the
perturbative Chapman-Enskog method [14–18]. Same results, although with a less clear justification, may
be obtained using the Grad method [19].
Following the standard derivation of hydrodynamic equations from the kinetic theory [2, 5, 12, 13], I
will look for the dissipative corrections to the ideal hydrodynamics (21) within linear response. The “linear
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response” solution should be obtained by linearizing the collision integral in Eq. (2a) in the small deviations
from local equilibrium, δf = f − f (0), while leaving only f (0) in the left-hand side:
Lf (0) = St[δf ]. (41)
Note that by definition, St[f (0)] = 0.
Within the classic approach [5], one evaluates the Liouville’s operator in the left-hand side of the above
expression explicitly (with u = 0), then uses the ideal Euler equation and thermodynamic relations to express
the result in the form explicitly containing the dissipative terms (again, with u = 0) as “external forces”.
The goal of such calculation is to find the coefficients describing the dissipative corrections, i.e. viscosity
and thermal conductivity. This approach hinges on the fact that the general form of the dissipative terms
is known from symmetry arguments (up to the coefficients).
In pure (disorder-free) graphene, the conserved current is the energy current (since it is proportional
to the momentum density), hence the dissipative coefficients include viscosity and electrical conductivity.
My goal here is not only to determine these coefficients, but also to establish the form of the dissipative
corrections. Therefore, instead of the direct evaluation of the Liouville’s operator, I will integrate the kinetic
equation (41) following [12].
For Dirac fermions in graphene the solution of the kinetic equation is simplified by the kinematic pecu-
liarity of electron-electron scattering known as the “collinear scattering singularity”. For Dirac quasiparticles
moving along the same direction the energy and momentum conservation laws coincide leading to a formal
divergence of the collision integral. Although the divergence is regularized by dynamical screening, the
resulting scale separation allows for a nonperturbative solution.
3.1. Collision integral due to electron-electron interaction
The local equilibrium distribution function (8) nullifies the collision integral. Assuming that the external
fields and other perturbations lead to “small” deviations from local equilibrium, the collision integral, Stee[f ],
can be linearized in the small, non-equilibrium correction to f
(0)
λk [5]
δfλk = fλk−f (0)λk = −T
∂f
(0)
λk
∂ǫλk
hλk = f
(0)
λk
(
1−f (0)λk
)
hλk. (42)
The linearized collision integral can be written as [5] (the summation runs over all single-particle states up
to the degeneracy factor which is written down explicitly)
Stee[f ] ≈ N
∑
1,1′,2′
W12,1′2′f
(0)
1 f
(0)
2
[
1−f (0)1′
] [
1−f (0)2′
] [
h1′+h2′−h1−h2
]
,
∑
1
≡
∑
λ1
∫
d2k1
(2π)2
. (43a)
The transition probability W12,1′2′ can be written using the Fermi Golden Rule (e.g., neglecting interference
effects [11])
W12,34=(2π)
3|U |2δ(ǫ1 + ǫ2 − ǫ3 − ǫ4)δ(k1 + k2 − k3 − k4), (43b)
where U stands for the dynamically screened Coulomb interaction.
3.2. Nonequilibrium correction to the distribution function
The two δ-functions in Eq. (43b) represent energy and momentum conservation in an electron-electron
“collision”. For Dirac fermions moving in the same direction they are identical and Stee[f ] diverges for a
generic hλk. There are however three exceptions,
h ∝ k,v, λv.
In the first case, the collision integral vanishes due to momentum conservation, while in the other two
the collision integral vanishes for collinear particles. As a result, one can limit the mode expansion of the
nonequilibrium correction to the distribution function, h, to the above three modes.
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Adopting the “three-mode approximation”, I can write the correction h in the form [12]
h =
v
vg
3∑
1
φih
(i) +
vαvβ
v2g
3∑
1
φih
(i)
αβ + . . . , (44a)
where . . . stands for higher-order tensors and the “three modes” are expressed by means of
φ1 = 1, φ2 = λ, φ3 = ǫ/T. (44b)
In accordance with the general strategy of evaluating the dissipative corrections in the co-moving frame [5],
all the coefficients have to be considered in the limit u→ 0 (assuming they are independent of velocity, at
least for small enough u). This allows for a separate calculation of the vector and tensor quantities.
The coefficients h(i) and h
(i)
αβ in Eq. (44a) satisfy general constraints [5] based on the fact that electron-
electron collisions do not alter conserved thermodynamic quantities. To maintain momentum conservation,
I should set
h(3)(τdis →∞) = 0. (44c)
In the presence of weak disorder momentum is no longer conserved and the energy current also acquires
a dissipative correction. In this case, I have to keep a nonzero h(3) and then study the (nontrivial) limit
τdis →∞.
Now, to maintain conservation of the number of particles and energy I set
Trh
(i)
αβ = 0. (44d)
The remaining coefficients can be determined by an explicit evaluation of the corresponding macroscopic
quantities [12].
The macroscopic currents associated with the three modes φi are the electric, imbalance, and energy
currents. Using the nonequilibrium distribution function in the definitions, Eqs. (A.3c), (A.3d), and (A.5a),
I define the dissipative corrections
δj = N
∑
λ
∫
d2k
(2π)2
vλkδfλk, δjI = N
∑
λ
λ
∫
d2k
(2π)2
vλkδfλk, δjE = N
∑
λ
λ
∫
d2k
(2π)2
vλkǫλkδfλk. (45)
Substituting Eq. (44a) and evaluating the integrals (the tensor terms do not contribute for u → 0), I find
the following relation between the three corrections (45) and the vector coefficients h(i) δjδjI
δjE/T
 = vgT
2
M̂h
h(1)h(2)
h(3)
 , M̂h =
 ∂n∂µ ∂nI∂µ 2nT∂nI
∂µ
∂n
∂µ
2nI
T
2n
T
2nI
T
3nE
T 2
 , (46)
where the matrix elements of M̂h are expressed in terms of the equilibrium densities (12), (14) and com-
pressibilities (17).
The tensor coefficients, h
(i)
αβ, in the second term of the nonequilibrium correction (44a) are similarly
related to the dissipative corrections to the three macroscopic tensor quantities (A.7), (A.8), and (A.9)
δΠαβ = N
∑
λ
∫
d2k
(2π)2
vαλkv
β
λkδfλk, δΠ
αβ
I = N
∑
λ
∫
d2k
(2π)2
λvαλkv
β
λkδfλk, (47a)
δΠαβE =
1
v2g
N
∑
λ
∫
d2k
(2π)2
ǫλkv
α
λkv
β
λkδfλk. (47b)
Substituting the distribution function (44a), one finds essentially the same integrals as in the case of the
currents (now only the tensor part of the nonequilibrium correction yields a nonzero contribution) such thatδΠαβ/v2gδΠαβI /v2g
δΠαβE /T
 = T
4
M̂h
h
(1)
αβ
h
(2)
αβ
h
(3)
αβ
 . (48)
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3.3. Electrical conductivity
The relation between the coefficients in the nonequilibrium distribution function (44a) and the macro-
scopic currents, Eq. (46), suggests the following method of solving the linearized kinetic equation (41).
Integrating the kinetic equation, one obtains equations for the currents. Then using the relation (46) one
finds dissipative corrections to the currents as linear functions of external fields.
3.3.1. Macroscopic equation for the electric current
The equation for the electric current is obtained by multiplying the kinetic equation (2a) by the velocity
and integrating over all single-particle states [cf. Eq. (A.3c)]. The resulting equation will have the form
N
∑
λ
∫
d2k
(2π)2
vλkLf (0)λk = I1 [δf ] ≡ N
∑
λ
∫
d2k
(2π)2
vλkSt, (49)
where I1 [δf ] is the integrated collision integral.
Integrating the Liouville’s operator term by term with the local equilibrium distribution function (8) one
finds
∂ (nuα)
∂t
+∇βΠαβ − eEβ
∑
λ
∂
∂µλ
[
Παβλ −jαλuβ
]
+ ωBǫ
αβγeβBKγ = Iα1 [δf ] , ωB =
eBv2g
cT , (50)
where eB is the unit vector in the direction of B, the tensors Π
αβ and Παβλ are defined in Eq. (A.8), the
“band currents”, jλ are defined in Eqs. (A.3), ωB is the generalized cyclotron frequency, T is defined in
Eq. (17e), and the vector quantity K defined as
K = T N
∑
λ
∫
d2k
(2π)2
k
k2
fλk. (51)
has dimensions of the current.
The last term in the left-hand side of Eq. (50) stems from integrating the Lorentz term in Eq. (2a). As
usual in solid state physics, the magnetic field is not treated within linear response. Indeed, in the limit
u→ 0 the vector K vanishes in equilibrium. In order to capture the effects of the magnetic field (e.g., the
classical Hall effect) one needs to evaluate Eq. (51) with the nonequilibrium distribution (42). In that sense,
the Lorentz term is treated similarly to the collision integral.
The rest of the left-hand side of Eq. (50) can be further simplified in the limit u→ 0 by using the
equations of ideal hydrodynamics. In particular, the Euler equation (21) can be used to express the time
derivative of the velocity in terms of the pressure gradient and electromagnetic fields. The pressure gradient
can be expressed in terms of the gradient of nE using the equation of state (18). Finally, density gradients
can be expressed in terms of gradients of temperature and chemical potential. As a result, I arrive at the
equation [
2n2
3nE
− 1
2
∂n
∂µ
][
eE − T ∇µ
T
]
−
[
2nnI
3nE
− 1
2
∂nI
∂µ
]
T ∇
µI
T
=
1
v2g
(I1 [δf ]−ωBeB×K [δf ]). (52)
Evaluating the integrated collision integral and the vector K using the nonequilibrium distribution
function (44a) yields a linear function of the coefficients h(i). Details of the calculation are relegated to
Appendix B.1 and Appendix C.1. The result is summarized below together with the equations for the two
other macroscopic currents.
3.3.2. Macroscopic equation for the imbalance current
The equation for the imbalance current is obtained similarly to Eq. (52): one multiplies the kinetic
equation by λvλk and integrates over all single-particle states [see the definition (A.3d)]
N
∑
λ
∫
d2k
(2π)2
λvλkLf (0)λk =I2[δf ]≡N
∑
λ
∫
d2k
(2π)2
λvλkSt, (53)
16
where I2 [δf ] is the integrated collision integral.
Following the same steps as in the above derivation of Eq. (52), I find[
2nnI
3nE
− 1
2
∂nI
∂µ
][
eE − T ∇µ
T
]
−
[
2n2I
3nE
− 1
2
∂n
∂µ
]
T ∇
µI
T
=
1
v2g
[I2 [δf ]− ωBeB×KI ], (54)
where
KI = T N
∑
λ
λ
∫
d2k
(2π)2
k
k2
fλk. (55)
The integrated collision integral I2 and the vector KI are calculated in Appendix B.1 and Appendix C.1,
respectively.
3.3.3. Macroscopic equation for the energy current
The equation for the energy current is given by Eq. (7d), multiplied by v2g . Substituting the ideal
quantities into the left-hand side and setting u → 0, one finds that the time derivative, gradient, and
electric field terms cancel, leading to the equation
v2g
e
c
δj×B = δjE
τdis
⇒ ωB T
T
δj×eB = 1
τdis
δjE
T
. (56)
The right-hand side yields the explicit form of the integrated collision integral (due to disorder only since
the electron-electron interaction conserves momentum).
The simple form of Eq. (56) has a simple physical meaning. Since the energy current is proportional to
the momentum density, it cannot be relaxed by electron-electron interaction (which conserves momentum).
Consequently, a steady state cannot be achieved without disorder scattering contradicting the use of time-
independent corrections to macroscopic currents (45).
3.3.4. Dissipative corrections to quasiparticle currents
Combining the integrated equations for macroscopic currents (52), (54), and (56) with the integrated
collision integrals (see Appendix B.1) and Lorentz terms (see Appendix C.1), I obtain the final set of linear
equations for the dissipative corrections to macroscopic currents (45)
M̂n

eE−T ∇µ
T
T ∇
µI
T
0
 = − 1v2g
[
∂n
∂µ
T̂mM̂
−1
h +
1
τdis
1̂
] δjδjI
δjE/T
− ωB
v2g
∂n
∂µ
M̂KM̂
−1
h eB×
 δjδjI
δjE/T
 , (57a)
where I define the following matrices (and their dimensionless counterparts)
M̂n=

2n2
3nE
− 12 ∂n∂µ − 2nnI3nE + 12 ∂nI∂µ 0
2nnI
3nE
− 12 ∂nI∂µ −
2n2I
3nE
+ 12
∂n
∂µ 0
0 0 0
= −1
2
∂n
∂µ
M̂n, T̂m=
τ−111 τ−112 0τ−112 τ−122 0
0 0 0
 = α2g
8π
NT 2
T T̂. (57b)
The matrix M̂n describes the left-hand sides of Eqs. (52) and (54), while the matrix T̂m comprises the
“scattering rates” appearing in the integrated collision integrals (B.4). These two terms determine the
dissipative corrections δj and δjI in the absence of disorder and magnetic fields [12]. The second term in
the right-hand side in Eq. (57a) describes the effect of disorder scattering. In the absence of the magnetic
field disorder scattering yields only a small correction to the effect of electron-electron interaction represented
by T̂m. In the presence of the magnetic field the role of disorder is more pronounced: it is necessary to
establish the steady state in the system as follows from Eq. (56). The effect of the magnetic field is described
by the vectors K and KI , which are linear combinations of the dissipative corrections. The coefficients in
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these combinations, as well as in Eq. (56), form the matrix (hereafter I consider the standard case µ± = µ
or µI = 0)
M̂K =
tanh x2 1 TT1 tanh x2 x
T
T x 2n˜
 . (57c)
Introducing the dimensionless counterpart of the matrix M̂h
M̂h =
∂n0
∂µ
M̂h, M̂h =

1 xT
T
2n˜ T
T
xT
T
1
[
x2+ π
2
3
]
T
T
2n˜ T
T
[
x2+ π
2
3
]
T
T
6n˜E
T
T
 , (57d)
I re-write Eq. (57a) in the form
M̂n
eE − T ∇
µ
T
0
0
 = α2gT 2
2T 2
[
T̂+
1
td
M̂h
]
M̂
−1
h
 δjδjI
δjE/T
+ πωBT M̂KM̂−1h eB×
 δjδjI
δjE/T
, (57e)
where td is the dimensionless impurity scattering time defined similarly to the matrix T̂.
In general,the 6×6 matrix in the right-hand side of Eq. (57e) may be inverted as follows. Introducing
the short-hand notations,
Ŝxx =
α2gT
2
2T 2
[
T̂+
1
td
M̂h
]
, Ŝxy = π
ωB
T M̂K , E =
eE − T ∇
µ
T
0
0
 , h = M̂−1h
 δjδjI
δjE/T
 ,
(58)
I can re-write Eq. (57e) as follows
M̂nE = Ŝxxh+ ŜxyeB×h.
Multiplying this equation by eB (using the fact that this vector product acts in the position space and hence
commutes with all the matrices), I obtain
M̂neB×E = ŜxxeB×h− Ŝxyh.
The two equations can now be solved as a usual system of two linear equations with the only difference,
that the coefficients are now matrices that do not commute. Hence, one has to keep track of the order in
which they are multiplied. The resulting solution has the form δjδjI
δjE/T
 = M̂h (1+S−1xxSxyS−1xxSxy)−1S−1xx M̂n
eE − T ∇ µT0
0
 (59)
−M̂h
(
1+S−1xxSxyS
−1
xxSxy
)−1
S−1xxSxyS
−1
xx M̂neB×
eE − T ∇ µT0
0
 ,
which reminds one of the standard form of magnetoconductivity in the Drude theory
σxx =
σD
1+ω2cτ
2
, σxy =
ωcτσD
1+ω2cτ
2
.
The result (59) expresses the dissipative corrections to the macroscopic currents in the system as a
function of the electric field (more precisely, of the gradient of the electrochemical potential) defining the
dissipative coefficients in analogy with the thermal conductivity in the traditional hydrodynamics [3].
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3.4. Viscosity
Within the usual hydrodynamics [3], shear and bulk viscosities are defined as the coefficients in the
leading term in the gradient expansion of the dissipative correction to the momentum flux tensor, see
Eq. (40). In this section, I establish the form of this correction in graphene following the same steps leading
to the corrections to the quasiparticle currents, Eq. (59). Because I am now looking for corrections to a
tensor quantity, the second term in the nonequilibrium distribution function (44a) is going to contribute.
3.4.1. Macroscopic equations for tensor quantities
Although the viscosity is defined though the dissipative correction to only one macroscopic tensor quan-
tity, the momentum flux tensor ΠαβE , the three-mode approximation adopted in this paper requires one to
consider equations determining the three macroscopic tensors: Παβ , ΠαβI , and Π
αβ
E . Similarly to the cor-
responding currents, these equations can be obtained by multiplying the kinetic equation by vαvβ , λvαvβ ,
and ǫvαvβ/T (respectively) and integrating over all states. The direct integration yields the three equations
(where the external electric field is set to zero since I am looking for viscosity as a function of magnetic field
only).
∂Παβ
∂t
+∇γΥαβγ = Iαβ1 − ωB
[
ǫαjiejBΞ
iβ+ǫβjiejBΞ
iα
]
. (60a)
∂ΠαβI
∂t
+∇γΥαβγI = Iαβ2 − ωB
[
ǫαjiejBΞ
iβ
I +ǫ
βjiejBΞ
iα
I
]
, (60b)
v2g
T
∂ΠαβE
∂t
+∇γΥαβγE = Iαβ3 − ωB
[
ǫαjiejBΞ
iβ
E +ǫ
βjiejBΞ
iα
E
]
. (60c)
The third-rank tensors Υαβγ , ΥαβγI , and Υ
αβγ
E appear in the integrated equations (60) in the same way as
the second-rank tensors Παβ , ΠαβI , and Π
αβ
E appear in the integrated equations for the macroscopic currents.
Similarly to the evaluation of the left-hand sides of the integrated equations for macroscopic currents, these
quantities have to be computed with the local equilibrium distribution function (8). In the limit u→ 0
these quantities are linear in u and would be discarded if it were not for the fact that Eqs. (60) contain only
gradients of these quantities. The straightforward calculation yields
Υαβγ = N
∑
λ
∫
d2k
(2π)2
vαλkv
β
λkv
γ
γkf
(0)
λk −→
u→0
1
4
v2gn
(
uαδβγ+uβδαγ+uγδαβ
)
, (61a)
ΥαβγI = N
∑
λ
∫
d2k
(2π)2
λvαλkv
β
λkv
β
γkf
(0)
λk −→
u→0
v2g
4
nI
(
uαδβγ+uβδαγ+uγδαβ
)
, (61b)
ΥαβγE =
N
T
∑
λ
∫
d2k
(2π)2
ǫλkv
α
λkv
β
λkv
γ
γkf
(0)
λk −→
u→0
3
8
v2g
T
nE
(
uαδβγ+uβδαγ+uγδαβ
)
. (61c)
Now, in the limit u→ 0 the second-rank tensors are proportional to the corresponding densities, see Eq. (15).
Using the continuity equations to express the time derivatives of densities in terms of gradients similarly to
the transformations used to derive Eqs. (52) and (54), one can simplify the left-hand sides of Eqs. (60). The
result can be expressed in vector form as
(∇αuβ +∇βuα − δαβ∇·u)
 nnI
3nE/(2T )
 = 4
v2g

Iαβ1 −ωB
(
ǫαjiejBΞ
iβ+ǫβjiejBΞ
iα
)
Iαβ2 −ωB
(
ǫαjiejBΞ
iβ
I +ǫ
βjiejBΞ
iα
I
)
Iαβ3 −ωB
(
ǫαjiejBΞ
iβ
E +ǫ
βjiejBΞ
iα
E
)
. (62)
Comparing the left-hand side of Eq. (62) to the definition (40), I can already conclude that the bulk
viscosity in graphene vanishes (at least within the approximations adopted in this paper).
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The integrated collision integrals Iαβj are discussed in Appendix B.2. The integrated Lorentz terms
contain the tensors Ξiα, ΞiαI , and Ξ
iα
E in analogy with the vectors K and KI in the above conductivity
calculation. The discussion of these tensors is relegated to Appendix C.2. Combining them in a vector in
the “mode space”, I findΞiβΞiβI
ΞiβE
 = v2gT
4
∂n
∂µ
M̂K
h
(1)
iβ
h
(2)
iβ
h
(3)
iβ
 = M̂KM̂−1h
 δΠiβδΠiβI
v2gδΠ
iβ
E /T
, (63)
where the coefficients in Eq. (C.4) are combined into the matrix (57c). Note, that according to the definitions
(C.3) the matrices Ξiβn are symmetric, but not necessarily traceless. However, the matrices h
(n)
iβ are traceless,
see Eq. (44d), hence the matrices Ξiβn are traceless as well.
Traceless, symmetric, 2× 2 matrices contain only two independent elements. Consequently, the last two
terms in Eq. (62) must be related to each other [in other words, Eq. (62) as a system of two linear equations
for the two matrix elements of Ξiβn ]. Indeed, evaluating the spatial components explicitly, I find
ǫαjiejBΞ
iβ =
(−Ξyx −Ξyy
Ξxx Ξxy
)
, ǫβjiejBΞ
iα =
(−Ξyx Ξxx
−Ξyy Ξxy
)
,
which are identical, since
Tr Ξij = Ξxx + Ξyy = 0 ⇒ Ξxx = −Ξyy.
Using the explicit form of the collision integrals (B.14) and the quantities Ξiβ , Eq. (63), and taking into
account the above argument, I can express the vector in the right-hand side of Eq. (62) as
−4α
2
g
2π
NT 2
T T̂ηM̂
−1
h
δΠαβ/v2gδΠαβI /v2g
δΠαβE /T
− 8ωBM̂KM̂−1h ǫαjiejB
δΠiβ/v2gδΠiβI /v2g
δΠiβE /T
, T̂η = T̂Π + 1
td
M̂h,
where T̂Π is the matrix of electron-electron scattering rates, see Eq. (B.14), in the dimensionless form (57b).
Now I can solve Eq. (62) similarly to the solution of Eq. (57). Introducing the notation [cf. Eq. (58)],
h
αβ = M̂
−1
h
δΠiβ/v2gδΠiβI /v2g
δΠiβE /T
, Dαβ = ∇αuβ +∇βuα − δαβ∇·u, γB = |e|v2gB
α2gcT
2
, (64)
I may re-write Eq. (62) as
T̂ηh
αβ + πγBM̂Kǫ
αjiejBh
iβ = − T
4α2gv
2
g
 n˜x2/2+π2/6
3n˜E
Dαβ .
Multiplying this equation by eB, I obtain [similarly to the calculation below Eq. (58)]
−πγBM̂Khαβ + T̂ηǫαjiejBhiβ = −
T
4α2gv
2
g
 n˜x2/2+π2/6
3n˜E
 ǫαjiejBDiβ .
Similarly to Eq. (59), I find the solution in the form (I am only interested in δΠαβE )
δΠαβE = −
T T
4α2gv
2
g
(
0 0 1
)
M̂h
(
1+π2γ2BT̂
−1
η M̂KT̂
−1
η M̂K
)−1
T̂
−1
η
 n˜x2/2+π2/6
3n˜E
Dαβ (65a)
+
T T
4α2gv
2
g
(
0 0 1
)
M̂h
(
1+π2γ2BT̂
−1
η M̂KT̂
−1
η M̂K
)−1
T̂
−1
η M̂KT̂
−1
η
 n˜x2/2+π2/6
3n˜E
 ǫαjiejBDiβ .
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Generalizing the definition of the viscosity (40) to the case of nonzero magnetic field,
δΠαβE = −ηDαβ + ηHǫαjiejBDiβ , (65b)
I obtain the final expressions for the shear and Hall viscosities in graphene
η =
T T
4α2gv
2
g
(
0 0 1
)
M̂h
(
1 + π2γ2BT̂
−1
η M̂KT̂
−1
η M̂K
)−1
T̂
−1
η
 n˜x2/2+π2/6
3n˜E
, (66a)
ηH = πγB
T T
4α2gv
2
g
(
0 0 1
)
M̂h
(
1 + π2γ2BT̂
−1
η M̂KT̂
−1
η M̂K
)−1
T̂
−1
η M̂KT̂
−1
η
 n˜x2/2+π2/6
3n˜E
. (66b)
The sign of the shear viscosity η is fixed by the laws of thermodynamics [3, 5]. In contrast, Hall viscosity is
non-dissipative (since the Lorentz force does not perform any work) and may have an arbitrary sign which
is technically determined by the quasiparticle charge and direction of the magnetic field. In this paper, I
choose the ηH to be positive for electrons by analogy with Hall conductivity [20].
3.5. Generalized Navier-Stokes equation
Substituting the dissipative correction δΠαβE into the continuity equation for momentum density (6) and
repeating the steps used to derive the Euler equation (21) I find the generalization of the central equation
of the traditional hydrodynamics, the Navier-Stokes equation [3] to the electronic system in graphene
W (∂t + u·∇)u+ v2g∇P + u∂tP + e(E ·j)u = v2g
[
η∆u− ηH∆u×eB + enE + e
c
j×B
]
− Wu
τdis
. (67)
Combined with the expressions for viscosities (66) and dissipative corrections to currents (59) this equation
represents the central result if this paper. Previously, the generalized Navier-Stokes equation in graphene
was derived in Ref. [12] in the absence of disorder and the magnetic field and in Ref. [21] in the absence of
disorder and the external fields (both electric and magnetic).
4. Discussion
The purpose of this paper was to derive the hydrodynamic equations for the electronic fluid in graphene
in the presence of electromagnetic fields and weak disorder as well as to obtain closed expressions for
shear and Hall viscosities and electrical conductivity in graphene (the latter being an analog of the thermal
conductivity in the traditional hydrodynamics). Despite the conceptual simplicity of the assumptions leading
to the hydrodynamic description, the Navier-Stokes equation is known to yield a large number of important
solutions, see Ref. [3]. It is therefore impractical to include even a small subset of these solutions into
a single paper. Nevertheless it is important to show that the cumbersome expressions for the dissipative
corrections to quasiparticle currents (59) and the shear viscosity (66a) yield the well-known results in the
simplest limiting cases.
4.1. Quantum conductivity
Consider first the electrical conductivity at charge neutrality in the absence of the magnetic field, known
as the “quantum” (or “intrinsic”) conductivity [2, 21]. In this case the equation (59) simplifies. Setting
the chemical potential to zero, one also finds the vanishing charge density, n˜(0) = 0, and the “imbalance
compressibility”, ∂nI/∂µ(0) = 0. At the same time the energy density and compressibility are determined
by temperature, nE = 3Nζ(3)T
3/(2πv2g), T = 2T ln 2. At the same time, the combination of the distribution
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functions (B.10b) vanishes as well, I(x = 0) = 0, such that τ−112 (µ=0) = 0. Substituting these values into
Eq. (59), I find δjδjI
δjE
= 8 ln2 2
α2g
1 0 00 1 π26 ln 2
0 π
2
6 ln 2
9ζ(3)
2 ln 2


t11td
t11+td
0 0
0 t22tdt22δ+td −
π2
27ζ(3)
t22td
t22δ+td
0 − π227ζ(3) t22tdt22δ+td 2 ln 29ζ(3)
(t22+td)td
t22δ+td

1 0 00 −δ 0
0 0 0
eE0
0
, (68)
where t11 and t22 are the diagonal elements of the matrix T̂, see Eq. (57b), and
δ = 1− π
4
162ζ(3) ln 2
.
At charge neutrality, the correction to the electric current, δj, represents the “whole” current, since the
“ideal” part of the current vanishes, see Eq. (11). At the same time, the Navier-Stokes equation (67) admits
a stationary and uniform solution, u = 0. Therefore, for the stationary and uniform fields the energy (as
discussed above) and imbalance currents vanish, see Ref. [22],
jI(µ = 0) = 0, jE(µ = 0) = 0.
The solution (68) for the dissipative correction to the electric current yields the resistivity of undoped
graphene [22]
R(µ=0;B=0) =
π
2e2T ln 2
(
1
τ11
+
1
τdis
)
−→
τdis→∞
1
σQ
, σQ =
8 ln2 2
α2g
e2t11(x = 0) = A e
2
α2g
, (69)
where σQ is the “intrinsic” conductivity of disorder-free graphene at the Dirac point. Previously, the
coefficient A was reported to have values A = 0.12 [23] and A = 0.19 [12]. Evaluating the integral for
t11(0) numerically for unscreened Coulomb interaction (as was done in Refs. [12, 23]), I obtain the value
A = 0.113± 0.03, where the error comes from systematic differences between various numerical methods
(note, that the present calculation neglects the exchange contribution ∼ 1/N , which was shown to be
numerically small in Ref. [23]).
4.2. Electrical conductivity in the degenerate regime
Away from charge neutrality, the electric current is no longer determined by the dissipative correction
alone. The “ideal” contribution to the current is governed by the hydrodynamic velocity u, see Eq. (11).
The velocity u is a solution of the Navier-Stokes equation (67). Within linear response and in the absence
of the magnetic field, the uniform and time-independent solution to Eq. (67) is simply the Ohm’s law with
the Drude formula for conductivity
v2genE −
Wu
τdis
= 0 ⇒ u = ev
2
gτdis
µ
E.
In the absence of magnetic field, Eq. (56) yields the vanishing dissipative correction to the energy current,
δjE = 0. However, in the degenerate regime, µ≫ T , all three dissipative corrections δj, δjI , and δjE are
proportional to each other, since the three rows of the matrix M̂h [see Eq. (46)] are identical (in this limit
n = nI = µ
2/(πv2g) since only one band contributes and nE = 2µ
3/(3πv2g), with N = 4). This means that
all three dissipative corrections vanish and, in particular,
δj(µ≫ T ) = 0.
The total electric current J = ej is then determined by the “hydrodynamic” contribution alone
J = enu = e2
1
π
µτdisE, ⇒ σ(µ≫ T ) ≈ e
2
π
µτdis. (70)
Thus, the conductivity of graphene in degenerate regime is given by the Drude result (due to disorder), in
agreement with the leading-order result of the linear response theory [22].
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4.3. Magnetoconductivity at charge neutrality
Similarly to the discussion in Sec. 4.1, the equation for the dissipative corrections (57) simplifies at charge
neutrality. Instead of using the general solution (59), it might be instructive to represent Eq. (57) as three
vector equations and solve them directly. Indeed, using the parameter values listed in Sec. 4.1 one can
represent the matrix equation (57) as a system of coupled equations
eE =
α2g
8 ln2 2
[
1
t11
+
1
td
]
δj +
πωB
2Tδ ln 2
[
1− 2π
2 ln 2
27ζ(3)
]
eB×δjI −
πωB
18T 2δζ(3) ln 2
[
π2
3
−4 ln2 2
]
eB×δjE ,
0 =
α2g
8 ln2 2
[
1
t22δ
+
1
td
]
δjI −
α2g
8 ln2 2
1
t22T
π2
27δζ(3)
δjE +
πωB
2T ln 2
eB×δj,
0 =
α2g
8 ln2 2
1
tdT
δjE +
πωB
T
eB×δj.
The last equation yields the energy current
δjE = −(2 ln 2)ωBTτdiseB×δj. (71a)
Substituting that result into the preceding equation, one finds for the imbalance current
δjI = −
1+ 2π
2 ln 2
27ζ(3)δ
τdis
τ22
1+ 1δ
τdis
τ22
ωBτdiseB×δj. (71b)
Finally, excluding the imbalance and energy currents from the first equation, one finds
E = R(µ=0;B=0)δJ +
πω2Bτdis
e2Tδ
π2
3 −4 ln2 2
9ζ(3)
−1+ 9ζ(3)− 2π23 ln 2
2 ln 2
(
π2
3 −4 ln2 2
) 1+ 2π2 ln 227ζ(3)δ τdisτ22
1+ 1δ
τdis
τ22
 δJ . (71c)
The fact that the electric current in magnetic field is parallel to the electric field can be expressed in terms
of vanishing Hall coefficient, physically due to the exact electron-hole symmetry,
RH(µ=0) = 0. (72a)
At the same time, Eq. (71c) yields positive, longitudinal magnetoresistance (previously found in Refs. [22, 24])
R(B;µ=0) = R(B=0;µ=0) + δR(B;µ=0), δR(B;µ=0) = C v
4
g
c2
B2τdis
T 3
, (72b)
where
C = π
9ζ(3)
π2
3 −4 ln2 2
4δ ln2 2
 9ζ(3)− 2π23 ln 2
2 ln 2
(
π2
3 −4 ln2 2
) 1+ 2π2 ln 227ζ(3)δ τdisτ22
1+ 1δ
τdis
τ22
−1
 ≈ 1.71+1.04τdis/τ22
1+3.59τdis/τ22
−→
τdis→∞
π
9ζ(3)
≈ 0.2904.
(72c)
4.4. Shear viscosity at charge neutrality in zero field
The expression for the shear viscosity also simplifies at charge neutrality (the Hall viscosity vanishes at
this point altogether). The vanishing combination of the distribution functions (B.10b), I(x = 0) = 0, leads
to vanishing of the two scattering rates
Y˜01(µ = 0) = Y˜12(µ = 0) = Y˜13(µ = 0) = 0 ⇒ τ˜−112 (µ = 0) = τ˜−113 (µ = 0) = 0.
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In the absence of the magnetic field, one can simplify the coefficients in Eq. (66a) using the parameter values
listed in Sec. 4.1. This leads to the following expression for the shear viscosity
η =
T 2
4α2gv
2
g
(
0 0 1
)2 ln 2 0 00 2 ln 2 π23
0 π
2
3 9ζ(3)
t˜−111 0 00 t˜−122 t˜−123
0 t˜−132 t˜
−1
33
−1 0π2/6
9ζ(3)/2

=
T 2
8α2gv
2
g
81ζ(3)2t˜23t˜33 + (π
4/9)t˜22t˜23 − 6π2ζ(3)t˜22 t˜33
t˜223 − t˜22t˜33
t˜23,
and hence
η(µ = 0) = B T
2
α2gv
2
g
, B = t˜23
8
81ζ(3)2t˜23 t˜33 + (π
4/9)t˜22t˜23 − 6π2ζ(3)t˜22 t˜33
t˜223 − t˜22 t˜33
, (73)
where t˜ij are the elements of the matrix T̂η. This result was previously found in Ref. [21] with the numerical
value of the coefficient B = 0.45 (evaluated for unscreened Coulomb interaction in the absence of disorder).
Evaluating the dimensionless scattering rates tij numerically, I find B = 0.446± 0.005 where similarly to
the coefficient A in Eq. (69) the deviation is due to differences between various numerical methods. The
exchange contribution is again neglected, but this does not seem to lead to any appreciable error.
Finally, I can use Eq. (A.16) to compute the ratio of the shear viscosity to the entropy density at charge
neutrality. Indeed, for µ± = 0 the entropy density is determined by pressure, s = P/T , which in turn is
proportional to the energy density. As a result,
s(µ± = 0;u = 0) ≈ 9Nζ(3)T
2
4πv2g
. (74)
Dividing the viscosity (73) by the entropy density (74) one finds
η(µ = 0)
s(µ = 0)
= B T
2
α2gv
2
g
4π
9Nζ(3)
v2g
T 2
=
πB
9ζ(3)
1
α2g
=
0.131
α2g
. (75)
This should be compared with the conjectured lower bound [25]
η
s
>
1
4π
≈ 0.0796. (76)
The shear viscosity to entropy ratio was discussed in detail in [21], where it was shown that renormalization
of the coupling constant leads to a logarithmic temperature dependence of the above ratio [formally, by
replacing α2 in denominator by the renormalized value α2(T ) ≈ 16/ ln2(TΛ/T ), where TΛ is the cut-off
scale]. Hence the ratio is expected to grow as one lowers the temperature. At high enough temperatures,
the ratio decreases with the growing T , never quite reaching the lower bound [21].
5. Summary
In this paper I have presented a detailed derivation of the hydrodynamic theory of electronic transport in
graphene in the presence of the external magnetic field and weak disorder. The main results of the paper are
the generalized Navier-Stokes equation (67), explicit expressions for the shear and Hall viscosity (66) and for
the dissipative corrections to the quasiparticle currents (59). This results agree with the previously reported
values of the quantum conductivity [23] and shear viscosity [21] at charge neutrality in pure graphene in zero
field, providing an extension to arbitrary doping levels, (non-quantizing) magnetic fields, and weak disorder.
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Appendix A. Macroscopic quantities
Appendix A.1. Quasiparticle densities
Quasiparticle (number) density can be defined in the usual form [5]. The only subtle point arising in
two-band systems is the treatment of the formally infinite number of particles in the filled band. In other
words, one needs to make a distinction between the “particle density” and “carrier density”. In the valence
band, the latter is defined by the particle-hole transformation
1−f−,k=f−,k(−[ǫ−,k−µ−])≡fh,k(ǫh,k−µh),
with the hole energies and chemical potential defined as
ǫh,k ≡ −ǫ−,k = vgk, µh ≡ −µ−. (A.1)
The numbers of “carriers” (i.e. the low-energy excitations) in the two bands can be explicitly defined as
n+ = N
∫
d2k
(2π)2
f+,k, (A.2a)
and (without introducing the hole index)
n− = N
∫
d2k
(2π)2
(1− f−,k) , (A.2b)
with the total “charge” (or “carrier”) density being
n = n+ − n−. (A.2c)
Summing up the densities (A.2a) and (A.2b), one may define the “imbalance” or the total quasiparticle
density
nI = n+ + n−. (A.2d)
Appendix A.2. Quasiparticle currents
Similarly to the quasiparticle densities (A.2), the macroscopic currents can be defined as
j+ = N
∫
d2k
(2π)2
v+,kf+,k, (A.3a)
j− = N
∫
d2k
(2π)2
v−,k (1−f−,k) , (A.3b)
j=j+−j−=N
∫
d2k
(2π)2
[v+,kf+,k−v−,k (1−f−,k)] , (A.3c)
jI = j+ + j−. (A.3d)
Appendix A.3. Energy density
In two-band systems with unbound (from below) spectrum, one has to define the energy density relative
to the (formally infinite) energy of the filled valence band
nE = N
∑
λ
∫
d2k
(2π)2
ǫλkfλk − n(0)E , (A.4a)
n
(0)
E = N
∫
d2k
(2π)2
ǫ−,k. (A.4b)
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This is equivalent to the electron-hole transformation (A.1) based on the following observation
nE = N
∫
d2k
(2π)2
[ǫ+,kf+,k + ǫ−,k (f−,k−1)] . (A.4c)
As a result, one may re-write Eq. (A.4c) as
nE = N
∫
d2k
(2π)2
[ǫe,kfe,k + ǫh,kfh,k] , (A.4d)
where the subscript “e” stands for “electrons” and replaces the index + in Eq. (A.4c), while the subscript
“h” stands for “holes” as defined in Eq. (A.1).
Appendix A.4. Energy current
The calculation of the energy current can be performed along the same lines. In graphene, the energy
current, jE , is defined as
jE = N
∑
λ
∫
d2k
(2π)2
ǫλkvλkfλk. (A.5a)
In terms of band contributions, the energy current has the form
jE = jE+ + jE−, (A.5b)
where
jE+ = N
∫
d2k
(2π)2
ǫ+kv+kf+k, (A.5c)
jE− = N
∫
d2k
(2π)2
ǫ−kv−k (f−k − 1) . (A.5d)
The additional unity in (A.5d) serves to demonstrate convergence, although the integral with unity vanishes
anyway due to rotation invariance.
Alternatively, one may re-write the energy current (A.5a) using the electron-hole transformation (A.1)
as
jE=jE,e+jE,h, jE,h=−N
∫
d2k
(2π)2
ǫh,kvh,kfh,k. (A.5e)
Note, that in graphene the energy current (A.5) is proportional to the momentum density [due to Eq. (10)]
nk = N
∑
λ
∫
d2k
(2π)2
kfλk = v
−2
g jE . (A.6)
Appendix A.5. Momentum flux tensor
Similar calculation can be performed for the momentum flux tensor (also known as the stress-energy
tensor or the energy-momentum tensor)
ΠαβE = N
∑
λ
∫
d2k
(2π)2
kαvβλkfλk. (A.7)
Formally, the expression (A.7) is divergent and (similarly to the quasiparticle and energy densities) has to be
defined up to the formally in finite contribution of the filled band. However, in all hydrodynamic equations
I will be dealing with derivatives of ΠαβE which allows me to subtract this contribution. Note, that in a
rotationally invariant system, the kinetic definition (A.7) is manifestly symmetric.
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In addition two further tensor quantities can be formed (by analogy with the three macroscopic currents):
the “velocity flux tensor”
Παβ = N
∑
λ
∫
d2k
(2π)2
vαλkv
β
λkfλk =
∑
λ
Παβλ , (A.8)
and the “imbalance flux tensor”
ΠαβI = N
∑
λ
∫
d2k
(2π)2
λvαλkv
β
λkfλk =
∑
λ
λΠαβλ , (A.9)
cf. Eqs. (A.7) and (A.8). These quantities are not directly related to any traditional observables and play
an auxiliary role in the kinetic theory.
Appendix A.6. Pressure and enthalpy
Under the assumption of local equilibrium, the expression for pressure can be obtained from the ther-
modynamic potential since [5]
Ω = −PV. (A.10)
The thermodynamic potential is calculated in the usual grand canonical ensemble, with the only caveat
that one should be careful while dealing with the nearly filled valence band. The easiest way is to use the
electron-hole transformation (A.1). Then the thermodynamic potential of the two-band system described
by the local equilibrium distribution (8) can be written as
Ω = −TV N
∫
d2k
(2π)2
ln
[
1 + e(µ+−ǫ+,k+u·k)/T
]
− TV N
∫
d2k
(2π)2
ln
[
1 + e(ǫ−,k−µ−−u·k)/T
]
. (A.11)
Differentiating Ω with respect to the chemical potential, one recovers the number of particles (A.2):
− ∂Ω
∂µ+
= V n+,
∂Ω
∂µ−
= V n− ⇒ − ∂Ω
∂µ+
− ∂Ω
∂µ−
= V n.
Combining Eqs. (A.10) and (A.11), one finds the hydrodynamic pressure,
P = TN
∫
d2k
(2π)2
ln
[
1 + e(µ+−ǫ+,k+u·k)/T
]
+ TN
∫
d2k
(2π)2
ln
[
1 + e(ǫ−,k−µ−−u·k)/T
]
. (A.12)
The enthalpy can then be found using the standard relation
W = nE + P. (A.13)
Appendix A.7. Entropy
In thermodynamics, entropy is defined as a
S = −
(
∂Ω
∂T
)
µ
, (A.14)
where Ω is the thermodynamic potential (A.11). A straightforward calculation leads to the result:
TS = −Ω+ V nE,0 − V (µ+n+,0 − µ−n−,0)− V u · nk. (A.15)
This should be compared with the standard thermodynamic relation
E = µN + TS − PV = µN + TS +Ω.
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Given that the standard definition of entropy is formulated in thermal equilibrium, it is not surprising that
the two relations coincide for u = 0 up to one important issue. Assuming the two independent chemical
potentials in graphene, one has to generalize Eq. (A.15) replacing
µN → µ+N+ − µ−N−.
and adding the velocity term. Then the entropy in local equilibrium is given by
S = (E − Ω− µ+N+ + µ−N− − V u · nk) /T. (A.16a)
Dividing this expression by the volume and substituting the explicit expressions, I find (for u 6= 0)
s = (3P − µ+n+ + µ−n−) /T. (A.16b)
Appendix B. Integrated collision integral
Appendix B.1. Collision integral in the current equations
Appendix B.1.1. Collision integral due to electron-electron interaction
The general form of the collision integral is given by Eq. (43). Introducing the transferred energy ω and
momentum q, one may write the transition probability (43b) as
W12,1′2′ =
∫
d2q
(2π)2
dω
2π
|U(ω, q)|2 ∣∣λv1v1′ ∣∣2 ∣∣λv2v2′ ∣∣2 (2π)3δ(ǫ1−ǫ1′+ω)δ(k1−k1′+q)(2π)3δ(ǫ2−ǫ2′−ω)δ(k2−k2′−q),
(B.1)
where
λv1,v1′ =
1
2
(
1+
v1 ·v1′
v2g
)
=
1
2
(
1+λλ′
k1 ·k1′
k1k1′
)
. (B.2)
The vertices λv,v′ are known as the “Dirac factors”. They indicate the asymmetry of quasi-particle scattering
in graphene [7].
The integrated collision integrals Ii are obtained by multiplying the collision integral I by
vφi, φ1 = 1, φ2 = λ,
following by integration. The resulting integrated collision integrals are given by (again, the degeneracy
factors are written down explicitly)
Ii [δf ] = N
2
∑
1,1′,2,2′
v2φi,2W12,1′2′f
(0)
1 f
(0)
2
[
1−f (0)1′
] [
1−f (0)2′
] [
h1′+h2′−h1−h2
]
. (B.3a)
Due to the time-reversal symmetry of the theory, the transition probability is symmetric under the inter-
change of the “in” and “out” variables and hence one may re-write Eq. (B.3a) as
Ii [δf ] =
N2
2
∑
1,1′,2,2′
(v2φi,2 − v2′φi,2′ )W12,1′2′f (0)1 f (0)2
[
1−f (0)1′
] [
1−f (0)2′
] [
h1′+h2′−h1−h2
]
. (B.3b)
Using the Golden Rule expression for the transition probability (B.1), I re-write the collision integral as
Ii [δf ] =
N2
2
∫
d2q
(2π)2
dω
2π
|U(ω, q)|2
∑
1,1′
(2π)3
∣∣λv1v1′ ∣∣2 δ(ǫ1 − ǫ1′ + ω)δ(k1 − k1′ + q)f (0)1 [1−f (0)1′ ]
×
∑
2,2′
(2π)3
∣∣λv2v2′ ∣∣2 (v2φi,2−v2′φi,2′ ) δ(ǫ2 − ǫ2′ − ω)δ(k2 − k2′ − q)f (0)2 [1−f (0)2′ ]
×
[
h1′+h2′−h1−h2
]
. (B.3c)
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Substituting the nonequilibrium distribution function (44a), one finds after a straightforward but tedious
calculationI1I2
I3
 = −1
2
vgT
∂n
∂µ
τ−111 τ−112 0τ−112 τ−122 0
0 0 0

h(1)h(2)
h(3)
 = −∂n
∂µ
τ−111 τ−112 0τ−112 τ−122 0
0 0 0
 M̂−1h
 δjδjI
δjE/T
 . (B.4)
In the case µ± = µ considered in this paper, the inverse times τ
−1
ij are given by the following integrals:
1
τij
= π2α2gNT
[
NT
v2g∂n/∂µ
]∫
d2Q
(2π)2
dW
2π
|U˜ |2
sinh2W
[
Y00(W,Q)Yij(W,Q)−Y0j(W,Q)Y0i(W,Q)
]
. (B.5)
Hereafter I use dimensionless variables (the dimensionless frequency W should not be confused with the
enthalpy)
Q =
vgq
2T
, W =
ω
2T
, Ω =
W
Q
, x =
µ
T
. (B.6)
The Coulomb interaction has the form
U(ω, q) =
2πe2
q
U˜ =
2παgvg
q
U˜ , αg =
e2
vgε
, (B.7)
where ε is the effective dielectric constant describing the electrostatic environment and U˜ accounts for
screening effects.
The auxiliary functions Y in Eq. (B.5) are given by
Y00(ω, q) =
1
4π
[
θ(|Ω| 6 1)√
1−Ω2 Z
>
0 [I1] +
θ(|Ω| > 1)√
Ω2−1 Z
<
0 [I1]
]
, (B.8a)
Y01(ω, q) = − 1
2π
[
θ(|Ω| 6 1)
√
1−Ω2Z>2 [I] + θ(|Ω| > 1)
√
Ω2−1Z<2 [I]
]
, (B.8b)
Y02(ω, q) =
1
2π
[
θ(|Ω| 6 1)
√
1−Ω2Z>2 [I1] + θ(|Ω| > 1)
|Ω|√
Ω2−1 Z
<
3 [I1]
]
, (B.8c)
Y11(ω, q) =
1
π
[
θ(|Ω| 6 1)
√
1−Ω2Z>1 [I1] + θ(|Ω| > 1)
√
Ω2−1Z<1 [I1]
]
, (B.8d)
Y12(ω, q) = − 1
π
θ(|Ω| 6 1)
√
1−Ω2Z>1 [I], (B.8e)
Y22(ω, q) =
1
π
[
θ(|Ω| 6 1)
√
1−Ω2Z>1 [I1] +
θ(|Ω| > 1)√
Ω2−1 Z
<
3 [I1]
]
, (B.8f)
where
Z>0 [I] =
∞∫
1
dz
√
z2−1 I(z), Z<0 [I] =
1∫
0
dz
√
1−z2 I(z), (B.9a)
Z>1 [I] =
∞∫
1
dz
√
z2−1
z2−Ω2 I(z), Z
<
1 [I] =
1∫
0
dz
√
1−z2
Ω2−z2 I(z), (B.9b)
Z>2 [I] =
∞∫
1
dz
z
√
z2−1
z2−Ω2 I(z), Z
<
2 [I] =
1∫
0
dz
z
√
1−z2
Ω2−z2 I(z), (B.9c)
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Z>3 [I] =
∞∫
1
dz
(
z2−1)3/2
z2−Ω2 I(z), Z
<
3 [I] =
1∫
0
dz
(
1−z2)3/2
Ω2−z2 I(z), (B.9d)
and
I1(z) = tanh
zQ+W + x
2
+ tanh
zQ+W − x
2
− tanh zQ−W + x
2
− tanh zQ−W − x
2
, (B.10a)
I(z) = tanh
zQ+W + x
2
− tanh zQ+W − x
2
− tanh zQ−W + x
2
+ tanh
zQ−W − x
2
. (B.10b)
Appendix B.1.2. Contribution of the collision integral due to disorder
In this paper, I am using the simplest τ -approximation for the collision integral due to disorder scattering,
see Eq. (2a). The corresponding integrated collision integral is given by
I
dis
i = −N
∑
λ
∫
d2k
(2π)2
vλkφi
f
(0)
λk +δfλk −
〈
f
(0)
λk +δfλk
〉
ϕ
τdis
, (B.11a)
such that
I
dis
1 = −
δj
τdis
, Idis2 = −
δjI
τdis
, Idis3 = −
δjE
Tτdis
. (B.11b)
Here I have used the form (42)-(44) of the non-equilibrium correction to the distribution function and
evaluated the collision integral in the co-moving frame, u→ 0, where〈
f
(0)
λk (u=0) + δfλk(u=0)
〉
ϕ
= f
(0)
λk (u=0).
Appendix B.2. Collision integral in the tensor equations
Appendix B.2.1. Collision integral due to electron-electron interaction
Integrating the collision integral with the factors vαvβ , λvαvβ , and ǫvαvβ/T yields the following tensor
quantities, see Eq. (60)
Iαβ1 = N
∑
λ
∫
d2k
(2π)2
vαλkv
β
λkStee, (B.12a)
Iαβ2 = N
∑
λ
λ
∫
d2k
(2π)2
vαλkv
β
λkStee, (B.12b)
Iαβ3 =
N
T
∑
λ
∫
d2k
(2π)2
ǫλkv
α
λkv
β
λkStee. (B.12c)
Combining the multiplication factors using the “mode” notations, see Eq. (44a),
vαvβφi, φ1 = 1, φ2 = λ, φ3 = ǫ/T,
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and following the same steps as in Appendix B.1, I obtain the expression
Iαβi [δf ] =
3∑
j=1
h
(j)
γδ ×
N2
2
∫
d2q
(2π)2
dω
2π
|U(ω, q)|2 (B.13)
×
[
(2π)3
vg
∑
1,1′
(
vγ1′v
δ
1′φj,1′−vγ1′vδ1φj,1
) ∣∣λv1v1′ ∣∣2 δ(ǫ1−ǫ1′+ω)δ(k1−k1′+q)f (0)1 [1−f (0)1′ ]
× (2π)
3
vg
∑
2,2′
(
vα2′v
β
2′φi,2′−vα2 vβ2 φi,2
) ∣∣λv2v2′ ∣∣2 δ(ǫ2−ǫ2′−ω)δ(k2−k2′−q)f (0)2 [1−f (0)2′ ]
+(2π)3vg
∑
1,1′
∣∣λv1v1′ ∣∣2 δ(ǫ1−ǫ1′+ω)δ(k1−k1′+q)f (0)1 [1−f (0)1′ ]
× (2π)
3
v3g
∑
2,2′
(
vα2′v
β
2′φi,2′−vα2 vβ2 φi,2
)(
vγ2′v
δ
2′φj,2′−vγ2′vδ2φj,1
)
×
∣∣λv2v2′ ∣∣2 δ(ǫ2−ǫ2′−ω)δ(k2−k2′−q)f (0)2 [1−f (0)2′ ]
]
.
Evaluating the integrals (for µ± = µ and u = 0) I find a vector in the “mode space” that can be written
in the form similar to Eq. (B.4) asIαβ1 [δf ]Iαβ2 [δf ]
Iαβ3 [δf ]
 = −1
4
v2gT
∂n
∂µ
τ˜−111 τ˜−112 τ˜−113τ˜−112 τ˜−122 τ˜−123
τ˜−113 τ˜
−1
23 τ˜
−1
33

h
(1)
αβ
h
(2)
αβ
h
(3)
αβ
 = −∂n
∂µ
τ˜−111 τ˜−112 τ˜−113τ˜−112 τ˜−122 τ˜−123
τ˜−113 τ˜
−1
23 τ˜
−1
33
 M̂−1h
 δΠαβδΠαβI
v2gδΠ
αβ
E /T
 ,
(B.14)
with
1
τ˜ij
= (2π)2α2gNT
[
NT
v2g∂n/∂µ
] ∫
d2Q
(2π)2
dW
2π
|U˜ |2
sinh2W
[
Y00Y˜ij − Y˜0j Y˜0i
]
. (B.15)
Here I have introduced auxiliary functions
Y˜01(ω, q) = − 1
π
[
θ(|Ω| 6 1)Ω
√
1−Ω2Z>5 [I] + θ(|Ω| > 1)Ω
√
Ω2−1Z<5 [I]
]
, (B.16a)
Y˜02(ω, q) =
θ(|Ω| 6 1)
π
Ω
√
1−Ω2Z>5 [I1]−
θ(|Ω| > 1)
2π
sign(Ω)
√
Ω2−1 Z˜<4 [I1] +
θ(|Ω| > 1)
4π
sign(Ω)√
Ω2−1 Z
<
0 [I1],
(B.16b)
Y˜03(ω, q) = QΩY00(ω, q) +
1
2π
QΩ
[
θ(|Ω| 6 1)
√
1−Ω2Z>3 [I1]− θ(|Ω| > 1)
√
Ω2−1Z<3 [I1]
]
, (B.16c)
Y˜11(ω, q) =
1
π
[
θ(|Ω| 6 1)
√
1−Ω2Z>4 [I1] + θ(|Ω| > 1)
√
Ω2−1Z<4 [I1]
]
, (B.16d)
Y˜12(ω, q) = − 1
π
θ(|Ω| 6 1)
√
1−Ω2Z>4 [I], (B.16e)
Y˜13(ω, q) = −Q
π
[
θ(|Ω| 6 1)
√
1−Ω2Z>5 [I] + θ(|Ω| > 1)
√
Ω2−1Z<5 [I]
]
, (B.16f)
Y˜22(ω, q) =
1
π
[
θ(|Ω| 6 1)
√
1−Ω2Z>4 [I1]− θ(|Ω| > 1)
√
Ω2−1Z<4 [I1] +
1
4
θ(|Ω| > 1)√
Ω2−1 Z
<
0 [I1]
]
, (B.16g)
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Y˜23(ω, q) =
Q
π
[
θ(|Ω| 6 1)
√
1−Ω2Z>5 [I1]− θ(|Ω| > 1)|Ω|
√
Ω2−1Z<4 [I1] +
|Ω|
4
θ(|Ω| > 1)√
Ω2−1 Z
<
0 [I1]
]
,
(B.16h)
Y˜33(ω, q) =
Q2
π
[
θ(|Ω| 6 1)
√
1−Ω2Z>3 [I1]− θ(|Ω| > 1)
√
Ω2−1Z<3 [I1]
]
+Q2Ω2Y00(ω, q), (B.16i)
that involve the integrals (B.9) that need to be complemented by
Z>4 [I] =
∞∫
1
dz
(
z2−1)3/2
(z2−Ω2)2 I(z), Z
<
4 [I] =
1∫
0
dz
(
1−z2)3/2
(Ω2−z2)2 I(z), Z˜
<
4 [I] =
1∫
0
dz
(
1−z2)3/2
(Ω2−z2)2
(
Ω2+z2
)
I(z),
(B.17a)
Z>5 [I] =
∞∫
1
dz
z
(
z2−1)3/2
(z2−Ω2)2 I(z), Z
<
5 [I] =
1∫
0
dz
z
(
1−z2)3/2
(Ω2−z2)2 I(z). (B.17b)
Appendix B.2.2. Contribution of the collision integral due to disorder
Using the simplest τ -approximation for the collision integral due to disorder scattering, see Eq. (2a), I
find the integrated collision integral in the tensor equations (60) as
Iαβ; disi = −N
∑
λ
∫
d2k
(2π)2
vαλkv
β
λkφi
f
(0)
λk +δfλk −
〈
f
(0)
λk +δfλk
〉
ϕ
τdis
, (B.18a)
such that
Iαβ; dis1 = −
δΠαβ
τdis
, Iαβ; dis2 = −
δΠαβI
τdis
, Iαβ; dis3 = −
v2gδΠ
αβ
E
Tτdis
. (B.18b)
Here I have used the form (42)-(44) of the non-equilibrium correction to the distribution function and
evaluated the collision integral in the co-moving frame, u→ 0, where〈
f
(0)
λk (u=0) + δfλk(u=0)
〉
ϕ
= f
(0)
λk (u=0).
Appendix C. Integrated Lorenz terms
Appendix C.1. Contribution to the current equations
To evaluate the contribution of the Lorentz force to the equations for quasiparticle currents, I need to
calculate the quantities K and KI defined in Eqs. (51) and (55). These expressions should be evaluated
with the non-equilibrium correction to the distribution function (46). Indeed, recall the definitions
K = T N
∑
λ
∫
d2k
(2π)2
k
k2
fλk, KI = T N
∑
λ
λ
∫
d2k
(2π)2
k
k2
fλk. (C.1)
Given that the dissipative coefficients are evaluated in the limit u→ 0, the momentum integrals in Eq. (C.1)
vanish in local equilibrium. Substituting the non-equilibrium distribution function (42)-(44), I find for the
quantity K
K = T N
∑
λ
∫
d2k
(2π)2
k
k2
(
−T ∂f
(0)
λk
∂ǫλk
)(
vλk
vg
[
h(1)+λh(2)+λvg
k
T
h(3)
])
= T N
∑
λ
λ
∫
d2k
(2π)2
k
k2
(
−T ∂f
(0)
λk
∂ǫλk
)(
k
k
[
h(1)+λh(2)+λvg
k
T
h(3)
])
.
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Evaluating the angular integral as usual,∫
d2k
(2π)2
kαkβ
k3
=
1
2
δαβ
∞∫
0
dk
2π
,
I find
K =
1
2
T
3∑
n=1
h(n)N
∑
λ
λ
∞∫
0
dk
2π
φn
(
−T ∂f
(0)
λk
∂ǫλk
)
. (C.2a)
Evaluating the remaining integrals I obtain
K =
vgT
2
∂n
∂µ
[
h(1)
(
1
1+e−µ+/T
+
1
1+e−µ−/T
− 1
)
+ h(2)
(
1 +
1
1+e−µ+/T
− 1
1+e−µ−/T
)
+ h(3)
T
T
]
.
(C.2b)
For the standard case µ±=µ the result simplifies to
K(µ±=µ) =
vgT
2
∂n
∂µ
[
h(1) tanh
µ
2T
+ h(2) + h(3)
T
T
]
. (C.2c)
The quantity KI is calculated in a similar fashion. The result is given by
KI =
vgT
2
∂n
∂µ
[
h(1)
(
1
1+e−µ+/T
− 1
1+e−µ−/T
+ 1
)
+ h(2)
(
1
1+e−µ+/T
+
1
1+e−µ−/T
− 1
)
+ h(3)
µ
T
]
,
(C.2d)
KI(µ±=µ) =
vgT
2
∂n
∂µ
[
h(1) + h(2) tanh
µ
2T
+ h(3)
µ
T
]
. (C.2e)
Appendix C.2. Contribution to the tensor equations
Integrating the Lorentz terms in the kinetic equation with the factors vαvβ , λvαvβ , and ǫvαvβ/T yields
the following tensor quantities, see Eq. (60)
Ξiβ = T N
∑
λ
∫
d2k
(2π)2
fλk
viλkv
β
λk
ǫλk
= vgT N
∑
λ
λ
∫
d2k
(2π)2
fλk
kikβ
k3
=
vgT
4
3∑
n=1
h
(n)
iβ N
∑
λ
λ
∞∫
0
dk
2π
φn
(
−T ∂f
(0)
λk
∂ǫλk
)
,
(C.3a)
ΞiβI = vgT N
∑
λ
∫
d2k
(2π)2
fλk
kikβ
k3
=
1
4
vgT
3∑
n=1
h
(n)
iβ N
∑
λ
∞∫
0
dk
2π
φn
(
−T ∂f
(0)
λk
∂ǫλk
)
, (C.3b)
ΞiβE = vgT N
∑
λ
λ
∫
d2k
(2π)2
fλk
ǫλk
T
kikβ
k3
=
v2gT
4T
3∑
n=1
h
(n)
iβ N
∑
λ
∞∫
0
dk
2π
kφn
(
−T ∂f
(0)
λk
∂ǫλk
)
. (C.3c)
Substituting the nonequilibrium distribution function (44a and evaluating the integrals, I find
Ξiβ =
N
4
vgT
[
h
(1)
iβ
T
2πvg
tanh
µ
2T
+h
(2)
iβ
T
2πvg
+h
(3)
iβ
T
2πvg
]
=
v2gT
4
∂n
∂µ
[
h
(1)
iβ tanh
µ
2T
+h
(2)
iβ +h
(3)
iβ
T
T
]
, (C.4a)
ΞiβI =
v2gT
4
∂n
∂µ
[
h
(1)
iβ +h
(2)
iβ tanh
µ
2T
+h
(3)
iβ
µ
T
]
, (C.4b)
ΞiβE =
v2gT
4
∂n
∂µ
[
h
(1)
iβ
T
T
+h
(2)
iβ
µ
T
+h
(3)
iβ
4πv2gn0
NT 2
]
=
v2gT
4
∂n
∂µ
[
h
(1)
iβ
T
T
+h
(2)
iβ x+h
(3)
iβ 2n˜
]
. (C.4c)
These results are summarized in the main text in Eq. (63).
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