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Abstract
This paper studies the global existence of solutions of the impulsive differential equation{
x′(t) = f (t, x(t)), t  0, t = τk,
∆x(t) = Ik(x(t)), t = τk, k = 1,2, . . . ,
where ∆x(t) = x(t+) − x(t), f : [0,∞) × Rn → Rn, Ik :Rn → Rn, k = 1,2, . . . , and {τk} is a
sequence of real numbers such that 0 < τ1 < τ2 < · · · < τk → ∞ as k → ∞. Some interesting
results on global existence of solutions are established even though the corresponding continuous
equation, i.e., y′(t) = f (t, y(t)), may not have global existence of solutions.
 2005 Elsevier Inc. All rights reserved.
Keywords: Impulse; Global solution; Differential equation
1. Introduction and preliminaries
There are numerous examples of evolutionary systems that are subjected to rapid
changes at certain instants in time. In the simulations of such processes it is frequently
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the changes be represented by state jumps. Appropriate mathematical models for such
processes are so-called differential equations with impulsive effects. It is now being recog-
nized that the theory of impulsive differential equations is not only richer than the corre-
sponding theory of differential equations but also represents a more natural framework for
mathematical modelling of many real world phenomena. For a detailed discussion of this
point and some basic concepts, we refer the reader to [1,12]. Significant progress has been
made in the theory of impulsive differential equations in recent years. In particular, the
fundamental theory and some qualitative investigations of solutions of impulsive differen-
tial equations have marked a rapid development. Let us consider the impulsive differential
equation{
x′(t) = f (t, x(t)), t  0, t = τk,
∆x(t) = Ik(x(t)), t = τk, k = 1,2, . . . ,
(1.1)
where ∆x(t) = x(t+) − x(t), f ∈ C([0,∞) × Rn,Rn) is continuous, Ik :Rn → Rn,
k = 1,2, . . . , and {τk} is a known sequence of real numbers such that 0 < τ1 < τ2 < · · · <
τk → ∞ as k → ∞. For given t0  0 and x0 ∈ Rn, with Eq. (1.1) one associates the initial
condition
x
(
t+0
)= x0. (1.2)
A function x : [t0, t0 + a) → Rn (a > 0 is finite or infinite) is said to be a solution of the
initial value problem (IVP for short) (1.1) and (1.2) if:
(1) x(t) is left continuous on [t0, t0 + a), x(t+0 ) = x0;
(2) x(t) is differentiable and x′(t) = f (t, x(t)) everywhere on (t0, t0 + a) − {τ1, τ2,
. . . , τk, . . .}; and
(3) for any t = τk ∈ [t0, t0 + a), x(t+) = lims→t+ x(s) exists and satisfies x(t+) = x(t)+
Ik(x(t)).
Subject to the impulsive differential equation (1.1), the differential equation
y′(t) = f (t, y(t)), t  0, (1.3)
is called the corresponding continuous equation or the corresponding differential equation
without impulse effects, of (1.1).
It is well known that the existence problem of global solutions is of fundamental im-
portance for the investigation of qualitative behavior of solutions of differential equations.
Here, a global solution is one defined on [t0,∞). Either implicitly or explicitly (cf. Hale
[2, p. 42]) one invokes Zorn’s lemma to claim that for Eq. (1.3) there is a global solution
or one on [t0, α) which cannot be continued to α. A solution is said to be noncontinuable
if it is defined on [t0, α) with α < ∞, and it cannot be extended to α. An example of the
latter case is
y′ = 1 + y2, t  0, (1.4)
with the initial data (t0, y0) = (0,0), which has the solution y(t) = tan t on [0,π/2) and is
noncontinuable. In fact, two more examples complete the range of possibilities. Solutions
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hand side grows faster than in the first example. Finally, solutions of y′ = t3y ln(1 + |y|)
are unbounded, but continuable to +∞ because the right-hand side does not grow too fast.
It is well known that there are many good results on the global existence of solutions of
Eq. (1.3).
Recall that to rule out noncontinuable solutions of the kind mentioned above for (1.3),
in principle, there is a fine way of doing so. Kato and Strauss [4] proved that it al-
ways works by using Lyapunov functions. A continuous function V (t, y) : [0,∞)×Rn →
[0,∞) which is locally Lipschitz in y is said to be mildly unbounded if for each T > 0,
lim|y|→∞ V (t, y) = ∞ uniformly for 0  t  T . If there is a mildly unbounded V , then
one invokes the local existence theory and consider a solution y(t) of (1.3) on [t0, α) so
that V (t, y(t)) is an unknown but well-defined function. If this V is so shrewdly chosen
that it satisfies V ′  0, then there can be no α < ∞ with limt→α− |y(t)| = ∞ because
V (t, y(t)) V (t0, y0), which implies that y(t) must be a global solution. Wintner derived
conditions on the growth of f to ensure the existence of global solutions of (1.3) and
Conti used these to construct a suitable V . These results are most accessible in Hartman
[5, pp. 29–30] for the Wintner conditions and Sansone–Conti [6, p. 6] for V . For the later
discussion, we write the theorem of Conti–Wintner as the following Theorem A which is
a well-known global existence theorem for (1.3).
Theorem A (Conti–Wintner). If there exist functions Γ ∈ C(R+,R+) and W ∈
C(R+, [1,∞)) with
∣∣f (t, y)∣∣ Γ (t)W (|y|) and
∞∫
0
ds
W(s)
= ∞,
then
V (t, y) =
( |y|∫
0
ds
W(s)
+ 1
)
exp
(
−
t∫
0
Γ (s) ds
)
is mildly unbounded and V ′(t, y(t)) 0 along any solution of (1.3).
We note that Conti–Wintner theorem just fails to hold for Eq. (1.4) which indeed does
not possess global solutions. We next turn to discuss the impulsive differential equa-
tion (1.1). Although (1.1) has the impulse effects at fixed time, its behavior of solutions is
influenced by the impulses and some of them are different from those of the corresponding
continuous equation, i.e., (1.3), except some qualitative properties such as stability which
has been verified in recent investigations [7–9]. Let us consider the following equation:{
x′ = 1 + x2, t  0, t = kπ4 ,
∆x(t) = −1, t = kπ , k = 1,2, . . . , (1.5)4
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solution. In fact, this solution has the form
x(t) = tan
(
t − nπ
4
)
, t ∈
(
nπ
4
,
(n+ 1)π
4
]
, n = 0,1,2, . . . . (1.6)
However, the corresponding continuous equation (1.4) has the solution y(t) = tan t satisfy-
ing y(0) = 0, whose maximal right interval of existence is [0,π/2) since limt→(π/2)− y(t)
= ∞. It is also interesting if we check the solution of (1.5) with x(0) = x0, where x0  1.
Indeed, since the corresponding solution of (1.4) with y(0) = x0 is y(t) = tan(t + β),
where β = arctanx0 such that π/4 β < π/2, whose maximal right interval of existence
is [0,π/2 − β) and so the corresponding integral curve cannot arrive at the first impulse
time τ1 = π/4. As a result, the solution x(t) of (1.5) with x(0) = x0  1 is not a global
solution since this x(t) is just tan(t + β) on [0, τ1).
In the existing literature, the existence of solutions of (1.1) was discussed (see, e.g.,
[1,13,14]). Typically, all known research works on the existence of global solutions to (1.1)
take the existence of global solutions of (1.3) with any initial conditions as a basic assump-
tion in order to ensure the existence of global solutions of (1.1). It is clear that the global
solutions of (1.1) now follows from such assumption since the solutions of (1.3) with any
initial conditions x(t∗) = x∗0 (t∗  0) can always arrive at the impulse time τm, where
τm > t
∗
. We emphasize that although the continuality of solutions of (1.3) to next τm is
essential for obtaining the global solutions of (1.1) (also see our Theorem 2.1) such as-
sumption restricts the applicability as seen before for Eq. (1.5). However, to the best of the
authors’ knowledge, there exist no global existence results of (1.1) in the case when the
corresponding continuous equation (1.3) does not enjoy global solutions. As a result, the
phenomenon mentioned above on Eq. (1.5) cannot be illustrated using the existing theory
on Eq. (1.1).
In this paper, we are concerned with the existence of global solutions of (1.1) when the
corresponding continuous equation (1.3) does not enjoy global solutions. More precisely,
we will check when the solutions of (1.3) with any initial condition x(t0) = x0 can always
arrive at next impulse time so that the corresponding solutions of (1.1) have global exis-
tence. We will, of course, not assume the global existence of solutions of (1.3). A general
result (Theorem 2.1) is firstly established. But this theorem is not convenient to verify be-
cause it is related to the explicit presentation of all solutions of (1.3). To derive effective
sufficient conditions, we will make use of piecewise continuous Lyapunov like functions
and the following fixed point theorem of Schaefer [10] which was discussed and proved
also by Smart [11, p. 29].
Lemma A (Schaefer). Let (C,‖ · ‖) be a convex subset of a normed linear space, and let
the operator H :C → C be completely continuous. Define
F(H) = {x ∈ C: x = λH(x), λ ∈ [0,1]}.
Then either
(i) the set F(H) is unbounded; or
(ii) the operator H has a fixed point in C.
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istence results. Indeed, when applying the Schaefer’s theorem to prove our main result,
the key step is to prove that the set A = {x ∈ PC([t0, T ],Rn): x = λHx, 0  λ  1} is
bounded. This, in continuous case and in the case when using the Conti–Wintner conditions
as in Theorem A, had been proved for Eq. (1.3), where x is in C([t0, T ],Rn). However,
in present situation, we are concerned with the impulsive equation (1.1) and consider (1.5)
as an applicable example, thus, the Conti–Wintner condition will not be satisfied and the
existence of a suitable V satisfying V ′  0 also is impossible. To overcome these difficul-
ties created actually by the special features possessed by impulsive differential equations,
when using a Lyapunov like function V (> 0) we will allow V ′ is positive along solutions
of (1.1) but we also impose a bound on the growth rate of V along solutions of (1.1). In
such a case, V probably increases along solutions between moments of impulses. How-
ever, these increases are counter-balanced by sufficient decreases in V at each subsequent
moment of impulses.
2. Main results
We first establish a general global existence result for Eq. (1.1) by checking when a
solution of (1.3) with any initial condition y(t∗) = x∗0 can arrive at nearest one impulse
time. The example in (1.5) then can be illustrated using this result. To this end, we consider
Eq. (1.1) under the following assumption:
(H2.0) f : [0,∞) × Ω → Rn, Ik :Ω → Rn, where Ω is an open set of Rn. And for any
(t0, x0) ∈ [0,∞)×Ω , there exists one solution y(t, t0, x0) of (1.3) whose maximal
right interval of existence is defined by J = [t0, t0 + a), where a = a(t0, x0) > 0
depends on t0 and x0.
Theorem 2.1. Assume that condition (H2.0) holds and the following conditions are satis-
fied:
(i) inf{a = a(t0, x0) | (t0, x0) ∈ [0,∞)×Ω} = δ > 0, where δ is independent of t0 and x0.
(ii) 0 < τk − τk−1 < δ for all k = 1,2, . . . , where τ0 = 0.
(iii) x ∈ Ω implies that x + Ik(x) ∈ Ω for all k = 1,2, . . . .
Then for any (t0, x0) ∈ [0,∞) × Ω , there exists one solution x(t, t0, x0) of (1.1) defined
on [t0,∞) such that x(t+0 , t0, x0) = x0.
Proof. Let t0 ∈ [τm−1, τm) for some m ∈ N =: {1,2, . . .}, and let y0(t) be the solution of
the IVP{
y′ = f (t, y), t  t0,
y(t0) = x0,
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Using condition (iii) yields y0(τm)+ Im(y0(τm)) ∈ Ω . Then we may let y1(t) be the solu-
tion of the second IVP{
y′ = f (t, y), t  τm,
y(τm) = y0(τm)+ Im(y0(τm)),
defined on J [τm, τm + a1) (a1 > 0). It is clear that τm+1 ∈ (τm, τm + a1). Thus, y1(τm+1)
∈ Ω , and so y1(τm+1) + Im+1(y1(τm+1)) ∈ Ω . Then, we may again formulate an IVP of
the form{
y′ = f (t, y), t  τm+1,
y(τm+1) = y1(τm+1)+ Im+1(y1(τm+1)),
whose solution y2(t) exists on the interval J [τm+1, τm+1 + a2). By repeating this proce-
dure, by induction, we may obtain the solution yk(t) of the IVP{
y′ = f (t, y), t  τm+k−1,
y(τm+k−1) = yk−1(τm+k−1)+ Im+k−1(yk−1(τm+k−1)),
defined on J [τm+k−1, τm+k−1 + ak), k = 1,2, . . . . Finally, we define x(t) by
x(t) =


y0(t), t0  t  τm,
y1(t), τm < t  τm+1,
...
yk(t), τm+k−1 < t  τm+k, k = 1,2, . . . .
Then it is easy to verify that x(t) is the solution of (1.1) defined on [t0,∞) such that
x(t+0 ) = x0. The proof is complete. 
We note that Theorem 2.1 is a general result but it is not convenient to verify the con-
ditions of this theorem unless general solutions of (1.3) can be obtained explicitly. For
example, one may illustrate Eq. (1.5) by using this theorem. Indeed, it is easy to check that
the solution starting at any (t0, x0) of (1.4) is y = tan(t + arctanx0 − t0), whose maximal
right interval of existence is [t0, t0 + π/2 − arctanx0). Thus, by Theorem 2.1, we see that
if
π
2
− arctanx0 > π4 or x0 < 1,
then the solution of (1.5) satisfying x(t+0 ) = x0, t0  0, exists on [t0,∞). On the other
hand, if x0  1, the corresponding solution of (1.5) starting at (t0, x0) does not exist on
[t0,∞).
In the following we will give effective sufficient conditions to ensure the existence of
global solutions of (1.1) by using the above Schaefer’s fixed point theorem. But we still
want a local solution as a special case. This will be accomplished by extending f over a
compact set to a continuous bounded function on Rn+1. Indeed, suppose that f is contin-
uous on D = {(t, x) | t0  t  T , |x − x0| L} for T > t0 and L> 0. We want to extend
f to all of R ×Rn in a bounded and continuous manner. Since D is convex, if we choose
(t1, y1) as any interior point of D and if Q is any ray from (t1, y1) the Q intersects the
boundary of D at exactly one point (tQ, xQ). Define F :R ×Rn → Rn by
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(ii) F(t, x) = f (tQ, xQ) if (t, x) is on Q and in the complement of D.
Clearly, F is bounded, continuous, and agrees with f on D. We will need the following
classes of functions.
Let I ⊂ [0,∞) be any interval. Set PC(I,Rn) = {x : I → Rn, x is continuous
everywhere except at the points t = τk ∈ I , and x(τ+k ) = limt→τ+k x(t) and x(τ
−
k ) =
limt→τ−k x(t) exist with x(τ
−
k ) = x(τk)}. For any x ∈ PC([t0, T ],Rn), where t0  0,
T > t0, the norm of x is defined by |x|PC = supt∈[t0,T ] |x(t)|, where | · | is the norm in Rn.
Then PC([t0, T ],Rn) is a Banach space with the uniform convergence topology.
To apply the Schaefer fixed point theorem we will need a compactness criterion for a
set Λ ⊂ PC([t0, T ],Rn). Let us introduce the following definition.
Definition 2.1. A set Λ is said to be quasiequicontinuous in [t0, T ] if for any ε > 0 there
exists a δ > 0 such that if x ∈ Λ; k ∈ N ; t1, t2 ∈ (τk−1, τk] ∩ [t0, T ], and |t1 − t2| < δ, then
|x(t1)− x(t2)| < ε.
Remark 2.1. From Definition 2.1, we see that if the set Λ is quasiequicontinuous, then
limt→τ−k−1 x(t) = x(τ
−
k−1) exists for each x ∈ Λ. Thus the set Λ can be made equicontinu-
ous on each subinterval [τk−1, τk] by redefining x(τk−1) = x(τ−k−1). This together with the
standard result [3, pp. 175–176] yields the following necessary and sufficient conditions
for relative compactness in PC([t0, T ],Rn).
Lemma 2.1 (Compactness criterion). The set Λ ⊂ PC([t0, T ],Rn) is relatively compact if
and only if
(1) Λ is uniformly bounded, that is, |x|PC  c for each x ∈ Λ and some c > 0;
(2) Λ is quasiequicontinuous in [t0, T ].
Let us introduce the following classes of functions for later use:
K0 =
{
ψ ∈ C[R+,R+): ψ(s) > 0 for s > 0, ψ(0) = 0},
K = {ψ ∈ K0: ψ(s) is strictly increasing in s},
KR =
{
ψ ∈ K: lim
s→∞ψ(s) = ∞
}
,
and
ν0(M) =
{
V :R+ × Sc(M) → R+: V (t, x) is continuous on (τk, τk+1] × Sc(M),
locally Lipschitzian in x and V
(
τ+k , x
)
exists for k = 1,2, . . .},
where M  0 and Sc(M) = {x ∈ Rn: |x|M}.
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ous portion of system (1.1) for (t, x) ∈ R+ × Sc(M)0, t = τk , where Sc(M)0 denotes the
interior of Sc(M), by
D+V (t, x) = lim sup
δ→0+
δ−1
[
V
(
t + δ, x + δf (t, x))− V (t, x)].
We also introduce the following conditions:
(H2.1) f ∈ C([0,∞)×Rn,Rn), Ik ∈ C(Rn,Rn), k = 1,2, . . . .
(H2.2) There exist constants M and H such that |x + Ik(x)|H for k = 1,2, . . . , when-
ever |x|M .
(H2.3) There exist V (t, x) ∈ ν0(M), ψ ∈ K , ψk ∈ K0, and constant λ1 > 0 such that
ψk(s)ψ(s) < s for s > 0 and
V
(
τ+k , x + Ik(x)
)
ψk
(
V (τk, x)
)
,
for x, x + Ik(x) ∈ Sc(M)∩ S(λ1), k ∈ N,
where S(ρ) =: {x ∈ Rn: |x| < ρ}, λ1 M .
(H2.4) There exist V (t, x) ∈ ν0(M) and a, b ∈ KR such that b(|x|) V (t, x) a(|x|), for
(t, x) ∈ R+ × Sc(M).
A straightforward calculation shows that the existence of the solution x(t, t0, x0) of (1.1)
is equivalent to the existence of solution of the corresponding impulsive integral equation
x(t) = x0 +
t∫
t0
f
(
s, x(s)
)
ds +
∑
t0τk<t
Ik
(
x(τk)
)
. (2.1)
To apply Schaefer’s theorem, let 0 λ 1 and consider

x′ = λf (t, x), t = τk,
∆x = λIk(x), t = τk,
x(t0) = λx0
(2.2)
or the equivalent integral equation
x(t) = λ
[
x0 +
t∫
t0
f
(
s, x(s)
)
ds +
∑
t0τk<t
Ik
(
x(τk)
)]=: λH(x)(t). (2.3)
Theorem 2.2. Let condition (H2.1) hold. Assume that there exist constants M,H,λ1 such
that the conditions (H2.2)–(H2.4) hold, and there exist p ∈ PC(R+,R+) and c ∈ K0 such
that
D+V (t, x) p(t)c
(
V (t, x)
)
, (t, x) ∈ R+ × Sc(M)0, t = τk, (2.4)
along any solution of (2.2). Further, suppose that there exists λ2  λ1 such that
τk+1∫
p(s) ds +
ψk(y)∫
ds
c(s)
 0, λ1  y  λ2, k ∈ N, (2.5)τk y
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λ2 > a
(
b−1
(
ψ−1
(
a(h)
)))
, where h = max{b−1(max{λ1, b(M)}),H}. (2.6)
Then there exists constant α > h such that for any t0  0 and |x0| < α the solution x =
x(t, t0, x0) of (1.1) exists on [t0,∞).
Proof. Let T > t0 be given. We will prove that there is a solution x(t, t0, x0) of (1.1) on
[t0, T ]. Set I = [t0, T ] and consider the Banach space PC = PC(I,Rn). For any φ ∈ PC
define the integral operator H by
H(ϕ)(t) = x0 +
t∫
t0
f
(
s, ϕ(s)
)
ds +
∑
t0τk<t
Ik
(
ϕ(τk)
)
, t ∈ I.
It is easy to see that H maps PC into PC.
Without loss of generality, we assume that t0 < τ1 and τi ∈ [t0, T ], i = 1,2, . . . ,m. The
conditions of Schaefer’s theorem will be verified by the following two claims.
Claim 1. The operator H is continuous.
Let J > 0 be given and let ϕi ∈ PC with |ϕi |PC  J , i = 1,2. In view of the continuity
of f and Ik on |x| J and t0  t  T , for any ε > 0 there is a δ > 0 such that if t0  t  T
and |ϕ1(t)− ϕ2(t)| δ then |f (t, ϕ1(t))− f (t, ϕ2(t))| < ε and∣∣Ik(ϕ1(τk))− Ik(ϕ2(τk))∣∣< ε, k = 1,2, . . . ,m.
Thus, t0  t  T and |ϕ1 − ϕ2|PC  δ imply that∣∣H(ϕ1)(t)−H(ϕ2)(t)∣∣

t∫
t0
∣∣f (s, ϕ1(s))− f (s, ϕ2(s))∣∣ds + m∑
k=1
∣∣Ik(ϕ1(τk))− Ik(ϕ2(τk))∣∣< T ε +mε,
and so |H(ϕ1)−H(ϕ2)|PC < (T +m)ε. This shows that H is continuous.
Claim 2. H maps bounded sets into relatively compact sets.
Indeed, for a given J > 0, if φ ∈ PC and |ϕ|PC  J , then there is a J ∗ > 0 with
|f (t, ϕ(t))| J ∗ and |Ik(ϕ(t))| J ∗ for t0  t  T and k = 1,2, . . . ,m. Thus, it is easily
seen that H(PC) is uniformly bounded. To show that H(PC) is quasiequicontinuous, for
any t1, t2 ∈ (τk−1, τk] ∩ [t0, T ], t2 > t1, x ∈ PC, we have∣∣H(x)(t2)−H(x)(t1)∣∣

t2∫ ∣∣f (s, x(s))∣∣ds + ∣∣∣∣ ∑
t τ <t
Ii
(
x(τi)
)− ∑
t τ <t
Ii
(
x(τi)
)∣∣∣∣A1|t2 − t1|,
t1 0 i 2 0 i 1
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H is relatively compact, and so H is completely continuous. To complete the proof of the
theorem, it suffices to prove the following claim.
Claim 3. There exists constant L > 0 such that for any ϕ(t) ∈ A =: {x ∈ PC | x =
λHx, 0 λ 1}, |ϕ|PC <L.
From (2.6) we see that there exist positive numbers P > b−1(max{λ1, b(M)}) and
α > max{P,H } such that λ2 > a(b−1(ψ−1(a(α)))). Set L = b−1(ψ−1(a(α))). Then
λ2 > a(L). We note that ψ−1(a(α))  a(α) and L α. Let ϕ ∈ A with |x0| < α, and
t0 ∈ [τl, τl+1) for some integer l  0. We will prove that |ϕ(t)| < L for t0  t  T .
Otherwise, |ϕ(t)|  L for some t ∈ [t0, T ]. Set t∗ = inf{t ∈ [t0, T ]: |ϕ(t)|  L}. Then
t∗ ∈ (t0, T ], |ϕ(t∗)|  L and |ϕ(t)| < L for t ∈ (t0, t∗). Let k  l satisfy t∗ ∈ (τk, τk+1].
Since ϕ(t) may be discontinuous at moments of impulses, it is possible that |ϕ(t∗)| < L
providing t∗ = τk+1 and |ϕ(t∗+)| L. Of course, if t∗ = τk+1, then |ϕ(t∗)| = L. Thus, we
consider two cases.
Case 1. |ϕ(t∗)| = L.
Case 2. |ϕ(t∗)| <L, |ϕ(t∗+)| L, and t∗ = τk+1.
We define m(t) = V (t, ϕ(t)) on E =: {t ∈ (t0, T ]: |ϕ(t)| P }. We restrict the domain
of m(t) because V (t, ϕ(t)) is undefined along segments of ϕ(t) for which |ϕ(t)| < M .
Moreover, for t ∈ E, m(t) b(P ) > λ1 by condition (H2.4). We will construct an interval
in E containing t∗.
We first prove |ϕ(t∗)| > P . This is obvious in Case 1 since |ϕ(t∗)| = L  α > P . In
Case 2 suppose |ϕ(t∗)|  P . If |ϕ(t∗)| M then |ϕ(t∗+)| = |ϕ(t∗) + Ik+1(ϕ(t∗))|  H
by condition (H2.2), but |ϕ(t∗+)| L α >H which is a contradiction. So we must have
M < |ϕ(t∗)|  P . Since |ϕ(t∗+)|  L > M then by condition (H2.3) and (H2.4) we get
the contradiction: b(L) b(|ϕ(t∗+)|) V (t∗+, ϕ(t∗+)) = V (t∗+, ϕ(t∗)+ Ik+1(ϕ(t∗)))
ψk+1(V (t∗, ϕ(t∗))) V (t∗, ϕ(t∗)) a(|ϕ(t∗)|) a(P ) < a(α) b(L). So in Case 2 we
must have also |ϕ(t∗)| >P .
If |ϕ(t)|  P for t ∈ (t0, t∗] then we define tˆ = t0. Otherwise we define tˆ = sup{t ∈
(t0, t∗]: |ϕ(t)| < P }. Clearly tˆ ∈ [t0, t∗), |ϕ(tˆ+)| P and |ϕ(t)| P for t ∈ (tˆ , t∗]. Thus,
(tˆ , t∗] ⊂ E and, moreover, in Case 2, (tˆ , t∗ + ε] ⊂ E for some ε > 0 sufficiently small. If
we set ε = 0 in Case 1 then (tˆ , t∗ + ε] ⊂ E for either case. By conditions (2.4) and (H2.3)
we see that
D+m(t) p(t)c
(
m(t)
)
, t ∈ (tˆ , t∗ + ε), t = τi, (2.7)
m
(
τ+i
)
ψi
(
m(τi)
)
, τi ∈ (tˆ , t∗ + ε), i = 1,2, . . . . (2.8)
Since m(t)  λ1 > 0 for t ∈ (tˆ , t∗ + ε] and note that |ϕ(t∗)|  L and |ϕ(t)| < L for
t ∈ (t0, t∗) and V (t∗+, ϕ(t∗+)) = V (t∗+, ϕ(t∗) + Ik+1(ϕ(t∗)))  ψk+1(V (t∗, ϕ(t∗))) 
V (t∗, ϕ(t∗)) a(|ϕ(t∗)|) a(L) < λ2, we may choose the above ε such that
λ1 m(t) λ2 for t ∈ (tˆ , t∗ + ε].
556 J. Shen, X. Liu / J. Math. Anal. Appl. 314 (2006) 546–557For c ∈ K0 we see that c(m(t)) > 0 for t ∈ (tˆ , t∗ + ε] and c(m(tˆ+)) > 0. So for any t1, t2 ∈
[tˆ , t∗ + ε] with t1 < t2 and τi /∈ (t1, t2) for i = 1,2, . . . , from (2.7) we have
m(t2)∫
m(t+1 )
ds
c(s)

t2∫
t1
p(s) ds. (2.9)
We show that m(tˆ+) < a(α). If tˆ = t0 then m(tˆ+) = m(t+0 ) a(|ϕ(t+0 )|) = a(|x0|) < a(α).
Now suppose tˆ > t0, then |ϕ(tˆ)|  P . If |ϕ(tˆ+)| = P < α then m(tˆ+) < a(α) as above.
Otherwise |ϕ(tˆ+)| > P . Thus, |ϕ(t)| is discontinuous at t = tˆ which implies tˆ = τi for
some i > l. If |ϕ(tˆ)|M then |ϕ(tˆ+)| = |ϕ(tˆ)+ Ii(ϕ(tˆ))|H < α and so m(tˆ+) < a(α).
Alternatively, if M < |ϕ(tˆ)| P then m(tˆ+) ψi(V (tˆ, ϕ(tˆ))) V (tˆ, ϕ(tˆ)) a(|ϕ(tˆ)|)
a(P ) < a(α).
Next we show m(t∗) b(L). In Case 1, m(t∗) b(|ϕ(t∗)|) = b(L). In Case 2, b(L)
b(|ϕ(t∗+)|)m(t∗+)ψk+1(m(t∗))m(t∗).
Since m(tˆ+)  λ1, b(L)  b(α) > b(P ) > λ1, and m(t)  λ1 for t ∈ (tˆ , t∗ + ε],
then (2.5) holds with y replaced by m(tˆ+), b(L), or m(t) for t ∈ (tˆ , t∗ + ε]. Since
b(L) = ψ−1(a(α)), then ψ(b(L)) = a(α) and so ψi(b(L)) a(α) for i = 1,2, . . . . More-
over, since m(tˆ+) < a(α) then m(tˆ+) < ψi(b(L)) for i = 1,2, . . . .
We first suppose τk  tˆ < t∗  τk+1. In other words ϕ(t) does not undergo any impulses
in the interval (tˆ , t∗). Then we get by (2.5) and (2.9) the following contradiction (C):
0
τk+1∫
τk
p(s) ds +
ψk(b(L))∫
b(L)
ds
c(s)

t∗∫
tˆ
p(s) ds +
ψk(b(L))∫
b(L)
ds
c(s)

m(t∗)∫
m(tˆ+)
ds
c(s)
+
ψk(b(L))∫
b(L)
ds
c(s)
>
b(L)∫
ψk(b(L))
ds
c(s)
+
ψk(b(L))∫
b(L)
ds
c(s)
= 0.
Now suppose τj−1  tˆ < τj < τj+1 < · · · < τk < t∗  τk+1, where j  k. Then for
i = j, j + 1, . . . , k and t ∈ (τi, τi+1], t  t∗, we have
0
τi+1∫
τi
p(s) ds +
ψi(m(τi ))∫
m(τi )
ds
c(s)

t∫
τi
p(s) ds +
ψi(m(τi ))∫
m(τi)
ds
c(s)

m(t)∫
m(τ+i )
ds
c(s)
+
ψi(m(τi ))∫
m(τi )
ds
c(s)

m(t)∫
ψi(m(τi ))
ds
c(s)
+
ψi(m(τi ))∫
m(τi )
ds
c(s)
=
m(t)∫
m(τi)
ds
c(s)
.
Thus m(t)m(τi) for t ∈ (τi, τi+1], t  t∗. So in particular m(t∗)m(τk) and m(τi+1)
m(τi) for i = j, j + 1, . . . , k − 1. Thus by induction m(t∗)m(τj ). Since m(t∗) b(L)
then m(τj ) b(L). Finally, by replacing k by j − 1 and t∗ by τj in the proof of the above
contradiction (C) we get a similar contradiction which completes the proof of Claim 3.
Now an application of Schaefer’s theorem completes the proof. 
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x′ = x2 sin(ex + t), t = k2 ,
∆x = − 23x, t = k2 , k = 1,2, . . . .
(2.10)
We may easily check that (2.10) satisfies all conditions of Theorem 2.2 for t0 = 0, x0 = 1.
Thus, the solution of (2.10) satisfying x(0) = 1 is continuable for all t  0. In fact, set
V (t, x) = V (x) = |x|, c(s) = s2, ψ(s) = ψk(s) = s/3, p(t) = 1, M = H = λ1 = h = 1/3,
α = 1 + ε for ε > 0 sufficiently small, and λ2 = 4, in Theorem 2.2. We omit the details.
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