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BAB III 
METODE PENELITIAN 
Pada bab ini akan dibahas mengenai desain penelitian, populasi dan 
sampel penelitian yang menjelaskan siapa saja yang dijadikan sampel untuk 
keperluan penelitian, jenis dan sumber data apakah menggunakan data primer 
ataupun sekunder, kemudian dilanjutkan dengan metode pengumpulan data, 
variabel penelitian dan operasional variabel yang mendeskripsikan variabel-
variabel secara operasional sampai dengan cara pengukurannya, dan terakhir 
analisis data. 
3.1 Desain Penelitian 
Penelitian ini meneliti pengaruh dari Pengungkapan Corporate Social 
Responsibility, Profitabilitas, Inventory Intensity, Capital Intensity, Leverage 
Terhadap Agresivitas Pajak pada perusahaan manufaktur sektor aneka industri 
yang terdaftar di BEI periode  2013-2016. Penelitian ini berjenis kuantitatif yaitu 
metode penelitian yang berlandaskan pada filsafat positivism yang di gunakan 
untuk meneliti pada populasi untuk sampel tertentu (Sugiyono, 2012:7). Tujuan 
dari penelitian ini adalah pengujian hipotesis, dimana pengujian hipotesis 
biasanya menjelaskan sifat hubungan tertentu atau menemukan perbedaan antar 
kelompok (indepedensi) dua atau lebih dari faktor dalam suatu situasi. 
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3.2 Populasi dan Sampel 
Populasi merupakan keseluruhan objek atau subjek yang berada pada 
suatu wilayah dan memenuhi syarat-syarat tertentu berkaitan dengan masalah 
penelitian, atau keseluruhan unit atau individu dalam ruang lingkup yang akan 
diteliti (Martono, 2011:74).  Adapun populasi dari penelitian ini adalah 
perusahaan yang terdaftar di Bursa Efek Indonesia (BEI) pada periode 2013-2016.   
Sampel adalah bagian dari populasi yang memiliki ciri-ciri atau keadaan 
tertentu yang akan diteliti. Atau, sampel dapat didefinisikan sebagai anggota 
populasi yang dipilih dengan menggunakan prosedur tertentu sehingga diharapkan 
dapat mewakili populasi. Adapun prosedur penyampelan pada penelitian ini 
adalah dengan teknik sampling. Dalam penelitian ini teknik sampling yang 
digunakan adalah sampling purposive. Teknik sampling purposive adalah teknik 
penentuan sampel dengan pertimbangkan tertentu (Martono, 2011:79). Teknik ini 
digunakan agar mendapatkan sampel sesuai dengan tujuan penelitian, dimana 
sampel dipilih berdasarkan kriteria-kriteria tertentu. Adapun kriterianya adalah 
sebagai berikut: 
1. Perusahaan manufaktur sektor aneka industri yang terdaftar di BEI 
2. Perusahaan manufaktur sektor aneka industri yang terdaftar di BEI secara 
berturut-turut selama periode 2013-2016 
3. Perusahaan manufaktur yang menerbitkan laporan keuangan dalam mata 
uang rupiah dan menggunakan bahasa Indonesia untuk periode yang 
berakhir 31 Desember 
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4. Perusahaan tidak mengalami kerugian selama periode tahun penelitian 
5. Perusahaan memiliki ETR antara 0 dan 1 untuk memudahkan proses 
perhitungan 
6. Perusahaan yang memiliki nilai aset bersih positif selama periode penelitian 
7. Perusahaan yang memiliki kelengkapan data pada penelitian ini 
Tabel 3.1 
Kriteria Pemilihan Sampel 
No. Kriteria 
Tidak 
Sesuai 
Kriteria 
Sesuai 
Kriteria 
1 
Perusahaan manufaktur sektor aneka industri 
yang terdaftar di BEI 
 40 
2 
Perusahaan manufaktur aneka industri yang 
terdaftar di BEI secara berturut-turut selama 
periode 2013-2016 
(8) 32 
3 
Perusahaan yang memiliki kelengkapan data 
pada penelitian ini 
(13) 19 
4 Data Outlier (1) 18 
 
Jumlah manufaktur sektor aneka industri 
yang dijadikan sampel 
 18 
 Jumlah tahun pengamatan  4 
 Jumlah sampel data selama penelitian  72 
Sumber: Data Olahan dari BEI 
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Tabel 3.2 
Daftar Perusahaan Yang Menjadi Sampel 
No. Kode Perusahaan Nama Perusahaan 
1 DLTA Delta Jakarta Tbk 
2 ICBP Indofood CBP Sukses Makmur Tbk 
3 MYOR Mayora Indah Tbk 
4 ROTI Nippon Indosari Corporindo Tbk 
5 SKBM Sekar Bumi Tbk 
6 ULTJ Ultrajaya Milk Industry & Trading Comp. Tbk 
7 GGRM Gudang Garam, Tbk 
8 HMSP Hanjaya Mandala Sampoerna, Tbk 
9 WIIM Wismilak Inti Makmur, Tbk 
10 DVLA Darya Varian Laboratorium, Tbk 
11 KLBF Kalbe Farma, Tbk 
12 SIDO Industri Jamu dan Farmasi Sido Muncul, Tbk 
13 TSPC Tempo Scan Pasific Tbk 
14 ADES Akasha Wira International Tbk 
15 TCID Mandom Indonesia, Tbk 
16 UNVR Unilever Indonesia, Tbk 
17 PSDN Prasidha Aneka Niaga Tbk 
18 MBTO Martina Berto Tbk 
Sumber: www.idx.co.id  
3.3 Jenis dan Sumber Data 
Jenis data yang dipakai dalam penelitian ini merupakan data sekunder 
yang bersumber dari dokumentasi perusahaan. Data sekunder merupakan data 
yang diperoleh dari sumber yang sudah ada dan tidak perlu dicari sendiri oleh 
peneliti. Data yang digunakan dalam penelitian ini adalah data sekunder meliputi 
laporan tahun 2013–2016. Data tersebut dapat diperoleh dengan mengakses situs 
www.idx.co.id dan alasan pemilihan BEI sebagai sumber pengambilan data 
dikarenakan BEI merupakan satu-satunya bursa efek terbesar dan representatif di 
Indonesia. 
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3.4 Teknik Pengumpulan Data 
Dalam penelitian ini data dikumpulkan dengan teknik pengumpulan 
dokumenter, yaitu penggunaan data yang berasal dari dokumen-dokumen yang 
sudah ada. Hal ini dilakukan dengan cara penelusuran dan pencatatan infomasi 
yang diperlukan pada data sekunder berupa laporan keuangan perusahaan. Metode 
dokumenter ini dilakukan dengan cara mengumpulkan annual repot, laporan 
keuangan dan data lain yang diperlukan. Data pendukung pada penelitian ini 
adalah metode studi pustaka dari jurnal-jurnal ilmiah serta literatur yang memuat 
pembahasan berkaitan dengan penelitian ini. Data diperoleh dari www.idx.co.id 
yang berupa laporan tahunan (annual report), laporan keuangan dan data lainnya 
yang diperlukan.  
3.5 Variabel Penelitian dan Definisi Operasional Variabel 
Variabel pada penelitian ini terdapat 6 (enam) variabel, yang terdiri dari 
5 (lima) variabel independen, 1 (satu) variabel dependen. Adapun masing-masing 
variabelnya, yaitu variabel independen terdiri atas Pengungkapan Corporate 
Social Responsibility, Profitabilitas, Inventory Intensity, Capital Intensity, 
Leverage. Variabel dependennya adalah Agresivitas Pajak. 
Berikut diuraikan definisi dari masing-masing variabel yang digunakan 
dengan operasional dan cara pengukurannya. 
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1. Agresivitas Pajak 
Menurut Hanlon dan Heitzman (2010) mendefinisikan agresivitas pajak 
adalah strategi penghindaran pajak untuk mengurangi atau menghilangkan beban 
pajak perusahaan dengan menggunakan ketentuan yang diperbolehkan maupun 
memanfaatkan kelemahan hukum dalam peraturan perpajakan atau melanggar 
ketentuan dengan menggunakan celah yang ada namun masih di dalam grey area. 
Menurut Hlaing dalam Nugraha (2015) agresivitas pajak didefinisikan sebagai 
kegiatan perencanaan pajak semua perusahaan yang terlibat dalam usaha 
mengurangi tingkat pajak yang efektif. Tarif pajak efektif perusahaan dapat diukur 
dengan menggunakan rumus: 
 
 
Beban pajak dan laba sebelum pajak dalam penghitungan tarif pajak 
efektif merupakan beban pajak yang tercantum dalam laporan laba/rugi 
perusahaan. Beban pajak yang tercantum dalam laporan keuangan adalah total 
pajak kini ditambah dengan total pajak tangguhan. 
2. Pengungkapan Corporate Social Responsibility 
Menurut Baker dalam Yoehana (2013) CSR adalah tentang bagaimana 
perusahaan mengelola proses bisnis untuk menghasilkan dampak positif secara 
keseluruhan pada masyarakat. Sementara definisi CSR menurut Wikipedia 
Indonesia menyatakan Tanggung Jawab Sosial Perusahaan atau Corporate Social 
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Responsibility adalah suatu konsep bahwa organisasi, khususnya (bukan hanya) 
perusahaan adalah memiliki tanggung jawab terhadap konsumen, karyawan, 
pemegang saham, komunitas, dan lingkungan dalam segala aspek operasional. 
Menurut Nugraha (2015) CSR diproksikan dengan pengungkapan CSR 
yang diukur dengan menggunakan check list yang mengacu pada indikator 
pengungkapan yang digunakan secara umum di dunia yaitu global reporting 
initiative atau GRI 3.1. Indikator GRI 3.1 dipilih karena indikator tersebut berlaku 
secara umum sehingga dapat dibandingkan dengan penelitian di berbagai negara. 
Indikator dalam penelitian ini terdiri dari 5 kategori, yaitu lingkungan, 
kepegawaian, hak asasi, masyarakat dan tanggung jawab produk. Jumlah item 
yang diharapkan dapat memberikan informasi mengenai CSR perusahaan adalah 
75 item yang terdiri atas 30 item kategori lingkungan, 15 item kategori 
kepegawaian, 11 item kategori hak asasi, 10 item kategori masyarakat dan 9 item 
kategori tanggung jawab produk.  
Pengukuran ini dilakukan dengan cara mencocokan item pada check list 
dengan item yang diungkapkan dalam laporan tahunan perusahaan. Apabila item y 
diungkapkan maka diberi nilai 1, jika item y tidak diungkapkan maka diberi nilai 
0. Setelah member nilai pada setiap item, maka dapat dihitung pengungkapan 
CSR dengan proksi CSRI, yang rumusnya sebagai berikut: 
 
 
 
       
     
  
 
45 
 
Keterangan: 
CSRIi : Indeks luas pengungkapan CSR perusahaan i 
∑ Xyi : nilai = 1 jika item y diungkapkan; 0 = jika y tidak diungkapkan 
ni  : jumlah item perusahaan i, ni = 75 
 
3. Profitabilitas 
Profitabilitas menunjukkan kemampuan perusahaan untuk menghasilkan 
laba atau nilai hasil akhir operasional perusahaan selama periode tertentu. Laba 
dijadikan indikator bagi para  stakeholder untuk menilai sejauh mana kinerja 
manajemen dalam mengelola suatu perusahaan. Menurut Sudarmadji dan Sularto 
(2007) dalam Gemilang (2017) profitabilitas merupakan indikator kinerja yang 
dilakukan manajemen dalam mengelola kekayaan perusahaan yng ditunjukkan 
dengan laba yang dihasilkan. Laba dijadikan indikator oleh stakeholder untuk 
menilai sejauh mana kinerja manajemen mengelola perusahaan. 
Profitabilitas menggambarkan kemampuan perusahaan untuk 
menghasilkan keuntungan atau laba bagi perusahaan dari total aset yang dimiliki. 
Penelitian ini menggunakan ROA sebagai proksi mengukur profitabilitas 
perusahaan. Menurut Lanis dan Richardson (2012) profitabilitas dapat diukur 
dengan rumus sebagai berikut: 
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4. Inventory Intensity 
Menurut Andhari (2017) persediaan perusahaan merupakan bagian dari 
aset lancar perusahaan yang dipergunakan untuk memenuhi permintaan dan 
operasional perusahaan dalam jangka panjang. Intensitas persediaan atau 
inventory intensity adalah salah satu bagian aktiva yang diproksikan dengan 
membandingkan antara total persediaan dengan total aset yang dimiliki oleh 
perusahaan. Perusahaan dengan tingkat intensitas persediaan yang tinggi akan 
lebih agresif terhadap tingkat beban pajak yang diterima. Perusahaan seperti ini 
juga akan mampu melakukan efisiensi biaya sehingga laba perusahaan dapat 
meningkat. Laba dalam satu periode berjalan dapat digantikan dengan adanya 
persediaan yang tinggi dan dialokasikan pada periode mendatang. 
Inventory intensity menggambarkan proporsi persediaan yang dimiliki 
perusahaan terhadap toal aset perusahaan. Inventory intensity dihitung dengan 
rumus: 
 
 
5. Capital Intensity 
Menurut Kuriah (2016) Capital Intensity merupakan salah satu bentuk 
keputusan keuangan. Keputusan tersebut ditetapkan oleh manajemen perusahaan 
untuk meningkatkan profitabilitas perusahaan. Intensitas modal mencerminkan 
seberapa besar modal yang dibutuhkan perusahaan untuk menghasilkan 
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pendapatan. Sumber dana atau kenaikan modal dapat diperoleh dari penurunan 
aset tetap (dijual) atau peningkatan jumlah aset tetap (pembelian). Capital 
Intensity didefinisikan sebagai rasio antara aset tetap seperti peralatan, mesin dan 
berbagai properti terhadap total aset (Noor et al., 2010:190). 
Capital intensity memperlihatkan sebarapa besar aset suatu perusahaan 
yang diinvestasikan dalam bentuk aset tetap. Capital intensity dihitung dengan 
rumus: 
 
 
6. Leverage 
Riyanto (2001) dalam Nugraha (2015) mendefinisikan leverage sebagai 
penggunaan aset atau dana yang penggunaannya memiliki kewajiban untuk 
membayar biaya tetap. Leverage timbul apabila perusahaan membiayai aset 
dengan dana pinjaman yang memiliki beban bunga. Tingkat leverage dapat 
menggambarkan resiko keuangan perusahaan. Menurut Yulfaida (2012) dalam 
Nugraha (2015) leverage merupakan jumlah utang yang dimiliki perusahaan 
untuk pembiayaan dan dapat mengukur besarnya aktiva yang dibiayai utang. 
Perusahaan dengan leverage yang tinggi mengindikasi perusahaan tersebut 
bergantung pada pinjaman luar atau utang, sedangkan perusahaan dengan 
leverage rendah dapat membiayai asetnya dengan modal sendiri. 
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Leverage adalah kemampuan perusahaan untuk memenuhi kewajiban 
financial jangka panjang maupun jangka pendek. Rasio leverage memperlihatkan 
proporsi total utang jangka panjang perusahaan terhadap total aset yang dimiliki 
oleh perusahaan. Leverage dihitung dengan rumus: 
 
 
3.6 Metode Analisis Data 
Metode analisis yang dilakukan dalam penelitian ini adalah dengan 
melakukan analisis deskriptif kuantitatif dan analisis regresi data panel untuk 
mengukur pengaruh variabel independen dan variabel dependen yang dinyatakan 
dengan angka-angka yang dalam perhitungannya menggunakan metode statistik 
yang dibantu dengan program pengolah data statistik yang dikenal dengan eviews. 
Data panel adalah jenis data yang merupakan gabungan dari data time series 
(runtut waktu) dan cross section (data silang). Metode-metode yang digunakan 
yaitu: 
3.7 Statistik Deskriptif 
Menurut Ghozali (2013;19) analisa statistik deskriptif memberikan 
gambaran atau deskripsi suatu data yang dilihat dari nilai minimum, maksimum, 
rata-rata (mean), dan standar deviasi. 
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3.8 Uji Asumsi Klasik 
Model regresi memiliki beberapa asumsi dasar yang harus dipenuhi 
untuk menghasilkan estimasi yang baik atau dikenal dengan BLUE (Best Linear 
Unbiased Estimator). Tujuan pengujian asumsi klasik adalah untuk memberikan 
kepastian bahwa persamaan regresi yang didapatkan memiliki ketepatan dalam 
estimasi, tidak bias dan konsisten. Asumsi-asumsi dasar tersebut mencakup 
normalitas, multikolinearitas, heteroskedastisitas dan autokorelasi. 
3.8.1 Uji Normalitas 
Menurut Ghozali (2013;160) uji normalitas bertujuan untuk menguji 
apakah dalam model regresi, variabel pengganggu atau residual memiliki 
distribusi normal. Menurut Gujarati (2013) uji normalitas residual metode 
Ordinary Least Square secara formal dapat dideteksi dari metode yang 
dikembangkan oleh Jarque- Bera (JB). Deteksi dengan melihat Jarque Bera yang 
merupakan asimtotis (sampel besar dan didasarkan atas residual Ordinary Least 
Square). Uji ini dengan melihat probabilitas Jarque Bera (JB) sebagai berikut: 
a) Bila probabilitas > 0.05 maka signifikan, H0 diterima atau data berdistribusi 
normal 
b) Bila probabilitas < 0.05 maka tidak signifikan, H0 ditolak atau data 
berdistribusi tidak normal  
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3.8.2 Uji Heteroskedastisitas 
Menurut Ghozali (2013;139) uji heteroskedastisitas bertujuan menguji 
apakah dalam model regresi terjadi ketidaksamaan varian dari residual satu 
pengamatan ke pengamatan yang lain. Jika varian dari residual satu pengamatan 
ke pengamatan lain tetap, maka disebut homoskedastisitas dan jika berbeda 
disebut heteroskedastisitas. Menurut Winarno (2015) pengujian ini dilakukan 
dengan uji Glejser yaitu meregresi masing-masing variabel independen dengan 
absolute residual sebagai variabel dependen. Residual adalah selisih antara nilai 
observasi dengan nilai prediksi, sedangkan absolute adalah nilai mutlak. Uji 
Glejser digunakan untuk meregresi nilai absolute residual terhadap variabel 
independen. Jika hasil tingkat kepercayaan uji Glejser > 0,05 maka tidak 
terkandung heteroskedastisitas. 
3.8.3 Uji Multikolinieritas 
Menurut Ghozali (2013:105) uji multikolinieritas bertujuan untuk 
menguji apakah model regresi ditemukan adanya korelasi antar variabel bebas 
(independen). Model regresi yang baik seharusnya tidak terjadi korelasi di antara 
variabel independen. Menurut Gujarati (2013) jika koefisien korelasi antarvariabel 
bebas > 0,8 maka dapat disimpulkan bahwa model mengalami masalah 
multikolinearitas, Sebaliknya, koefisien korelasi < 0,8 maka model bebas dari 
multikolinearitas. 
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3.8.4 Uji Autokorelasi 
Menurut Ghozali (2013;110) uji autokorelasi bertujuan menguji apakah 
dalam model regresi linier ada korelasi antara kesalahan penggangu pada periode t 
dengan kesalahan penggangu pada periode t-1 (sebelumnya). Menurut Gujarati 
(2013) salah satu uji yang dapat digunakan untuk mendeteksi adanya autokorelasi 
adalah uji Breusch Godfrey atau disebut dengan Lagrange Multiplier. Apabila 
nilai probabilitas > α = 5% berarti tidak terjadi autokorelasi. Sebaliknya nilai 
probabilitas < α = 5% berarti terjadi autokorelasi. 
3.9 Pemilihan Model Data Panel 
3.9.1 Model Data Panel 
a. Model Common Effect 
Estimasi Common Effect (koefisien tetap antar waktu dan 
individu) merupakan teknik yang paling sederhana untuk 
mengestimasi data panel. Hal karena hanya dengan 
mengkombinasikan data time series dan data cross section tanpa 
melihat perbedaan antara waktu dan individu, sehingga dapat 
digunakan metode Ordinary Least Square (OLS) dalam mengestimasi 
data panel. 
Dalam pendekatan estimasi ini, tidak diperhatikan dimensi 
individu maupun waktu. Diasumsikan bahwa perilaku data antar 
perusahaan sama dalam berbagai kurun waktu, dengan 
mengkombinasikan data time series dan data cross section tanpa 
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melihat perbedaan antara waktu dan individu, maka model persamaan 
regresinya adalah: 
Yit = β0 + β1X1it + β2X2it + …. + βndit + eit 
b. Model Fixed Effect 
Model yang mengasumsikan adanya perbedaan intersep biasa 
disebut dengan model regresi Fixed Effect. Teknik model Fixed Effect 
adalah teknik mengestimaasi data panel dengan menggunakan 
variabel dummy untuk menangkap adanya perbedaan intersep. 
Pengertian Fixed Effect  ini didasarkan adanya perbedaan intersep 
antar perusahaan maupun intersepnya sama antar waktu. Di samping 
itu, model ini juga mengasumsikan bahwa koefisien regresi (slope) 
tetap antar perusahaan dan antar waktu. Model Fixed Effect dengan 
teknik Least Square Dummy Variabel (LSDV). 
Least Square Dummy Variabel (LSDV) adalah regresi Ordinary 
Least Square (OLS) dengan variabel dummy dengan intersep 
diasumsikan berbeda antar perusahaan. Variabel dummy ini sangat 
berguna dalam menggambarkan efek perusahaan investasi. Model 
Fixed Effect dengan Least Square Dummy Variabel (LSDV) dapat 
ditulis sebagai berikut: 
Yit = β0 + β1X1it + β2X2it + ...... + βndit + eit 
c. Model Random Effect 
Pada model Fixed Effect terdapat kekurangan yaitu 
berkurangnya derajat kebebasan (Degree Of Freedom) sehingga akan 
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mengurangi efisiensi parameter. Untuk mengatasi masalah tersebut, 
maka dapat menggunakan pendekatan estimasi Random Effect. 
Pendekatan estimasi Random Effect ini menggunakan variabel 
gangguan (error terms). Variabel gangguan ini mungkin akan 
menghubungkan antar waktu dan antar perusahaan. penulisan konstan 
dalam model Random Effect tidak lagi tetap, tetapi bersifat random 
sehingga dapat ditulis dengan persamaan sebagai berikut: 
Yit = β0 + β1X1it + β2X2it + ...... + βndit + μi 
3.9.2 Uji Spesifikasi Model 
Dari ketiga model yang telah diestimasikan akan dipilih model mana 
yang paling tepat atau sesuai dengan tujuan penelitian. Ada tiga uji (test) yang 
dapat dijadikan alat dalam memilih model regresi data panel (CE, FE atau RE) 
berdasarkan karakteristik data yang dimiliki yaitu: F Test (Chow Test), Hausman 
Test dan Langrangge Multiplier (LM) Test. 
a. Chow Test 
Uji Chow digunakan untuk memilih antara metode Common 
Effect dan metode Fixed Effect, dengan ketentuan pengambilan 
keputusan sebagai berikut: 
H0: Metode Common Effect 
H1: Metode Fixed Effet 
Jika nilai p-value cross section Chi Square < a =5%, atau 
probability (p-value) F Test < a =5% maka H0 ditolak atau dapat 
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dikatakan bahwa metode yang digunakan adalah metode fixed effect. 
Jika nilai p-value cross section Chi Square   a =5%, atau probability 
(p-value) F Test   a =5% maka H0 diterima atau dapat dikatakan 
bahwa metode yang digunakan adalah metode common effect. 
b. Hausman Test 
Uji Hausman digunakan untuk menentukan apakah metode 
Random Effect atau metode Fixed Effect yang sesuai, dengan ketentuan 
pengambilan keputusan sebagai berikut: 
H0 : Metode random effect 
H1 : Metode fixed effect 
Jika nilai p-value cross section random < a=5% maka H0 ditolak 
atau metode yang digunakan adalah metode fixed effect. Tetapi, jika 
nilai p-value cross section random   a=5% maka H0 diterima atau 
metode yang digunakan adalah metode random effect. 
c. Langrangge Multiplier (LM) Test 
Uji LM digunakan untuk memilih model random effect  atau 
model common effect yang sebaiknya digunakan. Uji LM ini didasarkan 
pada distribusi chi squares dengan degree of freedom sebesar jumlah 
variabel independen. Ketentuan pengambilan keputusan pada uji LM ini 
adalah sebagai berikut: 
H0 : Metode Common Effect 
H1 : Metode Random Effect 
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Jika nila LM statistik lebih besar nilai kritis chi-square, maka kita 
menolak hipotesis nol. Artinya, estimasi yang tepat untuk regresi data 
panel adalah random effect. Jika nilai uji LM lebih kecil dari nilai 
statistik chi-squares sebagai nilai kritis, maka kita menerima hipotesis 
nol.  Artinya Estimasi random effect dengan demikian tidak dapat 
digunakan untuk regresi data panel, tetapi digunakan metode common 
effect. 
3.10 Uji Hipotesis 
Pengujian hipotesis adalah suatu prosedur yang akan menghasilkan 
keputusan menerima atau menolak hipotesis. Uji hipotesis dilakukan untuk 
mengetahui pengaruh variabel bebas terhadap variabel terikat. Uji hipotesis yang 
dilakukan menggunakan analisis regresi linier berganda. 
3.10.1 Analisis Regresi Data Panel 
Data panel dapat didefenisikan sebagai gabungan antara data silang 
(cross-section) dengan data runtut waktu (time series). Nama lain dari data panel 
adalah pool data, kombinasi data cross-section dan time series, micropanel data, 
longitudinal data, analisis even history  dan analisis cohort. Menurut secara 
umum dengan menggunakan data panel kita akan menghasilkan interep dan slope 
koefisien yang berbeda pada setiap perusahaan dan setiap periode waktu. Oleh 
karena itu, didalam mengestimasi persamaan akan sangat tergantung dari asumsi 
yang kita buat tentang intersep, koefisien slope dan variabel gangguannya 
(Winarno, 2015). Persamaan regresi data panel sebagai berikut: 
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Keterangan : 
Y  = Agresivitas Pajak 
X1it  = Pengungkapan Corporate Social Responsibility 
X2it  = Profitabilitas 
X3it  = Inventory Intensity 
X4it  = Capital Intensity 
X5it  = Leverage 
α  = Konstanta 
eit  = Eror atau Variabel gangguan 
β1, β2, β3, β4, β5 = Koefisien regresi 
3.10.2 Uji Parsial (t Test) 
Menurut Ghozali (2013) uji statistik t pada dasarnya menunjukkan 
seberapa jauh pengaruh satu variabel penjelas atau independen secara individual 
dalam menerangkan variasi variabel dependen. Artinya, apakah suatu variabel 
independen bukan merupakan penjelas yang signifikan terhadap variabel 
dependen. Kaidah keputusan statistik uji t : 
a. Jika thitung > ttabel  maka Ho ditolak berarti ada hubungan yang signifikan 
antara variabel bebas dengan variabel terikat. 
b. Jika thitung < ttabel  maka Ho diterima berarti tidak ada hubungan yang 
signifikan antara variabel bebas dengan variabel terikat, dengan tingkat 
kepercayaan (α) untuk pengujian hipotesis adalah 95% atau (α) = 0,05. 
 
 
Y= α + β1X1it + β2X2it + β3X3it + β4X4it+ β5X5it + eit 
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3.10.3 Uji Simultan (F Test) 
Menurut Ghozali (2013) uji statistik F pada dasarnya menunjukkan 
apakah semua variabel independen atau bebas yang dimasukkan dalam model 
mempunyai pengaruh secara simultan terhadap variabel dependen atau terikat. Uji 
F dapat diketahui dengan membandingkan signifikasi dari hasil perhitungan 
dengan angka 0,05. Apabila nilai signifikasi lebih kecil dari 0,05 maka secara 
simultan variabel bebas mampu berpengaruh terhadap variabel terikat. Sebaliknya 
apabila nilai signifikasi lebih besar dari 0,05 maka secara serempak variabel bebas 
tidak berpengaruh terhadap variabel terikat. 
3.10.4 Uji Koefisien Determinasi (R
2
) 
Menurut Ghozali (2013;97) koefisien determinasi (R
2
) pada intinya 
mengukur seberapa jauh kemampuan model dalam menerangkan variasi variabel 
dependen. Nilai koefisien determinasi adalah antara nol dan satu. Nilai R
2
 yang 
kecil berarti kemampuan variabel-variabel independen dalam menjelaskan variasi 
variabel dependen amat terbatas. Nilai yang mendekati satu berarti variabel-
variabel independen memberikan hampir semua informasi yang dbutuhkan untuk 
memprediksi variasi variabel dependen. 
