Abstract. In this paper, we study normalized solution to the Chern-Simons-Schrödinger system, which is a gauge-covariant nonlinear Schöridnger system with a long-range electromagnetic field, arising in nonrelativistic quantum mechanics theory. Our research covers several aspects. Firstly, in the mass subcritical case, we establish the compactness of any minimizing sequence to the associated global minimization problem. As a by-product of the compactness of any minimizing sequence, the orbital stability of the set of minimizers to the problem is proved. In addition, we discuss the radial symmetry and uniqueness of minimizer to the problem. Secondly, in the mass critical case, we investigate the existence and nonexistence of normalized solution to the system. Finally, in the mass supercritical case, we establish the existence of ground state and infinitely many radially symmetric solutions. Moreover, the instability of ground state is explored.
Introduction
In this paper, we are concerned with the following time-dependent Chern-Simons-Schrödinger (CSS) system in two spatial dimension
where i denotes the imaginary unit, ϕ : R × R 2 → C is complex scalar field, λ > 0 is a coupling constant representing the strength of interaction potential, D t , D j are covariant derivative operators defined by D t := ∂ t + iA 0 , D j := ∂ j + iA j , and A 0 , A j : R × R 2 → R are gauge fields for j = 1, 2. The system (1.1) as a gauge-covariant nonlinear Schrodinger system is a nonrelativistic quantum model, describing the dynamics of a large number of particles in the plane interacting both directly and via a self-generated field. The system (1.1) plays an important role in the study of the high temperature superconductivity, the fractional quantum Hall effect and the Aharovnov-Bohm scattering, see [21, 22, 31, 32, 33] for more physical information to the system (1.1).
Observe that the system (1.1) is invariant under the following gauge transformation
where χ : R × R 2 → R is a smooth function and j = 1, 2. This means that if (ϕ, A 0 , A 1 , A 2 ) is a solution to the system (1.1), so is (ϕe iχ , A 0 − ∂ t χ, A 1 − ∂ 1 χ, A 2 − ∂ 2 χ).
For this reason, in order that the evolution of the system (1.1) is well-defined, it is required to fix the gauge. To do this, let us impose the Coulomb gauge condition
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With this Coulomb gauge condition, the system (1.1) leads to
(1.3)
Let us also mention another choice to fix the gauge, which consists in introducing the heat gauge condition
Nevertheless, the research of the system (1.1) under the heat gauge condition is beyond the scope of this paper, and we refer the readers to [20] for more revelent details. The intention of this paper is to study the system (1.1) from a variational perspective. To this end, it is of great interest to consider standing waves to the system (1.1), which are solutions of the form ϕ(t, x) = e iαt u(x),
where the frequency α ∈ R and u is complex-valued. This ansatz then gives rise to the following stationary system satisfied by u,
(1.4)
Moreover, it follows from the system (1.3) that
where the symbol * represents the convolution of two functions, and the convolution kernels G j are defined by G j (x) := − 1 2π
x j |x| 2 for j = 1, 2. At this moment, our intention is reduced to explore the system (1.4). To do this, we would like to mention two substantially distinct options in terms of the frequency α. The first one is to fix the frequency α ∈ R. In this situation, any solution to the system (1.4) corresponds to a critical point of the energy function J on H 1 (R 2 ), where
Towards this direction, assuming that α > 0 and imposing the following gauge fields
where k, h are real-valued, and h(0) = 0, the authors [11] dealt with the existence and nonexistence of solution to the system (1.4) for any p > 2, successively, the author [27] proved the existence of infinitely many solutions to the system (1.4) for any p > 6, and the authors [50] verified the existence and nonexistence of positive solution to that for any 2 < p < 4. Afterwards, in [18] , the system (1.4) equipped with a general nonlinearity was considered. For the related research, the readers can refer to [12, 30, 36, 51, 52, 53, 54] and the references therein. Alternatively, it is interesting to study solution to the system (1.4) having prescribed L 2 -norm, namely, for any given c > 0, to consider solution to the system (1.4) satisfying the L 2 -norm constraint S(c) := {u ∈ H 1 (R 2 ) :
Physically, such a solution is so-called normalized solution to the system (1.4), which formally corresponds to a critical point of the energy functional E restricted on S(c), where
It is worth pointing out that, in this situation, the frequency α ∈ R is an unknown part, which is determined as the Lagrange multiplier associated to the constraint S(c).
From a physical point of view, it is quite meaningful to consider normalized solution to the system (1.4). This is not only because the L 2 -norm of solution to the Cauchy problem of the system (1.1) is conserved along time, that is, for any t ∈ R,
|ϕ(x, 0)| 2 dx, see Lemma 6.1, but also because it can provide a good insight of the dynamical properties (orbital stability and instability) of solution to the system (1.4) . This then in turn helps to deeply understand the physical phenomena revealed by the system (1.1). Consequently, the aim of the present paper is to exploit normalized solution to the system (1.4).
For further clarification, we agree that, in the sense of the Gagliardo-Nirenberg inequality, see (2.4) , the mass subcritical case, the mass critical case and the mass supercritical case mean that 2 < p < 4, p = 4 and p > 4, respectively.
Concerning the study of normalized solution to the system (1.4), to the best of our knowledge, there are quite few results. So far, we are only aware of two literature [37, 59] , by imposing the gauge fields (A r ), where the authors principally concerned the existence of real-valued normalized solutions to the system (1.4) in the mass supercritical case. In particular, we emphasis that both of the studies we mentioned before were carried out in the radially symmetric context. Seemingly, normalized solution to the system (1.4) is far from being well explored. Hence, in this paper, we shall more completely investigate normalized solution to the system (1.4) in the mass subcritical case, in the mass critical case as well as in the mass supercritical case, and the research covers several interesting aspects.
At this stage, we would like to highlight a few novelties of our survey. Firstly, we consider complex-valued solution to (1.4)-(1.5) under the more natural gauge fields (A), which lays a foundation to investigate the dynamical behaviors of solution to the Cauchy problem of the system (1.1). This is significant in physics. As we shall see, under this circumstance, more difficulties are faced in the process of the research. In fact, when one is interested in real-valued solution to (1.4)-(1.5), then the first equation in the system (1.4) and the underlying energy functional E are reduced to the following versions, −∆u + A 
respectively. In this context, the study of solution to (1.4)-(1.5) is somewhat simplified. Secondly, we discuss the existence of ground state to (1.4)-(1.5) in H 1 (R 2 ), instead of in the radially symmetric functions space H 1 rad (R 2 ), where the embedding H 1 (R 2 ) ֒→ L t (R 2 ) for any t ≥ 2 is only continuous, which enables more hard to check the compactness of the Palais-Smale sequence. Thirdly, we also focus on the study of the dynamical behaviors of ground state to (1.4)-(1.5), as far as we know, which is new and unexplored up to now.
In contrast with the study of solution to the system (1.4) when the frequency α ∈ R is a prior given, the study of normalized solution to that becomes more involved. In such a research setting, the boundedness of any Palais-Smale sequence in H 1 (R 2 ) is not guaranteed, even though p > 6, but it is never the case to the unconstrained issue. Actually, we are only capable of constructing a bounded Palais-Smale sequence satisfying the related Pohozaev identity, see Lemma 2.5 for the identity. Furthermore, since the parameter α as the associated Lagrange multiplier is an unknown part, then we have to discuss the sign of α in order to derive the compactness of the Palais-Samle sequence, which is pivotal but delicate. In particular, because of that, the approach of Nehari manifold, which plays a crucial role in treating unconstrained issue, is unavailable, thus the corresponding Pohozaev manifold comes into play, see (1.14) for the definition of the manifold. We should mention that the verification of the assertion that the Pohozaev manifold is a natural constraint is more complicate, see Lemma 5.4. Before stating our main results, let us provide the readers with some references regarding the research of normalized solution to some Schrödinger type equations and systems. Inspired by the early work [34] , most recently, the research has received much attention. For example, see [1, 7, 8, 9, 13, 17, 35, 55, 56] for the research of normalized solution to equations in the whole space R N , see [3, 4, 6, 5] for the research of normalized solution to systems in R N , and see [46, 47, 48, 49] for the research of normalized solution to equations and systems set in bounded domain in R N . Our study of solution to (1.4)-(1.5) shall be carried out in the following several aspects. Above all, for any t > 0, we introduce a scaling of u ∈ S(c) as u t (x) := tu(tx). Let us remind that the scaling is rather useful, and will be frequently used throughout the paper. It is immediate to see that u t ∈ S(c) and
Firstly, we shall study solution to (1.4)-(1.5) in the mass subcritical case, as a consequence of the Gargliardo-Nirenberg type inequality (2.5), in which the energy functional E restricted on the constraint S(c) is bounded from below. This then leads to the following global minimization problem
(1.7)
Since 2 < p < 4, from (1.6), then E(u t ) < 0 for any t > 0 small enough, this infers that m(c) < 0 for any c > 0. Moreover, it is clear that every minimizer to (1.7) is a solution to (1.4)-(1.5). In this case, we first have the following compactness result.
Theorem 1.1. Assume 2 < p < 4, then there exists a constant c 0 > 0 such that, for any 0 < c < c 0 , every minimizing sequence to (1.7) is compact in H 1 (R 2 ) up to translations. In particular, for any 0 < c < c 0 , (1.4)-(1.5) admits a solution.
In order to achieve the compactness of every minimizing sequence to (1.7), we shall apply the well-known Lions concentration compactness principle [39, 40] , therefore it suffices to rule out vanishing and dichotomy. Note that 2 < p < 4 and m(c) < 0 for any c > 0, thus vanishing can be easily excluded via the Lions concentration compactness Lemma [40, Lemma I.1] . So as to exclude dichotomy, we shall establish the following strict subadditivity inequality m(c) < m(c 1 ) + m(c 2 ) (1.8) for any 0 < c 1 , c 2 < c, and c 1 + c 2 = c. However, in our scenario, scaling technique seems no longer enough to verify (1.8), because of the presence of the nonlocal terms
To overcome this obstacle, we shall adopt the idea developed in [15] to establish (1.8) for any c > 0 small, which can be interpreted as a perturbation argument in certain sense. Roughly speaking, by a proper scaling trick, (1.7) is converted to an equivalent minimization problem, see (3.13) , which is viewed as a perturbation of the minimization problem
By a simple scaling technique, it is simple to deduce that the associated strict subadditivity inequality to (1.9) holds true, this then formally implies that (1.8) is valid for any c > 0 small. However, as we shall see, the proof of this argument is highly nontrivial.
Remark 1.1. Since the possibility of dichotomy is delicate to deal with, then, for any c > 0, the compactness of every minimizing sequence to (1.7) in H 1 (R 2 ) up to translations remains open.
As a direct application of Theorem 1.1, using the element in [16] , we are able to derive the orbital stability of the set of minimizers to (1.7). For any 0 < c < c 0 , let us define the set
By Theorem 1.1, we know that G(c) = ∅. For this subject, we have the following result. Theorem 1.2. Assume 2 < p < 4, then, for any 0 < c < c 0 , the set G(c) is orbitally stable, namely, for any ε > 0, there exists a constant δ > 0 so that if
) is the solution to the Cauchy problem of the system (1.1) with ϕ(0) = ϕ 0 , and · denotes the standard norm in H 1 (R 2 ).
Remark 1.2. When 2 < p < 4, the global well-posedness to the Cauchy problem of the system (1.1) is given in Theorem 1.7.
Additionally, in this case, we are interested in the radial symmetry and uniqueness of minimizer to (1.7). More precisely, we obtain the following statement. Theorem 1.3. Assume 2 < p < 4, then there exists a constantc > 0 with 0 <c ≤ c 0 such that, for any 0 < c <c, every minimizer to (1.7) is radially symmetric up to translation, and minimizer to (1.7) is unique up to translation, where the constant c 0 is given by Theorem 1.1.
To prove this theorem, we shall borrow the ingredient from [23] , which relies in an essential way on the implicit function theorem. Remark 1.3. Let us mention that, for any c > 0 large, it is conjectured that a symmetry breaking phenomenon to (1.7) may occur. To our knowledge, this is a tough problem, even if in the framework of real-valued functions space. Remark 1.4. For any 0 < c <c, it is interesting to investigate the nondegeneracy of the minimizer to (1.7). Here we say that a solution u ∈ H 1 (R 2 ) to the system (1.4) is nondegenerate, if any solution to the associated linearized equation for u has the form ζ ·∇u, where the vector ζ = (ζ 1 , ζ 2 ), and ζ 1 , ζ 2 ∈ C. Indeed, for any c > 0 small enough, the nondegeneracy of the minimizer to (1.7) is clear. To see this, one only needs to make use of the implicit function theorem and refer to the spirit of proving Theorem 1.3. However, in general case, the nondegeneracy of the minimizer to (1.7) is unknown yet.
Secondly, we shall consider solution to (1.4)-(1.5) in the mass critical case. In this case, the regime of the parameter λ plays an important role in the existence of solution to (1.4)-(1.5). Our main result reads as follows. 10) where µ > 0 and x 0 ∈ R 2 .
(iii) Let λ > 1, then there exists a constant c * > 0 such that m(c) = 0 for any 0 < c ≤ c * , and m(c) cannot be attained for any 0 < c < c * , while it is attained for c = c * , where the constant c * is defined by
In particular, (1.4)-(1.5) has no solution for any 0 < c < c * , while it has a solution for c = c * .
When p = 4, λ = 1, if E(u) = 0, one shall find that u enjoys the following first order equation called self-dual equation
(1.12)
The equation (1.12) can be transformed into the Loiuville equation, an integrable equation whose solutions are explicitly given by (1.10).
Here, in order to solve the minimization problem (1.11), we shall use a slight variant of the Lions concentration compactness principle. Thirdly, we shall study solution to (1.4)-(1.5) in the mass supercritical case, in which the energy functional E restricted on S(c) becomes unbounded from below for any c > 0. Indeed, since p > 4, one then easily gets from (1.6) that E(u t ) → −∞ as t → ∞, hence the assertion follows. For this reason, it is unlikely to catch a solution to (1.4)-(1.5) by developing a global minimization problem, which causes our research more complicate. In such a situation, in order to seek for solution to (1.4)-(1.5), we shall introduce the following minimization problem 13) where the constraint M(c) is defined by 14) and the functional Q is defined by
The identity Q(u) = 0 is the Pohozaev identity to the system (1.4), see Lemma 2.5. The constraint M(c) is the so-called Pohozaev manifold related to (1.4)-(1.5). Apparently, any minimizer to (1.13) is a ground state to (1.4)-(1.5) in the sense that it is a solution to (1.4)-(1.5), which minimizes the energy functional E among all solutions to that with the same L 2 -norm.
In this case, we first establish the existence of ground state to (1.4)-(1.5). Let us briefly sketch the proof of Theorem 1.5. To begin with, according to Lemma 5.4, one can obtain a Palais-Smale sequence {u n } ⊂ M(c) for the energy functional E restricted on S(c) at the level γ(c). Later, by Lemma 5.6, there exist a constant α c ∈ R and a nontrivial u c ∈ H 1 (R 2 ) as the weak limit of {u n } in H 1 (R 2 ) satisfying the equation
Finally, since the function c → γ(c) is nonincreasing on (0, ∞), see lemma 5.8, one can conclude from Lemma 5.7 that γ(c) = E(u c ) and
as n → ∞, this together with the fact that α c > 0 for any 0 < c <ĉ, see Lemma 5.15, shows that u n − u c = o n (1) and u c ∈ S(c) is a ground state to (1.4)-(1.5). Thus the proof is completed. Remark 1.7. As we have already noticed, in Theorem 1.5, it is required that the mass c > 0 is small, which is only to ensure that the Lagrange multiplier α c > 0, see Lemma 5.9 . This is sufficient to achieve the compactness of the associated Palais-Smale sequence. As matter of fact, α c ≥ 0 is always the case for any c > 0, see Proposition 5.1. Thereby an interesting but challengeable issue is to discuss the existence of solution to (1.4)-(1.5) for any c > 0. To do this, one needs to study the limit equation
If one can prove that the equation (1.16) has no solution in H 1 (R 2 ), which in turn results that α c > 0 for any c > 0, then the issue is successfully solved. However, the verification of this assertion is far from easy.
By means of genus theory due to M.A. Krasnosel'skii, see [2] , we obtain the existence of infinitely many radially symmetric solutions to (1.4)-(1.5). Here we define M rad (c) :
, and S rad (c) :
Theorem 1.6. Assume p > 4, then, for any 0 < c <ĉ, (1.4)-(1.5) admits infinitely many radially symmetric solutions, where the constantĉ is given in Theorem 1.5.
The key argument to establish this theorem lies in verifying the compactness of the PalaisSmale sequence {u n } ⊂ M rad (c) for the energy functional E restricted on S rad (c). The existence of such a Palais-Smale sequence {u n } ⊂ M rad (c) is insured by Lemma 5.11. In this regard, one can follow the outline of proving Theorem 1.5 to complete the proof. We only need to point out that, in present setting, the convergence of the sequence {u n } in L p (R 2 ) is given for free, because the embedding Lastly, we shall study the dynamical behaviors of ground state to (1.4)-(1.5). To this end, it is required to investigate the Cauchy problem of the system (1.1). As a special case that p = 4, it seems first proved in [10] that the Cauchy problem of the system (1.1) is locally well-posed in H 2 (R 2 ), subsequently, the result was improved by the authors [28, 41] , who obtained the local well-posedness of the problem in H 1 (R 2 ), and we also refer the readers to [42, 43] for the well-posedness of the problem and the scatter of solution to the problem in L 2 (R 2 ). For the general case that p > 2, the local well-posedness of the problem in H 1 (R 2 ) is given in Lemma 6.1, by which we are able to deduce the global well-posedness of that in H 1 (R 2 ). Namely,
, either 2 < p < 4, or p = 4 and ϕ 0 2 is small enough, or else p > 4 and ϕ 0 ∈ O c := {u ∈ S(c) : E(u) < γ(c), Q(u) > 0}, then the solution ϕ ∈ C([0, T ); H 1 (R 2 )) to the Cauchy problem of the system (1.1) with ϕ(0) = ϕ 0 exists globally in time.
Remark 1.9. For the sake of simplicity, in Theorem 1.7, when p = 4, we only show that if the L 2 -norm of the initial datum is small enough, then the solution exists globally in time. In fact, when p = 4, λ ≥ 1, we can find a sharp threshold for the global existence of solution to the Cauchy problem of the system (1.1). In other words, we have that if the initial datum ϕ 0 ∈ H 1 (R 2 ) with ϕ 0 2 < c * , then the solution to the problem exists globally in time, while if the initial datum ϕ 0 ∈ H 1 (R 2 ) with ϕ 0 2 ≥ c * , then the finite time blowup of the solution to the problem may occur, where the constant c * is defined by (1.11). It is noticed that c * = 8π for λ = 1. We refer the readers to Remark 1.12 below for more relevant information. The proof of this argument shall be presented in future publication. When 2 < p < 4, Theorem 1.2 shows that the set of minimizers to (1.7) is orbitally stable. While p ≥ 4, we shall prove that ground state to (1.4)-(1.5) is strongly unstable in the following sense. Definition 1.1. We say that u ∈ H 1 (R 2 ) is strongly unstable, if, for any ε > 0, there is ϕ 0 ∈ H 1 (R 2 ) with ϕ 0 − u ≤ ε such that the solution ϕ ∈ C([0, T ); H 1 (R 2 )) to the Cauchy problem of the system (1.1) with ϕ(0) = ϕ 0 blows up in finite time.
When p > 4, we have the following result. 
or u c is radially symmetric and p ≤ 6, then it is strongly unstable.
If u c ∈ Σ, the instability can be established by analyzing the evolution of the virial quantity I(t) given by
where
is a solution to the Cauchy problem of the system (1.1). For the evolution of I(t), see Lemma 6.3. We would like to mention that the quantity I(t) was developed in [10] to consider the finite time blowup of solution to the problem in the mass critical case.
To make matter worse, it is severe difficult to guarantee that any ground state to (1.4)-(1.5) belongs to Σ, because the electromagnetic interaction is long-range in the sense that the gauge fields A 1 , A 2 decay less quickly than |x| −1 as |x| goes to infinity. In this situation, if u c is radially symmetric, the instability can be done by analyzing the evolution of a localized virial quantity V χR (t) given by
where χ R defined by (6.5) is a radially symmetric cut-off function. For the evolution of V χR (t), see Lemma 6.4. In particular, it appears that our paper is the first occasion to introduce the quantity V χR (t). Remark 1.10. Let us point out that Lemma 6.4 is flexible. It is not only useful to discuss the instability of ground state to (1.4)-(1.5), it is also applicable to study the finite time blowup of radially symmetric solution to the Cauchy problem of the system (1.1) for any p ≥ 4. Up to our knowledge, the finite time blowup of solution to the problem was only considered in the mass critical case. Remark 1.11. In Theorem 1.8, when u c is radially symmetric, the assumption that p ≤ 6 is technical. In this case, we conjecture that u c is strongly unstable for any p > 4. In addition, it is an important open question to show that any ground state (without radial symmetry restriction) to (1.4)-(1.5) is strongly unstable. Remark 1.12. When p = 4, λ = 1, then any solution to (1.4)-(1.5) is strongly unstable. Indeed, one can closely follow the approach in [26] to achieve the instability by constructing a finite time blowup solution to the Cauchy problem of the system (1.1). We shall leave the proof to the interested readers. While p = 4, λ > 1, in order to demonstrate the instability of ground state to (1.4)-(1.5), we need a refinement of Lemma 6.4. This shall be also treated in future publication.
The rest of this paper is laid out as follows. In Section 2, we present some preliminary results. In Section 3, we consider solution to (1.4)-(1.5) in the mass subcritical case, and we establish Theorems 1.1 and Theorem 1.3. In Section 4, we study solution to (1.4)-(1.5) in the mass critical case, and the proof of Theorem 1.4 is given. In Section 5, we investigate solution to (1.4)- (1.5) in the mass supercritical case, and Theorems 1.5-1.6 are established. Section 6 is devoted to the study of the dynamical behaviors of ground state to (1.4)-(1.5), which contains the proofs of Theorem 1.2 and Theorems 1.7-1.8. Finally, in Appendix, we prove Lemma 6.2 which serves to discuss the evolution of the rivial type quantities.
Notation. Throughout the paper, we denote by L t (R 2 ) for any 1 < t ≤ ∞ the Lebesgue space consisting of complex-valued functions, equipped with the norm · t . We denote by H 1 (R 2 ) the usual Sobolev space consisting of complex-valued functions, equipped with the standard norm · . In addition, H 1 rad (R 2 ) stands for the subspace of H 1 (R 2 ), which consists of the radially symmetric functions in H 1 (R 2 ). The symbol u represents the conjugate function of u. We use the letter C for a generic positive constant, whose value may change from line to line. The convergence of sequence in associated space is understood in the sense of subsequence. We use the notation o n (1) for any quantity which tends to zero as n → ∞.
Preliminary Results
This section is devoted to presenting some preliminary results used to establish our main results. To begin with, we shall exhibit few observations. Note that the Coulomb gauge condition (1.2), by straightforward manipulations, then
This suggests that the first equation in the system (1.4) is equivalent to
Besides, there holds that
Thus we may rewrite the energy functional E(u) as
Via the equations satisfied by A µ in the system (1.4) for µ = 0, 1, 2, then
As a consequence of the Hardy-Littlewood-Sobolev inequality, see [38, Chapter 4] , we know the following estimates to the gauge fields A µ for µ = 0, 1, 2.
. With Lemma 2.1 in hand, we are able to immediately deduce that
where q = 
3) readily indicates that the energy functional E is well-defined in H 1 (R 2 ). Further, it is standard that E is of class C 1 , and for any v ∈ H 1 (R 2 ),
This shows that any critical point of the energy functional E restricted on S(c) corresponds to a solution to (1.4)-(1.5). Next, for any 2 ≤ t < ∞, let us recall the well-known Gagliardo-Nirenberg inequality in
Let us also recall the following diamagnetic inequality in R n .
, and the diamagnetic inequality
holds pointwise for almost every x ∈ R n .
As an easy result of the Gargliardo-Nirenberg inequality (2.4) and Lemma 2.2, then
This inequality can be regarded as a Gargliardo-Nirenberg type inequality with respect to the covariant derivative operators
Proof. The assertion (iii) is directly from [52, Proposition 2.2], then it remains to prove that the assertions (i)-(ii) hold true. For simplicity, we only show the proof of the assertion (i), and the assertion (ii) can be done by a similar way. Since
In addition, by the Hölder inequality and Lemma 2.1,
, from which we find that {A
as n → ∞, hence the assertion (i) follows, and the proof is completed.
Correspondingly, we have the following statement.
Proof. We shall show the proof of the assertion (i). To begin with, in view of Lemma 2.1, one gets that
Thus, to complete the proof, it suffices to deduce that
On the other hand, by using the weak convergence of {u n } in H 1 (R 2 ), one can deduce that
As a consequence of (2.8)-(2.9), therefore
We now conclude by (2.10) and the Hölder inequality that (2.7) holds true, hence the assertion (i) follows. By adapting the same idea, then the assertion (ii) follows. Thus we finish the proof.
As an easy application of [12, Proposition 2.1](see also [29] ), we have the following.
Lemma 2.5. Let u ∈ H 1 (R 2 ) be a solution to the system (1.4), then Q(u) = 0, where the functional Q is defined by (1.15). Lemma 2.6. Assume 2 < p < ∞, then the energy functional E is invariant under any orthogonal transformation in R 2 .
Proof. Recall that any orthogonal transformation in R 2 is either a rotation or a reflection. For the sake of simplicity, we shall only derive that the energy functional E is invariant under any rotation in R 2 . Suppose that T is a rotation in R 2 through an angle θ with fixing the origin, then it can be denoted by
Defining the action of T on u by
we shall prove that E(T • u) = E(u). To do this, it suffices to assert that
Indeed, by simple calculations, then
Thus the proof is completed.
Remark 2.1. By Lemma 2.6 and the principle of symmetric criticality, see [58, Theorem 1.28], we know that a critical point of the energy functional E in the radially symmetric functions subspace is one of that in the whole Sobolev space.
The mass subcritical case
In this section, we study solution to (1.4)-(1.5) in the mass subcritical case. The main aim of this section is to consider the minimization problem (1.7). Proof. Note that the energy functional E is invariant under any translation in R 2 , by the definition (1.7) and the denseness of
Without loss of generality, we assume that
Now define ψ := ψ 1 + ψ 2 , since ψ 1 and ψ 2 have disjoint support, then ψ ∈ S(c) and
In addition,
and
Let us first treat the terms in the right hand side of (3.4). By applying (3.2), we deduce that
, and
where we used the Hölder inequality and Lemma 2.1 with s = 2q q+2 . Moreover, by an analogous manner, we can obtain that
Consequently, from the estimates above,
We next deal with the terms in the right hand side of (3.5). By using (3.2) again, we derive that
Similarly, one can show that
Hence, for n ∈ N + large enough, we obtain from (3.1)-(3.3) and (3.6)-(3.9) that
and the proof is completed. We now are ready to establish Theorem 1.1.
Proof of Theorem 1.1. As already mentioned, in order to discuss the compactness of any minimizing sequence to (1.7), we shall make use of the Lions concentration compactness principle, and our aim is to exclude vanishing and dichotomy of minimizing sequence. Suppose now that {u n } ⊂ S(c) is a minimizing sequence to (1.7). Since 2 < p < 4, it then follows from (1.6) that m(c) < 0 for any c > 0. Thus, from (2.5), we deduce that
In other words,
Using again (2.5), we have from (3.10) that u n t ≤ C for any 2 ≤ t < ∞. In light of (2.2) and (2.3) with ε > 0 small enough, we then obtain from (3.11) that ∇u n 2 ≤ C, that is, {u n } is bounded in H 1 (R 2 ). We now apply the Lions concentration compactness Lemma [40, Lemma I.1] to conclude that vanishing does not happen. Otherwise, u n p = o n (1), this gives that m(c) ≥ 0, and we then reach a contradiction. We next deduce that dichotomy does not happen, either. To do this, it suffices to establish the following strict subadditivity inequality u(θ β x). It is easy to check that u θ ∈ S(θc) and
We choose β ∈ R such that 1 + 2β =
Immediately, one can derive that
In addition, by using the same method presented in the proof of Lemma 3.1, one can get that
holds for any 0 ≤ η ≤ µ. Note that 2 < p < 4, if c = 0, then e 0 (1) < 0 and it is standard that the following strict subadditivity holds true,
for any 0 < η < 1. By applying (3.13) and (3.15), then the strict subadditivity inequality (3.12) is equivalent to 18) where 0 < ξ := c1 c < 1. Now our purpose is reduced to verify that (3.18) holds for any c > 0 small. To this end, we shall argue by contradiction that there would exist a sequence {c n } ⊂ R + := (0, ∞) with c n = o n (1) and a sequence {ξ n } ⊂ R + with 0 < ξ n < 1 such that
This is because the subadditivity inequality (3.16) with µ = 1 always holds. Without restriction, we may suppose that 1 2 ≤ ξ n < 1, otherwise one can replace the roles of ξ n by 1 − ξ n . Furthermore, we may choose that
We first consider the case that ξ n → ξ 0 < 1 as n → ∞. Notice that e c (1) → e 0 (1) as c → 0, then (3.19) implies that e 0 (1) = e 0 (ξ 0 ) + e 0 (1 − ξ 0 ), this contradicts (3.17). We next consider the case that ξ n → 1 as n → ∞. In this case, let us first claim that e cn (ξ n ) < e cn (η) + e cn (ξ n − η) (3.21) for any 0 < η < ξ n . To prove this claim, we argue again by contradiction that (3.21) were false, thus there would exist a sequence {η n } ⊂ R + with
Therefore, from (3.16), (3.19) and (3.22) , we obtain that
this infers that
On one hand, we know that
On the other hand, by the definition of ξ n , see (3.20) , the assumption that η n < ξ n , and (3.23), we conclude that η n < 3.17) . Thus the claim follows, namely the strict subadditivity inequality (3.21) holds for any 0 < η < ξ n . Noticing that e cn (ξ n ) < 0, from the Lions concentration compactness principle, we then infer that there is w n ∈ S(ξ n ) being a minimizer to (3.14) with c = c n , µ = ξ n , that is, E cn (w n ) = e cn (ξ n ). Moreover, w n solves the following equation
where α n ∈ R is the Lagrange multiplier associated to the constraint S(ξ n ). Recall that c n = o n (1) and
is a minimizing sequence to (3.14) with c = 0, µ = 1. Thus, from the fact that e 0 (1) < 0 and (3.17), we deduce that {ξ n − 1 2 w n } is compact in H 1 (R 2 ) up to translations. Since ξ n = 1 + o n (1), then there is w ∈ S(1) such that w n → w in H 1 (R 2 ) as n → ∞, and it result from (3.24) that w solves the following equation 25) where α = α n + o n (1). By using the Pohozaev identity associated to the equation (3.25), we have that α > 0. At this point, we use the assumption (3.19) , then
By (3.15), we have that 27) because of ξ n = 1 + o n (1). On the other hand, by the equations (3.24)-(3.25) and the fact that w n → w in H 1 (R 2 ) as n → ∞, it is not difficult to see that
this implies that
By combining (3.27) and (3.28), we then reach a contradiction from (3.26), because of α > 0. So far, we have proved that the strict subadditivity inequality (3.18) holds for any c > 0 small. From the discussion above, the Lions concentration compactness principle already reveals that there exists u ∈ S(c) such that u n − u 2 = o n (1) up to translations, and m(c) ≤ E(u).
, from which we obtain that ∇u n − ∇u 2 = o n (1). Thus the proof is complete.
The next subsection is devoted to discussing the radial symmetry and uniqueness of minimizer to (1.7). To this aim, let us first fix some notations. We denote by Q ∈ H 1 (R 2 ) the unique radially symmetric solution to the equation
where α 0 > 0. In addition, we define a linear operator L :
It is well-known that the operator L is nondegenerate, see [45, Lemma 4 .2], thus
For any τ ∈ R 2 , we set Q τ (x) := Q(x + τ ), and set T ⊥ Qτ as the orthogonal space of T Qτ in
We now show the proof of Theorem 1.3.
Proof of Theorem 1.3. To establish this theorem, we shall borrow the idea developed in [23] .
The proof is divided into the following steps.
Step 1: Claim that there exists a constant ε 1 > 0 so that, for any u ∈ B ε1 (Q) :
such that
Here we define an operator P :
To prove this claim, let us define a map Φ 1 :
One can check that Φ 1 (Q, 0) = (Q, 0), and for any h, k ∈ H 1 (R 2 ),
We now show that the linear operator Φ 
29). Observe that {Φ
Noting that h ∈ T Q , therefore we have that h = k = 0. Thus Φ ′ 1 (Q, 0) is injective. By using the inverse function theorem, the claim then follows.
Step 2: Claim that there exist a constantc 1 > 0 and a constant ε 2 > 0 such that, for any c ∈ (0,c 1 ) and for any α ∈ (α 0 − ε 2 , α 0 + ε 2 ), there is a solution w = w(c, α) ∈ H 1 rad (R 2 ) to the equation
To achieve this, we introduce a map
where the underlying energy function Γ c is defined by
Notice that Φ 2 (0, α 0 , Q) = 0, and for any h ∈ H
We shall deduce that the linear operator Φ
is compact for any 2 < t < ∞, and the function Q decays exponentially as |x| goes to infinity, then it is easy to see that Φ 
On the other hand, recall that Q is nondegenerate, then ker(Φ ′ 2,u (0, α 0 , Q)) = 0, which yields that Φ ′ 2,u (0, α 0 , Q) is injective. From the implicit function theorem and the principle of symmetric criticality, see Remark 2.1, thus the claim follows.
Step 3: Claim that there exist a constantc 2 > 0 and two constants ε 3 , ε 4 > 0 such that, for any c ∈ (0,c 2 ) and for any α ∈ (α 0 −ε 3 , α 0 +ε 3 ), there exists a unique u = u(c, α) ∈ B ε4 (Q) with P (u) = Q and π T ⊥ Q (∇ u Γ(u)) = 0, where the operator P is defined in Step 1, and π :
To prove this, we define a map
where the constant ε 1 > 0 is given in Step 1, and the energy functional Γ c is defined by (3.30). It is immediate to see that Φ 3 (0, α 0 , Q) = (0, Q). In addition, by the definition of the operator P , we know that P (Q) = Q and P (Q τ ) = Q τ . Note that, for any h ∈ H 1 (R 2 ),
Our aim is to show that Φ
It is not difficult to verify that Φ ′ 3,u (0, α 0 , Q) is surjective. We next assume that there is h ∈ H 1 (R 2 ) such that Φ Step 4: Prove that, for any c > 0 small enough, every minimizer to (1.7) is radially symmetric up to translation.
Indeed, it is equivalent to prove that, for any c > 0 small enough, every minimizer to (3.14) with µ = 1 is radially symmetric up to translation. According to Theorem 1.1, for any 0 < c < c 0 , there is a minimizer u ∈ S(1) to (3.14), and u enjoys the following equation
That is, ∇ u Γ c (u) = 0. It is not hard to prove that there is a constantc > 0 small enough such that, for any 0 < c <c, u ∈ B ε (Q), and α ∈ (α 0 − ε, α 0 + ε), where the constant ε < ε k for 1 ≤ k ≤ 4. Thus it follows from Step 1 that there exist a constant τ ∈ R 2 and R(u) ∈ T ⊥ Qτ such that u = Q τ + R(u), i.e. u(x − τ ) = Q + R(u(x − τ )). Hence
where the second one is a consequence of the fact that the energy functional Γ c is invariant under any translation in R 2 . Furthermore, one can check that the solution w(c, α) ∈ H 1 rad (R 2 ) obtained in Step 2 satisfies (3.34) as well. Thus, by Step 3, we obtain that u(x − τ ) = w(c, α), this suggests that u is radially symmetric up to translation.
Step 5: Prove that, for any c > 0 small, minimizer to (1.7) is unique up to translation. In fact, it is equivalent to show that, for any c > 0 small, minimizer to (3.14) with µ = 1 is unique up to translation. To this end, we assume that there are two minimizers u 1 , u 2 ∈ S(1) to (3.14). Plainly, u j solves the equation (3.33), and ∇ uj Γ c (u j ) = 0 for j = 1, 2. Thus, for any c > 0 small, one can deduce that there exist constants τ j ∈ R 2 and R(
Hence, as a result of Step 3, we have that u 1 (x) = u 2 (x − τ 2 + τ 1 ). Thus we complete the proof
The mass critical case
The aim of this section is to study the existence and nonexistence of solution to (1.4)-(1.5) in the mass critical case. First of all, let us show some elementary observations. By the definitions of D j for j = 1, 2, it is straightforward to check that
Moreover, by the system (1.3) satisfied by A j , there holds that
Notice that
This yields that As a result of (1.6), one easily concludes that E(u t ) → 0 as t → 0 + , this yields that m(c) ≤ 0 for any c > 0. On the other hand, since λ < 1, according to (4.4), then there holds that E(u) > 0 for any u ∈ S(c), this gives that m(c) ≥ 0 for any c > 0. Thus m(c) = 0 for any c > 0. Next, observe that E(u) > 0 for any u ∈ S(c), from which we derive that that m(c) = 0 cannot be attained for any c > 0. Finally, we prove that (1.4)-(1.5) does not admit solution for any c > 0. Suppose by contradiction that (1.4)-(1.5) admits a solution u ∈ S(c) for some c > 0. From Lemma 2.5, we then deduce that Q(u) = 0, namely E(u) = 0, which indicates that m(c) is attained, and this is impossible.
(ii) Assume that λ = 1. Arguing as the proof of the assertion (i), we have that m(c) ≤ 0 for any c ≥ 0. Using again (4.4), we know that E(u) ≥ 0 for any u ∈ S(c), this shows that m(c) ≥ 0 for any c ≥ 0. Hence m(c) = 0 for any c > 0. We now derive that if E(u) = 0, then u has the explicit expression (1.10) and u ∈ S(8π). Indeed, since E(u) = 0, then (
Setting Z := x ∈ R 2 : u(x) = 0 , then, for any x / ∈ Z,
By the Coulomb gauge condition (1.2) and (4.3), it then results from (4.5) that
This infers that u is real-valued, hence
Furthermore, E(|u|) = 0, because of E(u) = 0. We now assume without restriction that u is nonnegative, otherwise one can replace u by |u|. Recall that u ∈ H 1 (R 2 ), by using Lemma 2.1, it is easy to find that A 
and it is immediate to see that R 2 |u| 2 dx = 8π. Thus we have proved that if E(u) = 0, then u is explicitly given by (1.10) and u ∈ S(8π). This indicates that m(c) is only attained for c = 8π. Clearly, a function u with the form (1.10) is a solution to (1.4)-(1.5) for c = 8π. On the other hand, if u is a solution to (1.4)-(1.5), then Q(u) = 0 by Lemma 2.5, i.e. E(u) = 0, thus u ∈ S(8π) and it takes the form (1.10).
(iii) We begin with showing that the minimization problem (1.11) is attained. Let {v n } ⊂ P be a minimizing sequence to (1.11), i.e.
Define u n (x) := ε n v n (ε n x), where
.
It is not difficult to check that E(u n ) = 0 and R 2 |u n | 2 dx = c * + o n (1), hence {u n } is also a minimizing sequence to (1.11), and R 2 |∇u n | 2 dx = 1. Thus {u n } is bounded in H 1 (R 2 ). In addition, observe that E(u n ) = 0, then
If not, since {u n } is bounded in H 1 (R 2 ), from Lemma 2.1 and the Hölder inequality, one get that
By using the fact that E(u n ) = 0, we then reach a contradiction, because of ∇u n 2 = 1. In the following, our aim is to discuss the compactness of the minimizing sequence {u n } in H 1 (R 2 ) up to translations. To do this, we shall employ a slight variant of the Lions concentration compactness principle, then we need to rule out vanishing and dichotomy.
Firstly, we claim that vanishing does not occur. Otherwise, since {u n } is bounded in H 1 (R 2 ), by the Lions concentration compactness Lemma [40, Lemma I.1], one then gets that u n 4 = o n (1), which contradicts (4.7).
Secondly, we claim that dichotomy does not occur, either. To prove this, for any measurable set Ω ⊂ R 2 , we introduce a sequence of measures µ n by
. We argue by contradiction, then there were a constant c 0 > 0 with 0 < c 0 < c * , a sequence {ρ n } ⊂ R satisfying ρ n → ∞ as n → ∞ and a sequence {ξ n } ⊂ R 2 , and two nonnegative measures µ 1,n , µ 2,µ so that
Let us now define a cut-off function χ n ∈ C ∞ 0 (R 2 ) with 0 ≤ χ n ≤ 1 such that χ n (x) = 1 for any x ∈ B ρn (ξ n ), χ n (x) = 0 for any x ∈ B c 2ρn (ξ n ), and |∇χ n | ≤ 2/ρ n . Moreover, we set u 1,n := χ n u n , u 2,n := (1 − χ n ) u n , and u n = u 1,n + u 2,n . Hence
Moreover,
By the definitions of the measures µ n , see (4.8), we then obtain that
Since {u n } is bounded in H 1 (R 2 ), it then follows from the Hölder inequality and (4.12) that
from which we infer that
In addition, with the aid of Lemma 2.1 and (4.12), we can deduce that
for j = 1, 2. Recalling that (4.11), we then arrive at
Since E(u n ) = 0, it then yields from (4.13) that
In this regard, we apply (4.9)-(4.10) and (4.12) to conclude that
Using (4.9)-(4.10) again, we then have that
Coming back to (4.14), we assume without restriction that lim n→∞ E(u 1,n ) ≤ 0, therefore it is not hard to find that there exist constants 0 < θ n ≤ 1 such that E(θ n u 1,n ) = 0. Then, by the definition of c * , (4.12) and (4.15), we obtain that
which is a contradiction. Thus we have proved that dichotomy cannot occur. Consequently, there exists u ∈ H 1 (R 2 ) such that u n − u 2 = o n (1) up to translations, which suggests that u n − u 4 = o n (1), and E(u) ≤ 0. If E(u) = 0, then u is a minimizer to (1.11) , and the proof is done. Otherwise, E(u) < 0, then there is a constant 0 < θ < 1 such that E(θu) = 0, and we can reach a contradiction as above. Since λ > 1, then E(u) < 0, where u is given by (1.10) and u ∈ S(8π). Thus it is easy to derive that there is a constant 0 < θ < 1 such that E(tu) < 0 for any θ < t < 1, and θ 2 ≥ c * /8π by the definition of c
Hence there is a constant c 1 ≥ c * so that m(c) = −∞ for any c 1 < c ≤ 8π, where c 1 := 8πθ 2 . Finally, by means of (4.16), we infer that m(c) = −∞ for any c > c 1 .
The mass supercritical case
In this section, we are concerned with the existence of solution to (1.4)-(1.5) in the mass supercritical case. To begin with, we shall show some basic results.
Lemma 5.1. Assume p > 4, then, for any u ∈ S(c), there exists a unique t u > 0 such that u tu ∈ M(c) and max t>0 E(u t ) = E(u tu ), furthermore, the function t → E(u t ) is concave on [t u , ∞). In particular, t u = 1 if Q(u) = 0, and t u < 1 if Q(u) < 0.
Proof. For any u ∈ S(c), from (1.6), we deduce that
Hence it is clear that there is a unique t u > 0 with Q(u tu ) = 0, i.e. u tu ∈ M(c) so that
where t u is given by
This leads to max t>0 E(u t ) = E(u tu ). Since p > 4, it yields from (5.1) that
dt 2 E(u t ) < 0 for t > t u , this shows that the function t → E(u t ) is concave on [t u , ∞). Finally, by the definition of t u , see (5.2), we have that t u = 1 if Q(u) = 0, and t u < 1 if Q(u) < 0. Thus the proof is completed. Proof. For any u ∈ M(c), since Q(u) = 0, by using (2.5) and the assumption that p > 4, we then obtain that
In addition, for any u ∈ M(c), there holds that
Consequently, γ(c) > 0. Next we shall prove that E restricted on M(c) is coercive. To do this, we claim that if {u n } ⊂ M(c) and ∇u n 2 → ∞ as n → ∞, then ∇|u n | 2 → ∞ as n → ∞. Assume the contrary, by the Gagliardo-Nirenberg inequality (2.4), we then derive that u n t ≤ C for any 2 ≤ t < ∞. Since Q(u n ) = 0, then, from (2.2) and (2.3) with ε > 0 small enough, we know that ∇u n 2 ≤ C, and this contradicts the assumption. Thus the claim follows. Now, applying the claim and (2.5), we conclude from (5.4) that E is coercive on M(c), and the proof is completed.
, and it is a C 1 manifold of codimension 1 in S(c).
Proof. For any u ∈ M(c), we know that P (u) := R 2 |u| 2 dx − c = 0, Q(u) = 0, and it is obvious that P, Q are of C 1 class. Next we shall prove that, for any u ∈ M(c),
We argue by contradiction that P ′ (u) and Q ′ (u) are linearly dependent for some u ∈ M(c). This means that there is a constant µ ∈ R such that, for any ψ ∈ H 1 (R 2 ),
that is,
Thus u satisfies the Pohozaev identity
Recalling that Q(u) = 0, we then reach a contradiction from (5.5), because of u = 0 and
. We say that a class G of compact subsets of Y is a homotopy stable family with the closed boundary B provided that (i) every set in G contains B;
(ii) for any A ∈ G and any function
Lemma 5.4. Assume p > 4. Let G be a homotopy stable family of compact subsets of S(c) with closed boundary B, and let e G := inf
where F : S(c) → R is defined by F (u) := E(u tu ) = max t>0 E(u t ). Suppose that B is contained in a connected component of M(c) and max{sup F (B), 0} < e G < +∞.
Then there exists a Palais-Samle sequence {u n } ⊂ M(c) for E restricted on S(c) at the level e G .
Proof. We shall follow the idea from [6] to prove this lemma. By the definition of e G , there exists a minimizing sequence {A n } ⊂ G such that
Let a map η : [0, 1]×S(c) → S(c) be defined by η(t, u) := u 1−t+ttu . In view of the definition of t u , see (5.2), we have that η ∈ C([0, 1] × S(c), S(c)). Since B ⊂ M(c), it then follows from Lemma 5.1 that t u = 1 for any u ∈ B, hence η(t, u) = u for any (t, u) ∈ ({0} × S(c))
Recall that G is a homotopy stable family of compact subsets of S(c) with closed boundary B, by Definition 5.1, then D n := η({1} × A n ) = {u tu : u ∈ A n } ∈ G. It is immediate to see that D n ⊂ M(c), and for any v ∈ D n , there is u ∈ A n such that v = u tu . Thus
As a consequence, there is another minimizing sequence {D n } ⊂ M(c) such that
Using the equivalent minimax principle [24, Theorem 3.2], we are able to obtain a Palais-Smale sequence {ũ n } ⊂ S(c) for F restricted on S(c) at the level e G such that dist
We now set u n := (ũ n )t n ∈ M(c), wheret n := tũ n . At this point, to end the proof, it suffices to deduce that {u n } is a Palais-Smale sequence for E restricted on S(c) at the level e G . To this end, we first claim that there exist two constants C 1 , C 2 > 0 such that C 1 ≤t n ≤ C 2 . Indeed, in view of the definition of the functional F , we have that E(u n ) = F (ũ n ) = e G + o n (1). Noticing that e G < ∞ and E restricted on M(c) is coercive by Lemma 5.2, we then know that {u n } is bounded in H 1 (R 2 ). Moreover, thanks to Q(u n ) = 0, we know that {u n } is bounded from below in H 1 (R 2 ) by a positive constant. Otherwise, we can reach contradiction from (5.3). Hence {u n } is bounded from upper and below by a positive constant. On the other hand, recalling that {D n } ⊂ M(c) is a minimizing sequence for F at the level e G , and using again Lemma 5.2, we similarly have that {D n } is bounded from upper and below by a positive constant. Since dist H 1 (ũ n , D n ) = o n (1), then {ũ n } is bounded from upper and below by a positive constant. Notice thatt
the claim then follows. Since
Thus it is not difficult to find that a map
. Furthermore, by using the definition that F (u) = max t>0 E(u t ) = E(u tu ), one can check that
Observe that ψ t −1 n ∈ Tũ n S(c) if and only if ψ ∈ T un S(c). In addition, it follows from the claim that ψ t
Recall that {ũ n } ⊂ S(c) is a Palais-Smale sequence for F restricted on S(c) at the level e G , then, from (5.6), we obtain that {u n } ⊂ M(c) is a Palais-Smale sequence for E restricted on S(c) at the level e G , and the proof is completed.
Lemma 5.5. Assume p > 4, then there exists a Palais-Smale sequence {u n } ⊂ M(c) for E restricted on S(c) at the level γ(c).
Proof. Let G = {{u} : u ∈ S(c)}, B = ∅, and it is easy to check that G is a homotopy stable family of compact subsets of S(c) without boundary. Moreover,
We next prove that e G = γ(c). By Lemma 5.1, on one hand, we know that, for any u ∈ S(c), there exists a unique t u > 0 such that u tu ∈ M and max t>0 E(u t ) = E(u tu ), then
On the other hand, for any u ∈ M(c), we have that
Thus e G = γ(c). It then follows from Lemma 5.4 that the lemma necessarily holds.
Lemma 5.6. Assume p > 4. Let {u n } ⊂ M(c) be a Palais-Smale sequence for E restricted on S(c) at the level γ(c), then there exist a nontrivial u c ∈ H 1 (R 2 ), a sequence {α n } ⊂ R and a constant α c ∈ R such that, up to translations,
In addition, if u n − u c p = o n (1) and α c > 0, then u n − u c = o n (1).
Proof. By Lemma 5.2, we know that γ(c) > 0 and {u n } is bounded in H 1 (R 2 ), it then follows from the Lions concentration compactness Lemma [40, Lemma I.1] that there exists a nontrivial
as n → ∞, up to translations. Otherwise, one has that u n p = o n (1), this then leads to γ(c) = 0 by the fact that Q(u n ) = 0, which is impossible. Thus the assertion (i) follows. Recalling that {u n } is bounded in
Thus the assertion (iii) follows. In addition, from (5.7) and the boundedness of {u n } in H 1 (R 2 ), we obtain that the sequence {α n } ⊂ R is bounded in R, therefore the assertion (ii) follows. Since u n ⇀ u c in H 1 (R 2 ) as n → ∞, by using Lemmas 2.3-2.4, we then know from the assertion (iii) that (iv) follows.
If u n − u p = o n (1), it then yields from the assertions (ii)-(iv) that
Since α c > 0 and u n ⇀ u c in H 1 (R 2 ) as n → ∞, then u n − u c = o n (1). Thus the proof is completed.
Lemma 5.7. Assume p > 4. Let {u n } ⊂ M(c) be a Palais-Smale sequence for E restricted on
Proof. In view of Lemma 5.6, we know that there exists a constant α c ∈ R such that u c satisfies the equation
and Q(u c ) = 0 by Lemma 2.5. Since u n ⇀ u c in H 1 (R 2 ) as n → ∞, then
It then follows from Lemmas 2.3-2.4 that
We now assume thatc := u c 2 2 ≤ c. Since Q(u c ) = 0, then u c ∈ M(c), this infers that γ(c) ≤ E(u c ). By using the assumption (5.8), it then results from (5.9) that E(u c − u c ) ≤ o n (1). On the other hand, observe that
(5.10)
Consequently, E(u n − u c ) = o n (1). Thus, from (5.10), we have that u n − u c p = o n (1). Finally, by applying (5.9), we get that E(u c ) = γ(c). Therefore we finish the proof. Proof. To prove this, it is equivalent to show that γ(c 2 ) ≤ γ(c 1 ) if 0 < c 1 < c 2 . From the definition of γ(c) and Lemma 5.1, we know that, for any ε > 0, there exists u 1 ∈ M(c 1 ) such that
By the denseness of
, and define
For any t ∈ (0, 1), we now set w
. By applying (5.11), one can check that
Thus, for any δ, t > 0 small enough,
and the proof is completed.
Lemma 5.9. Assume p > 4. Let u c ∈ S(c) satisfy the equation 12) then there exists a constantĉ > 0 such that, for any 0 < c <ĉ, α c > 0.
Proof. Since u c is a solution to the equation (5.12), then Q(u c ) = 0 by Lemma 2.5, namely
On the other hand, multiplying (5.12) by u c and integrating on R 2 , then
By combining (5.13) and (5.14), thus 15) where the second identity is ensured by the identity (2.1). Additionally, according to (2.2) and the Gagliardo-Nirenberg inequality (2.4), we get that Proof of Theorem 1.5. By Lemma 5.4, there exists a Palais-Smale sequence {u n } ⊂ M(c) for E restricted on S(c) at the level γ(c). From Lemma 5.6, there are a constant α c ∈ R and a nontrivial u c ∈ H 1 (R 2 ) as the weak limit of the sequence {u n } in H 1 (R 2 ) satisfying the equation (5.12). Moreover, it follows from Lemma 5.9 that α c > 0 for any 0 < c <ĉ. As a consequence of Lemmas 5.7-5.8, we obtain that u n − u c p = o n (1) and E(u c ) = γ(c). Thus we conclude from Lemma 5.6 that u n − u c = o n (1), which in turn suggests that u c ∈ S(c) is a ground state to (1.4)-(1.5), and the proof is completed.
Proposition 5.1. Assume p > 4. If u ∈ S(c) with E(u) = γ(c) satisfies the equation Proof. To begin with, we claim that if α > 0 and α < 0, then the function c → γ(c) is strictly decreasing and strictly increasing on a right neighborhood of c, respectively. To prove this, for any t, λ > 0, let us introduce u t,τ (x) := τ tu(tx), and define β E (t, τ ) := E(u t,τ ), β Q (t, τ ) := Q(u t,τ ). Since u is a solution to (5.17), then Q(u) = 0 by Lemma 2.5. Thus it is easy to compute that
As a consequence, for any |δ t | > 0 small enough and δ τ > 0, 18) and
Observe that
it then follows from the implicit function theorem that there exist a constant ε > 0 and a continuous function g :
. Therefore, if α > 0 and α < 0, we derive from (5.18) and (5.19) that
respectively, thus the claim follows. With the help of the claim and Lemma 5.8, we then deduce that α ≥ 0, and the proof is completed.
We now are in a position to discuss the existence of infinitely many radially symmetric solutions to (1.4)-(1.5). To do this, let us first define a transformation σ :
We next introduce the definition of genus of a set due to M.A. Krasnosel'skii.
, the genus of A is defined by
, ψ is continuous and odd}.
When there is no ψ as described above, we set γ(A) := ∞.
Let A be a family of compact and σ-invariant sets contained in M rad (c). For any k ∈ N + , set
First of all, we justify that, for any k ∈ N + , β k is well-defined. The following definition and lemma can be regarded as a counterpart of Definition 5.1 and Lemma 5.4, respectively.
. We say that a class F of compact subsets of Y is a σ-homotopy stable family with closed boundary B if (i) every set in F is σ-invariant; (ii) every set in F contains B; (iii) for any A ∈ F and for any
Lemma 5.11. Let F be a σ-homotopy stable family of compact subsets of M rad (c) with a close boundary B. Let
Suppose that B is contained in a connected component of M rad (c) and
Then there exists a Palais-Smale sequence {u n } ⊂ M rad (c) for E restricted to S rad (c) at the level c F . Benefiting from the arguments above, we shall prove Theorem 1.6.
Proof of Theorem 1.6. For any fixed k ∈ N + , from Lemma 5.10, one has that β k < ∞. In view of Lemma 5.11, there is a Palais-Smale sequence {u n } ⊂ M rad (c) for E restricted on S rad (c) at the level β k . From Lemma 5.6, there are a constant α c ∈ R and a nontrivial u c ∈ H 1 (R 2 ) as the weak limit of {u n } in H 1 rad (R 2 ) satisfying the equation (5.12). In addition, α c > 0 for 0 < c <ĉ, see Lemma 5.9. Since the embedding
is compact, we then apply Lemma 5.6 to conclude that u c ∈ S(c) is a solution to (1.4)-(1.5) at the level β k . By the elementary property of genus theory in [2] , thus we know that (1.4)-(1.5) has infinitely many radial symmetric solutions.
The dynamic behaviors
We devote this section to the study of the dynamical behaviors of ground state to (1.4)-(1.5) . First of all, let us show the local well-posedness to the Cauchy problem of the system (1.1) in
Lemma 6.1. Assume p > 2, then, for any ϕ 0 ∈ H 1 (R 2 ), there exist a constant T > 0 and a unique solution ϕ ∈ C([0, T ); H 1 (R 2 )) to the Cauchy problem of the system (1.1) with ϕ(0) = ϕ 0 , satisfying the conservations of the mass and the energy, namely, for any t ∈ [0, T ),
and the solution map ϕ 0 → ϕ is continuous from
Proof. The local well-posedness of the problem can be achieved by following the ideas developed in [28, 41] , where the problem was considered in the mass critical case. We next deduce that the conservation laws hold true. Multiplying the first equation in the system (1.1) by ϕ, integrating on R 2 and taking the real part, we then get the conservation of the mass. While multiplying the first equation in the system (1.1) by ∂ t ϕ, integrating on R 2 and taking the imaginary part, we then obtain the conservation of the energy. Since the constant T is the maximal existence time of the solution, then the blowup alternative necessarily follows, and the proof is completed.
Based upon the local well-posedness to the Cauchy problem of the system (1.1) in H 1 (R 2 ), we shall establish the global well-posedness of the problem.
Proof of Theorem 1.7. By Theorem 6.1, we may suppose that ϕ ∈ C([0, T ); H 1 (R 2 )) is the solution to the Cauchy problem of the system (1.1) with ϕ(0) = ϕ 0 . If 2 < p < 4, or p = 4 and ϕ 0 2 is small enough, by using the conservation laws and (2.5), we can deduce that
where the constant C is independent to t. Thus the blowup alternative in Lemma 6.1 shows that ϕ exists globally in time. Next we consider the case that p > 4 and ϕ 0 ∈ O c . In this case, we argue by contradiction that T < ∞. By Lemma 6.1, then
Note that
and the conservation of the energy E(ϕ(t)) = E(ϕ 0 ) for any t ∈ [0, T ), by virtue of (6.1), we then derive that lim t→T − Q(ϕ(t)) = −∞. Recall that Q(ϕ 0 ) > 0, thus there exists a constant t 0 ∈ (0, T ) such that Q(ϕ(t 0 )) = 0. This suggests that ϕ(t 0 ) ∈ M(c), hence E(ϕ(t 0 ) ≥ γ(c). However, by the assumption, E(ϕ(t 0 )) = E(ϕ 0 ) < γ(c), and we reach a contradiction. Therefore the solution ϕ exists globally in time, and we complete the proof.
Under the fact of the global well-posedness to the Cauchy problem of the system (1.1) in the mass subcritical case, we now prove the orbital stability of the set of minimizers to (1.7).
Proof of Theorem 1.2. We argue by contradiction that G(c) were orbitally unstable for some 0 < c < c 0 , then there would exist a constant ε 0 > 0, a sequence {t n } ⊂ R + and a sequence {ϕ 0,n } ⊂ H 1 (R 2 ) with inf u∈G(c)
) is the solution to the Cauchy problem of the system (1.1) with ϕ n (0) = ϕ 0,n . We now defineφ
and {φ n } ⊂ S(c). By the conservation laws, we have that ϕ n (t n ) 2 = ϕ 0,n 2 and E(ϕ n (t n )) = E(ϕ 0,n ). Thus we apply (6.2) to derive that
. Consequently, {φ n } ⊂ S(c) is a minimizing sequence to (1.7). As a result of Theorem 1.1, we know that {φ n } is compact in H 1 (R 2 ) up to translations, so is {ϕ n (t n )}, which then contradicts (6.3).
We now are in a position to discuss the instability of ground state to (1.4)-(1.5) in the mass supercritical case. To do this, we first establish the following result, whose proof will be postponed until in Appendix.
Lemma 6.2. Assume p > 2. Let ξ ∈ C 4 (R 2 , R) be a radially symmetric function and let ϕ ∈ C([0, T ); H 1 (R 2 )) be a solution to the Cauchy problem of the system (1.1). Define As an immediate consequence of Lemma 6.2, we have the following.
Lemma 6.3. Assume p > 2. Let ϕ ∈ C([0, T ); H 1 (R 2 )) be a solution to the Cauchy problem of the system (1.1) satisfying ϕ(t) ∈ Σ for any t ∈ [0, T ). Define We next apply Lemma 6.2 by taking ξ = 2|x| 2 to conclude that Thus we complete the proof.
Remark 6.1. By applying the method proposed in [10] , one can derive that if ϕ 0 ∈ Σ, then the solution ϕ ∈ C([0, T ); H 1 (R 2 ) to the Cauchy problem of the system (1.1) with ϕ(0) = ϕ 0 belongs to Σ for any t ∈ [0, T ).
We now aim to discuss the evolution of a localized virial quantity with respect to a radially symmetric solution to the Cauchy problem of the system (1.1). Let χ : R 2 → R be a radially symmetric function with regularity property ∇ k χ ∈ L ∞ (R 2 ) for 1 ≤ k ≤ 4 such that χ(r) := With these in hand, for a radially symmetric solution ϕ ∈ C([0, T ); H 1 (R 2 )) to the Cauchy problem of the system (1.1), we introduce a localized virial quantity As an easy consequence of the Hölder inequality, then 8) this reveals that V χR [ϕ(t)] is well-defined for any t ∈ [0, T ).
In this direction, we have the following statement.
Appendix
This last section severs to the proof of Lemma 6.2.
Proof of Lemma 6.2. Noting first the definition of the virial type quantity V ξ [ϕ(t)], see (6.4), one can deduce that
Since A 0 is real-valued, then
Moreover, by the definitions of D t , D j and the fact that ϕ satisfies the system (1.1), there holds that
Thus it follows from (7.1) and (7.2) that
3)
where we define that
In the following, we shall compute I 1 , and I 2 can done by a similar way. To do this, let us decompose I 1 into two parts I 1,1 and I 1,2 for I 1,1 := Im Firstly, let us deal with I 1,1 . Recall that ϕ satisfies the system (1.1), then
By the definitions of D j and the fact that A j are real-valued for j = 1, 2, we have that Observe that
Inserting the identity above into (7.6), we then derive that
Therefore, from (7.4)-(7.5) and (7.7),
D 2 ϕ |ϕ| 2 ϕ ∂ 1 ξ dx.
(7.8)
Secondly, we shall treat I 1,2 by an analogous procedure. Notice that ϕ satisfies the system (1.1), then In addition, we assert that 
