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Abstract 
A fundamental skill in listening comprehension is the ability to recognize words. The 
ability to accurately locate word boundaries (i. e. to lexically segment) is an important 
contributor to this skill. Research has shown that English native speakers use various 
cues in the signal in lexical segmentation. One such cue is phonotactic constraints; 
more specifically, the presence of illegal English consonant sequences such as AV and 
MY signals word boundaries. It has also been shown that phonotactic probability (i. e. 
the frequency of segments and sequences of segments in words) affects native 
speakers' processing of English. However, the role that phonotactic probability and 
phonotactic constraints play in the EFL classroom has hardly been studied, while 
much attention has been devoted'to teaching listening comprehension in EFL. 
This thesis reports on an intervention study which investigated the effect of teaching 
English phonotactics upon Arabic speakers' lexical segmentation of running speech in 
English. The study involved a native English group (N= 12), a non-native speaking 
control group (N= 20); and a non-native speaking experimental group (N=20). Each 
of the groups took three tests, namely Non-word Rating, Lexical Decision and Word 
Spotting. These tests probed how sensitive the subjects were to English phonotactic 
probability and to the presence of illegal sequences of phonemes in English and 
investigated whether they used these sequences in the lexical segmentation of English. 
The non-native groups were post-tested with the -same tasks after only the 
experimental group had been given a treatment which consisted of explicit teaching of 
relevant English phonotactic constraints and related activities for 8 weeks. The gains 
made by the experimental group are discussed, with implications for teaching both 
pronunciation and listening comprehension in an EFL setting. 
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Chapter 1: Introduction 
1.1 The problem 
"Native speakers speak too fast" and "native speakers do not speak English". English 
as a foreign language (hencef6rth EFL) teachers are perhaps familiar with such 
comments from their students. EFL teachers expect to hear these comments when 
their students have the chance to listen to naturally produced speech in authentic 
teaching materials, through the media or even when they seize the few opportunities 
of communicating with 'inconsiderate' (i. e. in terms of the language level of the non- 
native interlocutor) native speakers. Students' complaints may have a real cause. As 
some researchers have noted (e. g. Brown 1990; Rosa 2002; Stanley 1978) the English 
language EFL students are taught and hear in the classroom is not representative of 
naturally produced English. EFL teachers often tend to speak slowly and articulate 
clearly (i. e. using, a register very much like foreigner talk, which is characterized by 
fewer connected speech phenomena (see Tarone 1980: 423), as discussed below, and 
trying to pronounce the citation form of words). ' Furthermore, EFL listening texts are 
typically graded in the language they use (e. g. slow speech rate), giving the learners a 
false sense of ease in listening to EFL. 
Unlike the slowly and carefully produced speech EFL learners are familiar with in the 
classroom, in naturally produced connected speech words are typically produced 
rapidly with a speech rate between 230-280 syllable per minute, i. e. 3.8-4.7 syllable 
per second considered average (Tauroza and Allison *1990). As a result, words in 
1 Let alone when the EFL teacher is non-native speaker whose mere pronunciation is non-target-like. 
I 
connected speech can undergo considerable modification to minimize the effort made 
to produce speech. 
1.1.1 Connected speech 
The phonological phenomena words undergo in connected speech cause their 
pronunciation to deviate from the citation forms which EFL learners might be used to. 
This therefore poses a problem for inexperienced EFL learners. Gimson (2001: 287- 
95) and Geigerich (1992: 249-90) discuss some of these phonological phenomena. 
Here I will describe three common phenomena which include reduction, elision and 
assimilation. 
In connected speech segments are not pronounced as fully as they are in the citation 
form of words. Full vowels, for example, can be reduced. Such vowels in the citation 
forms of function words (e. g. 'of) and unstressed syllables in connected speech are 
usually reduced to a schwa2 and sometimes short vowels and schwas are elided (i. e. 
deleted) completely in connected speech as in (1) where (a) is the citation form and 
(b) the pronunciation in connected speech. 
1) 1 went to the federal police 
a- /ai wEnt tu ba fEdaral palks/ 
b- [awEntabafEdrIpIi: s] . 
The same forms of modification apply to consonant segments in connected speech. 
Like vowels they can sometimes be elided in connected speech as in (2). 
2) 1 took him to the library 
a- /ai tuk him tu ba laibrari/ 
b- [atukimtabalaibril 
2 Or other central vowel. 
2 
Not only can consonant segments be elided, but they can also assimilate (usually in 
the place of articulation) to the following segment, be it in the same word or across a 
word boundary as in (3). In this sense, assimilation in English is often called 
"anticipatory" (Geigerich (1992: 288). 
3) good card with ten points. 
a-/gud kard wib ten p: )ints/ 
b- [ gug kard wib tern p: )ints] 
Sometimes, words in connected speech can undergo a combination of elision and 
assimilation processes as in (4) where as shown in (b) the /d/ in and was deleted then 
/n/ assimilated with the following /b/ and is realised as [m]. 
4) bed and breakfast 
a- /bed zend brekfaest/ 
b4bedambrekfastl 
These connected speech processes cause listening difficulty for inexperienced second 
language (henceforth L2) listeners (Henrichsen 1984). 
The current research is of the view that a great deal of L2 learners' listening problems 
are the result of lack of automaticity in the L2 bottom-up listenifig skills. Therefore, if 
we are to investigate the effectiveness of a bottom-pp approach in L2 listening 
teaching we need to target a skill in instruction and then directly test the automaticity 
of this skill using a well-suited ineasure. The skill that is the target of instruction in 
the current study (i. e. lexical segmentation) is discussed in the next section. 
1.1.2 Lexical segmentation 
Determining word boundaries. may be an important contributor to listening 
comprehension insofar as it aids the word recognition process. As native speakers of 
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our first language (henceforth LI), we may not realize how complicated the task of 
lexical segmentation (i. e. determining word boundaries) is. However, when we listen 
to a foreign language we realize that this is indeed the case. It soon becomes clear 
that findiný word boundaries is difficult (Field 2003). Unlike the case with written 
sentences where word boundaries are clearly marked by white spaces, in connected 
speech the only similarly reliable cue for a word boundary are the pauses the speaker 
may make every five or six words. Otherwise, the rest of speech is a continuous flow 
of sound, or in Brown's (1990: 2) words an "acoustic blur" with no clear boundaries 
between words. Consequently, non-native listeners May not only be unable to 
recognize new words but also known words can go unrecognized (Goh 2000). 
Psycholinguistic research has shown that one way native speakers (including Ll- 
learning infants) manage to overcome the lexical segmentation problem is by 
exploiting segmentation cues in the signal indicating word boundaries. These include 
allophonic cues (Nakatani and Dukes 1977; Jusczyk et al. 1999a), prosodic features 
(Cutler and Norris, 1988; Jusczyk et al., 1999b) and phonotactic rules (Mattys and 
Jusczyk 2001; McQueen, 1998). One problem for L2 listeners with these cues is that 
they are language specific. In other words, different languages have different 
variations of these cues. For example, whereas the phonemes /r/ and /I/ are context- 
sensitive and therefore have different allophonic variations in English (Church 1987; 
Nakatani and Dukes 1977), Japanese speakers do not have a phonemic contrast at all 
between these two phonemes. 
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Phonotactic constraints are also language-specific. Whereas clusters like [ps], [pn] 
and [pt] can be word-initial in Gennan, French and Greek respectively, none of these 
clusters can be word-initial in English (Davenport and Hannahs 1998: 105). 
Language specificity of segmentation cues is likely to cause problems for L2 listeners. 
It appears that long exposure to the L2 may not be sufficient to enable listeners to use 
U-specific segmentation cues when listening to the L2. Indeed it has been shown that 
L2 listeners do not use the L2-specific prosodic segmentation strategies when 
listening to the L2 (Cutler et al. 1992). On the other hand, it was shown that highly 
advanced EFL learners use the EFL-specific phonotactic constraints by assuming 
word boundaries between illegal English sequences (e. g. /to when listening to 
English (Weber and Cutler 2006). However, these learners were also using their 
uninformative Ll phonotactic constraints inappropriately (ibid). Therefore, while a 
German speaker might rightly assume a word boundary between the two phonemes in 
/tw/ when listening to German, s/he would missegment if s/he still assumed a 
boundary when listening to English and therefore might mishear 'be twins', for 
example, as 'beat wins'. 
In the literature, phonotactics has not only been treated as categorical (i. e. legal vs. 
illegal) but also as probabilistic. Probabilistic phonotactics refers to "the relative 
frequencies of segments and sequences of segments occurring in syllables and words" 
(Vitevitch and Luce 1999: 375). It has been shown, using different tasks (Bailey and 
Hahn 2001; Vitevitch, Luce, Charles-Luce and Kernmer 1997; Vitevitch and Luce 
1998; 1999; Vitevitch and Luce 2005) that phonotactic probability has varying effects 
on adults' speech processing of an Ll. To my knowledge, no study has attempted to 
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examine the effect of probabilistic phonotactics on the processing of EFL, yet this 
would show what role phonotactic probability can play in the acquisition of EFL. 
The present study endeavors to provide insight into the role of phonotactics in the 
processing and lexical segmentation of EFL. More specifically, it aims to investigate 
if low-intermediate Arabic speaking EFL learners have acquired sensitivity to the 
phonotactic constraints and probability of English, and if they use the phonotactic 
constraints of* their Ll (Arabic) or their FL (English) when segmenting connected 
speech in English (i. e. do they, like English native speakers, assume the presence of a 
word boundary upon hearing an illegal English cluster (e. g. /dl/) in a sequence such as 
bad lady? ). More importantly, the present study also uniquely examines the effect of 
teaching English phonotactic constraints on the lexical segmentation ability of EFL 
learners in n=ing speech in English. 
1.2 Phonotactics of English and Arabic 
As was stated, most segmentation cues including phonotactic constraints are 
language-specific. There are different types of proposed phonotactic constraints (e. g. 
Brent and Cartwright 1996): the "vowel constrainf' which states that each syllable 
should contain a vowel; the positional constraint governing which sounds can appear 
in certain onset or coda positions in a syllable, and the co-occurrence or the 
sequencing constraint which determines which sounds can appear adjacent in the 
onset or the coda of the syllable. The first two constraints are discussed further in 
Chapter 3. The identification of word boundaries is especially aided by the third 
constraint, the sequencing constraint, which governs which sound classes can appear 
adjacent to each other within a syllable or word and deserves more attention here. In 
English, for instance, a labial segment (e. g. /p/, /vý cannot be followed by /w/ in an 
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onset or in a coda (Davenport and Hannahs, 1998: 147). Similarly, clusters such as 
/pr/ and /br/, although completely legal in onset position, (e. g. prime and bread), are 
illegal in coda position. The opposite is true for /nt/. 
Important to note here is that Arabic has a diglossic situation where specific 
constraints vary. Arabic speakers typically learn their native Arabic dialect at home 
and then are taught standard Arabic (Henceforth SA) at school. SA is nowadays the 
native language of only a small number of Arabs in some parts of some Arab 
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countries where SA is spoken at-home. However, it is learnt from the early stages in 
school. Additionally, Modem SA, a variety of Arabic that follows most of SA 
phonological rules, is used in formal lectures and most of the radio and TV programs. 
Therefore, the possibility that our Arabic speakers EFL have acquired sensitivity to 
SA phonotactic constraints besides those of their own native dialect can not be ruled 
out, a possibility that was taken into consideration when designing the tasks of the 
current study. 
Differences include the fact that *SA does not allow bi-consonantal clusters in syllable 
onsets. However, Arabic dialects including Qassimi Arabic (henceforth QA), the 
native dialect of our EFL subjects, may allow some. Procedures discussed in Chapter 
4 were used to detennine legal onset clusters in QA. 
1.3 Context and significance of the study 
The present study was conducted in the central region of Saudi Arabia. In Saudi 
Arabia, English is taught as a foreign (vs. second) language. In the present thesis, I 
3 In an attempt to preserve (M)SA, some Arabic speakers use (M)SA instead of their native Arabic 
dialect to communicate with their children at home. Therefore, these children usually learn (M)SA as 
their native language. 
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use the tenn EFL to refer to the setting where the target language (i. e. English) is not 
the medium of communication in the community. On the other hand, English as a 
second language (henceforth ESIý) is used when referring to settings where English is 
the medium of communication. Although EFL and ESL might be essentially similar 
in terms of the learning process involved, ESL learners often have the advantage of 
being exposed to more naturalistic input from native speakers than EFL learners. 
Most EFL learners, including those in the current study, are unlikely to be exposed to 
much naturalistic (i. e. from native speakers) input. 4 Explicit teaching may help them 
to make the best out of the little input they receive by directing their attention to the 
presence of relevant phonotactic cues. The current study therefore examines the 
effectiveness of this kind of awareness raising. Is the resultant knowledge applied to 
lexical segmentation? And if it is, hoWautomated does this process become compared 
to that of native speakers? Specifically, the present study aims to investigate four 
research questions. These are as follows: 
(1) Are Arabic speaking EFL learners sensitive to the phonotactic constraints of 
English and Arabic? 
(2) Are Arabic speaking EFL learners sensitive to the phonotacti6 probability of 
English? 
(3) Do Arabic speaking EFL learners use the phonotactic constraints of English 
and Arabic in lexical segmentation of running speech in English? 
(4) Can explicit teaching of English phonotactic constraints help improve Arabic 
speaking EFL learners' ability in lexical segmentation of English? 
4 Most English language teachers, including the lectures in the university where the present study was 
conducted, are non-native English speakers. 
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The present study is significant for a number of reasons. First, only a small number of 
studies have attempted to examine the role of phonotactic constraints in the 
segmentation of an LI, Research investigating the role of phonotactic constraints of 
the LI and L2 in the segmentation of an L2 is scarcer still. Notably, this study 
includes subjects who are native speakers of Arabic, a language that is relatively 
understudied. In addition, it aims to provide insight into an area of research that to my 
knowledge has not been approached before, namely the role that English probabilistic 
phonotactics play in the processing of EFL. Importantly, it also endeavors to study the 
viability of introducing a new teaching method for L2 listening, that is, teaching 
phonotactic constraints. 
Unlike most research and teaching methods in L2 listening which (unjustifiably as we 
will see) concentrate on top-down processing and listening strategies, the present 
study, as stated above is of the view that a great deal of L2 listeners' problems are the 
result of their lack of automaticity in bottom-up skills, most notably their lexical 
segmentation ability and hence students' discouraged comments discussed above. The 
role of the classroom in helping learners automate bottom-up listening skills is of 
paramount importance especially in EFL contexts given the lack of naturalistic input 
and consequently learners' inability to rely solely on natural acquisition of these 
skills. 
It has been noted, however, (e. g. Doughty 2003) that studies investigating the effect 
of explicit teaching on L2 acquisition widely suffer from the defect of using measures 
that are metalinguistic in nature. Studies investigating the role of explicit teaching in 
improving learners' bottom-up listening skills have another disadvantage. That is, 
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they have typically used global measures that fail to pinpoint the source of post- 
instruction improvement. To overcome this flaw, the current study used three 
different measures. First, it used a measure (Non-word Rating task) where subjects' 
metalinguistic knowledge can be used. In this task, subjects had to give theii 
subjective judgments of the English-likeness of non-word items starting with illegal 
consonant clusters in Arabic and in English, non-WOrds with low phonotactic 
probability and non-words with high phonotactic probability. Another on-line 
measure (Lexical Decision task) where the use of metalinguistic knowledge was 
unlikely was used to test subjects' repeats sensitivity to the same non-word items 
presented in the Non-word Rating task. Finally, the Word Spotting task was used to 
directly measure the targeted skill (i. e. lexical segmentation), and therefore was better 
able to pinpoint the source of improvement. In addition, unlike some empirical studies 
in L2 listening which used the difference between pre-test and post-test scores as the 
only measure of improvement, the current study also used a native control group so 
that non-native subjects' scores could be compared to ultimate native speaker 
performance. 
1.4 Overview of the thesis 
The main objective of the present study is to investigate the effect of teaching EFL 
phonotactic constraints on one of the most important skills (i. e. lexical segmentation) 
involved in EFL listening comprehension. For that purpose, Chapter 2 presents a 
detailed account of listening comprehension including definition of the term and 
cognitive processes involved (Section 2.2) and the role of memory in listening 
(Section 2.2.1). Types of processing in terms of their automaticity (i. e. automatic vs. 
controlled) and direction (i. e. top-down vs. bottom-up) which are used in listening 
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comprehension are detailed in Sections 2.2.2 and 2.2.3, respectively. In Section 2.3, 
research in L2 listening instruction with the two widely adopted approaches (top- 
down and bottom-up) distinguished is reviewed. 
Chapter 3 is concerned with the targeted skill (i. e. lexical segmentation). Different 
segmentation models (serendipitous vs. explicit) are reviewed in Sections 3.2 and 3.3, 
respectively. In Section 3.3, Explicit Segmentation Models (i. e. those that propose 
that cues in the signal aid lexical segmentation) are supported and three cues 
(allophonic, prosodic and phon6tactic) under this category are discussed in Sections 
3.3.1,3.3.2 and 3.3.3, respectively. Research on the use of these cues by LI-leaming 
infants and adult native speakers will also be reviewed. -Section 3.3.4 sets the context 
of the present study by highlighting the processes that underlie the learning of the 
phonotactic constraints which are the focus of the current research. In Section 3.3.5 
questions will be raised and answers attempted regarding the language specificity of 
these cues. Section 3.4 discusses how instruction can help in the acquisition of 
phonotactic constraints and their use in lexical segmentation. Section 3.5 highlights 
another form of phonotactics (i. e. probabilistic phonotactics) investigated in the 
present study. Questions that can be answered by investigating the effect of EFL 
phonotactic probability on the processing of EFL are also discussed. 
Chapter 4 provides a detailed description of the methodology utilized in the present 
thesis. Sections 4.2 and 4.3 provide an account of the subjects and study design. The 
three tasks used (i. e. Non-word Rating, Lexical Decision, and Word Spotting) are 
detailed in Section 4.4, where the instructional treatment and relevant materials, 
procedures, research questions and hypotheses are also presented. 
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Chapter 5 reports on the results obtained from each task. Pre-test results are presented 
and discussed in Section 5.2, and post-test results are presented and discussed in 
Section 5.3. How these results provide answers to our research questions is 
summarized in Section 5.4. 
Major findings are recapitulated in the last chapter (Chapter 6). Limitations (Section 
6.2), pedagogical implications (Section 6.3), suggestions for further research (section 
6.4) and general conclusions (Section 6.5) are also discussed. All materials used in the 
thesis appear in the appendix. 
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Chapter 2: L2 Listening Comprehension: Auditory Processing 
and Teaching 
2.1 Introduction 
Listening comprehension is a complex process that takes place through the integration 
and interaction of cues from different levels (e. g. phonetic, lexical) and sources (e. g. 
contextual and background knowledge) (Lynch 2002; Oxford 1993; Rost 2001). It is a 
skill that is of paramount importance in language acquisition (henceforth LA). This 
can be seen in Ll acquisition when children having congenital hearing problems may 
end up without linguistic competence despite their articulatory system being intact. 
The importance of listening in LA can also be found in empirical research which 
shows that native adults spend most of the time during communication listening rather 
than on any of the other language skills (i. e. speaking, reading, writing) (Rankin 1930 
reported in Feyten 1991). 
In L2A, listening is hardly less important. Most theories of L2A point out the 
importance of aural- input for acquisition of linguistic competence (McLaughlin 
5 1987). However, not all input can become intake (Corder 1967). Some researchers 
suggest it is attended to or consciously noticed input that can become intake6 (Oxford 
1993; Schmidt 1990,1995) while others suggest it is comprehended input (Krashen 
1982,1985,1994). The amount of input that is converted to intake is critically 
dependent on a number of factors amongst which is the way it is processed 
(Sharwood-Smith 1986) and the 'direction'. of processing (i. e. bottom-up or top- 
down). Knowledge of these aspects is really important for the teaching of L2 listening 
5 See Carroll (2001) for more discussion of this issue. 6 The discussion of input vs. intake will be presented in Section 2.2.1 
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as it can help us determine our methodology for teaching it. In other words, if our aim 
in teaching L2 listening is only to help learners comprehend the aural message, our 
methodology will be different from that if our aim was to help learners acquire the L2. 
Although acquiring the L2 is, of course, the paramount aim for teaching it, the 
majority of research in L2 listening seems to have overlooked this point. In other 
words, research in L2 listening training seems to over-concentrate on developing 
learners' top-down and compensatory strategies at the expense of automatizing any 
bottom-up skills which would help them acquire the L2. Research, as will be 
discussed, for example has suggested developing learners' listening ability by helping 
them use background and contextual information, and non-verbal cues including 
pictorial aids, lip-reading and body language. This is a practice which I will argue 
below is unjustified and misses the point of L2 listening. 
On the other hand, the relatively little research which has tried to investigate the 
effectiveness of adopting a bottoýn-up approach to teaching listening does not provide 
robust evidence regarding the efficacy of bottom-up teaching. The reason behind this, 
as will shortly be discussed, lies in the data collection measures used. These measures 
are so general that they fail to pinpoint the source of improvement after teaching. The 
current thesis is of the view that. a great deal of L2 learners' listening problems is the 
result of lack of automaticity in bottom-up skills. Therefore, it is assumed that a good 
way of testing the effectiveness of a bottom-up approach is by measuring its effect in 
enhancing the automaticity of learners' performance on their perception of the L2. 
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This chapter aims to discuss the psycholinguistic processes involved in listening 
comprehension and review research in L2 listening training. In Section 2.2, it begins 
by providing some definitions of listening comprehension and gives an overview of 
the cognitive processes involved in listening. Section 2.2.1 presents ideas on different 
types of memory and discusses their important role in listening comprehension. The 
types of processing in tenns of quality (automatic vs. controlled) and direction (top- 
down vs. bottom-up) in listening comprehension are detailed in Sections 2.2.2 and 
2.2.3. Section 2.3 reviews research in L2 listening instruction on two widely adopted 
approaches, namely top-down and bottom-up. In Section 2.3.1 research favouring the 
top-down approach is reviewed. It will be argued that the current over-reliance in 
applied linguistics and English language teaching on the top-down approach is based 
on unwarranted claims and misses the point of L2 listening teaching. Section 2.3.2 
. 
reyiews the scarce research adopting a bottom-up approach to teaching listening. 
Criticising the latter will mainly be concerned with the assessment measures adopted. 
Based on this criticism, a methodology for the teaching and assessment of listening 
comprehension ability at the bottom-up level is proposed, a methodology which I 
used in the current thesis. Section 2.4 provides a summary for the points discussed in 
this chapter. 
2.2 Listening comprehension 
A search of the literature on L2 listening for a good definition, to my surprise, showed 
that most of the publications, books included, did not try to provide a definition of 
listening comprehension, although some of the publications actually included the term 
listening comprehension in their titles (e. g. Brown and*Hilferty 1987; Graham 2006; 
Richards 1983). This apparent trend of avoiding providing a definition for listening 
comprehension is perhaps not because the definition of listening comprehension is 
15 
taken for granted; rather it seems that defining listening comprehension is problematic 
when we look more closely. Glen (1989) analyzed a number of definitions for native 
language listening and concluded that a universally accepted definition does not seem 
to exist. Rost (2001) confinns this and notes that different fields have provided 
different definitions of listening according to how it relates to their theoretical 
interests. Rost, however, defines listening as "experiencing contextual effects" (p 3). 
Admittedly broad, this definition does not provide any insight into the actual 
processes involved in listening comprehension. One of the few definitions I found to 
be adequate is provided by Vandergrift (1999: 168). In language teaching, Vandergrift 
defines listening comprehension as 
a complex, active process in which the listener must discriminate 
between sounds, understand vocabulary and grammatical structures, 
interpret stress and intonation, retain what was gathered in all of 
the above, and interpret it within the immediate as well as the larger 
sociocultural context of the utterance. 
Despite the lack of agreement on a definition of listening comprehension, authors 
seem to agree that listening comprehension involves different types of processing. 
These include neurological, linguistic, pragmatic and psycholinguistic (Rost 2001). In 
cognitive psychology, Anderson (1983,1995) differentiates three interrelated stages 
through which comprehension takes place. These are perception, parsing, and 
utilisation. In the first stage, perception, recognition and encoding of speech sounds 
takes place. This stage also includes word recognition after combining phonetic 
sounds into words. In the second stage, parsing, words recognised are assigned 
structure and are also used to construct meaningful mental representations. In the last 
stage, utilization, listeners may use the mental representation of the utterance's 
meaning and act accordingly. 
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Similar to Anderson, Carroll (1986) identifies four levels of processing the language 
in auditory or visual form. These are shown in table 2.1. 
Table 2.1 Four levcls of language processing. Adapted from CarroU (1986: 108). 
Level Derinition Example 
Perceptual Identify speech sounds 
Lexical Retrieve the lexical 
+representation of a word from 
memory and integrate it into the 
ongoing context. 
Sentential Determine the syntactic 
structure of the sentence as it is 
processed and store the gist of it 
Discourse Identify the context preceding 
and following the a sentence and 
integrate the sentence 
representation with that context 
firefighters 
Since she could notjump, the 
firefighters had to get her. 
As thefire enguyed the opera 
house and drove both singers 
and customers to panic, there 
was a rush to the doorways and 
the soprano twisted her leg. 
Since she could notjump, the 
firefighters had to get her. 
The types and levels of processing involved in listening comprehension require a 
storage space from which meanings of words and relevant contextual information can 
be retrieved and also where new information can be kept while being processed. 
Different types of memory have been argued to be involved in the listening 
comprehension process. These are discussed in the following section. 
2.2.1 Memory and listening comprehension 
It is widely accepted that human memory is subdivided into three units: sensory 
memory or stores, short-term or working memory and long-term or permanent 
memory (Anderson 1995; Baddeley 1986,1999; Carroll 1986; Gathercole and 
Baddeley 1993). The relationship and interaction of these three types and their role in 
information processing is depicted in Figure 2.1. 
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Sensory Stores Working Memory Long-term 
(information lost (information lost Memory 
within about I sec) within about 15 sec) 
Envirorunental 
Stimuli 
Figure 2.1 A simple model of human information processing system. Adapted from Carroll (1986: 46) 
and Flowerdew and Miller (2005: 23). 
Sensory stores are the unit that first receives the signal from the environment. It is 
divided into two types of stores: iconic memory, which is responsible for storing 
visual stimuli, and echoic memory which is responsible for storing auditory stimuli 
(Baddeley 1999). Auditory information does not stay long in the echoic memory (for 
about one second; Loftus and Loftus 1976). Depending on different factors, the 
stimuli can be passed to the working memory or just get lost. Processing of the 
attended stimuli starts in the working memory, which is limited in capacity (Anderson 
1995; Carroll 1986). The capacity of the working memory is determined by the 
memory span which is measure by "the number of elements one can immediately 
repeat back" (Anderson 1995: 171), typically about seven (Baddeley 2000). After 
processing, the information may be transferred to long-term memory where it is 
stored for a longer time. Rehearsal of the message has-been argued to play a role in 
determining whether the information can be passed to long-term memory, where 
meaning of the aural message rather than the exact form is stored, or whether it is lost 
(Clark and Clark 1977; Craik and Lockhart 1972; Rundus 1971). As the arrows in 
Figure 2.1 show, long-term memory does not just act"as a permanent store; rather 
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information in long-term memory can influence processing in the other memory units. 
As will be discussed in Chapter 3, our knowledge of the statistical probabilities of 
phonemes in words, for example, will result in a facilitative effect for repeating not 
only real words but also those non-words made up of ftequently occurring phonemes 
(see for example Vitevitch et al. 1997). 
Working memory is perhaps the most important unit in speech comprehension. It has 
been suggested that it is the place where sounds are stored long enough to be 
patterned into their appropriate syntactic units and subsequently interpreted 
semantically (Call 1985; Clark'and Clark 1977). Knowledge of the way working 
memory functions and its components is helpful in gaining insight into its role in 
language comprehension; see. Baddeley (1999) and Gathercole and Baddeley (1993) 
for a detailed discussion of the contribution of working memory to different aspects of 
language processing. 
Baddeley (1999: 19) defines working memory as "the temporary storage of material 
necessary for performing a range of complex tasks such as comprehension, reasoning, 
and long-term learning". During the last four decades, a model of working memory 
has been developed, its theoretical accounts investigated and refined (Baddeley and 
Hitch 1974; Baddeley 1986,1990,2000,2003). Baddeley and Hitch, for cx=ple, 
suggested that working memory has three components: the central executive, which is 
the main component, and which is supplemented by two other "slave systems": the 
phonological loop, which is responsible for maintaining and processing of verbal 
information, and the visuo-spatial sketchpad, which is responsible for the processing 
of visual information and therefore will not be fixther discussed here. Baddeley 
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(2000) added a fourth component, the episodic buffer, to the model. Figure 2.2 shows 
the old working memory model (Baddeley and Hitch 1974) in (a) and Baddeley's 
(2000) new four-component model in (b). 
(a) 










Figure 2.2 The old and new models of working memory. From Baddeley (2000: 418). 
According to Baddeley, the episodic buffer acts as 
a limited -capacity temporary storage system that is capable of 
integrating information from a vanety of sources. It is assumed 
to be controlled by the central executive, which is capable of 
retrieving information from the store in the form of conscious 
awareness, of reflecting on that information and, where necessary 
manipulating and modifying it (p. 421). 
As its name suggests the central executive is the most important component of 
working memory as it acts as a supervisory control system. Its functions include 
controlling the transmission of information between other parts of the cognitive 
system, allocating appropriate input to the phonological loop and the sketchpad 
systems and retrieving infori-nation from long term memory (Gathercole and Baddeley 
1993) 
The phonological loop might be of most relevance to phonological learning as it has 
been shown to play a role in language acquisition, particularly vocabulary acquisition 
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(Gathercole and Baddeley 1989;. Service 1992). The phonological loop is assumed to 
consist of a temporary phonological store responsible for storing verbal information 
for which memory traces may decay within a few seconds unless rehearsed. Rehearsal 
is controlled by the second component of the phonological loop which is the subvocal 
control process responsible for both rehearsal and recoding information into 
phonological form (Baddeley 1986; Gathercole and Baddeley 1993). An example of 
this process is when we try to keep remembering a telephone number by repeating the 
digits out loud or silently. 
Studies using the articulatory suppression technique have shown that rehearsal of 
phonological information in the phonological loop is important for keeping 
phonological information longer in working memory. In an articulatory suppression 
study, subjects are visually or- aurally presented with a memory list (words or 
numbers), and at the same time are asked to repeat an irrelevant word (e. g. the). It has 
been shown that using this technique, subjects' memory span decreases, suggesting 
that they are denied the benefit of rehearsing in the phonological loop (Estes 1973; 
Peterson and Johnson 1971). Using the smne technique, Papagno, Valentine, and 
Baddeley (1991) investigated if rehearsal in the phonological loop plays a role in the 
learning of foreign language words. In one of their experiments, they presented adult 
Italian subjects with two lists of eight pairs of items. In one list of items, each pair 
contained two familiar Italian words. The other list contained a familiar Italian word 
and an unfamiliar Russian word. In one condition, stimuli items were presented 
auditorily and articulatory suppression was used. Papagno et al. found that in this 
condition recall of foreign words was worse than recall of familiar Italian ones. These 
results were taken as evidence that adult subjects' ability to recall foreign language 
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words was impaired by articulatory suppression, suggesting an important role for the 
phonological loop in L2 vocabulary learning. 
As was discussed, working memory seems to play an important role in language 
comprehension. It is the place where perceptual input is kept for linguistic processing 
to take place. Not only that but it - particularly the central executive component - can 
seek help by retrieving information, such as schemata or background knowledge from 
long term memory to help in the parsing and interpretation of input (Buck 2001). 
However, one of the features of working memory is that it is limited in capacity and 
processes compete for limited resources (Anderson 1995; Carroll 1986; Gathercole 
and Baddeley 1993). Native speakers can compensate for this limit in capacity by 
performing some of the processes (e. g. word recognition) automatically (Carroll 1986; 
Vandergrift 2004) leaving adequate resources for other attention-demanding processes 
as will be discussed in the next section. Therefore, attentional resources can be freed 
for processing input fairly quickly. However, because of inadequate perceptual 
processing abilities, L2 learners may not be able to process the input (particularly 
recognising words in connected speech) automatically and tend to process the input in 
a controlled way instead (Flowerdew and Miller 2005, O'Malley, Charnot and Ki1pper 
1989). Crucially, it has been shown that memory span for foreign language input 
might be even more limited than for native language input (Call 1985). Therefore, 
because of the limitation of working memory, L2 learners often find themselves 
lagging behind when processing connected speech, and as a result their 
comprehension may break down (Vandcrgrift 2004). The role of automatic and 
controlled processing in language comprehension is discussed in the next section. 
22 
2.2.2 Controlled vs. automatic processing. 
The implicit knowledge which native speakers have of their LI has often been 
associated with automatic performance. Paradis (1994), for example, claims that 
implicit knowledge is that which is used automatically. Similar claims are made by 
other researchers in L2 acquisition (e. g. Bialystok 1994; DeKeyser 2003; Ellis 1994a) 
who either explicitly or implicitly suggest that automaticity and implicit knowledge 
are two related notions (but see Ellis 1994b for a different view). 
In addition, the issue of automaticity in language acquisition is rooted in the modular 
view of languages. In his theory The Modularity of Mind, Fodor (1983) claims that 
7 
modular processes operate automatically, unconsciously and without control. To 
explain his point he refers to the way native speakers listen to their Ll. Although they 
can choose not to listen to their LI by stopping their ears for example, once they listen 
to it they can not choose not to hear it. Similarly, we can not choose not to see things 
when we open our eyes as both faculties (i. e. processing the language and seeing) are 
modular (see also Schwartz 1993). 
Researchers holding a general cogaitive view of learning an L2 (e. g. McLaughlin 
1987; McLaughlin, Rossman, and McLeod 1983) have a different position than 
Fodor's (see also Schwartz 1993) on what it means to learn a language and how 
automaticity is achieved. For them, the fluent (i. e. automatic) performance of 
advanced L2 learners is not the result of the control of a separate module of the mind. 
Rather, it is because "to learn an L2 is to learn a skill" (McLaughlin 1987: 133) and 
7 Modules have many other characteristics. See Fodor (1983) for a discussion. 
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that skill learning, including L2 learning, takes "the automatization of component sub- 
skills" (ibid). 
Lack of automaticity of listening skills is a major factor in unsuccessful L2/FL 
listening. Therefore, helping learners automise their lower-level (bottom-up) skills is a 
good way of improving their listening ability because more attention will be available 
for higher-level (e. g. semantic, pragmatic) processing (Rost 2001; Segalowitz 2003). 
In the information-proccssing approach of skill acquisition (Anderson 1982; 1995) a 
8 
skill is acquired through integrating pieces of information into complex procedures. 
In the early stages of skill acquisition only controlled processing is used. Here, the L2 
learner consciously controls the process of coordinating pieces of information, which 
results in these processes occupying a large part of short-term (working) memory. 
With time and practice subcoMp onents that are required for carrying out a skill are 
, gradually routinized and are eventually subsumed under one procedure which is 7-- 
stored in long term memory and which, once triggered, can automatically control all 
the sub-processes subsumed under it (Hulstijn 1990). Thus, carrying out this skill is 
no longer attention-demanding. 
This perspective on L2 learning assumes a transition from early stage controlled 
processing to a developed stage automatic processing which Segalowitz (2003) 
illustrates with the change in learning how to drive a car. At the first stages one tends 
to pay careful attention to each sub-skill of the driving process, where for instance, 
one may tend to look at the gear while shifting. One may also be easily interrupted, 
8 See McLaughlin and Heredia (199 6) for a review of the assumptions regarding this approach. 
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when spoken to for example, and feel that driving is a very effortful task. Gradually, 
the need to pay attention decreases so that we need not look at the gear while shifting 
and we can talk to passengers while driving. At the early stage, when processing is 
controlled and more cognitively demanding (Ellis 1994b: 85), conscious attention is 
necessary, but when the performance later becomes automatic through practice, 
attention is no longer necessary and can be devoted to, other related skills that have 
not yet been automatized (McLaughlin, Rossman, and McLeod 1983; Segalowitz 
2003; Shiffrin and Schneider 1977). 
Another distinction relevant to our discussion of autoniaticity and how it is achieved 
(see the example above) is between declarative knowledge and procedural knowledge. 
Anderson (1983; 1995) claims that information is stored in long-term memory as 
either declarative knowledge or procedural knowledge. Declarative knowledge "refers 
to consciously held skill-relevant knowledge that is describable" (Segalowitz 2003: 
395). Procedural knowledge on the other hand, cannot always be verbalised and 
"consists of processes and skills, or the things that we know "how" to do" (Chmnot 
and O'Malley 1994: 376). Under this view the knowledge of an L2 grammatical rule 
is declarative, but the way native speakers apply this grammatical rule fluently and 
unconsciously is procedural knowledge. The Atomic Component of Thought Yheory 
(Anderson and Lebiere 1998) assumes that procedural skills are automatic and 
brought about through a gradual progression from declarative knowledge to 
procedural knowledge through a process called proceduralisation. 
This is in line with the position proposed by some researchers (e. g. Hulstijn 1990; 
Levelt 1978; Schmidt 1992) who claim that language acquisition entails the 
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acquisition of procedural skills. In this fr=ework as Hulstijn (1990) has pointed out 
language acquisition can be viewed as the result of the compilation of declarative 
knowledge through which procedural knowledge could be established. Language 
automaticity will increase as a result of more sub-processes being subsumed under 
one complex procedure. 
Anderson (1983; 1995) proposed a three-stage sequence in which proceduralisation 
takes place. These three stages are clearly described by Charnot and O'Malley (1994: 
379): 
In the first stage, the learner approaches the new skill with conscious 
attention to rules and performs the skill deliberately and, most likely, 
with many errors. In the second stage of skill acquisition, some of 
the initial errors are eliminated and the performance becomes some 
what more fluent, though still not automatic. In the third stage, the 
performance is fine-tuned so that it becomes virtually automatic. At this 
point, the skill is said to be proceduralized, or converted from controlled 
or explicit processing to automatic or implicit processing. 
However, in normal circumstances native speakers' implicit procedural knowledge of 
their Ll characterized by automatic performance develops first (Crain 1993). It is 
only at school age, through schooling or other sources, that they normally start 
developing declarative explicit knowledge of their LI. 9 Therefore, it is clear that this 
approach does not best describe how LIA acquisition takes place. That implicit 
procedural knowledge can develop first might also be true for naturalistic L2 learners 
who might show some competence of the L2 structures without necessarily being able 
to deduce the rules governing their performance (see Vainikka and Young-Scholten 
2007). Proceduralisation may however be representative of how some L2 structures 
See also (Anderson and Fincham 1994: 1322) reviewing evidence against the claim that declarative 
knowledge is a prerequisite to procedural knowledge. 
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are learned in instructed L2A/FLA. However, before making any suggestions for 
pedagogical practices we need to understand what it means to automatically process 
the language in actual performance and what role formal instruction can play in that. 
Judging linguistic performance as automatic falls out from the criterion of 
automaticity. Recall that the transition from controlled processing to automatic 
processing in L2A was described as a transition from an early stage when attention is 
needed to a later one, after practice, when attention is no longer needed. Johnson 
(1996) defines automization (i. e. automaticity) as "the ability to get things right when 
no attention is available for getting them right" (p 137). This "no need" for attention 
allows automatic processing to outperform controlled processing and consequently 
results in special characteristics of automatic performance. 
Two widely agreed characteristics of automatic performance are speed and 
parallelness (e. g. Levelt 1989; Schneider and Fisk 1983; Segalowitz and Segalowitz 
1993; Shiffrin and Schneider 1984). 'Parallel' means that more than one automatic 
process can be performed simultaneously with no or little interference between them. 
Investigating automatic performance in this sense would require designing a 
methodology in which simultaneous tasks are performed. However, Johnson (1996) 
has suggested that using computer technology, putting subjects under time pressure, is 
an equally proper distraction technique. 
Various views have been proposed as to how fonnal language instruction can help in 
autornising skills. One position stresses the role of fonnal instruction in providing the 
learner with the opportunity to practice and so to automatise new rules (e. g. Anderson 
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and Fincham 1994; Sharwood-Smith 1981). This position claims that practice can turn 
non-automatic explicit knowledge into automatic implicit knowledge. 
There is also the view that instruction can also indirectly foster autornisation because 
of the role it plays in L2 acquisition. This view emphasises the role that instruction 
plays in conscious "noticing", which has been claimed to be necessary in converting 
input into intake as in the Noticing Hypothesis (Robinson 1995; Schmidt 1990,1994, 
1995.2001). A distinction has been made between when input helps in the 
interpretation of an utterance and when it helps in constructing interlanguage 
(henceforth IL) grammar (Corder 1967). Foi the latter, the term intake is defined as 
"an abstract entity of learner language that has been fully or partially processed by 
learners, and fully or partially assimilated into their developing system" 
(Kumaravadivelu 1994: 37), whereas the former (i. e. input) is generally referred to as 
"what is available for going in7 (Gass and Madden 1985: 3). Schmidt maintains that 
input must be consciously noticed by the learner in order to become intake. The 
motivation behind this proposal as Schmidt (1990) has argued is that, whereas Ll 
children are able to notice the Ll linguistic features while paying attention to the 
message, adult L2 learners have to notice these features in a more controlled way. 
In addition, Schmidt and Frota. (1986) argue that learners' focus of attention and 
noticing of mismatches between the input and their output determines whether or not 
they will progress in their acquisition. A similar claim is made by Gass (1990,199 1). 
Unlike Krashen (1982,1985,1994) who claims that comprehensible input alone is 
sufficient, Gass argues against the sufficiency of comprehensible input in building IL 
grammars. She maintains that if L2 learners are to convert input into intake, not only 
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do they have to comprehend the input but also they have to notice the mismatches 
between the input and their IL grammar. In either case, formal instruction can play the 
role of an "attention getting" device that can help learners notice these mismatches 
(Gass 1991). See also White (1987) for a detailed argument against Krashen's 
Comprehensible Input Hypothesis. 
According to this model, the mere presentation of comprehensible input is necessary 
but insufficient in converting certain constructions into intake. 10 If these constructions 
are to convert into intake they should be noticed, either because they are very salient 
or by the use of different strategies amongst which formal instruction has a prominent 
position. Empirical support for this position is found in some studies which Long 
(1996) cites. Some of these studies show premature stabilization or failure to 
incorporate basic target language structures by adults with prolonged exposure to 
comprehensible input. Other studies show global benefit for instructed language 
learning over purely naturalistic acquisition. Therefore, in this position, formal 
instruction can facilitate the process of noticing by directing attention to some 
linguistic features that could otherwise go unnoticed. Once knowledge is acquired, 
linguistic performance based on these feature is expected to be automatic. 
If EFL teachers' main goal is to help learners automise their listening skills (Field 
1998; Rost 2001), teachers will need to understand which level (i. e. perceptual, lexical 
etc. ) and direction (i. e. top-down or bottom-up) of processing is more beneficial to 
target. A discussion of the direction of processing in listening is presented in the next 
section. 
" This model assumes that there is a critical period after which natural L2 acquisition (i. e. relying 
merely on naturalistic input) of some linguistic features is unlikely. 
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2.2.3 Top-down and bottom-up processing 
In section 2.2, types and levels of listening comprehension processes were discussed. 
As Carroll (1986) stresses, the presence of levels of processing does not imply that 
comprehension takes place in a serial order. Rather, the speed with which listening 
takes place suggests that processes at different levels operate simultaneously, as 
discussed in the previous section, and influence each other (Field 1999). The direction 
of these processes has often been depicted, both in ELT and Psycholinguistics, in two 
widely used terms, namely bottom-up processing and top-down processing. Bottom-up 
processing refers to "decoding the sounds of a language into words, clauses, 
sentences, etc. and using one's knowledge of grammatical or syntactic rules to 
interpret meaning" (Norris 1995: 47) or "that part of the comprehension process in 
which the understanding of the "heard" language is worked out proceeding from 
sounds to words to grammatical relationships to lexical meanings" (Morley 2001: 74). 
When we process bottom-up we follow a fixed sequence similar to that provided by 
Vandergrift's (1999) definition of listening comprehension presented above. We listen 
to individual sounds, combine them into words, combine words into phrases and 
sentences and finally interpret these sentences based on our background and 
contextual knowledge of the situation where the sentence was said (Brown 1990). 
This view of speech processing, which was developed during the 1940s and 1950s 
(Brown 1990; Flowerdew and Miller 2005), assumes 
- 
that we process speech in a 
linear and hierarchical fashion. Five of the most important bottom-up skills in 
listening comprehension listed by Richard (1983: 228) are: 
9 Ability to discriminate among the distinctive sounds of the target language. 
9 Ability to recognise the stress pattems of words.. 
* Ability to identify words in stressed and unstressed positions. 
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* Ability to recognise reduced forms of words. 
9 Ability to distinguish word boundaries. 
However, studies in LI listening and psycholinguistics have shown that bottom-up 
processing is not the only way we process speech. Knowledge at a higher level can 
influence knowledge at a lower level. Knowledge of words, for example, could help 
improve speed and accuracy of recognising phonemes and hence involve what is 
known as the phoneme-restoration effect (Samuel 1981,1991,1996a; Warren 1970; 
Warren and Warren 1970). Warren (1970) aurally presented subjects with the 
sentence "the state governors met with their respective legislatures convening in their 
capital city". In the study, for example, the middle s in legislatures was replaced by a 
120-millisecond cough. Only one subject out of twenty was able to detect that the 
phoneme was missing due to this effect. 
Warren and Warren (1970) investigated if phonemes could be restored as a result of 
sentential context. They presented their subjects with sentences like the following 
where * denotes that the phoneme was replaced by non-speech: 
a- It was that the *eel was on the axle. 
b- It was that the *eel was on the shoe. 
c- It was that the *eel was on the orange. 
d- It was that the *eel was on the table. 
Warren and Warren found that subjects reported hearing "wheel, heel, peel and meal", 
respectively, showing that phoneme restoration was affected by the context. 
31 
Many later studies have showed the same effect (see Samuel 1996b for a review). It 
seems therefore that speech can be processed top-down as well. However, because of 
inadequate knowledge of vocabulary, L2 listeners may not be as good in making use 
of word and sentential context in recognizing phonemes. That is because phoneme 
restoration has been found to correlate with other fktors such as word frequency, 
neighbourhood characteristics (Samuel 1996b) which can not be matched with native 
speakers for FL/L2 learners. Therefore, FL/L2 listeners may need to rely more on 
bottom-up processing at least at lower levels. 
In addition, in second language pedagogy, top-down has usually been used only as 
synonymous with background or contextual cues. Norris (1995: 47) for example 
defines top-down processing as "using background knowledge of the situation, 
context and topic to interpret meaning". When we do this we use our background and 
all types of contextual knowledge to predict what the speaker is likely to say in such 
situations. In this model (i. e. top-down processing), we do not need to listen to each 
feature to process the input; rather we monitor some parts of the acoustic message to 
confinn our expectations (Brown 1990). Brown (1994), Peterson (1991) and Richard 
(1983) outlined the micro-skills that are required in listening comprehension. Three of 
- the skills at the top-down level are: 
* Making inferences using real world knowledge. 
0 Getting the gist. 
* Getting the meaning of the words from context. 
Granted, listening does not seem to follow a fixed direction. Rather, listening is an 
interactive multi-directional process where different cues from different levels interact 
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and are employed simultaneously. The nature of this interaction remains to be clearly 
identified. 
L2 researchers have investigated the effects that these two types of processing training 
(i. e. top-down and bottom-up) have on L2 listening comprehension ability, although 
studies investigating the effect of the latter type are relatively scarce, as we will see. 
These studies are reviewed in the following section. 
2.3 Teaching/training L2 listening 
2.3.1 Introduction 
Various approaches to teaching second language listening have been adopted, one of 
which is based on the premise that practice makes perfect. Following this approach, 
learners are given abundant in-class practice in listening and left to their own devices 
to acquire the listening skills (Ridgway 2000). The role of the teacher in such 
classrooms is to play tapes and check students' comprehension by asking them to 
answer written questions, to get the gist, or having them provide a summary. 
Consequently, classrooms are places where listening is in effect tested rather than 
taught (Sheerin 1987). Although such practice prevailed more than two decades ago, 
it is still predominant in some EFL contexts, including the Saudi context, as discussed 
in Chapter I- 
Another view is that listening classes can play a more active role by enhancing 
learners' listening skills. The debate, here is whether to target bottom-up processing 
or top-down processing. 
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One proposal is that using top-down cues including visual ones can enhance listeners' 
comprehension abilities (e. g. Ginther, 2002; Herron, et al. 1998; Jones and Plass 
2002). Here the role of top-down processing is emphasised with an explicit call for 
teaching top-down cues and listening strategies. -Consequently, L2 listening 
comprehension teaching has been dominated by top-down training, as noted by some 
researchers (e. g. Cauldwell 1996; Field 2003; Rost 2001; Wilson 2003), and 
developing bottom-up processing is ignored. Mendelsohn (1998), who is supportive of 
a top-down strategy-based approach to teaching listening, describes the change in 
practice in teaching L2 listening in the last half a century or so. He notes that 
There has been a shift from non-teaching in the audio-lingual period 
("They'll pick it up by osmosis"), to haphazard listening to texts (many 
being readings of written language) followed by comprehension 
questions, to a "strategy-based approacW' (Mendelsohn's term, 1994) 
in which students are taught strategies- that is , they are taught how to listen. (Mendelsohn 1998: 81) 
Mendelsohn describes the strategy-based approach (described in detail below) as the 
method that teaches students how to listen. He seems to forget the bottom-up 
approach that if appropriately applied, in my view, it can not only teach L2 learners 
how to listen but also how to learn through listening. 
The emphasis on a bottom-up method can be seen in books such as Listening to 
Spoken English (Brown 1990) which allots six chapters of a seven-chapter book to 
describing natural and connected speech phenomena and some phonetic as well as 
bottom-up cues (e. g. stress). Only parts of the last chapters discuss processing at the 
top-down level (e. g. learning to use contextual information). 11 
" However, this book is intended as a reference book rather than a student text. 
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However, the emphasis on a bottom-up approach to teaching listening by Brown and 
others does not seem to be reflected in EFL materials and classroom practices. As 
mentioned above, the fact that F. LJL2 listening comprehension teaching has been and 
still is dominated by top-down training is widely recognised (Cauldwell 1996; Field 
2003; Norris 1995; Rost 2001; Wilson 2003). Perhaps, one of the reasons behind this 
is that the relatively little research which tried to investigate the effectiveness of 
adopting a bottom-up approach to teaching listening could not provide reliable 
conclusions regarding the effect of bottom-up teaching. 12 The reason, as will be 
discussed below, lies mainly in the measures used. As already mentioned, these 
measures are so general that they fail to pinpoint the source of improvement after 
teaching. 
The next section aims to review in detail how the effect of instruction on L2 learners' 
listening comprehension ability has been investigated. Studies in this domain can be 
provisionally divided into two categories. First, we have studies whose main concern, 
as in the present study, has been teaching L2 phonology and the effect of this on 
FUL2 learners' listening abilities, in other words, taking a bottom-up approach to the 
teaching of FL/L2 listening. The main criticism of these studies will concern their 
measures. On the other hand, we have abundant research which has tried to 
investigate the effect of teaching top-down processing skills (e. g. compensatory 
strategies) on listening comprehension. Based on someassumptions discussed below, 
studies of the latter type have tried to improve listening comprehension by shifting the 
listener's focus from the real acoustic input to top-down cues. Assumptions and 
practices of the top-down approach will be critically examined. 
12 Akita (2005), for example, discussed below, investigated the effectiveness of providing ESL learners 
with perception training but, due to data collection method used, failed to pinpoint the source of 
improvement. 
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Before presenting the studies in these two categories we need to highlight a 
predominant method in FL/L2 listening teaching. Using this method which I call the 
"passive method" learners are given abundant practice in listening with ample 
exposure to comprehensible input and left to their own devises to acquire the listening 
skills (Krashen 1981,1982,1985,1994,1996; Ridgeway 2000). Within the 
framework of this approach, Krashen (1996) proposes what he calls narroýv listening 
in which L2 listeners try to engage in conversation with native speakers or try to listen 
to authentic text at their own pace. Similarly, Ridgeway (2000) asserts that listening 
practice is the key to improving listening ability. Neither researcher, however, 
provides practical suggestions of how teachers can inter'vene to help student improve 
their top-down or bottom-up skills. 
2.3.2 Teaching top-down skills 
Some researchers examine what type of learning strategies and cues listeners use at 
the top-down level and how using and teaching these cues could help improve FL/L2 
learners' listening comprehension ability. Relevant to top-down processing training is 
strategy instruction. Chamot (1995: 15) and O'Malley, Chmnot and Ki1pper (1989: 
422-23) differentiate three types of learning strategies: Metacognitive strategies, 
which plan, regulate and manage learning; cognitive strategies, which facilitate 
comprehension, such as making inferences based on background knowledge and 
guessing the meaning of words out of context; and social and affective (or socio- 
affective) strategies such as negotiating meaning and asking for clarification. 
There are some problems with the concept of strategy training. First, there is the 
problem of definition (Ridgeway 2000) and whether strategies arc conscious or 
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unconscious. Second, strategies largely depend on 'the learner's characteristics, 
particularly whether s/he is a risk taker or a risk avoider (Field 1998), which raises the 
question of the practicality of teaching learners new cognitive strategies that they are 
not familiar with and how learners could utilise them. 
The last problem concerns the classification of learning strategies. The classification 
provided by Chamot (1995) and O'Malley et al. (1989) is widely used in the 
literature. However, there is sometimes overlap between categories with no clear line 
between them (Rost 2001), particularly between metacognitive and cognitive 
strategies. For clarity I use the term smetacognitive strategy' to refer to strategies 
which listeners use before and after the listening task to manage, plan and evaluate 
their learning (Vandergrift 1999). Metacognitve strategies can also include other 
strategies which learners use to learn the language, such as watching movies or 
listening to L2 materials or even trying to be in contact with native speakers. I use the 
term 'cognitive strategy' to refer to strategies which learners apply while listening to 
make the text more comprehensible. These include using world knowledge, visual 
cues, body movement and guessing meaning of unknown words from context. So, in a 
way cognitive strategies will be equated with compensatory strategies, a term used by 
Field (1998). It is training in strategies of the latter type that might shift the learners' 
focus from the real aural message. 13 This is a practice which I discuss critically below. 
The main point in strategy training is that there are claimed to be certain effective 
strategies (e. g. guessing the meaning of words from context) that skilful learners use 
when listening. So, it is assumed that teaching learners how to use these strategies will 
13 See Thompson. and Rubin (1996: 336), discussed below, for evidence that some of their subjects 
found visuals, for example, distracting. 
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help improve their listening comprehension ability (Goh 1997,1998,2000 2002; 
Lynch 1998; Mendelsohn 1994,1995,1998; O'Malley et al. 1989; O'Malley and 
Chamot, 1990; Thompson and Rubin 1996; Vandergrift 1996,1997,1999). 
Mendelsohn describes the strategy-based approach and how it can be applied. He 
states that 
A strategy based approach is a methodology that is rooted in 
strategy instruction. It sees the objective as being to teach 
students how to listen. This is done, first, by making learners 
aware of how the language functions and second, by making 
them aware of the strategies they use-i. e., developing 
"metastrategic awareness". Then the task of the teacher 
becomes to instruct the learners in the use of additional 
strategies that will assist them in tackling the listening task (1995: 134). 
One of the compensatory strategies that L2 listeners seem to use is background 
knowledge. Long (1990) examined the role that background knowledge plays in the 
L2 listening comprehension of 188 L2 learners of Spanish. Subjects were asked to 
listen to different passages: one that was considered familiar and therefore allowing 
the use of background knowledge (rock music group U2), and another that was 
considered unfamiliar (a gold rush in Ecuador) and therefore did not provide subjects 
with as many top-down cues. Prior to listening to the two passages subjects were 
surveyed regarding their knowledge of this gold rush (in the first listening task) and 
rock groups (in the second) to'help them activate their background knowledge of 
these two topics. Subjects were then presented with the listening tasks containing 
passages talking about the two topics and then asked to. summarise the content of the 
passage in their Ll (English). They were also provided with a checklist containing 
distractors and asked to check only the statements that were included in the passage. 
Long found that learners' comprehension was better when listening to the familiar 
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passage, suggesting that background knowledge facilitated the comprehension of the 
text. 
The effect of advance organizers. as top-down cues has also been examined. Advance 
organizers refer to the text-relevant information provided to listeners prior to the task. 
Herron, Hanley, and Cole (1995) compared the effects of two advance organizers for 
introducing 39 beginning English-speaking FL learners of French to video. The 
researchers had two conditions: a description-plus-pictures condition and a 
description-only condition. In the description-only condition the teacher read aloud a 
six-sentence summary of the major scenes in the video to be viewed, whereas in the 
description-plus-picture condition the teacher also showed a related picture while 
reading each summary sentence. Using comprehension questions as a measure Herron 
et al. (1995) found that a description-plus-pictures condition significantly improved 
listening comprehension over the description only advance organizer condition. 
In another, similar study Herron,, Cole, York and Linden (1998) examined the effect 
of two types' of textual advance organizers. They had three beginning FL French 
groups: a declarative group, which listened to a six-sent. ence summary of the passage, 
an interrogative group, which listened to the same summary but in question form, and 
a control group, which was not provided with any. summary. Herron et al. (1998) 
hypothesised first that the declarative and the interrogative groups would outperform 
the control group, and second that the interrogative group would outperform the 
declarative group as they assumed that questions would engage learners and 
concentrate their attention in thd text more than the declarative summary would do. 
Comprehension questions which they asked learners in all groups after the task 
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confinned their first hypothesis. The two groups which were provided by advance 
organizers outperfonned the control group. However, their second hypothesis was not 
confirmed as the interrogative group did not outperform the declarative group. Herron 
et al. attributed the latter finding to the fact that, the questions given to the 
interrogative group did not match those asked in the final comprehension task, a 
mismatch which might have led subjects in the interrogative group to focus on 
irrelevant information. Also, subjects in the interrogative groups the authors reasoned 
may have focused too much on finding answers to the previewing questions and 
therefore missed other test-related information. However, attributing the better 
performance of the declarative and interrogative groups to advanced organizers per se 
should be treated with caution. The two groups may have outperformed the 
declarative group merely because for them advance organizers represented a 
somewhat first presentation of the information in the text which consequently helped 
them retain the information in the passage. 
Visual cues have also been argued to benefit comprehension at the top-down level. 
Ridgeway (2000), for example, has stressed the importance that listening 
comprehension materials resemble real life listening situations, by using more video 
rather than audio materials. According to Ridgeway, this way, listeners can use visual 
cues like lip-reading and body language to aid comprehension, a suggestion that was 
previously made by Kellerman (1990). Actually, this is the type of top-down cues 
whose teaching might be counterproductive from an L2A perspective. These cues 
focus L2 listeners' attention away from the real perceptual input. Such practice may 
help learners learn to listen but certainly not listen to learn (the L2). A detailed 
argmnent against such an approach will be presented below. 
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Visual cues that are not authentic to the listening situation do not seem to help. 
Ginther (2002) compared the effect of content visuals (pictures that are related to the 
content of the conversation), which provide visual support of the text, and context 
visuals, which are pictures that are not related to the actual content of the text but 
rather set the scene for it. Ginther found that in the computerised TOEFL test, content 
visuals have only a little effect on comprehension whereas context visuals are actually 
counterproductive. A plausible explanation for this result is that visual cues that are 
not authentic to the listening task are processed independently and therefore draw the 
listeners' attention away from the information included in the aural message by 
consuming memory resources which would otherwise have been used to process the 
input (Vandergrift 2004). 
Not only the help of inauthentic visual cues is limited but it also seems that its effect 
is dependent on the learner's proficiency level. In other words high proficiency level 
learners do not seem to benefit from visual cues. Mueller (1980) found that whereas 
less proficient subjects (English learners of German as a. n FL) benefited from pictorial 
aids while listening, more proficient students showed very little difference between 
listening with or without images. He suggested that that whereas pictures could help 
low-level students fill in the gaps that would otherwise exist in their prior knowledge, 
high-level students do not benefit from these aids because such students are "able to 
derive a context from the linguistic cues provided" (ibid: 340). This study provides 
indirect evidence that bottom-up-skills may be more important. In other words, top- 
down cues are only compensatory, and once bottom-up skills are mastered, as in the 
case of high-level learners, top-down cues may no longer be required. 
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Since some top-down cues were found to be helpful in listening comprehension as 
some of the studies discussed above showed, some researchers have reasoned that 
instructing learners in the use of these cues might improve their listening 
comprehension ability. O'Malley (1987) inve§tigated the effect of strategy training on 
the academic listening of intermediate-level secondary school ESL learners. The 
experimental group of learners received instruction in two strategies: metacognitive 
and cognitive. 14 Another group received instruction in the cognitive strategy only and 
the control group received no strategy instruction. Post-test results showed that the 
first group and the second group outperformed the control group although the 
differences approached but did not reach significance. 
Further evidence for the role of strategy training in listening comprehension comes 
from a longitudinal study by Thompson and Rubin (1996). Thompson and Rubin 
trained an experimental group of 24 English speaking university students learning 
Russian to use metacognitive (e. g. planning, defining goals, evaluating) and cognitive 
strategies (e. g. predicting content based on visual clues, background knowledge, genre 
of the segment) while listening to video-recorded text over a period of two years. 
Experimental subjects' performance measured by comprehension tests containing 
open-ended, guid, ed recall and multiple-choice questions was compared to a control 
group who did not receive any strategy training in listening to video-recorded text, 
and they showed significant gains in their listening comprehension ability. 
14 See defmitions provided earlier. 
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Strategy training studies discussed above showed that L2 learners can benefit from 
such instruction. However, these studies might be the only which showed an 
unambiguous effect of strategy training. As Field (1998) notes, reviews of strategy 
training by Rubin (1994) and Charnot (1995) could only identify two strategy training 
studies with clear positive effect of a strategy-based approach. In addition, a closer 
look at the assessment of comprehension measures used in most studies examining the 
effect of top-down cues or strategy training points to measures being mainly either 
recall or summary tasks. While these tasks may show that learners have got the 
meaning and the message of the aural input, they by no means show that learners have 
managed to learn the L2. Therefore, if listening teachers are helping learners get the 
message with few perceptual cues, learners are unlikely to develop bottom-up skills 
which are necessary to learn the language as a grammatical system. 
Field (1998) also cautions against over-reliance on a strategy-based approach. His 
main claim is that strategies or top-down processing skills which can transfer from the 
LI should be used only to compensate for the non-automaticity of EFL bottom-up 
skills. In other words, strategies should not be used to substitute for bottom-up skills 
(ibid). Rather, as Field maintains, the focus should be on developing bottom-up skills, 
which native speakers have automated and non-native speakers need to automate. The 
more automatic EFL learners' bottom-up skills are, the less the need for 
compensatory cues (ibid). Therefore, the predominance of strategy-based or top-down 
training in EFL/FLT will reduce learners' chances of developing their bottom-up 
skills as they will become more dependent on these compensatory cues instead of 
attending to the actual aural input. Rost (200 1: 110) also notes that "listening tasks 
and instruction should aim to help learners' automise 'lower-level' processing of 
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language so that they can devote more attention to 'high-level' goals". Therefore, it is 
reasonable to say that a strategy-based or a top-down processing training seems to be 
avoiding the real source of EFL listeners' problem and puts the cart before the horse 
(Norris 1995). 
Unfortunately, the fact that L2 listening comprehension instruction has been 
dominated by top-down processing training in FLT is widely recognised (see e. g. 
Cauldwell 1996; Field 1998,2003; Norris 1995; Rost 2001; Wilson 2003). Despite 
the positions taken above, there seem to be some reasons for this dominance. To begin 
with this might have been motivated by some researchers' claims that native speakers' 
(NSs) do not have problems when listening to running speech because they do not 
only depend on the perceived signal (Henrichsen 1984: 106), but rather make better 
use of the context. 15 In Dalton and Seidlhofer's (1994: 26) words, they are more 
capable of top-down processing. Findings from empirical work (e. g. Hansen and 
Jensen 1994; Hildyard and Olson 1982; Shohamy and Inbar 1991) have more or less 
concluded that whereas low-level listeners rely more heavily on bottom-up cues, high- 
level listeners are better at using top-down cues. This has presumably led practitioners 
to conclude that they should focus on training top-down skills. 
There is a contrary line of research which suggests that low-level and high-level L2 
learners are both weaker in bottom-up than top-down processing (Filologla, Inglesa, (a 
non-dated electronic article). " Other evidence suggests that low-level learners 
sometimes depend more on top-down processing (Field 2004). L2 listeners may, in 
15 Although Henrichsen here refers to syntactic context, I am not actually convinced that native 
sEeakers' superior listening ability is solely due to better use of any. top-down cues. 
I http: //www. publicacions. ub. es/revistes/bellsl2[PDF/artl4. pdf, 21 May 2006. 
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fact, place more confidence in top-down information and could therefore be misled 
(Field, 1997; Tsui and Fullilove 1998). 
In addition, bottom-up processing seems to be a better discriminator of performance 
than top-down processing at both levels of proficiency (Tsui and Fullilove 1998). In a 
large-scale study which extended over seven years in which about 20,000 Chinese 
speaking L2 learners of English were tested each year, Tsui and Fullilove (1998) 
investigated which type of processing discriminates low and high-level learners. They 
used two types of texts: the matching and the non-matching schema type (examples 
below). In the first type, the schema activated by the initial linguistic text is congruent 
with the subsequent text. Therefore, subjects were assumed to be able to use top-down 
processing to arrive at correct answers to comprehension questions presented prior to 
the text. In the second type (the non-matching schema) the initial schema is refuted by 
subsequent text and therefore subjects could not rely on guessing based on initial 
schema but needed to be able to process the subsequent input bottom-up automatically 
to revise the initial non-matching schema and arrive at the correct answer. 
In the non-matching schema text type, for example, the wrong schema is activated by 
the question (e. g. what normally. saves people from fire) provided to subjects prior to 
the task. After that subjects listen to the text, which also starts with the sentence 
"Firemen had to work fast to put out a fire which broke out at the Kowloon Tong 
temporary housing estate". However, subsequent text contradicts this schema as it 
shows that the fire was put out because of the change in the wind direction. Therefore, 
the answer to the question asked "what saved the estate from burning down? " was 
assumed to differentiate those relying on top-down cues only and those paying 
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attcntion to bottom-up cucs and'thercforc cnd up rcvising thcir initial non-matching 
schema. 
Tsui and Fullilove found that less skilled learners were as good as more skilled 
learners in getting the answers for the matching schema text right. However, more 
skilled subjects answered the questions on the non-matching schema correctly more 
often than less skilled subjects. Tsui and Fullilove rightly interpreted their findings as 
evidence that unlike more skilled learners, less skilled learners are weaker in bottom- 
up skills and therefore they tend to rely more on top-down cues and may be misled. 
Despite evidence from studies like Tsui and Fullilive's, - it has often been assumed, as 
in the top-down and strategy-based research discussed above, that low-level learners' 
listening problems are the result of their reliance on bott' om-up processing. In other 
words, ineffective listeners are those who concentrate on bottom-up skills by listening 
for each word (e. g. O'Malley et al. 1989). If reliance on bottom-up processing is a 
problem, then it is so because, unlike native speakers, L2 learners are unable to 
process bottom-up automatically and not because native speakers use top-down cues 
better. If we do straightforwardly accept the claim that low-level or "ineffective" 
listeners' problems are because they concentrate on bottom-up processing more but 
tend to be slow, then one way to help them is to improve their use of bottom-up 
processing instead of completely shifting their focus to top-down processing. But 
what has happened in L2 pedagogy has been the contrary. In what Norris (1995: 47) 
calls "Putting the cart before the horse", teachers have tried to simulate native speaker 
listening situations, by providing their students with vocabulary lists before tasks and 
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all contextual infonnation that a native speaker would usually know in advance in 
such situations. As Cauldwell 1996: 522) puts it 
The importance of perception of words has been undervalued. 
The assumption is that perception will be aided by correct 
interpretation of the context ("these are the words we would 
expect in this contexf') or that perception is not necessary, because 
contextual clues point so clearly to the speaker's meaning. 
Consequently, students are told to try to guess the meaning without having to listen to 
every word. In addition, as was discussed, top-down cues, including visual ones, were 
investigated and their importance emphasised (e. g. Ginther 2002; Herron, Cole, York, 
and Linden 1998; Jones and Plass 2002; O'Malley et al.. 1989). The problem with such 
pedagogical practices is that they imply that teaching bottom-processing skills is 
impossible. Typical of this view is Ridgway (2000), who supports a meaning focused- 
approach and suggests that learners should be given abundant practice in listening and 
left to their own devices to acquire the bottom-up skills. Although some bottom-up 
skills can perhaps be implicitly acquired, in my view, such a proposal underestimates 
the role that the EFL classroom can play in at least accelerating the rate of acquisition 
of these cues. 
I 
While top-down processing clearly plays an important role in both Ll and L2 
listening, as discussed above, it is difficult to ignore the problems which come with 
Henrichsen's and Dalton and Seidlhofer's proposals, that native speakers' superior 
listening ability is due either totally or even mostly to their better use of top-down 
processing skills. Below, I will argue that this proposal has two problems. The first 
point discussed in the next paragraph presents the problem which relates to their 
proposal's implausible conclusion. The next points discuss why the pedagogical 
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implications derived from this conclusion, if correct, can not be applied to L2 
listening. 
First, as will be discussed in detail in Chapter 3, psycholinguistic research has shown 
that native speakers use bottom-up processing in performing linguistic tasks such as 
I 
recognising phonemes, words and identifying the rhythmic structure of a language. In 
addition, it has been shown (e. g. McQueen 1998) that native speakers greatly depend 
on bottom-up cues from the speech signal in arriving at word boundaries. Lexical 
segmentation is known to cause great problems for non-native listeners (Altenberg 
2005a; Field 2003) and is the issue addressed in the present study. Therefore, 
claiming that native speakers are better listeners only because they use top-down 
processing better than non-native speakers is inaccurate if we realise that 
segmentation in the LI is aided by bottom-up cues in the signal. 
Second, training L2 learners to use top-down processing skills in L2 listening can not 
always help as there are some- situations in which native speakers, let alone L2 
learners, can not rely on background or contextual infonnation because there is none 
or very little. Take an academic setting, for instance, in. which new specialised topics 
are presented to students. What are listeners' chances to use background or contextual 
information? In such situations Jisteners have to rely mostly on what they actually 
hear as they can not make much use of background information if they are not 
specialists in the topic they are listening to or if they are. new to the speciality. 
Third, it has been claimed (Field 2003: 325) that because of the listeners' need for 
some perceptual information before any contextual or background information can be 
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drawn on, misperceiving the initial aural signal can lead to the use of the resulting 
incorrect contextual information. Field gives the example of an L2 listener mishearing 
won't go to London as I want to go to London, which produces a set of expectations 
for what will come next. These expectations, is Field claims, are difficult to revise for 
L2 listeners even when these expectations are contradicted by new evidence from the 
text. One reason for this might be because L2 listeners, especially lower-level ones, 
are weak in bottom-up skills. Therefore, they tend to trust more and stick to whatever 
information top-down processing may reveal to them, a suggestion that is empirically 
supported (Field 1997; Tsui and Fullilove 1998). 
Lastly and importantly, overstating the role of top-down processing and paying scant 
attention to improving L2 leamers'bottom-up skills ignores one of the most important 
aims of L2 listening: learning the L2. Let us assume for the sake of argument that by 
concentrating on top-down skills we arrive at an extreme situation where by relying 
on top-down cues L2 listeners can understand 100% of the meaning of a text by doing 
without a large percent of the actual aural input (e. g. using, say, only 10-20% of it). 
What are these listeners' chances for developing their IL grammar through 
internalising new L2 syntactic and phonological rules or even vocabulary? An 
example from an ESL leaner who had at the time lived. in the UK for about one year 
illustrates my point. This learner reported to me that although in the first three months 
of his arrival he encountered the word lid frequently he failed to figure out exactly 
how it was pronounced. That is because every time he bought a cup of tea or coffee 
from the university caf6, he knew that the server would. ask if he would like a lid and 
also pointed to a pile of lids on the counter while asking. He reported that he did not 
feel the need to listen exactly to how the word was pronounced in order to know what 
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the server was talking about and he could not himself produce the word. This shows 
that while top-down cues are communicatively helpful they can be counterproductive 
in the long run from an L2A perspective, particularly if over-relied on. As Rost (2001: 
I 10) emphasizes "comprehension is one of the goals of listening, not the end goal". 
Therefore, unless the aim of L2/FL listening is purely for simple communication, 
teaching top-down processing should not be solely resorted to. 
In addition, assumptions about the role of noticing in L2A give further support to the 
role of bottom-up skills where the idea is that the learner must pay attention to 
particular linguistic features in the acoustic input if these features are to be acquired 
(Gass 1990,1991; Hulstijn 2001; Schmidt 1983,1990,1994,1995). It is difficult to 
argue against the claim that by concentrating on developing L2 learners' top-down 
skills at the expense of their bottom-up ones we are reducing their chances of using 
L2 listening as a means of L2 learning. As a result of top-down focus, very little input 
would become intake under Schmidt's Noticing Hypothesis. Over-reliance on top- 
down cues in listening may explain why some L2 learners fossilize in L2A of syntax, 
morphology, phonology or even vocabulary as they may have accustomed themselves 
to getting the message with the least actual aural input they can manage with. The task 
of ESIJEFL teachers should be to help students rely less on top-down cues by 
enhancing their ability in automatic and accurate decoding of input (Tsui and 
Fullilove 1998). 
Having said that, the role of top-down processing should not be underestimated, as 
successful L2 listening relies on both. However, a more direct (i. e. putting the horse 
before the cart) approach than top-down processing skill teaching should be 
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considered in the teaching of L2 listening. That is because by concentrating on top- 
down training, as has been argued, learners are neither assisted in acquiring the 
language nor are their listening problems addressed. In my view, top-down processing 
skill teaching is like painkillers that should not be continuously used unless the source 
of the pain is an incurable condition. Unless substantial empirical evidence suggests 
that bottom-up skills are not teachable, EFL teachers should teach such skills as these 
skills are mostly the basis of their students, problems. 
2.3.3 Teaching bottom-up 
If we teach students bottom-up skills then our aim should be to try to help them 
process continuous speech automatically. In order to do so, understanding the skills 
involved at the bottom-up level is expedient. As was discussed in Section 2.2.3, 
Richard (1983: 228) listed some of the skills involved at the bottom-up level. These 
include the ability to recognise distinctive sounds, stress patterns of words, words in 
stressed and unstressed positions, reduced forms of words (e. g. contractions) and 
recognising word boundaries. 
As mentioned in Chapter 1, one of the characteristics of connected speech is its speed. 
Griffiths (1990; 1992) has shown that the slower the speech rate the better the 
comprehension by L2 learners. Griffiths (1990) had 15 Japanese ESL learners listen 
to three passages at three different speech rates: moderately fast, average, and slow. 
Subjects' answers to 15 true-false questions after each passage revealed that lower 
scores were obtained at the fastest speech rate suggesting that fast speech rate can 
hinder comprehension. Building on such research Zhao, (1997) investigated the effect 
on listening comprehension of allowing learners to control the speech rate of the text. 
Fifteen ESL learners studying in the USA with a level ranging from intermediate to 
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advanced participated in his study. Using a special computer programme Zhao tested 
his subjects in four different conditions: (1) neither repetition of the passage nor 
varying the speech rate allowed; (2) no repetition but speech rate can be varied to 
arrive at an ideal speech rate after which no control allowed; (3) both repetition and 
varying the speech rate allowed throughout the listening task (albeit on a per-sentence 
basis); and (4) repetition allowqd but speech rate can not be varied. Zhao found that a 
large percent of his subjects slowed down the speech in the conditions where they 
were allowed to do so. Subjects' comprehension (measured by comprehension 
questions) was better in conditions (2 and 3) where they had control over the speech 
rate. He also found that comprehension was slightly but not significantly better in 
condition 3, where they were also allowed to repeat the passage, than in condition 2 
where they were not. 
one pedagogical problem with such a technique, as Zhao concedes, is that if allowed 
to control the speech rate, L2 learners may tend to stick to a comfortable slow rate and 
resist the need to proceed to a faster one. Imposing a time limit after which learners 
have to move to a new rate is proposed by Zhao to overcome this problem. How such 
time limits can be imposed remains a practical problem*because if the option is there, 
L2 learners are likely to resort to slower speech rates whenever they are unable to 
cope with fast connected speech. 
In addition, the validity of such an approach to teaching EFL listening should be 
treated with caution. A technique such as Zhao's might be good in allowing learners 
to recognize words that would otherwise go unrecognized (Vandergrift 2004). 
However, it is likely that it might consume much of the time which would otherwise 
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have been allotted to practicing listening to normal-rate speech where learners can 
encounter connected speech phenomena. Another point concerns the technology used 
to slow down the speech. It is just a matter of time expansion or compression. In other 
words, if a fast passage of continuous speech with assimilations, reductions etc. is 
slowed down then these phenomena will still be pronounced. So in a way it is fast 
speech heard more slowly. This type of speech does not resemble the natural slow 
speech found in registers such as foreigner talk in which- these connected speech 
phenomena may not be used (see Tarone 1980: 423). A good way of introducing 
students to reduced forms would be to aurally provide them with a gradual transition 
from the citation form of words to the phonological processes that these words 
undergo in connected speech. 
Teaching students reduced forms can help them comprehend speech (Brown and 
Hilferty 1987) as it seems that the presence of reduced forms has an effect on L2 
listening comprehension. Henrichsen (1984) investigated how far the presence of 
sandhi-variation 17 can influence-the input-to-intake process. Henrichsen (1984: 104) 
claims that for input to become intake a process is involved that is governed by 
several factors. One of these factors is perceptual saliency, which as she maintains, 
can be reduced by the presence of sandhi-variation, consequently influencing learners' 
comprehension of the input and the amount of intake they can get. "Assuming that 
comprehension is dependent not only on the signal clarity but also on cognitive 
factors" (ibid: 103), she hypothesised that the higher the level of proficiency, the less 
presence of sandhi-variations can reduces comprehension and vice versa. According 
17 another term used to refer to reduced forms (henceforth RFs) and defined as "the phonological 
modification of grammatical forms which have been juxtaposed" (Crystal 1980: 311 in Henrichsen 
1984: 105). 
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to Henrichsen, that is because listeners with a greater knowledge of the language 
system are less dependent on the signal itself. 
The subjects in Henrichsen's study were 65 students at a US university at three 
distinct English proficiency levels as follows: one (low ESL 1) with 10 students; 
another (low ESL 2) with eight students; one (high ESL 1) with 17 students; another 
(high ESL 2) with 15 students and finally a group of 15 native speakers. Subjects 
were randomly assigned to one of two different treatment conditions (presence or 
absence of sandhi-variation). However, because a repeated measure design was 
employed, each subject later experienced the other treatment condition. Henrichsen 
used a modification of the Integrative Grammar Test (henceforth IGT) developed by 
Bowen (1976) to measure subjects' comprehension in the two treatment conditions. 
The IGT consists of 50 taped sentences which contain some form of sandhi-variation 
as in I and 2 below. 
I- Who'd he been to see? 
2- Who'd he like to see? (Bowen 1976: 31 in Henrichsen 1984: 111). 
Fifteen of the IGT sentences were selected which included second words 
(prepositions, pronouns, modals etc. ) and a variety of types of sandhi-variation 
(contraction, reduction or assimilation). Two fonns of this test, which Henrichsen 
calls a sandhi-variation exercise (henceforth SVE), were then created: form A and 
fon-n B, which contained 15 mixed (presence and absence) sentences each. Taking 
both forras (A and B) with half an hour between them, subjects in the two groups 
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were instructed to listen to the entire sentence then write it down using only the full 
fonn. 
ESL subjects' results showed that high level learners scored significantly better in the 
SVE than low-level ESL learners. Moreover, both ESL groups scored significantly 
better in the absence than in the presence condition. In addition, the mean scores of 
low-level and high-level ESL learners were not significantly different when sandhi- 
variation was present but they were when it was absent. For native speakers, there was 
no significant difference between their scores in the two treatment conditions. 
However, in the presence condition, NSs scored significantly better than high ESL 
learners,, but in the absence condition there was no significant difference between the 
two groups. 
Henrichsen attributed these results to the adequate knowledge that NSs can rely on 
when the saliency of input is reduced. On the other hand, because of their limited 
knowledge of English, ESL learners have to rely more on the input signal (ibid). 
However, contrary to what she hypothesised, the difference between the 
absence/presence condition was not the greatest in the results of the low-level 
learners, rather it was the greatest in the results of the high-level learners. She claims 
that this finding is a result of the sentence length and complexity even when sandhi- 
variations were absent, which could be why the scores of the low-level learners were 
, 
low even in the absence condition. 
Since the scores of the low-level learners could have been affected by sentence 
complexity, Ito (2001) tried to re-examine the effect of RFs on listening 
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comprehension and consequently on input-intake process by modifying two aspects of 
Henrichsen's study. The first aspect was sentence complexity in the test. The other 
one was categorising RFs into two types according to the derivation of the form. 
Whereas phonological forms are* derived by the application of phonological rules e. g. 
she's (derived from she has or she is), lexical forms are not derived by phonological 
rules but tend to be memorised, as one lexical item e. g. will not becomes won't (Ito 
2001: 103). Ito hypothesised that ESL learners' comprehension will be affected 
differently by the type of RFs, with the more salient (lexicalised forms) affecting them 
less than the less salient ones (phonological forms). 
Subjects were 18 ESL learners from two different levels of listening/spedldng classes 
(nine advanced (henceforth NNSs-upper) and nine intermediate (henceforth NNSs- 
lower)). Following Henrichsen's method of measurement, Ito (2001) used a dictation 
test consisting of 20 sentences with RFs. However, these 20 sentences 
- 
had lower 
syntactic complexity than those used in Henrichsees study. Moreover, two types of 
RFs were incorporated into the 20 sentences, ten sentences with lexical forms and ten 
with phonological forms. Two versions (A and B) were used, both of which contained 
the same 20 sentences but in a different order. 
Results showed that, as in Henrichsen's study, whereas NSs' absence and presence 
mean scores were the same i. e. 39.8918, NNSs' scores were better in the absence than 
in the presence condition. However, despite modifying the complexity of the test 
sentences, the effect of RFs on learners' listening comprehension did not vary 
18 Maximum score is 40. 
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according to their level of proficiency. In addition, as Ito hypothesised, NNSs in both 
groUps scored higher on lexicalised than on phonological forms. GI- - 
Although the two studies discussed above have some limitations that will be discussed 
later, generally speaking, they show that listening comprehension and consequently 
the input-intake process can be affected by the presence of RFs. However, the results 
of these two studies were not identical. Whereas Henrichsen (1984) found that the 
higher the level of proficiency the higher the effect of RFs, in Ito's (2001) study the 
interaction effect between the presence of RFs and proficiency level was not found to 
be statistically significant. Ito (2001: 113) attributes this difference to the fact that 
"sentences in the dictation test might have been too easy, or too difficult, yielding a 
ceiling or floor effect, respectively". Had Ito considered the results more carefully, he 
could have been more specific -as to which of the two extremes, too easy or too 
difficult, resulted in this non-significant interaction effect. A closer look at his results 
shows that in the presence of RFs, the mean score of NNS-upper was 34.78 out of 40 
whereas its NNS-lower counterpart was 29.00. On the other hand, in the absence of 
RFs, their mean scores were 35-. 89 and 35.22, respectively. These results show that 
subjects' results were fairly high in both conditions. This may mean that sentences 
were too easy, yielding a ceiling effect. 
in addition to the fact that the syntactic construction used in the sentences appeared in 
a popular grammar book for ESL beginners (Azar 1996), another reason for this result 
might be that, unlike Henrichsen, who used different types of M in his test, Ito used 
only one type (i. e. two categories of contractions). This raises the question of how 
easy contractions are compared to other types of RFs (e. g. assimilation, elision etc. ). 
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Another important matter that should be discussed here is the method of measurement 
used in the two studies. Instead of using an oral elicited imitation task, subjects in 
both studies were asked to listen and then write the full form of sentences where M 
appeared. Henrichsen provides two reasons for preferring this method to the oral 
elicited imitation task. His first reason was to distinguish the phonologically similar 
features as in he is sofat and he closed the door which were indistinguishable from he 
so fat and he close the door. In addition, he claims that writing the whole sentence 
helped "strain short-term memory" forcing subject to rely more on their internal 
linguistic systems and less on memory (p 113). 
The two reasons Henrichsen provides above are questionable. Since the data in this 
test are not spontaneous, only sentences that do not include phonologically similar 
features could have been used in the test. Moreover, using this type of test to stretch 
short-term memory may have an -opposite effect which may affect the reliability of the 
test. Subjects, particularly slow writers, may make mistakes not because they did not 
comprehend or perceive the RF but simply because they could not recall what they 
heard. That subjects were asked to write not only the RF but also the whole sentence 
lends support to this prediction especially when we know that sentences in both tests 
were 7-11 words long (see appendices of both studies). 
If the presence of RFs can hinder learners" comprehension then how far can RFs 
instruction improve their listening comprehension? To my knowledge, the only study 
that addressed this question was Brown and Hilferty (1987). Their subjects were 32 
adult EFL Chinese students, studying at a language centre in China, drawn from the 
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larger population of all intermediate students at the centre. The subjects were 
randomly assigned to either a treatment group or a control group. 
Selected English RFs, collected and categorised by the researchers, were allocated to 
four weeks of daily lessons (5-10 RFs each). Each lesson of approximately 10 minutes 
duration, included presentation of that day's RFs and practice, which consisted of 
having students respond individually or . collectively to - questions and statements full 
of RFs. In addition, seven dictations, each consisting of 20-46 RFs were administered. 
It was only the treatment group that received RIF lessons and dictations. The control 
group received daily I 0-minute drills in discriminating minimal pairs. Brown and 
Hilferty assumed that such drills would have little -effect on subjects' listening 
comprehension ability 
Three measures were used in this study, and each measure had two forms: Bowen's 
(1976) Integrative Grammar Test explained above, divided into two forms of 50 items 
each; a version of the UCLA English as a Second Language Placement Examination 
(ESLPE) listening comprehension subtest, recombined and divided into two 
approximately equivalent subtests of 25 items each; and two RF dictations, each 
including 45 RFs presented in the daily lessons. The three tests were administered to 
both the treatment and control groups at the beginning and end of the experiment. 
Analysis of the results showed that the mean differences for the two groups on the 
three pre-tests were not significant. However, post-test results showed that the means 
on IGT and RF dictation were significantly better for the experimental group, but 
there was no significant difference between the groups' means on the ESLPE listening 
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subtest. As Brown and Hilferty (1987: 67-68) argued, had subjects shown 
improvement only on RF dictation but not on IGT, this improvement could have been 
completely attributed to the treatment group practicing RFs dictation and the materials 
in question. Another reason why the improvement in the dictation test could not be 
completely attributed to the practice effect is that the difference between the means of 
the treatment and control group was very large, almost twice as much (ibid). These 
results show that 4 weeks of instruction increased subjects' ability to comprehend and 
perceive RFs. Presumably, this led to reduction of the effect of RFs working as a filter 
between input and intake. However, the fact that subjects in both groups' post-test 
results were the same in the multiple choice listening comprehension test shows the 
unsuitability of using an integrative test in measuring learners' listening 
comprehension ability, particularly at the bottom-up level. 
As discussed in Section 2.3.3, the main criticism of L2 listening and phonology 
instruction studies such as Brown and Hilferty's lies in their measures. These 
measures may not be accurate and reliable in testing the effect of teaching on the 
target of instruction. As shown above, dictation has been a widely used measure, 
whether in investigating the effect of the presence of sandhi-variation, or testing the 
effect of L2 phonology instruction on the perception of L2. Its use as an integrative 
test in testing listening comprehension was a shift from discrete-point testing (e. g. 
phonemic discrimination tasks). The basic idea of the discrete-point approach, as 
Buck (2001) explains, is that units of linguistic knowledge can be isolated and tested 
separately and based on the knowledge of these units, knowledge of the whole 
language is assumed. On the other hand, proponents of integrative tests (e. g. Oller 
1979) argue that discrete-point tests are not representative of language knowledge as 
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they do not test learners' ability to use and relate these units to each other. The main 
aim of integrative tests is "assessing the processing of language as opposed to 
assessing knowledge about the elements of the language" (Buck 2001: 67). Dictation 
as an integrative test has been argued to assess performance at all stages of speech 
perception (Oakeshott-Taylor 1977) and therefore it was used as a measure in most of 
the L2 phonology instruction studies. 
2.4 Summary 
In this chapter an overview of the processes underlying listening comprehension was 
presented. Studies investigating listening comprehension processes were reviewed. 
Empirical studies investigating the effect of different approaches on L2 listening has 
mainly taken two directions. On the one hand, there are those experimental studies 
which have tried to improve listening abilities by targeting L2 listeners' top-down 
processing. While proponents of this methodology argue that it can teach students 
how to listen, it may rather just teach them how to get the message. In addition, this 
method was argued to be counterproductive for practical reasons and in terms of 
acquiring the FL. On the other hand, studies which investigated the effectiveness of 
adopting a bottorn-up approach to teaching listening have not provided clear 
conclusions regarding the effect of bottom-up teaching. Their measures have often 
been so general that they fail to pinpoint the source of improvement after teaching. 
As discussed in Chapter 1, the current research is of the view that a great deal of L2 
learners' listening problems are the result of lack of automaticity in the L2 bottom-up 
listening skills. Therefore, if we are to investigate the effectiveness of a bottom-up 
approach in L2 listening teaching we need to target a skill in instruction and then 
directly test the automaticity of this skill using a well-suited measure. The skill that is 
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the target of instruction in the current study (i. e. lexical'segmentation) is discussed in 
the next chapter. 
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Chapter 3: Lexical Segmentation 
3.1 Introduction 
Lexical segmentation, "the process by which the listener divides up the continuous 
speech stream into linguisticallyand psychologically significant units that can be used 
to access meaning" (Cairns, Shillcock, Chater and Levy 1997: 112), is a difficult task 
for L2 learners (Altenberg 2005a; Field 2003; Goh 2000). That is because unlike the 
situation with words in a written text which are separated by white spaces, connected 
speech does not afford the listener with similar reliable cues to word boundaries. 
Speakers do not pause to separate individual word when speaking naturally. In 
addition, in connected speech, sounds are assimilated, - reduced and elided (Gimson 
2001). This results in a great deal of variation in the signal. This takes place not only 
within words but also post-lexically (i. e. across word boundaries) (Brown 1990). 
Consider that native speakers normally do not realise -how complicated the task of 
lexical segmentation is. That is because for' them words in fluent speech are 
apparently discrete and easily recognisable. One reason might be that they have. K 
acquired Ll cues that help them locate word boundaries in the signal. However, when 
we listen to an unfamiliar L2 we realise such cues differ across languages. It soon 
becomes clear that finding word boundaries is very hard. A naIve L2 listener listening 
to a sentence in English as in (1) spoken naturally will find it difficult to tell where 
word boundaries are. 
(1) 1 owe you a yacht. 
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In connected speech, the only reliable cue for a word boundary would be the pause the 
speaker may make every five or six words, but this sentence is only five words long. 
Otherwise, the rest of the speech is a continuous flow of speech sounds. The 
following spectrogram from Potter, Kopp and Kopp (1966) shows how connected 
fluent speech is. 
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Figure 3.1 A spectrogram of the sentence anly bright young man who still thinks. From Potter, Kopp 
and Kopp (1966). 
The sound waves shown in the above spectrogram demonstrate that words in the 
above sentence have no clear boundaries. The beginning of a word is connected to the 
end of the preceding word and its end is connected to the beginning of the following 
one. How then does the listener manage to locate word boundaries in order to 
recognize words? Is this the right sequence for the word recognition process in the 
first place? In other words, is locating word boundaries what helps us recognize words 
or does the latter (i. e. recognizing the word) lead to the former? 
Competing models of spoken word recognition provide different answers to these 
questions. Cutler (1996: 87) notes that two distinct approaches to the problem of 
segmentation have been taken by these models. First, there are models which suggest 
that segmentation is a byproduct of selecting lexical entries. These are (Serendipitous 
(i. e. where segmentation is reliant on the likely recognition of words) Segmentation 
Models (henceforth SSMs). That is, once a word has been recognized the listener can 
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anticipate'9 its offset and consequently knows where the following word will begin. 
Other models - Explicit Segmentation Models (henceforth ESMs) - claim that, using 
some cues in the signal, the listener can locate word boundaries even before 
recognizing the words (Cutler 1996). Both models will be discussed further in this 
chapter. 
This chapter is divided as follows. The next section discusses how researchers have 
tried to provide an explanation for the segmentation problem using SSMs. At the end 
of this section the main argument against SSMs will be presented, where we will see 
how these models fail to explain how the lexicon is acquired in the first place. They 
also fail to account for the observed segmentation ability of infants, who have yet to 
acquire a lexicon. ESMs will be presented and supported in section 3.3. Tbree cues 
(i. e. allophonic, prosodic and pýonotactic) under ESMs will be discussed in sections 
3.3.1,3.3.2 and 3.3-3, respectively. Empirical research on the use of these cues by 
first language learning infants and adult native speakers will also be presented. 
Section 3.3.4 sets the context of the current study by highlighting the processes that 
underlie the learning of phonotactic constraints which are the study's focus. Questions 
will be raised and answers attempted regarding the language specificity of these cues 
in section 3.3.5. Section 3.4 then discusses how instruction can help in the L2 
acquisition of phonotactic constraints and their use in lexical segmentation. Section 
3.5 highlights another form of phonotactics, that is, probabilistic phonotactics "the 
frequency with which phonological segments and sequences of phonological 
segments occur in words in a given language" (Vitevitch and Luce 2005: 193). In this 
section the role that probabilistic phonotactics play in native speakers' processing of 
I use the word anticipate here because some models, as will be discussed below, claim that words 
are often recognized before their offsets, i. e. before complete acoustic-phonetic information has 
become available. 
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spoken words will be discussed. In addition, we will look closely at a proposal of how 
studying non-native speakers' sensitivity to the probabilistic phonotactics of an L2 
may provide answers to debated questions such as how phonotactic knowledge is 
represented. Moreover, in this section, I highlight some pedagogical implications that 
could be inferred from the findings of such a study. 
3.2 Serendipitous Segmentation Models 
As mentioned above, some models of spoken word recognition suggest that 
segmentation is a byproduct of the speaker's selection of existing lexical entries. 
However, models under this category differ as to how the lexicon plays that role. On 
the one hand, we have models which claim that lexical segmentation is achieved 
through a sequential recognition of lexical items in the speech stream (Cole and 
Jakimik 1980; Marslen-Wilson and Welsh 1978). On the other, we have models 
which propose that lexical segmentation is achieved through a process of lexical 
competition between words beginning at any point in the speech stream. Both models 
will be discussed in this section. 
The first model is one which views lexical segmentation as a sequential process. This 
view of spoken word recognition and lexical segmentation is best described by Cole 
and Jakimik (19 8 0: 3 4) who state that: 
The problem of segmentation is addressed by assuming that speech is processed 
sequentially, word by word. Each word! s recognition locates the onset of the 
following word, and (along with all preceding words) provides syntactic and 
semantic constraints on its identity. 
One well-known model that proposes this type of segmentation is the Cohort Model 
(Marslen-Wilson and Welsh 1978). This model relies heavily on the -evidence 
obtained by Marslen-Wilson (197.3) that words are often recognized before their 
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offsets i. e. before complete acoustic-phonetic information has become available 
(Marslen-Wilson 1987). It assumes that on the basis of-the sequences of features that 
make up a word's first 150-200 milliseconds (ms), a cohort of possible words is set 
up. As more input is processed by the listener, non-matching items are subsequently 
eliminated from the initial cohort. A word is recognized by the listener at the point 
when it is the only item left in the cohort (e. g. slander Will be recognised when /d/ is 
heard as before that other words are still in the cohort (e. g. slant). This is called the 
uniqueness point. Thus, identifying the offset of the first word, the listener could 
anticipate the location of the first word boundary. Consequently, another new cohort 
is set up based on the phoneme that comes next (e. g. when sland is heard in connected , 
speech slander will be recognised and the phoneme that comes after its offset is 
assumed to be the beginning of the next word) 
As Lively, Pisoni and Goldinger (1994) have noted, this model suffers from some 
weaknesses. First, the choice of the initial cohort is totally dependent on the listener's 
correct perception of the initial phoneme. An inappropriate cohort will be selected if 
for any reason the initial phoneme was not identified correctly (e. g. /s/ was 
misperceived as /f/ in slander). The second problem is that candidate words are 
assumed to be either in or out of the cohort in a binary manner (ibid). This does not 
allow for word frequency effects, as will be discussed below. 
These observations led to the modification of the original Cohort Model. In the 
revised Cohort Model (Marslen-Wilson 1987; 1990), the elimination process is no 
longer all or nothing. Continuous activation functions have been added to the model. 
Thus items that do not receive further positive input are not eliminated but instead 
67 
decay in activation. This allows the model to account for the word frequency effects 
reported in some studies (see for example Savin (1963) and Eimas, Hornstein and 
Payton (1990)) by assuming that high frequency words receive more activation than 
low frequency ones (Marslen-Wilson 1987; 1990). This predicts that a low frequency 
word (e. g. furb will be recognized by the listener more slowly or less accurately than 
a high frequency one (e. g. walo (see Forster and Chambers 1973 for empirical 
evidence using a visual lexical decision task). 
A critical point in the Cohort Model, however, remains unmodified. This concerns the 
recognition (uniqueness or isolation) point of words. An ideal recognition point 
predicts that words can become unique and consequently be recognized before their 
acoustic offsets. Marcus and Frauenfelder (1985) argue that allowing for variation in 
the input (uncleg signal which might cause an acoustic mismatch) entails that a word 
is recognized at some stage after it becomes unique. Empirical support for this 
argument comes from two studies by Grosjean (1985) and Bard, Shillcock and 
Altmann (1988). Grosjean (1985) used a gating task in-which portions of the spoken 
message are eliminated and in each successive presentation the given message is 
increased gradually. Subjects try to identify and write down the word after each 
presentation. Grosjean showed that many short test words presented in sentence 
context could only be recognized some time after their offsets (e. g. the word bun in 
the sentence "I saw the bun in the store" was recognised at the offset of the following 
word in the sentence). 
Bard et al. used spontaneous speech and found that in 20% of the cases words were 
recognized after their acoustic offsets. Moreover, statistical evidence for this 
68 
argument is found in an analysis of a lexicon of 20,000 English words by Luce 
(1986). He found that only about 39% of words are uniquely defined before their 
offsets. 
Goodman and Huttenlocher (1988) tried to investigate the viability of proposing clear 
isolation points of words (the point at which the non-word deviates from all known 
words). Using a Lexical Decision Task, in which subjects are presented with real 
word and non-word stimuli and asked to reject the non-words as fast as possible by 
pressing a response button, Goodman and Huttenlocher varied when during non- 
words the isolation point occurred, for example an early isolation point as in i1vade 
and a late isolation point as in ingade where the underlined letter represents the 
isolation point of the non-word. When reaction times were measured from word onset 
they were faster for early isolation point non-words than late isolation point ones 
suggesting that non-word identification occurred at their isolation points. However, 
when reaction times were measured from the isolation point they were longer when 
the isolation point occurred earlier in the non-word suggesting that information. after 
the isolation point was also needed for identification. 
It is embedding (i. e. long words containing shorter ones) that makes any sequential 
spoken word recognition model difficult to defend. Cutler (1996: 90) points out that 
subsequent input is necessary to rule out the possibility that a sequence, instead of 
being a complete word, is only a part of a larger word. She cites the word 
fundamentalism as an exarnple. This word contains words that coincide with its onset 
like fun, fund, fundamental and others that are embedded in the middle like men and 
mental. 
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Using. a lexical database, McQueen, Cutler, Briscoe and Norris (1995: 315) found that 
at least one word is embedded in 83.3% of all polysyllabic words in English and two 
or more words are embedded in 63.2% of the polysyllabic words. And this is just the 
situation with words in isolation. In connected speech, as Field (2001: 7) observes, 
overlap can happen, resulting in a new word appearing between words. 
Syntactic cues may not always help in differentiating the embedded word from the 
word in which it is embedded. * McQueen et al. (1995) calculated that 33% of the 
embedded words match in syntactic class the words that contain them (Cutler 1996: 
90). 
As shown above, although the sequential account of word recognition exemplified by 
the Cohort Model may sound like an ideal solution for the segmentation problem by 
I doing without marked word boundaries, statistical evidence shows that this model is 
not practical, given the high number of embedded words. Short words such as cap and 
mat embedded in longer words such as captive and mattress will always pose a 
problem for such a model. 
Taking this shortcoming into consideration, other SSMs have been proposed 
(McClelland and Elman 1986; Norris 1994). Like Cohort, these models assume that it 
is the lexicon that licences segmentation, i. e. that locating word boundaries is a by- 
product of recognising words. However, they contiast the left-right sequential 
processing proposed by Cohort and claim that words are recognised as a result of 
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lexical competition between all words that are consistent with the segmentation 
information of a given input. 
One . such'model 
is TRACE (McClelland and Elman 1986). TRACE is a fully 
computational connectionist model. 20 Unlike the original Cohort Model, TRACE does 
not assume that words are recognized sequentially. In TRACE, there are several 
processing units or nodes that are arranged into three levels: features (e. g. [+voice], 
[+nasal], [+sonorant]), phonemes (e. g. /d/, /g/), and lexical entries (words). Nodes at 
each level of representation are highly interconnected. Feature nodes are connected to 
phoneme nodes, which in turn are connected to word nodes. Whereas within a single 
level, the connections between units are inhibitory (i. e. -where highly activated units 
suppress other units at the same level), connections between levels is excitatory and 
therefore -an activated unit at one level can raise or lower the activation level of 
another unit at another level. In addition, connection between levels is bidirectional. 
This allows higher level lexical information to influence the activation of phonemes at 
lower levels. 
When a listener hears speech input with the feature [-sonorant, +voice], these features 
become activated inhibiting all other feature nodes. This activation moves to the next 
level activating the phonemes that are consistent with these features (e. g. /b/ and /g/). 
These phonemes then activate the words that are consistent with them. Next, activated 
words start competing with each other till the highly activated one is recognized. At 
each stage, activation feeds back to the lower level to reinforce the activation of the 
consistent nodes at that level. 
20 Connectionist models rely on artificial neural networks to simulate and gain information about how 
natural human processes such as speech processing take place. 
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TRACE has two advantages. First, its temporal basis solves the problem of 
embedding because it allows the model to test every segmentation (Frauenfelder and 
Peeters 1990). Second, its use of higher level lexical information allows it to solve the 
problem of resyllabification by favouring phoneme segments that create words 
(Ganong 1980). 
Despite these advantages, TRACE is not perfect. Its main weakness stems from its 
unrealistic treatment of time. As. Klatt (1989) notes, it assumes that each phoneme has 
the same duration but this ignores the temporal variability of speech. In addition, 
TRACE posits that the entire set of lexical units are duplicated at every third time 
slice (Field 2001), potentially activating a very large number of words and 
consequently overwhelming a real listener with a very high number of lexical 
candidates. 
Another model which proposes a lexical competition account of spoken word 
recognition is Shortlist (Norris 1994). Like TRACE, Shortlist is also a connectionist 
model. In Shortlist, all words that are consistent with the segmental information in the 
input are activated regardless of where they begin in the input. The next stage starts 
when a short list is generated of words that are most consistent with the segmental 
information. Words in this so-called shortlist start competing with each other for 
recognition. Finally, words that could provide a complete parse of the input win the 
competition and inhibit other words that would leave segments unparsed by the 
hypothetical listener. 
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McQueen (1998: 22) provides the sequence enjoyable over-indulgence as an example 
to illustrate how Shortlist works. Although candidate words such as enjoy, enjoyable, 
joy, over-indulgence, indulgence and dull will be activated, only the words enjoyable 
over-indulgence can win the competition and inhibit other candidates. That is because 
other candidates such as enjoy and below or in and dull will leave segments such as 
gence unparsed. 
Shortlist differs from TRACE in that whereas TRACE is interactive (i. e. allows top- 
down lexical influences on lower units), Shortlist is autonomous (i. e. flow of 
information is only bottom-up) and therefore higher lexical information can not 
influence phoneme units. Thus Shortlist supports a modular view of speech 
processing where a speech module2l relies on bottom-up information and feedback 
from the lexicon is unnecessary (Norris, McQueen and Cutler 2000). However, the 
issue whether speech processing is modular or interactive has been controversial as 
empirical evidence supporting each argument has emerged. On the one hand, it has 
been shown that lexical context influences listeners' phoneme identification. 
Phonemes are monitored faster in words than in non-words (Cutler et al 1987). In 
addition, when sentences are used, phonemes are monitored faster when words were 
more easily predicted by context (Foss and Blank 1980). These results were taken as 
evidence that top-down lexical information influences phoneme identification (but see 
Norris 1994; McQueen and Cutler 1997 for evidence supportive of autonomous 
22 
models). 
21 See Fodor (1983). 
22 However, as discussed in Ch2, this type of top-down effect is not'what most ELT practitioners 
typically refer to (i. e. background and contextual knowledge) when they call for top-down training. 
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Lexical competition models of spoken word recognition, whether interactive or 
autonomous, apparently provide an empirically supported plausible solution to the 
segmentation problem. Empirical evidence from studies showing word frequency 
effects (e. g. Forster and Chambers 1973) suggests that processes of lexical 
competition play a role in spoken word recognition. There is also good evidence that 
onset-embedded words are more difficult to recognise when they are embedded in 
longer words (McQueen, Norris and Cutler 1994). 
3.2.1 Summary 
Three models of spoken word recognition viewing lexical segmentation as a 
byproduct of lexical identification have been reviewed. The first model, (i. e. Cohort) 
suggested that lexical segmentation occurs as a result of sequential identification of 
words in continuous speech. This account, as has been shown, is problematic given 
the statistical evidence of the large number of onset-embedded words. In response to 
this, lexical competition accounts were then proposed as a solution to this problem. It 
was shown that these models could solve the problem of embeddings by positing 
continuous activation of candidate words regardless of where these words begin in the 
input. Therefore, where a sequential model may incorrectly segment a long word such 
as fundamentalism into the words fund and mental, this is unlikely to happen within 
lexical competition models like Shortlist, which will ban such segmentation as it will 
leave the last part (i. e. ism) unparsed. 
Although the lexical competition models reviewed have the advantage of identifying 
onset-embedded words, all Serendipitous Segmentation Models discussed fail to 
provide a complete account of how lexical segmentation takes place. The problem 
with any SSM is that it assumes that lexical segmentation of connected speech is 
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achieved using the lexicon. Word boundaries will appear after words are recognized. 
Although this may sound as advantageous for these models in that they dispense with 
prior segmentation (Carroll 2004), this assumption fails to explain how a speaker's 
lexicon is constructed in the first place. As Mehler, Dupoux and Segui (1990) and 
Cutler (1996) point out, infants lack a lexicon and they need to segment connected 
speech in order to construct one. Therefore, in not accounting for how the LIA of 
vocabulary takes place, any proposal of lexical segmentation that relies on the lexicon 
is implausible. 
But is it not possible that infants learn words in isolation in the early stages of 
vocabulary acquisition and this is what helps them use a lexicon-based segmentation 
strategy afterwards? This possibility has actually been empirically examined and 
evidence indicates that this assumption is not correct. Van de Weijer (1998) for 
instance found that most infant-directed speech contains multiple-word utterances. In 
addition, there is evidence that Tost words presented to infants appear in sentential 
context and that only a very small percentage of words are presented in isolation 
(Woodward and Aslin 1990). Moreover, Woodward and Aslin found that even when 
mothers were explicitly instructed to teach their children new words, they only 
presented 20% of the new words in isolation. There is also the problem of function 
words (e. g. the, is, are, will etc. ) (Johnson and Jusczyk 2001). Unlike content words, 
which might be presented in isolation, the chance of function words appearing in 
isolation is very low (ibid), yet they are acquired. It therefore seems that infants would 
have to segment speech using an approach that relies on bottom-up cues available in 
the signal regardless of what is being segmented (Cairns, Shillcock, Chater and Levy 
1997). 
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3.3 Explicit Segmentation Models 
We have seen that SSMs represented as a lexical solution to the segmentation 
problem fail to explain how infants can segment connected speech without the help of 
the lexicon. An attempt to provide an explanation that does not rely on the lexicon is 
made by Explicit Segmentation Models (ESMs). Models under this category use a 
pre-lexical approach. That is, instead of relying on lexical access in segmentation, 
they posit acoustic cues that help locate word boundaries before recognizing the 
words in a sequence. However, it is important to note here that SSMs (particularly the 
competition ones) are not incompatible with ESMs. Competition models are 
empirically supported as discussed in section 3.2. The main claim here is that there 
are many cues at the pre-lexical level that might also signal word boundaries in 
connected speech. 
Different proposals as to the type of the bottom-up cues used have been made. These 
include allophonic, prosodic and phonotactic solutions. Each of these solutions will be 
discussed in detail below. Empirical evidence from adult subjects shows that although 
they have a complete lexicon which might enable them to rely on a lexical-based 
approach, especially one based on competition, adults are both sensitive to and use the 
pre-lexical cues in lexical segmentation. 23 However, since I mentioned above that 
ESMs are meant to explain lexical segmentation ability in infants, I will introduce the 
seminal work (especially by Jusczyk and colleagues) that investigated the use of these 
cues by infants in presenting each pre-lexical solution. This sequence of presentation 
(i. e. infants-older children-adults) is important because it will show us that whereas 
23 Hence the importance of teaching bottom-up cues to L2 learners as argued in Chapter 2. 
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older children and adult can potentially depend on their lexicon in segmentation, 
empirical research suggests that they continue to utilise bottom-up cues. 
First, because infants can not provide explicit verbal or written responses to 
experimenters, it is important to understand the type of procedures that are used in 
this regard. These procedures are capable of eliciting the indirect responses from 
infants to the stimuli. Many of the important research findings about how infants 
segment words have been obtained by the head-tum preference procedure which was 
originally developed by Fernald (1985). 24 In the head-tum preference procedure, 
infants are typically habituated to isolated words (e. g. nitrate) and are then presented 
with passages that do or do not include these words.. While listening to the passages, 
the amount of time that infants turn their head and look at a light they have been 
trained to look at, is recorded. In this type of research, an infant's longer listening to 
the passage that contains the habituated material is considered to be evidence that the 
infant is able to segment sound patterns from the stream of speech. I now turn to the 
first pre-lexical cue used in lexical segmentation. 
3.3.1 Allophonic variations 
The main point here is that the acoustic phonetic properties of some phonemes differ 
depending on their phonological context (Mirch 1987); that is, phonemes have 
allophonic variations (i. e. allophones) depending on their position in the syllable (e. g. 
syllable-initial or syllable-final) and proximity to other phonemes. In English for 
instance, voiceless stops like /t/ and /p/ are subject to aspiration when they are word- 
24 For a very detailed explanation of this procedure see Kemler Neison, Jusczyk, Mandel, Myers, Turk, 
and Gerken (1995). Also, see Jusczyk (1997: 233-250) for a detailed explanation of the same 
procedure, the high-amplitude sucking procedure described below, and other relevant procedures used 
with infants in speech perception studies. 
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initial and prevocalic and are glottalised when they are word-final (compare tip vs. 
pit) (Lehiste 1960 and Church 1987). This means that A/ produced in words like top, 
stop and put is not the same. Thus, if an aspirated /t/ is heard this would indicate that 
it is word-initial, consequently signalling a word boundary. Similarly, a glottalised /t/ 
would indicate a word offset. 
Other phonetic cues that have been proposed as possible markers of word boundaries 
include the allophonic variations of /I/ and /r/ (Nakatani and Dukes 1977), the glottal 
stop, the laryngeal voicing which could mark a vowel as an onset of a new word 
(Lehiste 1960) as well as the aspiration of voiceless stops (Christie 1974). Christie 
(1974) and Nakatani and Dukes. (1977) will be discussed in detail below. However, 
we first need to understand what empirical evidence has to say regarding infants' 
sensitivity to these cues and their use in lexical segmentation. 
If infants are to use allophonic. variations in lexical segmentation, they should be 
sensitive to the presence of these variations in the first place. Hohne and Jusczyk 
(1994) found that infants as young as two months old were sensitive to the allophonic 
variations of the phonemes /t/ and /r/ in words such as nitrate vs. night rate which 
only differed in the allophones of the phonemes /t/ and /r/. In nitrate for instance, the 
[t] is aspirated, released and retroflexed and the [r] is devoiced, indicating that these 
are word-intemal segments, whereas in night rate. the first [t] is unreleased, 
unaspirated and not retroflexed25 and the following [r] is voiced indicating that it is 
syllable initial (ibid). With younger infants another procedure is used instead of the 
head-tum preference discussed above. In this procedure, namely the high-amplitude 
25 This [t] could also be glottalised. 
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sucking procedure (Siqueland and DeLucia 1969), infants' sucking rate is measured 
prior to the presentation of the stimuli using a blind nibble (one without a hole) that is 
connected to a pressure transducer which is coupled to a polygraph machine. After 
determining the normal sucking rate for each infant, the experimenter habituates each 
subject individually to the test stimuli. After that each infant listens to the habituated 
stimuli and other control -stimuli. The- difference of the response rates (i. e. 
significantly greater sucking rate than when listening to the habituated stimuli) is 
taken as evidence of subjects' sensitivity and ability to discriminate between stimuli 
items. Using the high-amplitude sucking procedure Hohne and Jusczyk (1994) 
showed that two-month-old infants could discriminate between the above words 
(nitrate vs. night rate). Infants were able to recognise this difference even when 
prosodic differences were removed through the cross-splicing technique which allows 
matching the non-critical portions of the stimuli (portions other than /t/ and /r/ in the 
above example) as regards their acoustic and prosodic differences. 26 
It also seems that this sensitivity is used by infants to lexically segment running 
speech at an older age. Jusczyk, Hohne, and Bauman (1999a) claimed that infants can 
use these vanations in locating word boundaries. They found that 10.5-months-old 
(but not 9-month-old) infants were able to perceive the allophonic cues that may 
discriminate between the items, nitrate and night rate in fluent speech streams. Using 
the head-turn preference procedure, they found that infants listened longer to the 
passage that contained the word that correctly matched the one that they had been 
familiarized to. That is, when infants were familiarized to night rates, they listened 
significantly longer to the passage containing night rate than they did to the passage 
26 See Hohne and Jusczyk (1994: 617) for a figure showing the steps of cross-splicing for their stimuli. 
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containing nitrate. This was taken as evidence that by the time they are 10.5-months 
old, infants are able to actually use allophonic cues in the lexical segmentation of 
running speech. 
Although these results may indicate that infants are sensitive to allophonic variations 
and that they use them in lexical segmentation, the nature of the procedure used (i. e. 
sucking and head-turn procedures), although possibly the only usable procedures with 
infants, may not be so accurate (but see Kemler Nelson et al. (1995) for an argument 
for the objectivity and reliability of the head-tum preference procedure). Yet findings 
from infants may be informative when supported by findings from adult subjects with 
whom more explicit procedures are used. This, however, should not be a precondition 
for accepting findings from infants that bottom-up cues are used in segmentation. This 
is because adults, as has been shown above, may use other segmentation strategies 
(i. e. lexically-based) that can not be used by infants. 
The use of the phonetic solution (e. g. allophonic Variations) in lexical segmentation 
by adults may be the least studied solution compared to prosodic and phonotactic 
solutions. Relatively fewer attempts have been made to investigate if adult native 
speakers use phonetic cues in lexical segmentation. 
One of the studies that found use of a phonetic cue for word boundaries was Christie 
(1974). Using synthesized speech, Christie compared pairs such as a star and ace tar. 
Using a forced choice test, he asked subjects to indicate on their test sheets whether 
they perceived the stimuli as /a#sta/, where # represents a word boundary, or /as#ta/. 
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Christie found that subjects used the aspiration of /t/ in. the second word to locate the 
word boundary and identify the word correctly. 
Another study which investigated the effect of phonetic cues in lexical segmentation 
was Nakatani and Dukes (1977). Their main aim was to find out where acoustic cues 
for word juncture are located. To this end, they constructed hybrids from phrases such 
as play taught, no notion, we loan and plate ought, known ocean, we'll own. From 
these "parent phrases" the transitions from and to the juncture consonant were spliced 
out and replaced in the original parent phrases in various orders. This was to 
determine whether the offset of the first word, the onset of the second word or both 
contributed to the perception of the word boundary. The resulting hybrids were played 
in random order to 15 secondary school students who were asked to decide from four 
different options (e. g. no ocean, no notion, known ocean, known notion). Nakatani 
and Dukes compared subjects' interpretations of these stimuli to determine which part 
of the stimuli had the strongest cue for word boundaries and found out that the 
strongest cue for word juncture was always at the onset of the word (see also Christie 
(1974) discussed above). These cues included aspiration (e. g. /t/ in "play taught"), 
glottal stop or/and laryngealization of initial vowels (e. g. the first vowel of the word 
ocean in "known ocean") and allophonic variations of /I/ and /r/. The only exception 
to this rule was with the allophonic variations of /I/ and /r/, which also signalled a 
word boundary when they were w6rd-final (e. g. we'll own and tour an). In addition, 
they also concluded that differences in vowel duration (e. g. between play taught and 
plate ought, which is long in play and short in plate) was a weak cue for juncture. 
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What can we conclude from the results of the last two studies regarding the use of 
phonetic cues in the segmentation of connected speech? These studies suggest that Ll 
listeners use allophonic variation when available in lexical segmentation. However, 
the value of allophonic variation in the segmentation of natural connected speech 
should be treated with caution. It could be safely argued that even if allophonic 
variations are used as a segmentation cue they are too weak to be the sole cue. 
Several factors make it difficult for allophonic variations to stand alone. 
The first factor is that there is a limited number of allophonic variations which could 
help in segmentation and therefore only a small number of word boundaries will be 
marked by allophonic cues. Another problem with allophonic cues is that they may 
not mark word boundaries but stressed syllable boundaries (Field 2001). That is 
because, for instance, voiceless stops in initial position in stressed syllables can be 
aspirated even if they are not word-initial (e. g. guitar) (McQueen 1998: 21). 
In addition, Field (2001: 9) argues that allophonic variation can be misleading where 
resyllabification occurs. So, whereas allophonic cues might distinguish sequences 
such as I scream vs. ice cream andfast steam vs. fast team, cues may lead a listener to 
choose a false word boundary in a sequence as in (2): 
(2) last hour--, - [las#tau; D]. 
In the example in (2), because of resyllabification the final A/ in last becomes 
aspirated. This may lead a listener relying on allophonic cues to think that s/he heard 
the word tower. 
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3.3.2 Prosodic Cues 
Prosodic features have also been proposed as probable cues for word boundaries. Like 
allophonic variations, infants have been shown to be sensitive to prominence patterns 
specific to their native languages (Jusczyk, Cutler and Redanz 1993a). In English for 
instance, the pattern of strong/weak syllables (i. e. syllables with full vowels as 
opposed to those with reduced vowels, usually a schwa) is predominant and most 
content words start with strong syllables (Cutler and Carter 1987). This prompted 
proposing a metrical segmentation strategy in English (Cutler and Norris 1988) which 
suggests that native speakers of English use strong syllables to locate the beginning of 
words in the stream of connected speech. 
As will be shown below, the metrical segmentation strategy is empirically supported 
by data both from infants and adult speakers. This indicates that there are certain 
features which mark stressed syllables in the signal to-play that role. Mattys (1997) 
reviewed several features of stressed syllables. He notes that stressed syllables are: 
* Physically salient regarding their pitch, duration and amplitude. 
e Phonemically stable in that they are not very vulnerable to phonological 
modification. 
9 Perceptually distinctive as shown by different experiments (e. g. Bond 1971; 
Cutler and Foss 1977) and therefore, they are less vulnerable to 
misinterpretation than unstressed syllables (Mattys 1997: 319). 
Studies have shown that nine-month old American infants appear to be sensitive to 
the predominant strong/weak (trochaic) stress pattern in English (Jusczyk et al. 
1993a). Jusczyk et al. used the head-turn preference paradigm and presented six- 
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month old and nine-month old infants learning English with lists of bisyllabic English 
words that were equally divided into words that had strong/weak (e. g. gutter) and 
others that had weak/strong iambic stress pattern (e. g. guitar). Whereas six-month old 
infants did not show any preference, nine-month old infants listened significantly 
27 longer to the strong/weak pattern even when the lists were low-pass filtered . This 
suggested that infants start learning about the metrical structure of the words in their 
native language to-be sometime between six and nine months of age. 
Infants also seern to rely on prosodic regularities in segmenting words in connected 
speech. Jusczyk, Houston and Newsome (1999b) conducted a series of experiments to 
investigate if prosodic patterns help infants in lexical segmentation. In their first 
experiment, they familiarized 7.5 month old infants with pairs of words with 
strong/weak pattern (e. g. doctor, candle). When these words where presented to 
infants in connected speech, they listened significantly longer to passages containing 
these items than to other passages that contained other items infants were not 
familiarized to. 
To ftnther investigate if infants are responding to the sound patterns of the whole 
word and not to partial matches involving only the strong syllables of these items, 
jusczyk et al. conducted another experiment in which infants were familiarized with 
just the strong syllables of the words (e. g. dock, can) and then presented with 
passages containing the whole words (e. g. doctor, - candle). In this experiment, infants 
did not show any tendency to listen significantly longer to the passages containing the 
27 Low-pass filtering removes all cues apart from underlying prosody.. 
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monosyllabic vs. bisyllabic words. Jusczyk et al. used this last result as evidence that 
infants were extracting the whole word and not only the strong syllable. 
Thus the evidence provided so far suggests that infants are able to segment words 
with strong/weak stress pattern from connected speech. If they are doing so by 
assuming the presence of word boundaries at the onset of strong syllables, then it 
stands to reason to predict that they will missegment words with the weak/strong 
stress pattern. This actually what Jusczyk et al. found when they familiarized 7.5 
month old infants in the study discussed above with words following the weak/strong 
stress pattern (e. g. guitar, surprise). Not only did infants fail to recognize these words 
in connected speech, but also when they were familiarized only with the strong 
syllable of these words (e. g. tar, prize) they listened significantly longer to the whole 
weak/strong words guitar and surprise. In addition, when infants were familiarized 
with these words in sentential context always followed by is and in respectively, they 
listened significantly longer to the isolated pseudowords 'Itaris" and "prizin" 
suggesting that they were treating them as one strong/weak item. 
Taken together the two studies suggest that 7.5 month old infants might be using a 
metrical segmentation strategy by assuming the presence of word boundaries at the 
onset of strong syllables (Cutler and Norris 1988; Cutler 1990). Lexical statistics from 
Cutler and Carter (1987) suggest that this might be to great extent an efficient strategy 
in English. Using a corpus of 190,000 words of spontaneous British conversation, 
Cutler and Carter calculated that- 74% of strong syllables were sole or initial syllables 
of lexical words; 11% were initial syllables of grammatical words; and only 15% 
were not word-initial syllables. Thus the metrical segmentation strategy will lead to 
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correct segmentation in the majority of cases. However, listeners have to correctly 
segment in all cases and not only in the majority of cases. Relying on the Metrical 
Segmentation Strategy alone, therefore, can lead to 'Incorrect segmentation when 
words follow the weak/strong stress pattern. 
Although the MSS is efficient to a great extent and the evidence indicates that 7.5 
month-old infants solely rely on it when they first start segmenting, for lexical 
segmentation to always be successful listeners have to incorporate more than one cue 
to locate word boundaries (Christiansen, Allen and Seidenberg, 1998; Jusczyk 1999; 
Mattys, Jusczyk, Luce, and Morgan, 1999). In fact, this is actually what 10.5 month- 
old infants appear to be doing. When Jusczyk et al. familiarized 10.5 month-old 
infants with the same weak/strong material (e. g. guitar, surprise), they were able to 
notice the presence of these words presented in connected speech. In addition, infants 
did not detect the presence of the whole weak/syllable word when they were only 
familiarized with the strong syllable (e. g. tar, prize) of these words. What is even 
more important is that, unlike 7.5 month-olds, they were able to detect the 
weak/strong words presented in isolation when they were familiarized with these 
words in connected speech always followed by a weak syllable (e. g. "guitar is", 
"surprise in"). That is, unlike 7.5 month-olds they did not instead detect the 
strong/weak pseudowords ("taris" and "prizin"). 
The body of evidence that these studies provided motivated some researchers (e. g. 
Jusczyk 1997; Jusczyk, Houston and Newsome 1999b; Morgan and Saffran 1995) to 
suggest that, whereas infants as young as 7.5 months old appear to start lexical 
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segmentation using only prosodic cues, older infants are capable of using other cues 
(e. g. allophonic, phonotactic) in lexical segmentation. 28 
Evidence from experiments on native English speakers suggests that adults also use 
an MSS. Using a word-spotting task, Cutler and Norris (1988) found that listeners 
were slower to spot a word like mint embedded in a nonsense sequence consisting of 
two strong syllables as in [minteiv], than in a StrongWeak sequence as in [mintov]. 
Cutler and Norris claimed that because segmentation will occur at the onset of strong 
syllables, this will leave the listener with the pseudowords [min] and [teiv] in the first 
case. As a result, this will delay the recognition process till the input is parsed again 
and the false boundary is dismissed. On the other hand, because the second syllable in 
[mint3v] is weak, there is no false boundary at the onset of [t3v] because a new word 
will not be assumed at the onset of the syllable [t3v] as words in English do not 
usually start with weak syllables (Cutler and Carter 1987) and therefore [mint] is 
spotted faster. 
Further evidence that native English speaking adults use the MSS comes from a study 
by Cutler and Butterfield (1992). They found that making slips of the ear involving 
missegmentation is often (similar to the sittiation with 7.5 month-old infants in 
Jusczyk, Houston and Newsome 1999b discussed earlier) a result of either inserting 
word boundaries before strong syllables where there are not any (e. g. hearing by loose 
analogy as by Luce and allergy). or deleting boundaries, where there are ones, before 
weak syllables (e. g. hearing how big is it? As how bigoted? ). 
" Recall that it has been shown that 10.5 month olds can use allophonic cues (jusczyk, Hohne, and 
Bauman 1999a). In section 3.3.3 it will be pointed out that 9 month olds can also use phonotatic cues 
(Mattys and Jusczyk 200 1). 
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3.3.3 Phonotactic restrictions 
Infants and adult native speakers seem to use another cue in segmentation, namely 
phonotactic constraints which govern the positions in which phonemes and phoneme 
sequences can appear in particular positions-in-syllable. The role that phonotactics 
play in lexical segmentation has been widely studied. Generally, two types of 
phonotactics have been investigated. On the one hand, we have phonotactic 
constraints: positional and co-occurrence ones. On the other, we have probabilistic 
phonotactics "the relative frequencies of segments and sequences of segments 
occurring in syllables and words" (Vitevitch and Luce 1999: 375). Recently, as 
Gaygen and Luce (2002) have noted, phonotactics has been treated as probabilistic 
rather than categorical (i. e. legal vs. illegal). Therefore, instead of treating phonotactic 
constraints and probability separately, they have been merged together to form a kind 
of a continuum ranging from 'never' to 'very frequently' (Mattys and Jusczyk 2001) 
or from 'zero probable' to 'high probable'. In this view, listeners can use not only 
phonotactic constraints which are categorical in lexical segmentation but also the 
probability and frequency of the co-occurrence of phonemes. Probabilistic 
phonotactics not only have a role as a segmentation cue, but it has also been shown, 
using various tasks as will be discussed in section 3.5, that probabilistic phonotactics 
have various effects on native language speech processing. In this section, I confine 
myself to discussing phonotactic constraints and their role as a segmentation cue. 
Phonotactic restrictions vary cross-linguistically. These constraints govern, the kind of 
phonemes that can appear in a syllable, the positions where phonemes can appear in 
the syllable (e. g. onset or coda) and which phonemes can be adjacent. The first type of 
phonotactic constraint could be* described as the "vowel constraint" (Brent and 
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Cartwright 1996: 96). This constraint can be used as a segmentation cue. A listener 
abiding by this constraint will realize that a sequence like bigdog can not be 
. segmented 
in b and igdog because this will leave the segmented b which does not 
contain a vowel (ibid: 97). 
The second type of phonotactic constraint is the positional constraint. In English for 
example, /3/ or /g/ can only appear in the coda of a syllable and never in the onset. 
The opposite is true for AV. It has been claimed that these phonotactic cues can be 
used by listeners in lexical segmentation. Hearing /h/ for instance signals a syllable 
boundary before it. Or does it? Actually this is not always the case. The problem with 
this type of phonotactic cue is'that it relies heavily on the isomorphy of syllable 
boundaries and word boundaries (Field 2001: 10). Therefore, it may not distinguish for 
example a hold from ahold (ibid). 
The other phonotactic constraint is the co-occurrence constraint. This constraint 
regulates which phonemes can appear adjacent in onset or coda clusters. In English 
for instance a labial segment'(e. g. /p/, NO can not be followed by /w/ in an onset or in 
a coda when both fonn part of an onset or coda (Davenport and Hannahs (1998: 147). 
Similarly, although clusters such as /pr/ and /br/ are completely legal in an onset 
position (e. g. prime and bread), they are illegal in a coda position. The opposite is true 
for /nt/ (For a complete inventory of the permissible and impermissible double and 
triple consonant clusters in onset and coda position in English see Yavaý (2006: 137- 
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140). Most phonotactic constraints are language-specifiC. 29 Thus what is illegal in one 
language may be completely legal in another. 
Standard Arabic, for instance, does not allow consonant clusters in syllable onsets. 
Nowadays, however, SA is the native language of only a small number of Arabs in 
some parts of the Arab world where SA is spoken at home. Other Arabic dialects that 
prevail in different Arab countries have phonotactic constraints that do allow 
clusters. 
30 
How can the co-occurrence constraint be used as a segmentation cue? Listeners seem 
to use the impermissibility of phoneme sequences in finding word boundaries. 
Clusters such as /pw/ and /vw/ although illegal within syllables in English, can appear 
between them. The listener assumes that these syllable boundaries coincide with word 
boundaries. This assumption is always successful as far as monosyllabic words are 
concerned (e. g. the illegal clusters /pw/ and /vwý mark out word boundaries as in "top 
wing" and "move where? " where "to pwing or mo vwhere" would not be heard. 
However, the experienced listener is able to automatically test the assumption that 
illegal clusters mark out word boundaries to avoid missegmentation when the illegal 
cluster only marks out a word-internal syllable boundary rather than a word boundary 
such as /pw/ in "upward". 
Jusczyk (1997) provides another example of how phonqtactics of English can be used 
in segmentation. Knowing the phonotactics of English, a listener will be able to 
29 See Section 3.3.4 below for a discussion of the Minimal Sonority Parameter which is claimed to 
ovem what type of consonants may occur in a cluster. 
0 See Chapter 4 for how illegal and legal consonant clusters were identified in the Arabic dialect in 
question. 
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correctly segment the sequence big dog by assuming the presence of a boundary 
between /g/ and /d/. That is because the sequence of these two phonemes can not 
appear in the onset of an English syllable. However, this kind of cue (i. e. where the 
cluster is illegal only in one position (e. g. /gd/ which is illegal only in onset position 
but legal in the coda) is problematic as a segmentation cue. That is because this kind 
of cue is not decisive. In other words, although this cue suggests that the sequence 
bigdog could be segmented as big dog, it does not rule out a segmentation like bigd 
og as /gd/ is legal in the coda in English and VC syllables are also allowed in English 
(see Brent and Cartwright 1996: 97). 
Utilising the fact that English and Dutch have similar prosodic characteristics (Crystal 
and House 1988), Jusczyk, Friederici, Wessels, Svenkcodas and Jusczyk (1993b) tried 
to find out if American and Dutch infants were sensitive to the phonotactic patterns of 
their native languages. 31 They presented infants with list of unfamiliar low-frequency 
words produced by a bilingual speaker. Lists were equally divided into words from 
the language spoken in the infant's home and words spoken in the other language. 
The items in the lists 'from each language had phonotactic patterns that were 
impermissible in the other language. Jusczyk et al. found that nine-month-old 
American infants listened significantly longer to words which met the phonotactic 
constraints of English than to lists of words with Dutch phonotactics. The reverse was 
true for Dutch infants. Six-month old infants, however, did not show any preference. 
When the stimuli presented to infants were low-pass filtered, nine month olds did not 
show any preference. Jusczyk et, al. used this result as evidence that infants were 
3IThis allowed investigators to see if infants were using phonotactic patterns instead of the prosodic 
ones in identifying the native words. 
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distinguishing the words based on the phonotactic features and not any remaining 
prosodic differences. 
Not only do nine-month old infants prefer to listen to words that obey the phonotactic 
restriction of their to-be native language, but they also prefer to listen to non-words 
with high phonotactic probability (e. g. /txl/) vs. non-words with low phonotactic 
probability (e. g. /Saud/) (Jusczyk, Luce and Charles-luce 1994). However, as I made 
clear in the beginning of this section, this sensitivity will be treated separately and 
therefore will be discussed in more detail in section 3.5. 
There is also good evidence that 9-month-old infants can use their sensitivity to 
phonotactics to segment words from fluent speech. 
32 Using the head turn preference 
procedure, Mattys and Jusczyk (2001) tried to find out if infants actually rely on 
phonotactic regularities in segmenting connected speech. In their first experiment, 9- 
month-olds were familiarized with two passages. In one passage, a CVC target word 
occurred in contexts in which the surrounding words provided good phonotactic word 
boundary cues. The goodness of the phonotactic cues was estimated from the 
frequency with which the CC clusters at the onset and offset of a CVC test stimulus 
(i. e. CCVCQ are found within and between words in child-directed speech, with high 
between-word probability associated with good cues to word boundaries. In the other 
passage, the words surrounding the CVC target word lacked good phonotactic word 
boundary cues. Two CVC stimuli were chosen such that both of their edge consonants 
could constitute suitable fragments of either within-word or between-word CC 
clusters with the adjacent words of the passage. A within-word cluster is a CC 
32 1 will discuss studies showing the use of phonotactic constraints (particularly the co-occurrence 
constraints) in more detail below as they are closely related to the current study. 
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sequence that appears frequently within the words of the Bernstein (1982) child- 
directed corpus and infrequently or never across the words of the same corpus. 
Conversely, a between-word cluster is a CC sequence that appears frequently across 
words but infrequently or never within words (Mattys et al. 1999). The two CVC 
stimuli were the word gaffe and the non-word tove. In the passage containing the good 
phonotactic cues for gaffe, the CC edges of the word were the between-word clusters 
/ng/ at onset and Ali/ at offset (e. g. bean gaffe hold). In the passage lacking the good 
phonotactic cues, the CC edges were the within-word clusters /Dg/ at onset and /ft/ at 
offset (e. g. fang gaffe tine). Similarly, the good phonotactic passage for tove involved 
the between-word clusters /vt/ at onset and /vt/ at offset (e. g. brave tove trusts), 
whereas the passage lacking the good phonotactic cues had the within-word clusters 
/ft/ at onset and /vn/ at offset (e. g. gruff tove knows). 
After familiarization, infants were tested on repetitions of four isolated items: the 
CVC target that occurred irf the passage with good phonotactic cues, the CVC target 
that occurred in the passage that lacked good phoifotactic cues, and two control CVC 
items (pod and fooz) that never occurred during familiarization. The trials for the test 
phase consisted of the four lists. of isolated stimuli. Each infant was tested on three 
blocks of these four lists, for a total of 12 trials. The trials were blocked into groups of 
four so that each list occurred once per block. The order of the lists within a block was 
randomized. Mattys and Jusczyk thought that if infants use phonotactic cues to parse 
connected speech, the target word should be easier to segment from the passage with 
the good phonotactic cues than from the passage lacking these cues. 
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Mattys and Jusczyk found that the 9-month-old infants listened significantly longer to 
the phonotactic-cues present than to the phonotactic-cues absent stimulus passages. 
This effect was not affected by whether the stimulus was gaffe or tove. In two other 
subsequent experiments in the same study, they found that infants showed similar 
preference for the word that previously occurred in fluent passages even when only 
one boundary of that word, whether at the onset or the offset, was phonotactically 
cued. 
Results from Mattys and Jusczyk's study provide good evidence of infants' ability to 
apply their phonotactic knowledge in lexical segmentation. As will be discussed 
below, similar results were obtained with adult listeners who, have also been shown to 
be sensitive to phonotactics. 
Older children are sensitive to the phonotactic constraints of their LI. Messer (1967) 
presented 3; 7 year-old children with pairs of monosyllabic non-words. One of each 
pair was a legal non-word (i. e. did not violate English phonotactic constraints) and the 
other was illegal (either having an illegal initial consonant cluster or both illegal 
initial and final consonant clusters). Children were asked to say which one of the pair 
sounded more English-like. Messer found that the possible non-words were judged 
English-like more often than the impossible non-words. In addition, the impossible 
non-words were mispronounced more often than the possible ones. 
Adult native speakers' sensitivity to the phonotactic constraints of their LI has also 
been shown using various tasks. Phonotactic knowledge has been shown to affect 
speech sound identification by causing misperception of illegal clusters (Brown and 
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Hildum 1956; Massaro and Cohen 1983; Pitt 1998). In addition, because of 
phonotactic knowledge, mispronunciations usually follow the phonotactic constraints 
of the language in question (e. g. 'if /n/ is mispronounced as [U] it will be in a syllable 
coda) (Dell, Reed, Adams and Meyer 2000; Warker and Dell 2006). In addition, 
knowledge of phonotactic constraints can affect subjective ratings of non-words 
(Coleman and Pierrehumbert 1997). Finally, phonotactic knowledge can cause 
listeners to hear epenthetic vowels between phonemes when they are presented with 
consonant clusters that do not conform to the phonotactic constraints of their native 
language (Dupoux, Kakehi, Hirose, Pallier and Mehler 1999; Dupoux, Pallier, Kakehi 
and Mehler 2001). 
Brown and Hildum (1956) showed that knowledge of phonotactic constraints can 
cause native speakers to misperceive phonemes. Under conditions of noise, Brown 
and Hildum presented both nalve and phonetically sophisticated subjects with 
experimental items and asked them to transcribe them. The sophisticated group who 
was trained in linguistics was also told to expect illegal phoneme sequences. In 
creating these experimental items, Brown and Hildurn started with () VC context and 
varied the initial double consonant cluster added to this context. The initial consonant 
clusters added were either (a) legal in English and resulted in a real English word (e. g. 
/Or/ in / Oro: I/ thrall ) (b) legal in English but did not result in a real English words 
(e. g. /pr/ in /pro: 1ý or (c) illegal in English and therefore resulted in a non-English 
word (e. g. /zd/ in /zdro: 0. 
Brown and Hildum found that only the nalve group identified real words correctly 
more often than the legal and illegal non-words. However, both groups identified the 
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legal non-words correctly more often than the illegal ones even though the 
sophisticated group was instructed to expect illegal sequences. This shows that 
phonotactic constraints can cause a bias towards hearing legal sequences even when 
subjects were instructed to expect illegal ones. 
Similar results were obtained using a different task. Massaro and Cohen (1983) used 
the phonetic categorization task in which subjects are presented with ambiguous 
segments in consonant context and asked to report which segment they heard. 
Massaro and Cohen showed that adult English native speakers' labelling of an 
- ---I- ambiguous segment is influenced by their native language phonotactic permissibility 
of the consonant cluster containing that ambiguous sound. In [t? i] for example the 
ambiguous segment between [1] and [r] was more often labelled as [r], while the same 
segment was more often labelled as [1] in [S? i]. 33 Clearly, listeners' classifications 
biased legal sequence (e. g. hearing [tri]) more often than illegal ones (e. g. [tli]) (see 
also Pitt 1998). 
Subjective ratings of non-words are also influenced by phonotactic knowledge. 
Coleman and Pierrehumbert (1997) analysed native English speakers' acceptability 
judgement of paired non-words starting with consonant clusters which either 
respected or violated phonotactic constraints (e. g. /glislas/ and /mlislasO. Subjects 
were asked to judge whether each item could or could not be a possible English word 
by pressing two response buttons. The number of no responses was counted and taken 
as a score of subjective degree of wordlikeness. Non-words starting with illegal 
33 Listeners had to categorize steps along a Irl-AV continuum as either /r/ or/I/. 
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clusters were significantly judged as less English-like more often than those starting 
with legal ones. 
Another way in which native speakers show sensitivity to the phonotactic constraints 
of their LI is by hearing epenthetic vowels between phonemes in clusters that do not 
conform to the phonotactic constraints of their Ll. Dupoux et al. (1999) compared the 
perception of consonant clusters by French speakers vs. Japanese ones. In their first 
two experiments, they presented their subjects non-words in Japanese and French 
containing illegal consonant clusters in Japanese but not in French (e. g. ebzo where 
the sequence /bz/ is illegal in Japanese). Subjects were asked to judge if the items 
contained the vowel /u/ in the middle of the item. The items (n--10) were first 
naturally uttered, by a Japanese native speaker in experiment 1 and a French speaker 
in experiment 2, and recorded with the vowel /u/ (e. g. * ebuzo). After that five more 
items were created from the original item by modifying the vowel duration. This 
procedure produced a set of six items. These items ranged from containing a full 
vowel (i. e. the original item) and no vowel, with vowel duration of 18ms; 36ms; 54ms 
and 72ms for the remaining four items. 
What Dupoux et al. found was that French listeners reported hearing the vowel only 
10% of the time in the no-vowel condition and more than 50% of the time only when 
the vowel length was over 36ms. On the other hand, Japanese listeners predominantly 
judged that the vowel was present in all conditions even when the vowel was 
completely removed. The possibility that this effect is merely the result of top-down 
lexical influence and not because of the phonological context was investigated and 
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ruled out by the same group of researchers 2 years later (see Dupoux, Pallier, Kakehi 
and Mehler, 2001 ). 34 
Bilinguals and L2 learners are also affected by both their Ll and L2 phonotactic 
constraints when listening to their L2. Altenberg and Cairns (1983) asked English 
monolinguals and English-German bilinguals to rate how English-like visually 
presented non-words starting with illegal consonant clusters in German only (e. g. 
smatt) sound. Both groups' ratings were only influenced by phonotactic constraints of 
English. However, when the same stimuli items were presented in a visual Lexical 
Decision Task, processing times of the bilinguals were affected by the phonotactic 
constraints of German as well. 
More recently, Altenberg (2005b) examined perception of Spanish-speaking L2 
learners of English, with different proficiency levels, of initial consonant clusters. One 
of the tasks she used was a metalinguistic judgement task in which subjects rate 
written non-word stimuli starting with legal and illegal consonant clusters in English 
and Spanish. There were two versions of this task: an English version in which native 
and non-native subjects rate the non-words as new words of English and a Spanish 
version in which the non-native subjects rate the non-words as new words of Spanish. 
The aim of this task was first to find out if Spanish ESL learners have an accurate 
knowledge of the legality of initial consonant clusters in their L2, and second whether 
this knowledge was affected by their Ll. 
34 See also Matthews and Brown (2004). 
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What Altenberg found was that in the English version'of the first task ESL learners 
were like native speakers in judging non-words starting with illegal clusters in 
Spanish only (e. g. /snaeso more English-like than those starting with illegal clusters in 
English and Spanish (e. g. /srxn/) . As Altenberg pointed out, this result shows that 
ESL learners from a beginning level have good knowledge of legality of consonant 
clusters in English. Furthennore, this result shows that non-native speakers' 
judgements do not seem to be affected by the status of these clusters in the Ll. This 
result as Altenberg noted suggest that the LI and the L2 "can function independently 
in a phonological metalinguistic task" (ibid: 73). 
Thus it seems from our discussion so far that children, adult native speakers and L2 
learners alike are sensitive to the phonotactic constraints of their native language and 
their L2 and that they show this sensitivity in different ways. We also find that not 
only are adult listeners sensitive to the phonotactic constraints, but like infants they 
can use their knowledge of the phonotactic constraints of their native language in 
segmenting connected speech. In other words, although, unlike infants, adult native 
speakers may have the ability to use their lexicon to locate word boundaries, they still 
use bottom-up cues in segmentation. Therefore, the over-reliance solely on top-down 
training by pedagogical practices in an attempt to simulate native listening situation, 
as discussed in Chapter 2, is not valid. 
Using a word spotting task, Norris, McQueen, Cutler and Butterfield (1997) showed 
that native listeners take into consideration the phonotactic constraints of what could 
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constitute a phonotactically legal syllable when segmenting speech. 35 In the word 
spotting task, subjects are presented with aural nonsense sequences where real words 
are embedded. Subjects have to press a computer key as fast as possible when they 
spot a word and then say out loud what that word was. Reaction times and error rate 
(i. e. number of times the target word is missed) are measured in order to see the 
relation between them and the different contexts where words appear. Norris et al. 
have demonstrated that English listeners were faster and more accurate in detecting 
words in nonsense syllables when the remaining segment formed a phonotactically 
legal syllable than when it did not. Therefore, subjects were faster and more accurate 
in detecting apple in vuffapple with vuff forming a phonotactically legal syllable than 
in fapple where /f/ is not a legal syllable. Based on these findings, Norris et al. 
. proposed 
the Possible-Word Constraint (henceforth PWC) as playing an important 
role in word recognition. However, similar to the vowel constraint but unlike the co- 
occurrence constraint discussed earlier, the PWC may not be so informative in 
segmentation. In other words, while the recognition of apple in fapple might be 
delayed there is nothing to prevent an infant or an ESL learner to assume thatfapple 
as a whole is a word. In this regard, the co-occurrence constraint has the advantage of 
clearly locating the boundary. 
McQueen (1998) is perhaps the first to show clearly that listeners use the sequencing 
or the co-occurrence constraint in lexical segmentation. He tried to find out if the 
permissibility of a sound sequence is computed during connected speech recognition 
and used in segmentation. Using a word spotting task, he asked adult Dutch listeners 
to spot a CVC word (e. g. pil) in a nonsense bisyllabic CVCCCVC sequence (e. g. 
35 This kind of constraint might not be so relevant to the current research, which relies on the co- 
occurrence constraint. Listeners in this study might be using the phonotactic vowel constraint (see 
Brent and Cartwright 1996: 97) which states that each word must contain a vowel. 
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pilvrem). These long sequences had a CC cluster located at the boundary between the 
target word and the rest of the sequence which was either phonotactically illegal 
within syllables (e. g. /lv/ in 'pilvrem'), thus pointing to a word boundary, or which 
was very frequent inside of syllables (e. g. Am/ in pilmrem), and hence disfavouring 
word segmentation. McQueen thought that if phonotactics are used in segmentation it 
would be easier to spot a word (e. g. pil, (pill)) when it is aligned with a 
phonotactically determined boundary in a word like pilvrem than when it is 
misaligned with a boundary as in pilmrem. 
Forty monosyllabic Dutch words were selected to appear in the initial position of 
bisyllabic nonsense strings (such as pil (pill) in [pil. vrem]). Each of these Dutch target 
words always appeared in a strong syllable, and had four different following contexts. 
In one context, the following syllable was strong and the phonotactic constraints of 
the consonant sequence between the two vowels required a syllable boundary aligned 
with the offset of the target word (StrongStrong, Aligned, as in [pil. vrem]). The 
second context was identical, except that the phonotactic constraints of the consonant 
sequence demanded a syllable boundary which was misaligned by one segment with 
the offset of the target word (StrongStrong, Misaligned, as in [pilm. rem]). The third 
and fourth contexts only differed from the first and second in that the full vowels in 
the second syllables were replaced with the weak vowel schwa (StrongWeak, 
Aligned, as in [pil. vrom], and StrongWeak, Misaligned, as in [pilm. ram]). A further 
forty monosyllabic context words were selected to appear as targets in the final 
position of bisyllabic nonsense strings (such as rok (skirt), in [fim. rok)). As with the 
initial targets, each final target appeared in four contexts, depending on whether the 
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preceding context contained a strong or weak vowel and whether the phonotactic 
constraints of the sequence of consonants between 'the two required a syllable 
boundary aligned with the onset of the target word, or misaligned by one segment 
with the target onset (e. g., Strong-Strong, Aligned, [fim. rok]; StrongStrong, 
Misaligned [fi. drok]; WeakStrong, Aligned, [fim. rok]; and WeakStrong, Misaligned, 
[fa. drok]). 
In analyzing the results, all manual responses (i. e. reactions by pressing the response 
button) which were accompanied either by no oral response or by a word other than 
the intended target were treated as errors (5.7% of all responses). Reaction times 
outside the range of 100 to 1500 ms were also treated as errors _(a, 
further 4.6% of the 
data). Mean error rates. (percentage of targets missed) and mean RTs (measured from 
target offset) are shown in Table 3.1. 
Table1l: Mean percentage missed targets (errors) and mean reaction times for correct detection 
(RT, in ms), measured from target-word offset in McQueen (1998). 
Measure Target Position Metrical Structure Aligned Misaligned 
errors. initial StronStrong 32% 57% StrongWeak 38% 59% 
Final StronStrong 21% 56% 
WeakStrong 19% 63% 
RT initial StronStrong 766 828 
StrongWeak 750 809 
Final StronStrong 535 629 
WeakStrong 499 641 
Statistical analysis of these results showed significant strong effects of phonotactic 
alignment in error rate as well as RTs. Word-spotting was more accurate and faster 
when words where aligned with phonotactic boundaries than when they were 
misaligned. In addition, analysis showed that the effects were stronger for final targets 
where phonotactic boundaries preceded the target's onset. Trying to explain the latter 
result, McQueen claims that misalignment with a syllable boundary at the word's 
onset had a strong effect because it could hinder initial access of that word. On the 
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other hand, misalignment at the Word's offset can only influence the recognition of an 
already-accessed word. The overall results were taken as evidence that "the legality of 
sound sequences is computed during recognition and used to -help solve the 
segmentation problem" (ibid: 36). 
The evidence provided so far suggests that infants as well as adult native speakers are 
capable of using their phonotactic knowledge in lexical segmentation. Further 
evidence on the role of phonotactics comes from some statistics performed by Lamel 
and Zue (1984). They found that only 20% of 7000 consonant sequences that 
potentially occur across word boundaries in English can occur word-medially. In 
addition, they found that 80% of cross-boundary consonant sequences allow only one 
division. That is, the phonemes in a sequence such as /mgl/ can only be divided as 
/m#gl/ but not as /mg#l/ where # represents a syllable boundary (Field 200 1: 10). 
3.3.4 How are phonotactics leamt? 
In the previous section we presented an overview of how adult native speakers 
respond to non-native sequences that do not c6nforrn to their Ll phonotactic 
restrictions in different ways. Ll, phonotactic knowledge seems to force native 
speakers to either try to assimilate non-native consonant clusters into native ones (e. g. 
Massaro and Cohen 1983; Pitt 1998) or adopt a repair strategy by inserting epenthetic 
vowels (Dupoux, Kakehi, Hirose, Pallier and Mehler 1999; Dupoux, Pallier, Kakehi 
and Mehler, 2001; Matthews and Brown 2004). In addition, phonotactic knowledge 
seems to play an important role in segmenting connected speech. The question that 
should be asked here is how this phonotactic knowledge is acquired? 
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Two answers have been proposed by two different areas of linguistics, namely 
generative linguistics and psycholinguistics. Whereas both positions posit positive 
evidence or linguistic experience (the term that is usually used in psycholinguistics) as 
the main force for learning phonotactics, they differ as to how input is used by 
learners. 36 On the one hand, generative linguistics suggests that any type of linguistic 
learning is innately guided by the Principles and Parameters of Universal Grammar 
(Chomsky 1975). Within this framework, learning language-specific syntactic 
features is a matter of setting (in LI) and resetting (in L2) parameters to proper values 
based on the input received. Certain aspects of primary linguistic data play the role of 
triggers for the setting process. 
With regards to phonotactic constraints, particularly consonant clusters, a multi- 
valued parameter has been proposed (Broselow and Finer 1991). Using the Sonority 
Index (Selkirk 1982), the parameter proposed, namely the Minimal Sonority Distance 
Parameter (henceforth MSD) is said to govem what type of consonants may co-occur 
in a cluster. Co-occurrence of phonemes is constrained by a scale based on the 
sonority hierarchy (see figure 3.2) on which segments could be rank ordered. 
Sdnority Hierarchy 
Obstruents - Nasals - Liquids - Glides - Vowels 
Least sonorous ........................... most sonorous 
Figure 3.2: 60nonty 6equencmg (jencralization (from Broselow and Finer (1991: 37)) 
36 In generative linguistics positive evidence refers to the naturalistic input in the form of primary 
linguistic data "which consists of contextualized utterances in. the language environment of the 
acquirer" (Schwartz 1993: 148). This type of input is claimed to be the only relevant data for 
acquisition. Additionally, it is the most direct means through which learners can form linguistic 
hypotheses (Gass 2003: 226). 
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With the most sonorous segment (i. e. vowel) in the centre of the syllable (i. e. the. 
nucleus) values of the parameter determine how close on the hierarchy adjacent 
segments can be. Since all languages that have double and triple clusters in their 
onsets also have simple onsets, Broselow and Finer like others (e. g. Eckman 1987) 
assume that the more consonants are allowed the more marked the option is. This 
way, MSD allows calculating the markedness value of any given cluster. Using a 
production task, Broselow and Finer found that Korean and Japanese-speaking ESL 
learners adopt a value of the MSD parameter that is more marked than their LI value 
but less marked than the English value. 
This view of how phonotactics are learnt may not be shared by cognitive linguists 
or/and psycholinguists. Research in this domain argues that learning phonotactics is 
solely input-driven. It is a kind of statistical learning of the sequential regularities in 
the input. In this framework, phonotactic constraints are implicitly leamt by 
responding to sequential frequency of segments, stored in phonological processing 
systems and generalized to new contexts (Dell, Reed, Adams and Meyer 2000; 
Chambers, Onishi and Fisher 2003; Warker and Dell 2006). Therefore, phonotactic 
knowledge is the result of listening experience which adds "perceptual infonnation to 
the language processing system, with the accumulation of these changes resulting in 
the abstraction of phonotactic regularities" (Onishi, Chambers and Fisher 2002: 20). 
Citing studies of learning musical sequences, Onishi et al. further claim that this type 
of learning (i. e. learning sequential regularities) is not confined to language learning. 
Following such proposals some researchers have looked at whether phonotactic 
constraints can be learnt from. brief listening experiences. A study that tried to 
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investigate this question with older infants is Chambers et al. (2003). The authors 
tried to find out if 16.5 month old infants from monolingual American English 
speaking homes were able to acquire phonotactic constraints that are not present in 
English from a brief auditory experience. Chambers et al. familiarized eight infants to 
lists of CVC syllables which followed artificial phonotactic constraints (e. g. /b/ is 
always an onset and /p/ is always a coda). In the familiarisation stage, infants listened 
to a sublist of 25 syllables repeated six times in random order. The average listening 
time was about four minutes. After that infants were tested using the head-turn 
preference test using novel syllables that either followed the phonotactic constraints 
of the experiment or violated them. Chambers et al. found that infants listened longer 
to novel syllables which violated the phonotactic constraints of the experiment 
suggesting that infant acquired the phonotactic constraints of the experiments during 
training. 37 
Similar results were also found with adult English speakers. Onishi et al. (2002) tried 
to find out if adult English speakers can acquire artificial first-order constraints (i. e. 
positional constraints like those in the previous study) and second-order constraints 
(i. e. constraints in which consonant position depende4 on. the adjacent vowel (e. g. 
/bxp/ or /pib/, but not /pxb/ or /bipý. Forty subjects were familiarised with study 
lists containing CVC syllables which followed these experiment-wide restrictions. 
Using a speeded repetition task, subjects were presented with lists of CVC syllables 
37 The preference for illegal items 'here might not be compatible with the results from infants, 
especially by Jusczyk and colleagues discussed above, which showed that infants prefer to listen to 
stimuli which conform to the phonotactic constraints and probability of their native language to be. 
However, as Chambers et al. (2003: 73) state "The direction of the effect, a preference for the illegal 
items that least resembled the training set, is consistent with prior experiments with novel materials and 
familiarization phases of similar duration and complexity" as in Hollich, Jusczyk and Luce (2001); 
Saffran, Aslin and Newport (1996). 
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that either followed or violated the experiment-wide constraints. They were asked to 
repeat them as quickly and accurately as possible. What Onishi et al found was that 
legal syllables were repeated faster than illegal ones. This result was taken as 
evidence that subjects acquired the phonotactic constraints of the experiment. 
Not only are adult speakers able to gain sensitivity to artificial phonotactic constraints 
from brief listening experience but it seems that they can acquire sensitivity to the 
phonotactic constraints of a real language from as short as a seven-minute exposure. 
Gullberg, Dimroth and Roberts (2007) exposed Dutch listeners to seven or fourteen 
minutes of naturalistic input in the form of a weather report in Mandarin Chinese. 
Subjects were then given a lexical decision task. The findings from the lexical 
decision task showed that whereas this minimal exposure enabled subjects to reject 
syllables like gam as impossible Mandarin words, they were not able to recognise that 
syllables with consonant clusters (CCCV, VCCC) are not Mandarin. 
Gullberg et al. 's results are interesting and relevant to our discussion regarding how 
phonotactics are leamt. They may suggest a compromise to the two proposals 
discussed above. On the one hand, these results indicate that learning positional 
phonotactic constraints entails only statistical learning of the sequential regularities in 
the input and therefore can be achieved quite fast as was also confirmed by Chambers 
ct al. (2003) and Onishi et al. 's. (2002) results. That is because learning this type of 
phonotactic constraints might be a form of learning phonotactic probability as it 
resembles learning that a certain segment has zero probability in a certain position. On 
the other hand, these results may show that learning t he co-occurrence phonotactic 
constraint (e. g. involving the acquisition of consonant clusters) requires setting a 
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certain parameter (e. g. MSD Parameter discussed above) to the proper L2 value and 
therefore requires a longer exposure. 
3.3.5 Language-specific cues 
So far, good evidence has been presented regarding three important cues used in 
lexical segmentation. These cues have been shown to be used by infants learning their 
LI and native adults alike. However, these cues are language specific. In other words, 
languages have different variations of these cues. Let us see first how this applies to 
allophonic variations. For example, whereas in English [p] and [ph] are two 
allophones of the same phoneme /p/, they are two different phonemes in Thai 
(Davenport and Hannahs 1998:. 106). Also, whereas the phonemes /r/ and /I/ are 
context-sensitive with allophonic variants in English (Nakatani and Dukes 1977; 
Church 1987), Japanese speakers do not have a distinction between these two 
phonemes (Cutler and Otake 1994). Similarly, voiceless stops are not normally 
aspirated when they are word-initial in Arabic. 
Allophonic variations can also be dialect-specific rather than language-specific. As 
Davenport and Hannahs (1998) report, for speakers in some parts of North England 
and Scotland the pronunciation of /t/ in top and stop may not differ as /t/ in top is not 
aspirated. 
Similarly, languages have different rhythmic regularities. For instance, the metrical 
segmentation strategy in English'discussed earlier is based on evidence that English is 
a stress-timed language where there is a contrast between strong and weak syllables 
(Abercrombie 1964). Whereas a strategy based on such a contrast might also work for 
Dutch (a stress-timed language (McQueen 1998)), it may not work with either French, 
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which is syllable-based (Cutler, Mehler, Norris and Segui 1986; 1992) nor with 
Japanese which is mora-based (Cutler and Otake 1994). Thus, it appears that a 
metrical segmentation strategy critically dependi on the rhythmic structure of the 
language in question. For metrical segmentation to be successful, listeners have to 
(and they seem to) adapt to their Ll -specific rhythmic structure ( Cutler 1996). 
As noted above, phonotactic constraints are also language specific. Whereas clusters 
like [ps], [pn] and [pt] can be word initial in German, French and Greek respectively, 
none of these clusters can be word initial in English (Davenport and Hannahs 1998: 
105). Phonotactic constraints can also vary among dialects of the same language. As 
discussed above, whereas standard Arabic does not allow any consonant clusters in 
onset position, other Arabic dialects allow clusters in this position. 
As we have seen so far, all the cues that have been shown to be used in the lexical 
segmentation of the Ll are language specific. Recall that in section 3.2 it was argued 
that infants would have to segment speech using an approach that relies on bottom-up 
cues available in the signal regardless of what is being segmented. Although they are 
not perfectly equal, as the L2 learner has acquired the LI phonology, 38 the same 
argument can apply to naturalistic L2A . 
39 Beginning L2 learners can not rely on their 
knowledge of L2 vocabulary to se "ent speech. Similar to LI infants, they have to gm 
segment connected speech in order to acquire L2 vocabulary. However, unlike Ll- 
learning infants, L2 learners may use bottom-up segmentation strategies transferred 
from their Ll. This raises important questions: what do L2 listeners do when listening 
38 See Carroll (2004: 234-235) for differences between LIA and L2A in this regard. 
39 1 use the word naturalistic here to differentiate it from instructed L2A, because in the latter words 
are usually taught in isolation. 
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to their L2? Do they use segmentation procedures suitable for the L2 or do they 
transfer their Ll -specific procedures? 
Let us again start with our first segmentation cue (i. e. allophonic variations). A recent 
study (Altenberg 2005a) has directly addressed this question. Altenberg investigated 
if Spanish-speaking ESL learners were able to use L2 acoustic-phonetic cues (e. g. 
aspiration) to segment English continuous speech. Spanish has no aspirated 
consonants and therefore if these learners show that they use aspiration as a 
segmentation cue this can not be the result of transfer. Using a forced choice task as in 
Christie's (1974) study discussed above; adult English native speakers and advanced 
and intermediate Spanish ESL learners were aurally presented with naturally 
produced pairs such as Iou stops vs. loose tops and keep sparking vs. keeps parking 
placed within the carrier phrase 'sqy-------qgain'. Subjects were asked to indicate on 
an answer sheet which of the two phrases they heard by circling the correct choice. 
Altenberg found that whereas native speakers' mean percentage correct was 96.7% 
non-native speakers' mean percentage correct was only 58.5%, which is close to the 
result expected by chance as subjects had only two choices. Therefore, non-native 
speakers were significantly less capable than native speakers of using aspiration as a 
segmentation cue. However, as Altenberg noted, while this result shows that non- 
native subjects were far from native-like performance, the 58.5% was significantly 
better than the 50% expected by chance. Therefore, according to Altenberg this result 
indicates that Spanish ESL learners have learnt to sometimes use aspiration as a 
segmentation cue given that aspiration is not available in their Ll. Thus it seems that 
ESL learners can implicitly learn to use some allophonic cues in segmentation. 
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Let us now review what the research has to say regarding our second segmentation 
cue, i. e. prominence cues. First, several studies conducted with monolingual speakers 
suggest that- adult listeners do not show evidence of using a rhythmic segmentation 
strategy appropriate for the L2 if this strategy is different from their Ll strategy. It 
has been shown for example that neither English listeners (Cutler, Mehler, Norris and 
Segui 1986) nor Japanese listeners (Otake, Hatano, Cutler and Mehler 1993) use a 
syllable-based segmentation strategy when listening to French. Similarly, neither 
English listeners (Cutler and Otake 1994) nor French listeners (Otake et al 1993) used 
a mora-based segmentation strategy when listening to Japanese. 
If monolinguals apply their Ll prosodic segmentation strategy regardless of whether 
it is appropriate or not, it seems therefore that this inappropriate use is a major cause 
of the difficulty that faces beginning L2 learners. This also raises the question of 
whether L2 learners can acquire and adopt an L2-specific prosodic segmentation 
strategy. Cutler, Mehler, Norris and Segui (1992) investigated this question with 
balanced English-French bilinguals. Subjects were grouped according to the language 
they preferred to keep in case of a brain injury. A target syllable detection task was 
used to investigate this question. In this task subjects'had to detect as quickly and 
accurately as possible a target syllable (e. g. ba- vs. bal-; pa vs. pal and sa vs. sal) in 
French and English words such as balcon, balance, palace, palmier, salad and 
salvage. Cutler et al. found that only when listening to French words the French- 
dominant group spotted the target ba faster in balance N6ere it corresponds to the first 
syllable than in balcon where the first syllable is bal and not only ba. The opposite 
. 
was true for the target bal. In other words, the French-dominant group spotted the 
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target bal faster in balcon than in balance. This was taken as evidence that the 
French-dominant group adopted a syllable-based (suitable for French) strategy when 
listening to French only. On the other hand, English-dominant bilinguals failed to 
show a syllabic segmentation strategy either in French or in English. These findings 
indicate that prolonged exposure to an additional language might not be sufficient in 
adopting a second specific metrical segmentation strategy. This encouraged Cutler et 
al. to conclude that in some aspects of speech processing bilinguals might be 
"functionally monolingual" (ibid: 409) (but see Sanders, Neville and Woldorff 2002 
for evidence that a second specific metrical segmentation strategy can be acquired) 
However, evidence from the use of phonotactic cues suggests something different 
from Cutler et al's conclusion. Weber and Cutler (2006) have shown that proficient 
German ESL learners use both their native German phonotactic constraints and non- 
native English ones when lexically segmenting speech in English. Weber and Cutler 
set out to see whether advanced German ESL le'arners were affected by their Ll 
phonotactics when segmenting speech in EngliSh. 40 Using a word spotting task, they 
were able to investigate this question by manipulating the phonemes directly 
preceding the initial phoneme. of a particular word to produce four different 
conditions. As Weber and Cutler note, this allowed them to compare the detection of 
the same target word in different conditions, thus controlling potential confounds such 
as word frequency and Neighbourhood Density (discussed in section 3.5 below). 
These conditions were: (a) a boundary in both English and German (e. g. pumlock); (b) 
a boundary only in English (e. g. garflock); (c) a boundary only in German (e. g. 
marslock); and (d) a no boundary condition (e. g. f4plock). It should be noted that the 
111 will discuss this study in detail as it is the most relevant and similar study to one of the tasks (Word 
Spotting) I used, see Chapter 4. 
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no boundary condition here is different from the one in McQueen's study previously 
discussed. In that study, not only was there no aligrunent, but also there was 
misalignment where there should be a boundary between the first and second 
phonemes of the following nonsense syllable (e. g. pil in pilm. rem /mr/ is illegal in 
Dutch and therefore /m/ will be attached to pil therefore delaying its recognition). It 
can be argued that in this kind of design (i. e. McQuedn's) the source of the effect 
might not be clear. In other words, we do not know whether it was due to a presence 
of a boundary between the target word and the nonsense syllable or a presence of a 
boundary within the nonsense syllable which would keep a phoneme attached to the 
target word. 
From CELEX41 lexical database (Baayen, Piepenbrock and van Rijn 1993) Weber and 
Cutler selected 36 1-initial and 32 w-initial monosyllabic words as target words. The 
preceding nonsense syllables, whose last phonemes determined the required 
conditions, were constructed using long vowels, diphthongs or vowels plus /r/ (e. g. 
fum; rin). This way the syllable was phonotactically legal without the coda and 
therefore "the internal structure of the context syllable did not itself force a particular 
segmentation" (ibid: 599). Thus, the two segmentations (e. g. /zai#fli: f/ and 
/zai f#1 i: f/) are both legal in English. 
Weber and Cutler arranged the 68 target words with their appended contexts and 
fillers into four different lists whereby each target word appeared once in the list in a 
certain condition. Although Weber and Cutler do not report their reasons, this kind of 
design has two advantages. First, each subject will only have to spot 68 words instead 
" CELEX is the Dutch Centre for lexical infonnation. Its. homepage can be accessed on 
http: //www. m. nl/celex/. 
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of 272 (68x4). Second and more importantly, this controls the effect that repeated 
exposure to the same word (if the subject had to spot the word four different times) 
would have on'its detection. Weber and Cutler presented their stimuli items to their 
subjects (48 Gennan-speaking advanced L2 learners of English and 48 native 
speakers of American English who were used as a control group) using a laptop 
running the Nijmegen Experiment Set-Up (NESU) experimental software (Baumann 
et al. 1993). This software measured reaction times from target offset and recorded 
them. Subjects were also asked to say the spotted word aloud for accuracy results. 
Weber and Cutler compared RTs and miss rates (number of times target words are 
missed) in the first three conditions to those in the no boundary condition to find out 
which condition produced the greatest effect for both listener groups. What they 
found out was that words in the common boundary conditions (e. g. pumlock) were 
spotted the fastest and most accurately. In addition, both groups spotted words in the 
English boundary condition (e. g. garflock) faster and more accurately that those in the 
No boundary condition (e. g. juplock). Finally, only the L2 - Gennan listeners 
responded significantly faster and more accurately to words in the German boundary 
condition (e. g. marslock). Figure 3.3 shows their results expressed as mean 
percentage reduction in RT and miss rate for each listener group in each boundary 
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Figure 3.3 Weber and Cutler's (ZUU6) Word ýipotting Task results expressed as mean percentage 
reduction in RT and miss rate, for each listener group in each boundary condition (Common, English, 
German) compared with the no boundary condition (From Weber and Cutler 2006: 603). 
These results. are interesting. On the one hand, they show that unlike the case with 
prosodic cues, advanced L2 learners can actually exploit phonotactic constraints 
specific to their L2 in lexical segmentation. On the other hand, they show that L2 
listeners transfer their LI phonotactic constraints when they are listening to their L2 
even if these phonotactics are not informative in the L2 (ibid: 604). 
However, these results leave very important questions unanswered. First, the non- 
native subjects in this study were very proficient, having received an average of 15 
years of training in L2 English and therefore their knowledge of English was 
described as 'excellent'. Thus, their results do not show us how fast L2 phonotactics 
can be acquired. Do EFL leamers at intennediate or lower levels show the sarne 
knowledge? Second, this study showed us that L2 learners transfer their LI 
phonotactic constraints when listening to their L2 even when these constraints were 
not appropriate in L2. This latter result raises two questions: first, what role can 
instruction play in minimising this transfer? And second, what role can instruction 
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play in the acquisition and use of L2 phonotactics in lexical segmentation especially 
in FL contexts where subjects receive very little naturalistic input? 
42 
3.4 Teaching Phonotactics 
The previous section discussed the language specificity of three important 
segmentation cues-. Although these cues are language specific, evidence from studies 
that investigated the use of prosodic and phonotactic cues suggests that adult listeners 
deploy their LI cues when listening to an L2. Thus, when cues in the two languages 
do not coincide boundaries may be falsely detected. The problem is that available 
evidence from the use of prosodic cues (e. g. Cutler et al 1992 discussed above), 
suggests that prolonged exposure to an L2 may not enable listeners to use L2-specific 
segmentation strategies. As a result Cutler (1994) claimed that only one dominant 
prosody-based language-specific segmentation strategy such as the Metrical 
Segmentation strategy in English can be used. But Field (2001) has argued against 
such a claim which suggests that any attempt to train EFL learners, for example, to 
segment based on the strong syllable is useless as according to Cutler (1994) this 
EFL-specific segmentation strategy can not be acquired. A conclusion that remains to 
be investigated. 
The present study on the other hand, investigates the teachability of phonotactic cues. 
Recall that Weber and Cutler (2006) found that, although very advanced EFL learners 
used English phonotactic constraints, they however transferred their German ones 
when listening to English. This raises the question of how far explicit teaching of 
English phonotactic constraints can help less advanced EFL learners improve their 
42 This applies to the Saudi context which was discussed in the introduction chapter (Chl). 
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lexical segmentation of English, by exploiting English phonotactics and hindering the 
transfer of Ll ones. 
In what way can instruction of phonotactics help in their acquisition? One way is that 
instruction can play a role in prompting learners' noticing, which has been claimed to 
I 
be necessary in converting input into intake. In his Noticing Hypothesis Schmidt 
(1990,1994,1995) maintains that input must be consciously noticed in order to 
become intake. How can this hypothesis be applied to our current target of 
instruction? If our Arabic -subjects are to acquire the phonotactic constraints of 
English, they need to notice that certain consonant clusters are absent within words in 
English. Therefore, it is Noticing ofAbsence which is required. 
Highly proficient L2 learners, as Weber and Cutler (2606) have shown, managed to 
'notice' the absence of certain consonant clusters in English implicitly (i. e. they were 
not taught English phonotactics). However, our current EFL subjects, as was 
discussed in Chapter 1, are not likely to have been exposed to much naturalistic input. 
Here, the role of instruction is to provide them with a shortcut to acquiring English 
phonotactics and to aid in lexical segmentation by making the best out of the little 
input they receive. 
In this section the role that phonotactic constraints play in lexical segmentation has 
been discussed. However, recall that in the beginning of section 3.3.3 1 explained that 
phonotactics has not only been treated as categorical (i. e. legal vs. illegal) but also as 
probabilistic. The next section discusses phonotactic probability and how studying it 
can provide answer to both theoretical and pedagogical questions. 
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3.5 Phonotactic Probability 
Phonotactic probability or probabilistic phonotactics which refers to "the frequency 
with which phonological segments and sequences of phonological segments occur in 
words in a given language" (Vitevitch and Luce 2005: 193) has been shown to affect 
lexical segmentation (e. g. Gaygen 1997; Gaygen and Luce 2002). As discussed 
above, nevertheless, I have made it clear that in the present study, constraints and 
probability will be treated separately because the main aim of this thesis is to 
investigate the effect of teaching English phonotactics to learners of EFL on the 
lexical segmentation of English. Only phonotactic constraints but not probabilistic 
phonotactics can be taught. Therefore, it was stated -that the role of probabilistic 
phonotactics as a segmentation cue will not be investigated in this thesis. However, 
probabilistic phonotactics not only has a role as a segmentation cue. 9-month-old 
infants prefer to listen to nonsense words containing high rather than low probability 
segments and sequences of segments (Jusczyk, Luce and Charles-Luce 1994). 
Additionally it has been shown using various tasks that phonotactic probability has 
different effects on adults' speech processing in lexical decision, repetition and word- 
likeness judgement tasks of an LI (Bailey and Hahn 2001; Vitevitch, Luce, Charles- 
Luce and Kcmmer 1997; Vitevitch and Luce 1998; 1999; Vitevitch and Luce 2005). 
This thesis will take previous research a step further by investigating the role that 
probabilistic phonotactics plays in the speech processing of a FL. 
One of the studies that asked if phonotactic probability affects the processing of 
spoken words was Vitevitch ct, al. (1997). They used two tasks for investigation: a 
non-word rating task and a speeded auditory repetition one. In the first task, adult 
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native English speakers were asked to use a ten-point scale to rate how English-like 
the auditorily presented non-words sounded, with number I in the scale labelled 
"Good English Word" and number 10 "Bad English Word". The non-words used 
were bisyllablic sequences which varied in their phonotactic probability. The 
mcasurcs used to dctenninc phonotactic probability wcre as follows: (a) positional 
segment frequency (how often a particular phonetic segment occurs in a position in a 
word), and (b) biphone frequency (the seginent-to-segment co-occurrence 
probability). In the other task (the speeded auditory repetition task), subjects were 
asked to repeat as quickly as possible the stimuli items, which were auditorily 
prcscnted. 
Vitevitch et al. found that adult subjects rated non-words with high phonotactic 
probability as being more English like than those with low phonotactic probability. In 
addition, in the repetition task, subjects repeated non-words with high ýfionotactic 
probability more quickly than those with low phonotactic probability. Vitevitch et al. 
used these findings as evidence that adult native speakers are sensitive to the 
phonotactic probability of their native language and that they use this in the 
processing and recognition of spoken words (see also Bailey and Hahn 2001 for 
similar findings using the rating task). 
However, such findings have proven to be problematic for some competition models 
of spoken word recognition discussed earlier in this chapter (see also Luce and Pisoni 
1998). Recall that those models posited a competition process which takes place 
among candidates before a word is recognised. In such a framework, Neighbourhood 
Density "the number of words or. neighbours that are phonologically similar to a given 
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word" (Vitevitch and Luce 2005), which is positively correlated with phonotactic 
probability (Vitevitch, Luce, Pisoni and Auer 1999), is expected to play a negative 
role in the recognition process. 43 In other words, words in dense neighbourhoods will 
be recognised more slowly than those in a sparse neighbourhood because they have to 
compete with a larger number of similar words (Luce and Pisoni 1998). Because of 
the positive correlation between neighbourhood density and phonotactic probability, 
stimuli with high phonotactic probability should be processed more slowly than those 
with low phonotactic probability. How then did Vitevitch et al's (1997) findings show 
a facilitative effect for phonotactic probability? 
This question engaged a number of researchers (e. g. Bailey and Hahn 2001; Vitevitch 
and Luce 1998; 1999; 2005). One possible explanation was provided by Vitevitch and 
Luce (1998; 1999). They hypothesised that there are two levels of processing: lexical 
and sublexical. In this framework, the facilitative effect of high probability 
phonotactics has a sublexical locus and can only show when non-word stimuli is used, 
thus taking out the lexicality of the stimuli. In so doing, lexical competition which 
would have taken place with real word stimuli does not occur and therefore does not 
slow the processing of the high probability phonotactics stimuli even if these stimuli 
reside in a dense neighbourhood. 
On the other hand, when real words are used, the lexical competitive effects will show 
and outpower the facilitative effects of phonotactic probability, resulting in a slow 
processing of the high neighbourhood density stimuli. However, Vitevitch and Luce 
(1999: 3 76) stressed that such a proposal does not assume that there are absolutely no 
" Typically, words from dense neighbourhoods have high phonotactic probability and vice versa. That 
is because words with high phonotactic probability are usually those with many similar words. 
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lexical competition effects for non-words or that high probability phonotactics can 
never facilitate processing of real words. Rather their specific claim was that 11 lexical 
competition dominates for words, whereas effects of phonotactics are the primary 
determinant of processing times for non-words" (ibid: 376). 
Vitevitch and Luce (1998) empirically tested this hypothesis by presenting native 
English subjects with monosyllabic words and non-words that varied in phonotactic 
probability and neighbourhood density. Phonotactic probability was determined using 
the same measures used in Vitevitch et al (1997). Neighbourhood density on the other 
hand, was computed by comparing a given phonemic transcription (constituting the 
stimulus) to all other transcriptions in an on-line version of Webster's Pocket 
Dictionary, a 20,000 word on-line lexicon containing computer-readable phonemic 
transcriptions. A neighbour was defined as any transcription that could be converted 
to the transcription of the stimulus by a one phoneme substitution, deletion, or 
addition in any position. Therefore, words such as tick, pit, piss and kick are all 
neighbours of the word pick. 
Two sets of words and non-words were generated: (1) high phonotactic 
probability/high neighbourhood density stimuli, and (2) low phonotactic probability/ 
low neighbourhood density stimuli. Using a speeded single-word auditory shadowing 
task, subjects were asked to repeat stimuli items as quickly as possible. Vitevitch and 
Luce's findings confirmed their hypothesis. They found that for the non-word stimuli, 
the same pattern of results in Vitevitch et al (1997) was obtained. That is, subjects 
repeated high probability/density non-word stimuli more quickly than low 
probability/low stimuli ones. However, high probability/density real words were 
repeated more slowly than low probability/density ones. 
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Vitevitch and Luce (1999; experiment 3) further examined their hypothesis by using a 
different method. They predicted that if their hypothesis was correct (that there are 
two levels of processing, lexical and sublexical), using a task that could engage 
lexical activation for both words and non-words would produce similarity 
neighborhood effects for both. Such task is the Lexical Decision Task. Since this task 
requires the correct classification of items into words and non-words, it has been 
argued that this task entails some lexical processing even for non-word stimuli 
(Goldinger 1996) in order to arrive at the correct classification. Therefore, the 
facilitative effect for high phonotactic probability in the non-word stimuli observed in 
the repetition task (Vitevitch and Luce 1998) will not show. In other words, high 
probability/density non-words will be responded to more slowly than low 
probability/density ones. Vitevitch and Luce (1999) presented 240 words and 240 
non-words that covaried in phonotactic probability and neighborhood density to 
, twenty native speakers of 
American English. Their findings matched their prediction. 
They found that just like real words, non-words with high probability/density were 
rejected more slowly than those with low probability/density. 
Using a variety of tasks, the studies discussed here have shown that probabilistic 
phonotactics has different effects on adults' speech processing of an Ll. It has been 
I 
shown to affect subjective rating of sequence typicality (Bailey and Hahn 2001; 
Vitevitch et al. 1997) and speed and accuracy of processing (Vitevitch et al. 1997; 
-. -Vitevitch and Luce 1998; 1999; 2005). These studies have also shown that 
phonotactic probability has a significant effect that is beyond and independent of 
neighbourhood density. 
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The present study takes these findings a step further by examining L2 English 
learners' sensitivity to the phonotactic probability of English. Such an attempt is of 
interest to Vitevitch and Luce's hypothesis regarding the operation of two levels of 
processing. More specifically, it can provide some insight regarding the source of 
phonotactic knowledge in a way that native speakers' performance can not. The 
specific claim I would like to make here concerns the difference between native 
speakers' and non-native (EFL in this case) learners' lexicons. The difficulty of 
dissociating the effect of phonotactic probability and neighbourhood density in native 
speakers lies in large part in the fact that adult native speakers have by definition 
completely constructed lexicons. The slow processing that takes place when high 
density stimuli are used is the result of lexical competition of the stimulus item with 
all similar words in the lexicon. The more dense the neighbourhood the longer it takes 
to arrive at the correct candidate. But EFL learners do not have as large an English 
lexicon. Thus, the lexicon, and more specifically neighbourhood density effects, are 
not expected to play the same role as for native speakers because of the different 
distribution of words in the two lexicons. In other words, whereas a word in a dense 
neighbourhood would have to compete with all similar words in a large native 
lexicon, such competition is expected to be. much less in a far smaller non-native 
lexicon. 
The scale of the competition for an EFL learner depends on the number of neighbours 
acquired by the leamer. Common albeit low-density words such as face, dog, home, 
book, wife, room are typically introduced earlier in teaching materials than uncommon 
albeit high density ones such as muss, ram and soar. The main point here is that the 
f 
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non-native lexicon is not as infonnative as a native one as far as its effect on 
processing is concerned. Therefore, if subjects in the current study (low-intermediat6 
EFL learners) show sensitivity to -stimuli that is high probability/ high density in the 
English native speaker's lexicon, this would provide other evidence that phonotactic 
probability effects are unique and are not only subsumed by neighbourhood density 
effects. 
Another relevant question that could be answered by the current study design (i. e. 
using non-native speakers) is the source of information regarding phonotactic 
probability. When Vitevitch, Luce, Charles-Luce and Kernmer (1996) found that 
native speakers' subjective rating in a non-word rating task was influenced by 
phonotactic probability, they wondered about the source of this inforniation. Is it 
"derived from exemplars of form-based representations of spoken words or is instead 
abstract knowledge of the probabilistic phonotactic, constraints of English"? (ibid: 84). 
For the same argument regarding the incompatibility of native and non-native 
lexicons discussed above, similar findings in the current study would suggest that the 
latter possibility is more plausible. 
Such findings would also have some pedagogical implications. Recent evidence 
(Storkel, Armbrflster and Hogan 2006) suggests that phonotactic probability facilitates 
learning of novel words (non-words paired with novel objects) by adult native English 
speakers. In other words, low phonotactic probability items are leamt faster than high 
probability ones because 
high-probability novel words may be deceptively similar to many other 
known sound sequences in the language, whereas low-probability 
novel words will stand apart from other sound sequences as unique. 
Based on this deceptive wordlikeness, learning may not be triggered 
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on first exposure to a high-probability sound pattern but may 
be immediately triggered -on first exposure to a low-probability 
sound pattern (ibid: 1188). 
Therefore, if EFL learners, similar to native English speakers, are found to be 
sensitive to the L2 English phonotactic probability, such sensitivity is predicted to 
have some practical implications. Among these are the speed of learning low- 
probability new words and the ease and speed of repetition and recall in testing of 
high probability phonotactic non-words (which can not be distinguished from novel 
words for EFL learners) as obtained with native speakers (Vitevitch et al. 1997; 
Vitevitch and Luce 1998; 1999; 2005). Consequently, presentation of new items in 
vocabulary teaching materials may need to be revised to follow a specific graded 
order compatible with such findings. 
3.6 Summary 
Two general views regarding what makes lexical segmentation of connected speech 
possible have been reviewed. Whereas the first view (Serendipitous Segmentation 
Models) considered segmentation to be a byproduct of word recognition, the latter 
(Explicit Segmentation Models),. which was supported by evidence from LlA, posited 
several types of infonnation that help listeners locate word boundaries. Three of these 
cues (allophonic, prosodic and phonotactic) have been reviewed. Evidence from a 
series of studies suggested that during the latter half of the first year of life infants 
develop sensitivities to these cues and start to use them soon afterwards in lexical 
segmentation. Adults listening to their Lls have also been shown to use these cues. 
Because none of these cues is sufficient when used alone, it has been argued that for 
lexical segmentation to be successful these cues must be used in combination. 
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Although these cues are language specific, evidence (specifically from studies that 
investigated the use of prosodic cues) indicated that adult listeners deploy them when 
listening to an FL. Thus, when cues in the two languages do not coincide false 
boundaries will be detected. The problem is that available evidence from the use of 
prosodic cues (e. g. Cutler et dI 1992 discussed above), suggests that prolonged 
exposure to an L2 may not in itself enable listeners to use an L2-specific segmentation 
strategy. Consequently, the current chapter concluded by proposing a role for the 
explicit teaching of one important segmentation cue, phonotactic constraints. Such 
teaching has the potential to enhance EFL learners' ability to segment connected 
speech in English and consequently help their listening comprehension ability. 
In this chapter, I also proposed investigating the effects of probabilistic phonotactics 
on the processing of EFL for important theoretical and pedagogical reasons. However, 
in the present study, as was clear from the above discussion, constraints and 
probability are treated separately. That is because the main aim of this thesis is to 
investigate the effect of teaching English phonotactics to learners of EFL on their 
lexical segmentation of English. Obviously, phonotactic constraints but not 
probabilistic phonotactics can be taught. Therefore, the role of probabilistic 
phonotactics in the processing of EFL, but not as a segmentation cue, is investigated 
in this thesis. 
As stated in Chapter 1, the current thesis aims to investigate four research questions, 
which for the sake of convenience I repeat here. 
1. Are Arabic speaking EFL learners sensitive to the phonotactic constraints of 
English and Arabic? 
126 
2. Are Arabic speaking EFL learners sensitive to the phonotactic probability of 
English? 
3. Do Arabic speaking EFL learners use the phonotactic constraints of English 
and Arabic in lexical segmentation of running speech in English? 
4. Can explicit teaching of English phonotactic constraints help improve Arabic 
speaking EFL learners' ability in lexical segmentation of English? 
investigating these research questions requires a sophisticated methodological 
design. Such a design is presented in the next chapter. This chapter also includes 
more detailed research questions and relevant hypotheses. 
127 
Chapter 4: Methodology 
4.1 Introduction 
As was discussed in Chapter 2, the current study is based on the idea that a great deal 
of L2 learners' listening problems are the result of lack of automaticity in their L2 
bottom-up listening skills. Therefore, it is assumed that a good way of teaching L2 
listening is by helping learners autornise the use of these cues. Consequently, a good 
way of testing the effectiveness of a bottom-up approach is by measuring its effect in 
enhancing the automaticity of learners' performance. 
Chapter 2 (Section 2.3-3) reviewed some studies investigating bottom-up listening 
skills. These studies used integrative tests such as dictation or general listening 
comprehension tests as measures. However, in the present study (studying the effect 
of teaching L2 phonology on L2 comprehension), the inappropriateness of using 
dictation as a measure lies in its assumed advantage in that it assesses so many 
things). In other words, any improvement in the post-test could not be directly 
attributed to improvement in the target of instruction as. other factors could come into 
play. Akita (2005), for example, observed in her experimental study, using dictation 
as a measure of improvement of subjects' perceptual abilities, that improvement in the 
post-test could not be directly attributed to improvement in the target of instruction. 
She had three groups: two experimental groups (a segmental group and a prosody 
group) and a control group. Her aim was to find out which method teaching EFL 
phonology at the segmental level (e. g. exercises in phonemic discrimination/minimal 
pairs) or teaching at the supraseginental prosody level would have a better effect on 
EFL learners' production and perceptual abilities. Dictation was the measure used to 
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test her subjects' perceptual abilities. After teaching her experimental subjects in both 
groups for one semester at a Japanese university she found out that all groups, 
including the control one, had improved with no statistically significant differences 
found. Such a study shows the difficulty of tracing the source of improvement when 
dictation is used as a measure. 
Moreover, in a dictation test, subjects, particularly slow writers, may make mistakes 
not because they did not comprehend the dictated sentences but simply because they 
could not recall what they heard. ' This is particularly true when dictated sentences are 
quite long (e. g. 7-11 words in studies by Henrichsen, 1984 and Ito, 2001, discussed in 
Chapter 2). In addition, the practice effect (i. e. the effect resulting froM using the 
same measure in training as well) may influence the results when dictation is used as 
an activity during the treatment. The same flaw applies to other integrative tests such 
as comprehension questions (particulary multiple-choice like those used by Brown 
and Hilferty (1987) discussed in Chapter 2 (Section 2.33)). In addition to the fact that 
they fail to pinpoint the source of the improvement, they do not show how much of 
the text subjects have understood to arrive at correct answers (Field 2003). 
Neither discrete-point tests (e. g. auditory discrimination tasks) alone nor some form 
of integrative tests are proper measures when the effect of teaching certain L2 
phonological rules on listening comprehension is investigated. On the one hand, 
discrete-point tests examine knowledge of certain linguistic units without revealing if 
this knowledge helps in processing the language. On the other hand, in using dictation 
as an integrative test, different factors could influence subjects, performance hence 
resulting in an inability to pinpoint the source of improvement. Therefore, if we teach 
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bottom-up cues we need to test bottom-up cues. In other words, if we are to pinpoint 
the locus of the effect of a bottom-up approach, we ought to identify a specific 
bottom-up skill, target it in instruction and then directly measure the effect using an 
appropriate method. 
For the argument presented above, another alternative is proposed here. This proposal 
takes viewing listening comprehension ability as involving different micro-skills like 
those proposed by Richard (1983) discussed in Chapter 2 (Section 2.2.3). Such a 
taxonomy, as Brown (1994) argued, helps teachers develop appropriate teaching 
methods for each of these skills and also use them as testing criteria. This is actually 
the methodology that was adopted in the current study. A micro-skill (i. e. ability to 
determine word boundaries) was targeted in instruction and then directly tested using 
a particularly suited measure (i. e. Word Spotting Task) as it allows investigating the 
effect of manipulating boundary conditions on the speed and accuracy of spotting 
target words. 
As was discussed in Chapter 3, the aim of the current research is twofold. The first is 
to test Arabic-speaking EFL learners' sensitivity to both the probability and the 
legality of English phonotactics. The second is to find out if they use the legality of 
English and Arabic phonotactics in the segmentation of English fluent speech and if 
explicit instruction could help improve their segmentation ability using English 
phonotactic cues. This entails the use of sophisticated experimental design and special 
tasks to provide the required data. 
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Unlike previous instruction studies which used measures that were either so general or 
metalinguistic in nature, the present study investigated the effect of teaching EFL 
phonotactic rules on three different levels: explicit, implicit and automatic utilization 
of the rules. First, I tried to find out if such instruction would result in explicit 
knowledge of the EFL phonotactic rules which could be applied when subjects are 
given enough time, hence the use of the Non-word Rating Task. Second, I tried to find 
out if such instruction would result in implicit native-like knowledge of the EFL 
phonotactic rules which could result in an implicit automatic sensitivity to these rules, 
hence the use of the Lexical Decision Task. Finally and most importantly, I tried to 
find out if phonotactic training would result in implicit, automatic and native-like 
utilization of these phonotactic constraints in the lexical segmentation of EFL, hence 
the use of the Word Spotting Task. Using such a design enables us to determine 
whether non-native speaking subjects' bad online performance, for exwnple, is 
because they do. not know the rules or because they have accurate phonotactic 
knowledge but are unable to apply such knowledge during on-line processing 
(Altenberg 2005b). 
In what follows, a detailed description of the design and the tasks used is discussed. In 
addition, an account of how these tbLsks are to answer our research questions is 
provided. An overview of the treatment used in the study will also be presented. 
. However, before doing so, an account of the participants will be given. 
4.2 Subjects 
The nature of the present study required the use of three groups: a native control 
group to which the non-native groups' results were compared, a non-native 
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experimental group which underwent the treatment (discussed below), and a non- 
native control group. 
4.2.1 Native English speaking control group 
12 native speakers of North American English comprised the native control group. 
Nine of them (seven female, two male) were undergraduate students at Newcastle 
University as part of an exchange program with American universities. One female 
participant was a postgraduate student at the school of Education, Communication and 
Language Science. The remaining two participants were lecturers at Newcastle 
University and Durharn University. All participants excluding the two lecturers were 
paid f. 10 each for participating in the study. None had knowledge of Arabic. Before 
participating in the tasks, each participant was explicitly informed that the tasks were 
part of a PhD thesis and that their identity would remain anonymous. 
Choosing native speakers of North American English as a control group was for a 
good reason: the input that Arabic-speaking EFL learners participating in this study 
are exposed to is mainly of North American accented. This is important because in the 
treatment (discussed in section 4.4.5) subjects were set listening tasks during which 
they listened to naturally spoken American English input through the media. That is 
also why the person who recorded the items in the sound files used in the tasks was a 
(female) native speaker of North American English, thus minimising the possible 
effect that a different accent would have on processing times and recognition of 
certain differently pronounced words. What also helped control a potential confound 
is that calculating the phonotactic probability of our non-words, as will be discussed 
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below, was based on log-frequency-weighted counts of words in North American 
English. 
4.2.2 Non-native groups 
The EFL learners who participated in the study were 48 Arabic-speaking male 
undergraduate students at the Department of English Language and Translation, Al- 
Qassim University in Saudi Arabia. Worth mentioning is that AI-Qassim province, 
where the university is located and where students stay at least during tenn-time, is 
neither a tourist destination nor industrial and therefore does not attract foreigners 
including native English speakers. In addition, lecturers at the department are all non- 
native English speakers. As a result, subjects' chances of mingling with native 
English speakers during term-time are minimal, thus controlling to some extent the 
types and mnount of input they received. 
There were two practical reasons for choosing subjects from this department. Firstly, 
there was easy access and facilitation of administrative procedures due to the direct 
connection of the researcher to this department. Secondly and more importantly, 
recall that spoken Arabic has dialects with different phonotactic rules and phoneme 
inventories. The researcher's knowledge of the dialect spoken in this area, being his 
native dialect, was crucial in the choice of the test items used in the tasks, as will be 
shown in section (4.4.1.1). 
The average age of the subjects ranged from 18-20 with an average of 19 years. 
English study in this department takes four years, which is divided into eight one- 
semester-long levels with students at level I classified as low-beginners and those at 
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level 8 as advanced. Participants in the present study were at Level 3 and therefore 
classified as low-intermediate. Prior to joining the department, students had already 
studied English for six years in the intermediate and high school stages. However, due 
to the methodology (mainly the Grammar-Translation Method) adopted in teaching 
English at these stages and other educational and social factors, students in Saudi 
Arabia graduate from high schools with a very low level of English, particularly in 
terms of their oral communicative ability. 
There were two reasons for choosing students at an intermediate level as subjects for 
the study. First, subjects at a beginning level are likely to be struggling with listening 
problems resulting from a small EFL vocabulary and insufficient knowledge of the 
phonological system of English. Therefore, they may have not been ready yet for the 
new methodology (i. e. phonotactics teaching) adopted, which assumed some 
knowledge of these things. Intermediate-level subjects are assumed to have the basic 
required knowledge of EFL. Consequently, their margin for improvement resulting 
from treatment was assumed to be adequate. These reasons made the intermediate- 
level subjects a better choice. In addition, subjects were particularly chosen from level 
3 because at this level students take a listening module which the researcher was able 
to take over to give the treatment. 
Prior to the pre-tests, two subjects reporting hearing problems were eliminated from 
the study. Additionally, the pre-Aest results of three subjects were discarded due to 
their irregular attendance and those of another three for their incompliance with the 
listening tasks given during the treatment. This left 40 subjects, who all reported no 
history of speech or hearing disorder. The 40 subjects who fully participated were 
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equally divided into two groups: a control and an experimental group. Three criteria 
were taken into consideration in dividing the subjects into these groups: first, the daily 
average time the subject was exposed to natural English input through the media; 
second, the subject's grade point average (GPA) scored at the end of level 2; last, the 
subject's final mark of the listening module scored at level 2. Subjects with similar or 
identical scores were put into different groups. Table 4.1 shows mean scores of these 
criteria for the control and experimental groups. 
Table 4.1 Non-native subjects' mean scores in the three criteria upon which the division process into 
control and experimental groups was based. 
Daily exposure to GPA Scored at level 2 listening module 
naturalistic input mark scored at level 2 
Control group 7 minutes 3.53 out of 5 78 out of 100 
Experimental group 9 minutes 3.61 *out of 5 74 out of 100 
Subjects participated in the study as part of their Level 3 listening'module. However, 
prior to the pre-tests, subjects were explicitly infonned that these tests were part of a 
PhD study and that participation was optional. In addition, they were also made aware 
that the study conducted would not affect their official assessment in any way. See 
appendix A. 1 for the consent form subjects signed prior to the experiment, which also 
included a survey based on which the distribution of subjects into control and 
experimental groups was made. 
4.3 Design 
The study followed a pre-test-treatment-post-test design. Tasks that were used in the 
pre-tests and post-tests are discussed in section 4.4 below. After the pre-tests, subjects 
in both the experimental and control group were taught by the researcher during an 
eight-week long tenn for about one and a half hours a week (see section 4.4.5 below). 
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Whereas the control group received standard instruction in listening comprehension 
with no special reference to phonotactics, subjects in the experimental group were 
taught the same materials as the control groups in addition to explicit teaching and 
different types of activities with English phonotactics, discussed in section 4.4.5. 
After the treatment period, subjects were then immediately post-tested with the same 
tasks. In the following section, a detailed description of the tasks used is presented. 
4.4 Task overview 
Three tasks were used in the present study, namely Non-word Rating, Lexical 
Decision and Word Spotting. Whereas the aim of the Word Spotting Task was to test 
subjects' ability to use English phonotactics in the segmentation of English connected 
speech, the first two tasks (i. e. Word Rating and Lexical Decision) had one aim. This 
was to test subjects' sensitivity to the probability and legality of English phonotactics. 
Using two tasks to answer the same question was important. Recall that in the present 
study a treatment follows the pre-tests followed by post-tests. As discussed above, 
using two tasks was necessary to pinpoint the source of improvement, if any, in 
subjects' sensitivity to the legality of English phonotactics in the post-tests. In other 
words, it shows us if the improvement is just due to knowing phonotactic rules that 
can be applied only when enough time is given or whether it is due to an implicit 
native-like knowledge of these rules which can show in online processing. More 
specifically, the Word Rating Task, with the time it affords, may allow the subjects 
(as will be shown in section 4.4.1) to use the metalinguistic knowledge resulting from 
explicit phonotactic teaching during the treatment in judging illegal non-words. The 
Lexical Decision Task (discussed in section 4.4.2), on the other hand, denies them a 
very important condition for metalinguistic knowledge to be used. This condition is 
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time. Therefore, using both tasks was necessary to have some insight into the type of 
knowledge being used by subjects in judging non-words stimuli in different 
phonotactic conditions. Is it just metalinguistic knowledge or native-like knowledge 
that could show as different M in responding to different phonotactic conditions in 
the Lexical Decision Task? In other words, would subjects' perfonnance show signs 
of automatcity as discussed in Chapter 2? The following sections describe the three 
tasks used in the study. 
4.4.1 Non-Word Rating 
Using a scale as in (1), the Non-word Rating Task requires subjects to rate non-words 
depending on their perceived typicality of the language in question. 
1) Very non-typical =12345 Real word = Very typical 
This task design has been previously used by researchers to study the effects of both 
phonotactic probability and neighbourhood density (Bailey and Hahn 2001), 
phonotactic probability and non-word length (Frisch et al 2000) and phonotactic 
probability and metrical influences (Vitevitch et al. 1997) on native speakers' ratings 
of non-words. It has also been used to investigate the effect of phonotactic legality on 
subjective ratings of non-word stimuli (Altenberg and Cairns 1983; Altenberg 2005b; 
Coleman and Pierrehumbert 1997). Unlike other tasks where other factors may come 
into play, Bailey and Hahn argued that subjects, sensitivity towards sequence 
typicality of non-words in the word-likeness (i. e. non-word rating) task is the 
predominant factor for their ratings. Taking into consideration the relatively longer 
time that this task affords subjects in addition to the unambiguous procedure it 
follows, this claim sounds plausible. 
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Another reason for using Non-word Rating along with the Auditory Lexical Decision 
task in the current study, as discussed in the previous section, was to determine what 
type of knowledge is being used. That is crucial because we are testing subjects' 
sensitivity not only to phonotactic probability but also to phonotactic legality, which 
is rule-govemed and teachable. 
4.4.1.1 Materials for Non-Word Rating Task 
36 monosyllabic non-words were prepared as test items for this task. 12 of these items 
were monosyllabic non-words starting with illegal onset clusters in English such as 
/dl/ in /dlaus/. In six of these items, the consonant clusters are illegal both in English 
and Arabic (henceforth illegal in 2) (e. g. fflý whereas in the other six items they are 
illegal only in English (henceforth illegal in 1) (e. g.. /mr/). In order to control for the 
effect that the phonotactic probability of the syllable starting at the second consonant 
of the non-word (e. g /laus/ in /dlauso may have on results the p4onotactic 
probabilities of these syllables were always low. See appendix A. 3 and AA for a 
complete list of these items along with statistics of phonotactic probability for the 
syllable starting at the second consonant of the non-word. 
As was discussed in Chapter 1, standard Arabic (SA) does not allow two-member 
consonant clusters in syllable onsets. Yet, SA is the native language of only a small 
number of Arabs and dialects in various countries may allow clusters. However, in 
most Arab countries, SA is learnt at schools from an early stage. Additionally, 
Modem SA, a variety of Arabic that follows most of SA phonological rules, is used in 
religious contexts, formal lectures and the media. Thus whereas Arabic speakers 
speak different dialects as their LI, their knowledge' of SA and MSA may vary 
depending on exposure. Thus, our EFL learners' knowledge of SA and MSA was 
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taken into consideration when preparing the test items. Since SA and MSA do not 
allow any initial consonant clusters, they were ruled out as potential confounds in 
preparing the test items starting with illegal consonant clusters. On the other hand, 
subjects' native dialect (i. e. Qassimi Arabic (henceforth QA))44 was taken into 
consideration. But since this dialect is understudied, certain procedures were followed 
to arrive at the illegal consonant clusters in it. 
Initially, the researcher collected 25 initial two-member consonant clusters. Some of 
these clusters were illegal and others were legal in English based on the inventory 
provided in Yava§ (2006). Being his native language, the researcher could identify 13 
of these initial clusters (six were illegal in English and seven were legal) which were 
used word-initially in QA words. Nevertheless, this did not guarantee that these 
clusters were perfectly legal in the QA dialect. When pronouncing these words, 
epenthetic vowels may be used to break up these clusters. As a result, another 
procedure was used. The researcher suffixed a nucleus and a coda to each onset 
cluster, producing 13 non-words such as /glauo/ and /mref/ (see Appendix A. 2 for a 
complete list). These 13 non-words were then recorded by the researcher on a tape 
recorder. Care was taken so that no epenthetic vowels were inserted before or between 
the two phonernes in the double consonant clusters. Five Saudi ESL learners who 
were postgraduate students at UK universities and whose native dialect was QA were 
asked to judge if they heard a vowel before or between the first two consonants of 
each of the 13 non-words. Each subject listened to the non-words individually and one 
at a time. After each word the researcher asked the subject if he could hear a vowel 
between the two consonants. For a cluster to be regarded as legal in QA, four of the 
44 1 call this dialect Qassimi Arabic after the area where it is spoken. 
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five subjects had to report not hearing a vowel either before or between the two 
consonants. Only definite answers were counted. This condition applied only to eight 
clusters. These clusters are /dl/, /mr/, /bw/, /fl/, /kl/, /gr/, /kw/, /Ow/. Not hearing 
epenthetic vowels between the phonemes that were illegal in English (/dl/, /mr/, /bwO 
indicates that subjects. were primarily using their LI phonotactic knowledge in 
judging the legality of these clusters. 
The second 12 items of the 36 test iteins were monosyllabic non-words with high 
phonotactic probability in English as determined by two measures discussed below. 
The last 12 items were monosyllabic non-words with low phonotactic probability in 
English (see Appendices A. 3-A. 7) for a complete list of the items used in this task). 
Restricting the stimuli to monosyllables helped the researcher avoid the complexities 
of stress placement and syllabification (Bailey and Hahn 2001). Unlike the first 12 
items, which contained illegal initial consonant clusters, the other 24 items consisted 
of sequences of phonemes that are perfectly legal in English. They only differed on 
phonotactic probability. There were also 20 monosyllabic real word fillers which were 
not included in the analysis. Similar to Bailey and Hahn (2001) it was believed that 
including real words would encourage the processing of the items as "linguistic 
entities and not as disembodied sound sequences" (ibid: 574). 
The two measures used to determine phonotactic probability were as follows: (a) 
positional segment frequency (i. e. how often a particular phonetic segment occurs in a 
position in a word), and (b) biphone frequency (i. e. the segment-to-segment co- 
occurrence probability). To calculate these two probabilities, the researcher used a 
web-based interface designed by Vitevitch and Luce (2004). The estimates used in 
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this phonotactic probability calculator were derived based on log-frequency-weighted 
counts of words in the 1964 Merriam-Webster Pocket Dictionary which contains 
about 20,000 English words, and the log values of the frequencies with which those 
words occurred in English based on the counts in Kucera and Francis (1967). 
in Leigh and Charles-Luce (2002) high and low phonotactic probabilities were 
computed on 952 CVC words. Based on these words, a median split was determined 
for the sum of the positional frequency (0.144) and (0.0047) for the sum of biphone 
frequency. In the current study the same median for the sum of the positional 
frequency was used. However, the sum of biphone frequency was (0.0045) instead. 
The reason for this is that one high probability item in the current study had the sum 
of biphone frequency of (0.0047) and other two had the sum of biphone frequency of 
(0.0046). The slight change in the median split was not expected to be significant as 
the highest sum of biphone frequency in the low probability items was (0.0027). Sums 
above these medians (i. e. (0.144) and (0.0045)) were considered high probability 
patterns and sums below these were considered low probability patterns. 
Non-words that were classified'as high probability patterns consisted of segments 
with high phoneme positional and high biphone probabilities. For example, in the 
high probability non-word Amll, the consonant /t/ is of high frequency in the initial 
position, the vowel he/ is relatively frequent in the medial position, and the consonant 
/I/ is frequent in the final position in English. A high probability pattern is the sum of 
I 
these positional frequencies. In addition, the biphone co-occurrences consisted of high 
probability initial consonant-vowel and vowel-final consonant sequences (e. g., /t/ 
followed -by /m/ and /m/ followed by /I/ in the non-word /tml/. A high probability 
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pattern is the sum of these biphone frequencies. Non-words that were classified as low 
probability patterns consisted of segments with low segment positional probabilities 
and low biphone probabilities in American English. For example, the low probability 
non-word /zu6/ consists of a low probability initial consonant /z/, a medial vowel /u/ 
and final consonant /6/. Additionally, the biphone probability of initial consonant- 
vowel sequences (/zu/) and vowel-final consonant sequences (/u8/) are low frequency 
co-occurrences. Like the high probability pattems, the low pattems are the sums of 
the positional frequencies and the biphone co-occurrences. For the high probability 
phonotactic non-word stimuli, the average segment and biphone probaýilities were 
(. 1754) and (. 0066), respectively. For the low probability stimuli, the average segment 
and biphone probabilities were (. 0443) and (. 0008), respectively. For complete lists of 
the items used in this task with teir probability statistics see Appendix A. 3- A7). 
Because EFL learners' sensitivity to phonotactic probability in English was to be 
tested, a very important point had to be taken into consideration in preparing the 24 
high and low phqnotactic probability non-words. As discussed in Chapter 3, in most if 
not all studies that tried to examine the sensitivity to phonotactic probability, native 
speakers' (usually children or monolinguals) sensitivity to the phonotactic probability 
of their native language was examined. In this case, the researcher may not have to 
worry about subjects using their phonotactic knowledge of another language in 
responding to the stimuli. In the current study, the case is different. Asking EFL 
learners to rate how English-like a non-word is (in the Non-word Rating Task) or to 
decide if a monosyllabic sequence is a real English word or not in an online task (the 
Lexical Decision Task, discussed below) does not guarantee that those learners will 
use only their knowledge of the target language (English) phonotactics. It is not 
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unlikely that subjects in this study will use their sensitivity to the phonotactic 
probability of their LI (QA) when the phonemes used in constructing the non-word 
stimuli are also available in their LI inventory. This is more likely to happen in the 
lexical decision task due to the time constraint. 
As a result, the researcher had'to take two measures in constructing the non-word 
stimuli for the current study. Recall that phonotactic probability is determined by: (a) 
positional segment frequency (i. e. how often a. particular phonetic segment occurs in a 
position in a word), and (b) biphone frequency (i. e. the segment-to-segment co- 
occurrence probability). In CVC'sequences, the latter is heavily reliant on the medial 
vowel (nucleus) because, as discussed above, the biphone frequency is the sum of the 
initial consonant-vowel and vowel-final consonant frequencies (e. g., /t/ followed by 
/ae/ and he/ followed by /I/ in the non-word Amll. 
Therefore, the first measure I took to prevent LI interference was to choose English 
vowels in the medial position that are missing in both SA and QA (/A/; /a i /; /e/; /o 10. 
This measure also affected the positional probability which is the sum of the three 
positional frequencies including the medial segment (vowel). The other measure was 
to include a consonant in the initial or final position that is also missing in SA and QA 
(v, p, 3). This way, if subjects still use their LI phonotactics in responding to the 
stimuli, this will only affect their judgment of the positional frequency of one segment 
assuming that the positional frequency of this segment is different in the two 
languages. In four items of the high probability stimuli a different measure was used. 
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45 This measure involved using a vowel that is used in SA and QA (/i/ and /mo but 
using two of the missing consonants in SA and QA (i. e. v, p and 3) in initial and final 
position. This measure will lead to the same result attained by using the first two 
measures. 
4.4.1.2 Procedure 
The 56 items (20 real word fillers and 36 test items) were randomised and then 
recorded via a microphone onto a computer. Recordings were done by a female native 
speaker of North American English using Cool Edit Creative Wave Studio software, 
version 5.00.06. They were sampled at 22-050 kHz 16 bit, mono. These recordings 
were then edited into a sound file, saved on a computer hard disk and saved on disc. 
The native speaker was asked to avoid inserting epenthetic vowels before or between 
consonants in the items starting with illegal English consonant clusters. 
Since the effect of orthography on our results by using spelling or phonetic 
transcription of the items was possible, a better way to help subjects track the items 
was used. The native speaker recorded the numbers from 1-56 onto the same 
computer software and the numbers were then saved in another sound file. After that, 
the numbers were inserted before each of the 56 items producing a sound file with 
numbered items. The between-item silence was next adjusted so that there was 
exactly a four-second silence between items. This sound file was then recorded into a 
tape recorder using a digital-analogue converter. 
45 This was due to inability to create more high phonotactic probability items using the first two 
measures. 
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Whereas native speakers were tested individually using this and all other tasks, EFL 
subjects were pre-tested with this task in one group. Native subjects performed the 
Non-word Rating Task individually because first, they were given different 
convenient time slots to perform the task and second, A language lab was not easily 
accessible even if they had been able to be tested at the same time. However, all 
subjects performed this task aftdr performing the Lexical Decision one. There was a 
good reason for this. Since the same test items were used in the Lexical Decision 
Task, piloting as discussed below, showed that a second presentation of the items in 
the Lexical Decision Task affected reaction times (henceforth RTs) more than a 
second presentation of the items in the Non-Word Rating task affected ratings. 
When testing native speakers and to ensure maximum understanding of the task, the 
researcher thoroughly explained to each native subject the requirements of the task. 
Subjects were first given a questionnaire (see appendix A. 8 numbered from 1-56 with 
a scale of typicality from 1-5 and RW standing for real word at the right of the highest 
score in the rating scale under each number as in (2). 
(2) Very non-typical = 12 345 RW= Very typical 
Each subject was told that s/he would listen to a list of 56 numbered items. Some of 
these items were real English words and others were made up words. The subject's 
task was to judge how English-like each item sounded and to record their judgment by 
circling a number on the scale with number (1) representing the least English-like and 
number (5) the most English-like. If the subject thought that the item was a real word 
s/he had to circle RW standing for 'real word, which was the sixth option on the 
scale. 
145 
Testing their subjects with the word likeness (Non-word Rating) task, Frisch et al. 
(2000) provided them with descriptors for each point on the 7 point scale they used. A 
rating of I for exmnple was described as "low-impossible-this word could never be a 
word of English". In the present study, it was believed that providing subjects with 
such a clear description of what each number on the rating scale means was an 
indirect way of guiding them to choose what they were -expected to. Recall that some 
of our items were low probability and others were low probability rimes preceded by 
illegal clusters. Therefore, telling subjects that number (1) means that the non-word 
can never be a word in English could have guided them to assign number (1) to non- 
words starting with the illegal cluster all the time. In the current study the aim was to 
know how subjects' implicit knowledge, not explicit knowledge and an explicit 
description of what each rating means, would lead them to differentiate between the 
two categories. 
Using headphones, native English-speaking subjects listened individually to the 
aurally presented items at a comfortable listening rate with 4 second-intervals 
between the items. Subjects first listened to three practice items to familiarize them 
with the task. These were one high phonotactic probability item, one low phonotactic 
probability item and an item starting with illegal consonant cluster. For the non-native 
subjects the same procedure was followed except that the subjects were tested in one 
group and the items were presented using an audio tape played using a Sony analogue 
language laboratory. Non-native subjects sat in separate booths and listened using 
built-in headphones. For a complete list of the items in the order they appeared in the 
task see appendix A. 9. 
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4.4.1.3 Research questions and hypotheses 
The main research question that the Non-word Rating Task tried to answer was if 
Arabic speaking EFL learners are sensitive to both the legality and probability of 
English phonotactics and the legality of Arabic phonotactics when presented with 
EFL items. More specifically, this task tried to answer our research question (1) Are ' 
Arabic speaking EFL learners sensitive to the phonotactic constraints of English and 
Arabic? And research question (2) Are Arabic speaking EFL learners sensitive to the 
phonotactic probability of English? However, since a native English-speaking control 
group took part in this study, I will present the hypotheses regarding the native control 
group's results first. For the native group, it has been hypothesised that they will show 
sensitivity to both constraints and probability of English phonotactics and therefore 
the relevant hypotheses are as follows: 
Hypothesis 1: Native English speakers will rate the stimuli items in the illegal in 2 
(English and Arabic) and illegal in I (English) conditions lower and with fewer errors 
(classifying a non-word as a real word) than those in the low probability condition. 
Hypothesis 2: Native English. speakers will rate the stimuli items in the low 
probability condition lower and with fewer errors than those in the high probability 
condition. 
Certain facts encourage predicting a particular perfonnance by the non-native subjects 
in the Non-word Rating Task. Recall that our subjects are low-interinediate level EFL 
learners of English. Therefore, their chances of having been exposed to InUch 
naturalistic English input, which would have built their sensitivity to the phonotactic 
probability of English, are minimal (see Table 4.1). On the other hand, and in addition 
147 
to the above reason, our non-native subjects were not taught English phonotactic 
rules, 46 and therefore one may assume that they would not show sensitivity to 
phonotactic legality in English. However, all this infonnation is hypothetical and 
therefore null hypotheses were taken regarding non-native subjects' performance in 
the Non-word Rating Task. These are as follows: 
Hypothesis 3: Nori-native speakers will show no difference between their ratings or 
error rates in the illegal in 2 condition, illegal in 1 condition and the low probability 
condition. 
Hypothesis 4: Non-native speakers will show no difference between their ratings or 
error rates in the high probability condition and the low probability condition. 
4.4.2 Auditory Lexical Decision 
The Lexical Decision Task has previously been used in two different forms: the visual 
fonn (e. g. Altenberg and Cairns (1983)) and the auditory form. The latter is the one 
used in the current study. This. task requires subjects to classify aurally presented 
items into words and non-words and reject non-word items as fast as possible by 
pressing a computer key, which then measures reaction time (see section 4.4.2.2 for a 
more detailed description of the procedures). This task has been used in many 
psycholinguistic studies to test the effect of variables such as phonotactic probability 
and neighborhood density on lexical access (see Vitevitch and Luce 1999). Since this 
task requires the correct classification of items into words and non-words, it has been 
argued that this task entails some lexical processing (Goldinger 1996) in order to 
arrive at the correct classification.. Consequently, the speed of classification (i. e. 
reaction times in this task) is dependent on the phonological nature of items. 
46 This was revealed by the survey conducted in the first week of the treatment. 
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In the current study, the main concern was with the legal non-words that differed in 
phonotactic probability and neighborhood density and the illegal ones. Based on the 
nature of the Lexical Decision Task, it has been assumed that there should be a 
0 
difference in the speed of classifying these items as non-words. Non-words that are 
high in phonotactic probability will be responded to more slowly than those with low 
--1- plionotactic probability. On the other hand, classifying non-words with illegal initial 
consonant clusters will be the fastest because it is assumed that these items will be 
ruled out at an earlier stage because of their early isolation point (see Chapter 3 for 
discussion). 
The other motivation for using the Lexical Decision Task in the current study is to 
find out what type of knowledge subjects are using. The rating task may give subjects 
a chance to use their metalinguistic knowledge in perfonning the task. Although 
subjects may not be able to use their metalinguistic knowledge in judging the 
phonotactic probability in the rating task, it is very likely that they will use this 
knowledge provided by explicit teaching in judging the phonotactic legality of the 
illegal initial consonant clusters in the same task. Therefore, The Lexical Decision 
Task aims at finding out if subjects have acquired native-like knowledge which would 
allow them to respond automatically to illegal consonant clusters starting illegal non- 
words. It also aims to examine in more detail subjects' sensitivity to the phonotactic 
probability attained in the Non-Word Rating task. 
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4.4.2.1 Materials for the Lexical Decision Task 
The same 36 test items used in the rating task were used in this task. There were also 
24 monosyllabic real word fillers. These were the same 20 items used in the rating 
task in addition to four new oneS. 
47 (See Appendix A. 10). In addition to the main 
variable (phonotactic probability and legality) three other sets of statistics were 
computed for the non-word stimuli to insure that all potential confounding variables 
were controlled. These variables are as follows: 
1. Neighbourhood Density: this was computed by comparing a given phonemic 
transcription (constituting the stimulus) to all other transcriptions in an on-line 
version of Webster's Pocket Dictionary, mentioned above in Section 4.4.1.1. 
A neighbour was defined as any transcription that could be converted to 
another word by any one-phoneme substitution, deletion, or addition. This 
condition produced a number of these. The statistics were then computed with 
the help of Vitevitch (personal communication 31.10.2005). 48 
2. Isolation Point: Luce and Large (2001: 569) define the isolation point as "the 
point at which each word or non-word stimulus diverges from all possible 
words in the lexicon, yielding either a single possible word (uniqueness point), 
or no possible words (non-word point) respectively". Controlling the isolation 
points in our stimuli was crucial. 49 Without doing so, any difference in the 
reaction times could be attributed to a difference in the position of the 
isolation point rather than a difference in phonotactic probability. The 
isolation point in the high probability and low probability stimuli was always 
47 Since the lexical decision task requires the classification of items into words and non-words 
increasing the number of real words was helpful in keeping subjects focused. 
49 1 emailed my stimuli items to Vitevitch and he kindly calculated their neighborhood density using 
the procedure mentioned above and emailed me the statistics for each item back. 
49 This did not apply to the stimuli starting with illegal consonant clusters where the isolation point was 
always on the second phoneme. 
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on the third phoneme except in two items in the low probability condition, 
where it was on the second one. This statistic was computed by the researcher 
using Oxford Advanced Learner Dictionary. 
3. Stimuli Duration: It has been argued (Goldinger 1996) that difference in mean 
duration of the stimuli in different conditions can either reduce or inflate the 
effect that the condition is expected to produce. In our case if the mean 
duration of the stimuli in the low probability condition, for example, was 
significantly longer than that in the high probability condition, this would have 
consequently produced longer RTs measured from stimulus onset in the low 
probability condition. Therefore, mean duration had to be measured to ensure 
that such confounds did not exist. Using Cool Edit Creative Wave Studio 
software, version 5.00.06 the silence before and after the actual stimuli was 
removed and then the durations of the sound files were measured. This 
procedure is very important because in some studies (Vitevitch and Luce 
1998; 1999) researchers, as they later conceded (Vitevitch and Luce 2005), 
erred by reporting the duration of the entire sound files (including leading and 
trailing silences as well as the stimulus itselo instead of the durations for just 
the stimuli. Such error could have confounded the present results. 
The five statistics including phoneme positional and biphone probabilities are 
shown in Table 4.2. 

















illegal in 2 . 0711 . 00125 . 833 2.00 
710 
illegal in 1 . 0655. . 00151 . 500 2.00 
698 
high probability . 175 . 00660 19.66 3.00 723 
low Probability . 044 
1 
. 000841 
1 4.250 2.833- 1 775 
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A one-way ANOVA on each of the five scores with the four conditions as 
independent variables was performed. This was first to confirm expected 
significant differences (i. e. average phoneme and biphone probabilities and 
average density between high and low probability conditions), and second to 
ensure that potential confounds (i. e. differences in average isolation points and 
durations) were controlled. The results of post hoc test showed that the items in 
the high probability condition had a significantly higher (p<. 005) phoneme 
position probability, biphone probability and neighbour density than any of the 
other three conditions. 
The items in the low probability condition also had a significantly (p<. 05) lower 
phoneme position probability than the items corresponding to the syllable starting 
at the second consonant of the non-word items in the illegal in 2 and illegal in 1 
conditions. However, it should be noted that this difference works against our 
hypothesis regarding the effect of phonotactics. Initial illegal clusters are 
associated with faster RTs, whereas a higher phoneme position probability is one 
of two factors regarding phonotactic probabilities that are associated with slower 
RTs in the Lexical Decision Task. Thus if items starting with illegal clusters were 
still judged less English like than those with low phonotactic probability, this 
would show the strong effect of the illegal initial clusters. 
Except for the predicted earlier isolation points that the stimuli in the illegal in 2 
and illegal in I conditions had than those in low and high probability conditions 
(significant at p<. 005), the analysis showed that potential confounds were well 
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controlled. There were no other significant differences (p<. 05) between 
conditions, neither in isolation points nor for durations. 
4.4.2.2 Procedure 
The 60 items were recorded one at a time in a list by the same native speaker using 
Cool Edit Creative Wave Studio software, version 5.00.06. They were sampled at 
22.050 kHz 16 bit, mono. Each stimulus was then edited into an individual sound file, 
saved on a computer hard disk and saved on disc. The items were then transferred to 
the hard disk of a portable computer. Using the same software, silence at the 
beginning and the end of each file was then removed leaving only the actual stimulus. 
in this task, all participants (this time including non-native subjects) were tested 
individually. Presentation of the stimuli and measunng reaction times was controlled 
by a portable computer running DMDX experiment control software which 
randomised the stimuli for each subject. Each subject listened to the stimuli over 
headphones. Subjects were told that they would hear a list containing both real words 
and made-up words. A "go/no-go" procedure was used in this task. In other words, 
when presented with one of the stimuli items over headphones at a comfortable 
listening level the subject had to respond by pressing the mouse keyýo using her/his 
dominant hand as quickly and accurately as possible when s/he heard a non-English 
word. For no-go, when the subject heard an English word s/he did not have to do 
anything but wait for the next item. The computer measured and stored the reaction 
times. In this task, response latencies were measured from the onset of each stimulus 
5' Since a laptop was used, the mouse key represented a more comfortable option than a keyboard key 
for both left-handed and right-handed subjects. 
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file (i. e. item) to the onset of the participant's response. Recall that silence at the 
beginning of the sound file was removed. Therefore, the onset of the sound file 
coincided with the onset of the actual stimuli items. After registering a response, the 
computer began the next trial and the subject heard the next item. Participants were 
allowed a maximum of three seconds to respond before the computer automatically 
recorded a null response and presented the next item. 
Prior to the experimental items, each subject received three trial items (see appendix 
A. 11). These were two non-words from different phonotactic probability conditions 
and a real word. None of the items used in the practice session were used in the 
experiment. These items were used to familiarize the participants with the task, and 
the data collected from them were not included in the final analysis. 
4.4.2.3 Research questions and hypotheses 
This task tried to answer the same research questions (1 and 2) as in the Non-word 
Rating Task: (1) Are Arabic speaking EFL learners sensitive to the phonotactic 
constraints of English and Arabic? And research question (2) Are Arabic speaking 
EFL learners sensitive to the phonotactic probability of English? For the native group, 
it has been hypothesised, that they will show sensitivity to both constraints and 
probability of English phonotactics and therefore the relevant hypotheses are as 
follows: 
Hypothesis 5: Native English speakers will reject stimuli items in the illegal in 2 and 
illegal in 1 conditions faster and with fewer errors than those in the low probability 
condition. 
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Hypothesis 6: Native English speakers will reject stimuli items in the low probability 
condition faster and with fewer errors than those in the high probability condition. 
Hypothesis 7: Native speakers will be faster in rejecting stimuli items and with fewer 
errors in all conditions than non-native speakers. 
Because of the quick processing'the Lexical Decision Task requires, it was predicted 
that there will be a difference between the performance of the native and the non- 
native speakers regarding their sensitivity to phonotactic probability of English. More 
specifically, it was assumed that non-native speakers will not show a difference in 
their RTs to the stimuli items in the low probability and high probability conditions 
because of the fast processing that would be required. However, because of their 
limited lexicon, they are likely to assume that high probability items are real words 
and therefore a difference in the error rate is expected. 
On the other hand, it was predicted that non-native speakers would show sensitivity to 
the phonotatic legality represented in the stimuli items in the illegal in 2 and illegal in 
conditions both in RTs and error rate. That is because, unlike the situation in the 
high probability and low probability conditions in which the subject has to process the 
whole sequence to give a judgement, the stimulus items in the illegal in 2 and illegal 
in I conditions can be rejected based on the first two phonemes (i. e. isolation point). 
Having said this one can not rely on such predictions in formulating hypotheses 
regarding non-native subjects' performance in the Lexical Decision Task. That is 
I 
because of the burden that this task is expected to have on subjects' processing of EFL 
words. Tbus, null hypotheses were taken regarding non-native subjects' performance 
in the Lexical Decision Task. These are as follows: 
155 
Hypothesis 8: Non-native speakers will show no difference in RTs or error rates in 
rejecting stimuli items in the illegal in 2 condition, illegal in 1 condition and low 
probability condition. 
Hypothesis 9: Non-native speakers will show no difference in RTs or error rates in 
rejecting stimuli items in the high probability condition and lowprobability condition. 
4.4.3 Word Spotting Task 
In the current study, the Word Spotting Task was used to answer our third research 
question, namely, do Arabic speaking EFL learners' use the phonotactic constraints of 
English and Arabic in lexical segmentation of running speech in English? The Word 
Spotting Task basically requires subjects to spot real words embedded at the 
beginning or the end of nonsense sequences. Unlike some other psycholinguistic tasks 
(e. g. Lexical Decision) which entail procedures that are not part of natural language 
processing, it has been noted (McQueen 1996) that word spotting has ecological 
validity. That is, although the sequences in the task are shorter, it resembles the 
listener's normal task of spotting words in continuous speech. This task has proven to 
be effective in investigating the role that different cues. play in lexical segmentation. 
As discussed in Chapter 3, this task has shown that metrical structure (Cutler and 
Norris 1988; Cutler, Mehler, Norris and Segui 1992), phonotactics (McQueen 1998; 
van der Lugt 2001; Weber 2000; Weber and Cutler 2006), and allophonic variations 
(Dumay, Content, and Frauenfelder, 1999) are used to direct segmentation. 
Another advantage of this task, as recently argued by Weber and Cutler (2006), is that 
it allows comparing the detection of the same word in different contexts. This is 
important because it means that the researcher does. not need to control certain 
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properties of target words such as frequency and neighbourhood density, both of 
which are difficult to determine in relation to L2 listeners with linguistic experience 
different from LI listeners'. Producing the required boundary conditions by 
manipulating the preceding context of the same target word makes it possible to avoid 
potential confounds. 
in using the same item in different contexts we can safely attribute the results relating 
to dependent variables to different context and not to the nature of the item per se. 
With that in mind, 36 English words that could appear in different contexts were 
selected. Description of the design, selection process, and the criteria used are 
presented in the next section. 51 
4.4.3.1 Materials for the Word Spotting Task 
The aim of this task was to find out if Arabic-speaking learners of EFL use the 
phonotactic constraints of their LI QA) and FL (English) in the segmentation of 
continuous EFL speech. English words whose initial phoneme could be manipulated 
to produce four preceding contexts were therefore required. In one condition, the 
word boundary is signalled in both languages. In a second condition, the boundary is 
signalled only in English. In a third one a boundary is signalled only in Arabic and in 
the last condition no boundary was signalled in either language. 
Recall that using a certain procedure we could identify only eight initial clusters (/dl/, 
/bw/, /mr/, /fl/, /kl/, /gr/, /kw/, /Owo that were legal in QA. This constrained the 
The design of the Word Spotting Task in this study, particularly the use of four different lists, was 
inspired by the design of the same task used by Weber and Cutler (2006). However, some changes 
were made to our task. These will be emphasised where appropriate. 
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choices that could be made because in the fourth 'Condition (i. e. No Boundary 
condition) words had to start only with the phonemes /1/, /w/ or /r/ so that no boundary 
in QA was signalled. Luckily, using words starting with these phonemes, from the 
inventory provided by Yavaý (2006) of illegal English tw6-member onsets and codas, 
it was possible to meet the first two conditions (i. e. Common Boundary and English 
Boundary) as well. Forming stimuli for the third condition (Arabic boundary) was 
relatively simple. That was because any preceding phoneme other than /d/, /f/ and /k/ 
before words starting with /1/, phonemes other than Inil and /g/ before words starting 
with /r/ and finally any phonemes other than /b/, /k/ and /0/ before words starting with 
/w/ could form the required condition. 
Recall that in Chapter 31 argued that consonant clusters that are illegal only in 
English onsets (e. g. /gd/) may not be decisive for determining word boundaries. In 
other. words, although this cue suggests that the sequence bigdog could be segmented 
as big dog, it does not rule out a segmentation like bigd og as /gd/ is legal in coda in 
English, and VC syllables are also allowed in English. Therefore, care was taken in 
choosing clusters which met* our first two conditions. Specifically, for a cluster to 
provide a boundary in these two. conditions it had to be illegal in both the onset and 
the coda of English. Therefore, a preceding phoneme like /r/ was not used before 
words starting with /I/ because, whereas the cluster /rl/ is illegal in the onset it is legal 
in the coda position in North American English (e. g. girl). 
With the above considerations in mind, 36 common monosyllabic English words 
starting with /w/, /l/ and /r/ (12 words each) were selected, using the Oxford Advanced 
Learner's Dictionary. These words appeared in the final position of bisyllabic 
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nonsense strings (such as loot in /zautlu: t/). The onset of the embedded target word 
was either clearly aligned with a syllable boundary or not based on the phonotactics of 
English and QA. Four aligntnent conditions were used in this task. In one condition, 
both languages require a syllable boundary at the onset of the word line as in 
/vi: flain/. Words in both languages can not start with IfIl. In another condition, only 
English requires a syllable boundary as in /vi: dlain/. Words in QA but not in English 
can start with the consonant cluster /dl/. In a third condition, only QA requires a 
syllable boundary as in /vi: blain/. English but not QA words can start with the cluster 
/bl/. In the last condition, neither language requires a syllable boundary as in /vi: flain/. 
/fl/ is a possible syllable onset in both languages. 
In creating the nonsense syllables, where possible no real words in either language 
were embedded in these syllables. Therefore, a syllable like /kauk/ which is not a 
word in either language was not used because /kau/ cow is a real English word. In 
addition, where possible, target words were carefully chosen so that when English 
does not require a syllable boundary, the final phoneme of the nonsense syllable could 
not create a word other than the target word (e. g. the target word lick in the nonsense 
sequence hoiklik/ could be realized as click). 
In addition and similarly to Weber and Cutler (2006), the vowels used in the 
preceding nonsense syllables were either long or diphthongs. This way the syllable 
was phonotactically legal in English without the coda and therefore "the internal 
structure of the context syllable. did not itself force a particular segmentation" (ibid: 
599). Thus, the two segmentations (d. g. /zai#fli: f/ and /zaif#li: f/) are both legal in 
English. 
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Recall that Weber and Cutler (2006) used different nonsense syllables before the same 
target word in the four different conditions (e. g. fumLoLt prarLoLt forsLoLt zarpLoLtq. A 
better way would have been to keep the preceding context the same for all conditions 
of the same word and only change the last phoneme which determined the alignment 
condition. This way they could have minimised the effect that the use of completely 
different nonsense syllable could have on the pronunciation and recognition of the 
target word. Therefore, unlike Weber and Cutler, the' nonsense syllable preceding 
each word in the current study was identical in the four conditions except for the final 
phoneme which determined the alignment condition. As I said, this was to control for 
the effect that the structure of the preceding nonsense syllable as a whole may have on 
the recognition process of the target word. A completely different preceding context 
could affect the natural pronunciation of the following target word, thus producing a 
potential confound. However, different nonsense syllables were used before other 
target words starting with the same initial phoneme. 
Four lists of items were made. Each list contained the 36 target-bearing sequences 
(with each word appearing only once in a particular aligmnent condition and). The 
four types of boundary condition were counterbalanced across lists. Each list also 
contained 24 fillers. These fillers were 10 bisyllabic nonsense sequences which 
contained monosyllabic words in final position starting with phonemes other than /1/, 
/r/, and /w/ and 1.4 bisyllabic nonsense sequences which contained no English or 
Arabic words. The structure of the initial nonsense syllable in the filler items was 
identical to those used before the target words. There was also three practice items 
which appeared at the start of each list. There was another advantage of using four 
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different lists, namely ruling out the effect that the repeated presentation of the same 
target word would have on results. All items used in the Word Spotting Task 
including the practice items and fillers are in appendix B. 1 -6. 
4.4.3.2 Procedure 
The 168 bisyllabic sequences (144 target-bearing and 24 fillers) were recorded by the 
same female native speaker of North American English using Cool Edit Creative 
Wave Studio software, version 5.00.06. They were sampled at 22.050 kHz 16 bit, 
mono. The speaker was asked to avoid any clear syllable boundaries in her production 
by not pausing when there was an English boundary. Using the same software, silence 
at the end of each of the 36 target-bearing files was removed. Each stimulus was then 
edited into an individual sound file, saved on a computer hard disk and saved on disc. 
These files were then transferred to the hard disk of a portable computer. 
Presentation of the stimuli and measurement of M was controlled by a portable 
computer running DMDX experiment control software. Each subject, native and non- 
native, was tested individually using headphones. They were instructed to listen to the 
nonsense sequence and press the mouse key using their dominant hand as fast as 
possible when they detected an embedded English word at the end of the sequence 
and then say the word aloud. Each subject listened to one of the four lists that were 
randomised in each presentation. An equal number of subjects in each group (i. e. 
tbree native and five in each of the non-native groups) listened to each of the four 
lists. The computer measured and stored the RTs and oral responses were tape 
recorded for error analysis. The script of DMDX was adjusted so as to measure M 
from the offset of the sound file which coincided with the offset of the target word. 
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Prior to the experimental items,. each subject received three trial items. These were 
two bisyllabic real word-bearing sequences and one bisyllabic sequence with no 
embedded word. None of the items used in the practice session were used in the 
experimental lists. These items were used to familiarize the participants with the task, 
and the data collected from them, as was the case with all 24 fillers, were not included 
in the final analysis. 
Although the target words used in this task were very common words, a measure was 
nonetheless taken to ensure that'our non-native subjects actually knew these words. 
This was to ensure that error rates in this task would reflect subjects' inability to spot 
words in certain conditions rather than the fact that they did not know these words. 
Therefore, at the beginning of the semester and one week before taking this task 
subjects were given a list (see appendix C. 1) containing the target words and were 
asked to provide the phonetic transcriptions of these words. 52 Leaving one week after 
this procedure and before testing subjects with the Word Spotting Task was necessary 
because a short lapse of time could have given the non-native subjects an advantage 
over native subjects by providing them with previous exposure to the target words. 
4.4.3.3 Research questions and hypotheses 
This task investigated research question 3, narnely "do Arabic speaking EFL learners' 
use the phonotactic constraints of English and Arabic in lexical segmentation of 
running speech in English? " Previous research indicates that the Word Spotting Task 
is not an easy one. Davis (2000) has for example noted that even native speakers' 
52 Students at this Department are tauglit the IPA at level 1. 
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error rates can be as high as 70%. This means that this task requires higher 
proficiency in the language in question. Therefore, it was predicted that our native 
speakers will outperform the non-native speakers in spotting words in all conditions. 
On the other hand, as discussed above, this task has been shown to be sensitive to 
native phonotactic cues. Consequently, it was predicted that our native subjects would 
show sensitivity to the phonotactic cues in the current task. However, since our native 
subjects have no knowledge of. Arabic, it is assumed that there should not be any 
effect of Arabic phonotactic cues on their performance. Therefore, the hypotheses for 
native speakers' are as follows: 
Hypothesis 10: Native English speakers will spot words in the Common Boundary and 
English Boundary conditions faster and with fewer errors than those in the No 
Boundary conditions. 
Hypothesis 11: Native English speakers will show no difference in spotting words in 
the Arabic Boundary and No Boundary conditions. 
Hypothesis 12: Native English speakers will be faster and more accurate than non- 
native speakers in spotting words in all conditions. 
Again, and as is the case with the two previous tasks, a null hypothesis was taken 
regarding non-native subjectsperformance in the Word Spotting task. 
Hypothesis 13: Non-native speakers will show no difference in RTs or error rates in 
spotting words in the No Boundary condition on the one hand and the other three 
conditions on the other. 
4.4.4 Piloting 
Prior to collecting data from our native subjects using the three tasks discussed, these 
tasks were piloted with four subjects. Two of these subjects were native speakers of 
British English. The other two were advanced Arabic-speaking ESL learners studying 
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at Newcastle University. One aim of the pilot was to ensure that conducting the 
experiment using the portable computer would run smoothly and that subjects would 
be comfortable with certain procedures followed (e. g. intervals between items, etc. ). 
The other aim was to ensure that particularly native subjects would not spot target 
words in the Word Spotting Task before their offsets. Recall that M in this task were 
measured from the word offset and if subjects spotted the words before their offsets, 
RTs will not be scored. However, the pilot showed that none of the native subjects 
could spot a target word before its offset. The fastest RT scored by a native subject 
was 289 ms measured from offset. 
Two of the subjects, one native and another non-native, took the Lexical Decision 
Task before the Non Word Rating Task and the other two started with the Non-Word 
Rating Task first. The latter two subjects reported that this sequence (i. e. starting with 
the Rating task) facilitated identifying non-words in the Lexical Decision Task. But, 
the other two subjects reported that listening to the non-words in the Lexical Decision 
Task did not influence their ratings and that they felt inclined to give the same ratings 
even if they listened to the non-words for a third time. Based on these statements, all 
subjects included in the study took the Lexical Decision Task first. I 
Three amendments were suggested by these subjects. These amendments were 
accepted and applied to the final forinat of the tasks. These amendments were as 
follows: 
The scale used in the Rating Task included five numbers to be chosen. Initially 
when a real word was heard, the subject had to choose five (i. e. the highest 
rating). A native subject suggested including a separate category for real 
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words so that real words were not equated with high probability non-words. 
This was done by adding -the abbreviation RW standing for real word at the far 
right side of the scale, as is already shown above in Section 4.4.1.2. 
2. Based on the feedback from the four subjects, convenient time-intervals 
between items were chosen in each task. These were the same for native and 
non-native subjects. 
3. Some items with very high error rates were discarded. 
4.4.5 Treatment 
The actual length of the tenn when the experiment was conducted was 13 weeks. 
However, the treatment lasted only 8 weeks. That was because the first week was 
devoted to getting the information from subjects on which the process of dividing 
them into experimental and control groups was based. The next two weeks were 
devoted to pre-tests. Recall that all the non-native subjects took the Rating Task at the 
same time. They were first tested individually in the Lexical Decision and the Word 
Spotting Tasks. Testing each of the 40 subjects took between 25-30 minutes. The last 
2 weeks were allotted to post-tests. 
originally, there were three (one separate and two consecutive) hours allotted to the 
listening module at the Level 3 every week. However, after dividing subjects into two 
groups, an arrangement was made to ensure that subjects in each group received an 
equal number of teaching hours. Each group took the separate hour and the two 
consecutive hours in alternate weeks. In other words, the group taking the one-hour 
session in a week took the two-hour session the week after and vice versa. So, on 
average, each group had one and- a half hours of listening instruction per week. 
165 
Top-Up Listening 3 was chosen to be the textbook used in teaching both groups. This 
textbook focuses on teaching phonological phenomena that characterise connected 
speech. At the end of each unit, there is- a section called Listening Clinic in which a 
particular phenomenon is highlighted. These phenomena included reduction, 
contraction, assimilation, intrusive sounds, stress and intonation. 
For the control group, a unit was presented every week'and the relevant phenomenon 
was thoroughly discussed. Students were then set a weekly task. The task was to 
choose the conversation or speech of a native speaker of North American English 
using the radio, TV or the internet and record about 40 minutes of it. The subject then 
had to transcribe 500 words of the material highlighting the phenomenon that was 
discussed. Students in the experimental group, had to do the same in addition to 
highlighting the English phonotactic constraints they were taught. 
Teaching English phonotactics for the experimental group in this study was in three 
stages. These were as follows: 
Stage I (first two weeks) Awareness Raising: The aim of this stage was to explain to 
students that in English, as is the case with all other languages, there are some 
constraints on what phonemes can appear together in a syllable. Four main points 
were presented at this stage. Students were instructed 
* that the syllable has a certain structure containing an onset, nucleus and a 
coda. 
o that some phonotactic restrictions (i. e. illegal clusters) apply only to the onset 
and others apply only to the coda. 
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9 that some constraints apply to both the onset and the coda. 
9 that native speakers use these as segmentation cues and that the course aim 
was to help them do the smne. 
At this stage every student in the experimental group received a list of 12 illegal 
consonant clusters that could appear neither in the onset nor in the coda of an English 
syllable. Some clusters were also illegal in QA. However, whereas those illegal in 
English only (/dl/, /mr/, /bw/) were used as the English Boundary condition in the 
Word Spotting Task, those illegal in both were not used to fonn the Common 
Boundary condition. Providing students with a large number of clusters would have 
distracted them and in using a small number, effects could be generalized. This list 
(see Appendix C. 2) was collected based on the inventory of illegal onset and coda 
clusters in Yava§ (2006). Students were instructed to memorise this list. 
Stage 2 (week 3 onwards) Observation: As discussed above, subjects in both groups 
were set a weekly task in which they had to record conversation and then highlight the 
phonological phenomenon discussed every week. In addition to this, students in the 
experimental group had to highlight the illegal English consonant clusters appearing 
between words (e. g. bad lady). Students were instructed to highlight the clusters that 
they could hear while listening to material they recorded at home and not while only 
reading their transcription. That was because after the first task it was noticed that 
clusters as in Sarah left were highlighted indicating that some students were 
highlighting based on the transcription they made. 
Stage 3 (Week 5 onwards) In-class practice: At this stage, students were asked to spot 
clusters during online processing. That is, unlike the situation in the previous stage in 
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which students could play and replay the material to spot the illegal cluster, at this 
stage new material53 was played only once and students had to spot the between-word 
illegal clusters. The task went as follows. Five students were chosen each time new 
material was played. Each of the five students had to raise his hand when he spotted 
an illegal cluster. Once a hand was raised, the teacher (i. e. the researcher) stopped the 
tape and asked the student to identify the cluster. The tape was then replayed for other 
clusters to be identified. Once the listening material was finished, another five 
subjects were chosen and new material was played. Two groups took this activity 
every week. 
It should be noted here that unlike other L2 instruction studies where activities 
resembled or were identical to the tests, the requirement of this activity was different 
from that of the Word Spotting Task. In this activity, the student's main concern was 
with the illegal clusters, whereas in the Word Spotting Task they had to spot the word 
following the nonsense syllable. Thus, a practice effect in this study was controlled. 
There were two main problems observed in the treatment provided. Firstly, there was 
the problem of assimilation, which was expected. Students reported that in a quite big 
number of between-word illegal clusters one of the two phonemes in the cluster was 
completely lost (e. g. bad guy /bwgaio. The second problem relates to the in-class 
activity that was performed. This activity proved very difficult. In the beginning 
(week 5 of the treatment), students could spot a cluster only after at least the five next 
words were heard. However, students' performance seemed to improve during the 
53 Some of the material used at this stage was from the text. Other material was authentic texts recorded 
by the researcher. 
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next several weeks. At week 8, some students were able. to spot a cluster after only the 
next word was presented. 
4.4.6 Post-tests 
The treatment ceased after week 11, when the remaining two weeks were then 
devoted to post-tests. Approximately nine weeks separated the administration of the 
pre-tests and the post-tests, thus. reducing the possibility that the outcomes evidenced 
were the result of memory or practice effects of the pre-tests. The tasks and the same 
procedures used in the pre-tests Were also used in the post-tests. 
4.4.6.1 Hypotheses 
Recall that our pre-tests were to answer three research questions: 
1. Are Arabic speaking EFL learners sensitive to the phonotactic constraints of 
English and Arabic? 
2. Are Arabic speaking EFL learners sensitive to the phonotactic probability of 
English? 
3. Do Arabic speaking EFL learners use the phonotactic constraints of English 
and Arabic in lexical segmentation of running speech in English? 
The treatment aimed at improving only the experimental group's sensitivity to the 
legality of English phonotactics and their ability to use it in lexical segmentation of 
English connected speech. On the other hand, both group's sensitivity to phonotactic 
probability could have naturally. improved as a result of their exposure to naturalistic 
English input through the weekly tasks and the in-class activities that they have been 
set. However, a null hypothesis was taken regarding improvement towards 
phonotactic probability. 
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On the other hand, a null hypothesis has also been taken regarding the improvement 
that subjects may have in their sensitivity to the phonotactic legality of English and its 
use in lexical segmentation. 
Hypothesis 14: Control and experimental non-native subjects will show no 
improvement towards their sensitivity to the phonotactic probability and phonotactic 
legality of English and its use in lexical segmentation at post-test. 
However, a particular sequence for any potential improvement is predicted. In other 
words, it is logically assumed that any improvement should show in subjects' 
sensitivity to the legality of English phonotactics before an improvement will show in 
their use of this legality in lexical segmentation. As a result, the relevant hypothesis is 
as follows: 
Hypothesis 15: In the Word Spotting Task, experimental subjects' performance in 
spotting words in the English Boundary condition will improve only if this 
improvement is supported by a similar improvement in their sensitivity towards non- 
words starting with illegal English clusters in the Non-word Rating and the Lexical 
Decision Tasks. 
4.7 Summary 
in this chapter, a comprehensive description of the methodology of the current study 
has been provided. Subjects, study design, treatment, and the tasks used have been 
reviewed. In addition, an account of how these tasks are to answer our research 
questions was discussed. Null hypotheses were taken regarding non-native speakers' 
performance. However, relevant hypotheses regarding native speakers' performance 
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in the three tasks were listed. The next chapter presents'the results that were obtained 
in each task in both pre-tests and post-tests along with appropriate discussion. 
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Chapter 5: Results and Discussion 
5.1 Introduction 
In this chapter, results of the three groups (bD. native control, non-native control and 
non-native experimental) in the three tasks (i. e. Non-Word Rating, Lexical Decision 
and Word Spotting) will be presented. This chapter is divided into two main sections. 
Section 5.2 presents the pre-test results and Section 5.3 presents the post-test results. 
After the results of each task are presented separately under each section, a discussion 
will summarize results and review how they confirm and accept or disconfirm and 
reject our set of hypotheses presented in Chapter 4. Section 5.4 will summarise the 
combined results as they relate to our research questions. 
5.2 Pre-test results 
5.2.1 Results of the Non-word Rating Task 
The three practice items and 20 real-word fillers were not included in the analysis. In 
this task two dependent variables were analysed, namely informant ratings and error 
rate. An error was counted when either the subject did not give a rating for a non- 
word item or wrongly classified the item as a real word. Given the nature of this task 
with the time it gives for subjects to process the non-word items, the error rate was 
not analysed as a dependent variable in previous research, as we saw in Chapter 3. 
However, given the low-intermediate level of our non-native subjects, different 
conditions in this task are predicted to show effects in terms of crrors, 'hence the need 
for the analysis of error rate in this task. 
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Recall that the current task investigates two different research questions, namely 
subjects' sensitivity to the legality of English phonotactics and their sensitivity to the 
probability of English phonotactics. Previous research using the Non-word Rating 
Task has tried to answer one question or the other but not both. Therefore, in studies 
which investigated subjects' sensitivity to the phonotactic probability of English, for 
example, only two conditions were compared: low phonotactic probability and high 
phonotactic probability. In the current task, however, four different conditions were 
compared: illegal in one (English only), illegal in both (English and Arabic), low 
phonotactic probability and high phonotactic probability. 
Based on this, the best way to answer our two research questions is to compare ratings 
and error rates in all conditions to the low phonotactic probability condition. To 
answer the first research question, ratings and error rates in the illegal in one 
condition and illegal in two condition will be compared to those in the low 
phonotactic probability condition. If subjects are sensitive to the legality of English 
phonotactics, they are predicted to rate non-words in the illegal in one and illegal in 
two conditions as less English-like and with fewer errors than those in the low 
phonotactic probability condition. To answer the second research question, ratings 
and error rate in the high phonotactic probability condition will also be compared to 
those in the low phonotactic probability condition. If subjects are sensitive to the 
phonotactic probability of English, they are predicted to rate non-words in the high 
phonotactic probability condition as more English-like and with more errors (as they 
are similar to more real words) than those in the low phonotactic probability 
condition. In the following discussion, effects are considered statistically significant at 
p :50.05 and marginally significant where 0.05 <p<0.1. 
173 
5.2.1.1 Native Control Group 
The first procedure was meant to find out if our native English-speaking control group 
showed effects of different conditions. Their mean ratings and error rates for each 
condition are shown in Figure 5.1 and Figure 5.2, respectively. 
Ratings 




illegal in 2 illegal in 1 low probability high probability 
Condition type 
Figure5.1. Native English speakers' out of 5 mean ratings in the Non-word Rating Task in four 
different phonotactic conditions (high probability, low probability, illegal in I and illegal in 2). 
Errors 







illegal in 2 illegal in 1 low probability high probability 
Condition type 
Figure5.2. Native English speakers' mean percentage of er-rors in the Non-word Rating Task in four 
different phonotactic conditions (high probability, low probability, illegal in I and illegal in 2). 
As Figure 5.2 shows, native English speakers did not wrongly judge non-words as 
real words except in the high probability condition. Two separate One-way ANOVAs 
were conducted to compare native speakers' mean ratings (in the first ANOVA) and 
error rate (in the second) in the high probability, illegal in I and illegal in 2 
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conditions to those in the low probability condition. Post hoc test results showed that 
native speakers' ratings and error rates in the high probability condition were 
significantly higher than their ratings and error rates in the low probability condition 
(Ratings, p= 0.000; Effors, p= 0.000). 
On the other hand, native English speakers had a significantly p <0.05 higher rating 
but not error rate in the low probability condition than those in the illegal in 2 
condition (Ratings, p= 0.021; Errors, p= 1.000) and illegal in 1 condition (Ratings, 
p= 0.002; Errors, -p= 1.000). No significant difference was found neither in the ratings 
p= 0.332 or in the error rate p= 1.000 between the illegal in 2 and the illegal in 1 
conditions. 
5.2.1.2 Comparing non-native groups (between groups comparison) 
The second procedure in analysing the Non-word Rating Task data aimed to find out 
if there was any significant difference between the ratings and errors of the two non- 
native groups (i. e. non-native control and non-native experimental) in the four 
different phonotactic conditions. Mean ratings and percentage of errors of the two 








illegal in 2 illegal in 1 low probability high probability 
Condition type 
Figure 5.3. Non-native control and non-native experimental groups' ratings in the Non-word Rating 
Task in four different phonotactic conditions (high probability, low probability, illegal in I and illegal 
in 2). 
Errors 






illegal in 2 illegal in I low probability high probability 
Condition type 
Figure 5.4. Non-native control and non-native experimental groups' mean percentage of errors in the 
Non-word Rating Task in four different phonotactic conditions (high probability, low probability, 
illegal in I and illegal in 2). 
Two separate one-way ANOVAs were conducted to compare mean ratings (in the 
first ANOVA) and error rate (in the second) of the two non-native groups in all four 
conditions. Post hoc test results showed that in the illegal in 2 condition, the two 
groups' ratings p=0.401 and error rate p=0.748 were not significantly different. 
Their error rate was also not significantly different in the illegal in I condition p= 
0.748. However, in this condition, although the difference was just significant p= 
0.044, the non-native experimental group rated items less English-like than did the 
non-native control group. Results also showed that both groups' ratings p=0.167 and 
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errors P=0.421 were not significantly different in the low probability condition. 
Similarly, difference in their ratings in the high probability condition was not 
significant p=0.785. However, in this condition, the non-native control made 
significantly fewer errors when rating non-words in this condition p=0.004. The 
latter result indicates that the non-native control group were adopting a risk-taking 
strategy when judging non-words in the high probability condition. In other words, 
instead of judging the unfamiliar high probability non-words as real words, they 
preferred to give them a rating. This is confirmed by the fact that the non-native 
control group had, although not significantly, lower error rate in this condition than 
native speakers. Taken together, the non-native groups9 results in this task indicate 
that they had indistinguishable performance. 
5.2.1.3 Comparing Native Control to Non-Native Groups 
The third procedure was to compare the native control group's ratings and mean 
percentage of errors in all conditions to those of the non-native groups. This was to 
find out if native speakers' superior knowledge helped them perform better than the 
non-native speakers. Mean ratings and percentage of errors of the three groups (i. e. 
native control, non-native control and non-native experimental) in the four conditions 
are compared in figure 5.5 and figure 5.6, respectively. 
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Ratings 




illegal in 2 illegal in 1 low probability high probability 
Errors 
Figure 5.5. Mean ratings in the Non-word Rating Task of the three groups (native control, non-native 
control and non-native experimental) in the four phonotactic conditions (illegal in 2, illegal in 1, low 
probability and high probability). 
Errors 






Figure 5.6. Mean percentage of errors in the Non-word Rating Task for the three groups (native 
control, non-native control and non-native experimental) in the four phonotactic conditions (illegal in 
1, illegal in 2, low probability and high probability). 
Two separate one-way ANOVAs were conducted to compare mean ratings in all 
conditions (in the first ANOVA) and error rate in the high probability condition (in 
the second ANOVA) of the native control group to those of the two non-native 
groups. Post hoc test results showed that the only condition where the native speakers' 
rating differed from those of the two non-native groups was in the high probability 
condition. In this condition, native English speakers rated non-words more English- 
like than did the non-native control group p=0.002 and the non-native experimental 
group p=0.001. However, in this condition, the error rate of the native English- 
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illegal in 2 illegal in 1 low probability high probability 
Condition type 
speaking control group was not significantly different from those of the non-native 
control group p=0.058 and the non-native experimental group p=0.546. The 
marginal significant difference between the error rates of the native control and non- 
native control in the high probability condition p=0.058 was because, surprisingly, 
the non-native control group made fewer errors than did the native control. In the 
illegal in 2 condition, native speakers rated non-word items lower than did the non- 
native control p=0.038 but their rating was not significantly different from the non- 
native experimental p=0.176. 
5.2.1.4 Non-native groups (within groups comparison) 
The fourth procedure was meant to investigate if the non-native groups would show 
the same effects of different condition as native speakers. Four separate One-way 
ANOVAs (two for the non-native control group and two for the non-native 
experimental group) were conducted to compare non-native control and non-native 
experimental groups' mean ratings (in the first two ANOVAs) and error rate (in the 
other two ANOVAs) in the high probability, illegal in 1 and illegal in 2 conditions to 
those in the low probability condition. Post hoe test results showed that the two 
groups' ratings in the high probability condition were significantly higher than their 
ratings in the low probability condition (p= 0.000 for both groups). Also, the error 
rate was higher in the high probability condition than in the low probability condition 
only for the non-native experimental group p=0.000 but not for the non-native 
control group p=0.110. 
Post hoc test results also showed that the non-native experimental group ratings and 
error rate in the low probability condition to those in the illegal in 2 condition 
(Ratings, p= 0.753; Errors, p= 0.501).. Their error rate was also statistically 
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indistinguishable in the low probability condition from those in the illegal in I 
condition p= 0.686. However, their ratings in the illegal in 1 condition were 
significantly lower than their ratings in the low probability condition p= 0.026. 
Interestingly, their ratings, but not their error rate in the illegal in 1 condition were 
also significantly lower than their ratings in the illegal in 2 condition (Ratings, p= 
0.011; Errors, p=0.788). 
On the other hand, post hoc test results showed that the non-native control group's 
ratings in the low probability condition were not significantly different from those in 
the illegal in 2 condition p= Q. 835. However, their error rate in the illegal in 2 
I condition was significantly lower than those in the low probability condition p= 
0.033. In the illegal in 1 condition, both their ratings and error rate were lower than 
those in the low probability condition although the difference was marginally 
significant (Ratings, p=0.054;. Errors, p=0.074). Their ratings, but not their error 
rate in the illegal in I condition were also lower than their ratings in the illegal in 2 
condition although the difference was marginally significant (Ratings, p=0.085; 
Errors, p=0.72 1). 
5.2.1.5 Discussion 
Recall that the current Non-word Rating Task investigated two different research 
questions, nwnely subjects' sensitivity to the legality of English phonotactics and their 
sensitivity to the probability of English phonotactics. Therefore, the results relevant to 
each research question and related hypotheses will be discussed separately. 
Sensitivity to phonotactic legality. Let us first recap the results of native speakers 
regarding their sensitivity to the legality of English phonotactics. In the Non-word 
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Rating Task, native speakers rated stimuli items in the'illegal in 2 condition (/tlauOO 
and illegal in I condition (/dlo 100 less English-like than those in the low probability 
condition U60130. However, there was no difference in error rates between these 
conditions. Therefore, this result partially confirmed Hypothesis 1, which states that 
"native speakers will rate the stimuli items in the illegal in 2 and illegal in 1 
conditions lower and with fewer errors (i. e. classifying a non-word as a real word) 
than those in the low probability condition". Recall that the only difference between 
stimuli items in the illegal in 2 and illegal in I conditions and those in the low 
probability condition is that the fonner started with illegal clusters whereas the latter 
did not contain any illegal clusters but the stimuli were only made up of phonemes 
with low phonotactic probability. However, the phonotactic probability of the syllable 
starting at the second consonant of the non-word (e. g /laus/ in /dIauso in the illegal in 
2 and illegal in 1 conditions were always low. It appears that what affected native 
speakers' judgement, making the difference in ratings, is merely the presence of initial 
illegal clusters. 
These results show that native English speakers are sensitive to the phonotactic 
constraints of English and that this sensitivity can affect their subjective rating of non- 
words. These findings lend support to previous ones which showed that adult native 
speakers are affected by their knowledge of phonotactic constraints. As discussed in 
Chapter 3, phonotactic knowledge has long been shown to affect speech sound 
identification (e. g. Brown and Hildurn 1956; Massaro and Cohen 1983; Pitt 1998). 
Phonotactic knowledge has also been shown to affect pronunciation, as 
mispronunciations usually follow the phonotactic constraints of the language in 
question (e. g. if /n/ is mispronounced as /u/ it will be in a syllable coda) (Dell et al. 
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2000; Warker and Dell 2006). Finally, it has been shown that phonotactic knowledge 
can cause listeners to hear non-existent epenthetic vowels between phonemes when 
presented with consonant clusters that do not conform to the phonotactic constraints 
of their native language (Matthews and Brown 2004; Dupoux et al., 1999; Dupoux et 
al., 2001) as discussed in Chapter 3. 
In addition, these results directly lend support to Coleman and Pierrehumbert's (1997) 
findings in that native speakers have reliable intuitions about phonotactic constraints 
in their own language. Their study was discussed in Chapter 3 but for reasons of 
convenience and because of their study yielded different results to those in the present 
Non-word Rating task, I repeat the presentation of their study here. Recall that 
Coleman and Pierrehumbert analysed native speakers' acceptability judgement of 
paired non-words starting with consonant clusters which either respected or violated 
phonotactic constraints (e. g. /glishs/ and /mlislasý. Subjects were asked to judge 
whether each item could or could not be a possible English word by pressing two 
response buttons. The number of no responses was counted and taken as a score of 
subjective degree of wordlikeness. Non-words starting with illegal clusters were 
significantly judged as less English-like than those starting with illegal ones. 
However, their analysis showed another interesting result. They found that some non- 
words starting with illegal consonant clusters (e. g. /mrupeifn/ were scored better than 
others starting with legal ones (e. g. /spletisak/). 
Coleman and Pieffeliumbert interpreted this finding by suggesting that acceptability 
judgement entails an evaluation of the whole composition of the non-word. High 
frequency or high phonotactic probability parts (e. g. tion in /rnrupeifný will alleviate 
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the ill-formedness of the illegal clusters. In brief, the presence of an illegal cluster is 
not enough to render a non-word unacceptable (ibid: 55). 
Although a similar analysis of single items was not attempted in the current Non-word 
Rating Task, 54 general results are not compatible with Coleman and Pierrehumbert's 
finding. In the current Non-word Rating Task, native subjects rated stimuli items 
starting with illegal consonant clusters in the illegal in 2 condition (/tlauOo and illegal 
in 1 condition (/dlo 100 less English-like than those in the low probability condition 
V63130. This is because, unlike the situation in Coleman and Pierrehumbert's task 
where frequency and probability of subsequent parts were not controlled, in the 
current task the phonotactic probability of the syllable starting at the second phoneme 
of the non-word (e. g. Ao 100 in /dIo 100 in the illegal in 2 condition and illegal in I 
condition was controlled and was always low. This suggests that when the rest of the 
item is controlled, native speakers, intuitions regarding the phonotactic constraints of 
their language can differentiate between low probability items and those which 
contain a subpart with zero probability (illegal clusters). - 
However, as the phonotactic probability of the items was controlled, the current task 
can not rule out Coleman and Pierrehumbert' s proposal that judgements are based on 
evaluation of the whole composition of the non-word. Indeed, findings from the 
Lexical Decision Task are consistent with such a proposal. I will return to this issue 
when discussing results from the Lexical Decision Task. 
" Such analysis is not relevant in the present study as the phonotactic probability of the syllable 
starting at the second phoneme of the non-word (e. g. /13 100 in /dlz) 100 in the illegal in 2 condition and 
illegal in I condition was controlled. 
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Let us now consider non-native subjects' results. Do they show sensitivity to 
phonotactic legality of English and Arabic as measured by the Non-word Rating Task 
when listening to English? Null Hypothesis 3, which states that "non-native speakers 
will show no difference between their ratings or error rates in the illegal in 2 
condition, illegal in 1 condition and the low probability condition", was partially 
rejected. First, both non-native groups judged stimuli items in the illegal in 2 (/tlauOý 
as as English-like as those in the low probability condition V60 13/) condition. Only 
the non-native control group, however, made fewer errors when rating stimuli items in 
the illegal in 2 condition than those in the low probability condition. On the other 
hand, both non-native groups judged stimuli items in the illegal in 1 condition 
(/dlo 10/) to be less English-like than those in the low probability condition (see Figure 
5.3). In addition, the non-native control group made fewer errors when rating stimuli 
items in the illegal in I condition than those in the low Probability condition (see 
Figure 5.4). 
Ratings of both groups in the illegal in I condition co. mpared to their ratings in the 
low probability condition suggest that they are sensitive to the phonotactic constraints 
of English. They consistently judged stimuli items in the illegal in I condition to be 
less English-like than those in the lowprobability corýdition. This result lends support 
to previous findings (e. g. Altenberg and Cairns 1983; Altenberg 2005b) that 
bilinguals and L2 learners' subjective ratings show good knowledge of the legality of 
consonant clusters in English. However, surprisingly, our non-native subjects did not 
judge stimuli items in the illegal in 2 condition to be less English-like than those in 
the low probability condition. Their sensitivity to the phonotactic constraints of 
English and Arabic in the illegal in 2 condition showed only as lower error rates in 
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this condition in the non-native control group's ratings compared to those in the low 
probability condition. 
The most interesting and unpredicted result, however, was that both non-native 
groups judged stimuli items in the illegal in 1 condition to be less English-like than 
those in the illegal in 2 condition. Recall that in addition to being illegal in Arabic, 
stimuli items in the illegal in 2 condition are also illegal in English, as those in the 
illegal in 1 condition. Why should this happen? Non-native speakers were actually 
predicted to judge stimuli items in the illegal in 2 condition to be less English-like or 
at least as English-like as those in the illegal in 1 condition. One possible explanation 
is that because non-native subjects were told that they would listen to English words 
and non-words composed of English phonemes, and given the time this task allowed 
them, they managed to judge these items based on their knowledge of English only, in 
other words switching to a monolingual English mode. 
GroSjean (2001) mentions a number of factors that could affect the language mode. 
These include stimuli, situation and participants' knowledge that they are 
participating because they are bilingual, which may in fact encourage them to operate 
in a bilingual mode and consequently influence their responses. Actually, the 
procedure followed in our study encouraged subjects to be in a monolingual English 
mode. As discussed in Chapter 4, our subjects were EFL learners who likely did not 
know that there was a particular interest in them as speakers of Arabic. In addition, 
recall that the stimuli in the low probability and high probability conditions were 
mostly constructed of non-LI phonemes, another factor which may have encouraged 
non-native subjects to judge-stimuli items based solely on their knowledge of English. 
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However, a closer examination *of our non-native subjects' behaviour indicates that 
they were not merely operating in a monolingual English mode. Rather, it seems that 
they were deliberately trying to do so by avoiding basing their judgement on their 
knowledge of Arabic phonotactic constraints and the Non-word Rating Task gave 
them enough time to do that. 71ýs is because they judged stimulus items starting with 
illegal consonant clusters in English only as less English-like than those starting with 
illegal consonants clusters in both English and Arabic. 
Similar findings were found by Altenberg and Cairns (1983) in a visual presentation 
of the same task. When they asked English monolinguals and English-German 
bilinguals to rate how English-like non-words starting with illegal consonant clusters 
in German only (e. g. smatt), both groups' ratings were only influenced by phonotactic 
constraints of English. However when the same stimulus items where presented in a 
visual Lexical Decision Task, processing times of the bilinguals were affected by the 
phonotactic constraints of German. Similarly, Altenberg (2005b) found in a rating 
task that Spanish ESL learners judged non-words starting with illegal clusters in 
Spanish only more English-like than those starting with illegal clusters in English and 
Spanish, suggesting that their judgements were not affected by the status of these 
clusters in the Ll. 
Another plausible explanation concerns the effect that phonotactic constraints can 
have on speech sound identification. Recall that researchers such as Brown and 
Hildum (1956); Massaro and Cohen (1983) and Pitt (1998) have shown that native 
speakers' labelling of an ambiguous segment, usually in less than perfect conditions, 
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is influenced by their native language phonotactic permissibility of the consonant 
cluster containing that ambiguous sound. When subjects were asked to label an 
ambiguous segment between [1] and [r], for example, the ambiguous segment was 
more often. labelled as [r] in [t? i], while the same segment was more often labelled as 
[1] in [s? i] (Massaro and Cohen 1983). 
It seems that being a non-native listener resembles listening to one's native language 
in less than perfect conditions. In other words, it is possible that, influenced by their 
Ll phonotactic constraints, our non-native listeners misperceived the non-L1 
consonant clusters in the illegal in 2 condition (e. g. /sr/ in /srud/). Non-native listeners 
may have misperceived the illegal cluster /sr/ as the legal one [frý or [fr] rendering it 
legal in English as well. On the other hand, their knowledge of English phonotactic 
constraints may not be subtle enough to cause such misidentification in the illegal in I 
condition. This could explain why non-native listeners' ratings of stimuli items in the 
illegal in 2 condition were statistically indistinguishable from those in low probability 
conditions and higher than those in the illegal in I condition. 
Sensitivity to phonotactic probability. Let us now recap the results of native speakers 
regarding their sensitivity to the probability of English phonotactics. In the Non-word 
Rating Task, native speakers judged stimulus items in the high probability condition 
as more English-like than those in the low probability condition. They even made 
some errors when rating stimulus items in the high probability condition (i. e. they 
wrongly classified some high probability non-words as real words). This result 
confirms Hypothesis 2, which states that "Native speakers will rate the stimuli items 
in the low probability condition, lower and with fewer errors than those in the high 
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probability condition". Additionally, this result lends support to previous findings that 
English native speakers are sensitive to the phonotactic probability in their Ll and 
that this sensitivity could show in their subjective ratings of non-words (Bailey and 
Hahn 2001; Frisch et al. 2000; Vitevitch et al. 1997), as discussed in Chapter 3. This 
result is consistent with the claim that phonotactic probability information stored in 
memory can be accessed by native speakers and used to give reliable word-likeness 
judgments of non-word stimuli (Vitevitch et al. 1997). 
However, results from native speakers do not provide information regarding the 
source of phonotactic probability knowledge, that is "whether listeners have access to 
independeýt information in memory regarding phonetic segments or sequences, or 
whether all phonotactic effects emanate from individual representation of lexical 
form" (Vitevitch et al. 1997: . 48). In addition, as our stimuli was either 
high 
probability/high density or low probability/ low density, it can not be ensured that the 
effect obtained in the judgments of native speakers in the current task is the result of 
phonotactic probability, although previous studies (e. g. Bailey and Hahn 2001; 
Vitevitch and Luce 1998,1999,2005) have shown that phonotactic probability has a 
significant effect that is beyond and independent of neighbourhood density. 
As I argued in Chapter 3, the difficulty of dissociating the effect of phonotactic 
probability and neighbourhood density in native speakers lies in large part in the fact 
that adult native speakers have completely constructed lexicons. Therefore, our native 
speakers could have been affected by neighbourhood density of the stimuli as well, 
judging words in the high probability/high density condition more English-like 
because they find them similar to more English words in their lexicon. This is where 
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results from our non-native speakers are vital. EFL learners do not have at all as 
complete an English lexicon as English native speakers. Thus, the lexicon, and more 
specifically neighbourhood density effects, are not expected to play the same role as 
in native speakers because of the different distribution of words in the native and non- 
native lexicons. The scale of density effects here depends on the number of 
neighbours acquired by the leamer. 55 
As mentioned in Chapter 3, Common but low density words such as face, dog, home, 
book; wife, room appear earlier in teaching materials than uncommon but high density 
ones (e. g. muss, ram, soar etc.. ). The main point here is that a non-native's lexicon is 
not as informative as a native speaker's one as far as its effect on sensitivity is 
concerned. Therefore, if subjects in the current study (low-intennediate EFL learners) 
show sensitivity to stimuli that is high probability/ high density, this would provide 
additional evidence that phonotactic probability effects are unique and are not only 
subsumed by neighbourhood density effects. For the same argument regarding the 
incompatibility of native and nonnative lexicons discussed above, if our EFL subjects 
show sensitivity to the phonotactic probability in the Non-word Rating Task, this 
would be suggestive that this sensitivity stems from independent information in 
memory regarding phonotactic probability rather than from individual representation 
of lexical fonn (Vitevitch et al. 1997). 
Hypothesis 4, which states that "non-native speakers will show no difference between 
their ratings or error rates in the high probability condition and the low probability 
55 The number of neighbours of a certain stimulus item which our low intermediate non-native speakers 
have acquired is likely to be much fewer than those acquired by native speakers and hence a high level 
of sensitivity of our non-native speakers to high density/high probability items can not be attributed to 
neighbourhood density effects alone. 
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condition" was rejected as our non-native speakers seem to be sensitive to the 
phonotactic probability of English. Subjects in both non-native groups judged stimuli 
items in the high probability condition more English-like than those in the low 
probability condition. In addition, the non-native experimental group made more 
errors when judging stimuli items in the high probability condition than in the low 
probability condition (i. e. they wrongly classified some high probability non-words as 
real words). These results provide fin-ther evidence that phonotactic probability has an 
effect that is beyond and independent of neighbourhood density. It also seems that 
phonotactic probability effects are the result of abstract phonological information in 
memory that is independent of lexical representations of sound patterns. This latter 
proposal is consistent with the Shortlist Model of Word Recognition (Norris 1994). 
Unlike TRACE (McClelland and Elman 1986), which suggests that phonotactic 
effects are top-down lexical effects, Shortlist suggests that phonotactic information is 
independently represented knowledge. 
Other indirect support for this proposal comes from subjects' (both native and non- 
native) sensitivity to the phonotactic legality of English. Here sensitivity can not be 
the result of the presence of these constraints in lexical items; rather it is the result of 
the absence of these sequences (illegal clusters) in lexical items, which is suggestive 
of the availability of an abstract knowledge of phonotaqtic constraints. Findings from 
infants are also supportive of the proposal that phonotactic probability effects are the 
result of abstract phonological information in memory that is independent of lexical 
representations of sound patterns. As Jusczyk (1997) noted, infants seem to develop 
sensitivity to the sound patterns of their native language before "significant 
vocabulary developmenf' because comprehending first words is evidenced between 
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8-10 months of age (ibid: 89). This is evidence which -favours the proposal that this 
sensitivity does not result from "extracting this information from large number of 
known words" since babies do 'not recognise any when they exhibit this sensitivity 
(ibid). 
5.2.2 Results of the Lexical Decision Task 
In this task two dependent variables were analysed, namely reaction times and error 
rate. An error was counted when a 'no' response was made when a non-word was 
presented. Practice items and real-word fillers were not included in the analysis. The 
error rate was not analysed as a dependent variable in previous research, which was 
mostly with native speakers. However, given the level of our non-native subjects, and 
as is the case with the Non-word Rating Task, different conditions in this task were 
predicted to show effects in errors, hence the analysis of error rate in this task. In 
addition, because of the time constraint which this task entailed, it was predicted that 
effects of different conditions would show in error rates in this task more than they 
did in the Non-word Rating Task. 
Recall that the current task investigated two different research questions, narnely 
I 
subjects' sensitivity to the legality of English phonotactics and their sensitivity to the 
probability of English phonotactics. As with the Non-word Rating Task, previous 
research using the Lexical Decision Task has tried to answer one question or the 
other, but not both. Therefore, in the current task four different conditions, instead of 
two, were compared: illegal in one (English only), illegal in both (English and 
Arabic), low phonotactic probability and high phonotactic probability. 
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The best way to answer our two research question is to compare RTs and error rates in 
all conditions to the low phbnotactic probability condition. To answer the first 
research question, M and error. rates in the illegal in one condition and illegal in two 
condition will be compared to those in the low phonotactic probability condition. If 
subjects are sensitive to the legality of English phonotactics they are predicted to 
reject non-words in the illegal in one and illegal in two conditions faster and with 
fewer errors than those in the low phonotactic probability condition. To answer the 
second research question, RTs and error rate in the high phonotactic probability 
condition will also be compared to those in the low phon'otactic probability condition. 
If subjects are sensitive to the phonotactic probability of English, they are predicted to 
reject non-words in the high phonotactic probability condition more slowly and with 
more errors than those in the low phonotactic probability condition. In the following 
discussion, effects are considered statistically significant at p :50.05 and as marginally 
significant where 0.05 <p: 5 0.1. (a) Mean RTs in milliseconds (ms) is measured from 
item onset and mean percentage of error rate for the three subjects groups (native 
control, non-native control and non-native experimental) in the four conditions ( high 
probability, low probability, illegal in I and illegal in 2) are shown here table 5.1. 
Table 5.1 Mean RTs in ms and mean percentage of errors for the 3 groups in phonotactic conditions. 
Condition type Illegal in 2 Illegal in I Low probability High probability 
(a) RTs in ms 
Native speakers 1205 1060 1271 1594 
Non-native control 1807 1561 1743 2075 
Non-native experimental 1823 1546 1752 2066 
(b) % of Errors 
Native speakers 6.9 2.7 5.5 24.3 
Non-native control 21.6 16.6 16.6 43.7 
Non-native experimental 27.5 14.1 19.1 39.5 
192 
5.2.2.1 Native control 
The first procedure was to find out if our native control group showed effects of 
different conditions. Their mean RTs in milliseconds measured from item onset and 
mean percentage of error rate for each condition are compared in Figure 5.7 and 
illegal in 2 illegal in 1 low probability high probability 
Condition type 
Figure 5.7 Native speakers' mean RTs in ms measured from item onset in the Lexical Decision Task in 
four different phonotactic conditions (illegal in 2, illegal in 1, low probability and high probability). 
Errors 







illegal in 2 illegal in 1 low probability high probability 
Condition type 
Figure 5.8 Native speakers' mean percentage of errors in the Lexical Decision Task in four ditterent 
phonotactic conditions (illegal in 2, illegal in 1, low probability and high probability). 
As Figure 5.8 shows, unlike the Non-word Rating Task where native speakers 
committed errors only in the high probability condition, in the Lexical Decision Task 
native speakers committed errors in all conditions. Two separate One-way ANOVAs 
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were conducted to compare native speakers' mean RTs (in the first ANOVA) and 
error rate (in the second) in the high probability, illegal in I and illegal in 2 
conditions to those in the low probability condition. Post hoc test results showed that 
native speakers' M and error rate in the high probability condition were 
significantly higher than their RTs and error rates in the low probability condition 
(RTs, p= 0.012; Effors, p= 0.000). 
On the other hand, results showed that native speakers' RTs and error rates in the low 
probability condition were not significantly different from those in the illegal in 2 
condition (RTs, p= 0.596; Errors, p= Q. 724) and illegal in 1 condition (RTs, p= 
0.093; Errors, p= 0.480). No significant difference was found neither in the RTs p= 
0.243 nor in the error rate p= 0.29ý between the illegal in 2 and the illegal in I 
conditions. 
5.2.2.2 Comparing non-native groups (between groups comparison) 
The second procedure in analysing the Lexical Decision Task data was to find out if 
there was any significant difference between the RTs and errors of the two non-native 
4 groups 
in the four different phonotactic conditions. Mean RTs measured from item 
onset and mean percentage of errors of the two non-native groups (i. e. non-native 
control and non-native experimental) in four different phonotactic conditions are 
compared in Figure 5.9 and Figure 5.10, respectively. 
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illegal in 2 illegal in 1 low probability high probability 
Condition type 
Figure 5.9 Non-native control and non-native experimental groups mean RTs in ms measured from 
item onset in four different phonotactic conditions (illegal in 2, illegal in 1, low probability and high 
probability). 
Errors 
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illegal in 2 illegal in 1 low probability high probability 
Condition type 
Figure 5.10 Non-native control and non-native experimental groups' mean percentage of errors in the 
Lexical Decision Task in four different phonotactic conditions (illegal in 2, illegal in , 
low probability 
and high probability). 
Two separate One-way ANOVAs were conducted to compare mean RTs (in the first 
ANOVA) and error rate (in the second) of the two non-native groups in all four 
conditions. Post hoc test results showed that there was no significant difference 
between the two groups' RTs and error rates in all four conditions; illegal in 2 
condition (RTs, p= 0.879; Errors, p= 0.272), illegal in I (RTs, p= 0.903; Errors, p= 
0.637), low probability (RTs, p= 0.942; Errors, p= 0.637) and high probability (RTs, 
p= 0.944; Errors, pý 0.432). 
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5.2.2.3 Comparing Native Control to Non-Native Groups 
The third procedure compared the native control group's RTs and errors in all 
conditions to those of the non-native groups. This was to find out if native speakers' 
superior knowledge helped them perform better in rejecting non-words faster and 
more accurately than the non-native speakers. Mean RTs and percentage of errors of 
the three groups (i. e. native control, non-native control and non-native experimental) 
in the four conditions are compared in Figure 5.11 and Figure 5.12 respectively. 
RTs in ms 







illegal in 2 illegal in 1 low probability high probability 
Condition type 
Figure 5.11 Mean RTs in ms in the LD Task for the three groups (native control, non-native control 
and non-native experimental) in four different phonotactic conditions (illegal in 2, illegal in 1, low 
probability and high probability). 
Errors 







illegal in 2 illegal in 1 low high 
probability probability 
Condition type 
Figure 5.12 Mean percentage of errors in the LD Task for the three groups (native control, non-native 
control and non-native experimental) in the four different phonotactic conditions). 
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Two separate one-way ANOVAs were conducted to compare mean RTs (in the first 
ANOVA) and error rate in (in the second ANOVA) in all conditions of the native 
control group to those of the two non-native groups. Post hoc test results of the first 
one-way ANOVA showed that native speakers were faster in rejecting non-word 
items in all conditions than non-native speakers in both groups. The native control 
group was faster in rejecting non-words than both groups in the illegal in 2 condition 
p=0.000, the illegal in 1 condition (non-native control p=0.000 and non-native 
experimental p=0.001), the low probability condition and the high probability 
condition p=0.001. 
Post hoc test results of the second one-way ANOVA also showed that overall native 
speakers were more accurate in rejecting non-word items in all conditions than non- 
native speakers in both groups, although the difference was sometimes only 
marginally significant. The native control group was more accurate than both non- 
native groups in rejecting non-words in the illegal in 2 condition (non-native control 
p=0.017 and non-native experimental p=O. ool), the illegal in 1 condition (non- 
native control p=0.024 and non-native experimental p=0.064), the low probability 
condition (non-native control p=0.071 and non-native experimental p=0.027) and 
the high probability condition (non-native control p=0.002 and non-native 
experimental p=0.013). 
5.2.2.4 Non-native groups (within groups comparison) 
The fourth procedure was to investigate if the non-native groups would show the 
same -effects of different condition as native speakers. Four separate one-way 
ANOVAs (two for the non-native control group and other two for the non-native 
experimental group) were conducted to compare non-native control and non-native 
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experimental groups' mean RTs (in the first two ANOVAs) and error rate (in the 
other two ANOVAs) in the high probability, illegal in 1 and illegal in 2 conditions to 
those in the low probability condition. Post hoc test results showed that the two 
groups' RTs in the high probability condition were significantly higher than their RTs 
in the low probability condition (non-native control p=0.012 and non-native 
experimental p=0.018). The error rate was also higher in the high probability 
condition than in the low probability condition for both groups (non-native control p= 
0.000 and non-native experimental p=0.00 1). 
On the other hand, post hoc test results showed that both non-native groups' M and 
error rates in the low probability condition were not significantly different from those 
in the illegal in 2 condition (Non-native control, RTs, p= 0.558; Errors, p= 0.100; 
non-native experimental, RTs, p= 0.585; Effors, p= 0.167). Similarly, both non- 
native groups' RTs and error rates in the low probability condition were not 
significantly different from those in the illegal in 1 condition (Non-native control, 
RTs, p= 0.161; Errors, p= 0.651; non-native experimental, RTs, p= 0.115; Errors, p= 
0.405). Interestingly, both groups' RTs and error rates in the illegal in I condition 
were lower than their RTs and error rates in the illegal in 2 condition (Non-native 
control, RTs, p= 0.049; Errors, p= 0.037; non-native experimental, RTs, p= 0.035; 
Errors, p= 0.029). 
5.2.2.5 Discussion 
Recall that the current Lexical Decision Task investigated two different research 
questions, namely subjects' sensitivity to the legality of English phonotactics and their 
sensitivity to the probability of English phonotactics. The results relevant to each 
research question will be discussed separately. These are the same research questions 
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the Non-word Rating Task investigated. The main aim of using the Lexical Decision 
Task, however, was to find out if sensitivity shown in a task where metalinguistic 
knowledge could be used such as the Non-word Rating and could also be shown in an 
online task where subjects are denied the time element. In other words, the aim of the 
Lexical Decision Task was to find out as Vitevitch et al.. (1997: 55) put it "if measures 
of processing time coincide with subjective ratings of phonological goodness" such 
that non-words judged as most English-like in the Non-word Rating Task will be 
processed and rejected most slowly and vice versa in the Lexical Decision Task. 
Sensitivity to phonotactic legality. Let us first recap the results of native speakers 
regarding their sensitivity to the legality of English phonotactics. In the Lexical 
Decision Task native speakers rejected non-word stimuli items in the low probability 
condition as fast and with a statistically indistinguishable number of errors as they 
did with those in the illegal in 2 condition and illegal in I condition. Therefore, our 
Hypothesis 5, which states that "Native speakers will reject stimuli. iterns in the illegal 
in 2 and illegal in I conditions faster and with fewer errors than those in the low 
probability conditiorý', is disconfirmed. Native speak6rs were also faster and more 
accurate than non-native speakers in both groups in deciding that non-words are non- 
words in the illegal in 2 and illegal in 1 conditions. This result partially confirms 
Hypothesis 7, which states that "Native speakers will be faster in rejecting stimuli 
items and with fewer errors in all conditions than non-native speakers". 
Note that the only difference between stimuli items in the illegal in 2 and illegal in I 
conditions on the one hand and those in the low probability condition on the other is 
that the fonner started with illegal clusters. However, the phonotactic probability of 
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the syllable starting at the second consonant of the non-word (e. g /laus/ in /dlaus/) in 
the illegal in 2 and illegal in 1 conditions was always low. In the Non-word Rating 
Task native speakers' judgements were affected by this difference (i. e. starting with 
illegal clusters) and therefore they rated the stimuli items in the illegal in 2 and illegal 
in I conditions lower than those in the low probability condition. But why has this 
difference not shown an effect in the lexical Decision Task? 
Recall from our discussion in Chapter 3 and in Section 5.2.1.5 of this chapter that 
Coleman and Pierrehumbert (1997) found that some non-words starting with illegal 
consonant clusters (e. g. /mrupeiln/ were rated better than others starting with legal 
ones (e. g. /spletisak/). They interpreted this finding by suggesting that acceptability 
judgement entails an evaluation of the whole composition of the non-word. Because 
the part following the illegal cluster in our stimuli was controlled, our findings from 
the Non-word Rating Task did not support such a proposal as our native speakers 
consistently judged stimuli items starting with illegal clusters as less English-like than 
those with low phonotactic probability. 
However, findings from the current Lexical Decision Task lend support to a proposal 
that timed lexical decisions, but not the subjective ratings Coleman and Pierrehumbert 
propose, are based on an evaluation of the whole composition of the non-word. A 
closer examination of the procedure which Coleman and Pierrehumbert followed in 
their acceptability judgement task shows us why our findings from the Lexical 
Decision Task supported their proposal but our findings from the Non-word Rating 
Task did not. Coleman and Pierrehumbert did not arrive at subjective ratings by 
providing subjects with a scale and asking them to rate stimuli items on that scale as 
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in the current Non-word Rating Task. Rather, they ai4rally presented their subjects 
with the stimuli items and asked them to judge whether each word could or could not 
be a possible English word by pressing one of two response buttons. Their score of 
subjective degree of well-formedness was based on the total number of responses 
against the well-fonnedness of each item. An item given 12 responses against (the 
highest score) was considered completely unacceptable. This kind of procedure made 
their task more like a Lexical Decision Task in which, as our Lexical Decision Task 
has shown, subjects do not reject non-words based only on the initial illegal cluster 
but listen to whole non-words to evaluate the entire compositions of the item. 
Consequently RTs did not show an effect of the presence of illegal clusters. 
On the other hand, it seems that the same thing happened in the current Non-word 
Rating Task (i. e. listening to the whole item), but because of the time subjects are 
allowed they are able to process the item again by going back to its beginning and 
ultimately base their judgements on the presence of that illegal cluster. This is a 
possible reason why the presence of an illegal consonant cluster has shown an effect 
only in the Non-word Rating Task but not in the Lexical Decision Task. Therefore, it 
seems that on-line tasks such as The Lexical Decision Task are not appropriate for 
investigating speakers' sensitivity to the phonotactic legality of their language as 
represented in stimuli items starting with illegal clusters. This finding provides 
evidence against the proposal that words are recognised at their uniqueness points 
(e. g. Marslen-Wilson 1973; Marslen-Wilson and Welsh 1978). As discussed in 
Chapter 3, an ideal recognition point predicts that words can become unique and 
consequently be recognized before their acoustic offsets. The implausibility of an 
ideal recognition point was also confirmed by empirical evidence from studies 
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discussed in Chapter 3. Using a gating task, Grosjean (1985) showed that many short 
words could only be recognized some time after their offsets. Similarly, Goodman ahd 
Huttenlocher (1988) used a Lexical Decision Task and varied when during the sound 
pattern (i. e. non-words) the deviation point occurred. They found that reaction times 
measured from the deviation point were longer when the deviation point occurred 
earlier in the non-word suggesting that information after the isolation point was 
needed for identification. 
Non-native speakers' results also suggest that in general the Lexical Decision Task 
failed to show that non-native speakers are sensitive to the phonotactic legality of 
either English or Arabic. Null Hypothesis 8, which states that "Non-native speakers 
will show no difference in RTs or error rates in rejecting stimuli items in the illegal in 
2 condition, illegal in 1 condition and low probability condition" was partially 
accepted. Our Non-native speakers in both groups rejected non-word stimuli items in 
the low probability condition as fast and with statistically indistinguishable number of 
errors as they did with those in. the illegal in 2 condition and illegal in I condition. 
Recall that in the Non-word Rating Task, non-native speakers have shown that they 
are sensitive to the phonotactic legality of English and to a lesser degree to that of 
Arabic. On the one hand, the non-native control group made fewer errors when rating 
stimuli items in the illegal in 2 condition than those in the low probability condition. 
On the other hand, both non-native groups judged stimuli items in the illegal in 1 
condition (/dlo i Oý to be less English-like than those in the low probability condition. 
In addition, the non-native control group made fewer errors when rating stimuli items 
in the illegal in I condition than those in the Improbability condition. 
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However, the only form of sensitivity to phonotactic legality of English which the 
non-native speakers managed to show in the Lexical Decision Task is that both 
groups rejected stimulus items in the illegal in I condition faster and with fewer effors 
than those in the illegal in 2 condition. This result was replicated in the Non-word 
Rating Task as both non-native groups judged stimuli items in the illegal in 1 
condition to be less English-like than those in the illegal in 2 condition. Recall that, in 
addition to being illegal in Arabic, stimuli items in the illegal in 2 condition are also 
illegal in English as those in the illegal in 1 condition. Therefore, Non-native speakers 
were actually predicted 56 to reject stimuli items in the illegal in 2 condition faster or at 
least as fast as those in the illegal in I condition. 
In an attempt to explain this unpredicted result in the Non-word Rating Task, I made 
two assumptions. First, I assumed that non-native speakers may have managed to 
judge these items based on their knowledge of English only, in other words switching 
to a 'monolingual' English mode. Another assumption was that, influenced by their 
LI phonotactic constraints, our non-native listeners did not correctly identify the non- 
LI consonant clusters in the illegal in 2 condition (e. g. /sr/ in /srud/). Non-native 
listeners may have misperceived. the illegal cluster /sr/ as the legal one [fr] rendering 
it legal in English as well. On the other hand, their knowledge of English phonotactic 
constraints may not be subtle enough to cause such misidentification in the illegal in 1 
condition. This could explain why non-native listeners rejected stimuli items in the 
illegal in 2 condition more slowly and with more errors than those in the illegal in 1 
condition. 
56 Although, as discussed in Chapter 4, null hypotheses were taken regarding non-native speakers' 
performance. 
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Because this pattern was replicated in the Lexical Decision Task, it seems that the 
latter proposal is more plausible. This is because of the fast processing the Lexical 
Decision Task entails. Non-native speakers are unlikely to have managed to use only 
their knowledge of English. Findings from Altenberg and Cairns (1983) in a visual 
presentation of the Lexical Decision Task lend support to the second proposal. Recall 
that when they asked English monolinguals and English-German bilinguals to rate 
how English-like non-words starting with consonant clusters illegal only in German 
(e. g. smatt), both groups' ratings were only influenced by the phonotactic constraints 
of English (see also Altenberg 2005b). However, when the same stimuli items where 
presented in a visual Lexical Decision Task, processing times of the bilinguals were 
affected by the phonotactic constraints of Gennan as well. 
The reason why our subjects in the lexical Decision Task did not show a clear effect 
of phonotactic legality as that shown in Altenberg and Caims' Lexical Decision Task 
is that the items in our task were presented aurally while theirs were presented 
visually. Therefore, misperception of the initial illegal cluster as a result of 
phonotactic knowledge is likely to happen when items are only presented aurally 
rather than visually. Actually, this was the reason why they opted for a visual 
presentation of Lexical Decision Task, which is "in order to avoid the problem of 
subjects misperceiving illegal sequences" (ibid: 176). 
Additionally, unlike in the auditory Lexical Decision Task where our native subjects 
failed to show an effect for non-LI consonant clusters, in the visual Lexical Decision 
Task such an effect was shown. This indicates that, unlike in an auditory Lexical 
Decision Task, in a visual Lexical Decision Task decisions could be made based on 
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the presence of an initial illegal cluster. In other words, while visual presentation of 
the non-word allows its classification as non-word earlier based on the initial illegal 
cluster, this does not happen when the non-word is presented aurally, in which case an 
evaluation of the whole item takes place. 
Sensitivity to phonotactic probability. Let us first recap the results of native speakers 
regarding their sensitivity to the probability with respect to English phonotactics. In 
the Lexical Decision Task, native speakers decided that non-words with low 
phonotactic probability V63,30 are non-words more quickly and accurately than they 
did with those with high phonotactic probability. Native speakers were also faster and 
more accurate than non-native speakers in both groups in deciding that non-words 
were non-words in all conditions. These results confirm Hypothesis 6, which states 
that "Native speakers will reject. stimuli items in the low probability condition faster 
and with fewer errors than those in the high probability condition" and Hypothesis 7, 
which states that "Native speakers will be faster in rejecting stimuli items and with 
fewer errors in all conditions than non-native speakers". These results lend support to 
previous findings that phonotactic probability not only affects subjective ratings but 
also processing times of stimuli in on-line tasks (Frisch et al. 2000; Vitevitch et al. 
1997; Vitevitch and Luce 1998; 1999; Vitevitch and Luce 2005). They also show the 
difference between Ll speakers and L2 speakers concerning the speed and accuracy 
in accessing words in the lexicon. This suggests that one possible cause of non-native 
speakers' lack of fluency in speaking is their non-automatic access of words in their 
L2 lexicon. Recall that for non-native speakers the non-word stimuli mostly consisted 
of non-LI phonemes and consequently influence from the LI lexicon was unlikely to 
take place. 
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Despite lack of automaticity, the null Hypothesis 9, which states that "Non-native 
speakers will show no difference in RTs or error rates in rejecting stimuli items in the 
in the high probability condition and low probability conditioW' was rejected as our 
non-native speakers in the Lexical Decision Task have shown sensitivity to the 
phonotactic probability of English similar to that shown by native speakers. Our non- 
native subjects in both grouPs decided that non-words with low phonotactic 
probability (/( )3 3/) are non-words more quickly and accurately than they did with 
those with high phonotactic probability (e. g. /sa i v/). This sensitivity was replicated by 
the Non-word Rating Task as our non-native subjects in both groups judged stimuli 
items in the high probability condition more English-like than those in the low 
probability condition. In addition, the non-native experimental group made more 
errors when judging stimuli items in the high probability condition than in the low 
probability condition (i. e. they wrongly classified some high probability non-words as 
real words). Therefore, non-native speakers' sensitivity to the phonotactic probability 
shown by both the Non-word Rating and the Lexical Decision Tasks supports the 
proposal that phonotactic probability has a significant effect that is beyond and 
independent of neighbourhood density. The results also indicate that phonotactic 
probability effects are the result of abstract phonological information in memory that 
is independent of specific lexical representations of sound patterns. Another piece of 
indirect support for this proposal comes from subjects' (both native and non-native) 
sensitivity to the phonotactic legality of English shown by the Non-word Rating Task. 
Here sensitivity can not be the result of the presence of these constraints in lexical 
items; rather it is the result of the absence of these sequences (illegal clusters) in 
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lexical items, which is more suggestive of the availability of an abstract knowledge of 
phonotactic constraints. 
Taken together, results from the Non-word Rating and the Lexical Decision Tasks 
have shown that our EFL learners are sensitive to both the phonotactic legality and 
phonotactic probability of English. These findings suggest that like LI infants, adult 
FL learners still possess the ability to detect the statistical regularities of phonemes in 
the little FL input they receive. Despite the fact that our EFL learners had never been 
taught English phonotactic constraints, they showed similar subtle knowledge of these 
constraints in the pre-test Non-word Rating Task. In addition, they showed subtle 
knowledge of phonotactic probability of English in both the pre-test Non-word Rating 
and the Lexical Decision Tasks despite getting little input and the fact that 
probabilistic phonotactics was not, and in fact, can not be taught. 
It seems that learners' ability to detect statistical regularities of phonemes in the input 
is not confined to real language input. Recall, as discussed in Chapter 3 (Section 
3.3.4), that Chambers et al. (2003) familiarized eight 16.5 month old infants to lists of 
CVC syllables which followed artificial phonotactic constraints (e. g. /b/ is always an 
onset and /p/ is always a coda). When infants were tested using the head-turn 
preference protocol using novel syllables that either followed the p onotactic 
constraints of the experiment or violated them, it was found that infants listened 
longer to novel syllables which violated the phonotactic constraints of the experiment, 
suggesting that infants acquired the phonotactic constraints'of the experiments during 
training. Similar results, as discussed in Chapter 3, were also found with adult English 
speakers (Onishi et al. 2002). 
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Therefore, it seems that just like'Ll -learning infants (Jusczyk et al. 1993b), the results 
in the present study show that EFL learners are able to explore the phonotactic 
regularities of English from a relatively small amount of input and develop sensitivity 
to these phonotactics. In addition, as discussed above, these findings from EFL 
learners are, like those from infants, more suggestive that probability effects are the 
result of abstract phonological information in memory that is independent of lexical 
representations of sound patterns. However, it should be clear here that the word 
abstract here does not mean that this knowledge is universal. Rather the claim here is 
that phonotactic knowledge is language specific knowledge regarding the 
arrangement of phonetic segments and sequences of segments. This knowledge is 
acquired through exposure to EFL words and then independently stored in memory 
regardless whether if the exact lexical items have been stored in the lexicon or not. 
Therefore, our evidence from EFL learners shows that phonotactic effects are the 
result of drawing upon this independently stored knowledge rather than the result of 
direct analogy to existing words in-the lexicon. 
5.2.3 Results of the Word Spotting Task 
RTs and error rates were counted and analysed. The researcher had to listen to the 
tape of each subject, write down the target words that were pronounced correctly and 
go back to the DMDX data file to check if there was a corresponding RT for that 
target word. M included in the *analysis were only those accompanied by correct oral 
productions of the target words. Practice items and real-word fillers were excluded 
from analysis. On the other hand, an error was counted when there was no response or 
a response was either not accompanied by a correct oral production or accompanied 
by a wrong one. Other cases where an error was counted also include a) when the 
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target word recorded on the tape was not intelligible and b) when the target word was 
pronounced correctly but there was no RT recorded because the subject reacted (i. e. 
pressed the response button) too late. 
Recall that the aim of this task was to find if our subjects used the phonotactic 
constraints of English and Arabic in the lexical segmentation of English. Following 
the analysis by Weber and Cutler (2006), the best way to answer our research 
question is by comparing RTs and error rates of three boundary conditions (Common 
(e. g. /vi: flairi/), English (e. g. /vi: dlain/) and Arabic (e. g. /vi: blain/) to those in the No 
boundary condition (e. g. /vi: flain/). If our subjects use the phonotactic constraints in 
each of the three boundary conditions in the lexical segmentation of English, their 
RTs and error rates in each of these condition are expected to be lower than those in 
the No boundary condition. In the following discussion, effects are considered 
statistically significant at p :50.05 and as marginally significant where 0.05 <p :50.1. 
(a) Mean RTs in milliseconds measured from target word offset and (b) mean 
percentage of error rate for the three subjects groups (native control, non-native 
control and non-native experimental) in the four boundary conditions (Common 
boundary, English boundary, Arabic boundary and No boundary) are shown in Table 
5.2 below. 
Table 5.2 Mean RTs in milliseconds measured from word offset and mean percentage of errors in the 
pre-test for native control, non-native control and non-native experimental groups in four different 
boundary conditions. 








(a) RTs in ms __ 
Native speakers 569 697 944 937 
Non-native control 1114 1281 1245 1467 
Non-native 1137 1246 1283 1398 
experimental 
(b) % of Errors 
Native speakers 11 15.7 31.5 33.3 
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Non-native control 23.3 39.4 33.9 60 
Non-native 26.6 37.2 37.2 52.2 
experimental 
5.2.3.1 Native control 
The first procedure was to find out if our native control group showed effects of 
different boundary conditions. Their mean RTs in milliseconds measured from target 
word offset and mean percentage of error rate for each condition are compared in 
Figure 5.13 and Figure 5.14 respectively. 
RTs in ms 





Common English Arabic No 
Boundary type 
Figure 5.13 Native speakers'mean RTs in ms measured from target word offset in the WS Task in four 
different boundary conditions. 
Errors 








Common English Arabic No 
Boundary type 
Figure 5.14 Native speakers' mean percentage of errors in the WS Task in four different boundary 
conditions. 
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Two separate one-way ANOVAs were conducted to compare native speakers' mean 
M (in the first ANOVA) and error rate (in the second) in the Common, English and 
Arabic Boundary conditions to those in the No Boundary condition. Post hoc test 
results showed that native English speakers were significantly faster and more 
accurate in spotting words in the Common Boundary condition than those in the No 
Boundary condition (RTs, (F(3,44) = 3.31, p= 0.005; Errors, (F(3,44) = 2.84, p= 
0.034). They were also faster and more accurate in the English boundary condition 
than in the no boundary condition although the difference in RTs was marginally 
significant (RTs, (F(3,44) = 3. . 31, p= 0.065; Errors, (F(3,44) = 2.84, p= 0.047). 
However, in the Arabic Boundary condition their high RTs and error rates were not 
significantly different from those in the No Boundary condition (RTs, (F(3,44) = 
3.3 1, p=0.846; error rate, (F(3,44) = 2.84, p=0.828). 
5.2.3.2 Comparing non-native groups (between groups comparison). 
The second procedure in analysing the Word Spotting Task data was to find out if 
there was any significant difference between the RTs and errors of the two non-native 
groups in the four different boundary conditions. Mean RTs measured from item 
offset and mean percentage of errors of the two non-native groups (i. e. non-native 
control and non-native experiniental) in four different boundary conditions are 
compared in Figure 5.15 and Figure 5.16, respectively. 
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Figure 5.15 Mean RTs measured from target word offset for the two non-native groups in the Word 
Spotting Task in four different boundary conditions. 
Errors 








Common English Arabic No 
Boundary type 
Figure 5.16 Mean percentage of errors of the two non-native groups In the Word Spotting Task in four 
different boundary conditions. 
Two separate one-way ANOVAs were conducted to compare mean RTs (in the first 
ANOVA) and error rate (in the second) of the two non-native groups in all four 
conditions. Post hoc test results showed that the two groups had statistically 
indistinguishable RTs and error rates in all four conditions; Common Boundary 
condition (RTs, F(7,152) = 2.93, p= 0.820; Errors, F(7,152) = 6.18, p= 0.628), 
English Boundary condition (RTs, F(7,152) = 2.93, p= 0.723; Errors, F(7,152) = 
6.18, p= 0.746), Arabic Boundary condition (RTs, F(7,152) = 2.93, p= 0.708; Errors, 
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F(7,152) = 6.18, p= 0.628) and No Boundary condition (RTs, F(7,152) = 2.93, p= 
0.490; Errors, F(7,152) = 6.18, p= 0.259). 
5.2.3.3 Comparing Native Control to Non-Native Groups 
The third procedure was to compare the native control group's RTs and errors in all 
boundary conditions to those of the non-native groups. This was to find out if native 
speakers' superior knowledge helped them perform better than the non-native 
speakers. Mean RTs and percentage of errors of the three groups (i. e. native control, 
non-native control and non-native experimental) in the four boundary conditions are 
compared in Figure 5.17 and Figure 5.18, respectively. 
RTs in ms 






Figure 5.17 Mean RTs in ms measured from word offset in the Word Spotting Task for the three 
subject groups (native control, non-native control and non-native experimental) in four different 
boundary conditions. 
213 









95 Native control M Non-native Control 13 Non-native Experimental 
Common English Arabic No 
Boundary type 
Figure 5.18 mean percentage of errors in the Word Spotting Task for the three subject groups (native 
control, non-native control and non-native experimental) in four different boundary conditions. 
Two separate one-way ANOVAs were conducted to compare mean RTs (in the first 
ANOVA) and error rate (in the second ANOVA) in all boundary conditions of the 
native control group to those of the two non-native groups. Post hoc test results of the 
first one-way ANOVA showed that native speakers produced significantly faster RTs 
in all conditions but lower error rates in only English Boundary and No Boundary 
conditions compared to non-native speakers in both groups (Common Boundary 
condition (RTs, (F(11,196) = 10.56, non-native control p= 0.000; non-native 
experimental p= 0.000), English Boundary condition (RTs, (F(I 1,196) = 10.56, non- 
native control p= 0.000; non-native experimental p= 0.000; Errors, (F(I 1,196) - 
6.74, non-native control p= 0.003; non-native experimental p= 0.007), Arabic 
Boundary condition (RTs, (F(l 1,196) = 10.56, non-native control p= 0.010; non- 
native expenmental p= 0.004) and No Boundary condition (RTs, (F(I 1,196) = 10-56, 
non-native control p= 0.000; non-native experimental p= 0.000; Errors, (F(I 1,196) = 
6.74, non-native control p= 0.001; non-native experimental p= 0.017). In the 
Common Boundary and Arabic Boundary conditions, native speakers produced 
statistically indistinguishable error rates from those of the non-native groups 
(Common Boundaq condition (Errors, (F(I 1,196) = 6.74, non-native control p= 
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0.122; non-native experimental p=0.060, Arabic Boundary condition (Errors, (F(I 1, 
196) = 6.74, non-native control p= 0.760; non-native experimental p= 0.467). 
5.2.3.4 Non-native groups (within groups comparison) 
The fourth procedure was to investigate if the non-native groups would show the 
smne effects of different condition as native speakers. 57 Four separate One-way 
ANOVAs (two for the non-native control group and other two for the non-native 
experimental group) were conducted to compare non-native control and non-native 
experimental groups' mean RTs (in the first two ANOVAs) and error rate (in the 
other two ANOVAs) in the Common, English and Arabic Boundary conditions to 
those in the No Boundary condition. Post hoc test's results showed that both groups 
were faster and more accurate in the Common Boundary condition than in the No 
Boundary condition (RTs, non-native control p= 0.000; non-native experimental p= 
0.014; Errors, non-native control p= 0.000; non-native experimental p= 0.001) 
interestingly, although not faster, in the English Boundary condition they were more 
accurate than in the No boundary condition (RTs, non-native control p= 0.065; non- 
native experimental p= 0.145; Errors, non-native control p= 0.000; non-native 
58 
experimental p= 0.045). Lastly, in the Arabic Boundary condition, both groups were 
significantly more accurate than in the No Boundary condition (Errors, non-native 
control p= 0.000; non-native experimental p= 0.045). However, only the non-native 
control group was significantly faster p=0.027 in this condition. This latter result 
could be attributed to the fact that the non-native experimental group produced, 
although not significantly, higher RTs in the Arabic Boundary condition (mean = 
57 Recall that null hypotheses were set regarding non-native speakers performance in the Word Spotting 
task. 
58 That is interesting because it shows that the non-native groups started using English phonotactic 
constraints to some extent at pre-test in segmentation. 
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1283ms) and lower RTs in the Wo Boundary condition (mean = 1398ms) than the 
non-native control group (means 1245ms and 1467ms respectively) thus reducing the 
difference between the Arabic Boundary and No Boundary conditions. 
5.2.3.5 Discussion 
Recall that unlike the Non-word Rating and Lexical Decision Tasks which 
investigated subjects' sensitivity to the phonotactic probability of English, the current 
Word Spotting Task did not attempt such investigation. Rather, it only tried to 
investigate research question 3, namely if Arabic speakers EFL learners used the 
phonotactic constraints of Arabic and English in the lexical segmentation of running 
speech in English. However, we first need to recap results from our native speakers to 
ensure that this task is controlled and reliable. 
Results from our native speakers of American English lend support to previous 
findings discussed in Chapter 3 (e. g. McQueen 1998; Weber 2000; Weber and Cutler 
2006), that LI listeners use their native language phonotactic constraints in lexical 
segmentation. The native speakers in the present study were faster and more accurate 
in detecting a word aligned with a boundary constraint common to English and Arabic 
(e. g. 3i: tLo-rd) than when it was not aligned (3i: fLoLrdj. They were also faster and 
more accurate in detecting a word aligned with an English boundary constraint (e. g. 
3i: dLoL. rdj than when it was not. However, they were as fast and accurate in etecting 
words in the Arabic Boundary and lVo Boundary conditions. Moreover, native 
subjects were faster than EFL learners in detecting words in all conditions. But, they 
were only more accurate in detecting words in the English and No Boundary 
conditions. 
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That native English speakers were overall faster than non-native speakers suggests 
that a difficulty for EFL learners in listening may be non-automaticity of lexical 
segmentation ability and bottom-up word recognition skills. These findings confirm 
Hypothesis 10, which states that "Native speakers will spot words in the Common 
Boundary and English Boundary. conditions faster and with fewer errors than those in 
the No Boundary conditions" and Hypothesis 11, which states that "Native speakers 
will show no difference in spotting words in the Arabic Boundary and No Boundary 
condition". The findings also partially confirm Hypothesis 12, which states that 
"native speakers will'be faster and more accurate than non-native speakers in spotting 
words in all conditions", as native speakers were not more accurate than non-native 
speakers in spotting words in the Common Boundary and Arabic Boundary 
conditions. 
An interesting result but which is unrelated to the central issue in the current study 
was found. Our native English speakers, who have no knowledge of Arabic were 
faster and more accurate (although not significantly), in detecting a word aligned with 
a boundary constraint common to English and Arabic (e. g. 3i: tLo. -rdD than when it was 
) (mean RTs, 569ms aligned with a boundary constraint in English only (e. g. 3i: dLoLrd 
vs. 697ms; mean percentage of errors, 11% vs. 15.7%, respectively). Upon examining 
Weber and Cutler's (2006) results, I found a similar trend. 59 Again, although not 
significantly, their native English speakers, who had no knowledge of German, were 
faster and more accurate in detecting a word aligned with a boundary constraint 
common to English and German than when it was aligned with a boundary constraint 
19 Weber and Cutler did not discuss this result. 
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in English only (e. g. in target words starting with /l/, mean RTs, 482ms vs. 543ms; 
mean percentage of errors, 11.9% vs. 17.2%, respectively. Other evidence that non- 
English phonotactic constraints can show effect on monolingual English speakers 
comes from Altenberg and Cairns (1983). In their visual Lexical Decision Task, they 
found that monolingual English speakers were faster in rejecting non-words that 
started with clusters illegal only in German than those that were legal in both 
languages. 
I 
These findings are interesting. Why should a monolingual be affected by non-LI 
phonotactic constraints (i. e. illegal clusters)? One plausible explanation is that 
phonotactic constraints that arc common to two or more languages arc likely to be 
universal. Therefore, their effect-on processing might be stronger than those illegal in 
the LI only. However, this explanation may not be sufficient as monolingual English 
speakers in Altenberg and Cairns' study were affected by consonant clusters that were 
illegal only in German. 
On the other hand, results from our non-native groups allow us to reject the null 
Hypothesis 13, which states that "Non-native speakers will show no difference in RTs 
or error rates in spotting words in the No Boundary condition on the one hand and the 
other three conditions on* the 'other". These results confirm Weber and Cutler's 
findings that L2 listeners transfer their LI phonotactic constraints and use them when 
segmenting speech in an L2. Our EFL learners were faster and more accurate in 
detecting a word aligned with an Arabic boundary constraint (e. g. 3i: bLojrdj than 
when it was not. Recall that results from our Non-word Rating Task showed that non- 
native subjects used their knowledge of English phonotactic constraints when judging 
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how English-like non-words sounded. In addition, our Lexical Decision Task failed to 
show that our non-native subjects were affected by their LI phonotactic knowledge 
during on-line processing. Results from the current Word Spotting Task, however, 
suggest that non-native subjects use their Ll phonotactic constraints to guide their 
segmentation of running speech in an L2, suggesting that, unlike the case with off-line 
processing, operating in an L2 monolingual mode is difficult during on-line 
processing. 
The most interesting pre-test result, however, is that our low-intermediate level EFL 
learners seem to have implicitly acquired some knowledge of English phonotactic 
constraints which they use when segmenting speech in English. They were more 
accurate in detecting a word aligned with an English boundary constraint (e. g. 
3i: dL: )Lrdl than when it was not. This is also confinned by the fact that subjects were 
on average fastest and most accurate when Arabic and English phonotactic constraints 
joined forces in the Common Boundary condition. 
Just like LI-leaming infants (Jusczyk et al. 1993b), these results show that EFL 
learners are able to explore the phonotactic regularities of English based on a 
relatively small amount of input, as also confirmed by the Non-word Rating and 
Lexical Decision Tasks. Not only that but, as the Word Spotting Task has shown, it 
seems that our non-native subjects have started using this knowledge on-line in lexical 
segmentation as they were more'accurate in detecting a word aligned with an English 
I 
boundary constraint (e. g. 3i: dl2L. rdl than when it was not. 
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The problem for L2 learners, however, is that they have Ll phonotactic constraints in 
place. These constraints, in addition to the limited input non-immersion learners 
receive, may slow the acquisition of L2 phonotactic constraints. It is here where the 
role of awareness raising about these constraints and their use in lexical segmentation 
becomes a vital consideration. Given relatively little input and Ll influence, teaching 
phonotactics in an EFL context might provide a shortcut to using L2 English 
constraints in lexical segmentation by directing learners' attention to the presence of 
these cues. Post-test results below will show us if this type of teaching was effective 
in increasing subjects' sensitivity to the phonotactic constraints of English and 
improving their use of these cues in the lexical segmentation of running speech in 
English. 
5.3 Post-tests' results: the effect of the treatment 
5.3.1 Results of the Non-word Rating Task 
The same analysis used in the pre-test was also used in the post-test. In this task two 
dependent variables were analysed, namely ratings and error rate. An error was 
counted when either a rating was not given for a non-word item or the item was 
wrongly rated as a real word. Practice items and real-word fillers were not included in 
the analysis. Recall that it was only the non-native experimental group who received 
the treatment. The treatment was aimed at teaching only phonotactic constraints of 
English and but not unteachable phonotactic probability. However, both groups 
received a considerable arnount of input through in-class activities and the weekly 
tasks they were set. This type of -naturalistic classroom input may have increased both 
groups' sensitivity to the phonotactic probability of English. Therefore, results 
relevant to both topics will be analysed. 
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5.3.1.1 Comparing non-native control pre-test with post-test results 
The first procedure in analyzing the non-native control group's post-test results for the 
Non-word Rating Task was to find out if there is any significant difference between 
pre-test and post-test results in all four conditions. The non-native control group's 
mean ratings and mean percentage of errors in four different phonotactic conditions in 
the pre-test and post-test are compared in Figure 5.19 and Figure 5.20, respectively. 
Non-native control ratings 




illegal in 2 illegal in 1 low probability high probability 
Condition type 
Figure 5.19 Non-native control group's mean ratings in the NWR Task in four different phonotactic 
conditions in the pre-test and post-test. 
illegal in 2 illegal in 1 low high 
probability probability 
Condition type 
Figure 5.20 Non-riative control -group's mean percentage of errors in the NWR Task 
in four different 
phonotactic conditions in the pre-test and post-test. 
Two one-way ANOVAs were conducted to compare the non-native control group's 
post-test ratings (in the first ANOVA) and error rate (in the second) to those of their 
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pre-test in all four conditions. Post hoc test results showed the non-native control 
group's ratings and errors in the post-test in all conditions remained statistically 
indistinguishable from theirs in the pre-test (illegal in 2 condition (Ratings, p=0.646; 
Errors p=0.432), illegal in I condition (Ratings, p=0.959; Errors p=0.432), the low 
probabiliýv condition (Ratings, p=0.683; Errors p=0.370) and the high probabiliýy 
condition (Ratings, p=0.32 1; Errors p=0.844). 
5.3.1.2 Comparing native control to non-native control post-test results 
Although the non-native control group's post-test results remained statistically 
indistinguishable from their pre-test results in all conditions, any insignificant 
difference in the post-test results could change the status of the results compared to 
native control's results. Therefore, the second procedure was to compare the native 
English-speaking control group's ratings and errors in all conditions to those of the 
non-native control group's post-test results. Mean ratings and percentage of errors of 
the native control and non-native control's pre-test and post-test results in the four 
conditions are compared in Figure 5.21 and Figure 5.22, respectively. 
Ratings 
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Figure 5.21 Native control group and non-native control group's pre-test and post-test ratings in the 
NWR Task in four different phonotactic conditions. 
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illegal in 2 illegal in 1 low high 
probability probability 
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Figure 5.22 Nati% e control group and non-native control group's pre-test and post-test errors in the 
NWR Task in four different phonotactic conditions. 
Two one-way ANOVAs were conducted to compare the native control group's ratings 
(in the first ANOVA) and error rate (in the second) to those of the non-native control 
group's post-test in all four conditions. Post hoc test results showed that the non- 
native control group's results did not change in the post-tests compared to native 
speakers'. In the illegal in 2 condition their ratings remained higher p=0.012 and 
their errors statistically indistinguishable p=0.308 from native speakers. In the illegal 
in I and low probability conditions both their ratings and errors remained statistically 
indistinguishable from native speakers (illegal in 1, Ratings, p=0.061; Errors p= 
0.174; low probability, Ratings, p=0.370; Errors p=0.082). Finally in the high 
probability condition, their ratings remained significantly lower p=0.022 and errors 
statistically indistinguishable p=0.061. 
5.3.1.3 Comparing non-native experimental pre-test with post-test results 
The first procedure in analyzing the non-native experimental group's post-test results 
of the Non-word Rating Task was to find out if there is any significant difference 
between pre-test and post-test results in all four conditions. The non-native 
experimental group's mean ratings and mean percentage of errors in four different 
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phonotactic conditions in the pre-test and post-test are compared in Figure 5.23 and 
Figure 5.24, respectively. 
Non-native experimental ratings 
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Figure 5.23 Non-native experimental group's mean ratings in the NWR Task in four different 
phonotactic conditions in the pre-test and post-test. 
Non-native experimental errors 






illegal in 2 illegal in 1 low high 
probability probability 
Condition type 
Figure 5.24 Non-native experimental group's mean percentage of errors in the NWR Task in four 
different phonotactic conditions in the pre-test and post-test. 
Two one-way ANOVAs were conducted to compare the non-native experimental 
group's post-test's ratings (in the first ANOVA) and error rate (In the second) to those 
of their pre-test in all four conditions. Post hoc test results showed that the non-native 
experimental group's ratings and errors in the post-test remained statistically 
indistinguishable from theirs in the pre-test in three conditions: illegal in 2 condition 
(Ratings, pý0.928; Errors pý0.230), illegal in I condition (Ratings, p=0.683; 
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Errors p=0.548), and the high probability, condition (Ratings, p=0.108; Errors p= 
0.764). However, in the loiv probabiliýv condition although the error rate remained 
statistically indistinguishable p=0.293, their ratings in the post-test became just 
barely significantly higher than theirs in the pre-test p=0.049. 
5.3.1.4 Comparing native control to non-native experimental post-test results 
The fact that the non-native experimental group's post-test results in most of the 
conditions remained statistically indistinguishable from their pre-test results does not 
guarantee that the post-test results would not show a significant difference when 
compared to native control's results. Therefore, the second procedure was to compare 
the native English-speaking control group's ratings and errors in all conditions to 
those of the non-native experimental group's post-test results. Mean ratings and 
percentage of errors of the native control and non-native experimental group's pre-test 
and post-test results in the four conditions are compared in Figure 5.25 and Figure 
5.26, respectively. 
Rati ngs 
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Figure 5.25 Native control and non-native experimental group's pre-test and post-test ratings In the 
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illegal in 2 illegal in 1 low high 
probability probability 
Condition type 
Figure 5.26 Native control and non-native experimental group's pre-test and post-test errors in the 
NWR Task in four different phonotactic conditions. 
Two one-way ANOVAs were conducted to compare the native control group's ratings 
(in the first ANOVA) and error rate (in the second) to those of the non-native 
experimental group's post-test in all four conditions. Post hoc test results showed that 
the non-native experimental group's ratings and error rates remained statistically 
indistinguishable from native speakers' in three conditions: (illegal in 2, Ratings, p 
0,244; Errors p=0.119; illegal in 1, Ratings, p=0.763; Errors p=0.795; low 
probabilitv, Ratings, p=0.901; Errors P=0.729). However, although the error rate in 
the high probabilitil, condition also remained statistically indistinguishable from native 
speakers, the experimental group's ratings changed. In the pre-test, non-native 
experimental group's ratings in the high probability condition were significantly 
lower than native speakers' p=0.001. However, because of the insignificant increase 
in their ratings in the post-test compared to the pre-test p=0.108, their ratings in the 
post-test became statistically indistinguishable from native speakers' p=0.10 1- 
5.3.1.5 Discussion 
Recall that it was only the non-native experimental group who received the treatment. 
The treatment was aimed at teaching only the phonotactic constraints of English and 
226 
not phonotactic probability. However, both groups received a good amount of input 
through in-class activities and the weekly tasks they were set. This type of naturalistic 
input may have increased both groups' sensitivity to the phonotactic probability of 
English. Therefore, we need to highlight both groups' post-test results concerning 
their sensitivity to both phonotactic legality and phonotactic probability in English in 
the Non-word Rating Task. 
Non-native control group. Post-test results show that the non-native control group's 
sensitivity to English phonotactic legality did not change. Their ratings and error rates 
in the illegal in 2 and illegal in I conditions in the post-test remained statistically 
indistinguishable from theirs in the pre-test. In addition, their results did not change 
compared to native speakers. In the illegal in 2 condition their ratings remained higher 
and their errors statistically indistinguishable from native speakers. In the illegal in 1 
conditions both their ratings and errors remained statistically indistinguishable from 
native speakers. 
Actually, these results were not unexpected. Recall that in the pre-test the non-native 
control group showed sensitivity to phonotactic legality'in English. They were native- 
like in judging non-words starting with illegal clusters in English less English- like 
and with fewer errors than non-words with low phonotactic probability. Therefore, 
there was no margin for improvement (i. e. a ceiling effect). 
post-test results also show that the non-native control group's sensitivity to English 
phonotactic probability did not change. Their ratings and error rates in the low 
probability and high probability conditions in the post-test remained statistically 
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indistinguishable from theirs in the pre-test. In addition, their results did not change 
compared to native'speakers. In the low probability conditions both their ratings and 
errors remained statistically indistinguishable from native speakers. Finally, in the 
high probability condition, their ratings remained significantly lower and errors 
statistically indistinguishable. 
Again, these results were not unexpected because in the pre-test the non-native 
control group showed sensitivity to the phonotactic probability of English. Just like 
native speakers, they judged non-words with low phonotactic prqbability less English- 
like than non-words with high phonotactic probability. However, in the high 
probability condition, their ratings were significantlY' lower than native speakers. 
Therefore, the only margin for improvement which could have resulted from exposure 
to naturalistic input was that their ratings in the high probability condition may have 
increased to be indistinguishable from native speakers. This did not happen. However, 
although there was no improvement, this step is good in showing that pre-test results 
are valid. 
Non-native experimental group. Post-test results show that the non-native control 
group's sensitivity to English phonotactic legality did not change. Their ratings and 
error rates in the illegal in 2 and illegal in I conditions in the post-test remained 
statistically indistinguishable from theirs in the pre-test. In addition, their results did 
not change compared to native speakers'. In both conditions, both their ratings and 
errors remained statistically indistinguishable from native speakers. 
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The experimental group was taught some illegal clusters in English and therefore their 
judgement in the Non-word Rating Task was expected to improve. However, this did 
not happen, although the Non-word Rating Task allows use of the sort of 
metalinguistic knowledge the treatment provided. This result was not unexpected after 
seeing the experimental group's pre-test results. In the pre-test, just like the non- 
native control group, the experimental group showed sensitivity to the phonotactic 
legality of English. They were native-like in judging non-words starting with illegal 
clusters in English less English-like and with fewer errors than non-words with low 
phonotactic probability. Therefore, there was little margin for improvement which 
could have resulted from expliciftraining. 
On the other hand, Post-test results showed that there was a change in the non-native 
experimental group's ratings regarding their sensitivity to English phonotactic 
probability. Their ratings and error rates in the high probability condition in the post- 
test remained statistically indistinguishable from theirs in the pre-test. However, 
although their error rate in the low probability condition also remained statistically 
indistinguishable from theirs in the pre-test, their ratings became higher. In addition, 
their ratings and errors remained statistically indistinguishable from native speakers' 
in the low probability condition. However, because of the insignificant increase in 
their ratings in the high probability condition in the post-test, their ratings in the high 
probability condition became statistically indistinguishable from native speakers 
while it was significantly lower in the pre-test. 
These results show that explicit teaching of illegal clusters indirectly affected the non- 
native experimental group's post-test ratings of non-words with low and high 
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phonotactic probability. In other words, because they knew that non-words starting 
with illegal clusters should be the least English-like, they tried to differentiate 
between their rating of illegal non-words and those with low and high phonotactic 
probability. As a result, they rated non-words with low phonotactic probability and 
high phonotactic probability higher than in the pre-test making their ratings in the low 
probability condition significantly higher than theirs in the pre-test and their ratings in 
the high probability condition statistically indistinguishable from native speakers'. 
5.3.2 Results of the Lexical Decision Task 
The same analysis used in the pre-test was also used in the post-test. Practice items 
and real-word fillers were not included in the analysis. In this task two dependent 
variables were analysed, namely RTs and error rate. An error was counted when no 
response was made when a non-word was presented. 
5.3.2.1 Comparing non-native control pre-test with post-test's results 
The researcher started analyzing the non-native control group's post-test results of the 
Lexical Decision Task by comparing them to pre-test results in all four conditions. 
The non-native control group's mean RTs and mean - percentage of eriors in four 
different phonotactic conditions in the pre-test and post-test are compared in Figure 
5.27 and Figure 5.28, respectively. 
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illegal in 2 illegal in 1 low probability high 
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Condition type 
Figure 5.27 Non-native control group's mean RTs in ms in the Lexical Decision Task in the pre-test 
and post-test in four different phonotactic conditions. 
Errors 







illegal in 2 illegal in 1 low high 
probability probability 
Condition type 
Figure 5.28 Non-native control group's mean percentage of errors in the Lexical Decision Task in the 
pre-test and post-test in four different phonotactic conditions. 
Two one-way ANOVAs were conducted to compare the non-native control group's 
post-test RTs (in the first ANOVA) and error rate (in the second) to those of their pre- 
test in all four conditions. Post hoc test results showed the non-native control group's 
RTs and errors in the post-test in all conditions remained statistically 
indistinguishable from theirs in the post-test (illegal in 2 condition (RTs, p=0.722; 
Errors p=0.725), illegal in I condition (RTs, p=0.589; Errors p=0.725), the low 
probability condition (RTs, p=0.183; Errors p=0.291) and the high probability 
condition (RTs, p=0.568; Errors p=0.219). 
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5.3.2.2 Comparing native control to non-native control post-test's results 
It is possible that the insignificant differences between the pre-test and post-test 
results can change the status of the non-native control group's results compared to 
native control's results, hence the comparison between the native control group's RTs 
and errors and those of the non-native control group's post-test results in all 
conditions. Mean RTs and percentage of errors of the native control and non-native 
control's pre-test and post-test's results in the four conditions are compared in Figure 
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Figure 5.29 Native control group and non-native control group's mean RTs in ms in the Lexical 
Decision Task in the pre-test and post-test in four different phonotactic conditions. 
Errors 
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Figure 5.30 Native control group and non-native control group's mean percentage of errors in the 
Lexical Decision Task in the pre-test and post-test in four different phonotactic conditions. 
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Two one-way ANOVAs were conducted to compare the native control group's RTs 
(in the first ANOVA) and error rate (in the second) to those of the non-native control 
group's post-tesVs in all four conditions. Post hoc test results showed that the non- 
native control group's results did not change in the post-tests compared to native 
speakers' in three conditions. In the illegal in 2, illegal in I and high probability 
conditions their RTs and errors remained higher than -native speakers' (illegal in 2 
condition (RTs, p=0.000; Errors p=0.0 18), illegal in 1 condition (RTs, p=0.002; 
Errors p=0.026) and the high probability condition (RTs, p=0.004; Errors p= 
0.0 13). However, in the low probability condition although their M also remained 
higher than native speakers p=0.03 1, they made feWer errors in the post-test and 
therefore their error rate became statistically indistinguishable from native speakers p 
= 0.264. 
5.3.2.3 Comparing non-native experimental pre-test with post-test's results 
The first procedure in analyzing the non-native experimental group's post-test results 
of the Lexical Decision Task was to find out if there is any significant difference 
between pre-test and post-test results in all four conditions. The non-native 
experimental group's mean RTs and mean percentage of errors in four different 
phonotactic conditions in the pre-test and post-test are compared in Figure 5.31 and 
Figure 5.32, respectively. 
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Figure 5.31 Non-native experimental group's mean RTs in ms in the Lexical Decision Task in the pre- 
test and post-test in four different phonotactic conditions. 
Errors 
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Figure 5.32 Non-native experimental group's mean percentage of errors in the Lexical Decision Task 
in the pre-test and post-test in four different phonotactic conditions. 
Two one-way ANOVAs were conducted to compare the non-native experimental 
group's post-test's RTs (in the first ANOVA) and error rate (in the second) to those of 
their pre-test in all four conditions. Post hoc test results showed that the non-native 
experimental goup's RTs and errors in the post-test in three conditions remained 
statistically indistinguishable from theirs in the post-test (illegal in 2 condition (RTs, 
p =: 0.407; Errors p=0.256), illegal in I condition (RTs, p=0.377; Errors p= 
0.194), and the high probabiliiy condition (RTs, p=0.550; Errors p=0.291). 
However, in the low, probability condition, although their RTs also remained 
statistically indistinguishable from theirs in the pre-test p=0.126, they made fewer 
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errors in the post-test and therefore their error rate became marginally lower than 
theirs in the pre-test p=0.063. 
5.3.2.4 Comparing native control to non-native experimental post-test results 
The post-test results of the non-native experimental group in most of the conditions 
remained statistically indistinguishable from pre-test results, so any insignificant 
difference in these results could change the status of these. The second procedure 
compared the native control group's RTs and errors with the non-native experimental 
group's. Mean RTs and percentage of errors of the native control and non-native 
experimental group's pre-test and post-test results in the four conditions are compared 
in Figure 5.33 and Figure 5.34, respectively. 
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Figure 5.33 Native control group and non-native experimental group's mean RTs in ms in the pre-test 
and post-test in four different phonotactic conditions. 
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Figure 5.34 Native control and non-native experimental group's mean percentage of errors in the 
Lexical Decision Task in the pre-test and post-test in four different phonotactic conditions. 
Two one-way ANOVAs were conducted to compare the native control group's RTs 
(in the first ANOVA) and error rate (in the second) to those of the non-native 
experimental group's post-test in all four conditions. Post hoc test results showed that 
the non-native experimental group's RTs did not change in the post-tests compared to 
native speakers' in three conditions. Their RTs remained significantly higher than 
native speakers in the illegal in 2 condition p=0.00 1, illegal in I condition p=0.0 12, 
and high probabiliiy condition p=0.008. However, in the low probability condition, 
the difference which was significant in the pre-test p=0.001 became only marginally 
significant p=0.054. 
On the other hand, there were some differences as far as the error rate is concerned. 
Their error rate in the illegal in 2 condition remained significantly higher than native 
speakers p-0.0 14. However, in the illegal in I condition, low probability condition, 
and high probability condition, their error rates which were marginally higher in the 
illegal in Ip=0.064 condition and significantly higher in the low probability 
condition p=0.027 and high probability condition p=0.013 became statistically 
indistinguishable from the illegal in I condition p=0.425 and low probability 
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condition p=0.496 and only marginally higher in the high probability condition p= 
0.097. 
5.3.2.5 Discussion 
Although the treatment which the non-native experimental group received did not 
target phonotactic probability, the amount of oral naturalistic input both groups 
received through the in-class activities in English and the weekly tasks they were set 
may have increased both groups' sensitivity to phonotactic probability in English. 
Therefore, we need to highlight both groups' post-test results concerning their 
sensitivity to both phonotactic legality and phonotactic probability of English in the 
Lexical Decision Task. 
Two important points first have to be noted here. First, recall that in the pre-test, the 
Lexical Decision Task failed to show that non-native speakers were sensitive to the 
phonotactic legality of either English or Arabic. In the pre-test, our native speakers 
and non-native speakers in both groups rejected non-word stimuli items in the low 
probability condition as fast and with statistically indistinguishable number of errors 
as they did with those in the illegal in 2 condition and -illegal in 1 condition. One of 
the explanations I provided was that in the auditory Lexical Decision Task non-words 
can not be rejected earlier based on the initial illegal cluster and that an evaluation of 
the whole item instead seems to take place. Therefore, in the post-test the Lexical 
Decision Task is not designed to show that there is *an improvement of subjects' 
sensitivity to phonotactic legality. However, it will be good to see that pre-test results 
are duplicated. 
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The second point concerns development of subjects' sensitivity to phonotactic 
probability. If subjects' sensitivity to the phonotactic probability develops in the post- 
test we would expect longer RTs and more errors in the high probability condition. 
However, a second presentation in the post-test, although separated by at least eight 
weeks, may have actually familiarised subjects with the items and therefore produced 
a counter effect (i. e. shorter RTs and less errors). This should be born in mind. I now 
turn to both non-native groups' post-test results. 
Non-native control group. Post-test results show that the non-native control group's 
sensitivity to English phonotactic legality did not change. Their RTs and error rates in 
the illegal in 2 and illegal in 1 conditions in the post-test remained statistically 
indistinguishable from theirs in the pre-test. In addition, their results did not change 
compared to native speakers. As in the pre-test, in both conditions they rejected non- 
words more slowly and with more errors than native speakers. 
On the other hand, post-test results show that there was a slight change in the non- 
native control group's sensitivity to English phonotactic probability. Their RTs and 
error rates in the low probability and high probability conditions in the post-test 
remained statistically indistinguishable from theirs in the pre-test. However, because 
of the insignificant decrease of their errors in the low probability condition, their 
results changed when compared to native speakers. Although they still rejected non- 
words with low phonotactic probability more slowly and those with high phonotactic 
probability both more slowly and with more errors thanhative speakers, their errors in 
the low probability condition became statistically indistinguishable from native 
speakers'. In a way this might be considered as a development of sensitivity to 
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phonotactic probability, i. e. accurately rejecting non-words with low phonotactic 
probability more often than in the pre-test. 
Had the decrease been a mere test effect (i. e. benefiting from being familiar with the 
test at post-test) , we would expect similar reduction of errors in the high probability 
condition. However, a closer look at the percentage of reductions in both conditions 
shows that reductions in the low probability condition are much greater than those in 
the high probability condition (high probability condition reductions in RTs = 3.4% 
and in errors = 15% vs. low probability condition reductions in RTs = 10% and in 
errors = 43%). These results show that, whereas there seems to be a test effect that 
would be counter to the direction of development of the sensitivity to phonotactic 
probability, this effect could not prevent this development of sensitivity from showing 
as greater reductions in RTs and errors in the low phonotactic probability than those 
in the high phonotactic probabiliiy. 
Non-native experimental group. Post-test results - show that the non-native 
experimental group's RTs and error rates in the illegal in 2 and illegal in 1 conditions 
did not change when compared to their pre-test results. However, because of the 
insignificant decrease of errors in the post-test in the illegal in 1 condition their error 
rate became statistically indistinguishable from native speakers. This actually shows 
that the non-native experimental group benefited from explicit teaching of English 
illegal clusters and therefore more often rejecte4 non-words starting with illegal 
consonant clusters, although not significantly, than in the pre-test, rendering their 
error rate in this condition indistinguishable from native speakers. Recall that the 
illegal clusters included in the list given to experimental subjects before the treatment 
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were only those used to form the illegal in 1 condition. Therefore, any improvement 
was expected to be in this condition only and not in the illegal in 2 condition where 
clusters used were not given to subjects. Also, note that an improvement in RTs was 
not expected, as I argued above that during an auditory lexical decision, a decision 
seems to be given based on an evaluation of the whole item and not only the initial 
illegal cluster. 
Post-test results show that the non-native experimental group's sensitivity to English 
phonotactic probability also changed. First, they made marginally fewer errors in the 
low probability condition than in the pre-test. This lower error rate made their errors 
in the post-test statistically indistinguishable from native speakers. In addition, their 
RTs in the low probability condition, which were significantly slower than native 
speakers', became only marginally slower. These results allow us to partially reject 
the null Hypothesis 14, which states that "Control and experimental non-native 
subjects will show no improvement towards their sensitivity to the phonotactic 
probability and phonotactic legality of English at post-test". These results show that 
the experimental subjects, sensitivity to English phonotactic probability has 
developed by the post-test. They rejected non-words with low phonotactic probability 
marginally more often and faster (though not significantly) than in the pre-test. This 
made their errors in the low probability condition statistically indistinguishable from 
native speakers' and their RTs only marginally slower than native speakers'. Again, 
this is not a mere test effect as we would expect similar reductions in RTs and errors 
in the high probability condition. As in the non-native control group's results, a closer 
look at the percentage of reduction's in RTs and error rates in both conditions shows 
that reductions in the low probability condition are much greater than those in the 
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high probability condition (high probability condition reductions in RTs = 3.8% and 
in errors = 14.7% vs. low probability condition reductions in RTs = 12.5% and in 
errors = 50%). These results duplicate results from the non-native control group 
which show that, whereas there seems to be a test effect that is counter to the direction 
of development of the sensitivity to phonotactic probability, this effect could not 
prevent this development of sensitivity from showing as greater reductions in RTs and 
errors in low phonotactic probability than those in high phonotactic probability. 
5.3.3 Results of the Word Spotting Task 
The'same coding and analysis procedures used in the pre-test were also used in the 
post-test. RTs and error rates were counted and analysed. Practice items and real-word 
fillers were excluded from analysis. 
5.3.3.1 Comparing non-native control pre-test with post-test's results 
The first procedure compared pre-test and post-test results in all four boundary 
conditions. The non-native control group's mean RTs and mean percentage of errors 
in four different boundary conditions in the pre-test and post-test are compared in 
Figure 5.35 and Figure 5.36, respectively. 
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Figure 5.35 Non-native control group's mean RTs in ms in the Word Spotting Task in the pre-test and 
post-test in four different boundary conditions. 
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Figure 5.36 Non-native control group's mean percentage of errors in the Word Spotting Task in the 
pre-test and post-test in four different boundary conditions. 
Two one-way ANOVAs were conducted to compare the non-native control group's 
post-test RTs (in the first ANOVA) and error rate (in the second) to those of their pre- 
test in all four conditions. Post hoc test results showed the non-native control group's 
RTs and errors in the post-test in all conditions remained statistically 
indistinguishable from theirs in the pre-test (common boundary condition (RTs, F(I 1, 
196) = 11.87, p=0.920; Errors F(I 1,196) = 7.2 1, p=0.796), English boundary 
condition (RTs, F(I 1,196) ý 11.87, p=0.715; Errors F(11,196) =: 7.21, pý0.667), 
Arabic boundary condition (RTs, F(I 1,196) = 11-87, p = 0.537; Errors, F(11,196) = 
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7.2 1, p=0.73 1) and No boundary condition (RTs, F(I 1,196) = 11.87, p=0.768; 
Errors, F(I 1,196) = 7.2 1, p=0.43 9). 
5.3.3.2 Comparing native control to non-native control post-test's results 
it is possible that the insignificant differences between the pre-test and post-test 
results can change the status of the non-native control group's results compared to 
native control's results, hence the comparison between the two groups RTs and errors 
in all conditions. Mean RTs and percentage of errors of the native control and non- 
native control's pre-test and post-test results in the four conditions are compared in 
Figure 5.37 and Figure 5.38, respectively. 
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Figure 5.37 Native control group and non-native control group's mean RTs in ms in the pre-test and 
post-test in the Word Spotting Task in four different boundary conditions. 
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Figure 5.38 Native control group and non-native control group's mean percentage of errors in the pre- 
test and post-test in the Word Spotting Task in four different boundary conditions. 
Two one-way ANOVAs were conducted to compare the native control group's RTs 
(in the first ANOVA) and error rate (in the second) to those of the non-native control 
group's post-test in all four conditions. Post hoc test results showed that post-tests 
duplicated the same pattern of results when pre-test RTs were compared to native 
control group. In the post-test, non-native control subjects' RTs remained significantly 
slower than native speakers' in all conditions (F(I 1,196) = 11.87, common boundary 
condition p=0.000; English boundary condition, p=0.000; Arabic boundary 
condition p=0.028; and No boundary condition p=0.000). 
In addition, their error rate remained significantly higher (F(I 1,196) = 7.2 1) in the 
English boundary condition p=0.005 and No boundary condition p=0.001 than 
native speakers' error rate in the same conditions. It also remained statistically 
indistinguishable in the Arabic boundary condition from native speakers' error rate in 
the same condition p=0.980. However, because of the increase in errors in the post- 
test in the Common boundaty condition the non-native control group's errors became 
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higher than native speakers' although the difference was only marginally significant 
(F(I 1,196) = 7.2 1, p=0.064). 
5.3.3.3 Comparing non-native experimental pre-test with post-test's results 
The researcher started by analysing the differences between pre-test and post-test 
results in all four boundary conditions. The non-native experimental group's mean 
RTs and mean percentage of errors in four different boundary conditions In the pre- 
test and post-test are compared in Figure 5.39 and Figure 5.40, respectively. 
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Figure 5.39 Non-native experimental group's mean RTs in ms in the pre-test and post-test in the Word 
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Figure 15.40 Non-native experimental group's mean percentage of errors in the pre-test and post-test in 
the Word Spotting Task in four different phonotactic conditions. 
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Two one-way ANOVAs were conducted to compare* the non-native experimental 
group's post-test RTs (in the first ANOVA) and error rate (in the second) to those of 
their pre-test in all four conditions. Post hoc test results showed the non-native 
experimental group's RTs and errors in the post-test remained statistically 
indistinguishable from theirs in the pre-test in three conditions.. These conditions 
include Common boundary condition (RTs, F(I 1,196) = 9.40, p=0.993; Errors, 
F(l 1,196) = 5.20, p=0.585), Arabic boundary condition (RTs, F(I 1,196) = 9.40, p 
= 0.440; Errors F(I 1,196) = 5.20, p=0.815) and No boundary condition (RTs, F(I 1, 
196) = 9.40, p=0.658; Errors F(l 1,196) 
.=5.20, p=0.585). 
Their error rate in the 
English boundary condition also remained statistically indistinguishable from that in 
the pre-test (F(I 1,196) = 5.20, p=0.311). However, their RTs in the English 
boundary condition were significantly faster in the post-test than in the pre-test (RTs, 
F(I 1,196) = 9.40, p=0.034). 
5.3.3.4 Comparing native control to non-native experimental post-test's results 
Here the analysis was to find out how the native group compare to the experimental 
group at post-test. Mean RTs and percentage of errors of the native control and non- 
native experimental group's pre-test and post-test results in the four conditions are 
compared in Figure 5.41 and Figure 5.42, respectively. 
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Figure 5.41 Native control group and non-native experimental group's mean RTs in ms in the pre-test 
and post-test in the Word Spotting Task in four different boundary conditions. 
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Figure 5.42 Native control group and non-native experimental group's mean percentage of errors in the 
pre-test and post-test in the Word Spotting Task in four different boundary conditions. 
Two one-way ANOVAs were conducted to compare the native group's RTs (in the 
first ANOVA) and error rate (in the second) to those of the non-native experimental 
group's post-test's in all four conditions. Post hoc test results showed that the non- 
native experimental group's RTs remained significantly slower than native speakers' 
in all conditions (Common boundary condition p=0.000; English boundary 
condition, p=0.004; Arabic boundary condition p=0.025; and No boundary 
condition p=0.000). 
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in addition, their error rate remained significantly higher in the No boundary 
condition p=0.024 than native speakers' error rate in the same condition. It also 
remained statistically indistinguishable in the Arabic boundary condition from native 
speakers' error rate in the same condition p=0.620. However, because of the increase 
in errors in the post-test in the Common boundary condition the non-native control 
group's errors which were only marginally higher in the pre-test p=0.060 became 
significantly higher than native speakers' p=0.019. Interestingly, their error rate in 
the English boundary condition which was significantly higher in the pre-test p= 
0.0 10 became only marginally higher in the post-test p=0.084. 
5.3.2.5 Discussion 
Just as in the Lexical Decision Task, test effect may cause non-native subjects' errors 
to be fewer and RTs faster in the post-test in all conditions. However, our main 
concern is with error rates and RTs of both non-native groups in the English boundary 
condition. Did experimental subjects show improvement in a condition that is beyond 
any test effect or an increase of sensitivity resulting from mere exposure to these cues 
in naturalistic input where the non-native control subjects may also show this? 
Non-native control. Post-test results showed that the non-native control showed no 
significant improvement neither in error rate or RTs in the post-test in all conditions. 
In addition, their RTs remained significantly slower than native speakers' in all 
conditions. Their error rates remained higher in the English boundary condition and 
the No boundary condition and statistically indistinguishable in the Arabic boundary 
condition. These results show that the naturalistic input which the control subjects 
were exposed to during the in-class activities and the weekly tasks, which were 
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unrelated to phonotactics, did not improve their lexical segmentation ability using 
English phonotactic constraints. 
The problem is that our control subjects, as is the case with all L2 learners, have LI 
phonotactic constraints in place. The limited input non-immersion learners receive 
adds to the problem which seems to slow the acquisition of L2 phonotactic 
constraints. Awareness raising about these constraints and their use in lexical 
segmentation might be helpful. Given the little input and Ll influence, teaching 
phonotactics provides a shortcut to using L2 English constraints in lexical 
segmentation by directing learners' attention to the presence of these cues. 
Non-native experimental. Our non-native experimental group's post-test results are 
promising and allow us to reject the part of null Hypothesis 14, which states that the 
experimental non-native subjects will not show any improvement towards their use of 
English phonotactic legality in lexical segmentation at post-test. The perfonnance of 
our non-native experimental subjects improved. They became faster in detecting 
words in the English Boundary 'condition after the treatment. However, their RTs in 
the English Boundary condition were still significantly longer than native speakers'. 
This suggests that the experimental group's lexical segmentation ability was still not 
as automatic as the native speakers'. However, it is equally plausible that this 
difference is not because of a slower lexical segmentation, that is finding the 
boundary, but rather because Of slower word recognition ability as confirmed by the 
Lexical Decision task. On the other hand, although their error rate did not become 
significantly lower in the post-test, it became almost statistically indistinguishable 
from native speakers'. Recall that, whereas some of the clusters in the list presented to 
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the experimental group during the treatment were also illegal in Arabic, the only 
clusters from the list used to form a boundary constraint in the Word Spotting Task 
were those illegal solely in English (/dl/, /mr/, lbwý. That is why an improvement was 
expected to be in this condition only. These results can not be attributed to test or 
practice effects. First, training during the treatment period did not resemble the test. 
During training, subjects were asked to spot illegal clusters across word boundaries 
whereas the Word Spotting task required them to spot target words. Second, given the 
long time between the two tests, these results can not be a test effect. If they were, we 
would expect similar gains in the non-native control group's performance. 60 Similarly, 
if they were the result of a test effect, we would expect gains in the scores of all 
conditions. Clearly, this is not the case, as the experimental group's scores 
deteriorated in the post-test in the Common Boundary condition. 
Another interesting result concerns our non-native subjects' performance in the 
Arabic boundary condition. In the post-test, both non-native groups still used Arabic 
phonotactic constraints to the same degree of speed and accuracy as they did in the 
pre-test. In other words, despite explicit teaching, the experimental subjects still 
transferred and used their LI constraints which are not infonnative in English, 
suggesting that LI cues are difficult to subdue when processing an L2. 
5.4 Summary 
In this chapter, results of the three subject groups in the three tasks were presented. 
The best way to summarise our results is to take each set in terms of answers to our 
60 However, although the two groups were comparable in terms of the length of the tasks they were set 
(see section 4.4-5) the experimental group may have the advantage of having more attention to input 
as they had to do the treatment requirement (i. e. underlining illegal clusters). 
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research questions. Research questi6ns and their answers obtained from the results are 
presented below. 
I- Are Arabic speaking EFL learners sensitive to the phonotactic constraints of 
English? 
Evidence from the Non-word Rating Task suggests that they are. In this task non- 
native subjects in both groups were like native speakers in judging stimuli items in the 
illegal in I condition (/dlo 10/) to be less English-like than those in the low probability 
condition /fai3/. In addition, the non-native control group made fewer errors when 
rating stimuli items in the illegal in 1 condition than those in the low probability 
condition. These results allowed us to partially reject the null Hypothesis 3, which 
states that "non-native speakers will show no difference between their ratings or error 
rates in the illegal in 2 condition, illegal in 1 condition and the low probability 
condition" 
2- Are Arabic speaking EFL learners sensitive to phonotactic probability in 
English? 
Evidence from the Non-Word Rating Task and the Lexical Decision Task suggests 
that they are. In the Non-word rating Task, subjects in both non-native groups were 
like native speakers in judging stimuli items in the high probability condition (e. g. 
/saivO more English-like than those in the low probability condition (e. g. /fai30. In 
addition, the non-native experimental group made more errors when judging stimuli 
items in the high probability condition than in the low probability condition (i. e. they 
wrongly classified some high probability non-words as real words). In the Lexical 
Decision task, our non-native subjects in both groups were like native speakers in 
deciding that non-words with low phonotactic Probability (e. g. /Sai3o are non-words 
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more quickly and accurately than they did with those with high phonotactic 
probability. These results allowed us to reject both null Hypothesis 4, which states 
that "non-native speakers will show no difference between their ratings or error rates 
in the high probability condition and the low probability condition" and null 
Hypothesis 9, which states that "Non-native speakers will show no difference in RTs 
or error rates in rejecting stimuli items in the high probability condition and low 
pr . obability condition" 
3- Do Arabic speaking EFL learners use the phonotactic constraints of Arabic 
and English in lexical segmentation of running speech in English? 
Evidence from the Word Spotting Task in the pre-test suggests that they use the 
phonotactic constraints of Arabic. Our non-native subjects in both groups were faster 
and more accurate in detecting a word aligned with an Arabic boundary constraint 
(e. g. 3i: bLoLrdj than when it was not. In addition, Evidence from the Word Spotting 
Task in the pre-test suggests that they use the phonotactic constraints of English but to 
a lesser degree than those of Arabic. Our non-native -subjects in both groups were 
I more accurate in detecting a word aligned with an English boundary constraint (e. g. 
3i: dLoIrd) than when it was not. This is also confirmed by the fact that subjects were 
on average fastest and most accurate when Arabic and English phonotacticconstraints 
joined forces in the Common Boundary condition. These results allowed us to reject 
the null Hypothesis 13, which states that "Non-native speakers will show no 
difference in RTs or error rates in spotting words in the No Boundary condition on the 
one hand and the other three conditions on the other". 
4- Can explicit teaching of English phonotactic constraints improve Arabic 
speaking EFL learners' ability in the lexical segmentation of English? 
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Evidence from the Word Spotting Task in the post-test suggests that it can. In the 
post-test, only the non-native experimental group became faster in detecting words in 
the English Boundary condition after the treatment. In addition, although their error 
rate did not become significantly lower in the post-test, it became statistically 
indistinguishable from native speakers'. These results allowed us to reject the'part of 
the null Hypothesis 14, which states that "the experimental non-native subjects will 
not show any improvement towards their use of English phonotactic legality in lexical 
segmentation at post-tesf'. 
The next chapter discusses limitations of the present thesis. It also highlights 
pedagogical implications of the present findings and provides suggestions for future 
research. 
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Chapter 6: Conclusion and Pedagogical implications 
6.1 Major findings 
The present thesis has shown three major findings. First, it showed that like English 
native speakers, low-intermediate level EFL learners can show sensitivity to the 
phonotactic probability of English. In Chapter 51 stated that EFL learners' sensitivity 
to the phonotactic probability of English suggests that this sensitivity is the result of 
abstract phonological information in memory that is independent of lexical 
representations of sound patterns and neighbourhood *density effect. That is because 
the non-native lexicon and, more specifically neighbourhood density effects, are not 
expected to play the smne role as in native - speakers because of the different 
distribution of words in the native and non-native lexicons. Therefore, the findings of 
the current study are supportive of the proposal that phonotactic probability effects are 
unique and are not only subsumed by neighbourhood density effects (e. g. Vitevitch 
and Luce 1998; 1999; 2005). 
The second major finding is that Arabic speakers low-intermediate EFL learners are 
sensitive to the phonotactic constraints of English and that they use phonotactic 
constraints of English and Arabic in the lexical segmentation of English connected 
speech. These results lend support to the Explicit Segmentation Models discussed in 
1*11U 
Chapter 3. They show that not only infants and adult native speakers but also FL 
learners use bottom-up cues to aid segmentation. This, however, does not mean that 
týe listener does not use top-down cues when availkle. Lexical segmentation is a 
complex skill. For it to be successful the listener has to use all cues available, whether 
top-down lexical cues or bottom-up ones. 
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The third major finding is that explicit teaching of English phonotactic constraints can 
help improve Arabic speakers EFL learners' lexical segmentation ability using these 
constraints as segmentation cues in English running speech. Results of our 
experimental subjects in the Word Spotting Task in the post-test showed that they 
benefited from explicit teaching. Unlike the non-native control group, the 
experimental group became faster in detecting words in the English Boundary 
condition after the treatment. However, they were still slower than native speakers. 
Recall that in Chapter 21 discussed that one of the ways explicit teaching can help is 
by improving the automaticity of learners performance. This finding suggests that 
controlled (non-automatic) / automatic processing should be viewed as a continuum 
rather than categorical. Accordingly, it seems that our subjects have improved a long 
that continuum. As discussed in Chapter 5, The fact that our experimental EFL 
learners still used their LI constraints after the treatment in segmenting English 
connected speech suggests that Ll cues are difficult to subdue when processing an L2. 
6.2 imitations 
Some limitations in the present study concern the implications of the findings rather 
than the methodology adopted. First, the advantage of using phonotaptic constraints in 
connected speech may not always exist as not all word boundaries are marked by 
phonotactic cues, and some illegal clusters may be assimilated (e. g. bad guy ibxgai/). 
In addition, it is possible that assimilation can perhaps limit the value of phonotactic 
constraints as segmentation cues in connected speech. Using a computer speech 
recognizer it was shown by Harrington et al. (1989) that the faster the speech the more 
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the variability in the signal limits the value of consonant sequences as segmentation 
cues. 
Moreover, explicit teaching of phonotactic cues should be dealt with caution. Recall 
that during stage three (in-class practice) of the treatment period the activity used 
(spotting illegal clusters on-line) proved very difficult. In the beginning of this stage 
(week 5), students could spot a cluster only after at least the five next words were 
heard. However, students' performance seemed to have improved during the next 
weeks. At week 8, some students were able to spot a cluster after only the next word 
was presented, suggesting that such exercises might have overloaded students' 
processing capacity in the beginning. 
In addition, the practicality of introducing phonotactic constraints in listening 
teaching materials may actually be reduced in ESL contexts. Unlike EFL classroom 
where students usually share the same language background, ESL classrooms are 
mixed environments involving students of different language backgrounds. Although 
it is possible for an ESL teacher to teach English phonotactic constraints to ESL 
students regardless of their LI constraints, it is actually advisable for effective 
teaching of phonotactic, constraints that the teacher knows the phonotactic constraints 
of the students' LI to be able to concentrate on the L2 only constraints. While a 
simple contrastive analysis in an EFL classroom is possible, doing the same in an ESL 
classroom might be a daunting task. 
6.3 Pedagogical implicationg 
6.3.1 Extra-classroom exposure 
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What pedagogical implications could be drawn from these findings? The first obvious 
implication is the paramount importance of input. The pre-test results showed that all 
our low-intennediate EFL learners have developed a good level of sensitivity to both 
probability and constraints of English phonotactics. They also showed some 
exploitation of English phonotactic constraints when segmenting. Given the little 
chances of our EFL subjects to communicate with native speakers in that particular 
context and our subjects' statement that they have never been taught English 
phonotactic constraints before, it seems that they acquired this sensitivity based on the 
little naturalistic input they receive whether inside the classroom when set listening 
tasks or outside the classroom through the media. The first pedagogical implication 
therefore is that EFL students should be provided with as much naturalistic input as 
the time of the class would allow. 
6.3.2 Awareness raising activities 
The suggestion that input is important is anything but new. However, unlike previous 
similar suggestions. of comprehension approaches (e. g. Krashen 1985; Ridgeway 
2000), post-test findings point out to the importance of instruction in helping EFL 
learners make the most of the - little input they receive. As was shown, only the 
experimental group have improved in their use of English phonotactic constraints as 
segmentation cues; they became faster and more accurate in using them. Therefore, 
the second pedagogical implication implied by the present study is that consciousness 
or awareness raising of the existence of these segmentation cues can result in a more 
automatic use of these cues in segmentation as shown by experimental subjects faster 
RTs in the Word Spotting task 
'at 
post-test (Sharwood-Smith 198 1). 61 Because 
611 avoided stating that such training resulted in acquiring these cues. That is because to claim that this 
is the case a delayed test is needed (see limitations in Section 6.4 below). 
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automatic processes are less attention demanding, as discussed in Chapter 2, 
enhancing EFL learners' automaticity in lexical segmentation is supposed to help 
them pay more attention to higher-level (e. g. semantic, pragmatic and sociolinguistic) 
processes in listening comprehension (Segalowitz 2003). This way the horse is put 
before the cart (Norris 1995). 
Awareness-raising exercises like those used in the present study are particularly 
important in EFL contexts given little naturalistic input EFL learners receive 
compared to ESL learners. Therefore, EFL learners need something to help them 
capitalise on the little input they receive. 
EFL programs should therefore strike a balance between top-down and bottom-up 
training and aim to instruct students in using these bottom-up cues. Given little input, 
leaving EFL learners to their own devices would result in a delay in acquiring these 
cues. Awareness-raising instruction, as the current study has shown, was effective in 
drawing learners' attention to the effectiveness of inserting a boundary between 
phonemes in an illegal cluster. 
However, as discussed in the previous section, phonotactic training exercise seems to 
have overloaded students' processing capacity in the beginning although they were 
low-intermediate level (i. e. not beginners). Therefore, such an exercise may not be 
suitable for beginning learners whose FL processing capacity is limited and who have 
not developed an appropriate level of FL knowledge. 
258 
6.3.3 Vocabulary teaching 
The last pedagogical implication is inferred from the results which showed that our - 
low intermediate EFL learners have developed a good level of sensitivity to the 
phonotactic probability of English. The fact that phonotactic probability can be 
acquired fairly quickly is also supported by studies, discussed in Chapter 3, which 
investigated the acquisition of artificial phonotactics (e. g. Chambers ct al. 2003; 
Onishi et al 2002) and real language phonotactics (Gullberg et al. 2007). As was 
discussed in Chapter 3, being sensitive to the phonotactic probability of EFL may 
have some pedagogical implications for vocabulary learning. Recall that it was shown 
that native speakers show their sensitivity to the phonotactic probability of their LI in 
different ways. Among these is the ease and speed of recognition, naming and recall 
of high phonotactic non-words (which resemble novel real words for EFL learners) 
(e. g. Thom and Frankish 2005; Vitevitch et al. 1997; Vitevitch and Luce 1998; 1999; 
2005). Consequently, presentation of new vocabulary items in vocabulary teaching 
materials may need to follow a specific graded order compatible wifli such findings. 62 
In other words, high probability novel words could be presented earlier in vocabulary 
teaching programs as learners at- beginning level might find them easier to recall and 
pronounce. After learners start showing some comfort in dealing with the EFL 
vocabulary items the probability of the new vocabulary items presented could be 
gradually changed till leamers can be presented with vocabulary items with low 
phonotactic probability. 
However, recall that recent evidence (Storkel et al. 2006) suggests that high 
phonotactic probability may have a disadvantageous effect when it comes to the speed 
62 A drawback here is communication needs which require introducing some co on words reg dless 
of their phonotactic probability. 
mm ar 
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of learning new vocabulary. As was discussed in Chapter 3, that is because high 
probability new items are deceptively similar to known items and therefore they may 
not be recognised as novel from a single exposure so learning may not be triggered. 
As a result a new representation may not be created (ibid). Given that our EFL 
subjects showed sensitivity to EFL phontactic, probability and assuming that this 
argument can be extended to EFL vocabulary learning, then vocabulary teaching 
materials may aim to provide EFL learners, especially those having problems in 
learning (i. e. recognising that a new encountered word is novel and accordingly 
creating a new lexical representation) new EFL vocabulary items, with contextualised 
low probability new words which will supposedly be -easier to learn. In sum, EFL 
learners who have difficulty in the pronunciation and recall of vocabulary items might 
be assisted by being provided with high probability words. On the other hand, those 
who have problems learning new vocabulary might be assisted by being provided 
with contextualised low probability words more often than high probability ones. 
6.4 Suggestions for further research 
Areas for further research can actually be discussed here. First, a delayed post-test 
could provide some information about the source of improvement. Is it a temporary 
training effect? Or is it a lasting effect such that learners will notice illegal clusters in 
subsequent input thereby helping them acquire these cues and accelerating 
automisation of their lexical segmentation ability? The researcher's first research 
project after finishing this thesis is to investigate this -question by testing the same 
subjects. 
The effect of longer training should also be investigated. The treatment in the current 
0 
study lasted about eight weeks with an average of one hour and a half of instruction a 
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week. Although experimental subjects became significantly faster in the English 
Boundary condition in the post-test, their RTs were still significantly longer than 
native speakers'. Longer training would show us if subjects' perfonnance could 
approach that of native speakers. Also, examining the effectiveness of phonotactic 
cues in segmentation by using tasks which include longer stretches of naturalistic 
connected speech would show more clearly if phonotactic cues are really helpful in 
segmenting connected speech. One good but rather difficult to design way to improve 
upon the current methodology is to have an integrative test (e. g. dictation or a 
comprehension test) where phonotactic cues are integrated. An example of a sentence 
in this test would look like the sentence in (1) where underlined between words 
segments form illegal clusters. 
pick boring boys and leave them out. 
This is not counter to the argument (see Chapter 4) that integrative tests alone are not 
good for measuring the effect of teaching bottom-up cues; rather it is suggested here 
that a modified integrative test (like the one proposed above) should be used 
alongside the Word Spotting Task which can directly measure the improvement in the 
targeted skill. 
Future research should also target other cues. Field (2001; 2003) for instance has 
suggested that ESL learners could be trained to use stress as a segmentation cue. It 
seems that just like English native speakers (Cutler and Norris, 1988) it will be safe 
for ESL learners to assume word boundaries upon hearing stressed syllables. As 
discussed in Chapter 3, the beginning of large percentage of English words could be 
identified this way (Cutler and Carter, 1987). It will be interesting to find out that 
training ESL learners whose Ll use a different prosody-based segmentation strategy 
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to use stressed syllables as a segmentation cue in English is possible. That is because, 
unlike phonotactic constraints, evidence suggests that implicitly learning an L2- 
specific prosodic segmentation strategy is difficult (Cutler et al. 1992). 
Another area which merits finther research is disassociating the effect of the two 
processes involved in the Word Spotting Task, namely segmentation and word 
recognition. Recall that in the p6st-test the experimental group's RTs in the English 
Boundary condition were still significantly longer than native speakers'. One plausible 
explanation is that the experimental group's lexical segmentation ability was still not 
as automatic as the native speakers'. However, it is equally plausible that this 
difference is not because of a slower lexical segmentation ability, i. e. finding the 
boundary, but rather because of a slower word recognition ability, as confirmed by the 
Lexical Decision task, or both. 63 Future research might therefore try to disassociate 
this effect by presenting the same target words in the word spotting task in a lexical 
decision one. This way we can find out which of the two processes, segmentation or 
word recognition is responsible for the delay in responses in the Word Spotting task. 
Future research might also examine the viability of integrating Phonotactic training 
with ear training and pronunciation teaching programs. Recall that our non-native 
speakers transferred their LI phonotactic constraints when listening to English even 
when these phonotactics were not helpful in EFL. 'We need to know if, with 
appropriate practice, EFL learners could be trained to perceive and pronounce without 
epenthetic vowels the legal English consonant clusters that are illegal in their native 
63 In the lexical decision task our non-native subjects were significantly slower than native speakers in 
rejecting non-words suggesting lack of automaticity in their L2 word recognition ability. 
262 
language. If successful, such training can potentially play a role in limiting Ll transfer 
in segmentation. 
6.5 Conclusion 
Several calls have been made to enhance L2 learners' bottom-up listening skills (e. g. 
Cauldwell 1996; Field 2003; Hulstijn 2001). The language specificity of the cues used 
in bottom-up listening skills such as lexical segmentation is a source of listening 
I 
difficulty for L2 learners (Weber and Cutler, 2006). Using a well controlled design 
the current study showed that with appropriate training EFL learners could be taught 
to use the EFL specific phonotactic cues faster and more accurately in lexical 
segmentation. 
A final remark should be stressed. Predominantly using a top-down approach, we are 
only teaching learners how to listen. However, if we teach them how to automate the 
bottom-up skills we are not only. teaching them how to listen but also how to learn the 
L2 through listening. Listening materials' writers and listening teachers should bear 
that in mind and act accordingly. One way to do that, as this study has shown, is by 
providing students with tasks that can help them automate using U-specific cues for 
those bottom-up skills they havealready developed in their Ll. 
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Appendix A. 1 Consent and a survey filled in by non-native subjects prior 
to participating in the study. 
CONSENT TO PARTICIPATE IN A RESEARCH STUDY 
Researchcr: Mr Faisal AIjasser Faisalmj24@hotmail. com 
Dear Student, 
You are asked to participate in this study because your English language level fits the 
researcher's criteria for study subjects participating in his PhD study. In this study you 
will be asked to take some tests both in the beginning and at the end of the term. Mr 
Aljasser will teach you the listening module in this term. However, this does not mean 
that participation is compulsory. Participation in this study is voluntary. You may 
choose to either take part or not to take part in the study. You may end your 
participation at any time by telling Mr AIjasser. Participation, non-participation, or 
ending your participation will not affect your grade in any way. 
The information you provide and your test scores will remain confidential. If you 
agree to participate in this, please answer the questions below then sign the form. 
1. How old are you? ............. 
2. What is your GPA scored at Level 2? ............................ 
3. What is your Listening module mark scored at Level 2? ........................... 
4. What is the average time a day (in minutes) you listen to native English 
speakers speaking whether through the media, internet or in the street? 
.................... 
5. Have you ever been taught rules regarding which English phonemes can and 
can not be adjacent in English syllables and words (e. g. /K/ can be followed by 
lwl but /b/ can not? .................................. 
My signature below indicates that I have read the information above and that I agree 
to participate in this study. 
Name and signature of Participant ..................................... 
Date ................. 
Researcher's signature ......................... 
Date .............................. 
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Appendix A. 2 The thirteen non-words starting with consonant clusters 
that were used to judge which clusters are legal in Qassimi Arabic. 
/dlef/, /mref/, /bwef/, /bgef/, /fvvef, /dbef/, /glauo/, /flauo//, /klud/, /grauo//, /kwof/, 
/Owef/, /brej/. 
Appendix A. 3 Transcription of the 6 non-words starting with illegal 
consonant clusters in both English and Qassimi Arabic with the sum of 
phoneme and biphone prob 
, 
abilities for the syllable starting at the 
second consonant of the non-word: 
Nonword Sum of phoneme position 
probabilities 
Sum of biphone, 
probabilities 
/tlau-O/ . 0512 . 0008 
/jIaud3/ . 0455 . 
0003 
/srud/ . 1102 . 0037 
Aun I Z/ . 0736 . 
0004 
/nWAZ/ 
. 0796 . 0016 
/MWAO/. . 0669 . 0007 
Mean - 0711 . 
00125 
Appendix A. 4 Transcription of the 6 non-words starting with illegal 
consonant clusters only in English with the sum of phoneme and 
biphone probabilities for the syllable starting at the second consonant of 
the non-word: 
Nonword Sum of phoneme position probabilities Sum of biphone 
probabilities 
/dl: )i-O/ W9 ý . 0002 
/dIej/ . 
071 . 0024 
Frni; 67 . 0867 . 0033 
/ /M MrUb/ . 0753 . 
0021 




. 0672 . 
001 
Mean . 0655 . 00151 





























. 0089 . 0392 . 
0961 . 1442 . 0005 . 0057 . 0062 
/saiv/ . 1024 . 0343 . 
0236 . 1603 . 0032 . 0015 . 0047 
/SAV/ 
. 1024 . 0392 . 
0236 . 1652 . 0059 . 0012 . 0071 
/P I V/ . 0844 . 0962 . 
0236 . 2042 . 0048 . 0031 . 0079 
/PAM/ 
. 0844 . 0392 . 
0494 . 173 . 0024 . 0051 . 0075 
/saip/ . 1024 . 
0343 . 0371 . 1738 . 0032 . 0014 . 0046 
. 0894 . 
0292 . 0535 . 1671 . 0026 . 0020 . 00 46 
/PA1/ 
. 0844 . 
0392 . 0737 . 1973 . 0024 . 0046 . 007 
/piV . 0844 . 0962 . 
0017 . 1823 . 0048 . 0003 . 0051 
lpac3l . 0844 . 
0794 . 0017 . 1655 . 0087 . 0002 . 0089 




























Appendix A. 6 Statistics of non-words with low phonotactic probability 
Nonword Initial Medial Final Sum of Initial- Medial- sum f 
phoneme phoneme phoneme phoneme Medial final biphone 
: 
position position position position biphone biphone probabilitie 
probabý bability pro probability probabilities Probability _ý_probability 
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/no i v/ . 0238 . 
0034 . 0236 . 0508 . 
0002 . 0000 . 0002 
3/ /Oe -0068 . 
0292 . 0017 . 0377 . 





0017 . 0612 . 
0006 . 
0000 . 0006 
. 02-24 . 
0343 . 0031 . 0598 . 




0017 . 0003 . 0000 . 0457 . 0003 
/ve3/ . 0224 . 
0292 . 0017 . 
0533 . 0012 . 0001 . 0013 
/6AV/ 
. 0029 . 
0392 . 0236 . 0657 . 
0001 . 0012 . 0013 
/6aiv/ . 0029 . 
0343 . 0236 . 
0608 . 0001 0015 . 0016 
/ge3/ . 0260 :. 
0292 . 0017 . 0569 . 
0012 0001 . 0013 
/Vo 16/ . 
0224 . 
0034 . 
0031 . 0289 . 0004 




0017 . 0488 . 
0003 0000 . 0003 
ffiotV . 
0029 . 





Mean . 0443 . 
0008 
Appendix A. 7 20 Real-word fillers used in the Word Rating and Lexical 
Decision Tasks. 
back, act, void, sack, soon, why, twist, fig, dry, boy, cheap, bus, test, joke, tow, red, 
car, out, find, cow. 
Appendix A. 8 Questionnaire used in the Word Rating Task. 
you will listen to a list of 56 monosyllabic CCVC and CVC items. Some of these 
items are real English words and others are made-up words. When you decide that an 
item is a nonword, your task is 
. 
to judge how English like it sounds by choosing a 
number from the scale below with number 
(1) representing least English-like and (5) 
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representing most English-like. When the item is a real English word, you havc to 
choose RW standing for Real Word. 
Name: 
(1) Very non-typical =12 345 RW = Very typical 
(2) Very non-typical =12 345 RW = Very typical 
(3) Very non-typical =12 345 RW = Very typical 
(4) Very non-typical =12 345 RW = Very typical 
(5) Very non-typical =12 345 RW = Very typical 
(6) Very non-typical =12 
.345 
RW = Very typical 
(7) Very non-typical =12 345 RW = Very typical 
(8) Very non-typical =12 345 RW = Very typical 
(9) Very non-typical =12 345 RW = Very- typical 
(10) Very non-typical =1 234 5 RW =Very typical 
(11) Very non-typical =1 234 5 RW = Very typical 
(12) Very non-typical =1 234 5 RW = Very typical 
(13) Very non-typical =1 234 5 RW = Very typical 
(14) Very non-typical =1 234 5 RW = Very typical 
(15) Very non-typical =1 2.3 4 5 RW = Very typical 
(16) Very non-typical =1 234 5 RW = Very typical 
(17) Very non-typical =1 234 5 RW = Very typical 
(18) Very non-typical =1 234 5 RW = Very typical 
(19) Very non-typical =1 234 5 RW = Very typical 
(20) Very non-typical =1 234 5 RW = Very typical 
(21) Very non-typical =1 234 5 RW = Very typical 
(22) Very non-typical =1 234 5 RW = Very typical 
(23) Very non-typical =1 234 5 RW = Very typical 
(24) Very non-typical =1 2.3 4 5 RW = Very typical 
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(25) Very non-typical =1 2345 RW = Very typical 
(26) Very non-typical =1 2345 RW = Very typical 
(27) Very non-typical =1 2.3 45 RW = Very typical 
(29) Very non-typical =1 2345 RW = Very typical 
(29) Very non-typical =1 2345 RW = Very typical 
(30) Very non-typical =1 2345 RW = Very typical 
(3 1) Very non-typical =1 2345 RW = Very typical 
(32) Very non-typical =1 2345 RW = Very typical 
(33) Very non-typical =1 2345 RW = Very typical 
(34) Very non-typical =1 2345 RW = Very typical 
(3 5) Very non-typical =1 2345 RW = Very typical 
(36) Very non-typical =1 2.3 45 RW = Very typical 
(37) Very non-typical =1 2345 RW = Very typical 
(3 8) Very non-typical =1 2345 RW = Very typical 
(39) Very non-typical =1 2345 RW = Very typical 
(40) Very non-typical =1 2345 RW = Very typical 
(4 1) Very non-typical =1 2345 RW = Very typical 
(42) Very non-typical =1 2345 RW = Very typical 
(43) Very non-typical =1 2345 RW = Very typical 
(44) Very non-typical =1 2345 RW = Very typical 
(45) Very non-typical =1 2,345 RW = Very typical 
(46) Very non-typical =1 2345 RW = Very typical 
(47) Very non-typical =1 2345 RW = Very typical 
(48) Very non-typical =1 2345 RW = Very typical 
(49) Very non-typical =1 2345 RW = Very typical 
(50) Very non-typical =1 2345 RW = Very typical 
(5 1) Very non-typical =1 2345 RW = Very typical 
(52) Very non-typical =1 2345 RW = Very typical 
(53) Very non-typical =1 2345 RW = Very typical 
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(54) Very non-typical =12345 RW = Very typical 
(55) Very non-typical =12345 RW = Very typical 
(56) Very non-typical =12345 RW = Very typical 
Appendix A. 9 A complete list of the items in the order they appeared in 
the Word Rating Task. 
Practice items 






























29- /fa 13/ 
30- bus 
31- NO 

























56- /63 13/ 
AppendixA. 10 Four additional real-word fillers used in the Lexical 
Decision Task. 
Bridge, base, kiss, some. 
Appendix A. 1 1 three trial items used in the Lexical Decision Task. 
/ki: v/, /ko i s/, table. 
Appendix B. Items used in the word Spotting task 
Appendix B. 1 Practice items used before each. list. 
Sequence Embedded word 
Ociukhaus house 
doikbuk book 
dauktLe ir chair 
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Appendix B. 2 10 real-word bearing fillers. 
Sequence Embedded word 
s3ikh3: rs horse 
k3iskik kick 





ki: vsku: l school 
v3ikbaik bike 
d3aizLest , test 
Appendix B. 3 14 Bisyllabic nonsense sequences with no embedded 
words fillers. 
tfcftAs - OxftAd3 - d3 i ftAs - Oc i vnAv - tcLuvn3 ip- 03 1 vnAp - zimO3 if- fcLum0c iv- 
d3aumOo it - tfefhAs - 
fO I MOAS - PUMOAd3 - OacfliA3 - kcLufliAp. 











Rtlo: rd Rdlo: rd 3i: blo: rd Rflo: rd lord 
fautio-D faudl2m. faubI2. M fauflm. long 
hoitlq: H3 ho i d1a: rd3 h3ibla: rd3 h3 if la: rd3 large 
gD I tlo: st goidlxst gDiblo: st golflo: st lost 
zaitli: f zaidli: f zaibli: f zaifli: f leaf 
Vu: tleg vu: dl M vu: bleg - vu: 
k-leg' leg 
zoitlenz zoidlenz zoiblenz zoiklenz lens 
fOltlAV fo i 
d1AV fo i bIAV fo i k1AV love 
zi: tlaik zi: dlaik zi: blaik zi: klaik like 
vi: tlain vi: dlain vi: bla in vifflain line 
Za: rtljýz ZcL: rdli'g za: rb I jýg za: rk I i-Lg league 
zcLutluk zcLudluk L. K ýbluk zdukluk look 
Appendix B. 5 Embedded words with initial /r/. 
Common English Qassimi Arabic No Embedded Target 
Boundary Boundary 
I 
boundary Boundary Word 
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3i: srAsk 3i: mrAsk RfLAsk ji: gjAsk rusk 
fcLusra is fcLumra is faufLa is faugLa is rice 
hoismSt hoimmSt holfLASt ho i grASt rust 
g3israTt g3imrait go ifl: ai t go I gLai Tt. right 
zai sra? f zaimrmf za i frEef zai jzrml rash 
zoisraid zoimraid zoifl: aid zoigraid ride 
fo isri foimritj fiifritj fbigritj rich 
zi: sr i sk zi: mr i sk zi: fLi sk zi: gr i sk risk 
fo 
I Sroul 
S3 i mroul fo I fLoul foi gro-ul role 
Za: rsru: f Za: rmru: f za: rfLu *f Za: rgru: f roof 
MO I SrAf MO I MrAj MO I frAL, 
[ 
mo i grAf rush 
zcLusLa iz zcLumra iz zaufLa Tz zcLugLa Tz nse 











ocLunwe iB oaubweT6 ocLuswe T d3 oauk3ye T d3 wage 
SoinWeiv s3ibweiv SoisWeTv soikweiv wave 
6u: nwz): k 6u: bwz): k 6u: sv, -j: k bu: k-xo: k walk 
6oinweit 8oibweiL 6oisweTt &)ikweit wait 
d3cLunweTst _ d3cLubwe i st d3auswe i st d3cLukweist waist 
jaunw L. k jaubwi: k icLuswi: k icLuk, -wi: k week 
Ou: nw&, ks Ou: bw&, ks Ou: swaDks Ou: kwwks wax 
d3ainwait d3aibwait d3aiswait d3ai0waTt white 
za: rnwa TId za: rbwaild za: rswaTld_ za: rOwaild wild 
f(: Lunwa Tf faubwa Tf fauswa if fcLuOwa if wife 
no inwu: nd nc)ibwu: nd no T swu: nd no iOwu: nd wound 
zcLunw ji zcLubwil ZCLUSWTf ZCLUOW TI Wish 
Appendix CA The phonetic transcription task given to subjects one 
week prior to pre-tests. 
Listening and speaking (Session 1) 
Name: 
Write the phonetic transcription for each of the words below. If there are 


































32- White / 
33- Wild / 







































Appendix C. 2 A list of 12 illegal English consonant clusters given to 
subjects at the beginning of the treatment. 
I- MY 
2- /mr/ 
3- /bw/ 
4- /pm/ 
5- /bn/ 
6- /tf/ 
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7- /dk/ 
8- /dg/ 
9- /kn/ 
10- /gm/ 
11- /fn/ 
12- /Ob/ 
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