Whether humans adjust their behavior in response to unaware errors remains a controversial issue relevant to insight in neuropsychiatric conditions. Initial error awareness studies found that the error-related negativity (ERN), an event-related potential (ERP) originating in the medial prefrontal cortex after errors, activated equally for aware and unaware errors, suggesting a candidate preconscious mechanism. However, recent studies demonstrate that the ERN decreases after unaware errors. We hypothesized that the ERN is dependent upon awareness, and predicted that previous discrepancies might be due to unaware errors not being differentiated from perceptually uncertain, low-confidence responses that might increase the ERN amplitude. Here we addressed this hypothesis by distinguishing between aware errors, unaware errors, and uncertain responses, and using stimuli (faces) associated with well established sensory ERPs to evaluate the degree of stimulus processing for each trial type. We found that while aware and unaware errors were related to failures at the time of response, uncertain responses were due to failures at the time of stimulus processing indexed by lower amplitude sensory ERPs. Moreover, uncertain responses showed similar ERN activity as aware errors, in comparison with decreased activity for unaware errors. Finally, compared with aware errors, uncertain responses and unaware errors showed reduced neural compensations, such as alpha suppression. Together these findings suggest that the ERN is activated by aware motor errors as well as sensory failures, and that both awareness and certainty are necessary for neural adaptations after errors.
Introduction
The human brain has developed the ability to detect errors and to make corresponding neural and behavioral adjustments (Debener et al., 2005; Marco-Pallarés et al., 2008; King et al., 2010; Danielmeier and Ullsperger, 2011; Cohen and van Gaal, 2013) . Whether error-monitoring processes, such as the error-related negativity (ERN), and their accompanying behavioral and neural correlates are independent of awareness remains an important question. In particular, error awareness is hypothesized to be a marker for failures of insight in a number of conditions including traumatic brain injury (O'Keeffe et al., 2004) and substance use disorders (Hester et al., 2009b) .
One influential study of error awareness (Nieuwenhuis et al., 2001) found that the ERN was similar for aware and unaware errors. Later studies supported this finding by showing either similar ERN amplitudes (Endrass et al., 2007 (Endrass et al., , 2012 O'Connell et al., 2007; Shalgi et al., 2009; ) or medial prefrontal cortex (mPFC) activity as assessed by functional magnetic resonance imaging (fMRI; Hester et al., , 2009a Klein et al., 2007) for both error types. However, other studies have found a contrasting pattern of higher ERN amplitude for aware errors (Steinhauser and Yeung, 2010; Wessel et al., 2011; . A recent review (Wessel, 2012) suggested that this controversy may be partially explained by differences in task design across studies, such as the inclusion or absence of a neutral ("don't know") option for ratings of response accuracy. Additionally, previous studies have not tested whether the ERN activity differs for motor failures compared with failures at the sensory processing level. We considered the possibility that sensory processing failures could lead to high-conflict uncertain responses ("don't know") that produce similar ERN activity as that evoked by motor errors. As a result, the ERN amplitude for unaware errors in studies that did not account for perceptually uncertain responses might have been increased because uncertain responses were misinterpreted as unaware errors. For this reason, in the current study we distinguished between aware errors, unaware errors, and uncertain responses and studied the differences in the P1 and N170 components (related to stimulus processing) to dissociate the source of the error (stimulus vs response related). We hypothesized that higher ERN amplitudes would be seen for aware errors and uncertain responses than for unaware errors.
Additionally, by taking into account these perceptually uncertain trials, we predicted that neural adjustments would occur only after aware errors. For example, an increased alpha power observed during intertrial intervals (ITIs) is interpreted as a metric of transient task disengagement. Previous studies have detected an alpha suppression after errors, indicating higher alertness (Carp and Compton, 2009 ). Moreover, recent fMRI studies have shown higher post-error interactions between mPFC and perceptual regions (King et al., 2010; Danielmeier et al., 2011) . These post-error compensations (alpha suppression and increased mPFCoccipital connectivity ) have not yet been tested in relation to error awareness. We hypothesized that post-error alpha suppression would be greater, and mPFCoccipital connectivity would be stronger, following aware compared with unaware errors.
Materials and Methods
Participants. Thirty-four University of California Berkeley students participated in the experiment in exchange for monetary compensation. All subjects gave written informed consent in accordance with the Committee for the Protection of Human Subjects at the University of California, San Francisco and University of California, Berkeley. All subjects were right-handed and had normal or corrected-to-normal vision. Ages ranged from 18 to 40 years old; 24 were female. Sixteen subjects underwent one electroencephalogram (EEG) and one fMRI session. From those 16, 8 executed the EEG session first. An additional group of 18 subjects underwent only the EEG session. fMRI sessions are not further addressed in this report.
Paradigm and stimuli. A total of 100 pictures of male and female individuals unknown to our subjects were used in the experiment. They were converted to black and white and resized to 113 ϫ 151 pixels using Adobe Photoshop CS4 (Adobe Systems). Targets subtended 2.55 degrees of visual angle. Pictures were obtained from one of the authors (A.N.-C.) and from the Face Database of the Max-Planck Institute for Biological Cybernetics in Tübingen, Germany (http://faces.kyb.tuebingen.mpg. de; Troje and Bülthoff, 1996) . The task was presented using Presentation software (Neurobehavioral Systems). Participants completed an average of 483.5 trials (SD ϭ 42.5, range ϭ 308 -564). In each trial (Fig. 1 ), they were presented with one target and four flanker human faces, and they were asked to respond as quickly and accurately as possible whether the target face was upright or upside down. The trial started with a fixation cross for 200 ms. Flanker faces (congruent or incongruent with the target) were then shown alone for 80 ms and together with the target for an additional 30 ms. After the flanker and target faces disappeared, a group of five asterisks was presented in the middle of the screen for 500 ms. Subjects made a button press to indicate whether the target was upright or upside down before the group of asterisks disappeared. There was a third button that they could press if they were uncertain; subjects were instructed not to guess. To permit us to differentiate between aware and unaware errors, participants rated their accuracy in their previous response with a button press after a variable time interval (500 ms, 2000 ms, or 3500 ms) whose duration reduced time pressure on error reporting and permitted the same paradigm to be used in fMRI studies. Subjects pressed the same button again if they thought that their response was correct, the opposite button if they thought that their response was incorrect, or a third button if they were not sure. In 10% of the trials the stimuli were profile instead of frontal faces (not further analyzed here).
Two participants with excessive artifacts in the EEG recordings were excluded from the analyses. From the remaining 32 subjects, only those who had a least 10 trials for each condition were included in the analyses. Thirty subjects had enough trials in the aware errors and correct responses conditions. The average number of aware errors was 51 and the average number of correct responses was 357. Thirteen participants had enough trials in the unaware errors condition and 11 in the uncertain responses condition. In these subjects, the average number of unaware errors was 28 and the average number of uncertain responses was 21. Only six subjects had enough trials in all the conditions, including the unaware errors and uncertain responses conditions. For that reason, two groups of analysis were performed separately: we compared the unaware errors with the aware errors and correct responses (N ϭ 13), and the uncertain responses with the aware errors and correct responses (N ϭ 11).
Behavioral analysis. We analyzed the reaction times for each of the different types of responses. Previous research has shown increased response times associated with attentional lapses (Weissman et al., 2006; van Driel et al., 2012) . Based on these previous studies, in the current study we hypothesized that uncertain responses might be related to transient inattention and might show significantly slower reaction times (RTs).
For the statistical analysis, three ANOVAs were carried out. In the first ANOVA (n ϭ 13; group of subjects with enough unaware errors) we compared the reaction times for aware errors, unaware errors, and correct responses. In the second ANOVA (n ϭ 11; group of subjects with enough uncertain responses) we compared aware errors, uncertain responses, and correct responses. A third ANOVA included a subsample of six subjects who had both enough unaware errors and uncertain responses (at least 10 trials) and compared all the conditions (aware errors, unaware errors, uncertain responses, and correct responses). Post hoc comparisons were made using the least significant difference test (Fisher, LSD).
Because our task was designed to reduce time pressure on error reporting and to translate easily to the MRI scanner, our post-response intervals of 500 -3500 ms and ITIs of 1500 -5500 ms were much longer than in other error awareness paradigms. Previous research has shown that the magnitude of post-error slowing, a common behavioral finding in error awareness paradigms, depends on the size of the ITI (Jentzsch and Dud- Figure 1 . After a fixation cross, flanker faces (congruent or incongruent with the target) were shown alone for 80 ms and then together with the target for 30 ms more. Participants were instructed to indicate with a button press whether the target was upright or upside down. They could press a different button if they were uncertain. After a jittered time interval, participants rated their previous response (accuracy rating) by pressing the same button again (correct), the opposite button (incorrect), or the uncertain button.
schig, 2009; Danielmeier and Ullsperger, 2011) . In particular, as the size of the post-response interval increases to 1500 ms or greater, these authors found no detectable slowing in post-error trials relative to postcorrect trials. Because our intervals are well outside the durations within which this post-error slowing has previously been detected, we did not expect to find differences in RT after errors compared with correct responses. Nonetheless, to potentially increase our sensitivity to detect post-error slowing following these longer intervals, we used a method proposed by Dutilh et al. (2012) to reduce the influence of global fluctuations of motivation and response caution. Specifically, when comparing post-error mean RT with post-correct mean RT, we used only those post-correct trials that were also pre-error trials. As for the more traditional measure of post-error slowing (Rabbitt, 1966) , no significant slowing was identified following aware errors versus correct trials.
EEG procedure. EEG data were collected from 64 channels at a sampling rate of 512 Hz (Biosemi; http://www.biosemi.com). Vertical and horizontal eye movements were recorded using electrooculography electrodes. EEG data analysis was performed using MATLAB scripts based on functions from the EEGLAB toolbox (Delorme and Makeig, 2004) . The data were filtered off-line to remove frequencies Ͼ50 Hz and Ͻ0.3 Hz. Portions of continuous data with excessive artifact were rejected after visual inspection. In addition, independent components were estimated for individual subjects using the filtered but unsegmented EEG data to identify and remove eye-movement and muscular artifacts.
Event-related potential analysis. Data were segmented and time locked to the onsets of the response (for analysis of the ERN and the Pe components) and the onsets of the target (for the analysis of the P1 and N170 components). These epochs were then separated based upon whether they encompassed aware errors, unaware errors, correct responses, or uncertain responses. Epochs were created starting 200 ms before the onset of the event and finishing 800 ms after it. The time window from Ϫ200 to 0 was used as a baseline.
For the ERN component, three frontocentral electrode sites were selected for analysis (Fz, FCz, and Cz; see Fig. 3 ). The average maximum amplitude between Ϫ20 and 50 ms around the onset of the response was calculated to measure the activity of the ERN component. Event-related potential (ERP) evidence for errors was also obtained by identifying a posterior positive component, the Pe. In previous studies , Pe topography showed a maximum activity in frontocentral sites. Nine electrodes were selected for analysis (FC1, FCz, FC2, C1, Cz, C2, CP1, CPz, and CP2). The average maximum amplitude between 200 and 500 ms after the onset of the response was calculated to measure this activity. For the P1 and N170 extrastriate ERP components, four channels were selected for analysis (PO7, O1, O2, and PO8; see Fig. 3 ). The average of a 20 ms time window surrounding the first positive peak following the onset of the target face was calculated across that group of electrodes and used as a measure of the P1 component. For the N170 component, the average maximum amplitude between 120 and 160 ms following the onset of the target face was calculated. Statistical analyses were performed in SPSS (Statistical Package for Social Sciences 15.0 for Windows). Two repeated measures ANOVAs were carried out. For the first ANOVA (n ϭ 13), factors were ERP "component" (ERN, Pe, P1, and N170) and "response" (Aware error, Unaware error, and Correct response). For the second ANOVA (n ϭ 11), factors were component and response (Aware error, Uncertain response, and Correct response). Post hoc comparisons were made with the Fisher, LSD.
Time-frequency analysis. Time-frequency calculations were computed using MATLAB scripts based on functions from the EEGLAB toolbox. Specifically, we used the "newtimef" function available for EEGLAB to calculate the event-related changes in spectral power relative to baseline (event-related spectral perturbation; ERSP). The use of the Morlet wavelet decomposition in this function allows power changes to be observed in both the time and frequency domains, in contrast with fast Fourier transform methods that only have resolution in the frequency domain. Data were filtered to remove frequencies Ͼ250 Hz and Ͻ0.3 Hz and then segmented and time locked to the onset of the target face. As for ERP analyses, these epochs were then separated into groups based upon the identification of aware errors, unaware errors, correct responses, or uncertain responses. The epochs were created starting 1500 ms before the onset of the response and finishing 2000 ms after it. The time window from Ϫ1000 ms to Ϫ700 ms was used as a baseline since the stimulus presentation generally occurred in the time window from Ϫ500 to 0 and to avoid edge and border artifacts. These epochs were then converted to current source density (CSD) using the methods of Kayser and Tenke (2006) to diminish volume conduction effects. We were interested in power in the theta band as a measure of error monitoring (Luu et al., 2004; Debener et al., 2005; Trujillo and Allen, 2007) , and power in the alpha band as a measure of post-error modulations in cortical arousal (Carp and Compton, 2009; Compton et al., 2011) . The electrode sites and time windows for the analysis were chosen based on previous research that assessed post-error theta power (Cavanagh et al., 2009 ) and alpha suppression (Carp and Compton, 2009) . Two time windows were chosen to quantify ERSP changes in theta (from 0 to 500 ms, 4 -8 Hz) and alpha (from 0 to 1000 ms, 8 -13 Hz). The electrode site FCz is in the most representative location for post-error monitoring activity and has been used in previous research (Cavanagh et al., 2009 ) to measure post-error theta power. Also based on previous research (Carp and Compton, 2009) , one posterior midline channel location (Pz) was chosen as one of the most representative electrodes to measure alpha suppression. For the statistical analysis, two ANOVAs were carried out. For the first ANOVA (n ϭ 13), factors were "frequency" (theta and alpha) and "response" (Aware error, Unaware error, and Correct response). For the second ANOVA (n ϭ 11), factors were frequency and response (Aware error, Uncertain response, and Correct response). Post hoc comparisons were made with the least significant difference test (Fisher, LSD).
Phase-coherence analysis. To calculate the phase coherence across channels we used the newcrossf function in EEGLAB. This function determines the degree of synchrony between the time-frequency activations of two channels. Phase-coherence values vary between 0 and 1, where a value of one represents two perfectly synchronized signals. To study the phase coherence following the different types of responses (correct, aware, unaware, and uncertain), we again analyzed the epochs converted to CSD for the time frequency analyses. Additionally, we studied the phase coherence following stimulus presentation by creating epochs starting at 1500 ms before the onset of the stimulus and finishing 2000 ms after it, and separating these epochs into groups for aware errors, unaware errors, correct responses, or uncertain responses. We subtracted a pretrial baseline phase coherence level calculated for the time window from Ϫ1000 to Ϫ700 ms, as in the time frequency analysis. This subtraction aimed to remove the background coherence and target event-related coherence. Based on previous research (Cavanagh et al., 2009) , we used the channel FCz for mPFC, and, consistent with our ERP analysis, we used channels PO7, O1, O2, and PO8 to represent presumptive visual areas. The time window from 0 to 200 ms and the frequency range from 4 to 8 Hz (theta) were chosen for the analysis. Two one-way ANOVAs were carried out. For the first ANOVA (n ϭ 13), factors were "event" (stimulus onset and response onset), "hemisphere" (right and left), and "response" (Aware error, Unaware error, and Correct response). For the second ANOVA (n ϭ 11), factors were also event, hemisphere, and response (Aware error, Uncertain response. and Correct response). Post hoc comparisons were made with the least significant difference test (Fisher, LSD).
Results

Behavioral results
Analyzed participants made an average of 11.3% aware errors, 4.1% unaware errors, and 2.6% uncertain responses. In the group of subjects with enough unaware errors (n ϭ 13; see Materials and Methods), we identified differences in mean RT between the different responses (correct, aware, and unaware: F (2,11) ϭ 16.79, p Ͻ 0.001; Fig. 2A ). Post hoc comparisons demonstrated significantly faster RTs for aware errors compared with correct responses ( p Ͻ 0.001) and compared with unaware errors ( p ϭ 0.001), as well as significantly slower RTs for unaware errors compared with correct responses ( p ϭ 0.006). Similarly, in the group of subjects with enough uncertain responses (n ϭ 11), RT differences were seen between the responses (correct, aware, and uncertain; F (2,9) ϭ 25.9, p Ͻ 0.001). As shown in Figure 2B , average RTs were significantly faster for aware errors compared with correct responses ( p ϭ 0.009) and compared with uncertain responses ( p ϭ 0.001). Notably, average RTs were significantly slower for uncertain responses compared with correct responses ( p Ͻ 0.001).
A third ANOVA identified significant differences in RT (F (3,3) ϭ 15.33, p Ͻ 0.001; Fig. 2C ) for the six subjects who had both enough unaware errors and uncertain responses (at least 10 trials; see Materials and Methods). Post hoc comparisons demonstrated significantly faster reaction times for aware errors compared with correct responses ( p ϭ 0.039) and compared with uncertain responses ( p ϭ 0.006), as well as significantly slower RTs for uncertain responses compared with correct responses ( p ϭ 0.009) and compared with unaware errors ( p ϭ 0.016). Altogether, these results indicate that aware errors are associated with faster RTs, while subjects take longer to respond whenever they are uncertain, in agreement with previous studies that show slower response times related to uncertainty (Pailing and Segalowitz, 2004; Wessel et al., 2011) and inattention (Weissman et al., 2006; van Driel et al., 2012) .
Throughout the above trials, the same combination of stimuli (target with flankers) was never repeated. However, because each target face itself was repeated an average of 4.8 times per subject, we compared initial and subsequent presentations of each target face to ensure that repetition of the target stimulus could not explain our results. We found no significant differences in accuracy between those trials in which the target was presented for the first time and those trials in which the target was repeated (t (17) ϭ 1.59, p ϭ 0.13). We also did not find differences in RTs between trials with new and repeated faces (t (17) ϭ 1.31, p ϭ 0.21).
Last, to reduce time pressure on error reporting and to permit direct translation to fMRI paradigms (see Materials and Methods), our post-response and ITIs were significantly longer than those typically used to study post-error slowing, and previous work suggests that post-error slowing would be difficult to detect in our paradigm (Jentzsch and Dudschig, 2009; Danielmeier and Ullsperger, 2011; see Materials and Methods) . Nonetheless, we evaluated our data for post-error slowing, defined as the posterror mean RT minus the pre-error mean RT for post-correct trials that were also pre-error trials (Dutilh et al., 2012 ; see Materials and Methods). As predicted, for aware errors, unaware errors, and uncertain responses, we observed no significant differences in the response times after the different types of responses studied (correct, aware, unaware, and uncertain;
ERP results
To analyze ERP differences between correct responses, aware errors, and unaware errors, we used a repeated-measures ANOVA with two factors (Fig. 3A) . One factor, component, had four levels (ERN, Pe, P1, and N170), and the second factor, response type, had three levels (correct, aware, and unaware). The ERN and Pe components were used to measure error monitoringrelated processes, while the stimulus-locked P1 and N170 were used to measure possible failures at the time of stimulus processing. There were significant differences between the components (ERN, Pe, P1, and N170; F (3,10) ϭ 43.87, p Ͻ 0.0001). More notably, the interaction of Component by Response type (F (3,10) ϭ 8.68, p Ͻ 0.0001) showed significant differences that were explored further with pairwise comparisons using the least significant difference test (Fisher, LSD). Consistent with the previous literature, the ERN showed significantly greater amplitudes for aware errors as compared with correct responses ( p ϭ 0.001). However, as predicted, and in distinction with some previous literature (Nieuwenhuis et al., 2001; Endrass et al., 2007; O'Connell et al., 2007; Shalgi et al., 2009) , the ERN also showed significantly higher amplitudes for aware errors than unaware errors ( p ϭ 0.008); and no differences were found between correct responses and unaware errors ( p ϭ 0.121). Moreover, no differences were found for either the P1 or the N170 between any of the three conditions (correct, aware, and unaware), a result suggesting that the differences in the ERN amplitude for unaware errors are not due to failures at the sensory processing stage. In support of these findings, a second waveform sensitive to errorsthe Pe, or error positivity (Overbeek et al., 2005)-also differentiated these trial types. As in previous research (Nieuwenhuis et al., 2001; Endrass et al., 2005) , the Pe showed higher amplitudes in aware errors than in unaware errors ( p ϭ 0.046) and in aware errors compared with correct responses ( p ϭ 0.001). Additionally, there were no differences in the Pe amplitude between correct responses and unaware errors.
To analyze the ERP differences between correct responses, aware errors, and uncertain responses, we performed a second ANOVA in the group of 11 subjects who had enough uncertain responses (Fig. 3B ). There were significant differences between the ERP components (F (3, 8) ϭ 33.01, p Ͻ 0.0001) and for the interaction of component by response type (F (3,8) A, RTs (in milliseconds) for correct responses, aware, and unaware errors, in the group of subjects who had enough unaware errors (n ϭ 13). B, RTs for correct responses, aware errors, and uncertain responses, in the group of subjects who had enough uncertain responses (n ϭ 11). C, RTs for correct responses (corr), uncertain responses (uncert), aware errors (aw), and unaware errors (unaw), in the group of subjects who had both enough unaware errors and enough uncertain responses (n ϭ 6). Significant differences are indicated by asterisks (*p Ͻ 0.05, **p Ͻ 0.01).
correct responses ( p ϭ 0.003) and in uncertain compared with correct responses ( p ϭ 0.003). In contrast, no differences were seen between aware errors and uncertain responses ( p ϭ 0.631), suggesting the aware errors and uncertainty both generate an ERN. However, uncertain responses were distinguished from aware errors by smaller stimulus-sensitive ERPs including the P1 ( p ϭ 0.037) and the N170 ( p ϭ 0.045). Additionally, the P1 was smaller for uncertain responses compared with correct responses ( p ϭ 0.004). These results indicate that uncertain responses may be due to stimulus processing failures, suggested by smaller P1 and N170 amplitudes, which contribute to conflict at the response stage, reflected in similar ERN responses as those for aware errors. Last, results for the Pe component agreed with those for the ERN: significant differences were seen between aware errors and correct responses ( p ϭ 0.001), but not between aware errors and uncertain responses.
Time-frequency results
In addition to distinctive patterns in the ERP amplitudes, these trials could be differentiated by their time-frequency spectra. A diminished alpha power after errors, compared with correct responses, has been suggested as indicative of higher alertness (Carp and Compton, 2009 ) and reflective of the neural adjustments necessary to compensate for errors. Time-frequency analyses were performed to test whether a possible post-error alpha suppression was specific for aware errors or was also found after unaware errors. Additionally, we analyzed theta activity after errors since this frequency band has been studied in relation to error monitoring and learning, and the ERN component has been suggested to emerge from phase locking of theta band EEG activity Luu et al., 2004) . Figure 4A shows the results for alpha and theta power when comparing aware errors, unaware errors, and correct responses. Significant differences were found between the theta and alpha bands across all trial types (F (1,12) ϭ 14.85, p ϭ 0.002). Moreover, no differences in the factor response type (between aware errors, unaware errors and correct responses; F (2,11) ϭ 1.9, p ϭ 0.17) were seen across frequencies. However, significant differences were found in the interaction of frequency (alpha and theta) by response type (F (2,11) ϭ 14.34, p Ͻ 0.0001). In agreement with the previous literature (Carp and Compton, 2009; Compton et al., 2011) , pairwise comparisons (Fisher, LSD) demonstrated reduced alpha activity (posterror alpha suppression) after aware errors compared with correct responses (p ϭ 0.006). These post-error neural compensations were specific for aware errors, as suggested by a higher post-error suppression in aware errors compared with unaware errors (p ϭ 0.021). No differences in the alpha band were found between correct responses and unaware errors (p ϭ 0.17). Similarly, higher theta activity was seen for aware errors compared with correct responses (p Ͻ 0.0001), consistent with the results for the ERN response. There was also a higher theta power in aware errors compared with unaware errors (p ϭ 0.013). No differences were found between unaware errors and correct responses (p ϭ 0.11). Figure 4B shows the results for alpha and theta power when comparing uncertain responses, aware errors, and correct responses. In this ANOVA, there were differences between alpha and theta (F (1,10) ϭ 6.08, p ϭ 0.033), but not for the factor response type (F (2,9) ϭ 0.7, p ϭ 0.29). The interaction of frequency (alpha and theta) by response type (correct, uncertain, and aware) was significant (F (2,9) ϭ 27.98, p Ͻ 0.0001). Posterior pairwise comparisons (Fisher, LSD) again showed a post-error alpha suppression effect in this group of subjects, suggested by lower alpha power in aware errors compared with correct responses ( p ϭ 0.002). However, this effect was not present after perceptually A B Figure 3 . Stimulus-locked grand averages in channel P07 (left) and response-locked grand averages in channel FCz (right). The bar graphs show ERP amplitudes for the average of the P1 and N170 effect (PO7, O1, O2, and PO8), the ERN effect (Fz, FCz, and Cz), and the Pe effect (FC1, FCz, FC2, C1, Cz, C2, CP1, CPz, and CP2). Aware errors are depicted in dark blue, unaware errors in green, uncertain responses in light blue, and correct responses in red. A, ERP grand average and amplitudes in the group of subjects who had enough unaware errors (n ϭ 13). B, ERP grand average and amplitude in the group of subjects who had enough uncertain responses (n ϭ 11). The bar graphs reveal smaller P1 and N170 amplitudes for perceptually uncertain responses (lower left graphs) compared with the other conditions, and higher ERN amplitudes for aware (upper and lower right graph) and uncertain responses (lower right graph) compared with the other conditions. Significant differences are indicated by asterisks (*p Ͻ 0.05, **p Ͻ 0.01).
uncertain trials, as we found a higher alpha suppression in aware errors compared with uncertain responses (p ϭ 0.016). Last, no differences were found between correct and uncertain responses in the alpha band (p ϭ 0.13). These last results indicate that not only awareness, but also certainty, are necessary for this neural compensation (i.e., post-error alpha suppression) to occur after errors. Additionally, the data showed higher theta power for aware errors compared with correct responses (p Ͻ 0.0001), and for aware errors compared with uncertain responses (p Ͻ 0.0001), a finding that differs from the ERN results found in this group of subjects (Fig. 3B) . No differences were found between correct and uncertain responses in this frequency band (p ϭ 0.06).
Phase-coherence results
Other post-error neural compensations have been proposed to be related to the degree of post-error interaction between error monitoring areas and task-relevant sensory regions (King et al., 2010; Danielmeier et al., 2011) . To address this possibility, we analyzed the phase-coherence between mPFC and occipital channels in a 200 ms window following the onset of the event (either stimulus or response) for each of the different response types. First, in Figure 5A , we compared correct responses, aware errors, and unaware errors. For this comparison we used a repeated-measures ANOVA with three factors: one factor, "event," with two levels (stimulus and response); another factor, "hemisphere," with two levels (right and left); and a third factor, "response type," with three levels (correct, aware, and unaware). There were significant differences between the type of event (stimulus vs response; F (1,12) ϭ 21.27, p Ͻ 0.001). No differences were found for the response, hemisphere, or the interaction of the conditions. Following the response, a pairwise comparison demonstrated higher phase coherence after the onset of aware errors compared with correct responses in the right hemisphere ( p ϭ 0.025), but not in the left hemisphere. A trend toward phase-coherence differences was found between aware errors and correct responses after the onset of stimulus presentation ( p ϭ 0.09). No differences were found either between correct responses and unaware errors, or between aware and unaware errors after the onset of the stimulus or the response.
Figure 5B shows phase-coherence results between mPFC and occipital channels for the correct responses, aware errors, and uncertain responses. Signifi-A B Figure 4 . Event-related changes in the power spectrum (top figures), topographies for theta and alpha frequencies (lower left figures), and average in the FCz channel for theta and alpha changes (bottom right figures), in the group of subjects who had enough unaware errors (A), and the group of subjects who had enough uncertain responses (B). The bar graphs show an increase in theta power and a decrease in alpha power after aware errors compared with the other conditions. Notice that the bar graphs show the averages for the frequencies (theta, 4 to 8 Hz and alpha, 8 to 13 Hz) and time windows (theta, 0 to 500 ms and alpha, 0 to 1000 ms) included in the analysis. Significant differences are indicated by asterisks (*p Ͻ 0.05, **p Ͻ 0.01, ***p Ͻ 0.001).
cant differences were seen between the type of event (stimulus and response; F (1,10) ϭ 18.28, p Ͻ 0.002) and the type of response (correct, aware, uncertain; F (2,9) ϭ 4.52, p Ͻ 0.024) but not between hemispheres (F (1,10) ϭ 2.37). In addition, a significant interaction of response type (correct, aware, and uncertain) with event was noted (F (2,9) ϭ 5.21, p Ͻ 0.015). Pairwise comparisons showed less phase coherence in the right hemisphere following stimulus onset when subjects reported they were uncertain compared with the correct condition ( p ϭ 0.017) and the aware errors condition ( p ϭ 0.004). These results corroborate the ERP findings, in that uncertain responses may be related to reduced connectivity between prefrontal and occipital areas. Last, unlike the previous analysis in the group of 13 subjects, this group showed only a trend toward higher phase coherences after the onset of aware errors compared with correct responses ( p ϭ 0.071). No differences were found either between correct and uncertain responses, or between aware errors and uncertain responses after the onset of the response.
Together, these results suggest that although neural compensations following the response (mPFC-occipital phase coherence) may take place after aware errors compared with correct responses, neural activity also changes following stimulus presentation for perceptually uncertain trials, which are accompanied by reduced connectivity. In addition, our results show an enhancement of right-lateralized phase coherence between mPFC and sensory (face) processing areas after aware errors, potentially in agreement with a more prominent activity of the fusiform face area in the right hemisphere (Rossion et al., 2000) .
Discussion
In the current study we differentiated perceptual and motor errors with and without awareness and studied both the processes and the adjustments they evoked. First, we found that early activity in the mPFC (ERN) distinguished aware errors and uncertain responses from unaware errors. Because the ERN was equally activated after perceptual failures and motor errors, our data suggest that it may be related to response conflict rather than the specific detection of incorrect motor commands (van Veen and Carter, 2002a,b) . Second, ERPs evoked by stimulus processing (P1 and N170) allowed us to verify that uncertain responses could be distinguished from aware and unaware errors by their reduced stimulus-related activity in extrastriate cortices. Third, we analyzed neural adjustments elicited by errors (alpha suppression and post-error mPFCoccipital phase coherence) and demonstrated that these neural compensations were higher after aware than unaware errors.
Different types of errors
Errors can originate from failures in response selection or failures in response execution (Postma, 2000) . Errors can also be related to failures at the time of sensory processing, due, for example, to data-limited processing (Rabbitt, 1966; Scheffers and Coles, 2000) or because of fluctuations in attention. Importantly, our data allowed us to distinguish the possible causes for these different failures. As a result, we observed a diminished activity for uncertain responses in ERPs (P1 and N170) sensitive to stimulus processing. In addition, uncertain responses were accompanied by significantly increased response times. Consistent with these findings, it has previously been argued that slower response times are indicative of uncertainty (Pailing and Segalowitz, 2004; Wessel et al., 2011) and attentional lapses (Weissman et al., 2006; van Driel et al., 2012) , supporting the hypothesis that these failures in the current study may be related to transient inattention.
With respect to response-related measures, such as the ERN, the current data also support recent EEG ( . Phase coherence (theta) following stimulus presentation and the onset of the response between mPFC (channel FCz) and sensory processing areas (channels PO7, PO8, O1, and O2), in the group of subjects who had enough unaware errors (A) and the group of subjects who had enough uncertain responses (B). Notably, perceptually uncertain trials are distinguished by significantly reduced mPFC-occipital phase coherence at the time of stimulus presentation compared with the other conditions (correct responses, aware, and unaware errors). Following the response, trials for the aware errors condition demonstrate increased phase coherence relative to correct trials. Significant differences are indicated by asterisks (*p Ͻ 0.05, **p Ͻ 0.01).
cally, the current data demonstrate that ERN amplitudes are greater for aware errors and uncertain responses (but not unaware errors) relative to correct responses. Other studies have reached similar conclusions. In a recent experiment by for example, participants, after responding (correct or error), bet money on their judgment to evaluate the level of confidence of their responses. We found a higher ERN for high confident aware errors compared with high confident unaware errors. In the current study, due to the low rate of uncertain responses, it would have been difficult to separate the uncertain trials into different levels of certainty; however, based on previous research (Pailing and Segalowitz, 2004) , it is possible that the ERN amplitude may correlate positively with the level of error certainty.
Additionally, an enhanced theta power is observed after aware errors (Luu et al., 2004; Debener et al., 2005; Trujillo and Allen, 2007; Cavanagh et al., 2009) , with some studies suggesting that the ERN activity may emerge from phase resetting of ongoing theta band activity Luu et al., 2004) . Despite the fact that both aware errors and uncertain responses showed a similar ERN amplitude, aware errors showed greater theta power than uncertain responses. This discrepancy might result if aware errors demonstrated more theta activity that was not phase locked to the response (Trujillo and Allen, 2007), and thus was not visible in the ERN. Further data would be necessary to explore this possibility.
Neural adjustments
Post-error slowing (Rabbitt, 1966) , defined as longer RTs in trials following erroneous trials, is often used to measure behavioral adjustments after errors. These behavioral compensations have also been studied along with neural compensations, such as neuronal changes dedicated to inhibiting distractors and enhancing task-relevant activity (King et al., 2010; Danielmeier et al., 2011) . One of these neural compensations can be seen in post-error alpha power. During task performance, an increased alpha power is commonly observed in the ITI as a sign of task disengagement/decreased attention. Previous research has observed a suppression of the alpha activity following errors (Carp and Compton, 2009 ) and conflict (Compton et al., 2011) , suggesting higher alertness following these type of trials. Although our task was not designed to capture behavioral measures of post-error slowing, our electrophysiological data demonstrated alpha suppression in the ITI following aware errors, but not after unaware errors or uncertain responses, arguing that error-monitoring mechanisms only led to these compensations when subjects were aware and certain of error commission. These data differ from previous research that has found a greater alpha suppression after inattention-related errors (van Driel et al., 2012) . More research would be needed to determine whether our uncertain errors are truly due to attentional lapses and, if so, whether these types of failures are followed by an alpha suppression.
Enhanced top-down control following errors
Other post-error compensations imply changes in connectivity between error-monitoring areas and regions dedicated to inhibiting distractors or enhancing task-relevant activity. One possibility is that the mPFC interacts with lateral prefrontal areas and/or sensory regions to increase cognitive control after errors (Garavan et al., 2002; Kerns et al., 2004; Cavanagh et al., 2009) . Recent research has found, for example, a correlation between neural activity in mPFC and motor and visual areas after errors King et al., 2010; Danielmeier et al., 2011) . Our results show higher phase coherence between mPFC and occipital areas after aware errors, suggesting an increased top-down control over sensory processing areas. This connectivity may be oriented to change behavior and reduce the frequency of future errors, since a direct relationship between the functional correlation of these areas and behavioral adjustments after errors has been found (Danielmeier et al., 2011) .
Methodological Issues
Finally, several previous studies have dissociated different types of errors to study the similarities and differences in the neural processes they evoke (Christ et al., 2000; Steinhauser and Kiesel, 2011; van Driel et al., 2012) . In this context, the classical method for signaling errors in error awareness studies has been noted to have limitations (Wessel, 2012) . These limitations stem in part from the aforementioned fact that errors can result for multiple reasons. Another methodological problem across studies concerns the rating of accuracy (for review, see Wessel, 2012) . Some studies asked their participants to simply report when they made an error (Nieuwenhuis et al., 2001; O'Connell et al., 2007; Maier et al., 2008; Shalgi et al., 2009; Steinhauser and Yeung, 2010; Dhar et al., 2011; Hughes and Yeung, 2011) , while others used a forcedchoice rating in which participants had to rate both errors and correct responses (Endrass et al., 2007; Wessel et al., 2011) . Still others included a third option for neutral or uncertain responses (Endrass et al., 2007; Hewig et al., 2011) or used a parametric evaluation to quantify the uncertainty of the error (Scheffers and Coles, 2000) . In addition, other factors may complicate the reporting of errors: for example, short ITIs may prevent the detection of errors because the participants do not have time to signal them (Ullsperger et al., 2010; Wessel et al., 2011) . This latter issue may partly explain why, in contrast with some of the previous studies of error awareness, our neural results differentiate aware from unaware errors (see below), as our experiment provides the participants with long ITIs that allow them to signal errors with reduced time pressure. Moreover, by providing an uncertain response option, we addressed a specific hypothesis about the neural correlates of unaware errors by separating errors in which stimulus-related factors (uncertain trials) are implicated from both known errors of motor commission or motor mapping (aware errors) and unrecognized errors (unaware errors).
Conclusions
In summary, our results show that although post-error neural adjustments are only seen for aware errors, earlier processes in the mPFC also show distinct neural activity for uncertain responses (i.e., in the ERN). These data indicate that early error monitoring processes may play a role in the emergence of awareness. Future work might profitably explore whether efforts to enhance the emergence of this activity might correlate with improvements in insight in vulnerable populations.
