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Abstract
In this paper we propose and analyze explicit space-time discrete numerical approximations
for additive space-time white noise driven stochastic partial differential equations (SPDEs) with
non-globally monotone nonlinearities such as the stochastic Burgers equation with space-time
white noise. The main result of this paper proves that the proposed explicit space-time dis-
crete approximation method converges strongly to the solution process of the stochastic Burgers
equation with space-time white noise. To the best of our knowledge, the main result of this
work is the first result in the literature which establishes strong convergence for a space-time
discrete approximation method in the case of the stochastic Burgers equations with space-time
white noise.
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1 Introduction
Numerical approximations for infinite-dimensional SEEs with superlinearly growing nonlinearities
have been intensively studied in the literature (cf., e.g., [29, 13, 34, 33, 19, 5, 47, 7, 8] and the
references mentioned therein). In applications one is often interested in statistical quantities of the
solution process of the considered SEE and, in view of this, one is especially interested in strong and
weak numerical approximations for the considered SEE (cf., e.g., Heinrich [20, 21], Giles [15], and
Creutzig et al. [6]). It has been established in the literature that the linear-implicit Euler scheme,
the explicit Euler scheme, and the exponential Euler scheme converge, in general, neither numeri-
cally weakly nor strongly in the case of such SEEs; cf., e.g., Hutzenthaler, Jentzen, & Kloeden [25,
Theorem 2.1] and Hutzenthaler, Jentzen, & Kloeden [27, Theorem 2.1]. Fully drift-implicit Euler
schemes, in contrast, do converge strongly in the case of several SEEs with superlinearly growing
nonlinearities; cf., e.g., Hu [23, Theorem 2.4] and Higham, Mao, & Stuart [22, Theorem 3.3] for
finite-dimensional SEEs and cf., e.g., Gyo¨ngy & Millet [17, Theorem 2.10], Brzez´niak, Carelli, &
Prohl [3, Theorem 7.1], Kova´cs, Larsson, & Lindgren [38, Theorem 1.1], and Furihata et al. [14,
Theorem 5.4] for infinite-dimensional SEEs. In order to implement these schemes, a nonlinear equa-
tion has to be solved approximatively in each time step and this results in additional computational
effort (see, e.g., Hutzenthaler, Jentzen, & Kloeden [26, Figure 4]). Moreover, it has not yet been
shown in the literature that these approximate implementations of fully drift-implicit Euler methods
converge strongly. Lately, a series of appropriately modified versions of the explicit Euler method
has been introduced and proven to converge strongly for some SEEs with superlinearly growing
nonlinearities; cf., e.g., Hutzenthaler, Jentzen, & Kloeden [26], Wang & Gan [45], Hutzenthaler &
Jentzen [24], Tretyakov & Zhang [44], and Sabanis [40, 41] for finite-dimensional SEEs and cf., e.g.,
Gyo¨ngy, Sabanis, & Sˇiˇska [18], Jentzen & Pusˇnik [31], Becker & Jentzen [1], and Hutzenthaler et
2
al. [28] for infinite-dimensional SEEs. These modified versions are easily realizable, explicit, and
truncate/tame superlinearly growing nonlinearities in order to prevent strong divergence. However,
except for Becker & Jentzen [1] and Hutzenthaler et al. [28], each of the above mentioned strong con-
vergence results applies only to trace class noise driven SEEs and excludes SEEs driven by the more
irregular space-time white noise. In [1] a coercivity/Lyapunov-type condition has been employed
to obtain strong convergence for stochastic Allen-Cahn equations with additive space-time white
noise; cf. [1, (85), Lemma 6.2, and Corollaries 6.16–6.17]. However, the machinery in [1] assumes the
coercivity/Lyapunov-type coefficient in the coercivity/Lyapunov-type condition to be a constant (cf.
[1, (85)] with (229) below) and, therefore, applies only to temporal semi-discrete approximation meth-
ods for stochastic Allen-Cahn equations but excludes a series of important additive space-time white
noise driven SEEs such as stochastic Burgers equations with space-time white noise. The approach
in Hutzenthaler et al. [28], in turn, does not require the coercivity/Lyapunov-type coefficient to be
a constant and allows it to be a function of the noise process. Nevertheless, the article [28] imposes
some serious restrictions on the coercivity/Lyapunov-type coefficient, which are satisfied in the case
of stochastic Kuramoto-Sivashinsky equations (see, e.g., [28, Lemma 5.2 and Theorem 4.6]) but not
in the case of stochastic Burgers equations (see, e.g., Lemma 6.3 below). More precisely, the compo-
sition of the coercivity/Lyapunov-type coefficient and the driving Ornstein-Uhlenbeck process needs
to admit suitable exponential integrability properties (cf., e.g., [28, Theorem 4.6 and Corollary 5.8])
because the coercivity/Lyapunov-type coefficient is employed in a Gronwall-type argument (cf., e.g.,
[28, Corollary 3.2 and Corollary 2.6]), which, in turn, requires a suitable exponential term to be in-
tegrable. To the best of our knowledge, there exists neither a strong nor a weak temporal numerical
approximation result for stochastic Burgers equations with space-time white noise in the scientific
literature. It is a key contribution of this paper to relax the restrictions on the coercivity/Lyapunov-
type coefficient in [1] and [28] so that strong convergence for numerical approximations for stochastic
Burgers equations with space-time white noise can be achieved. In order to obtain a strong con-
vergence result for stochastic Burgers equations, we prove that suitable exponential integrability
properties of the composition of the coercivity/Lyapunov-type coefficient and a transformed driving
Ornstein-Uhlenbeck process also yield strong convergence (see Theorem 3.5 and Proposition 5.6 be-
low). Additional important ingredients in the proof of the convergence result are transformations
of semigroups for solutions of SPDEs (see Proposition 5.1 below) and Fernique’s theorem (see, e.g.,
Proposition 4.13 below).
To illustrate the main result of this paper (see Theorem 3.5 below) we specialize it to the case of
stochastic Burgers equations. This is the subject of the following theorem.
Theorem 1.1. Let T ∈ (0,∞), ̺ ∈ (1/8, 1/4), χ ∈ (0, /̺2 − 1/16], H = L2((0, 1);R), let A : D(A) ⊆
H → H be the Laplace operator with Dirichlet boundary conditions on H, let (Hr, 〈·, ·〉Hr , ‖·‖Hr),
r ∈ R, be a family of interpolation spaces associated to −A, let ξ ∈ H1/2, let F : H1/8 → H−1/2,
(en)n∈N={1,2,3,...} : N → H, (Pn)n∈N : N → L(H), and (hn)n∈N : N → (0, T ] be functions which satisfy
for all v ∈ H1/8, n ∈ N that F (v) = −12(v2)′, en = (
√
2 sin(nπx))x∈(0,1), Pn(v) =
∑n
k=1〈ek, v〉Hek, and
lim supm→∞ hm = 0, let (Ω,F ,P) be a probability space, let (Wt)t∈[0,T ] be an IdH-cylindrical (Ω,F ,P)-
Wiener process, let X n,On : [0, T ]×Ω→ Pn(H), n ∈ N, be stochastic processes, and assume that for
all n ∈ N, t ∈ [0, T ] it holds P-a.s. that Ont =
∫ t
0
Pn e
(t−s)A dWs and
X nt = Pn etAξ +
∫ t
0
Pn e
(t−s)A
1{‖Xn
⌊s⌋hn
‖H̺+‖On⌊s⌋hn+Pn e
⌊s⌋hn
Aξ‖H̺≤|hn|−χ} F
(X n⌊s⌋hn) ds+Ont . (1)
Then
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(i) there exists an up-to-indistinguishability unique stochastic process X : [0, T ] × Ω → H̺ with
continuous sample paths which satisfies that for all t ∈ [0, T ] it holds P-a.s. that
Xt = e
tAξ +
∫ t
0
e(t−s)A F (Xs) ds+
∫ t
0
e(t−s)A dWs (2)
and
(ii) it holds for all p ∈ (0,∞) that
lim sup
n→∞
sup
t∈[0,T ]
E
[‖Xt −X nt ‖pH] = 0. (3)
In the framework of Theorem 1.1 we note that the stochastic process X in (i) in Theorem 1.1 is
a mild solution process of the stochastic Burgers equation
∂
∂t
Xt(x) =
∂2
∂x2
Xt(x)−Xt(x) · ∂∂xXt(x) + ∂∂tWt(x) (4)
with X0(x) = ξ(x) and Xt(0) = Xt(1) = 0 for t ∈ [0, T ], x ∈ (0, 1). Observe that (i) in Theorem 1.1
follows, e.g., from Blo¨mker & Jentzen [2, Theorem 3.1 and Subsection 4.3], while (ii) in Theorem 1.1 is
an immediate consequence of Corollary 6.6 below. Moreover, we note that the scheme proposed in (1)
is a modified version of the scheme proposed in [28] for stochastic Kuramoto-Sivashinsky equations
(cf. [28, (90)] with (1) above).
The remainder of this paper is organized as follows. In Section 2 the required a priori moment
bounds for the proposed scheme are established. In Section 3 the error analysis is first performed in
the pathwise sense to obtain pathwise convergence in Proposition 3.3 and pathwise a priori bounds
in Proposition 3.4. Combining these pathwise results allows us to accomplish strong convergence
in Theorem 3.5 for a large class of SEEs on general separable R-Hilbert spaces. In Section 5 we
verify the assumptions of Theorem 3.5 in the case of more concrete SPDEs on the Hilbert space
L2((0, 1);R) and we prove strong convergence in Proposition 5.7. To derive Proposition 5.7 we also
employ the properties of stochastic convolution processes in Proposition 5.6, which are obtained using
Fernique’s theorem (see Section 4). In Section 6 we apply Proposition 5.7 in the case of stochastic
Burgers and stochastic Allen-Cahn equations and establish strong convergence in Corollary 6.6 and
in Corollary 6.11, respectively.
1.1 Notation
Throughout this article the following notation is frequently used. For every set A we denote by P(A)
the power set of A, we denote by #A ∈ N0 ∪ {∞} the number of elements of A, and we denote by
P0(A) the set given by P0(A) = {B ∈ P(A) : #B <∞}. For all measurable spaces (A,A) and (B,B)
we denote by M(A,B) the set of all A/B-measurable functions. For every set A ∈ B(R) we denote
by λA : B(A)→ [0,∞] the Lebesgue-Borel measure on (A,B(A)). For every measure space (Ω,F , µ),
every measurable space (S,S), every set R, and every function f : Ω → R we denote by [f ]µ,S
the set given by [f ]µ,S = {g ∈M(F ,S) : (∃A ∈ F : µ(A) = 0 and {ω ∈ Ω: f(ω) 6= g(ω)} ⊆ A)}. For
every h ∈ (0,∞) we denote by ⌊·⌋h : R → R the function which satisfies for all t ∈ R that ⌊t⌋h =
max((−∞, t]∩{0, h,−h, 2h,−2h, . . .}). We denote by (·) : {[v]λ(0,1),B(R) ∈ P(M(B((0, 1)),B(R))) : v ∈
C((0, 1),R)} → C((0, 1),R) the function which satisfies for all v ∈ C((0, 1),R) that [v]λ(0,1),B(R) = v.
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For all real numbers θ ∈ (0, 1) and p ∈ [1,∞) we denote by ‖·‖Wθ,p((0,1),R) : M(B((0, 1)),B(R)) →
[0,∞] the function which satisfies for all v ∈M(B((0, 1)),B(R)) that
‖v‖Wθ,p((0,1),R) =
[∫ 1
0
|v(x)|p dx+
∫ 1
0
∫ 1
0
|v(x)− v(y)|p
|x− y|1+θp dx dy
]1/p
. (5)
2 A priori bounds
In Proposition 2.6 and Corollary 2.7 below we establish general a priori bounds which will be used
in Section 3 to obtain a priori bounds for the proposed approximation method. Before we state
Proposition 2.6 and Corollary 2.7, we present in five auxiliary lemmas, Lemmas 2.1–2.5, elementary
results which are used in the proofs of Proposition 2.6 and Corollary 2.7. In particular, we prove
a priori bounds for general Lyapunov-type functions in Lemmas 2.4–2.5, whereas in Proposition 2.6
and Corollary 2.7 we establish a priori bounds for a particular choice for the Lyapunov-type function.
2.1 On strong and mild solutions of semilinear evolution equations
The next elementary and well-known result, Lemma 2.1, presents a version of the fundamental the-
orem of calculus and the chain rule. It is employed in the proof of Lemma 2.2 below.
Lemma 2.1. Let (V, ‖·‖V ) be a nontrivial R-Banach space, let (W, ‖·‖W ) be an R-Banach space, let
U ⊆ V be an open set, let f ∈ C1(U,W ), a ∈ R, b ∈ (a,∞), let x : [a, b] → U be a function, and let
y : [a, b]→ V be a strongly B([a, b])/(V, ‖·‖V )-measurable function which satisfies for all t ∈ [a, b] that∫ b
a
‖ys‖V ds <∞ and
xt = xa +
∫ t
a
ys ds. (6)
Then
(i) it holds that the function [a, b] ∋ t 7→ f ′(xt) yt ∈ W is strongly B([a, b])/(W, ‖·‖W )-measurable,
(ii) it holds that
∫ b
a
‖f ′(xs) ys‖W ds <∞, and
(iii) it holds for all t0 ∈ [a, b], t ∈ [t0, b] that
f(xt) = f(xt0) +
∫ t
t0
f ′(xs) ys ds. (7)
Lemma 2.2. Let (V, ‖·‖V ) be a separable R-Banach space, let A ∈ L(V ), T ∈ (0,∞), let Y : [0, T ]→
V be a function, and let Z : [0, T ] → V be a B([0, T ])/B(V )-measurable function which satisfies for
all t ∈ [0, T ] that sups∈[0,T ] ‖Zs‖V <∞ and Yt =
∫ t
0
e(t−s)A Zs ds. Then
(i) it holds that Y is continuous and
(ii) it holds for all t ∈ [0, T ] that Yt =
∫ t
0
AYs + Zs ds.
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Proof of Lemma 2.2. First, note that for all t ∈ [0, T ] it holds that Yt = etA
∫ t
0
e−sA Zs ds. The
assumption that A ∈ L(V ) and the assumption that sups∈[0,T ] ‖Zs‖V < ∞ hence prove that Y is
continuous. Moreover, Lemma 2.1 (with V = R × V , W = V , U = R × V , f = (R × V ∋ (t, v) 7→
etA v ∈ V ), a = 0, b = T , x = ([0, T ] ∋ t 7→ (t, ∫ t
0
e−sA Zs ds) ∈ R×V ), y = ([0, T ] ∋ t 7→ (1, e−tA Zt) ∈
R× V ), t0 = 0 in the notation of Lemma 2.1) ensures for all t ∈ [0, T ] that
Yt = e
tA
∫ t
0
e−sA Zs ds =
∫ t
0
AesA
∫ s
0
e−uA Zu du ds+
∫ t
0
esA e−sA Zs ds =
∫ t
0
AYs + Zs ds. (8)
The proof of Lemma 2.2 is thus completed.
Lemma 2.3. Consider the notation in Subsection 1.1, let (V, ‖·‖V ) be a separable R-Banach space,
let T ∈ (0,∞), η ∈ [0,∞), h ∈ (0, T ], A ∈ L(V ), and let Z : [0, T ] → R, Y,O,O : [0, T ] → V ,
and F : V → V be functions which satisfy for all t ∈ [0, T ] that ηO ∈ C([0, T ], V ), Ot = Ot −∫ t
0
e(t−s)(A−η) ηOs ds, and
Yt = e
tA (Y0 − O0) +
∫ t
0
e(t−s)A Z⌊s⌋hF
(
Y⌊s⌋h
)
ds+Ot. (9)
Then
(i) it holds that the functions [0, T ] ∋ t 7→ Yt − Ot ∈ V and [0, T ] ∋ t 7→ ηYt ∈ V are continuous
and
(ii) it holds for all t ∈ [0, T ] that Yt −Ot = Y0 −O0 +
∫ t
0
(A− η)(Ys −Os) + Z⌊s⌋hF
(
Y⌊s⌋h
)
+ ηYs ds.
Proof of Lemma 2.3. Throughout this proof let A ∈ L(V ) be the linear operator given by A = A− η
and let Y¯ , E : [0, T ] → V be the functions which satisfy for all t ∈ [0, T ] that Y¯t = Yt − Ot and
Et =
∫ t
0
e(t−s)A ηOs ds. Note that the assumption that ηO ∈ C([0, T ], V ) and Lemma 2.2 (with
V = V , A = A, T = T , Y = E, Z = ηO in the notation of Lemma 2.2) prove that E is continuous
and that for all t ∈ [0, T ] it holds that
Et =
∫ t
0
AEs + ηOs ds. (10)
Moreover, observe that for all t ∈ [0, T ] it holds that
Yt −Ot = etA (Y0 − O0) +
∫ t
0
e(t−s)A Z⌊s⌋hF
(
Y⌊s⌋h
)
ds. (11)
This and Lemma 2.2 (with V = V , A = A, T = T , Y = ([0, T ] ∋ t 7→ (Yt−Ot− etA (Y0−O0)) ∈ V ),
Z = ([0, T ] ∋ t 7→ Z⌊t⌋hF (Y⌊t⌋h) ∈ V ) in the notation of Lemma 2.2) prove that for all t ∈ [0, T ] it
holds that (Y −O) ∈ C([0, T ], V ) and
Yt − Ot = Y0 −O0 +
∫ t
0
A(Ys −Os) + Z⌊s⌋hF
(
Y⌊s⌋h
)
ds. (12)
This and the fact that E, ηO ∈ C([0, T ], V ) ensure that the functions [0, T ] ∋ t 7→ Y¯t ∈ V and
[0, T ] ∋ t 7→ ηYt ∈ V are continuous. In the next step we combine (10) and (12) to obtain that for
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all t ∈ [0, T ] it holds that
Y¯t = Y¯0 +
∫ t
0
A(Ys −Os) + Z⌊s⌋hF
(
Y⌊s⌋h
)
ds+ Et
= Y¯0 +
∫ t
0
A(Ys −Os) + Z⌊s⌋hF
(
Y⌊s⌋h
)
+ AEs + ηOs ds
= Y¯0 +
∫ t
0
A(Ys −Os) + Z⌊s⌋hF
(
Y⌊s⌋h
)
+ AEs + ηOs + η(Ys − Os) ds
= Y¯0 +
∫ t
0
A(Ys −Os + Es) + Z⌊s⌋hF
(
Y⌊s⌋h
)
+ ηYs ds
= Y¯0 +
∫ t
0
AY¯s + Z⌊s⌋hF
(
Y⌊s⌋h
)
+ ηYs ds.
(13)
The proof of Lemma 2.3 is thus completed.
2.2 General a priori bounds
Lemma 2.4. Consider the notation in Subsection 1.1, let (V, ‖·‖V ) be a nontrivial separable R-
Banach space, let T ∈ (0,∞), η ∈ [0,∞), h ∈ (0, T ], A ∈ L(V ), V ∈ C1(V,R), F ∈ C(V, V ), and let
Z : [0, T ]→ R, Y,O,O : [0, T ]→ V , and φ, f : V → R be functions which satisfy for all t ∈ [0, T ] that
f ◦O ∈ C([0, T ],R), ηO ∈ C([0, T ], V ), Ot = Ot −
∫ t
0
e(t−s)(A−η) ηOs ds, and
Yt = e
tA (Y0 − O0) +
∫ t
0
e(t−s)A Z⌊s⌋hF
(
Y⌊s⌋h
)
ds+Ot. (14)
Then
(i) it holds that the functions [0, T ] ∋ t 7→ Yt −Ot ∈ V and [0, T ] ∋ t 7→ ηYt ∈ V are continuous,
(ii) it holds that sups∈[0,T ]
∥∥F (Ys −Os +O⌊s⌋h)∥∥V <∞, and
(iii) it holds for all t ∈ [0, T ] that
e−
∫ t
0
φ(O⌊s⌋h)+f(Os) dsV(Yt −Ot) = V(Y0 −O0)
+
∫ t
0
e−
∫ s
0 φ(O⌊u⌋h)+f(Ou) duV′(Ys −Os)
[
(A− η)(Ys −Os) + Z⌊s⌋hF
(
Ys −Os +O⌊s⌋h
)
+ ηYs
]
ds
+
∫ t
0
e−
∫ s
0
φ(O⌊u⌋h)+f(Ou) du Z⌊s⌋hV
′(Ys −Os)
[
F
(
Y⌊s⌋h
)− F (Ys −Os +O⌊s⌋h)] ds (15)
−
∫ t
0
[
φ
(
O⌊s⌋h
)
+ f(Os)
]
e−
∫ s
0 φ(O⌊u⌋h)+f(Ou) duV(Ys −Os) ds.
Proof of Lemma 2.4. Throughout this proof let Y¯ : [0, T ]→ V be the function which satisfies for all
t ∈ [0, T ] that Y¯t = Yt − Ot. Note that Lemma 2.3 (with V = V , T = T , η = η, h = h, A = A,
Z = Z, Y = Y , O = O, O = O, F = F in the notation of Lemma 2.3) and the assumption
that F ∈ C(V, V ) establish that for all t ∈ [0, T ] it holds that Y¯ ∈ C([0, T ], V ), ηY ∈ C([0, T ], V ),
sups∈[0,T ]
∥∥F (Ys −Os +O⌊s⌋h)∥∥V <∞, and
Y¯t = Y¯0 +
∫ t
0
(A− η)Y¯s + Z⌊s⌋hF
(
Y⌊s⌋h
)
+ ηYs ds. (16)
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This and Lemma 2.1 (with V = R× V , W = R, U = R× V , f = (R× V ∋ (t, v) 7→ e−tV(v) ∈ R),
a = 0, b = T , x = ([0, T ] ∋ t 7→ (∫ t
0
φ(O⌊s⌋h) + f(Os) ds, Y¯t) ∈ R × V ), y = ([0, T ] ∋ t 7→
(φ(O⌊t⌋h) + f(Ot), (A− η)Y¯t + Z⌊t⌋hF (Y⌊t⌋h) + ηYt) ∈ R× V ), t0 = 0 in the notation of Lemma 2.1)
ensure for all t ∈ [0, T ] that
e−
∫ t
0
φ(O⌊s⌋h)+f(Os) dsV(Y¯t)
= V(Y¯0) +
∫ t
0
e−
∫ s
0 φ(O⌊u⌋h)+f(Ou) duV′(Y¯s)
[
(A− η)Y¯s + Z⌊s⌋hF
(
Y⌊s⌋h
)
+ ηYs
]
ds
−
∫ t
0
[
φ
(
O⌊s⌋h
)
+ f(Os)
]
e−
∫ s
0 φ(O⌊u⌋h)+f(Ou) duV(Y¯s) ds
= V(Y¯0) +
∫ t
0
e−
∫ s
0
φ(O⌊u⌋h)+f(Ou) duV′(Y¯s)
[
(A− η)Y¯s + Z⌊s⌋hF
(
Y¯s +O⌊s⌋h
)
+ ηYs
]
ds
+
∫ t
0
e−
∫ s
0 φ(O⌊u⌋h)+f(Ou) du Z⌊s⌋hV
′(Y¯s)
[
F
(
Y⌊s⌋h
)− F (Y¯s +O⌊s⌋h)] ds
−
∫ t
0
[
φ
(
O⌊s⌋h
)
+ f(Os)
]
e−
∫ s
0 φ(O⌊u⌋h)+f(Ou) duV(Y¯s) ds.
(17)
The proof of Lemma 2.4 is thus completed.
Lemma 2.5. Consider the notation in Subsection 1.1, let (V, ‖·‖V ) be a nontrivial separable R-
Banach space, let T ∈ (0,∞), η ∈ [0,∞), h ∈ (0, T ], A ∈ L(V ), V ∈ C1(V, [0,∞)), F ∈ C(V, V ),
ϕ ∈ C(V, [0,∞)), and let Z : [0, T ] → [0, 1], Y,O,O : [0, T ] → V , and φ,Φ, f, g : V → [0,∞) be
functions which satisfy for all v, w ∈ V , t ∈ [0, T ] that f ◦ O, g ◦ O ∈ C([0, T ], [0,∞)), ηO ∈
C([0, T ], V ), V′(v)F (v + w) ≤ φ(w)V(v) + ϕ(v) + Φ(w), ηV′(v)(v + w) ≤ f(w)V(v) + g(w), Ot =
Ot −
∫ t
0
e(t−s)(A−η) ηOs ds, and
Yt = e
tA (Y0 − O0) +
∫ t
0
e(t−s)A Z⌊s⌋hF
(
Y⌊s⌋h
)
ds+Ot. (18)
Then
(i) it holds that the function [0, T ] ∋ t 7→ Yt −Ot ∈ V is continuous,
(ii) it holds that sups∈[0,T ]
∥∥F (Ys −Os +O⌊s⌋h)∥∥V <∞, and
(iii) it holds for all t ∈ [0, T ] that
V(Yt −Ot) ≤ e
∫ t
0
φ(O⌊s⌋h)+f(Os) dsV(Y0 −O0)
+
∫ t
0
e
∫ t
s φ(O⌊u⌋h)+f(Ou) du
[
V′(Ys −Os)(A− η)(Ys −Os) + ϕ(Ys −Os) + Φ
(
O⌊s⌋h
)
+ g(Os)
]
ds
+
∫ t
0
e
∫ t
s
φ(O⌊u⌋h)+f(Ou) du Z⌊s⌋hV
′(Ys −Os)
[
F
(
Y⌊s⌋h
)− F (Ys −Os +O⌊s⌋h)] ds. (19)
Proof of Lemma 2.5. Throughout this proof let Y¯ : [0, T ] → V be the function which satisfies for
all t ∈ [0, T ] that Y¯t = Yt − Ot and let A ∈ L(V ) be the linear operator given by A = A − η.
Note that Lemma 2.4 (with V = V , T = T , η = η, h = h, A = A, V = (V ∋ v 7→ V(v) ∈ R),
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F = F , Z = ([0, T ] ∋ t 7→ Zt ∈ R), Y = Y , O = O, O = O, φ = (V ∋ v 7→ φ(v) ∈ R),
f = (V ∋ v 7→ f(v) ∈ R) in the notation of Lemma 2.4) ensures that for all t ∈ [0, T ] it holds that
Y¯ ∈ C([0, T ], V ), sups∈[0,T ]
∥∥F (Ys −Os +O⌊s⌋h)∥∥V <∞, and
e−
∫ t
0 φ(O⌊s⌋h)+f(Os) dsV(Y¯t)
= V(Y¯0) +
∫ t
0
e−
∫ s
0
φ(O⌊u⌋h)+f(Ou) duV′(Y¯s)
[
AY¯s + Z⌊s⌋hF
(
Y¯s +O⌊s⌋h
)
+ ηYs
]
ds
+
∫ t
0
e−
∫ s
0 φ(O⌊u⌋h)+f(Ou) du Z⌊s⌋hV
′(Y¯s)
[
F
(
Y⌊s⌋h
)− F (Y¯s +O⌊s⌋h)] ds
−
∫ t
0
[
φ
(
O⌊s⌋h
)
+ f(Os)
]
e−
∫ s
0
φ(O⌊u⌋h)+f(Ou) duV(Y¯s) ds.
(20)
Furthermore, the assumption that ∀ v, w ∈ V : V′(v)F (v + w) ≤ φ(w)V(v) + ϕ(v) + Φ(w) implies for
all s ∈ [0, T ] that
V′(Y¯s)Z⌊s⌋hF
(
Y¯s +O⌊s⌋h
)
= Z⌊s⌋hV
′(Y¯s)F
(
Y¯s +O⌊s⌋h
)
≤ Z⌊s⌋h
[
φ
(
O⌊s⌋h
)
V(Y¯s) + ϕ(Y¯s) + Φ
(
O⌊s⌋h
)] ≤ φ(O⌊s⌋h)V(Y¯s) + ϕ(Y¯s) + Φ(O⌊s⌋h). (21)
This together with (20) proves for all t ∈ [0, T ] that
e−
∫ t
0
φ(O⌊s⌋h)+f(Os) dsV(Y¯t) ≤ V(Y¯0) +
∫ t
0
e−
∫ s
0
φ(O⌊u⌋h)+f(Ou) duV′(Y¯s)AY¯s ds
+
∫ t
0
e−
∫ s
0 φ(O⌊u⌋h)+f(Ou) du
[
φ
(
O⌊s⌋h
)
V(Y¯s) + ϕ(Y¯s) + Φ
(
O⌊s⌋h
)
+ ηV′(Y¯s)
(
Y¯s +Os
)]
ds
+
∫ t
0
e−
∫ s
0 φ(O⌊u⌋h)+f(Ou) du Z⌊s⌋hV
′(Y¯s)
[
F
(
Y⌊s⌋h
)− F (Y¯s +O⌊s⌋h)] ds
−
∫ t
0
[
φ
(
O⌊s⌋h
)
+ f(Os)
]
e−
∫ s
0
φ(O⌊u⌋h)+f(Ou) duV(Y¯s) ds.
(22)
The assumption that ∀ v, w ∈ V : ηV′(v)(v+w) ≤ f(w)V(v)+ g(w) hence establishes for all t ∈ [0, T ]
that
e−
∫ t
0
φ(O⌊s⌋h)+f(Os) dsV(Y¯t) ≤ V(Y¯0) +
∫ t
0
e−
∫ s
0
φ(O⌊u⌋h)+f(Ou) duV′(Y¯s)AY¯s ds
+
∫ t
0
e−
∫ s
0 φ(O⌊u⌋h)+f(Ou) du
[
φ
(
O⌊s⌋h
)
V(Y¯s) + ϕ(Y¯s) + Φ
(
O⌊s⌋h
)
+ f(Os)V(Y¯s) + g(Os)
]
ds
+
∫ t
0
e−
∫ s
0 φ(O⌊u⌋h)+f(Ou) du Z⌊s⌋hV
′(Y¯s)
[
F
(
Y⌊s⌋h
)− F (Y¯s +O⌊s⌋h)] ds
−
∫ t
0
[
φ
(
O⌊s⌋h
)
+ f(Os)
]
e−
∫ s
0
φ(O⌊u⌋h)+f(Ou) duV(Y¯s) ds
= V(Y¯0) +
∫ t
0
e−
∫ s
0 φ(O⌊u⌋h)+f(Ou) du
[
V′(Y¯s)AY¯s + ϕ(Y¯s) + Φ
(
O⌊s⌋h
)
+ g(Os)
]
ds
+
∫ t
0
e−
∫ s
0 φ(O⌊u⌋h)+f(Ou) du Z⌊s⌋hV
′(Y¯s)
[
F
(
Y⌊s⌋h
)− F (Y¯s +O⌊s⌋h)] ds.
(23)
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This assures for all t ∈ [0, T ] that
V(Y¯t) ≤ e
∫ t
0 φ(O⌊s⌋h)+f(Os) dsV(Y¯0)
+
∫ t
0
e
∫ t
s
φ(O⌊u⌋h)+f(Ou) du
[
V′(Y¯s)AY¯s + ϕ(Y¯s) + Φ
(
O⌊s⌋h
)
+ g(Os)
]
ds
+
∫ t
0
e
∫ t
s φ(O⌊u⌋h)+f(Ou) du Z⌊s⌋hV
′(Y¯s)
[
F
(
Y⌊s⌋h
)− F (Y¯s +O⌊s⌋h)] ds.
(24)
The proof of Lemma 2.5 is thus completed.
2.3 A priori bounds based on a coercivity-type assumption
Proposition 2.6 (A priori bounds). Consider the notation in Subsection 1.1, let (H, 〈·, ·〉H , ‖·‖H)
be a separable R-Hilbert space, let H ⊆ H be a nonempty orthonormal basis of H, let β, T ∈ (0,∞),
η, θ, ϑ, κ, χ, ϕ ∈ [0,∞), α ∈ R, ρ ∈ (−∞, 1 − α), ̺ ∈ [ρ, ρ + 1], ψ ∈ (−∞, 2 − 2ϕ), h ∈ (0, T ], F ∈
C(H,H), A ∈ L(H), let λ : H → R, Y,O,O : [0, T ] → H, and φ,Φ: H → [0,∞) be functions which
satisfy ηO ∈ C([0, T ], H), supb∈H λb < min{η, κ}, and ∀ b ∈ H : Ab = λb b, let (Hr, 〈·, ·〉Hr , ‖·‖Hr),
r ∈ R, be a family of interpolation spaces associated to κ − A (cf., e.g., [42, Section 3.7]), and
assume for all v, w ∈ H, t ∈ [0, T ] that 〈v, F (v + w)〉H ≤ 12φ(w)‖v‖2H + ϕ‖(η − A)1/2v‖2H + 12Φ(w),
‖F (v)‖2H−α ≤ θmax{1, ‖v‖2+ϑH̺ }, ‖(η − A)−1/2[F (v)− F (w)]‖2H ≤ θmax{1, ‖v‖ϑH̺}‖v − w‖2Hρ + θ ‖v −
w‖2+ϑHρ , Ot = Ot −
∫ t
0
e(t−s)(A−η) ηOs ds, and
Yt = e
tA(Y0 − O0) +
∫ t
0
e(t−s)A 1[0,h−χ]
(∥∥Y⌊s⌋h∥∥H̺ + ∥∥O⌊s⌋h∥∥H̺)F (Y⌊s⌋h) ds+Ot. (25)
Then
(i) it holds that the functions [0, T ] ∋ t 7→ Yt − Ot ∈ H and [0, T ] ∋ t 7→ ηOt ∈ H are continuous
and
(ii) it holds for all t ∈ [0, T ] that
‖Yt −Ot‖2H + ψ
∫ t
0
e
∫ t
s
φ(O⌊u⌋h)+2η(1+β) du ‖(η −A)1/2(Ys −Os)‖2H ds
≤ e
∫ t
0
φ(O⌊s⌋h)+2η(1+β) ds ‖Y0 −O0‖2H +
∫ t
0
e
∫ t
s
φ(O⌊u⌋h)+2η(1+β) du
[
Φ
(
O⌊s⌋h
)
+ η
2β
‖Os‖2H
+
θehκ(2+ϑ)[1+(κ+
√
η+
√
η|κ−η|ehη)‖(κ−A)ρ−̺‖L(H)+
√
θ‖(κ−A)min{α+ρ,0}‖L(H)+√η]2+ϑ|max{1,∫T0 ‖√ηOu‖H̺ du}|2+ϑ
(1−ϕ−ψ/2)(1−max{α+ρ,0})2+ϑ
·max{h2, h2(̺−ρ−χ), h2(1−max{α+ρ,0}−(1+ϑ/2)χ), h ∫T0 ‖√ηOu‖2H̺ du} (26)
· ∣∣max{h−χ, h, h1−max{α+ρ,0}−(1+ϑ/2)χ, ∫T0 ‖√ηOu‖H̺ du}∣∣ϑ ] ds.
Proof of Proposition 2.6. Throughout this proof let Z : [0, T ]→ [0, 1] be the function which satisfies
for all s ∈ [0, T ] that Zs = 1[0,h−χ]
(‖Ys‖H̺ + ‖Os‖H̺), let A ∈ L(H) be the linear operator given by
A = A− η, and let Y¯ : [0, T ]→ H be the function which satisfies for all t ∈ [0, T ] that Y¯t = Yt −Ot.
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Observe that the Cauchy-Schwartz inequality and the fact that ∀ a, b ∈ R, ε ∈ (0,∞) : ab ≤ εa2 + b2
4ε
prove for all v, w ∈ H that
2η〈v, v + w〉H = 2η‖v‖2H + 2η〈v, w〉H ≤ 2η‖v‖2H + 2η‖v‖H‖w‖H
≤ 2η‖v‖2H + 2ηβ‖v‖2H + η2β‖w‖2H = 2η(1 + β)‖v‖2H + η2β‖w‖2H.
(27)
In addition, the assumption that ηO ∈ C([0, T ], H) and Lemma 2.2 (with V = H , A = A, T = T ,
Y = ([0, T ] ∋ t 7→ ∫ t
0
e(t−s)A ηOs ds ∈ H), Z = ηO in the notation of Lemma 2.2) ensure that
ηO ∈ C([0, T ], H). This, (27), and Lemma 2.5 (with V = H , T = T , η = η, h = h, A = A,
V = (H ∋ v 7→ ‖v‖2H ∈ [0,∞)) ∈ C1(H, [0,∞)), F = F , ϕ = (H ∋ v 7→ 2ϕ‖(η − A)1/2v‖2H ∈ [0,∞)),
Z = Z, Y = Y , O = O, O = O, φ = φ, Φ = Φ, f = (H ∋ v 7→ 2η(1 + β) ∈ [0,∞)), g = (H ∋
v 7→ η/(2β)‖v‖2H ∈ [0,∞)) in the notation of Lemma 2.5) establish that for all t ∈ [0, T ] it holds that
Y¯ ∈ C([0, T ], H) and
‖Y¯t‖2H ≤ e
∫ t
0
φ(O⌊s⌋h)+2η(1+β) ds ‖Y¯0‖2H
+
∫ t
0
e
∫ t
s φ(O⌊u⌋h)+2η(1+β) du
[
2〈Y¯s,AY¯s〉H + 2ϕ‖(η − A)1/2Y¯s‖2H + Φ
(
O⌊s⌋h
)
+ η
2β
‖Os‖2H
]
ds
+ 2
∫ t
0
e
∫ t
s
φ(O⌊u⌋h)+2η(1+β) du Z⌊s⌋h
〈
Y¯s, F
(
Y⌊s⌋h
)− F (Y¯s +O⌊s⌋h)〉H ds (28)
= e
∫ t
0 φ(O⌊s⌋h)+2η(1+β) ds ‖Y¯0‖2H +
∫ t
0
e
∫ t
s φ(O⌊u⌋h)+2η(1+β) du
[
−ψ‖(−A)1/2Y¯s‖2H + Φ
(
O⌊s⌋h
)
+ η
2β
‖Os‖2H
]
ds
+
∫ t
0
e
∫ t
s φ(O⌊u⌋h)+2η(1+β) du
[−(2 − 2ϕ− ψ)‖(−A)1/2Y¯s‖2H + 2Z⌊s⌋h〈Y¯s, F (Y⌊s⌋h)− F (Y¯s +O⌊s⌋h)〉H] ds.
Next note that the fact that 2−2ϕ−ψ > 0 and the Cauchy-Schwartz inequality show for all s ∈ [0, T ]
that
− (2− 2ϕ− ψ)‖(−A)1/2Y¯s‖2H + 2Z⌊s⌋h
〈
Y¯s, F
(
Y⌊s⌋h
)− F (Y¯s +O⌊s⌋h)〉H
≤ Z⌊s⌋h
[−(2− 2ϕ− ψ)‖(−A)1/2Y¯s‖2H + 2〈(−A)1/2Y¯s, (−A)−1/2[F (Y⌊s⌋h)− F (Y¯s +O⌊s⌋h)]〉H] (29)
≤ Z⌊s⌋h
[−(2− 2ϕ− ψ)‖(−A)1/2Y¯s‖2H + 2‖(−A)1/2Y¯s‖H∥∥(−A)−1/2[F (Y⌊s⌋h)− F (Y¯s +O⌊s⌋h)]∥∥H] .
The fact that ∀ a, b ∈ R, ε ∈ (0,∞) : 2ab ≤ εa2 + b2
ε
hence proves for all s ∈ [0, T ] that
− (2− 2ϕ− ψ)‖(−A)1/2Y¯s‖2H + 2Z⌊s⌋h
〈
Y¯s, F
(
Y⌊s⌋h
)− F (Y¯s +O⌊s⌋h)〉H
≤ 1
(2−2ϕ−ψ) Z⌊s⌋h
∥∥(−A)−1/2[F (Y⌊s⌋h)− F (Y¯s +O⌊s⌋h)]∥∥2H . (30)
This together with (28) ensures for all t ∈ [0, T ] that
‖Y¯t‖2H + ψ
∫ t
0
e
∫ t
s
φ(O⌊u⌋h)+2η(1+β) du ‖(−A)1/2Y¯s‖2H ds
≤ e
∫ t
0 φ(O⌊s⌋h)+2η(1+β) ds ‖Y¯0‖2H +
∫ t
0
e
∫ t
s φ(O⌊u⌋h)+2η(1+β) du
[
Φ
(
O⌊s⌋h
)
+ η
2β
‖Os‖2H
]
ds
+ 1
(2−2ϕ−ψ)
∫ t
0
e
∫ t
s φ(O⌊u⌋h)+2η(1+β) du Z⌊s⌋h
∥∥(−A)−1/2[F (Y⌊s⌋h)− F (Y¯s +O⌊s⌋h)]∥∥2H ds.
(31)
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Furthermore, the assumption that ∀ v, w ∈ H : ‖(−A)−1/2[F (v) − F (w)]‖2H ≤ θmax{1, ‖v‖ϑH̺}‖v −
w‖2Hρ + θ ‖v − w‖2+ϑHρ shows for all s ∈ [0, T ] that
Z⌊s⌋h
∥∥(−A)−1/2[F (Y⌊s⌋h)− F (Y¯s +O⌊s⌋h)]∥∥2H
≤ Z⌊s⌋hθ
[
max
{
1,
∥∥Y⌊s⌋h∥∥ϑH̺
}∥∥Y¯⌊s⌋h − Y¯s∥∥2Hρ + ∥∥Y¯⌊s⌋h − Y¯s∥∥2+ϑHρ
]
≤ Z⌊s⌋hθ
∥∥Y¯⌊s⌋h − Y¯s∥∥2Hρ
[
max{1, h−ϑχ}+ ∥∥Y¯⌊s⌋h − Y¯s∥∥ϑHρ
]
.
(32)
Moreover, observe that for all s ∈ [0, T ] it holds that
Z⌊s⌋h‖Y⌊s⌋h − O⌊s⌋h − Ys +Os‖Hρ
= Z⌊s⌋h
∥∥∥ (e(s−⌊s⌋h)A − IdH) (Y⌊s⌋h −O⌊s⌋h)+ s∫
⌊s⌋h
e(s−u)A F
(
Y⌊s⌋h
)
du
∥∥∥
Hρ
≤ Z⌊s⌋h
[∥∥ (e(s−⌊s⌋h)A − IdH) (Y⌊s⌋h − O⌊s⌋h)∥∥Hρ + s∫⌊s⌋h
∥∥e(s−u)A F (Y⌊s⌋h)∥∥Hρ du
]
≤ Z⌊s⌋h
∥∥(κ− A)ρ−̺ (e(s−⌊s⌋h)A − IdH)∥∥L(H)∥∥Y⌊s⌋h − O⌊s⌋h∥∥H̺
+ Z⌊s⌋h
s
∫
⌊s⌋h
∥∥(κ−A)ρ+αe(s−u)A∥∥
L(H)
∥∥F (Y⌊s⌋h)∥∥H−α du.
(33)
Note that the fact that ∀ q ∈ [0, 1], t ∈ (0,∞) : (‖(κ − A)−q(et(A−κ) − IdH)‖L(H) ≤ tq and ‖(κ −
A)q et(A−κ)‖L(H) ≤ t−q
)
(cf., e.g., Lemma 11.36 in Renardy & Rogers [39]) and the fact that ∀ x ∈
R : |ex − 1| ≤ |x|e|x| imply that for all s ∈ [0, T ]\{0, h, 2h, 3h, . . .}, u ∈ [⌊s⌋h, s), r ∈ R it holds that∥∥(κ−A)ρ−̺ (e(s−⌊s⌋h)(A−r) − IdH)∥∥L(H)
≤ ∥∥(κ−A)ρ−̺ (e(s−⌊s⌋h)(A−κ) − IdH)∥∥L(H) + ∥∥(κ−A)ρ−̺ (e(s−⌊s⌋h)(A−r) − e(s−⌊s⌋h)(A−κ))∥∥L(H)
≤ |s− ⌊s⌋h|̺−ρ +
∥∥(κ− A)ρ−̺ e(s−⌊s⌋h)(A−κ)∥∥
L(H)
|e(s−⌊s⌋h)(κ−r) − 1|
≤ h̺−ρ + (s− ⌊s⌋h)|κ− r|e(s−⌊s⌋h)|κ−r|‖(κ− A)ρ−̺‖L(H)
≤ h̺−ρ + h|κ− r|eh|κ−r|‖(κ− A)ρ−̺‖L(H)
(34)
and ∥∥(κ−A)ρ+αe(s−u)A∥∥
L(H)
≤ ∥∥(κ− A)ρ+αe(s−u)(A−κ)∥∥
L(H)
e(s−u)κ
≤ (s− u)−max{α+ρ,0}‖(κ− A)min{α+ρ,0}‖L(H)ehκ.
(35)
This, (33), (34), and the assumption that ∀ v ∈ H : ‖F (v)‖2H−α ≤ θmax{1, ‖v‖2+ϑH̺ } yield that for all
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s ∈ [0, T ]\{0, h, 2h, 3h, . . .} it holds that
Z⌊s⌋h‖Y⌊s⌋h − O⌊s⌋h − Ys +Os‖Hρ ≤ Z⌊s⌋hh−χ
[
h̺−ρ + hκehκ‖(κ−A)ρ−̺‖L(H)
]
+ Z⌊s⌋he
hκ‖(κ− A)min{α+ρ,0}‖L(H)
s
∫
⌊s⌋h
(s− u)−max{α+ρ,0} ∥∥F (Y⌊s⌋h)∥∥H−α du
≤ h̺−ρ−χ + h1−χκehκ‖(κ− A)ρ−̺‖L(H)
+ Z⌊s⌋he
hκ‖(κ− A)min{α+ρ,0}‖L(H) · |s−⌊s⌋h|
1−max{α+ρ,0}
1−max{α+ρ,0}
√
θmax
{
1,
∥∥Y⌊s⌋h∥∥1+ϑ/2H̺ }
≤ h̺−ρ−χ + h1−χκehκ‖(κ− A)ρ−̺‖L(H)
+ ehκ‖(κ−A)min{α+ρ,0}‖L(H) · h1−max{α+ρ,0}1−max{α+ρ,0}
√
θmax
{
1, h−(1+ϑ/2)χ
}
(36)
≤ ehκ
1−max{α+ρ,0}
[
h̺−ρ−χ + h1−χκ‖(κ− A)ρ−̺‖L(H)
+
√
θ‖(κ− A)min{α+ρ,0}‖L(H) h1−max{α+ρ,0}max{1, h−(1+ϑ/2)χ}
]
≤ e
hκ(1 + κ‖(κ−A)ρ−̺‖L(H) +
√
θ‖(κ− A)min{α+ρ,0}‖L(H))
(1−max{α + ρ, 0})
·max{h̺−ρ−χ, h1−χ, h1−max{α+ρ,0}, h1−max{α+ρ,0}−(1+ϑ/2)χ}
≤ e
hκ(1 + κ‖(κ−A)ρ−̺‖L(H) +
√
θ‖(κ− A)min{α+ρ,0}‖L(H))max
{
h, h̺−ρ−χ, h1−max{α+ρ,0}−(1+ϑ/2)χ
}
(1−max{α + ρ, 0}) .
Moreover, the fact that ∀ t ∈ [0,∞) : ‖etA‖L(H) ≤ 1 and (34) prove for all s ∈ [0, T ]\{0, h, 2h, 3h, . . .}
that∥∥∥ s∫
0
e(s−u)A ηOu du−
⌊s⌋h∫
0
e(⌊s⌋h−u)A ηOu du
∥∥∥
Hρ
=
∥∥∥ (e(s−⌊s⌋h)A − IdH) ⌊s⌋h∫
0
e(⌊s⌋h−u)A ηOu du+
s
∫
⌊s⌋h
e(s−u)A ηOu du
∥∥∥
Hρ
≤ ‖(κ−A)ρ−̺ (e(s−⌊s⌋h)A − IdH) ∥∥L(H) ⌊s⌋h∫
0
∥∥e(⌊s⌋h−u)A∥∥
L(H)
‖ηOu‖H̺ du (37)
+
s
∫
⌊s⌋h
‖(κ−A)ρ−̺‖L(H)‖e(s−u)A‖L(H)‖ηOu‖H̺ du
≤ [h̺−ρ + h|κ− η|eh|κ−η|‖(κ− A)ρ−̺‖L(H)] ⌊s⌋h∫
0
‖ηOu‖H̺ du+ ‖(κ−A)ρ−̺‖L(H)
s
∫
⌊s⌋h
‖ηOu‖H̺ du
≤ [h̺−ρ + h|κ− η|eh|κ−η|‖(κ− A)ρ−̺‖L(H)] T∫
0
‖ηOu‖H̺ du+ ‖(κ−A)ρ−̺‖L(H)
s
∫
⌊s⌋h
‖ηOu‖H̺ du.
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This and (36) ensure for all s ∈ [0, T ] that
Z⌊s⌋h‖Y¯⌊s⌋h − Y¯s‖Hρ = Z⌊s⌋h
∥∥∥Y⌊s⌋h − O⌊s⌋h + ⌊s⌋h∫
0
e(⌊s⌋h−u)A ηOu du− Ys +Os −
s
∫
0
e(s−u)A ηOu du
∥∥∥
Hρ
≤ Z⌊s⌋h‖Y⌊s⌋h − O⌊s⌋h − Ys +Os‖Hρ
+ Z⌊s⌋h
∥∥∥ s∫
0
e(s−u)A ηOu du−
⌊s⌋h∫
0
e(⌊s⌋h−u)A ηOu du
∥∥∥
Hρ
≤ e
hκ(1 + κ‖(κ− A)ρ−̺‖L(H) +
√
θ‖(κ−A)min{α+ρ,0}‖L(H))max
{
h, h̺−ρ−χ, h1−max{α+ρ,0}−(1+ϑ/2)χ
}
(1−max{α + ρ, 0})
+
[
h̺−ρ + h|κ− η|eh|κ−η|‖(κ− A)ρ−̺‖L(H)
] T∫
0
‖ηOu‖H̺ du+ ‖(κ− A)ρ−̺‖L(H)
s
∫
⌊s⌋h
‖ηOu‖H̺ du
≤ e
hκ(1 + κ‖(κ− A)ρ−̺‖L(H) +
√
θ‖(κ−A)min{α+ρ,0}‖L(H))max
{
h, h̺−ρ−χ, h1−max{α+ρ,0}−(1+ϑ/2)χ
}
(1−max{α + ρ, 0})
+ ehκ
[
h̺−ρ + h|κ− η|ehη‖(κ− A)ρ−̺‖L(H)
] T∫
0
‖ηOu‖H̺ du (38)
+ ehκ
√
η‖(κ−A)ρ−̺‖L(H)
s
∫
⌊s⌋h
‖√ηOu‖H̺ du
≤ ehκ[1+κ‖(κ−A)ρ−̺‖L(H)+
√
θ‖(κ−A)min{α+ρ,0}‖L(H)+(1+|κ−η|ehη‖(κ−A)ρ−̺‖L(H)) ∫T0 ‖ηOu‖H̺ du+
√
η‖(κ−A)ρ−̺‖L(H)]
(1−max{α+ρ,0})
·max{h, h̺−ρ−χ, h1−max{α+ρ,0}−(1+ϑ/2)χ, ∫ s⌊s⌋h ‖√ηOu‖H̺ du}.
Next note that for all a ∈ [1,∞), b, c ∈ [0,∞) it holds that
|ab|2(c+ |ab|ϑ) ≤ a2+ϑb2(c+ bϑ) ≤ 2a2+ϑb2max{c, bϑ}. (39)
This, (32), and (38) show for all s ∈ [0, T ] that
Z⌊s⌋h
∥∥(−A)−1/2[F (Y⌊s⌋h)− F (Y¯s +O⌊s⌋h)]∥∥2H
≤ 2θehκ(2+ϑ)[1+(κ+
√
η)‖(κ−A)ρ−̺‖L(H)+
√
θ‖(κ−A)min{α+ρ,0}‖L(H)+(1+|κ−η|ehη‖(κ−A)ρ−̺‖L(H)) ∫T0 ‖ηOu‖H̺ du]2+ϑ
(1−max{α+ρ,0})2+ϑ
· ∣∣max{h, h̺−ρ−χ, h1−max{α+ρ,0}−(1+ϑ/2)χ, ∫ s⌊s⌋h ‖√ηOu‖H̺ du}∣∣2
· ∣∣max{1, h−χ, h, h̺−ρ−χ, h1−max{α+ρ,0}−(1+ϑ/2)χ, ∫ s⌊s⌋h ‖√ηOu‖H̺ du}∣∣ϑ
=
2θehκ(2+ϑ)[1+(κ+
√
η)‖(κ−A)ρ−̺‖L(H)+
√
θ‖(κ−A)min{α+ρ,0}‖L(H)+(1+|κ−η|ehη‖(κ−A)ρ−̺‖L(H)) ∫T0 ‖ηOu‖H̺ du]2+ϑ
(1−max{α+ρ,0})2+ϑ
· ∣∣max{h, h̺−ρ−χ, h1−max{α+ρ,0}−(1+ϑ/2)χ, ∫ s⌊s⌋h ‖√ηOu‖H̺ du}∣∣2
· ∣∣max{h−χ, h, h1−max{α+ρ,0}−(1+ϑ/2)χ, ∫ s⌊s⌋h ‖√ηOu‖H̺ du}∣∣ϑ .
(40)
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Observe that Ho¨lders inequality implies for all s ∈ [0, T ] that
∣∣max{h, h̺−ρ−χ, h1−max{α+ρ,0}−(1+ϑ/2)χ, ∫ s⌊s⌋h ‖√ηOu‖H̺ du}∣∣2
· ∣∣max{h−χ, h, h1−max{α+ρ,0}−(1+ϑ/2)χ, ∫ s⌊s⌋h ‖√ηOu‖H̺ du}∣∣ϑ
≤
∣∣∣max{h, h̺−ρ−χ, h1−max{α+ρ,0}−(1+ϑ/2)χ,√h√∫ s⌊s⌋h ‖√ηOu‖2H̺ du}
∣∣∣2
· ∣∣max{h−χ, h, h1−max{α+ρ,0}−(1+ϑ/2)χ, ∫ s⌊s⌋h ‖√ηOu‖H̺ du}∣∣ϑ
≤ max{h2, h2(̺−ρ−χ), h2(1−max{α+ρ,0}−(1+ϑ/2)χ), h ∫T0 ‖√ηOu‖2H̺ du}
· ∣∣max{h−χ, h, h1−max{α+ρ,0}−(1+ϑ/2)χ, ∫T0 ‖√ηOu‖H̺ du}∣∣ϑ .
(41)
This and (40) establish for all s ∈ [0, T ] that
Z⌊s⌋h
∥∥(−A)−1/2[F (Y⌊s⌋h)− F (Y¯s +O⌊s⌋h)]∥∥2H
≤ 2θehκ(2+ϑ)[1+(κ+
√
η)‖(κ−A)ρ−̺‖L(H)+
√
θ‖(κ−A)min{α+ρ,0}‖L(H)+(1+|κ−η|ehη‖(κ−A)ρ−̺‖L(H)) ∫T0 ‖ηOu‖H̺ du]2+ϑ
(1−max{α+ρ,0})2+ϑ
·max{h2, h2(̺−ρ−χ), h2(1−max{α+ρ,0}−(1+ϑ/2)χ), h ∫T0 ‖√ηOu‖2H̺ du}
· ∣∣max{h−χ, h, h1−max{α+ρ,0}−(1+ϑ/2)χ, ∫T0 ‖√ηOu‖H̺ du}∣∣ϑ .
(42)
Combining (42) with (31) yields that for all t ∈ [0, T ] it holds that
‖Y¯t‖2H + ψ
∫ t
0
e
∫ t
s φ(O⌊u⌋h)+2η(1+β) du ‖(−A)1/2Y¯s‖2H ds
≤ e
∫ t
0 φ(O⌊s⌋h)+2η(1+β) ds ‖Y¯0‖2H +
∫ t
0
e
∫ t
s φ(O⌊u⌋h)+2η(1+β) du
[
Φ
(
O⌊s⌋h
)
+ η
2β
‖Os‖2H
]
ds
+
2θehκ(2+ϑ)[1+(κ+
√
η)‖(κ−A)ρ−̺‖L(H)+
√
θ‖(κ−A)min{α+ρ,0}‖L(H)+(1+|κ−η|ehη‖(κ−A)ρ−̺‖L(H)) ∫T0 ‖ηOu‖H̺ du]2+ϑ
(2−2ϕ−ψ)(1−max{α+ρ,0})2+ϑ
·max{h2, h2(̺−ρ−χ), h2(1−max{α+ρ,0}−(1+ϑ/2)χ), h ∫T0 ‖√ηOu‖2H̺ du}
· ∣∣max{h−χ, h, h1−max{α+ρ,0}−(1+ϑ/2)χ, ∫T0 ‖√ηOu‖H̺ du}∣∣ϑ
∫ t
0
e
∫ t
s φ(O⌊u⌋h)+2η(1+β) du ds.
(43)
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This assures for all t ∈ [0, T ] that
‖Y¯t‖2H + ψ
∫ t
0
e
∫ t
s φ(O⌊u⌋h)+2η(1+β) du ‖(−A)1/2Y¯s‖2H ds
≤ e
∫ t
0 φ(O⌊s⌋h)+2η(1+β) ds ‖Y¯0‖2H +
∫ t
0
e
∫ t
s φ(O⌊u⌋h)+2η(1+β) du
[
Φ
(
O⌊s⌋h
)
+ η
2β
‖Os‖2H
+
θehκ(2+ϑ)[1+(κ+
√
η)‖(κ−A)ρ−̺‖L(H)+
√
θ‖(κ−A)min{α+ρ,0}‖L(H)+(1+|κ−η|ehη‖(κ−A)ρ−̺‖L(H))√η]2+ϑ
(1−ϕ−ψ/2)(1−max{α+ρ,0})2+ϑ
· ∣∣max{1, ∫T0 ‖√ηOu‖H̺ du}∣∣2+ϑmax{h2, h2(̺−ρ−χ), h2(1−max{α+ρ,0}−(1+ϑ/2)χ), h ∫T0 ‖√ηOu‖2H̺ du}
· ∣∣max{h−χ, h, h1−max{α+ρ,0}−(1+ϑ/2)χ, ∫T0 ‖√ηOu‖H̺ du}∣∣ϑ ] ds (44)
= e
∫ t
0
φ(O⌊s⌋h)+2η(1+β) ds ‖Y¯0‖2H +
∫ t
0
e
∫ t
s
φ(O⌊u⌋h)+2η(1+β) du
[
Φ
(
O⌊s⌋h
)
+ η
2β
‖Os‖2H
+
θehκ(2+ϑ)[1+(κ+
√
η+
√
η|κ−η|ehη)‖(κ−A)ρ−̺‖L(H)+
√
θ‖(κ−A)min{α+ρ,0}‖L(H)+√η]2+ϑ|max{1,∫T0 ‖√ηOu‖H̺ du}|2+ϑ
(1−ϕ−ψ/2)(1−max{α+ρ,0})2+ϑ
·max{h2, h2(̺−ρ−χ), h2(1−max{α+ρ,0}−(1+ϑ/2)χ), h ∫T0 ‖√ηOu‖2H̺ du}
· ∣∣max{h−χ, h, h1−max{α+ρ,0}−(1+ϑ/2)χ, ∫T0 ‖√ηOu‖H̺ du}∣∣ϑ ] ds.
The proof of Proposition 2.6 is thus completed.
The next result, Corollary 2.7, follows immediately from Proposition 2.6 above.
Corollary 2.7. Consider the notation in Subsection 1.1, let (H, 〈·, ·〉H , ‖·‖H) be a separable R-Hilbert
space, let H ⊆ H be a nonempty orthonormal basis of H, let β, T ∈ (0,∞), η, θ, ϑ, κ ∈ [0,∞), ϕ ∈
[0, 1), α ∈ R, ρ ∈ [−α, 1− α), ̺ ∈ [ρ, ρ+ 1], χ ∈ [0, (2−2α−2ρ)/(1+ϑ)], h ∈ (0,min{1, T}], F ∈ C(H,H),
A ∈ L(H), let λ : H → R, Y,O,O : [0, T ] → H, and φ,Φ: H → [0,∞) be functions which satisfy
ηO ∈ C([0, T ], H), supb∈H λb < min{η, κ}, and ∀ b ∈ H : Ab = λb b, let (Hr, 〈·, ·〉Hr , ‖·‖Hr), r ∈ R,
be a family of interpolation spaces associated to κ − A, and assume for all v, w ∈ H, t ∈ [0, T ]
that 〈v, F (v + w)〉H ≤ 12φ(w)‖v‖2H + ϕ‖(η − A)1/2v‖2H + 12Φ(w), ‖F (v)‖2H−α ≤ θmax{1, ‖v‖2+ϑH̺ },
‖(η−A)−1/2[F (v)−F (w)]‖2H ≤ θmax{1, ‖v‖ϑH̺}‖v−w‖2Hρ+θ ‖v−w‖2+ϑHρ , Ot = Ot−
∫ t
0
e(t−s)(A−η) ηOs ds,
and
Yt =
∫ t
0
e(t−s)A 1[0,h−χ]
(∥∥Y⌊s⌋h∥∥H̺ + ∥∥O⌊s⌋h∥∥H̺)F (Y⌊s⌋h) ds+Ot. (45)
Then it holds for all t ∈ [0, T ] that ηO ∈ C([0, T ], H) and
‖Yt −Ot‖2H ≤
∫ t
0
e
∫ t
s φ(O⌊u⌋h)+2η(1+β) du
[
Φ
(
O⌊s⌋h
)
+ η
2β
‖Os‖2H
+
θeκ(2+ϑ)[1+(κ+
√
η+
√
η|κ−η|eη)‖(κ−A)ρ−̺‖L(H)+
√
θ+
√
η]2+ϑ|max{1,∫T0 ‖√ηOu‖H̺ du}|2+ϑ
(1−ϕ)(1−α−ρ)2+ϑ
·max{h2(̺−ρ−χ), h2(1−α−ρ−(1+ϑ/2)χ), h ∫T0 ‖√ηOu‖2H̺ du} ∣∣max{h−χ, ∫T0 ‖√ηOu‖H̺ du}∣∣ϑ ]ds.
(46)
3 Main result
In the main result of this article, Theorem 3.5 below, we establish strong convergence for an explicit
space-time discrete numerical approximation scheme for a large class of SEEs. Before presenting
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Theorem 3.5, we provide a few elementary and well-known results in Lemmas 3.1–3.2 below. These
auxiliary lemmas as well as a pathwise convergence result (see Proposition 3.3 below) and pathwise
a priori bounds (see Proposition 3.4 below) are required in the proof of Theorem 3.5.
3.1 Fast convergence in probability
Lemma 3.1. Let (Ω,F ,P) be a probability space, let (E, d) be a metric space, and let Xn : Ω → E,
n ∈ N0, be strongly F/(E, d)-measurable functions which satisfy
∑∞
n=1 E
[
min
{
1, d(Xn, X0)
}]
< ∞.
Then it holds that {lim supn→∞ d(Xn, X0) = 0} ∈ F and P
(
lim supn→∞ d(Xn, X0) = 0
)
= 1.
Proof of Lemma 3.1. Note that the assumption that
∑∞
n=1 E
[
min
{
1, d(Xn, X0)
}]
<∞ and Markov’s
inequality ensure for all ε ∈ (0, 1] that
∞∑
n=1
P
(
d(Xn, X0) ≥ ε
)
=
∞∑
n=1
P
(
min{1, d(Xn, X0)} ≥ ε
)
≤ 1
ε
∞∑
n=1
E
[
min{1, d(Xn, X0)}
]
<∞.
(47)
The Borel-Cantelli lemma hence implies for all ε ∈ (0, 1] that
P
( ∞⋂
n=1
∞⋃
m=n
{d(Xm, X0) ≥ ε}
)
= 0. (48)
This proves for all ε ∈ (0, 1] that
P
( ∞⋃
n=1
∞⋂
m=n
{d(Xm, X0) < ε}
)
= 1. (49)
Moreover, note that{
lim sup
n→∞
d(Xn, X0) = 0
}
=
⋂
ε∈(0,∞)∩Q
∞⋃
n=1
∞⋂
m=n
{d(Xm, X0) < ε} ∈ F . (50)
Equation (49) hence shows that
P
(
lim sup
n→∞
d(Xn, X0) = 0
)
= P
( ⋂
ε∈(0,∞)∩Q
∞⋃
n=1
∞⋂
m=n
{d(Xm, X0) < ε}
)
= lim
εց0
P
( ∞⋃
n=1
∞⋂
m=n
{d(Xm, X0) < ε}
)
= 1.
(51)
The proof of Lemma 3.1 is thus completed.
3.2 A characterization of convergent sequences in topological spaces
Lemma 3.2. Let (E, E) be a topological space and let e : N0 → E be a function. Then the following
seven statements are equivalent:
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(i) It holds that en ∈ E, n ∈ N, converges in (E, E) to e0.
(ii) For every function k : N → N with lim infn→∞ k(n) = ∞ there exists a strictly increasing
function l : N→ N such that ek(l(n)) ∈ E, n ∈ N, converges in (E, E) to e0.
(iii) For every function k : N → N with lim infn→∞ k(n) =∞ there exists a function l : N → N with
lim infn→∞ l(n) =∞ such that ek(l(n)) ∈ E, n ∈ N, converges in (E, E) to e0.
(iv) For every function k : N → N with lim infn→∞ k(n) =∞ there exists a function l : N → N such
that ek(l(n)) ∈ E, n ∈ N, converges in (E, E) to e0.
(v) For every strictly increasing function k : N→ N there exists a strictly increasing function l : N→
N such that ek(l(n)) ∈ E, n ∈ N, converges in (E, E) to e0.
(vi) For every strictly increasing function k : N→ N there exists a function l : N→ N with lim infn→∞
l(n) =∞ such that ek(l(n)) ∈ E, n ∈ N, converges in (E, E) to e0.
(vii) For every strictly increasing function k : N → N there exists a function l : N → N such that
ek(l(n)) ∈ E, n ∈ N, converges in (E, E) to e0.
Proof of Lemma 3.2. Consider the notation in Subsection 1.1. It is clear that ((i) ⇒ (ii)), ((ii) ⇒
(iii)), ((iii) ⇒ (iv)), ((v) ⇒ (vi)), and ((vi) ⇒ (vii)). The fact that ((iv) ⇒ (vii)) and the fact that
((ii)⇒ (v)) hence ensure that it is sufficient to prove that ((vii)⇒ (i)) in order to complete the proof
of Lemma 3.2. We show ((vii)⇒ (i)) by a contradiction and for this we assume ((vii)∧ (¬(i))) in the
following. Observe that (¬(i)) assures that there exists a set A ∈ E with e0 ∈ A and #{n∈N : en /∈A} =∞.
This implies that there exists a strictly increasing function k : N→ N such that for all n ∈ N it holds
that
ek(n) /∈ A. (52)
Next note that (vii) ensures that there exists a function l : N → N such that ek(l(n)) ∈ E, n ∈ N,
converges in (E, E) to e0. This proves that there exists a natural number N ∈ N such that for all
n ∈ {N,N + 1, . . . } it holds that ek(l(n)) ∈ A. In particular, we obtain that ek(l(N)) ∈ A. This
contradicts to (52). The proof of Lemma 3.2 is thus completed.
3.3 Pathwise convergence
Proposition 3.3. Consider the notation in Subsection 1.1, let (H, 〈·, ·〉H , ‖·‖H) be a separable R-
Hilbert space, let H ⊆ H be a nonempty orthonormal basis of H, let κ ∈ [0,∞), let λ : H → R
be a function which satisfies infb∈H λb > −κ, let A : D(A) ⊆ H → H be the linear operator which
satisfies D(A) = {v ∈ H : ∑b∈H |λb〈b, v〉H |2 < ∞} and ∀ v ∈ D(A) : Av = ∑b∈H−λb〈b, v〉Hb, let
(Hr, 〈·, ·〉Hr , ‖·‖Hr), r ∈ R, be a family of interpolation spaces associated to κ − A, let α ∈ [0, 1),
̺ ∈ [0, 1 − α), T, χ ∈ (0,∞), F ∈ C(H̺, H−α), X,O ∈ C([0, T ], H̺), let (Hn)n∈N : N → P0(H),
(Pn)n∈N : N → L(H), (hn)n∈N : N → (0, T ], and X n,On : [0, T ] → H̺, n ∈ N, be functions, and
assume for all v ∈ H, n ∈ N, t ∈ [0, T ], r ∈ (0,∞) that Pn(v) =
∑
b∈Hn〈b, v〉Hb, sup({‖F (x) −
F (y)‖H−α/‖x − y‖H̺ : x, y ∈ H̺, x 6= y,max{‖x‖H̺ , ‖y‖H̺} ≤ r}) < ∞, lim infm→∞ inf({λb : b ∈
H\Hm} ∪ {∞}) =∞, lim supm→∞(hm + sups∈[0,T ] ‖Os −Oms ‖H̺) = 0, Xt =
∫ t
0
e(t−s)A F (Xs) ds+Ot,
and
X nt =
∫ t
0
Pn e
(t−s)A
1[0,|hn|−χ]
(∥∥X n⌊s⌋hn∥∥H̺ + ∥∥On⌊s⌋hn∥∥H̺)F (X n⌊s⌋hn ) ds+Ont . (53)
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Then it holds that lim supn→∞ supt∈[0,T ] ‖Xt −X nt ‖H̺ = 0.
Proof of Proposition 3.3. Note that the fact that ∀ r ∈ [0, 1], t ∈ (0,∞) : ‖(κ−A)r et(A−κ)‖L(H) ≤ t−r
(cf., e.g., Lemma 11.36 in Renardy & Rogers [39]) proves for all n ∈ N, t ∈ [0, T ], ε ∈ [0, 1− ̺− α)
that
sup
s∈(0,T ]
(
s(̺+α)‖esA‖L(H−α,H̺)
)
= sup
s∈(0,T ]
(
s(̺+α)‖(κ− A)(̺+α) esA‖L(H)
)
≤ eTκ · sup
s∈(0,T ]
(
s(̺+α)‖(κ−A)(̺+α) es(A−κ)‖L(H)
) ≤ eTκ <∞ (54)
and ∫ t
0
‖(IdH̺ − Pn) esA‖L(H−α,H̺) ds ≤
∫ t
0
‖IdH̺+ε − Pn|H̺+ε‖L(H̺+ε,H̺) ‖esA‖L(H−α,H̺+ε) ds
= ‖(κ− A)−ε(IdH − Pn)‖L(H)
∫ t
0
‖(κ− A)(̺+ε+α) esA‖L(H) ds
= ‖(κ− A)−1(IdH − Pn)‖εL(H)
∫ t
0
esκ ‖(κ− A)(̺+ε+α) es(A−κ)‖L(H) ds
≤ eTκ ‖(κ− A)−1(IdH − Pn)‖εL(H)
∫ t
0
s−(̺+ε+α) ds
≤ e
Tκ ‖(κ− A)−1(IdH − Pn)‖εL(H) T (1−̺−ε−α)
(1− ̺− ε− α) .
(55)
This and the assumption that lim infn→∞ inf({λb : b ∈ H\Hn} ∪ {∞}) =∞ imply that
lim sup
n→∞
(∫ T
0
‖(IdH̺ − Pn)esA‖L(H−α,H̺) ds
)
= 0. (56)
Combining the fact that lim supn→∞ hn = 0, the fact that lim supn→∞ supt∈[0,T ] ‖Ot−Ont ‖H̺ = 0, (54),
(56), and the fact that lim supn→∞ ‖Pn|H̺‖L(H̺) = 1 <∞ with, e.g., Proposition 3.3 in Hutzenthaler
et al. [28] (with V = H̺, W = H−α, T = T , χ = χ, Υ = supt∈(0,T ](t
(̺+α)‖etA‖L(H−α,H̺)), α =
̺ + α, (Pn)n∈N = (H̺ ∋ v 7→ Pn(v) ∈ H̺)n∈N, (hn)n∈N = (hn)n∈N, F = F , Ψ = ([0,∞] ∋ r 7→
sup({0} ∪ {‖F (x) − F (y)‖H−α/‖x − y‖H̺ : x, y ∈ H̺, x 6= y,max{‖x‖H̺ , ‖y‖H̺} ≤ r}) ∈ [0,∞]),
X = X , O = O, (Xn)n∈N = (Xn)n∈N, (On)n∈N = (On)n∈N, S = ((0, T ] ∋ t 7→ (H−α ∋ v 7→
etAv ∈ H̺) ∈ L(H−α, H̺)) in the notation of Proposition 3.3 in Hutzenthaler et al. [28]) shows that
lim supn→∞ supt∈[0,T ] ‖Xt − X nt ‖H̺ = 0. The proof of Proposition 3.3 is thus completed.
3.4 Pathwise a priori bounds
Proposition 3.4. Consider the notation in Subsection 1.1, let (H, 〈·, ·〉H , ‖·‖H) be a separable R-
Hilbert space, let H ⊆ H be a nonempty orthonormal basis of H, let η, θ, ϑ, κ ∈ [0,∞), let λ : H→ R
be a function which satisfies infb∈H λb > −min{η, κ}, let A : D(A) ⊆ H → H be the linear operator
which satisfies D(A) = {v ∈ H : ∑b∈H |λb〈b, v〉H|2 < ∞} and ∀ v ∈ D(A) : Av = ∑b∈H−λb〈b, v〉Hb,
let (Hr, 〈·, ·〉Hr , ‖·‖Hr), r ∈ R, be a family of interpolation spaces associated to κ − A, let ϕ ∈ [0, 1),
α ∈ [0, 1/2], ρ ∈ [0, 1 − α), ̺ ∈ (ρ, 1 − α), β, T ∈ (0,∞), χ ∈ (0,min{(1−α−ρ)/(1+ϑ), (̺−ρ)/(1+ϑ/2)}], p ∈
[2,∞), F ∈ C(H̺, H−α), let φ,Φ: H1 → [0,∞), (Hn)n∈N : N → P0(H), (Pn)n∈N : N → L(H−1), and
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(hn)n∈N : N → (0, T ] be functions, let X n,On : [0, T ] → H̺, n ∈ N, and On : [0, T ] → Pn(H), n ∈ N,
be functions, and assume for all u ∈ H, n ∈ N, v, w ∈ Pn(H), t ∈ [0, T ] that Pn(u) =
∑
b∈Hn〈b, u〉Hb,
〈v, PnF (v + w)〉H ≤ φ(w)‖v‖2H + ϕ‖(η − A)1/2v‖2H + Φ(w), ‖F (v)‖2H−α ≤ θmax{1, ‖v‖2+ϑH̺ }, ‖(η −
A)−1/2[F (v) − F (w)]‖2H ≤ θmax{1, ‖v‖ϑH̺}‖v − w‖2Hρ + θ ‖v − w‖2+ϑHρ , ηOn ∈ C([0, T ], Pn(H)), Ont =
Ont −
∫ t
0
e(t−s)(A−η) ηOns ds, and
X nt =
∫ t
0
Pn e
(t−s)A
1[0,|hn|−χ]
(∥∥X n⌊s⌋hn∥∥H̺ + ∥∥On⌊s⌋hn∥∥H̺)F (X n⌊s⌋hn ) ds+Ont . (57)
Then
(i) it holds for all n ∈ N that X n([0, T ]) ∪On([0, T ]) ⊆ Pn(H) and
(ii) it holds for all t ∈ [0, T ], n ∈ N with hn ≤ 1 that ηOn ∈ C([0, T ], H̺) and
‖X nt ‖pH ≤ 2p−1‖Ont ‖pH + 2p−1tp/2−1
[
1 +
θeκ(2+ϑ)[1+(κ+
√
η+
√
η|κ−η|eη)‖(κ−A)ρ−̺‖L(H)+
√
θ+
√
η]2+ϑ
(1−ϕ)(1−α−ρ)2+ϑ
]p/2
·
∫ t
0
e
∫ t
s p φ(O
n
⌊u⌋hn
)+pη(1+β) du
[
2Φ
(
On⌊s⌋hn
)
+ η
2β
‖Ons‖2H (58)
+
∣∣max{1, ∫T0 ‖√ηOnu‖H̺ du}∣∣2+2ϑmax{1, ∫T0 ‖√ηOnu‖2H̺ du}]p/2ds.
Proof of Proposition 3.4. Without loss of generality we assume for all n ∈ N that Hn 6= ∅. Through-
out this proof let φ˜n : Pn(H) → [0,∞), n ∈ N, and Φ˜n : Pn(H) → [0,∞), n ∈ N, be the functions
which satisfy for all n ∈ N, v ∈ Pn(H) that φ˜n(v) = 2 · φ(v) and Φ˜n(v) = 2 · Φ(v). Note that for all
n ∈ N it holds that Pn(H) is a finite-dimensional R-vector space and X n([0, T ])∪On([0, T ]) ⊆ Pn(H).
Corollary 2.7 (with H = Pn(H), H = Hn, β = β, T = T , η = η, θ = θ, ϑ = ϑ, κ = κ, ϕ = ϕ,
α = α, ρ = ρ, ̺ = ̺, χ = χ, h = hn, F = (Pn(H) ∋ v 7→ PnF (v) ∈ Pn(H)) ∈ C(Pn(H), Pn(H)),
A = (Pn(H) ∋ v 7→ Av ∈ Pn(H)) ∈ L(Pn(H)), Y = ([0, T ] ∋ t 7→ X nt ∈ Pn(H)), O = On,
O = ([0, T ] ∋ t 7→ Ont ∈ Pn(H)), φ = φ˜n, Φ = Φ˜n for n ∈ {m ∈ N : hm ≤ 1} in the notation of
Corollary 2.7) hence proves that for all t ∈ [0, T ], n ∈ N with hn ≤ 1 it holds that ηOn ∈ C([0, T ], H̺)
and
‖X nt −Ont ‖2H ≤
∫ t
0
e
∫ t
s φ˜n(O
n
⌊u⌋hn
)+2η(1+β) du
[
Φ˜n
(
On⌊s⌋hn
)
+ η
2β
‖Ons‖2H
+
θeκ(2+ϑ)[1+(κ+
√
η+
√
η|κ−η|eη)‖(κ−A)ρ−̺‖L(H)+
√
θ+
√
η]2+ϑ|max{1,∫T0 ‖√ηOnu‖H̺ du}|2+ϑ
(1−ϕ)(1−α−ρ)2+ϑ
·max{|hn|2(̺−ρ−χ), |hn|2(1−α−ρ−(1+ϑ/2)χ), hn ∫T0 ‖√ηOnu‖2H̺ du} ∣∣max{|hn|−χ, ∫T0 ‖√ηOnu‖H̺ du}∣∣ϑ ]ds
=
∫ t
0
e
∫ t
s
2φ(On
⌊u⌋hn
)+2η(1+β) du
[
2Φ
(
On⌊s⌋hn
)
+ η
2β
‖Ons ‖2H (59)
+
θeκ(2+ϑ)[1+(κ+
√
η+
√
η|κ−η|eη)‖(κ−A)ρ−̺‖L(H)+
√
θ+
√
η]2+ϑ|max{1,∫T0 ‖√ηOnu‖H̺ du}|2+ϑ
(1−ϕ)(1−α−ρ)2+ϑ
·max{|hn|2(̺−ρ−χ), |hn|2(1−α−ρ−(1+ϑ/2)χ), hn ∫T0 ‖√ηOnu‖2H̺ du} ∣∣max{|hn|−χ, ∫T0 ‖√ηOnu‖H̺ du}∣∣ϑ ]ds.
Moreover, the assumption that χ ∈ (0,min{(1−α−ρ)/(1+ϑ), (̺−ρ)/(1+ϑ/2)}] implies that
1− α− ρ− (1 + ϑ)χ ≥ 0, 1− ϑχ ≥ 0, and ̺− ρ− (1 + ϑ/2)χ ≥ 0. (60)
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This ensures for all n ∈ N with hn ≤ 1 that
max
{|hn|2(̺−ρ−χ), |hn|2(1−α−ρ−(1+ϑ/2)χ), hn ∫T0 ‖√ηOnu‖2H̺ du} ∣∣max{|hn|−χ, ∫T0 ‖√ηOnu‖H̺ du}∣∣ϑ
= max
{|hn|2(̺−ρ−(1+ϑ/2)χ), |hn|2(1−α−ρ−(1+ϑ)χ), |hn|1−ϑχ ∫T0 ‖√ηOnu‖2H̺ du}
· ∣∣max{1, |hn|χ ∫T0 ‖√ηOnu‖H̺ du}∣∣ϑ
≤ max{1, ∫T0 ‖√ηOnu‖2H̺ du} ∣∣max{1, ∫T0 ‖√ηOnu‖H̺ du}∣∣ϑ .
(61)
The fact that ∀ x, y ∈ H : ‖x + y‖2H ≤ 2‖x‖2H + 2‖y‖2H and (59) hence show that for all t ∈ [0, T ],
n ∈ N with hn ≤ 1 it holds that
‖X nt ‖2H ≤ 2 ‖Ont ‖2H + 2
∫ t
0
e
∫ t
s 2φ(O
n
⌊u⌋hn
)+2η(1+β) du
[
2Φ
(
On⌊s⌋hn
)
+ η
2β
‖Ons‖2H
+
θeκ(2+ϑ)[1+(κ+
√
η+
√
η|κ−η|eη)‖(κ−A)ρ−̺‖L(H)+
√
θ+
√
η]2+ϑ|max{1,∫T0 ‖√ηOnu‖H̺ du}|2+ϑ
(1−ϕ)(1−α−ρ)2+ϑ
·max{1, ∫T0 ‖√ηOnu‖2H̺ du} ∣∣max{1, ∫T0 ‖√ηOnu‖H̺ du}∣∣ϑ ]ds
= 2 ‖Ont ‖2H + 2
∫ t
0
e
∫ t
s
2φ(On
⌊u⌋hn
)+2η(1+β) du
[
2Φ
(
On⌊s⌋hn
)
+ η
2β
‖Ons‖2H
+
θeκ(2+ϑ)[1+(κ+
√
η+
√
η|κ−η|eη)‖(κ−A)ρ−̺‖L(H)+
√
θ+
√
η]2+ϑ
(1−ϕ)(1−α−ρ)2+ϑ
· ∣∣max{1, ∫T0 ‖√ηOnu‖H̺ du}∣∣2+2ϑmax{1, ∫T0 ‖√ηOnu‖2H̺ du}]ds
≤ 2 ‖Ont ‖2H + 2
[
1 +
θeκ(2+ϑ)[1+(κ+
√
η+
√
η|κ−η|eη)‖(κ−A)ρ−̺‖L(H)+
√
θ+
√
η]2+ϑ
(1−ϕ)(1−α−ρ)2+ϑ
]
·
∫ t
0
e
∫ t
s
2φ(On
⌊u⌋hn
)+2η(1+β) du
[
2Φ
(
On⌊s⌋hn
)
+ η
2β
‖Ons‖2H
+
∣∣max{1, ∫T0 ‖√ηOnu‖H̺ du}∣∣2+2ϑmax{1, ∫T0 ‖√ηOnu‖2H̺ du}]ds.
(62)
This, the assumption that p ∈ [2,∞), the fact that ∀ a, b ∈ R : |a + b|p/2 ≤ 2p/2−1|a|p/2 + 2p/2−1|b|p/2,
and Ho¨lder’s inequality prove for all t ∈ [0, T ], n ∈ N with hn ≤ 1 that
‖X nt ‖pH ≤ 2p−1‖Ont ‖pH + 2p−1
[
1 +
θeκ(2+ϑ)[1+(κ+
√
η+
√
η|κ−η|eη)‖(κ−A)ρ−̺‖L(H)+
√
θ+
√
η]2+ϑ
(1−ϕ)(1−α−ρ)2+ϑ
]p/2
·
[ ∫ t
0
e
∫ t
s 2φ(O
n
⌊u⌋hn
)+2η(1+β) du
[
2Φ
(
On⌊s⌋hn
)
+ η
2β
‖Ons‖2H
+
∣∣max{1, ∫T0 ‖√ηOnu‖H̺ du}∣∣2+2ϑmax{1, ∫T0 ‖√ηOnu‖2H̺ du}]ds
]p/2
≤ 2p−1‖Ont ‖pH + 2p−1tp/2−1
[
1 +
θeκ(2+ϑ)[1+(κ+
√
η+
√
η|κ−η|eη)‖(κ−A)ρ−̺‖L(H)+
√
θ+
√
η]2+ϑ
(1−ϕ)(1−α−ρ)2+ϑ
]p/2
·
∫ t
0
e
∫ t
s
p φ(On
⌊u⌋hn
)+pη(1+β) du
[
2Φ
(
On⌊s⌋hn
)
+ η
2β
‖Ons‖2H
+
∣∣max{1, ∫T0 ‖√ηOnu‖H̺ du}∣∣2+2ϑmax{1, ∫T0 ‖√ηOnu‖2H̺ du}]p/2ds.
(63)
The proof of Proposition 3.4 is thus completed.
21
3.5 Strong convergence
Theorem 3.5. Consider the notation in Subsection 1.1, let (H, 〈·, ·〉H , ‖·‖H) be a separable R-
Hilbert space, let (Ω,F ,P) be a probability space, let H ⊆ H be a nonempty orthonormal basis of
H, let η, θ, κ ∈ [0,∞), let λ : H → R be a function which satisfies infb∈H λb > −min{η, κ}, let
A : D(A) ⊆ H → H be the linear operator which satisfies D(A) = {v ∈ H : ∑b∈H |λb〈b, v〉H |2 < ∞}
and ∀ v ∈ D(A) : Av =∑b∈H−λb〈b, v〉Hb, let (Hr, 〈·, ·〉Hr , ‖·‖Hr), r ∈ R, be a family of interpolation
spaces associated to κ−A, let ϕ ∈ [0, 1), α ∈ [0, 1/2], ρ ∈ [0, 1−α), ̺ ∈ (ρ, 1−α), ϑ, T ∈ (0,∞), χ ∈
(0,min{(1−α−ρ)/(1+2ϑ), (̺−ρ)/(1+ϑ)}], p ∈ [2,∞), F ∈ C(H̺, H−α), let φ,Φ: H1 → [0,∞), (Hn)n∈N : N→
P0(H), (Pn)n∈N : N → L(H−1), (hn)n∈N : N → (0, T ], and Xn,On : [0, T ] × Ω → H̺, n ∈ N, be func-
tions, let X n : [0, T ]× Ω → H̺, n ∈ N, be stochastic processes, let On : [0, T ]× Ω → Pn(H), n ∈ N,
and X,O : [0, T ] × Ω → H̺ be stochastic processes with continuous sample paths, and assume for
all u ∈ H, n ∈ N, v, w ∈ Pn(H), t ∈ [0, T ] that Pn(u) =
∑
b∈Hn〈b, u〉Hb, 〈v, PnF (v + w)〉H ≤
φ(w)‖v‖2H + ϕ‖(η − A)1/2v‖2H + Φ(w), ‖F (v)− F (w)‖H−α ≤ θ (1 + ‖v‖ϑHρ + ‖w‖ϑHρ) ‖v − w‖Hρ,
lim infm→∞ inf({λb : b ∈ H\Hm}∪{∞}) =∞, lim supm→∞ E
[
min
{
1, sups∈[0,T ] ‖Os−Oms ‖H̺
}
+hm
]
=
0, Ont = Ont −
∫ t
0
e(t−s)(A−η) ηOns ds, Xnt = ∫ t0 Pn e(t−s)A 1{‖Xn⌊s⌋hn ‖H̺+‖On⌊s⌋hn ‖H̺≤|hn|−χ} F
(X n⌊s⌋hn ) ds+Ont ,
lim supm→∞ sups∈[0,T ]E
[‖Oms ‖pH] <∞, P(Xt = ∫ t0 e(t−s)A F (Xs) ds+Ot) = P(Xnt = X nt ) = 1, and
lim sup
m→∞
E
[∫ T
0
e
∫ T
s pφ(O
m
⌊u⌋hm
) du
max
{
1, |Φ(Om⌊s⌋hm )|
p/2, ‖Oms ‖pH , ∫T0 ‖Omu ‖2p+2pϑH̺ du
}
ds
]
<∞. (64)
Then
(i) it holds that lim supn→∞ E
[
min
{
1, supt∈[0,T ] ‖Xt − Xnt ‖H̺
}]
= 0,
(ii) it holds that lim supn→∞ supt∈[0,T ] E
[‖Xt‖pH + ‖X nt ‖pH] <∞, and
(iii) it holds for all q ∈ (0, p) that lim supn→∞ supt∈[0,T ] E
[‖Xt −X nt ‖qH] = 0.
Proof of Theorem 3.5. Throughout this proof let Ω˜ be the set given by
Ω˜ =
{
ω ∈ Ω:
(
∀m ∈ N, s ∈ [0, T ] : Xm⌊s⌋hm (ω) = Xm⌊s⌋hm (ω)
)}
∩
{
ω ∈ Ω:
(
∀ s ∈ [0, T ] : Xs(ω) =
∫ s
0
e(s−u)A F (Xu(ω)) du+Os(ω)
)}
,
(65)
let X˜ n : [0, T ]× Ω→ H̺, n ∈ N, be the sequence which satisfies for all n ∈ N, t ∈ [0, T ] that
X˜ nt =
∫ t
0
Pn e
(t−s)A
1{‖X˜n
⌊s⌋hn
‖H̺+‖On⌊s⌋hn ‖H̺≤|hn|
−χ} F
(X˜ n⌊s⌋hn ) ds+Ont , (66)
and let θ˜ ∈ [0,∞), ϑ˜ ∈ (0,∞) be the real numbers given by ϑ˜ = 2ϑ and
θ˜ = max{1, ‖(η −A)−1(κ−A)‖L(H)}max
{(
8θ2 + 2 ‖F (0)‖2H−α
)
max
{
1, sup
u∈H̺\{0}
‖u‖2+2ϑHρ
‖u‖2+2ϑH̺
}
,
3 θ2
[
sup
u∈H−α\{0}
‖u‖2H−1/2
‖u‖2H−α
][
1 + sup
u∈H̺\{0}
‖u‖2ϑHρ
‖u‖2ϑH̺
](
1 + 2max{2ϑ−1,0}
)}
. (67)
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Observe that for all n ∈ N it holds that X , O, Xn, On, On, X˜ n are stochastic processes with
continuous sample paths. In addition, note that the assumption that X,O : [0, T ] × Ω → H̺ are
stochastic processes with continuous sample paths and the assumption that ∀ t ∈ [0, T ] : P(Xt =∫ t
0
e(t−s)A F (Xs) ds+Ot
)
= 1 show that{
ω ∈ Ω:
(
∀ t ∈ [0, T ] : Xt(ω) =
∫ t
0
e(t−s)A F (Xs(ω)) ds+Ot(ω)
)}
∈ F (68)
and
P
(
∀ t ∈ [0, T ] : Xt =
∫ t
0
e(t−s)A F (Xs) ds+Ot
)
= 1. (69)
This and the assumption that ∀n ∈ N, t ∈ [0, T ] : P(Xnt = X nt ) = 1 yield that Ω˜ ∈ F and
P(Ω˜) = 1. In the next step let k : N → N be a strictly increasing function. The fact that
lim supn→∞E
[
min
{
1, supt∈[0,T ] ‖Ot −Ont ‖H̺
}]
= 0 assures that
lim sup
n→∞
E
[
min
{
1, sup
t∈[0,T ]
‖Ot −Ok(n)t ‖H̺
}]
= 0. (70)
This implies that there exists a strictly increasing function l : N→ N such that
∞∑
n=1
E
[
min
{
1, sup
t∈[0,T ]
‖Ot −Ok(l(n))t ‖H̺
}]
<∞. (71)
Lemma 3.1 (with (Ω,F ,P) = (Ω,F ,P), E = R, d = (R× R ∋ (x, y) 7→ |x− y| ∈ [0,∞)), (Xn)n∈N =
(Ω ∋ ω 7→ supt∈[0,T ] ‖Ot(ω) − Ok(l(n))t (ω)‖H̺ ∈ R)n∈N, X0 = (Ω ∋ ω 7→ 0 ∈ R) in the notation of
Lemma 3.1) hence proves that
P
(
lim sup
n→∞
sup
t∈[0,T ]
‖Ot −Ok(l(n))t ‖H̺ = 0
)
= 1. (72)
Combining this, (66), the fact that ∀ω ∈ Ω˜, t ∈ [0, T ] : Xt(ω) =
∫ t
0
e(t−s)A F (Xs(ω)) ds + Ot(ω),
and the fact that P(Ω˜) = 1 with Proposition 3.3 (with H = H , H = H, κ = κ, A = A, α = α,
̺ = ̺, T = T , χ = χ, F = F , X = ([0, T ] ∋ t 7→ Xt(ω) ∈ H̺), O = ([0, T ] ∋ t 7→ Ot(ω) ∈
H̺), (Hn)n∈N = (Hk(l(n)))n∈N, (Pn)n∈N = (H ∋ v 7→ Pk(l(n))(v) ∈ H)n∈N, (hn)n∈N = (hk(l(n)))n∈N,
(X n)n∈N = ([0, T ] ∋ t 7→ X˜ k(l(n))t (ω) ∈ H̺)n∈N, (On)n∈N = ([0, T ] ∋ t 7→ Ok(l(n))t (ω) ∈ H̺)n∈N for ω ∈
{̟ ∈ Ω: lim supn→∞ supt∈[0,T ] ‖Ot(̟)−Ok(l(n))t (̟)‖H̺ = 0} ∩ Ω˜ in the notation of Proposition 3.3)
establishes that
P
(
lim sup
n→∞
sup
t∈[0,T ]
‖Xt − X˜ k(l(n))t ‖H̺ = 0
)
= 1. (73)
The fact that ∀ω ∈ Ω˜, t ∈ [0, T ], n ∈ N : X˜ nt (ω) = Xnt (ω) and the fact that P(Ω˜) = 1 hence show that
P
(
lim sup
n→∞
sup
t∈[0,T ]
‖Xt − Xk(l(n))t ‖H̺ = 0
)
= 1. (74)
This and Lebesgue’s theorem of dominated convergence imply that
lim sup
n→∞
E
[
min
{
1, sup
t∈[0,T ]
‖Xt − Xk(l(n))t ‖H̺
}]
= 0. (75)
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As k : N→ N was an arbitrary strictly increasing function, Lemma 3.2 proves that
lim sup
n→∞
E
[
min
{
1, sup
t∈[0,T ]
‖Xt − Xnt ‖H̺
}]
= 0. (76)
This concludes (i). Next note that, e.g., Lemma 2.4 in Hutzenthaler et al. [28] (with V = H̺, V = Hρ,
W = H−α, W = H−1/2, ǫ = θ, θ = (max{1, ‖(η−A)−1(κ−A)‖L(H)})−1θ˜, ε = ϑ, ϑ = ϑ˜, F = F in the
notation of Lemma 2.4 in Hutzenthaler et al. [28]) ensures that for all v, w ∈ H̺ it holds that
‖(η − A)−1/2[F (v)− F (w)]‖2H ≤ ‖(η −A)−1/2(κ− A)1/2‖2L(H)‖F (v)− F (w)‖2H−1/2
≤ max{1, ‖(η −A)−1(κ− A)‖L(H)}‖F (v)− F (w)‖2H−1/2
≤ θ˜max{1, ‖v‖ϑ˜H̺}‖v − w‖2Hρ + θ˜ ‖v − w‖2+ϑ˜Hρ
(77)
and
‖F (v)‖2H−α ≤ θ˜max{1, ‖v‖2+ϑ˜H̺ }. (78)
Furthermore, observe that the assumption that χ ∈ (0, (1−α−ρ)/(1+2ϑ)] ∩ (0, (̺−ρ)/(1+ϑ)] assures that
χ ∈ (0, (1−α−ρ)/(1+ϑ˜)] ∩ (0, (̺−ρ)/(1+ϑ˜/2)]. Combining this, (77), and (78) with Proposition 3.4 (with
H = H , H = H, η = η, θ = θ˜, ϑ = ϑ˜, κ = κ, A = A, ϕ = ϕ, α = α, ρ = ρ, ̺ = ̺, β = 1, T = T ,
χ = χ, p = p, F = F , φ = φ, Φ = Φ, (Hn)n∈N = (Hn)n∈N, (Pn)n∈N = (Pn)n∈N, (hn)n∈N = (hn)n∈N,
(X n)n∈N = ([0, T ] ∋ t 7→ X˜ nt (ω) ∈ H̺)n∈N, (On)n∈N = ([0, T ] ∋ t 7→ Ont (ω) ∈ H̺)n∈N, (On)n∈N =
([0, T ] ∋ t 7→ Ont (ω) ∈ Pn(H))n∈N for ω ∈ Ω in the notation of Proposition 3.4) shows that for all
t ∈ [0, T ], n ∈ N with hn ≤ 1 it holds that
‖X˜ nt ‖pH ≤ 2p−1‖Ont ‖pH + 2p−1 tp/2−1
[
1 +
θ˜eκ(2+ϑ˜)[1+(κ+
√
η+
√
η|κ−η|eη)‖(κ−A)ρ−̺‖L(H)+|θ˜|1/2+√η]2+ϑ˜
(1−ϕ)(1−α−ρ)2+ϑ˜
]p/2
·
∫ t
0
e
∫ t
s p φ(O
n
⌊u⌋hn
)+2pη du
[
2Φ
(
On⌊s⌋hn
)
+ η
2
‖Ons‖2H
+
∣∣max{1, ∫T0 ‖√ηOnu‖H̺ du}∣∣2+2ϑ˜max{1, ∫T0 ‖√ηOnu‖2H̺ du}]p/2ds.
(79)
Next observe that Ho¨lder’s inequality implies for all n ∈ N that
∣∣max{1, ∫T0 ‖√ηOnu‖H̺ du}∣∣2+2ϑ˜max{1, ∫T0 ‖√ηOnu‖2H̺ du}
=
∣∣max{1, ∫T0 ‖√ηOnu‖H̺ du}∣∣2+4ϑmax{1, ∫T0 ‖√ηOnu‖2H̺ du}
≤ |max{1, η}|2+2ϑ ∣∣max{1, ∫T0 ‖Onu‖H̺ du}∣∣2+4ϑmax{1, ∫T0 ‖Onu‖2H̺ du}
≤ |max{1, η}|2+2ϑ
∣∣∣max{1, T ∫T0 ‖Onu‖2H̺ du}∣∣∣1+2ϑmax{1, ∫T0 ‖Onu‖2H̺ du}
≤ |max{1, η}|2+2ϑ |max{1, T}|1+2ϑ
∣∣∣max{1, ∫T0 ‖Onu‖2H̺ du}∣∣∣2+2ϑ
≤ |max{1, η}|2+2ϑ |max{1, T}|1+2ϑ
∣∣∣max{1, T p+pϑ−1 ∫T0 ‖Onu‖2p+2pϑH̺ du}∣∣∣2/p
≤ |max{1, η, T}|5+6ϑ
∣∣∣max{1, ∫T0 ‖Onu‖2p+2pϑH̺ du}∣∣∣2/p .
(80)
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The fact that ∀ a, b, c ∈ R : |a + b + c|p/2 ≤ 3p/2−1(|a|p/2 + |b|p/2 + |c|p/2) together with (79) hence
establishes for all t ∈ [0, T ], n ∈ N with hn ≤ 1 that
‖X˜ nt ‖pH ≤ 2p−1‖Ont ‖pH + 2p−1 tp/2−1
[
1 +
θ˜eκ(2+2ϑ)[1+(κ+
√
η+
√
η|κ−η|eη)‖(κ−A)ρ−̺‖L(H)+|θ˜|1/2+√η]2+2ϑ
(1−ϕ)(1−α−ρ)2+2ϑ
]p/2
·
∫ t
0
e
∫ t
s
p φ(On
⌊u⌋hn
)+2pη du
[
2Φ
(
On⌊s⌋hn
)
+ η
2
‖Ons ‖2H
+ |max{1, η, T}|5+6ϑ
∣∣∣max{1, ∫T0 ‖Onu‖2p+2pϑH̺ du}
∣∣∣2/p ]p/2ds
≤ 2p−1‖Ont ‖pH + 2p−1 |3t|p/2−1
[
1 +
θ˜eκ(2+2ϑ)[1+(κ+
√
η+
√
η|κ−η|eη)‖(κ−A)ρ−̺‖L(H)+|θ˜|1/2+√η]2+2ϑ
(1−ϕ)(1−α−ρ)2+2ϑ
]p/2
·
∫ t
0
e
∫ t
s
p φ(On
⌊u⌋hn
)+2pη du
[
2
p/2
∣∣Φ(On⌊s⌋hn )∣∣p/2 + ∣∣η2 ∣∣p/2‖Ons‖pH
+ |max{1, η, T}|3p+3pϑmax{1, ∫T0 ‖Onu‖2p+2pϑH̺ du}]ds.
(81)
This, the fact that ∀ω ∈ Ω˜, t ∈ [0, T ], n ∈ N : X˜ nt (ω) = Xnt (ω), and the fact that P(Ω˜) = 1 yield that
for all t ∈ [0, T ], n ∈ N with hn ≤ 1 it holds that
E
[‖Xnt ‖pH] = E[‖X˜ nt ‖pH]
≤ 2p−1E[‖Ont ‖pH]+ 2p−1 |3t|p/2−1
[
1 +
θ˜eκ(2+2ϑ)[1+(κ+
√
η+
√
η|κ−η|eη)‖(κ−A)ρ−̺‖L(H)+|θ˜|1/2+√η]2+2ϑ
(1−ϕ)(1−α−ρ)2+2ϑ
]p/2
· E
[ ∫ T
0
e
∫ T
s
pφ(On
⌊u⌋hn
)+2pη du
[
2
p/2
∣∣Φ(On⌊s⌋hn )∣∣p/2 + ∣∣η2 ∣∣p/2‖Ons‖pH
+ |max{1, η, T}|3p+3pϑmax{1, ∫T0 ‖Onu‖2p+2pϑH̺ du}]ds
]
.
(82)
The assumption that ∀ t ∈ [0, T ], n ∈ N : P(Xnt = X nt ) = 1, the fact that lim supn→∞ hn = 0, the
assumption that lim supn→∞ supt∈[0,T ] E[‖Ont ‖pH ] <∞, and (64) hence ensure that
lim sup
n→∞
sup
t∈[0,T ]
E
[‖X nt ‖pH] = lim sup
n→∞
sup
t∈[0,T ]
E
[‖Xnt ‖pH] <∞. (83)
Next note that (i) and the fact H̺ ⊆ H continuously imply that
lim sup
n→∞
sup
t∈[0,T ]
E
[
min
{
1, ‖Xt − Xnt ‖H
}]
= 0. (84)
The assumption that ∀ t ∈ [0, T ], n ∈ N : P(Xnt = X nt ) = 1 hence assures that
lim sup
n→∞
sup
t∈[0,T ]
E
[
min
{
1, ‖Xt − X nt ‖H
}]
= 0. (85)
Combining this with, e.g., Lemma 4.2 in Hutzenthaler et al. [28] proves for all ε ∈ (0,∞) that
lim sup
n→∞
sup
t∈[0,T ]
P
(‖Xt − X nt ‖H ≥ ε) = 0. (86)
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E.g., Proposition 4.5 in Hutzenthaler et al. [28] together with (83) hence shows for all q ∈ (0, p) that
supt∈[0,T ] E
[‖Xt‖pH] <∞ and
lim sup
n→∞
sup
t∈[0,T ]
E
[‖Xt −X nt ‖qH] = 0. (87)
Combining this with (83) establishes (ii) and (iii). The proof of Theorem 3.5 is thus completed.
4 Fernique’s theorem
In this section we present a number of elementary and well-known results and, in particular, Fernique’s
theorem, which is crucial for the derivations in Section 5 below.
4.1 Uniqueness theorem for measures
Proposition 4.1 can, e.g., be found as Lemma 1.42 in Klenke [35].
Proposition 4.1 (Uniqueness theorem for measures). Consider the notation in Subsection 1.1, let
Ω be a set, let E ⊆ P(Ω) be an ∩-stable subset of P(Ω) (see, e.g., [32, Definition 2.1]), and let
µ1, µ2 : σΩ(E)→ [0,∞] be measures which satisfy that there exists a sequence Ωn ∈ {A ∈ E : µ1(A) <
∞}, n ∈ N, such that ∪n∈NΩn = Ω and µ1|E = µ2|E. Then it holds that µ1 = µ2.
Proof of Proposition 4.1. Throughout this proof let S ⊆ E be the set given by S = {A ∈ E : µ1(A) <
∞} and let En ∈ σΩ(E), n ∈ N0, and DE ∈ P(σΩ(E)), E ∈ S, be the sets which satisfy for all n ∈ N,
E ∈ S that E0 = ∅, En =
⋃n
i=1Ωn, and DE = {A ∈ σΩ(E) : µ1(A∩E) = µ2(A∩E)}. First, note that
for all E ∈ S it holds that Ω ∈ DE. Next observe that for all E ∈ S, A,B ∈ DE with B ⊆ A it holds
that
µ1((A\B) ∩ E) = µ1(A ∩ E)− µ1(B ∩ E)
= µ2(A ∩ E)− µ2(B ∩ E) = µ2((A\B) ∩ E). (88)
This shows for all E ∈ S, A,B ∈ DE with B ⊆ A that A\B ∈ DE. Moreover, note that for all sets
E ∈ S and all sequences An ∈ DE, n ∈ N, with ∀ i ∈ N, j ∈ N\{i} : Ai ∩ Aj = ∅ it holds that
µ1
(( ∪n∈N An) ∩ E) = ∞∑
n=1
µ1(An ∩ E) =
∞∑
n=1
µ2(An ∩ E) = µ2
(( ∪n∈N An) ∩ E). (89)
This proves for all sets E ∈ S and all sequences An ∈ DE, n ∈ N, with ∀ i ∈ N, j ∈ N\{i} : Ai∩Aj = ∅
that ∪n∈NAn ∈ DE. Therefore, we have established that for all E ∈ S it holds that DE is a Dynkin
system on Ω (see, e.g., Definition 2.2 in Jentzen & Pusˇnik [32]). The fact that ∀E ∈ S : E ⊆ DE
hence shows for all E ∈ S that δΩ(E) ⊆ DE (see, e.g., Definition 2.3 in [32]). Combining this, the
assumption that E is ∩-stable, and, e.g., Theorem 2.5 in [32] ensures for all E ∈ S that σΩ(E) =
δΩ(E) ⊆ DE ⊆ σΩ(E). This assures for all E ∈ S that
σΩ(E) = DE. (90)
Next note that for all n ∈ N, m ∈ N\{n} it holds that En =
⋃n
i=1((Ω\Ei−1) ∩ Ωi) and ((Ω\En−1) ∩
Ωn) ∩ ((Ω\Em−1) ∩ Ωm) = ∅. Equation (90) hence proves for all n ∈ N, A ∈ σΩ(E) that
µ1(A ∩ En) =
n∑
i=1
µ1
(
(A ∩ (Ω\Ei−1)) ∩ Ωi
)
=
n∑
i=1
µ2
(
(A ∩ (Ω\Ei−1)) ∩ Ωi
)
= µ2(A ∩ En). (91)
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This implies for all A ∈ σΩ(E) that
µ1(A) = limn→∞ µ1(A ∩ En) = limn→∞ µ2(A ∩ En) = µ2(A). (92)
The proof of Proposition 4.1 is thus completed.
4.2 Borel sigma-algebras on normed vector spaces
In this subsection we first recall the Hahn-Banach theorem (see, e.g., Werner [46, Theorem III.1.5]).
Proposition 4.2 (Hahn-Banach theorem; Extension of continuous linear functionals). Let K ∈
{R,C}, let (V, ‖·‖V ) be a normed K-vector space, let U ⊆ V be a K-subspace of V , and let φ ∈ U ′.
Then there exists a function ϕ ∈ V ′ such that
ϕ|U = φ and ‖ϕ‖V ′ = ‖φ‖U ′ . (93)
The proof of Proposition 4.2 employs the axiom of choice. The next result, Corollary 4.3, is a
direct consequence of the Hahn-Banach theorem.
Corollary 4.3 (Projections into 1-dimensional subspaces). Let K ∈ {R,C}, let (V, ‖·‖V ) be a non-
trivial normed K-vector space, and let v ∈ V . Then there exists a function ϕ ∈ V ′ such that
ϕ(v) = ‖v‖V and ‖ϕ‖V ′ = 1. (94)
Proof of Corollary 4.3. We show Corollary 4.3 in two steps. In the first step we assume that v 6= 0.
Let U ⊆ V be the K-subspace of V given by U = {λv ∈ V : λ ∈ K} = spanV ({v}) and let φ : U → K
be the function which satisfies for all λ ∈ K that
φ(λv) = λ ‖v‖V . (95)
Proposition 4.2 implies that there exists a function ϕ ∈ V ′ such that
ϕ|U = φ and ‖ϕ‖V ′ = ‖φ‖U ′ = 1. (96)
This proves (94) in the case v 6= 0. In the second step we assume that v = 0. Note that the
assumption that V is nontrivial ensures that there exists a vector u ∈ V such that u 6= 0. The first
step hence shows that there exists a function ϕ ∈ V ′ such that
ϕ(u) = ‖u‖V and ‖ϕ‖V ′ = 1. (97)
In addition, observe that ϕ(v) = ϕ(0) = 0 = ‖v‖V . The proof of Corollary 4.3 is thus completed.
The next result, Corollary 4.4, is an immediate consequence of Corollary 4.3 above.
Corollary 4.4 (Norm via the dual space). Let K ∈ {R,C}, let (V, ‖·‖V ) be a nontrivial normed
K-vector space, and let v ∈ V . Then
‖v‖V = sup
ϕ∈V ′\{0}
Re(ϕ(v))
‖ϕ‖V ′
= sup
ϕ∈V ′\{0}
|ϕ(v)|
‖ϕ‖V ′
. (98)
If the normed vector space in Corollary 4.4 is separable, then the following result, Corollary 4.5,
can be obtained. Corollary 4.5 is also an immediate consequence of Corollary 4.3 above.
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Corollary 4.5 (Norm of a separable normed vector space via the dual space). Let K ∈ {R,C} and
let (V, ‖·‖V ) be a separable normed K-vector space. Then there exists a sequence ϕn ∈ V ′, n ∈ N,
which satisfies for all v ∈ V that
‖v‖V = sup
n∈N
Re(ϕn(v)) = sup
n∈N
|ϕn(v)| . (99)
Proof of Corollary 4.5. Without loss of generality we assume that V is nontrivial. The assumption
that (V, ‖·‖V ) is separable implies that there exists a sequence vn ∈ V , n ∈ N, such that the set
{vn : n ∈ N} is dense in V . Corollary 4.3 hence shows that there exists a sequence ϕn ∈ V ′, n ∈ N,
which satisfies for all n ∈ N that
ϕn(vn) = ‖vn‖V and ‖ϕn‖V ′ = 1. (100)
This ensures for all k ∈ N that
‖vk‖V = sup
n∈N
|ϕn(vk)|. (101)
Next let v ∈ V and ε ∈ (0,∞). Note that
sup
n∈N
|ϕn(v)| ≤ sup
n∈N
[‖ϕn‖V ′ ‖v‖V ] = ‖v‖V . (102)
It thus remains to prove that
‖v‖V ≤ ε+ sup
n∈N
Re(ϕn(v)). (103)
For this observe that the fact that {vn ∈ V : n ∈ N} is dense in V ensures that there exists a natural
number k ∈ N such that ‖v − vk‖V ≤ ε2 . This implies that
‖v‖V ≤ ‖vk‖V + ‖v − vk‖V = Re(ϕk(vk)) + ‖v − vk‖V
= Re(ϕk(v)) + ‖v − vk‖V + Re(ϕk(vk − v))
≤ Re(ϕk(v)) + ‖v − vk‖V + ‖ϕk‖V ′ ‖v − vk‖V
= Re(ϕk(v)) + 2 ‖v − vk‖V ≤ sup
n∈N
Re(ϕn(v)) + 2 ‖v − vk‖V ≤ sup
n∈N
Re(ϕn(v)) + ε.
(104)
The proof of Corollary 4.5 is thus completed.
The last result of this subsection, Proposition 4.6 below, follows from Corollary 4.5 above. We
refer to the statement of Proposition 4.6 as linear characterization of the Borel sigma-algebra.
Proposition 4.6 (Linear characterization of the Borel sigma-algebra). Let K ∈ {R,C} and let
(V, ‖·‖V ) be a separable normed K-vector space. Then there exists a sequence ϕn ∈ V ′, n ∈ N, such
that
B(V ) = σV (ϕ : ϕ ∈ V ′) = σV (ϕn : n ∈ N) . (105)
Proof of Proposition 4.6. Throughout this proof let fv : V → [0,∞), v ∈ V , be the functions which
satisfy for all x, v ∈ V that
fv(x) = ‖x− v‖V . (106)
Note that
B(V ) = σV (fv : v ∈ V ) . (107)
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Next observe that Corollary 4.5 shows that there exists a sequence ϕn ∈ V ′, n ∈ N, which satisfies
for all v ∈ V that
‖v‖V = sup
n∈N
Re(ϕn(v)). (108)
This implies that
B(V ) ⊇ σV (ϕn : n ∈ N) ⊇ σV
(
(V ∋ u 7→ Re(ϕn(u)) ∈ R) : n ∈ N
)
= σV
(
(V ∋ u 7→ Re(ϕn(u+ v)) ∈ R) : n ∈ N, v ∈ V
) ⊇ σV (fv : v ∈ V ) . (109)
Combining this with (107) completes the proof of Proposition 4.6.
4.3 Fourier transform of a measure
In Lemma 4.10 further below we present a well-known result which states that the Fourier transform
of a finite measure on a separable normed R-vector space determines the measure uniquely. The
proof of Lemma 4.10 employs Proposition 4.6 and Proposition 4.1 above.
Definition 4.7 (Image measure/Pushforward measure). Let (Ω,A, µ) be a measure space, let (Ω˜, A˜)
be a measurable space, and let f : Ω → Ω˜ be an A/A˜-measurable function. Then we denote by
f(µ)A˜ : A˜ → [0,∞] the function which satisfies for all A ∈ A˜ that(
f(µ)A˜
)
(A) = µ
(
f−1(A)
)
(110)
and we call f(µ)A˜ the image measure of µ under f associated to A˜.
Proposition 4.8 (Characteristic function). Let d ∈ N and let µk : B(Rd) → [0,∞], k ∈ {1, 2}, be
finite measures which satisfy for all ξ ∈ Rd that∫
Rd
ei〈ξ,x〉Rd µ1(dx) =
∫
Rd
ei〈ξ,x〉Rd µ2(dx). (111)
Then it holds that µ1 = µ2.
Proposition 4.8 is, e.g., proved as Theorem 15.8 in Klenke [35].
Definition 4.9 (Characteristic functional). Let (V, ‖·‖V ) be a normed R-vector space, let M be the
set of all finite measures µ : B(V ) → [0,∞] on (V,B(V )), and let M be the set of all functions from
V ′ to C. Then we denote by FV : M → M the function which satisfies for all µ ∈ M , ϕ ∈ V ′ that
(FV µ)(ϕ) =
(
FV (µ)
)
(ϕ) =
∫
V
ei ϕ(x) µ(dx) (112)
and for every µ ∈ M we call FV (µ) the characteristic functional of µ.
Lemma 4.10 (Characteristic functional determines measure uniquely). Let (V, ‖·‖V ) be a separable
normed R-vector space. Then FV is injective.
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Proof of Lemma 4.10. Consider the notation in Subsection 1.1 and let µ1, µ2 : B(V )→ [0,∞] be finite
measures on (V,B(V )) which satisfy FV (µ1) = FV (µ2). Note that for all n ∈ N, φ = (φ1, . . . , φn) ∈
L(V,Rn), ξ ∈ Rn it holds that∫
Rn
ei〈ξ,x〉Rn
(
φ(µ1)B(Rn)
)
(dx) =
∫
V
ei〈ξ,φ(v)〉Rn (µ1)(dv) =
(
FV µ1
)(
V ∋ v 7→ 〈ξ, φ(v)〉Rn ∈ R
)
=
(
FV µ2
)(
V ∋ v 7→ 〈ξ, φ(v)〉Rn ∈ R
)
=
∫
V
ei〈ξ,φ(v)〉Rn (µ2)(dv)
=
∫
Rn
ei〈ξ,x〉Rn
(
φ(µ2)B(Rn)
)
(dx).
(113)
Proposition 4.8 hence implies for all n ∈ N, φ ∈ L(V,Rn) that
φ(µ1)B(Rn) = φ(µ2)B(Rn). (114)
In the next step let E ⊆ P(V ) be the set given by
E =
⋃
n∈N
{
φ−1(B) ∈ P(V ) : φ ∈ L(V,Rn), B ∈ B(Rn)} . (115)
Note that E ⊆ B(V ). In addition, observe that (114) shows that
µ1|E = µ2|E . (116)
This, the fact that E is ∩-stable, the fact V ∈ E , and Proposition 4.1 prove that
µ1|σV (E) = µ2|σV (E). (117)
Moreover, observe that Proposition 4.6 establishes that
σV (E) = B(V ). (118)
Combining this with (117) completes the proof of Lemma 4.10.
4.4 Fernique’s theorem
The proof of Fernique’s theorem (see Proposition 4.13 below) requires the two following well-known
auxiliary lemmas, Lemma 4.11 and Lemma 4.12 below.
Lemma 4.11 (Independent projections of random variables). Let (V1, ‖·‖V1) and (V2, ‖·‖V2) be sepa-
rable normed R-vector spaces, let (Ω,F ,P) be a probability space, and let X1 : Ω→ V1 and X2 : Ω→ V2
be functions which satisfy for all ϕ1 ∈ (V1)′, ϕ2 ∈ (V2)′ that ϕ1 ◦X1 : Ω→ R and ϕ2 ◦X2 : Ω→ R are
independent random variables. Then it holds that X1 and X2 are independent random variables.
Proof of Lemma 4.11. Note that the assumption that ∀ϕ1 ∈ (V1)′, ϕ2 ∈ (V2)′ : (ϕ1 ◦X1 and ϕ2 ◦X2
are F/B(R)-measurable) and Proposition 4.6 show that X1 is F/B(V1)-measurable and that X2 is
F/B(V2)-measurable. Throughout this proof let (Ω˜, F˜ , P˜) be the probability space given by
Ω˜ = V1 × V2, F˜ = B(V1)⊗ B(V2), and P˜ = X1(P)B(V1) ⊗X2(P)B(V2). (119)
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Next note that for all ϕ ∈ L(Ω˜,R) it holds that
(
FΩ˜ P˜
)
(ϕ) =
∫
Ω˜
exp
(
i ϕ(x1, x2)
)
P˜(d(x1, x2))
=
∫
Ω˜
exp
(
i ϕ(x1, 0)
)
exp
(
i ϕ(0, x2)
) (
X1(P)B(V1) ⊗X2(P)B(V2)
)
(d(x1, x2))
=
∫
V1
exp
(
i ϕ(x1, 0)
)
X1(P)B(V1)(dx1)
∫
V2
exp
(
i ϕ(0, x2)
)
X2(P)B(V2)(dx2)
= E
[
ei ϕ(X1,0)
]
E
[
ei ϕ(0,X2)
]
.
(120)
Moreover, observe that for all ϕ ∈ L(Ω˜,R) it holds that (V1 ∋ v 7→ ϕ(v, 0) ∈ R) ∈ (V1)′ and
(V2 ∋ v 7→ ϕ(0, v) ∈ R) ∈ (V2)′. This and (120) imply for all ϕ ∈ L(Ω˜,R) that(
FΩ˜ P˜
)
(ϕ) = E
[
ei ϕ(X1,0) ei ϕ(0,X2)
]
= E
[
ei{ϕ(X1,0)+ϕ(0,X2)}
]
= E
[
ei ϕ(X1,X2)
]
=
(
FΩ˜
[
(X1, X2)(P)F˜
])
(ϕ).
(121)
Combining this with Lemma 4.10 yields that
X1(P)B(V1) ⊗X2(P)B(V2) = P˜ = (X1, X2)(P)B(V1)⊗B(V2). (122)
The proof of Lemma 4.11 is thus completed.
Lemma 4.12 below demonstrates under suitable hypotheses that an appropriate orthogonal trans-
formation of two appropriate independent random variables also results in independent random vari-
ables. Observe that the columns of the 2× 2-matrix(
1/
√
2 1/
√
2
1/
√
2 −1/√2
)
(123)
constitute an orthonormal basis of R2. Roughly speaking, the orthogonal transformation associated
to (123) is employed in the next lemma.
Lemma 4.12 (Orthogonal transformations of independent random variables). Let (V, ‖·‖V ) be a
separable normed R-vector space, let (Ω,F ,P) be a probability space, let X1, X2 : Ω→ V be indepen-
dent random variables which satisfy for every ϕ ∈ V ′ that ϕ ◦X1 : Ω → R and ϕ ◦ X2 : Ω → R are
identically distributed centered Gaussian random variables, and let Y1, Y2 : Ω→ V satisfy
Y1 = 2
−1/2(X1 +X2) and Y2 = 2−
1/2(X1 −X2). (124)
Then
(i) it holds that Y1 and Y2 are independent random variables and
(ii) it holds that Y1(P)B(V ) = Y2(P)B(V ) = X1(P)B(V ) = X2(P)B(V ).
Proof of Lemma 4.12. Observe that the assumption that ∀ϕ ∈ V ′ : (ϕ◦X1 and ϕ◦X2 are identically
distributed random variables) proves for all ϕ ∈ V ′ that
E
[
ei ϕ(X1)
]
= E
[
ei ϕ(X2)
]
. (125)
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Lemma 4.10 hence shows that
X1(P)B(V ) = X2(P)B(V ). (126)
In addition, note that the hypothesis that X1 and X2 are independent random variables ensures for
all ϕ1, ϕ2 ∈ V ′, ξ = (ξ1, ξ2) ∈ R2 that
E
[
ei〈ξ,(ϕ1(Y1),ϕ2(Y2))〉R2
]
= E
[
ei ξ1ϕ1(Y1)+i ξ2ϕ2(Y2)
]
= E
[
ei 2
−1/2ξ1ϕ1(X1+X2)+i 2−
1/2ξ2ϕ2(X1−X2)]
= E
[
ei 2
−1/2(ξ1ϕ1+ξ2ϕ2)(X1)+i 2−
1/2(ξ1ϕ1−ξ2ϕ2)(X2)]
= E
[
ei 2
−1/2(ξ1ϕ1+ξ2ϕ2)(X1)
]
E
[
ei 2
−1/2(ξ1ϕ1−ξ2ϕ2)(X2)].
(127)
Hence, we obtain that for all ϕ1, ϕ2 ∈ V ′, ξ = (ξ1, ξ2) ∈ R2 it holds that
E
[
ei〈ξ,(ϕ1(Y1),ϕ2(Y2))〉R2
]
= exp
(−1
2
E
[|2−1/2(ξ1ϕ1 + ξ2ϕ2)(X1)|2]) exp(−12E[|2−1/2(ξ1ϕ1 − ξ2ϕ2)(X2)|2])
= exp
(−1
4
E
[|(ξ1ϕ1 + ξ2ϕ2)(X1)|2]) exp(−14E[|(ξ1ϕ1 − ξ2ϕ2)(X2)|2])
= exp
(−1
4
{
E
[|(ξ1ϕ1 + ξ2ϕ2)(X1)|2]+ E[|(ξ1ϕ1 − ξ2ϕ2)(X1)|2]})
= exp
(−1
4
{
2E
[|(ξ1ϕ1)(X1)|2]+ 2E[|(ξ2ϕ2)(X1)|2]}) .
(128)
This shows for all ϕ1, ϕ2 ∈ V ′, ξ = (ξ1, ξ2) ∈ R2 that
E
[
ei〈ξ,(ϕ1(Y1),ϕ2(Y2))〉R2
]
= exp
(−1
2
E
[|ξ1ϕ1(X1)|2]) exp(−12E[|ξ2ϕ2(X2)|2])
= E
[
ei ξ1ϕ1(X1)
]
E
[
ei ξ2ϕ2(X2)
]
= E
[
ei ξ1ϕ1(X1)+i ξ2ϕ2(X2)
]
= E
[
ei〈ξ,(ϕ1(X1),ϕ2(X2))〉R2
]
.
(129)
In particular, this implies for all ϕ ∈ V ′ that
E
[
ei ϕ(Y1)
]
= E
[
ei ϕ(X1)
]
and E
[
ei ϕ(Y2)
]
= E
[
ei ϕ(X2)
]
. (130)
Lemma 4.10 hence establishes that
Y1(P)B(V ) = X1(P)B(V ) and Y2(P)B(V ) = X2(P)B(V ). (131)
This and (126) prove (ii). Next note that Lemma 4.10 and (129) show for all ϕ1, ϕ2 ∈ V ′ that
(ϕ1 ◦ Y1, ϕ2 ◦ Y2)(P)B(R2) = (ϕ1 ◦X1, ϕ2 ◦X2)(P)B(R2). (132)
This, the assumption that X1 and X2 are independent, and (ii) ensure for all ϕ1, ϕ2 ∈ V ′ that
(ϕ1 ◦ Y1)(P)B(R) ⊗ (ϕ2 ◦ Y2)(P)B(R) = (ϕ1 ◦X1)(P)B(R) ⊗ (ϕ2 ◦X2)(P)B(R)
= (ϕ1 ◦X1, ϕ2 ◦X2)(P)B(R2) = (ϕ1 ◦ Y1, ϕ2 ◦ Y2)(P)B(R2).
(133)
This proves for every ϕ1, ϕ2 ∈ V ′ that ϕ1 ◦ Y1 and ϕ2 ◦ Y2 are independent random variables.
Lemma 4.11 hence establishes that Y1 and Y2 are independent random variables. The proof of
Lemma 4.12 is thus completed.
In the next result, Proposition 4.13 below, we present Fernique’s theorem (see, e.g., Theorem 8.2.1
in Stroock [43]).
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Proposition 4.13 (Fernique’s theorem). Let (V, ‖·‖V ) be a separable normed R-vector space, let
(Ω,F ,P) be a probability space, let X : Ω → V be a function which satisfies for all ϕ ∈ V ′ that
ϕ ◦X : Ω→ R is a centered Gaussian random variable, and let R ∈ (0,∞) satisfy
R ≥ inf({r ∈ [0,∞) : P(‖X‖V ≤ r) ≥ 9/10}). (134)
Then
E
[
exp
(‖X‖2V
18R2
)]
≤ √e+
∞∑
n=0
[
e
3
](2n)
< 13 <∞. (135)
Proof of Proposition 4.13. Throughout this proof let (Ω˜, F˜ , P˜) be the probability space given by
Ω˜ = Ω × Ω, F˜ = F ⊗ F , and P˜ = P ⊗ P, let Y1, Y2 : Ω˜ → V be the functions which satisfy for all
ω1, ω2 ∈ Ω that
Y1(ω1, ω2) = X(ω1) and Y2(ω1, ω2) = X(ω2), (136)
let Z1, Z2 : Ω˜→ V be the functions which satisfy
Z1 = 2
−1/2(Y1 + Y2) and Z2 = 2−
1/2(Y1 − Y2), (137)
and let tn ∈ (0,∞), n ∈ N0, be the sequence of real numbers which satisfies for all n ∈ N that
t0 = R and tn = R +
√
2 tn−1. (138)
Observe that Y1 and Y2 are independent random variables. In addition, note that for every ϕ ∈ V ′
it holds that the random variables ϕ ◦ Y1 : Ω˜ → R and ϕ ◦ Y2 : Ω˜ → R have the same distribution
on (R,B(R)) as the random variable ϕ ◦X : Ω→ R. Lemma 4.12 hence ensures that Z1 and Z2 are
independent random variables and
Z1(P˜)B(V ) = Z2(P˜)B(V ) = Y1(P˜)B(V ) = X(P)B(V ). (139)
This proves for all s, t ∈ (0,∞) with s ≤ t that
P(‖X‖V ≤ s)P(‖X‖V > t) = P˜(‖Z2‖V ≤ s) P˜(‖Z1‖V > t)
= P˜
({‖Z2‖V ≤ s} ∩ {‖Z1‖V > t})
= P˜
({‖Y1 − Y2‖V ≤ √2 s} ∩ {‖Y1 + Y2‖V > √2 t})
≤ P˜({|‖Y1‖V − ‖Y2‖V | ≤ √2 s} ∩ {‖Y1‖V + ‖Y2‖V > √2 t})
≤ P˜(min{‖Y1‖V , ‖Y2‖V } > 2−1/2(t− s)) = ∣∣P(‖X‖V > 2−1/2(t− s))∣∣2.
(140)
This, in turn, implies for all n ∈ N that
P(‖X‖V ≤ R)P(‖X‖V > tn) ≤ |P(‖X‖V > tn−1)|2. (141)
The fact that P(‖X‖V ≤ R) ≥ 9/10 > 0 hence shows for all n ∈ N that
P(‖X‖V > tn)
P(‖X‖V ≤ R) ≤
(
P(‖X‖V > tn−1)
P(‖X‖V ≤ R)
)2
. (142)
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This and induction on n ∈ N0 establish for all n ∈ N0 that
P(‖X‖V > tn)
P(‖X‖V ≤ R) ≤
(
P(‖X‖V > R)
P(‖X‖V ≤ R)
)(2n)
. (143)
Moreover, induction on n ∈ N0 ensures for all n ∈ N0 that
tn = R · 2
n+1
2 − 1√
2− 1 ≤ (
√
2 + 1) 2
n+1
2 R ≤ 3 · 2n+12 R. (144)
Combining this with (143) and the fact that P(‖X‖V ≤ R) ≥ 9/10 ≥ 9P(‖X‖V > R) yields that for
all n ∈ N0 it holds that
P(‖X‖V > 3 · 2n2R) ≤ 3−(2n). (145)
The fact that e/3 < 1 hence shows that
E
[
exp
(‖X‖2V
18R2
)]
≤ √eP(‖X‖V ≤ 3R) +
∞∑
n=0
e(2
n) P
(
3 · 2n2R < ‖X‖V ≤ 3 · 2n+12 R
)
≤ √e+
∞∑
n=0
e(2
n) P
(‖X‖V > 3 · 2n2R) ≤ √e+ ∞∑
n=0
[
e
3
](2n)
≤ √e+
∞∑
n=0
[
e
3
]n
=
√
e+
3
3− e < 13 <∞.
(146)
The proof of Proposition 4.13 is thus completed.
5 Abstract examples
In this section we verify the assumptions of Theorem 3.5 above in the case of more specific SPDEs
(see the setting in Subsection 5.2 below) and establish strong convergence in this setting in Proposi-
tion 5.7 below. First, we show a result on transformations of semigroups for solutions of SPDEs in
Proposition 5.1 below. Next we combine this with Fernique’s theorem (see Proposition 4.13 above)
and the elementary results in Lemmas 5.2–5.3, Proposition 5.4, and Lemma 5.5 to derive certain
properties of stochastic convolution processes (see Proposition 5.6 below). Finally, the latter allow
us to apply Theorem 3.5 in order to prove Proposition 5.7.
5.1 Transformations of semigroups for solutions of SPDEs
Roughly speaking, Proposition 5.1 below proves that a mild solution of an SPDE does not depend on
a shift of the linear part of the drift coefficient function if the nonlinear part of the drift coefficient
function is shifted accordingly. This result is achieved under optimal hypotheses in the sense that
the hypotheses of Proposition 5.1 are required for the mathematical formulation of the statement to
be meaningful (see, in particular, (147)–(148)). To the best of our knowledge, Proposition 5.1 is the
first result in the literature to establish this assertion under optimal hypotheses, even in the special
case of partial differential equations (where the diffusion coefficient function is zero).
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Proposition 5.1. Consider the notation in Subsection 1.1, let (H, 〈·, ·〉H , ‖·‖H) and (U, 〈·, ·〉U , ‖·‖U)
be separable R-Hilbert spaces, let H ⊆ H be a nonempty orthonormal basis of H, let T ∈ (0,∞),
α, β, γ, η, κ ∈ R, let λ : H→ R be a function which satisfies supb∈H λb < κ, let A : D(A) ⊆ H → H be
the linear operator which satisfies D(A) = {v ∈ H : ∑b∈H |λb〈b, v〉H |2 < ∞} and ∀ v ∈ D(A) : Av =∑
b∈H λb〈b, v〉Hb, let (Hr, 〈·, ·〉Hr , ‖·‖Hr), r ∈ R, be a family of interpolation spaces associated to
κ−A, let (Ω,F ,P) be a probability space with a normal filtration (Ft)t∈[0,T ], let (Wt)t∈[0,T ] be an IdU -
cylindrical (Ω,F ,P, (Ft)t∈[0,T ])-Wiener process, let O ∈ B(Hγ), let F : O → Hα be a B(O)/B(Hα)-
measurable function, let F˜ : O → Hmin{α,γ} be the function which satisfies for all v ∈ O that F˜ (v) =
ηv+F (v), let B : O → HS(U,Hβ) be a B(O)/B(HS(U,Hβ))-measurable function, let ξ : Ω→ O be an
F0/B(O)-measurable function, and let X : [0, T ]×Ω→ O be an (Ft)t∈[0,T ]/B(O)-predictable stochastic
process which satisfies for all t ∈ [0, T ] that
P
(∫ t
0
‖e(t−s)AF (Xs)‖Hγ + ‖e(t−s)AB(Xs)‖2HS(U,Hγ) ds <∞
)
= 1 (147)
and
[Xt]P,B(Hγ) =
[
etAξ +
∫ t
0
1{∫ t0 ‖e(t−u)AF (Xu)‖Hγ du<∞} e
(t−s)AF (Xs) ds
]
P,B(Hγ)
+
∫ t
0
e(t−s)AB(Xs) dWs.
(148)
Then it holds for all t ∈ [0, T ] that
P
(∫ t
0
‖e(t−s)(A−η)F˜ (Xs)‖Hγ + ‖e(t−s)(A−η)B(Xs)‖2HS(U,Hγ) ds <∞
)
= 1 (149)
and
[Xt]P,B(Hγ) =
[
et(A−η)ξ +
∫ t
0
1{∫ t
0
‖e(t−u)(A−η)F˜ (Xu)‖Hγ du<∞} e
(t−s)(A−η)F˜ (Xs) ds
]
P,B(Hγ)
+
∫ t
0
e(t−s)(A−η)B(Xs) dWs.
(150)
Proof of Proposition 5.1. Throughout this proof let ψ, ψ1 : [0, T ]×Hγ → Hγ and ψ2 : [0, T ]×Hγ →
L(Hγ) be the functions which satisfy for all (t, x) ∈ [0, T ]×Hγ , v ∈ Hγ that
ψ(t, x) = eηtx, ψ1(t, x) =
∂
∂t
ψ(t, x) = η ψ(t, x), and ψ2(t, x) v =
∂
∂x
ψ(t, x) v = ψ(t, v). (151)
Next observe that (147)–(148) imply that for all t ∈ [0, T ] it holds that
P
(∫ t
0
‖e(t−s)(A−η)e−ηsF (Xs)‖Hγ + ‖e(t−s)(A−η)e−ηsB(Xs)‖2HS(U,Hγ) ds <∞
)
= P
(
e−ηt
∫ t
0
‖e(t−s)AF (Xs)‖Hγ ds+ e−2ηt
∫ t
0
‖e(t−s)AB(Xs)‖2HS(U,Hγ) ds <∞
)
= P
(∫ t
0
‖e(t−s)AF (Xs)‖Hγ + ‖e(t−s)AB(Xs)‖2HS(U,Hγ) ds <∞
)
= 1
(152)
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and
[
e−ηtXt
]
P,B(Hγ) =
[
et(A−η)ξ +
∫ t
0
1{∫ t0 ‖e(t−u)AF (Xu)‖Hγ du<∞} e
(t−s)(A−η)e−ηsF (Xs) ds
]
P,B(Hγ)
+
∫ t
0
e(t−s)(A−η)e−ηsB(Xs) dWs.
(153)
Note that this establishes that the stochastic process
(
[0, T ] × Ω ∋ (t, ω) 7→ e−ηtXt(ω) ∈ Hγ
)
is an
(Ω,F ,P, (Ft)t∈[0,T ])-mild Itoˆ process with evolution family
({(t1, t2) ∈ [0, T ]2 : t1 < t2} ∋ (s, t) 7→
e(t−s)(A−η) ∈ L(Hmin{α,β,γ}, Hγ)
)
, mild drift
(
[0, T ] × Ω ∋ (t, ω) 7→ e−ηtF (Xt(ω)) ∈ Hmin{α,β,γ}
)
, and
mild diffusion
(
[0, T ]×Ω ∋ (t, ω) 7→ e−ηtB(Xt(ω)) ∈ HS(U,Hmin{α,β,γ})
)
(see Definition 1 in Da Prato,
Jentzen, & Ro¨ckner [10]). The mild Itoˆ formula in Theorem 1 in Da Prato, Jentzen, & Ro¨ckner [10]
hence proves that for all t ∈ [0, T ] it holds that
P
(∫ t
0
∥∥ψ1(s, e(t−s)(A−η)e−ηsXs)∥∥Hγ ds <∞
)
= 1, (154)
P
(∫ t
0
∥∥ψ2(s, e(t−s)(A−η)e−ηsXs) e(t−s)(A−η)e−ηsF (Xs)∥∥Hγ ds <∞
)
= 1, (155)
P
(∫ t
0
∥∥ψ2(s, e(t−s)(A−η)e−ηsXs) e(t−s)(A−η)e−ηsB(Xs)∥∥2HS(U,Hγ) ds <∞
)
= 1, (156)
and
[Xt]P,B(Hγ) =
[
ψ
(
t, e−ηtXt
)]
P,B(Hγ)
=
[
ψ
(
0, et(A−η)e−η·0X0
)
+
∫ t
0
1{∫ t
0
‖ψ1(u,e(t−u)(A−η)e−ηuXu)‖Hγ du<∞} ψ1
(
s, e(t−s)(A−η)e−ηsXs
)
ds
+
∫ t
0
1{∫ t
0
‖ψ2(u,e(t−u)(A−η)e−ηuXu) e(t−u)(A−η)e−ηuF (Xu)‖Hγ du<∞}
· ψ2
(
s, e(t−s)(A−η)e−ηsXs
)
e(t−s)(A−η)e−ηsF (Xs) ds
]
P,B(Hγ)
+
∫ t
0
ψ2
(
s, e(t−s)(A−η)e−ηsXs
)
e(t−s)(A−η)e−ηsB(Xs) dWs.
(157)
This ensures that for all t ∈ [0, T ] it holds that
P
(∫ t
0
∥∥e(t−s)(A−η)ηXs∥∥Hγ + ∥∥e(t−s)(A−η)F (Xs)∥∥Hγ + ∥∥e(t−s)(A−η)B(Xs)∥∥2HS(U,Hγ) ds <∞
)
= 1 (158)
and
[Xt]P,B(Hγ) =
[
et(A−η)ξ +
∫ t
0
1{∫ t
0
‖e(t−u)(A−η)ηXu‖Hγ du<∞} e
(t−s)(A−η)ηXs ds
+
∫ t
0
1{∫ t
0
‖e(t−u)(A−η)F (Xu)‖Hγ du<∞} e
(t−s)(A−η)F (Xs) ds
]
P,B(Hγ)
+
∫ t
0
e(t−s)(A−η)B(Xs) dWs.
(159)
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Moreover, (158) shows for all t ∈ [0, T ] that
P
(∫ t
0
∥∥e(t−s)(A−η)F˜ (Xs)∥∥Hγ ds <∞
)
= P
(∫ t
0
∥∥e(t−s)(A−η)[ηXs + F (Xs)]∥∥Hγ ds <∞
)
≥ P
(∫ t
0
∥∥e(t−s)(A−η)ηXs∥∥Hγ + ∥∥e(t−s)(A−η)F (Xs)∥∥Hγ ds <∞
)
= 1.
(160)
Combining this with (158)–(159) completes the proof of Proposition 5.1.
5.2 Setting
Consider the notation in Subsection 1.1, let T, c0, γ, θ, ϑ ∈ (0,∞), α ∈ [0, 1/2], ϕ ∈ [0, 1), ρ ∈ [0, 1/4),
̺ ∈ (ρ, 1/4), χ ∈ (0, (̺−ρ)/(1+ϑ)], (H, 〈·, ·〉H , ‖·‖H) = (L2(λ(0,1);R), 〈·, ·〉L2(λ(0,1) ;R), ‖·‖L2(λ(0,1) ;R)), let
(en)n∈N : N → H and (λn)n∈N : N → (0,∞) be the functions which satisfy for all n ∈ N that en =
[(
√
2 sin(nπx))x∈(0,1)]λ(0,1) ,B(R) and λn = c0π
2n2, let A : D(A) ⊆ H → H be the linear operator which
satisfies D(A) = {v ∈ H : ∑∞k=1 |λk〈ek, v〉H |2 < ∞} and ∀ v ∈ D(A) : Av = ∑∞k=1−λk〈ek, v〉Hek,
let (Hr, 〈·, ·〉Hr , ‖·‖Hr), r ∈ R, be a family of interpolation spaces associated to −A, let ξ ∈ H1/2,
let F ∈ C(H̺, H−α), (Pn)n∈N : N → L(H−1), (hn)n∈N : N → (0, T ], and φ,Φ: H1 → [0,∞) be func-
tions which satisfy for all u ∈ H1, n ∈ N, v, w ∈ Pn(H) that φ(u) = γ + γ
[
supx∈(0,1) |u(x)|2
]
,
Φ(u) = γ + γ
[
supx∈(0,1) |u(x)|γ
]
, Pn(u) =
∑n
k=1〈ek, u〉Hek, lim supm→∞ hm = 0, 〈v, PnF (v + w)〉H ≤
φ(w)‖v‖2H + ϕ‖v‖2H1/2 + Φ(w), and ‖F (v)− F (w)‖H−α ≤ θ (1 + ‖v‖ϑHρ + ‖w‖ϑHρ) ‖v − w‖Hρ , let
(Ω,F ,P) be a probability space, let (Wt)t∈[0,T ] be an IdH -cylindrical (Ω,F ,P)-Wiener process, and
let X n,On : [0, T ]×Ω→ Pn(H), n ∈ N, be stochastic processes which satisfy for all n ∈ N, t ∈ [0, T ]
that [Ont ]P,B(H) =
∫ t
0
Pn e
(t−s)A dWs and
P
(
X nt = Pn etA ξ +
t
∫
0
Pn e
(t−s)A
1{‖Xn
⌊s⌋hn
‖H̺+‖On⌊s⌋hn+Pn e
⌊s⌋hn
Aξ‖H̺≤|hn|−χ} F
(X n⌊s⌋hn ) ds+Ont
)
= 1.
(161)
5.3 Properties of the stochastic convolution process
The proof of the next result, Lemma 5.2 below, is a slight adaptation of the proof of Lemma 5.6 in
Hutzenthaler et al. [28].
Lemma 5.2. Assume the setting in Subsection 5.2, let β ∈ (0, 1/2], p ∈ (1/β,∞), t ∈ [0, T ], n ∈ N,
η ∈ [0,∞), let O : Ω → Pn(H) be an F/B(Pn(H))-measurable function which satisfies [O]P,B(H) =∫ t
0
Pn e
(t−s)(A−η) dWs, and let Y : Ω→ R be a standard normally distributed random variable. Then
(
E
[
supx∈(0,1) |O(x)|2
])1/2 ≤ π2(E[|Y |p])1/p
[
n∑
k=1
k4β
λk + η
]1/2
· sup
({
supx∈(0,1) |v(x)| :
[
v ∈ C((0, 1),R) and ‖v‖Wβ,p((0,1),R) ≤ 1
]})
<∞.
(162)
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Proof of Lemma 5.2. First, observe that Jensen’s inequality shows that
E
[
supx∈(0,1) |O(x)|2
]
≤
[
sup
({
supx∈(0,1) |v(x)| :
[
v ∈ C((0, 1),R) and ‖v‖Wβ,p((0,1),R) ≤ 1
]})]2
E
[‖O‖2Wβ,p((0,1),R)] (163)
≤
[
sup
({
supx∈(0,1) |v(x)| :
[
v ∈ C((0, 1),R) and ‖v‖Wβ,p((0,1),R) ≤ 1
]})]2(
E
[‖O‖pWβ,p((0,1),R)])2/p.
In addition, note that
E
[‖O‖pWβ,p((0,1),R)] = E
[∫ 1
0
|O(x)|p dx+
∫ 1
0
∫ 1
0
|O(x)−O(y)|p
|x− y|1+βp dx dy
]
= E
[|Y |p] ∫ 1
0
(
E
[|O(x)|2])p/2 dx+ E[|Y |p] ∫ 1
0
∫ 1
0
(
E
[|O(x)−O(y)|2])p/2
|x− y|1+βp dx dy.
(164)
Furthermore, Itoˆ’s isometry yields for all x ∈ (0, 1) that
E
[|O(x)|2] = E
[ ∣∣∣∣∣
n∑
k=1
ek(x)
∫ t
0
e−(λk+η)(t−s) d〈ek,Ws〉H
∣∣∣∣∣
2 ]
=
n∑
k=1
|ek(x)|2
∫ t
0
e−2(λk+η)(t−s) ds
≤
n∑
k=1
|ek(x)|2
2(λk + η)
≤
n∑
k=1
1
λk + η
.
(165)
This implies that
∫ 1
0
(
E
[|O(x)|2])p/2 dx ≤
[
n∑
k=1
1
λk + η
]p/2
. (166)
Next note that again Itoˆ’s isometry ensures for all x, y ∈ (0, 1) that
E
[|O(x)−O(y)|2] = E
[ ∣∣∣∣∣
n∑
k=1
[
ek(x)− ek(y)
] ∫ t
0
e−(λk+η)(t−s) d〈ek,Ws〉H
∣∣∣∣∣
2 ]
≤
n∑
k=1
|ek(x)− ek(y)|2
2(λk + η)
.
(167)
Moreover, the fact that β ≤ 1/2 and the fact that ∀ x, y ∈ R : | sin(x) − sin(y)| ≤ |x − y| prove that
for all x, y ∈ (0, 1), k ∈ N it holds that
|ek(x)− ek(y)|2 = 2 | sin(kπx)− sin(kπy)|2
= 2 | sin(kπx)− sin(kπy)|2−4β| sin(kπx)− sin(kπy)|4β ≤ 23−4β |kπ|4β|x− y|4β. (168)
This together with (167) establishes for all x, y ∈ (0, 1) that
E
[|O(x)−O(y)|2] ≤ 22−4β π4β |x− y|4β n∑
k=1
k4β
λk + η
. (169)
38
The fact that βp ≥ 1 hence ensures that
∫ 1
0
∫ 1
0
(
E
[|O(x)−O(y)|2])p/2
|x− y|1+βp dx dy
≤ 2p(1−2β)π2pβ
[
n∑
k=1
k4β
λk + η
]p/2 ∫ 1
0
∫ 1
0
|x− y|βp−1 dx dy ≤ 2p(1−2β)π2pβ
[
n∑
k=1
k4β
λk + η
]p/2
.
(170)
Combining this, (164), and (166) proves that
(
E
[‖O‖pWβ,p((0,1),R)])1/p ≤ (E[|Y |p])1/p


[
n∑
k=1
1
λk + η
]p/2
+ 2p(1−2β)π2pβ
[
n∑
k=1
k4β
λk + η
]p/2

1/p
≤ (E[|Y |p])1/p

2p(1−2β)+1π2pβ
[
n∑
k=1
k4β
λk + η
]p/2

1/p
≤ 22−2β π2β(E[|Y |p])1/p
[
n∑
k=1
k4β
λk + η
]1/2
≤ π2(E[|Y |p])1/p
[
n∑
k=1
k4β
λk + η
]1/2
.
(171)
In addition, note that the fact that βp > 1 and the Sobolev embedding theorem yield that
sup
({
supx∈(0,1) |v(x)| :
[
v ∈ C((0, 1),R) and ‖v‖Wβ,p((0,1),R) ≤ 1
]})
<∞. (172)
This, (163), and (171) show (162). The proof of Lemma 5.2 is thus completed.
Lemma 5.3. Let α ∈ R, β ∈ (1 + α,∞). Then it holds that
lim sup
η→∞
( ∞∑
k=1
kα
kβ + η
)
= 0. (173)
Proof of Lemma 5.3. Observe that for all η ∈ [0,∞), k ∈ N it holds that
kα
kβ + η
≤ 1
kβ−α
and
∞∑
n=1
1
nβ−α
<∞. (174)
Lebesgue’s theorem of dominated convergence hence ensures that
lim sup
η→∞
( ∞∑
k=1
kα
kβ + η
)
=
∞∑
k=1
lim sup
η→∞
(
kα
kβ + η
)
= 0. (175)
The proof of Lemma 5.3 is thus completed.
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Proposition 5.4. Assume the setting in Subsection 5.2, let β ∈ (0, 1/4), p ∈ (1/β,∞), η ∈ [0,∞), let
O˜n,On : [0, T ]×Ω→ Pn(H), n ∈ N, be stochastic processes with continuous sample paths which satisfy
for all n ∈ N, t ∈ [0, T ] that [O˜nt ]P,B(H) =
∫ t
0
Pn e
(t−s)A dWs and [Ont ]P,B(H) =
∫ t
0
Pn e
(t−s)(A−η) dWs,
and assume
720p3Tγπ4
[ ∞∑
k=1
k4β
λk + η
] [
sup
({
supx∈(0,1) |v(x)| :
[
v ∈ C((0, 1),R) and ‖v‖Wβ,p((0,1),R) ≤ 1
]})]2 ≤ 1.
(176)
Then
(i) it holds that supn∈N sups∈[0,T ]E[‖Ons + Pn es(A−η)ξ‖pH] <∞ and
(ii) it holds that
sup
n∈N
E
[∫ T
0
exp
(
T
∫
s
p φ
(
On⌊u⌋hn + Pn e
⌊u⌋hn (A−η)ξ
)
du
)
max
{
1,
∣∣Φ(On⌊s⌋hn + Pn e⌊s⌋hn (A−η)ξ)∣∣p/2,∥∥Ons + Pn es(A−η)ξ∥∥pH , ∫T0 ∥∥O˜nu + Pn euAξ∥∥2p+2pϑH̺ du
}
ds
]
<∞. (177)
Proof of Proposition 5.4. First, note that the Burkholder-Davis-Gundy inequality proves that for all
standard normally distributed random variables Y : Ω→ R it holds that
(
E
[|Y |p])1/p ≤√p(p−1)
2
≤ p. (178)
Markov’s inequality, Lemma 5.2, and (176) hence imply that for all n ∈ N, t ∈ [0, T ] it holds that
P
(
supx∈(0,1) |Ont (x)|2 ≥
1
72pTγ
)
≤ 72pTγ E
[
supx∈(0,1) |Ont (x)|2
]
≤ 72p3Tγπ4
[
n∑
k=1
k4β
λk + η
]
·
[
sup
({
supx∈(0,1) |v(x)| :
[
v ∈ C((0, 1),R) and ‖v‖Wβ,p((0,1),R) ≤ 1
]})]2 ≤ 1
10
.
(179)
This and Proposition 4.13 (with V = Pn(H), ‖·‖V = (Pn(H) ∋ v 7→ supx∈(0,1) |v(x)| ∈ [0,∞)),
X = Ont , R = (72pTγ)
−1/2 for t ∈ [0, T ], n ∈ N in the notation of Proposition 4.13) show that for all
n ∈ N, t ∈ [0, T ] it holds that
E
[
exp
(
4pTγ
{
supx∈(0,1) |Ont (x)|2
})]
≤ 13. (180)
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In addition, Ho¨lder’s inequality yields for all n ∈ N that
E
[ ∫ T
0
exp
(
T
∫
s
p φ
(
On⌊u⌋hn + Pn e
⌊u⌋hn (A−η)ξ
)
du
)
max
{
1,
∣∣Φ(On⌊s⌋hn + Pn e⌊s⌋hn (A−η)ξ)∣∣p/2,
∥∥Ons + Pn es(A−η)ξ∥∥pH , ∫T0 ∥∥O˜nu + Pn euAξ∥∥2p+2pϑH̺ du
}
ds
]2
=
(∫ T
0
E
[
exp
(
T
∫
s
p φ
(
On⌊u⌋hn + Pn e
⌊u⌋hn (A−η)ξ
)
du
)
max
{
1,
∣∣Φ(On⌊s⌋hn + Pn e⌊s⌋hn (A−η)ξ)∣∣p/2,
∥∥Ons + Pn es(A−η)ξ∥∥pH , ∫T0 ∥∥O˜nu + Pn euAξ∥∥2p+2pϑH̺ du
}]
ds
)2
≤ T
∫ T
0
E
[
exp
(
T
∫
s
p φ
(
On⌊u⌋hn + Pn e
⌊u⌋hn (A−η)ξ
)
du
)
max
{
1,
∣∣Φ(On⌊s⌋hn + Pn e⌊s⌋hn (A−η)ξ)∣∣p/2, (181)
∥∥Ons + Pn es(A−η)ξ∥∥pH , ∫T0 ∥∥O˜nu + Pn euAξ∥∥2p+2pϑH̺ du
}]2
ds
≤ T
∫ T
0
E
[
exp
(
T
∫
s
2p φ
(
On⌊u⌋hn + Pn e
⌊u⌋hn (A−η)ξ
)
du
)]
E
[
max
{
1,
∣∣Φ(On⌊s⌋hn + Pn e⌊s⌋hn (A−η)ξ)∣∣p,∥∥Ons + Pn es(A−η)ξ∥∥2pH , T ∫T0 ∥∥O˜nu + Pn euAξ∥∥4p+4pϑH̺ du
}]
ds
≤ T E
[
exp
(
T
∫
0
2p φ
(
On⌊u⌋hn + Pn e
⌊u⌋hn (A−η)ξ
)
du
)]∫ T
0
E
[
1 +
∣∣Φ(On⌊s⌋hn + Pn e⌊s⌋hn (A−η)ξ)∣∣p
+
∥∥Ons + Pn es(A−η)ξ∥∥2pH + T ∫T0 ∥∥O˜nu + Pn euAξ∥∥4p+4pϑH̺ du
]
ds.
Next note that the fact that ∀ x, y ∈ R : |x+ y|2 ≤ 2x2 + 2y2 ensures that for all n ∈ N it holds that
E
[
exp
(
T
∫
0
2p φ
(
On⌊u⌋hn + Pn e
⌊u⌋hn (A−η)ξ
)
du
)]
= E
[
exp
(
T
∫
0
2pγ + 2pγ
{
supx∈(0,1)
∣∣On⌊u⌋hn(x) + Pn e⌊u⌋hn (A−η)ξ(x)∣∣2
}
du
)]
≤ exp
(
2pγT + 4pγ
T
∫
0
{
supx∈(0,1) |Pn e⌊u⌋hn (A−η)ξ(x)|2
}
du
)
· E
[
exp
(
T
∫
0
4pγ
{
supx∈(0,1)
∣∣On⌊u⌋hn(x)∣∣2
}
du
)]
.
(182)
Furthermore, e.g., Lemma 2.22 in Cox, Hutzenthaler, & Jentzen [4] and (180) prove for all n ∈ N
that
E
[
exp
(
T
∫
0
4pγ
{
supx∈(0,1)
∣∣On⌊u⌋hn(x)∣∣2
}
du
)]
≤ 1
T
∫ T
0
E
[
exp
(
4pTγ
{
supx∈(0,1)
∣∣On⌊u⌋hn(x)∣∣2
})]
du ≤ 13.
(183)
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This and (182) show for all n ∈ N that
E
[
exp
(
T
∫
0
2p φ
(
On⌊u⌋hn + Pn e
⌊u⌋hn (A−η)ξ
)
du
)]
≤ 13 exp
(
2pγT + 4pγ
T
∫
0
{
supx∈(0,1) |Pn e⌊u⌋hn (A−η)ξ(x)|2
}
du
)
.
(184)
In addition, the Sobolev embedding theorem ensures that
sup
({
supx∈(0,1) |v(x)| :
[
v ∈ H1/2 and ‖v‖H1/2 ≤ 1
]})
<∞. (185)
This establishes for all n ∈ N, s ∈ [0, T ] that
supx∈(0,1) |Pn es(A−η)ξ(x)|
≤
[
sup
({
supx∈(0,1) |v(x)| :
[
v ∈ H1/2 and ‖v‖H1/2 ≤ 1
]})]‖Pn es(A−η)ξ‖H1/2
≤
[
sup
({
supx∈(0,1) |v(x)| :
[
v ∈ H1/2 and ‖v‖H1/2 ≤ 1
]})]‖ξ‖H1/2 <∞.
(186)
Combing this with (184) implies that
sup
n∈N
E
[
exp
(
T
∫
0
2p φ
(
On⌊u⌋hn + Pn e
⌊u⌋hn (A−η)ξ
)
du
)]
<∞. (187)
Next note that the fact that ∀ x, y ∈ R, a ∈ [0,∞) : |x+ y|a ≤ 2max{a−1,0}|x|a+2max{a−1,0}|y|a and the
triangle inequality show that for all n ∈ N, s ∈ [0, T ] it holds that
E
[∣∣Φ(On⌊s⌋hn + Pn e⌊s⌋hn (A−η)ξ)∣∣p
]
= E
[ ∣∣∣γ + γ{supx∈(0,1) ∣∣On⌊s⌋hn(x) + Pn e⌊s⌋hn (A−η)ξ(x)∣∣γ
}∣∣∣p ]
≤ E
[
2p−1γp + 2p−1γp
{
supx∈(0,1)
∣∣On⌊s⌋hn(x) + Pn e⌊s⌋hn (A−η)ξ(x)∣∣pγ
}]
≤ E
[
2p−1γp + 2p−1γp 2max{pγ−1,0}
{
supx∈(0,1)
∣∣On⌊s⌋hn(x)∣∣pγ +supx∈(0,1) ∣∣Pn e⌊s⌋hn (A−η)ξ(x)∣∣pγ
}]
≤ 2p−1γp + 2p(γ+1)−1γp E
[{
supx∈(0,1)
∣∣On⌊s⌋hn(x)∣∣pγ
}
+
{
supx∈(0,1)
∣∣Pn e⌊s⌋hn (A−η)ξ(x)∣∣pγ}] .
(188)
Furthermore, observe that, e.g., Lemma 5.7 in Hutzenthaler et al. [28] (with a = 4pTγ, x =
supx∈(0,1) |Ons (ω)(x)|2, r = r/2 for ω ∈ Ω, s ∈ [0, T ], n ∈ N, r ∈ [0,∞) in the notation of Lemma 5.7
in Hutzenthaler et al. [28]) and (180) ensure that for all r ∈ [0,∞), n ∈ N, s ∈ [0, T ] it holds that
E
[{
supx∈(0,1)
∣∣Ons (x)∣∣r}] ≤ (⌊r/2⌋1+1)!|4pTγ|r/2 E[exp(4pTγ{supx∈(0,1) ∣∣Ons (x)∣∣2})] ≤ 13 (⌊r/2⌋1+1)!|4pTγ|r/2 . (189)
Combining this and (188) proves for all n ∈ N, s ∈ [0, T ] that
E
[∣∣Φ(On⌊s⌋hn + Pn e⌊s⌋hn (A−η)ξ)∣∣p
]
≤ 2p−1γp + 2p(γ+1)−1γp
{
supx∈(0,1)
∣∣Pn e⌊s⌋hn (A−η)ξ(x)∣∣pγ}+ 13·2p(γ+1)−1γp(⌊pγ/2⌋1+1)!|4pTγ|pγ/2 . (190)
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This together with (186) yields that
sup
n∈N
∫ T
0
E
[∣∣Φ(On⌊s⌋hn + Pn e⌊s⌋hn (A−η)ξ)∣∣p
]
ds <∞. (191)
Moreover, (189) establishes for all r ∈ [1,∞), n ∈ N, s ∈ [0, T ] that
E
[∥∥Ons + Pn es(A−η)ξ∥∥rH] ≤ E[2r−1‖Ons‖rH + 2r−1‖Pn es(A−η)ξ‖rH]
≤ 2r−1 E
[{
supx∈(0,1)
∣∣Ons (x)∣∣r}]+ 2r−1‖Pn es(A−η)ξ‖rH
≤ 13·2r−1(⌊r/2⌋1+1)!|4pTγ|r/2 + 2r−1‖ξ‖rH .
(192)
Observe that this implies that
sup
n∈N
sup
s∈[0,T ]
E
[∥∥Ons + Pn es(A−η)ξ∥∥pH] ≤ 13·2p−1(⌊p/2⌋1+1)!|4pTγ|p/2 + 2p−1‖ξ‖pH <∞. (193)
This proves (i). In addition, (192) shows that
sup
n∈N
∫ T
0
E
[∥∥Ons + Pn es(A−η)ξ∥∥2pH
]
ds <∞. (194)
In the next step note that for all n ∈ N it holds that
E
[
T
∫
0
∥∥O˜nu + Pn euAξ∥∥4p+4pϑH̺ du
]
≤ 24p+4pϑ−1E
[
T
∫
0
∥∥O˜nu∥∥4p+4pϑH̺ + ‖Pn euAξ‖4p+4pϑH̺ du
]
≤ 24p+4pϑ−1E
[
T
∫
0
∥∥O˜nu∥∥4p+4pϑH̺ + ‖ξ‖4p+4pϑH̺ du
]
.
(195)
Furthermore, observe that the Burkholder-Davis-Gundy-type inequality in Da Prato & Zabczyk [11,
Lemma 7.7] proves for all n ∈ N, u ∈ [0, T ] that
E
[∥∥O˜nu∥∥4p+4pϑH̺
]
= E
[∥∥∥∥
∫ u
0
Pn e
(u−s)A dWs
∥∥∥∥
4p+4pϑ
H̺
]
≤
[
(4p+4pϑ)(4p+4pϑ−1)
2
]2p+2pϑ [∫ u
0
‖Pn e(u−s)A‖2HS(H,H̺) ds
]2p+2pϑ
≤ [4p+ 4pϑ]4p+4pϑ
[∫ u
0
‖(−A)̺ e(u−s)A‖2HS(H) ds
]2p+2pϑ
= [4p+ 4pϑ]4p+4pϑ
[ ∞∑
k=1
∫ u
0
(λk)
2̺ e−2λks ds
]2p+2pϑ
= [4p+ 4pϑ]4p+4pϑ
[ ∞∑
k=1
(λk)
2̺(1− e−2λku)
2λk
]2p+2pϑ
≤ [4p+ 4pϑ]4p+4pϑ
[ ∞∑
k=1
(λk)
2̺−1
]2p+2pϑ
<∞.
(196)
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Combining this with (195) yields that
sup
n∈N
E
[
T
∫
0
∥∥O˜nu + Pn euAξ∥∥4p+4pϑH̺ du
]
<∞. (197)
This, (181), (187), (191), and (194) ensure that
sup
n∈N
E
[∫ T
0
exp
(
T
∫
s
p φ
(
On⌊u⌋hn + Pn e
⌊u⌋hn (A−η)ξ
)
du
)
max
{
1,
∣∣Φ(On⌊s⌋hn + Pn e⌊s⌋hn (A−η)ξ)∣∣p/2,∥∥Ons + Pn es(A−η)ξ∥∥pH , ∫T0 ∥∥O˜nu + Pn euAξ∥∥2p+2pϑH̺ du
}
ds
]
<∞.
(198)
The proof of Proposition 5.4 is thus completed.
The proof of the next elementary result, Lemma 5.5, is a slight adaptation of the proof of
Lemma 5.9 in Hutzenthaler et al. [28].
Lemma 5.5. Assume the setting in Subsection 5.2, let p ∈ [2,∞), n ∈ N, ε ∈ [0, 1/4 − ̺), and
let O : [0, T ] × Ω → H̺ be a stochastic process which satisfies for all t ∈ [0, T ] that [Ot]P,B(H) =∫ t
0
e(t−s)A dWs. Then
sup
t∈[0,T ]
(
E
[‖Ot −Ont ‖pH̺])1/p ≤
[
p(p−1)
4(c0π2)2ε
∞∑
k=1
(λk)
2̺+2ε−1
]1/2
n−2ε <∞. (199)
Proof of Lemma 5.5. First, note that the Burkholder-Davis-Gundy-type inequality in Da Prato &
Zabczyk [11, Lemma 7.7] shows for all t ∈ [0, T ] that
(
E
[‖Ot −Ont ‖pH̺])1/p =
(
E
[∥∥∥∥
∫ t
0
(IdH̺ − Pn) e(t−s)A dWs
∥∥∥∥
p
H̺
])1/p
≤
[
p(p−1)
2
∫ t
0
∥∥(IdH̺ − Pn) e(t−s)A∥∥2HS(H,H̺) ds
]1/2
.
(200)
Next observe that for all t ∈ [0, T ] it holds that∫ t
0
∥∥(IdH̺ − Pn) e(t−s)A∥∥2HS(H,H̺) ds ≤
∫ t
0
‖IdH̺+ε − Pn|H̺+ε‖2L(H̺+ε,H̺) ‖e(t−s)A‖2HS(H,H̺+ε) ds
= ‖(−A)−ε(IdH − Pn|H)‖2L(H)
∫ t
0
‖esA‖2HS(H,H̺+ε) ds
= ‖(−A)−1(IdH − Pn|H)‖2εL(H)
∞∑
k=1
∫ t
0
(λk)
2̺+2εe−2λks ds
≤ |λn+1|−2ε
∞∑
k=1
(λk)
2̺+2ε
2λk
≤ 1
2
(c0π
2n2)−2ε
∞∑
k=1
(λk)
2̺+2ε−1.
(201)
This and (200) ensure that for all t ∈ [0, T ] it holds that
(
E
[‖Ot −Ont ‖pH̺])1/p ≤
[
p(p−1)
4(c0π2)2ε
∞∑
k=1
(λk)
2̺+2ε−1
]1/2
n−2ε <∞. (202)
The proof of Lemma 5.5 is thus completed.
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Some of the arguments in the proof of the next result, Proposition 5.6 below, are similar to the
arguments in the proof of Corollary 5.10 in Hutzenthaler et al. [28].
Proposition 5.6. Assume the setting in Subsection 5.2 and let p ∈ (0,∞). Then there exist a real
number η ∈ [0,∞) and stochastic processes O : [0, T ] × Ω → H̺ and O˜n,On : [0, T ] × Ω → Pn(H),
n ∈ N, with continuous sample paths such that
(i) it holds for all t ∈ [0, T ] that [Ot]P,B(H) =
∫ t
0
e(t−s)A dWs,
(ii) it holds for all n ∈ N, t ∈ [0, T ] that [O˜nt ]P,B(H) =
∫ t
0
Pn e
(t−s)A dWs,
(iii) it holds for all n ∈ N, t ∈ [0, T ] that Ont = O˜nt + Pn etAξ −
∫ t
0
e(t−s)(A−η) η (O˜ns + Pn esAξ) ds,
(iv) it holds that P
(
lim supn→∞ sups∈[0,T ] ‖(Os + esAξ)− (O˜ns + Pn esAξ)‖H̺ = 0
)
= 1,
(v) it holds for all n ∈ N, t ∈ [0, T ] that
P
(
X nt = Pn etAξ +
t
∫
0
Pn e
(t−s)A
1{‖Xn
⌊s⌋hn
‖H̺+‖O˜n⌊s⌋hn+Pn e
⌊s⌋hn
Aξ‖H̺≤|hn|−χ} F
(X n⌊s⌋hn) ds+ O˜nt
)
= 1,
and
(vi) it holds that
sup
n∈N
E
[∫ T
0
e
∫ T
s
pφ(On
⌊u⌋hn
) du
max
{
1, |Φ(On⌊s⌋hn )|
p/2, ‖Ons‖pH , ∫T0 ‖O˜nu + Pn euAξ‖2p+2pϑH̺ du
}
ds
]
+ sup
n∈N
sup
s∈[0,T ]
E[‖Ons ‖pH ] <∞. (203)
Proof of Proposition 5.6. Throughout this proof let ε ∈ (0, 1/4− ̺), β ∈ (0, 1/4), q ∈ (max{p, 1/β, 4/ε},
∞). Observe that Lemma 5.2 and Lemma 5.3 ensure that there exists a real number η ∈ [0,∞) such
that
720q3Tγπ4
[ ∞∑
k=1
k4β
λk + η
] [
sup
({
supx∈(0,1) |v(x)| :
[
v ∈ C((0, 1),R) and ‖v‖Wβ,q((0,1),R) ≤ 1
]})]2 ≤ 1.
(204)
Next note that the Burkholder-Davis-Gundy-type inequality in Da Prato & Zabczyk [11, Lemma 7.7]
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yields for all n ∈ N, t1, t2 ∈ [0, T ] with t1 ≤ t2 that(
E
[∥∥∥∥
∫ t1
0
Pn e
(t1−s)A dWs −
∫ t2
0
Pn e
(t2−s)A dWs
∥∥∥∥
q
H̺
])2/q
+
(
E
[∥∥∥∥
∫ t1
0
e(t1−s)A dWs −
∫ t2
0
e(t2−s)A dWs
∥∥∥∥
q
H̺
])2/q
=
(
E
[∥∥∥∥
∫ t2
0
(
1(−∞,t1)(s)Pn e
max{t1−s,0}A − Pn e(t2−s)A
)
dWs
∥∥∥∥
q
H̺
])2/q
+
(
E
[∥∥∥∥
∫ t2
0
(
1(−∞,t1)(s) e
max{t1−s,0}A − e(t2−s)A) dWs
∥∥∥∥
q
H̺
])2/q
≤ q(q−1)
2
∫ t2
0
∥∥
1(−∞,t1)(s)Pn e
max{t1−s,0}A − Pn e(t2−s)A
∥∥2
HS(H,H̺)
ds
+ q(q−1)
2
∫ t2
0
∥∥
1(−∞,t1)(s) e
max{t1−s,0}A − e(t2−s)A∥∥2
HS(H,H̺)
ds
≤ q(q − 1)
[ ∫ t2
t1
∥∥e(t2−s)A∥∥2
HS(H,H̺)
ds+
∫ t1
0
∥∥e(t1−s)A − e(t2−s)A∥∥2
HS(H,H̺)
ds
]
= q(q − 1)
[∫ t2
t1
∥∥e(t2−s)A∥∥2
HS(H,H̺)
ds+
∫ t1
0
∥∥e(t1−s)A(IdH − e(t2−t1)A)∥∥2HS(H,H̺) ds
]
.
(205)
This proves for all n ∈ N, t1, t2 ∈ [0, T ] with t1 ≤ t2 that(
E
[∥∥∥∥
∫ t1
0
Pn e
(t1−s)A dWs −
∫ t2
0
Pn e
(t2−s)A dWs
∥∥∥∥
q
H̺
])2/q
+
(
E
[∥∥∥∥
∫ t1
0
e(t1−s)A dWs −
∫ t2
0
e(t2−s)A dWs
∥∥∥∥
q
H̺
])2/q
≤ q(q − 1)
∫ t2
t1
∥∥(−A)̺ e(t2−s)A∥∥2
HS(H)
ds
+ q(q − 1)
∫ t1
0
∥∥(−A)̺+ε e(t1−s)A∥∥2
HS(H)
∥∥(−A)−ε(IdH − e(t2−t1)A)∥∥2L(H) ds
= q(q − 1)
∞∑
k=1
∫ t2
t1
(λk)
2̺ e−2(t2−s)λk ds
+ q(q − 1)∥∥(−A)−ε(IdH − e(t2−t1)A)∥∥2L(H)
∞∑
k=1
∫ t1
0
(λk)
2̺+2ε e−2(t1−s)λk ds
= q(q − 1)
∞∑
k=1
(λk)
2̺(1− e−2λk(t2−t1))
2λk
+ q(q − 1)∥∥(−A)−ε(IdH − e(t2−t1)A)∥∥2L(H)
∞∑
k=1
(λk)
2̺+2ε(1− e−2λkt1)
2λk
.
(206)
Moreover, note that the fact that ∀ r ∈ [0, 1], t ∈ [0,∞) : ‖(−A)−r(IdH −etA)‖L(H) ≤ tr (cf., e.g.,
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Lemma 11.36 in Renardy & Rogers [39]) implies that
sup
t1,t2∈[0,T ], t1<t2
‖(−A)−ε(IdH − e(t2−t1)A)‖2L(H)
(t2 − t1)2ε = supt∈(0,T ]
(
t−ε‖(−A)−ε(IdH − etA)‖L(H)
)2 ≤ 1. (207)
The fact that ∀ x ∈ R : 1− e−x ≤ x and (206) hence establish for all n ∈ N, t1, t2 ∈ [0, T ] with t1 < t2
that (
E
[∥∥∥∥
∫ t1
0
Pn e
(t1−s)A dWs −
∫ t2
0
Pn e
(t2−s)A dWs
∥∥∥∥
q
H̺
])2/q
+
(
E
[∥∥∥∥
∫ t1
0
e(t1−s)A dWs −
∫ t2
0
e(t2−s)A dWs
∥∥∥∥
q
H̺
])2/q
≤ q(q − 1)
∞∑
k=1
(λk)
2̺−1(1− e−2λk(t2−t1))2ε
2
+ q(q − 1)∥∥(−A)−ε(IdH − e(t2−t1)A)∥∥2L(H)
∞∑
k=1
(λk)
2̺+2ε−1
≤ q(q − 1)
[ ∞∑
k=1
(λk)
2̺+2ε−1
](
1 +
‖(−A)−ε(IdH − e(t2−t1)A)‖2L(H)
(t2 − t1)2ε
)
(t2 − t1)2ε
≤ 2 q(q − 1)
[ ∞∑
k=1
(λk)
2̺+2ε−1
]
(t2 − t1)2ε <∞.
(208)
Combining this with the fact that qε > 1 and the Kolmogorov-Chentsov continuity theorem shows
that there exist stochastic processes O : [0, T ] × Ω → H̺, O˜n : [0, T ] × Ω → Pn(H), n ∈ N, and
On : [0, T ]× Ω→ Pn(H), n ∈ N, with continuous sample paths which satisfy for all n ∈ N, t ∈ [0, T ]
that [Ot]P,B(H) =
∫ t
0
e(t−s)A dWs, [O˜nt ]P,B(H) =
∫ t
0
Pn e
(t−s)A dWs, and
Ont = O˜nt + Pn etAξ −
∫ t
0
e(t−s)(A−η) η (O˜ns + Pn esAξ) ds. (209)
This proves (i)–(iii). Next observe that the fact that ∀n ∈ N, t ∈ [0, T ] : P(Ont = O˜nt ) = 1 and
Lemma 5.5 demonstrate that
sup
n∈N
{
nε sup
t∈[0,T ]
(
E
[‖Ot − O˜nt ‖qH̺])1/q
}
<∞. (210)
The fact that O : [0, T ] × Ω → H̺ and O˜n : [0, T ] × Ω → Pn(H), n ∈ N, are stochastic processes
with continuous sample paths, (208), and Cox et al. [5, Corollary 2.11] (with T = T , p = q, β = ε,
θN = {kT
N
∈ [0, T ] : k ∈ {0, 1, . . . , N}}, E = H̺, Y N = ([0, T ]× Ω ∋ (t, ω) 7→ O˜Nt (ω) ∈ H̺), Y 0 = O,
α = 0, ε = ε/2 for N ∈ N in the notation of Cox et al. [5, Corollary 2.11]) hence prove that
sup
n∈N
{
n(
ε/2−1/q)
(
E
[
sup
t∈[0,T ]
‖Ot − O˜nt ‖qH̺
])1/q}
<∞. (211)
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This, the fact that ε/2− 1/q > 1/q, and Hutzenthaler & Jentzen [24, Lemma 3.21] (cf., e.g., Graham &
Talay [16, Theorem 7.12] and Kloeden & Neuenkirch [36, Lemma 2.1]) ensure that
P
(
lim sup
n→∞
sup
s∈[0,T ]
‖Os − O˜ns ‖H̺ = 0
)
= 1. (212)
Next note that for all n ∈ N it holds that
sup
s∈[0,T ]
‖(IdH − Pn) esAξ‖H̺ ≤ ‖(−A)(̺−1/2)(IdH − Pn|H)‖L(H)‖ξ‖H1/2
= ‖(−A)−1(IdH − Pn|H)‖(1/2−̺)L(H) ‖ξ‖H1/2 ≤ (c0π2n2)(̺−
1/2)‖ξ‖H1/2 .
(213)
Combining this with (212) shows that
P
(
lim sup
n→∞
sup
s∈[0,T ]
‖(Os + esAξ)− (O˜ns + Pn esAξ)‖H̺ = 0
)
= 1. (214)
This establishes (iv). Furthermore, the fact that ∀n ∈ N, t ∈ [0, T ] : P(Ont = O˜nt ) = 1 and (161)
prove (v). Moreover, Proposition 5.1 (with H = H , U = H , H = {ek ∈ H : k ∈ N}, T = T , α = 0,
β = 0, γ = 0, η = η, κ = 0, A = A, (Wt)t∈[0,T ] = (Wt)t∈[0,T ], O = Pn(H), F = (Pn(H) ∋ v 7→ 0 ∈ H),
F˜ = (Pn(H) ∋ v 7→ ηv ∈ H), B = (Pn(H) ∋ v 7→ (H ∋ u 7→ Pn(u) ∈ H) ∈ HS(H)), ξ = (Ω ∋ ω 7→
Pn ξ ∈ Pn(H)), X = ([0, T ]× Ω ∋ (t, ω) 7→ (O˜nt (ω) + Pn etAξ) ∈ Pn(H)) for n ∈ N in the notation of
Proposition 5.1) ensures that for all n ∈ N, t ∈ [0, T ] it holds that
[O˜nt + Pn etAξ]P,B(H) =
[
Pn e
t(A−η)ξ +
∫ t
0
e(t−s)(A−η) η (O˜ns + Pn esAξ) ds
]
P,B(H)
+
∫ t
0
Pn e
(t−s)(A−η) dWs.
(215)
This and (209) imply for all n ∈ N, t ∈ [0, T ] that
[Ont − Pn et(A−η)ξ]P,B(H) =
∫ t
0
Pn e
(t−s)(A−η) dWs. (216)
In addition, note that for all n ∈ N it holds that [0, T ]×Ω ∋ (t, ω) 7→ (Ont (ω)−Pn et(A−η)ξ) ∈ Pn(H)
is a stochastic process with continuous sample paths. Proposition 5.4, (216), and (204) hence show
that
sup
n∈N
E
[∫ T
0
e
∫ T
s q φ(O
n
⌊u⌋hn
) du
max
{
1, |Φ(On⌊s⌋hn )|
q/2, ‖Ons‖qH , ∫T0 ‖O˜nu + Pn euAξ‖2q+2qϑH̺ du
}
ds
]
+ sup
n∈N
sup
s∈[0,T ]
E[‖Ons‖qH ] <∞.
(217)
This establishes (vi). The proof of Proposition 5.6 is thus completed.
5.4 Strong convergence
Proposition 5.7. Assume the setting in Subsection 5.2 and let X : [0, T ] × Ω → H̺ be a stochas-
tic process with continuous sample paths which satisfies for all t ∈ [0, T ] that [Xt]P,B(H) = [etAξ +
∫ t0 e(t−s)A F (Xs) ds]P,B(H) +
∫ t
0
e(t−s)A dWs. Then it holds for all p ∈ (0,∞) that
lim sup
n→∞
sup
t∈[0,T ]
E
[‖Xt − X nt ‖pH] = 0. (218)
48
Proof of Proposition 5.7. Throughout this proof let p ∈ (0,∞), q ∈ (max{p, 2},∞). Note that
Proposition 5.6 shows that there exist a real number η ∈ [0,∞) and stochastic processes O : [0, T ]×
Ω → H̺, O˜n : [0, T ] × Ω → Pn(H), n ∈ N, and On : [0, T ] × Ω → Pn(H), n ∈ N, with continuous
sample paths which satisfy for all n ∈ N, t ∈ [0, T ] that
[Ot]P,B(H) =
∫ t
0
e(t−s)A dWs, [O˜nt ]P,B(H) =
∫ t
0
Pn e
(t−s)A dWs, (219)
Ont = O˜nt + Pn etAξ −
∫ t
0
e(t−s)(A−η) η (O˜ns + Pn esAξ) ds, (220)
P
(
lim sup
m→∞
sup
s∈[0,T ]
‖(Os + esAξ)− (O˜ms + Pm esAξ)‖H̺ = 0
)
= 1, (221)
P
(
X nt = Pn etAξ+
t
∫
0
Pn e
(t−s)A
1{‖Xn
⌊s⌋hn
‖H̺+‖O˜n⌊s⌋hn+Pn e
⌊s⌋hn
Aξ‖H̺≤|hn|−χ} F
(X n⌊s⌋hn) ds+O˜nt
)
= 1, (222)
and
lim sup
m→∞
E
[∫ T
0
e
∫ T
s q φ(O
m
⌊u⌋hm
) du
max
{
1, |Φ(Om⌊s⌋hm )|
q/2, ‖Oms ‖qH , ∫T0 ‖O˜mu + Pm euAξ‖2q+2qϑH̺ du
}
ds
]
+ lim sup
m→∞
sup
s∈[0,T ]
E[‖Oms ‖qH ] <∞. (223)
In addition, observe that the fact that η ∈ [0,∞) and the assumption that ∀n ∈ N, v, w ∈
Pn(H) : 〈v, PnF (v + w)〉H ≤ φ(w)‖v‖2H + ϕ‖v‖2H1/2 +Φ(w) establish that for all n ∈ N, v, w ∈ Pn(H)
it holds that
〈v, PnF (v + w)〉H ≤ φ(w)‖v‖2H + ϕ‖(η − A)1/2v‖2H + Φ(w). (224)
Combining this, the fact that (1−α−ρ)/(1+2ϑ) ≥ (2̺−ρ)/(1+2ϑ) ≥ (2̺−2ρ)/(2+2ϑ) = (̺−ρ)/(1+ϑ), the fact that
∀ t ∈ [0, T ] : P(Xt =
∫ t
0
e(t−s)A F (Xs) ds + Ot + etAξ) = 1, and (219)–(223) with (iii) in Theorem 3.5
(with H = H , H = {ek ∈ H : k ∈ N}, η = η, θ = θ, κ = 0, A = A, ϕ = ϕ, α = α, ρ = ρ, ̺ = ̺,
ϑ = ϑ, T = T , χ = χ, p = q, F = F , φ = φ, Φ = Φ, (Hn)n∈N = ({ek ∈ H : k ∈ {1, 2, . . . , n}})n∈N,
(Pn)n∈N = (Pn)n∈N, (hn)n∈N = (hn)n∈N, (On)n∈N = ([0, T ]×Ω ∋ (t, ω) 7→ Ont (ω) ∈ H̺)n∈N, (X n)n∈N =
([0, T ] × Ω ∋ (t, ω) 7→ X nt (ω) ∈ H̺)n∈N, (On)n∈N = ([0, T ] × Ω ∋ (t, ω) 7→ (O˜nt (ω) + Pn etAξ) ∈
Pn(H))n∈N, X = X , O = ([0, T ]× Ω ∋ (t, ω) 7→ (Ot(ω) + etAξ) ∈ H̺), q = p in the notation of (iii)
in Theorem 3.5) completes the proof of Proposition 5.7.
6 Examples
In this section we demonstrate how Proposition 5.7 can be applied to stochastic Burgers and stochastic
Allen-Cahn equations (see Corollary 6.6 and Corollary 6.11 below).
6.1 Stochastic Burgers equations
6.1.1 Setting
Consider the notation in Subsection 1.1, let c1 ∈ R, T, c0 ∈ (0,∞), ̺ ∈ (1/8, 1/4), χ ∈ (0, /̺2 − 1/16],
(H, 〈·, ·〉H , ‖·‖H) = (L2(λ(0,1);R), 〈·, ·〉L2(λ(0,1);R), ‖·‖L2(λ(0,1);R)), let (en)n∈N : N → H be the function
which satisfies for all n ∈ N that en = [(
√
2 sin(nπx))x∈(0,1)]λ(0,1) ,B(R), let A : D(A) ⊆ H → H be the
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linear operator which satisfies D(A) = {v ∈ H : ∑∞k=1 k4|〈ek, v〉H|2 < ∞} and ∀ v ∈ D(A) : Av =
−c0π2
∑∞
k=1 k
2〈ek, v〉Hek, let (Hr, 〈·, ·〉Hr , ‖·‖Hr), r ∈ R, be a family of interpolation spaces asso-
ciated to −A, let ξ ∈ H1/2, let F : H1/8 → H−1/2, (Pn)n∈N : N → L(H), and (hn)n∈N : N → (0, T ]
be functions which satisfy for all v ∈ H1/8, n ∈ N that F (v) = c1(v2)′, Pn(v) =
∑n
k=1〈ek, v〉Hek,
and lim supm→∞ hm = 0, let (Ω,F ,P) be a probability space, let (Wt)t∈[0,T ] be an IdH-cylindrical
(Ω,F ,P)-Wiener process, and let X n,On : [0, T ]×Ω→ Pn(H), n ∈ N, be stochastic processes which
satisfy for all n ∈ N, t ∈ [0, T ] that [Ont ]P,B(H) =
∫ t
0
Pn e
(t−s)A dWs and
P
(
X nt = Pn etAξ+
t
∫
0
Pn e
(t−s)A
1{‖Xn
⌊s⌋hn
‖H̺+‖On⌊s⌋hn+Pn e
⌊s⌋hn
Aξ‖H̺≤|hn|−χ} F
(X n⌊s⌋hn) ds+Ont
)
= 1. (225)
6.1.2 Properties of the nonlinearity
In this subsection we establish a few elementary properties of the function F in Subsection 6.1.1
above, see Lemmas 6.3–6.4 below. For the proof of these properties we present two elementary and
well-known facts in Lemmas 6.1–6.2 below. See, e.g., Section 4 in Jentzen, Kloeden, & Winkel [30]
for the next result, Lemma 6.1.
Lemma 6.1. Assume the setting in Subsection 6.1.1. Then it holds for all v ∈ H1/2 that ‖v‖H1/2 =√
c0‖v′‖H .
Proof of Lemma 6.1. Note that integration by parts proves for all v ∈ H1 that
‖v‖2H1/2 = ‖(−A)
1/2v‖2H = 〈(−A)1/2v, (−A)1/2v〉H = −〈v, Av〉H
= −c0〈v, v′′〉H = c0〈v′, v′〉H = c0‖v′‖2H .
(226)
The fact that H1 ⊆ H1/2 is dense in H1/2 and the fact that (H1/2 ∋ v 7→ v′ ∈ H) ∈ L(H1/2, H) thus
complete the proof of Lemma 6.1.
Cf., e.g., Lemma 4.7 in Blo¨mker & Jentzen [2] for the next lemma.
Lemma 6.2. Assume the setting in Subsection 6.1.1. Then it holds that
sup
v∈H\{0}
‖v′‖H−1/2
‖v‖H = (c0)
−1/2. (227)
Proof of Lemma 6.2. Observe that, e.g., (iii) in Lemma 3.10 in Jacobe de Naurois et al. [12] and
Lemma 6.1 show that
sup
v∈H\{0}
‖v′‖H−1/2
‖v‖H = supv∈H\{0} supw∈H1/2\{0}
|〈v′, w〉H|
‖v‖H‖w‖H1/2
= sup
w∈H1/2\{0}
sup
v∈H\{0}
|〈v, w′〉H |
‖v‖H‖w‖H1/2
= sup
w∈H1/2\{0}
‖w′‖H
‖w‖H1/2
= (c0)
−1/2.
(228)
The proof of Lemma 6.2 is thus completed.
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The next simple lemma is a slight modification of Lemma 5.7 in Blo¨mker & Jentzen [2].
Lemma 6.3. Assume the setting in Subsection 6.1.1 and let v, w ∈ H1/2. Then it holds that F (v+w) ∈
H and ∣∣〈v, F (v + w)〉H∣∣ ≤ max {2|c1|2c0 , 4}‖v‖2H[supx∈(0,1) |w(x)|2]+ 34‖v‖2H1/2
+max
{ 2|c1|2
c0
, 4
}[
1 + supx∈(0,1) |w(x)|max{2|c1|
2/c0,4}]. (229)
Proof of Lemma 6.3. Observe that, e.g., Lemma 4.5 in Jentzen & Pusˇnik [32] ensures for all u ∈ H1/2
that F (u) ∈ H . Next note that integration by parts and, e.g., again Lemma 4.5 in Jentzen &
Pusˇnik [32] yield that
3 〈v′, v2〉H = 2 〈v · v′, v〉H + 〈v′, v2〉H = 〈(v2)′, v〉H + 〈v′, v2〉H
= −〈v2, v′〉H + 〈v′, v2〉H = 0.
(230)
Applying integration by parts again hence shows that
〈v, F (v + w)〉H = c1〈v, [(v + w)2]′〉H = −c1〈v′, (v + w)2〉H
= −c1〈v′, v2〉H − 2 c1〈v′, v · w〉H − c1〈v′, w2〉H
= −2 c1〈v′, v · w〉H − c1〈v′, w2〉H .
(231)
This, the Cauchy-Schwartz inequality, the fact that ∀ a, b ∈ R, ε ∈ (0,∞) : 2ab ≤ εa2 + b2
ε
, and
Lemma 6.1 prove that∣∣〈v, F (v + w)〉H∣∣ ≤ 2 |c1|‖v′‖H‖v · w‖H + |c1|‖v′‖H‖w2‖H
≤ c0
2
‖v′‖2H + 2|c1|
2
c0
‖v · w‖2H + c04 ‖v′‖2H + |c1|
2
c0
‖w2‖2H
≤ 2|c1|2
c0
‖v‖2H
[
supx∈(0,1) |w(x)|2
]
+ 3c0
4
‖v′‖2H + |c1|
2
c0
[
supx∈(0,1) |w(x)|4
]
= 2|c1|
2
c0
‖v‖2H
[
supx∈(0,1) |w(x)|2
]
+ 3
4
‖v‖2H1/2 +
|c1|2
c0
[
supx∈(0,1) |w(x)|4
]
≤ max{2|c1|2
c0
, 4
}‖v‖2H[supx∈(0,1) |w(x)|2]+ 34‖v‖2H1/2
+max
{2|c1|2
c0
, 4
}[
1 + supx∈(0,1) |w(x)|max{2|c1|
2/c0,4}].
(232)
The proof of Lemma 6.3 is thus completed.
Lemma 6.4. Assume the setting in Subsection 6.1.1 and let v, w ∈ H1/8. Then it holds that F ∈
C(H1/8, H−1/2) and
‖F (v)− F (w)‖H−1/2
≤ |c1||c0|−1/2
[
sup
u∈H1/8\{0}
‖u‖2L4(λ(0,1) ;R)
‖u‖2H1/8
] (
1 + ‖v‖H1/8 + ‖w‖H1/8
) ‖v − w‖H1/8 <∞. (233)
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Proof of Lemma 6.4. Observe that the fact that v2, w2 ∈ H and Lemma 6.2 establish that
‖(v2)′ − (w2)′‖H−1/2 ≤ |c0|−
1/2‖v2 − w2‖H
≤ |c0|−1/2‖v + w‖L4(λ(0,1) ;R)‖v − w‖L4(λ(0,1);R)
≤ |c0|−1/2
[
sup
u∈H1/8\{0}
‖u‖L4(λ(0,1);R)
‖u‖H1/8
]2
‖v + w‖H1/8 ‖v − w‖H1/8
≤ |c0|−1/2
[
sup
u∈H1/8\{0}
‖u‖2L4(λ(0,1);R)
‖u‖2H1/8
] (
1 + ‖v‖H1/8 + ‖w‖H1/8
) ‖v − w‖H1/8 .
(234)
This shows that
‖F (v)− F (w)‖H−1/2 =
∥∥c1((v2)′ − (w2)′)∥∥H−1/2
≤ |c1||c0|−1/2
[
sup
u∈H1/8\{0}
‖u‖2L4(λ(0,1) ;R)
‖u‖2H1/8
] (
1 + ‖v‖H1/8 + ‖w‖H1/8
) ‖v − w‖H1/8 . (235)
Next note that the Sobolev embedding theorem yields that
sup
u∈H1/8\{0}
‖u‖2L4(λ(0,1) ;R)
‖u‖2H1/8
<∞. (236)
Inequality (235) hence completes the proof of Lemma 6.4.
6.1.3 Strong convergence
Corollary 6.5. Assume the setting in Subsection 6.1.1 and let X : [0, T ] × Ω → H̺ be a stochas-
tic process with continuous sample paths which satisfies for all t ∈ [0, T ] that [Xt]P,B(H) = [etAξ +
∫ t0 e(t−s)A F (Xs) ds]P,B(H) +
∫ t
0
e(t−s)A dWs. Then it holds for all p ∈ (0,∞) that
lim sup
n→∞
sup
t∈[0,T ]
E
[‖Xt − X nt ‖pH] = 0. (237)
Proof of Corollary 6.5. Throughout this proof let (P˜n)n∈N : N → L(H−1) be the function which
satisfies for all n ∈ N, v ∈ H that P˜n(v) = Pn(v) and let φ,Φ: H1 → [0,∞) be the func-
tions which satisfy for all v ∈ H1 that φ(v) = max
{ 2|c1|2
c0
, 4
}[
1 + supx∈(0,1) |v(x)|2
]
and Φ(v) =
max
{2|c1|2
c0
, 4
}[
1 + supx∈(0,1) |v(x)|max{2|c1|
2/c0,4}
]
. Next note that Lemma 6.3 proves for all n ∈ N,
v, w ∈ P˜n(H) = Pn(H) that
〈v, P˜nF (v + w)〉H = 〈v, F (v + w)〉H ≤ φ(w)‖v‖2H + 34‖v‖2H1/2 + Φ(w). (238)
Furthermore, Lemma 6.4 ensures that for all n ∈ N, v, w ∈ P˜n(H) it holds that F ∈ C(H1/8, H−1/2)
and
‖F (v)− F (w)‖H−1/2
≤ |c1||c0|−1/2
[
sup
u∈H1/8\{0}
‖u‖2L4(λ(0,1) ;R)
‖u‖2H1/8
] (
1 + ‖v‖H1/8 + ‖w‖H1/8
) ‖v − w‖H1/8 <∞. (239)
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Combining (238)–(239) and Proposition 5.7 (with T = T , c0 = c0, γ = max{2|c1|2/c0, 4}, θ = 1 +
|c1||c0|−1/2[supu∈H1/8\{0} ‖u‖
2
L4(λ(0,1);R)
/‖u‖2H1/8 ], ϑ = 1, α =
1/2, ϕ = 3/4, ρ = 1/8, ̺ = ̺, χ = χ, ξ = ξ,
F = F |H̺, (Pn)n∈N = (P˜n)n∈N, (hn)n∈N = (hn)n∈N, φ = φ, Φ = Φ, (X n)n∈N = (X n)n∈N, (On)n∈N =
(On)n∈N, X = X in the notation of Proposition 5.7) completes the proof of Corollary 6.5.
The next result, Corollary 6.6 below, is a direct consequence of Corollary 6.5. It establishes strong
convergence for the stochastic Burgers equation, also see Remark 6.7 below.
Corollary 6.6. Consider the notation in Subsection 1.1, let T ∈ (0,∞), ̺ ∈ (1/8, 1/4), χ ∈ (0, /̺2 −
1/16], (H, 〈·, ·〉H , ‖·‖H) = (L2(λ(0,1);R), 〈·, ·〉L2(λ(0,1);R), ‖·‖L2(λ(0,1) ;R)), let A : D(A) ⊆ H → H be the
Laplace operator with Dirichlet boundary conditions on H, let (Hr, 〈·, ·〉Hr , ‖·‖Hr), r ∈ R, be a family
of interpolation spaces associated to −A, let ξ ∈ H1/2, let F : H1/8 → H−1/2, (en)n∈N : N → H,
(Pn)n∈N : N→ L(H), and (hn)n∈N : N→ (0, T ] be functions which satisfy for all v ∈ H1/8, n ∈ N that
F (v) = −1
2
(v2)′, en = [(
√
2 sin(nπx))x∈(0,1)]λ(0,1) ,B(R), Pn(v) =
∑n
k=1〈ek, v〉Hek, and lim supm→∞ hm =
0, let (Ω,F ,P) be a probability space, let (Wt)t∈[0,T ] be an IdH-cylindrical (Ω,F ,P)-Wiener process,
let X n,On : [0, T ] × Ω → Pn(H), n ∈ N, be stochastic processes, let X : [0, T ] × Ω → H̺ be a
stochastic process with continuous sample paths, and assume for all n ∈ N, t ∈ [0, T ] that [Xt]P,B(H) =
[etAξ + ∫ t0 e(t−s)A F (Xs) ds]P,B(H) +
∫ t
0
e(t−s)A dWs, [Ont ]P,B(H) =
∫ t
0
Pn e
(t−s)A dWs, and
P
(
X nt = Pn etAξ+
t
∫
0
Pn e
(t−s)A
1{‖Xn
⌊s⌋hn
‖H̺+‖On⌊s⌋hn+Pn e
⌊s⌋hn
Aξ‖H̺≤|hn|−χ} F
(X n⌊s⌋hn) ds+Ont
)
= 1. (240)
Then it holds for all p ∈ (0,∞) that
lim sup
n→∞
sup
t∈[0,T ]
E
[‖Xt − X nt ‖pH] = 0. (241)
Remark 6.7. Consider the setting in Corollary 6.6. Roughly speaking, Corollary 6.6 demonstrates
that the full-discrete explicit numerical approximation scheme described by (240) converges strongly
to a mild solution process of the stochastic Burgers equation
∂
∂t
Xt(x) =
∂2
∂x2
Xt(x)−Xt(x) · ∂∂xXt(x) + ∂∂tWt(x) (242)
with X0(x) = ξ(x) and Xt(0) = Xt(1) = 0 for t ∈ [0, T ], x ∈ (0, 1) (cf., e.g., Da Prato, Debussche, &
Temam [9, Section 1]).
6.2 Stochastic Allen-Cahn equations
6.2.1 Setting
Consider the notation in Subsection 1.1, let c1 ∈ R, c0, c2, T ∈ (0,∞), ̺ ∈ (1/6, 1/4), χ ∈ (0, /̺3− 1/18],
(H, 〈·, ·〉H , ‖·‖H) = (L2(λ(0,1);R), 〈·, ·〉L2(λ(0,1);R), ‖·‖L2(λ(0,1);R)), let (en)n∈N : N → H be the function
which satisfies for all n ∈ N that en = [(
√
2 sin(nπx))x∈(0,1)]λ(0,1) ,B(R), let A : D(A) ⊆ H → H be the
linear operator which satisfies D(A) = {v ∈ H : ∑∞k=1 k4|〈ek, v〉H|2 < ∞} and ∀ v ∈ D(A) : Av =
−c0π2
∑∞
k=1 k
2〈ek, v〉Hek, let (Hr, 〈·, ·〉Hr , ‖·‖Hr), r ∈ R, be a family of interpolation spaces asso-
ciated to −A, let ξ ∈ H1/2, let F : H1/6 → H , (Pn)n∈N : N → L(H), and (hn)n∈N : N → (0, T ] be
functions which satisfy for all v ∈ H1/6, n ∈ N that F (v) = c1v − c2v3, Pn(v) =
∑n
k=1〈ek, v〉Hek,
and lim supm→∞ hm = 0, let (Ω,F ,P) be a probability space, let (Wt)t∈[0,T ] be an IdH-cylindrical
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(Ω,F ,P)-Wiener process, and let X n,On : [0, T ]×Ω→ Pn(H), n ∈ N, be stochastic processes which
satisfy for all n ∈ N, t ∈ [0, T ] that [Ont ]P,B(H) =
∫ t
0
Pn e
(t−s)A dWs and
P
(
X nt = Pn etAξ+
t
∫
0
Pn e
(t−s)A
1{‖Xn
⌊s⌋hn
‖H̺+‖On⌊s⌋hn+Pn e
⌊s⌋hn
Aξ‖H̺≤|hn|−χ} F
(X n⌊s⌋hn) ds+Ont
)
= 1. (243)
6.2.2 Properties of the nonlinearity
In the results in this subsection, Lemmas 6.8–6.9 below, we collect a few elementary properties of the
function F in Subsection 6.2.1 above.
Lemma 6.8. Assume the setting in Subsection 6.2.1 and let r ∈ (1/4,∞), v, w ∈ Hr. Then
〈v, F (v + w)〉H ≤ max
{
6, c1 + |c1|2 + |c2|2
}[‖v‖2H + 1 + supx∈(0,1) |w(x)|max{6,c1+|c1|2+|c2|2}]. (244)
Proof of Lemma 6.8. Note that the fact that ∀ a, b ∈ R : a2+3ab+3b2 ≥ 0 and the Cauchy-Schwartz
inequality ensure that
〈v, F (v + w)〉H =
〈
v, c1(v + w)− c2(v + w)3
〉
H
= c1‖v‖2H + c1 〈v, w〉H − c2
〈
v, (v + w)3
〉
H
= c1‖v‖2H + c1 〈v, w〉H − c2
∫ 1
0
[v(x)]2
(
[v(x)]2 + 3 v(x)w(x) + 3 [w(x)]2
)
+ v(x)[w(x)]3 dx
≤ c1‖v‖2H + c1 〈v, w〉H − c2
∫ 1
0
v(x)[w(x)]3 dx
≤ c1‖v‖2H + |c1|‖v‖H‖w‖H + c2‖v‖H‖w3‖H .
(245)
The fact that ∀ a, b ∈ R : ab ≤ a2 + b2 and the fact that ∀ a ∈ R, b ∈ [1,∞) : a ≤ 1 + |a|b hence prove
that
〈v, F (v + w)〉H ≤ c1‖v‖2H + |c1|2‖v‖2H + ‖w‖2H + |c2|2‖v‖2H + ‖w3‖2H
≤ (c1 + |c1|2 + |c2|2)‖v‖2H +
[
supx∈(0,1) |w(x)|2
]
+
[
supx∈(0,1) |w(x)|6
]
≤ (c1 + |c1|2 + |c2|2)‖v‖2H + 2
(
1 + supx∈(0,1) |w(x)|max{6,c1+|c1|
2+|c2|2})
≤ max{6, c1 + |c1|2 + |c2|2}[‖v‖2H + 1 + supx∈(0,1) |w(x)|max{6,c1+|c1|2+|c2|2}].
(246)
The proof of Lemma 6.8 is thus completed.
Lemma 6.9. Assume the setting in Subsection 6.2.1 and let v, w ∈ H1/6. Then it holds that F ∈
C(H1/6, H) and
‖F (v)− F (w)‖H
≤
(
|c1|
(c0π2)
1/6
+ 2 c2
[
sup
u∈H1/6\{0}
‖u‖3L6(λ(0,1);R)
‖u‖3H1/6
])(
1 + ‖v‖2H1/6 + ‖w‖
2
H1/6
) ‖v − w‖H1/6 <∞. (247)
Proof of Lemma 6.9. First, observe that
‖v − w‖H ≤ ‖(−A)−1/6‖L(H)‖v − w‖H1/6 = (c0π2)
−1/6‖v − w‖H1/6
≤ (c0π2)−1/6
(
1 + ‖v‖2H1/6 + ‖w‖
2
H1/6
)‖v − w‖H1/6 . (248)
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In addition, note that Ho¨lder’s inequality implies that
‖v3 − w3‖H = ‖(v − w) · (v2 + v · w + w2)‖L2(λ(0,1);R)
≤ ‖v − w‖L6(λ(0,1) ;R)‖v2 + v · w + w2‖L3(λ(0,1);R)
≤ ‖v − w‖L6(λ(0,1) ;R)
(‖v‖2L6(λ(0,1);R) + ‖v‖L6(λ(0,1);R)‖w‖L6(λ(0,1);R) + ‖w‖2L6(λ(0,1) ;R))
≤ 2 ‖v − w‖L6(λ(0,1);R)
(‖v‖2L6(λ(0,1) ;R) + ‖w‖2L6(λ(0,1);R))
≤ 2
[
sup
u∈H1/6\{0}
‖u‖3L6(λ(0,1) ;R)
‖u‖3H1/6
] (
1 + ‖v‖2H1/6 + ‖w‖
2
H1/6
) ‖v − w‖H1/6 .
(249)
Combining this with (248) shows that
‖F (v)− F (w)‖H = ‖c1(v − w)− c2(v3 − w3)‖H ≤ |c1|‖v − w‖H + c2‖v3 − w3‖H
≤
(
|c1|
(c0π2)
1/6
+ 2 c2
[
sup
u∈H1/6\{0}
‖u‖3L6(λ(0,1);R)
‖u‖3H1/6
])(
1 + ‖v‖2H1/6 + ‖w‖
2
H1/6
) ‖v − w‖H1/6 . (250)
Furthermore, observe that the Sobolev embedding theorem proves that
sup
u∈H1/6\{0}
‖u‖3L6(λ(0,1) ;R)
‖u‖3H1/6
<∞. (251)
This and (250) establish (247). The proof of Lemma 6.9 is thus completed.
6.2.3 Strong convergence
Corollary 6.10. Assume the setting in Subsection 6.2.1 and let X : [0, T ] × Ω → H̺ be a stochas-
tic process with continuous sample paths which satisfies for all t ∈ [0, T ] that [Xt]P,B(H) = [etAξ +
∫ t0 e(t−s)A F (Xs) ds]P,B(H) +
∫ t
0
e(t−s)A dWs. Then it holds for all p ∈ (0,∞) that
lim sup
n→∞
sup
t∈[0,T ]
E
[‖Xt − X nt ‖pH] = 0. (252)
Proof of Corollary 6.10. Throughout this proof let (P˜n)n∈N : N → L(H−1) be the function which
satisfies for all n ∈ N, v ∈ H that P˜n(v) = Pn(v) and let φ,Φ: H1 → [0,∞) be the functions
which satisfy for all v ∈ H1 that φ(v) = max{6, c1 + |c1|2 + |c2|2}
[
1 + supx∈(0,1) |v(x)|2
]
and Φ(v) =
max{6, c1 + |c1|2 + |c2|2}
[
1 + supx∈(0,1) |v(x)|max{6,c1+|c1|2+|c2|2}
]
. Observe that Lemma 6.8 ensures for
all n ∈ N, v, w ∈ P˜n(H) = Pn(H) that
〈v, P˜nF (v + w)〉H = 〈v, F (v + w)〉H ≤ φ(w)‖v‖2H + Φ(w). (253)
In addition, Lemma 6.9 shows that for all n ∈ N, v, w ∈ P˜n(H) it holds that F ∈ C(H1/6, H) and
‖F (v)− F (w)‖H
≤
(
|c1|
(c0π2)
1/6
+ 2 c2
[
sup
u∈H1/6\{0}
‖u‖3L6(λ(0,1);R)
‖u‖3H1/6
])(
1 + ‖v‖2H1/6 + ‖w‖
2
H1/6
) ‖v − w‖H1/6 <∞. (254)
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Combining (253)–(254) with Proposition 5.7 (with T = T , c0 = c0, γ = max{6, c1 + |c1|2 + |c2|2},
θ = |c1|/(c0π2)1/6+2 c2[supu∈H1/6\{0}
‖u‖3
L6(λ(0,1);R)
/‖u‖3H1/6 ], ϑ = 2, α = 0, ϕ = 0, ρ =
1/6, ̺ = ̺, χ = χ, ξ = ξ,
F = F |H̺, (Pn)n∈N = (P˜n)n∈N, (hn)n∈N = (hn)n∈N, φ = φ, Φ = Φ, (X n)n∈N = (X n)n∈N, (On)n∈N =
(On)n∈N, X = X in the notation of Proposition 5.7) completes the proof of Corollary 6.10.
The next result, Corollary 6.11 below, proves strong convergence for the stochastic Allen-Cahn
equation, also see Remark 6.12 below. Corollary 6.11 follows immediately from Corollary 6.10 above.
Corollary 6.11. Consider the notation in Subsection 1.1, let T ∈ (0,∞), ̺ ∈ (1/6, 1/4), χ ∈
(0, /̺3 − 1/18], (H, 〈·, ·〉H , ‖·‖H) = (L2(λ(0,1);R), 〈·, ·〉L2(λ(0,1) ;R), ‖·‖L2(λ(0,1) ;R)), let A : D(A) ⊆ H → H
be the Laplace operator with Dirichlet boundary conditions on H, let (Hr, 〈·, ·〉Hr , ‖·‖Hr), r ∈ R, be
a family of interpolation spaces associated to −A, let ξ ∈ H1/2, let F : H1/6 → H, (en)n∈N : N → H,
(Pn)n∈N : N→ L(H), and (hn)n∈N : N→ (0, T ] be functions which satisfy for all v ∈ H1/6, n ∈ N that
F (v) = v−v3, en = [(
√
2 sin(nπx))x∈(0,1)]λ(0,1) ,B(R), Pn(v) =
∑n
k=1〈ek, v〉Hek, and lim supm→∞ hm = 0,
let (Ω,F ,P) be a probability space, let (Wt)t∈[0,T ] be an IdH-cylindrical (Ω,F ,P)-Wiener process,
let X n,On : [0, T ] × Ω → Pn(H), n ∈ N, be stochastic processes, let X : [0, T ] × Ω → H̺ be
a stochastic process with continuous sample paths, and assume for all n ∈ N, t ∈ [0, T ] that
[Xt]P,B(H) = [etAξ + ∫ t0 e(t−s)A F (Xs) ds]P,B(H) +
∫ t
0
e(t−s)A dWs, [Ont ]P,B(H) =
∫ t
0
Pn e
(t−s)A dWs, and
P
(
X nt = Pn etAξ+
t
∫
0
Pn e
(t−s)A
1{‖Xn
⌊s⌋hn
‖H̺+‖On⌊s⌋hn+Pn e
⌊s⌋hn
Aξ‖H̺≤|hn|−χ} F
(X n⌊s⌋hn) ds+Ont
)
= 1. (255)
Then it holds for all p ∈ (0,∞) that
lim sup
n→∞
sup
t∈[0,T ]
E
[‖Xt − X nt ‖pH] = 0. (256)
Remark 6.12. Consider the setting in Corollary 6.11. Roughly speaking, Corollary 6.11 reveals that
the full-discrete explicit numerical approximation scheme described by (255) converges strongly to a
mild solution process of the stochastic Allen-Cahn equation
∂
∂t
Xt(x) =
∂2
∂x2
Xt(x) +Xt(x)− [Xt(x)]3 + ∂∂tWt(x) (257)
with X0(x) = ξ(x) and Xt(0) = Xt(1) = 0 for x ∈ (0, 1), t ∈ [0, T ] (cf., e.g., Kova´cs, Larsson, &
Lindgren [37, Section 1]).
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