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We compute from first principles the effective interaction parameters appropriate for a low-energy description
of the rare-earth nickelate LuNiO3 involving the partially occupied eg states only. The calculation uses the
constrained random-phase approximation and reveals that the effective on-site Coulomb repulsion is strongly
reduced by screening effects involving the oxygen-p and nickel-t2g states. The long-range component of the
effective low-energy interaction is also found to be sizeable. As a result, the effective on-site interaction between
parallel-spin electrons is reduced down to a small negative value. This validates effective low-energy theories
of these materials proposed earlier. Electronic structure methods combined with dynamical mean-field theory
are used to construct and solve an appropriate low-energy model and explore its phase diagram as a function
of the on-site repulsion and Hund’s coupling. For the calculated values of these effective interactions we find,
in agreement with experiments, that LuNiO3 is a metal without disproportionation of the eg occupancy when
considered in its orthorhombic structure, while the monoclinic phase is a disproportionated insulator.
I. INTRODUCTION
The interplay between the atomic physics and strong co-
valent bonding in transition-metal oxides (TMO) results in a
variety of fascinating phenomena1. The energy scale spanned
by the hybridized states formed by the d orbitals of the tran-
sition metal and the p states of oxygen is typically of order
10 eV. However, it is often useful for physical understanding
to use a “low-energy” description in which only a subset of the
metal-oxygen antibonding states is retained, namely the par-
tially occupied states in proximity to the Fermi level. Those
usually span a narrower energy window of a few electron-
Volts. Going over from the full high-energy description to
a low-energy model allows one to reduce the dimension of the
Hilbert space considerably, and quite often provides physical
insight into the behavior of a material. This is particularly rel-
evant to late transition-metal oxides involving antibonding eg
orbitals, as exemplified by the Zhang-Rice single-band picture
of cuprates2.
A price to pay for this simplification is the renormaliza-
tion of interaction parameters when high energy states are
integrated out. These renormalizations can be large, and
evaluating the proper values of low-energy interactions is a
challenging problem of great practical importance. In all
TMOs, an important interaction is the Coulomb repulsion Udd
between localized, atomic-like, d states of the TM cation.
In late TMOs, however, the energy scale relevant for low-
energy states is the charge-transfer energy, which can be much
smaller3 than Udd.
A class of materials in which this issue is particularly rel-
evant is the family of rare-earth nickelates, RNiO3. These
materials have a very large degree of covalency between the
Ni and O states4. This may result in the charge-transfer en-
ergy being very small in magnitude and possibly negative5–9,
leading to the appearance of holes on ligand (oxygen) states
in the ground-state10. A direct confirmation of the presence of
ligand holes has been recently provided by X-ray absorption
and resonant inelastic X-ray scattering experiments11.
The metal-insulator transition (MIT) of the RNiO3 series
is accompanied by a structural transition from the high-T or-
thorhombic structure to a low-T monoclinic structure. In the
latter, the uniform octahedra of the orthorhombic structure
distort into a set of compressed octahedra with short Ni-O
bonds (SB) and a set of expanded octahedra with long bonds
(LB). A qualitative, somewhat extreme, picture of the low-T
phase8,12 is to assign the configuration d8 to the Ni sites of
the LB octahedra and d8L
2
(with two ligand holes delocal-
ized on neighboring oxygens) to the SB octahedra. This is in
contrast to the nominal valence Ni-d7 suggested by a naive
counting in the ionic limit (withR3+, O2−) so that the picture
above can be summarized as d7 + d7 → d8 + d8L2. Corre-
spondingly, in this extreme picture, the LB sites would carry
a spin-1 magnetic moment, while the SB sites would carry
no magnetic moment (the Ni-moment being screened by the
oxygen holes12). Note that this disproportionation does not
necessarily correspond to a large amplitude charge ordering
since each oxygen actually belongs to both a SB and LB oc-
tahedron so that the average charge on each octahedron can
remain weakly modulated or even uniform.
Subedi et al.13 recently proposed a low-energy description
of the electronic structure of the RNiO3 series, involving only
the p−d hybridized antibonding states with eg symmetry close
to the Fermi level. In this description, the above dispropor-
tionation can be viewed as e1g + e
1
g → e2g + e0g (Fig. 1). Build-
ing on earlier ideas by Mazin et al.14, these authors showed
that such a disproportionation is favored by a strong reduc-
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2tion of the effective U acting on the low-energy eg states and
by a large value of the low-energy Hund’s coupling J . More
precisely, the monoclinic distortion splits the low-energy eg
states into two groups of states separated by a Peierls-like
energy gap ∆s (note that this gap opens at the energy cor-
responding to half-filling, and is hence not directly responsi-
ble for the transition into the insulating state of these nomi-
nally quarter-filled compounds). Using dynamical mean-field
theory (DMFT)15 in combination with density-functional cal-
culations, a U -J phase diagram was established for the low-
energy model, demonstrating that a disproportionated insulat-
ing phase is present in the range of coupling parameters where
the parallel-spin interaction Uσσ = U−3J is smaller than the
Peierls gap ∆s.
FIG. 1. Schematic picture of the disproportionation associated with
the metal-insulator transition for a two-site model consisting of a LB
site and a SB site. The energy of the LB site is lowered as compared
to that of the SB site by the Peierls energy ∆s. Each site carries
two eg orbitals. In the doubly occupied configuration, each orbital
is occupied by a single electron with parallel spins, in accordance
with Hund’s rules. An on-site interaction Uσσ between electrons
with parallel spins is considered, as well as an inter-site interaction
V σσ . In the atomic limit where hopping is neglected, the criterion
for stabilizing the disproportionated state e2g + e0g over the uniform
one e1g+e1g reads: Uσσ−V σσ < ∆s. The extension of this criterion
to a whole lattice in the presence of hopping is discussed in the main
text.
The low-energy picture of Subedi et al.13 is in good agree-
ment both with experiments (e.g. optical spectroscopy16,17)
and with earlier DMFT calculations including all Ni-d and
O-p states12. However, the question of whether the strongly
renormalized value of the effective low-energy interaction
Uσσ = U − 3J is indeed realistic remains widely open. A
first-principles calculation of these low-energy effective inter-
actions is obviously highly desirable. Furthermore, Ref.13 did
not consider the role of inter-site interactions, which are surely
induced when downfolding onto a low-energy model and are
known to be important in materials with electronic dispropor-
tionation or charge ordering. When the intersite interaction
V between the LB and SB sites is included, the more accurate
condition for charge disproportionation becomesUσσ−Vσσ <
∆s for the two-site case treated in the atomic limit, as depicted
in Fig. 1. For the full problem one needs to include hopping,
correctly treat the lattice connectivity, and also include the ef-
fect of long-range Coulomb interactions, which are important
in insulators. There is little experimental spectroscopic in-
formation on such long-range interactions. The aim of the
present article is to attempt a first-principles determination of
the appropriate low-energy parameters, and examine the phys-
ical consequences of the obtained values in light of the issues
discussed above.
The approach that we shall adopt is the constrained random-
phase approximation (cRPA)18. This method has proven suc-
cessful in calculating interaction parameters between elec-
trons in localized d or f states assumed to be screened by
more extended s and p states19–25. In this paper, we apply this
method to calculate the interaction parameters corresponding
to low-energy states of LuNiO3, which exhibits the largest dis-
tortion amongst the family of RNiO3. It is worth emphasizing
that such a system represents a true challenge to cRPA because
the contributions to screening come both from extended O-p,
with possible ligand holes, which are very close in energy to
the eg states and strongly hybridized, and also from localized
completely filled t2g states of the Ni ions.
In this paper we show that, despite these challenges, the
cRPA method is indeed able to produce the large renormal-
ization of the Coulomb repulsion U . We also show that Uσσ
is further effectively reduced due to intersite Coulomb inter-
actions down to values comparable to the Peierls gap ∆s,
hence establishing on firm grounds the low-energy descrip-
tion suggested previously13,14, with the additional twist of
large non-local interactions effectively renormalizing the lo-
cal ones. We calculate the phase diagram of LuNiO3 within
a combination of density-functional theory-based electronic
structure and dynamical mean-field theory (DFT+DMFT), in-
cluding the intersite interactions at a static mean-field level.
For the cRPA values of U , J and of the inter-site interac-
tions, our DFT+DMFT calculations yield a metallic state for
the orthorhombic phase and a disproportionated insulator for
the monoclinic one, in agreement with experiments.
This article is organized as follows. In Sec. II, we provide
an introduction to the electronic structure of LuNiO3 and to
the effective low-energy description in terms of eg states. In
Sec. III we implement the constrained random-phase approxi-
mation and compute the resulting ab initio interaction param-
eters. In Sec. IV, we summarize the ab initio construction of
the low-energy effective model and explore its phase diagram
within the DFT+DMFT framework for both the orthorhom-
bic and monoclinic phases, as a function of U and J . We
show that the cRPA-calculated values of these parameters cor-
respond to a location of each of the two structures in this phase
diagram which is physically consistent. Our results and find-
ings are briefly summarized and discussed in Sec. V.
II. ELECTRONIC STRUCTURE AND LOW-ENERGY
MODEL
The electronic structure of both the low-temperature mon-
oclinic (space group P21/n, see Fig. 2) and high-temperature
orthorhombic (Pbnm) phases of LuNiO3 have been calcu-
lated using the experimental lattice structures provided in
Ref. 26 (at T = 673K for Pbnm and T = 533K for P21/n).
The unit cells of both structures contain four formula units,
3Lu
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FIG. 2. LuNiO3 in the monoclinic phase. Oxygen atoms (red) form
distorted octahedra containing Ni (grey). This structure is interca-
lated with Lu atoms (turquoise). The short-bond (SB) and long-bond
(LB) octahedra are identified. The labels of the Ni atoms correspond
to the positions given in Table I.
but the monoclinic one differs by having two distinct types of
NiO6 octahedra, one with short Ni-O bonds and one with long
bonds corresponding to compressed and expanded octahedra.
For the reader’s convenience we list the fractional coordinates
of the Ni sites in the monoclinic cell in Table I.
TABLE I. Fractional coordinates and types of Ni sites in the mono-
clinic structure of LuNiO3. Ni1 and Ni2 are of the LB type and lie
diagonally across from each other, as do the SB sites Ni3 and Ni4.
Ni1 has as nearest neighbors 2 × Ni3 in the z direction and 4 × Ni4
in the x-y plane.
type X Y Z
Ni1 LB 12 0 0
Ni2 LB 0 12
1
2
Ni3 SB 12 0
1
2
Ni4 SB 0 12 0
In our density-functional-theory (DFT) calculations within
the local-density approximation (LDA) we have employed the
full-potential augmented-plain-wave (FLAPW) method as im-
plemented in the FLEUR package27,28. All calculations were
performed using a k-mesh consisting of 4× 4× 2 points.
The calculated low-energy band structure of monoclinic
LuNiO3 (Fig. 3) features a manifold of 8 eg bands in the range
of [-0.4:1.9] eV around the Fermi level, with the filled t2g
bands located below -0.7 eV in energy and, hence, well sep-
arated from the eg ones. We note that a small ‘Peierls gap’
∆DFTs ' 0.25 eV separates the eg bands into 2 sets of 4 bands
(except an isolated point U ), at an energy corresponding to
the nominal filling of two electrons per site (half-filling), i.e.
about +0.5 eV above the LDA Fermi level. The Peierls gap
originates from the existence of two types of sites in the dis-
torted monoclinic phase: LB sites are pushed down in energy
relative to the more covalent SB sites, for which the Ni d and
O p orbitals overlap more. The DFT band structure of the
orthorhombic phase is quite similar to that of the monoclinic
phase (see e.g. Fig. 1 of Ref. 13), apart from the fact that the
Peierls gap is of course closed in this case.
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FIG. 3. The band structure of the monoclinic phase of LuNiO3 for a
unit cell consisting of four formula units. The DFT bands are shown
in red and the band structure produced by the Wannier-basis low-
energy Hamiltonian is shown in blue. Within the numerical accuracy,
the Wannier bands are identical to the DFT eg bands. The Peierls gap
splits the set of 8 eg bands into two separated sets of 4 bands.
In order to construct the quadratic part of the low-energy
model, we downfold the states around the Fermi energy. A set
of maximally localized Wannier functions representing cor-
related eg states on Ni sites was constructed from the 8 eg
bands using the WANNIER90 package29. Given the absence of
entanglement between the eg bands and the rest of the elec-
tronic structure in LuNiO3, the projection from the space of
Kohn-Sham eg eigenstates onto the Wannier basis is simply a
unitary transformation. Hence, by diagonalizing the resulting
low-energy Wannier Hamiltonian, one reproduces the original
DFT bands, as shown in Fig. 3.
III. CONSTRAINED-RANDOM-PHASE APPROXIMATION
A. Method description
With the quadratic part of the low-energy Hamiltonian for
the eg states, we perform ab initio calculations of the cor-
responding interaction terms using the constrained random-
phase approximation (cRPA)18.
The main idea behind the cRPA is to write the effective in-
teractions suitable for a low-energy multi-band model as the
4matrix elements of a partially screened interaction in the cho-
sen localized basis. Calculations within the cRPA method
start from the evaluation of the bare (unscreened) Coulomb
vertex v. The partial polarization function Pr(ω) is then
calculated. This describes the screening of v within RPA
by including all particle-hole transitions except those within
the low-energy eg subspace, i.e., Pr(ω) = P (ω) − Peg (ω),
where P (ω) is the total polarization function and Peg (ω) is
the contribution of all transitions within the low-energy sub-
space. Processes within the low-energy subspace will be sub-
sequently treated explicitly by solving the low-energy Hamil-
tonian with more sophisticated many-body techniques beyond
the RPA, such as DMFT.
The partially screened frequency-dependent interaction is
obtained as Wr(ω) = v/ [1− Pr(ω)v]. The Hubbard inter-
actions are then obtained from matrix elements of the static
limit Wr(ω = 0) of this effective interaction. An important
advantage of the cRPA is its ability to easily treat intersite in-
teractions, as demonstrated in Refs. 30–32.
The cRPA procedure is unambiguously defined when a sub-
set of correlated states is separated from the rest of the bands,
as it is the case with the eg bands of LuNiO3. However, in
the case of an entanglement between correlated and uncor-
related bands one faces the problem of determining which
screened processes should be included in Pr(ω). The two
schemes that have been proposed to date to handle this issue,
disentanglement33 and projection34, both give identical results
in our case with Peg (ω) including all transitions within the eg
manifold, as the 8 eg bands are well separated from all other
bands.
In our calculations, the on-site and inter-site effective in-
teractions between Ni eg states are obtained using the cRPA
functionality of the SPEX code, a GW code based on the
FLEUR27 electronic structure package35. 800 Kohn-Sham
bands up to the energy cut-off of 140 eV were included
in P (ω) and, correspondingly, Pr(ω). In order to describe
correctly semicore and high-energy Kohn-Sham states we
extended the FLAPW basis by including additional local
orbitals36,37. Namely, we included local orbitals for the 3s,
4s, 5s, 3p, 4p, 5p, 3d, 4d, 4f and 5f shells of Ni; 2s, 3s, 2p,
3p, 3d, 4d, 4f and 5f shells of O; 5s, 6s, 7s, 5p, 6p, 7p, 5d,
6d, 4f , and 5f shells of Lu, as well as 6g and 7h shells on all
atoms.
B. cRPA Results for LuNiO3
Here we discuss the interaction parameters for the low-
energy models as obtained by cRPA. We consider only the
density-density interaction terms for parallel and anti-parallel
spins. Note that the coupling constants JX and JP , corre-
sponding respectively to the spin-flip and pair-hopping terms
can be obtained from the density-density terms under the as-
sumption of rotational invariance. All results are given in the
basis of the eight eg orbitals, ordered as z2 and x2 − y2 for
each of the four Ni sites as given above. The results for the
orthorhombic phase are given in Table II and those for the
monoclinic phase in Table III.
1. Orthorhombic LuNiO3
For the orthorhombic phase of LuNiO3, the average
density-density interaction between electrons with opposite
spins in the same orbital is found to be U = 1.65 eV, that
between opposite spins in different orbitals is U ′ = 0.99 eV.
The interaction between parallel spins in different orbitals is
the smallest, in accordance with Hund’s rule, being reduced
to Uσσ = U ′ − J = 0.66 eV. We observe that, despite the or-
thorhombic distortion, these parameters obey almost perfectly
the relation U ′ = U − 2J expected for a cubic system, with
U = 1.65 eV, J = 0.33 eV.
The average nearest-neighbor parallel-spin interaction V σσ1
is 0.42 eV, where the average is taken evenly over both
neighbors in the unit cell, comparable to the average on-site
parallel-spin interaction U ′ − J = 0.66 eV . Additionally, the
next-nearest-neighbor parallel-spin interaction V σσ2 can be es-
timated from e.g. Ni1 and Ni2 to be 0.30 eV.
2. Monoclinic LuNiO3
For the monoclinic phase we obtain for the averaged pa-
rameters U = 1.83 eV, U ′ = 1.09 eV and U ′ − J = 0.74 eV,
which is fairly consistent with the Kanamori parametrisation
for a cubic system with U = 1.83, J = 0.37 eV’s.
The on-site parallel-spin interaction Uσσ = U − 3J =
0.74 eV is again of a similar order of magnitude to the average
nearest-neighbor parallel-spin interaction V σσ1 = 0.44 eV. In
this case, due to the distortions in the structure, the average
needs to be weighted to account for the fact that Ni1 has 4 Ni4
atoms and 2 Ni3 atoms as neighbors. For the next-nearest-
neighbor interaction, we obtain V σσ2 = 0.31 eV.
3. Long-range nature of interactions
For both phases, we notice that the nearest-neighbor inter-
site interactions V1, for example between Ni1 and Ni3 and be-
tween Ni1 and Ni4, are found to be non-negligible. It must be
emphasized that the contributions to screening from particle-
hole transitions within the eg manifold of bands are excluded
in the cRPA procedure. Indeed, the effective interactions ob-
tained from cRPA are to be used in the low-energy effective
eg model, and further screening relies on the many-body treat-
ment of this model (e.g. with DMFT). As a result, the inter-
actions in the low-energy effective model are screened exclu-
sively by interband transitions, as in an insulator, and thus one
should expect significant long-range Coulomb interactions.
Indeed, the second nearest-neighbor interactions V2 are like-
wise quite large. Upon closer inspection, it is clear that the
interactions up to the second shell of neighbors decay as 1/R,
indicating that long-range interactions must be accounted for
to reach an accurate description of the physics of these ma-
terials. The situation is comparable to the recently studied
case of Sn/Si(111)30–32: there it was shown that the continuum
limit that allows to parametrize the interaction tail as V1R with
the nearest neighbor interaction V1 = −1V bare1 , with  the
5TABLE II.Umm′ for anti-parallel and parallel spins for orthorhombic LuNiO3. All values in eV. Two-index parameters are related to four-index
ones as Uσσ¯mm′ = Umm′mm′ , U
σσ
mm′ = Umm′mm′ − Umm′m′m.
Uσσ¯mm′ (anti-parallel spin)
Ni1, z2 Ni1, x2 − y2 Ni2, z2 Ni2, x2 − y2 Ni3, z2 Ni3, x2 − y2 Ni4, z2 Ni4, x2 − y2
1.77 0.99 0.32 0.30 0.62 0.43 0.39 0.42
0.99 1.54 0.30 0.27 0.43 0.33 0.40 0.45
0.32 0.30 1.77 0.99 0.39 0.40 0.62 0.43
0.30 0.27 0.99 1.54 0.42 0.45 0.43 0.33
0.62 0.43 0.39 0.42 1.77 0.99 0.32 0.30
0.43 0.33 0.40 0.45 0.99 1.54 0.30 0.27
0.39 0.40 0.62 0.43 0.32 0.30 1.77 0.99
0.42 0.45 0.43 0.33 0.30 0.27 0.99 1.54
Uσσmm′ (parallel spin)
Ni1, z2 Ni1, x2 − y2 Ni2, z2 Ni2, x2 − y2 Ni3, z2 Ni3, x2 − y2 Ni4, z2 Ni4, x2 − y2
0.00 0.66 0.32 0.30 0.59 0.42 0.38 0.41
0.66 0.00 0.30 0.27 0.42 0.33 0.39 0.42
0.32 0.30 0.00 0.66 0.38 0.39 0.59 0.42
0.30 0.27 0.66 0.00 0.41 0.42 0.42 0.33
0.59 0.42 0.38 0.41 0.00 0.66 0.32 0.30
0.42 0.33 0.39 0.42 0.66 0.00 0.30 0.27
0.38 0.39 0.59 0.42 0.32 0.30 0.00 0.66
0.41 0.42 0.42 0.33 0.30 0.27 0.66 0.00
TABLE III. Umm′ for anti-parallel and parallel spins for monoclinic LuNiO3. All values in eV. Two-index parameters are related to four-index
ones as Uσσ¯mm′ = Umm′mm′ , U
σσ
mm′ = Umm′mm′ − Umm′m′m.
Uσσ¯mm′ (anti-parallel spin)
Ni1, z2 Ni1, x2 − y2 Ni2, z2 Ni2, x2 − y2 Ni3, z2 Ni3, x2 − y2 Ni4, z2 Ni4, x2 − y2
1.73 1.07 0.32 0.31 0.63 0.46 0.39 0.44
1.07 1.88 0.31 0.29 0.45 0.37 0.43 0.50
0.32 0.31 1.73 1.07 0.39 0.42 0.63 0.46
0.31 0.29 1.07 1.88 0.44 0.50 0.45 0.37
0.63 0.45 0.39 0.44 1.82 1.12 0.32 0.31
0.46 0.37 0.42 0.50 1.12 1.89 0.31 0.29
0.39 0.43 0.63 0.45 0.32 0.31 1.82 1.12
0.44 0.50 0.46 0.37 0.31 0.29 1.12 1.89
Uσσmm′ (parallel spin)
Ni1, z2 Ni1, x2 − y2 Ni2, z2 Ni2, x2 − y2 Ni3, z2 Ni3, x2 − y2 Ni4, z2 Ni4, x2 − y2
0.00 0.74 0.32 0.31 0.60 0.45 0.38 0.43
0.74 0.00 0.31 0.29 0.45 0.37 0.42 0.48
0.32 0.31 0.00 0.74 0.38 0.42 0.60 0.45
0.31 0.29 0.74 0.00 0.43 0.48 0.45 0.37
0.60 0.45 0.38 0.43 0.00 0.83 0.32 0.31
0.45 0.37 0.42 0.48 0.83 0.00 0.31 0.29
0.38 0.42 0.60 0.45 0.32 0.31 0.00 0.82
0.43 0.48 0.45 0.37 0.31 0.29 0.82 0.00
macroscopic dielectric constant, is already reached at nearest
neighbor distances. Similarly, in graphene, the long-range tail
of the interactions was argued to be responsible for the nec-
essary screening to prevent the system from becoming a Mott
insulator38. More generally, the effects of non-local interac-
tions in correlated materials and models thereof have recently
raised tremendous interest in the community39–49, within dif-
ferent lattice geometries.
From Tables II and III one may also conclude that the
spin dependence of intersite interactions is negligible; the ex-
change interaction arises due to direct overlap of the eg or-
bitals and, therefore, is well localized. Hence, from now on
we will suppress the spin subscripts in the intersite interac-
tions V .
6IV. PHYSICAL CONSEQUENCES FOR LuNiO3 AND
DMFT CALCULATIONS
A. Effective theory for low-energy eg states
From the sections above, we can infer the following effec-
tive Hamiltonian for a description of LuNiO3 involving only
low-energy eg states:
Hˆ = Hˆ0 +
∑
i
Hˆ
(i)
U + HˆV . (1)
In this expression, Hˆ0 is the single-electron part of the effec-
tive Hamiltonian. Within the DFT+DMFT framework, Hˆ0 is
constructed as:
Hˆ0 = Hˆ
0
DFT − Hˆdc, (2)
with Hˆ0DFT the single-electron Kohn-Sham Hamiltonian for
eg bands, as obtained from DFT(-LDA) and Hˆdc is a double-
counting correction to be detailed below. The many-body
terms HˆU and HˆV are local (on-site) and inter-site interac-
tion terms, respectively. For the local term, the full Kanamori
Hamiltonian appropriate for eg states is considered, namely
on each lattice site (i):
HˆU =U
∑
m
nˆm↑nˆm↓ + (U − 2J)
∑
m 6=m′
nˆm↑nˆm′↓
+ (U − 3J)
∑
m<m′,σ
nˆmσnˆm′σ
− J
∑
m 6=m′
c†m↑cm↓c
†
m′↓cm′↑ + J
∑
m 6=m′
c†m↑c
†
m↓cm′↓cm′↑.
The inter-site term is taken to be of the form:
HˆV =
1
2
∑
i6=j
Vij nˆinˆj .
In this expression, the coupling constants U , J and Vij =
V1/Rij (with Rij the distance between the two atomic sites
i, j) are determined from the cRPA calculations presented
above.
In the following, we show that this low-energy effective
model with cRPA values of the interaction parameters pro-
vides a satisfactory description of the physics of LuNiO3.
This is done by using the DFT+DMFT framework in order
to construct and solve the low-energy model. We find that
intersite interactions must be taken into account in this low-
energy description: they are included in our calculations at the
level of Hartree mean-field theory. Finally, these findings are
discussed in relation to the low-energy picture of rare-earth
nickelates proposed in Ref. 13.
B. Hartree treatment of long-range interactions
In order to take the intersite terms into account we employ
the Hartree approximation for long-range interactions. Note
that this is consistent with the DMFT approach, in which only
local interactions have dynamical effects, while non-local in-
teractions are treated at the static mean-field level. In the
Hartree approximation, HˆV reduces to:
HˆV → 1
2
∑
i 6=j
Vij [ninˆj + nj nˆi − ninj ] ,
with the effective Hartree one-body Hamiltonian and potential
Hˆeff =
∑
i
VH(i)nˆi , VH(i) =
∑
j 6=i
Vijnj .
The total energy from the interacting part of the Hamilto-
nian is thus
EV [{ni}] = 1
2
∑
i 6=j
Vijninj =
1
2
∑
i
VH(i)ni. (3)
Let us now consider the present case of the Ni sublattice
in LuNiO3. It can be well approximated by the NaCl-type
bipartite lattice with two inequivalent, LB and SB, sublattices
with occupancies nLB and nSB per site, respectively. Given
that the system is charge neutral the formally diverging term
on the r.h.s. of Eq. (3) can be summed using the Madelung
method, resulting in the following sublattice potentials:
VH(LB) =−MV1(nLB − nSB)/2,
VH(SB) = +MV1(nLB − nSB)/2,
where M is the Madelung constant for the NaCl lattice and
the uniform part of the potential is dropped.
By comparing this result with the Hartree term with only
nearest-neighbor interactions,
V nnH (LB) =− zeffV1 (nLB − nSB)/2,
V nnH (SB) = + zeffV1 (nLB − nSB)/2,
we can identify M as an effective connectivity of the lattice
zeff = M ≈ 1.747.
Note that the effect of the Madelung summation is that the ef-
fective connectivity zeff is significantly reduced as compared
to the lattice connectivity z = 6.
The Hartree potential above can be viewed as a site-
dependent contribution to the self-energy coming from the in-
tersite interactions, which reads:
ΣVα = zeffV1(nα¯ − nα)/2. (4)
In this expression, α¯ designates the opposite sublattice relative
to α, i.e. if α = SB then α¯ = LB and vice versa; nα is the eg
occupancy of the corresponding site.
C. Atomic limit
Before discussing the DFT+DMFT results, we first con-
sider the atomic limit in which all hopping terms in the Hamil-
tonian (1) are set to zero so that Hˆ0 contains only an on-site
7Peierls potential equal to −∆s/2 on LB sites and +∆s/2 on
SB sites (see Fig. 1). We will compare in this limit the ener-
gies of two states: the uniform one (UN) nLB = nSB = 1
and the fully disproportionated one (FD) nLB = 2, nSB = 0.
The contribution of the on-site Peierls potential to the en-
ergy is −∆s
∑
i∈LB ni/2 + ∆s
∑
i∈SB ni/2: it vanishes in
the uniform state and provides an energy gain −∆s(Ns/2) in
the FD state, with Ns the total number of lattice sites. The
on-site interaction energy vanishes too in the UN state, and is
equal to +UσσNs/2 in the FD state with Uσσ = U − 3J ,
since two electrons on a LB site will occupy the high-spin
Hund’s rule configuration with one electron in each of the two
eg orbitals. Finally, using the above expressions in the Hartree
approximation, the contribution of the inter-site interactions to
the energy reads:
〈HˆV 〉 = −Ns
8
zeffV1(nLB − nSB)2. (5)
It vanishes again in the UN state, and provides an energy gain
−V1zeffNs/2 in the FD state. Hence, the energy difference
between the FD state and the uniform one reads, in the atomic
limit:
EFD − EUN = Ns
2
[Uσσ − zeffV1 −∆s]
=
Ns
2
[U − 3J − zeffV1 −∆s] (6)
The transition into the charge-disproportionated state in the
atomic limit occurs, therefore, when
Uσσ − zeffV1 < ∆s. (7)
Note that, if only the nearest-neighbor component of the non-
local interactions is taken into account, the FD state is stable
for Uσσ − zV1 < ∆s. The above criterion in the presence of
long-range interaction simply amounts to replacing the con-
nectivity of the lattice z by the effective Madelung connectiv-
ity.
Let us consider the orthorhombic phase where ∆s = 0.
The above criterion then reads U − 3J − zeffV1 < 0. Hence,
a small enough value of U (e.g. strongly reduced by screen-
ing) or a large enough value of the Hund’s coupling J leads
to an instability into the disproportionated state, as noted in
previous work13,14. In the present context, this instability is
a spontaneous symmetry breaking of electronic origin, since
there is only one type of sites in this crystal structure. Our
cRPA results for LuNiO3 in the orthorhombic phase yield
Uσσ − zeffV1 ' −0.1eV : the combined effect of screening
and long-range interactions yields a small but negative value
of this quantity, which is consistent with the physical pic-
ture of Subedi et al.13. Hence, in the atomic limit, we would
conclude that the orthorhombic phase is spontaneously unsta-
ble to disproportionation! In reality, as shown below, the in-
clusion of inter-site hopping in a full DFT+DMFT treatment
leads to the correct conclusion that the orthorhombic phase
is not electronically disproportionated - the atomic-limit es-
timate providing a considerable overestimation of the range
of stability of the FD state. However, inaccurate as it may
be (especially in the metallic state), the virtue of this atomic
limit estimate is to emphasize how screening, a large J , and
sizeable inter-site interactions can lead to disproportionation.
In the monoclinic phase, we obtained Uσσ = 0.74 eV,
V1 = 0.44 eV, hence Uσσ − zeffV1 ' −0.03 eV. Basically
any positive value of the Peierls energy gap, which is non-
zero in this phase, will thus stabilize a fully disproportion-
ated state in the atomic limit. As shown below, monoclinic
LuNiO3 is indeed found to be a disproportionated insulator
when performing DFT+DMFT calculations with these inter-
action parameters.
D. DMFT: setup and double counting
We now turn to the results obtained in the DFT+DMFT
framework, providing first some technical details about the
calculation.
The one-electron part of the effective Hamiltonian is
Hˆ0 = Hˆ
0
DFT − Hˆdc. The DFT Hamiltonian was ob-
tained using the FLAPW method as implemented in the
Wien2k software package50, with Perdew-Burke-Erzenhof
(PBE) approximation51 for the exchange-correlation func-
tional. A k-mesh of 6 × 5 × 4 points is used. Projected
local orbitals52 spanning the low-energy eg subspace are con-
structed using the implementation of the TRIQS/DFTTOOLS
software package53–56.
The full local self-energy arises from both the DMFT treat-
ment of the local interactions HU in (1) at the dynamical level
and from the non-local interactions treated within the Hartree
approximation, namely:
Σα(iωn) = Σ
imp
α (iωn)− Σimpdc,α + ΣVα − ΣVdc,α. (8)
In this expression, α = LB,SB is an index labelling LB and
SB sites, ΣVα is the Hartree self-energy:
ΣVα = zeffV1(nα¯ − nα)/2, (9)
and Σimpα (iωn) is obtained by solving the DMFT ef-
fective impurity model using the hybridization-expansion
continuous-time quantum Monte Carlo (CTQMC) algorithm
TRIQS/CTHYB55–57.
A double-counting (DC) correction must be included, in or-
der to remove the contribution from interactions already in-
cluded within DFT. This DC correction can be viewed equiv-
alently as the Hˆdc part of Hˆ0 or as part of the self-energy. The
DC correction to the self-energy arising from the U, J inter-
actions is evaluated in the fully-localized limit58 as follows53:
Σimpdc,α = U¯(n
DFT
α − 1/2)− J¯(nDFTα /2− 1/2), (10)
while the DC correction to the Hartree self-energy associated
with the long-range interactions reads:
ΣVdc,α = zeffV1(n
DFT
α¯ − nDFTα )/2. (11)
In these expressions, U¯ = U − J is the average interaction
between electrons with opposite spins, J¯ = U¯ − Uσσ = 2J ,
8and nDFTα is the occupancy of Ni eg shell in DFT for the site
α = LB or SB.
In the monoclinic phase the two inequivalent Ni sites have
different eg occupancy already at the DFT level: nDFTα = 1.17
and 0.83 for the LB and SB site, respectively. From the ex-
pressions above, one sees that the Peierls energy splitting be-
tween LB and SB sites appearing in Hˆ0 = Hˆ0DFT − Hˆdc
is renormalized by double counting, as compared to its DFT
value:
∆s = ∆
DFT
s + (U − 2J − zeffV1) ∆nDFT, (12)
with ∆nDFT = nDFTLB −nDFTSB . Note that given the cRPA values
above, U − 2J − zeffV1 ' 0.32 eV is positive so that double-
counting enhances the effective value of the Peierls energy,
from ' 0.25 eV at the DFT level to ∆s ' 0.36 eV.
E. DMFT: results and phase diagram
In order to explore how the values of the interaction
strengths affect the physics of LuNiO3 in each crystal struc-
ture, we have performed a series of DFT+DMFT calculations
for a fixed value of V1 = 0.44 eV with varying U and J .
The obtained phase diagrams are presented in Fig. 4. The
main qualitative features are similar to the results of Ref.13,
in which the non-local interactions were not taken into ac-
count and only the local Kanamori interactions were included.
Specifically, both the monoclinic and orthorhombic structures
have a phase boundary separating a uniform metallic and a
disproportionated (insulating or metallic) phase.
We note that the location of this boundary is very differ-
ent for the orthorhombic and for the monoclinic phase, being
pushed towards much smaller values of J for the latter. This
demonstrates the strong sensitivity of the disproportionation
to the value of the Peierls energy13.
The physical range of interaction parameters must be as-
sociated with regions of the phase diagram corresponding to
the monoclinic phase being insulating and the orthorhombic
one being metallic with uniform distribution of site occupan-
cies (non-disproportionated metal). Because of the great sen-
sitivity of the critical boundary to ∆s, rather extended regions
of the (U, J) parameter space satisfy these conditions (basi-
cally corresponding to the area delimited by the orthorhombic
(blue) boundary to the right and the monoclinic (red) one to
the left, including the range J = 0.3−0.7 and U = 1.5−2.0).
The calculated cRPA values are marked by a (yellow) di-
amond symbol on each panel of Fig. 4. They are located
well within the metallic domain for the orthorhombic phase
and just inside the insulating domain (rather close to the MIT
boundary) for the monoclinic phase. These results demon-
strate that cRPA is able to provide reasonable values of the ef-
fective screened interactions, which correctly account for the
physical nature of each phase.
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U<JFIG. 4. Phase diagrams of the monoclinic (bottom) and orthorhom-
bic (top) phases of LuNiO3. For the monoclinic phase: empty circles
show metallic solutions, red triangles correspond to a disproportion-
ated insulator. For the orthorhombic phase: empty circles stand for
uniform metallic, filled circles – for disproportionated metallic, and
red triangles – for disproportionated insulating solutions; the blue
domain contains spontaneously disproportionated (metallic or insu-
lating) solutions. The value of V1 is fixed to the average cRPA value.
The cRPA values of U and J are marked by the diamond, with error
bars showing variations for different sites and orbitals.
V. DISCUSSION AND CONCLUSIONS
In summary, the question we have addressed in this article
is that of the appropriate values of interaction parameters for
rare-earth nickelates, when adopting a low-energy description
of their electronic structure involving only the partially occu-
pied eg states. We have calculated these effective low-energy
interaction parameters from first principles for LuNiO3, using
the constrained random-phase approximation (cRPA). The ob-
tained values confirm the strong reduction of the effective on-
site U by screening, down to U ' 1.65 eV in the orthorhom-
bic phase (U ' 1.83 eV in the monoclinic phase), while the
Hund’s coupling J remains sizeable (J ' 0.33, 0.37 eV in
each phase, respectively).
9The cRPA results also reveal the importance of the long-
range intersite interactions, with a slow spatial decay V1/R.
V1 is found to be of order 0.42 − 0.44 eV so that these in-
teractions must be included in a proper low-energy treatment.
When treated at the level of a Hartree approximation, they
lead to a further reduction of the effective parallel-spin local
interaction Uσσeff = U − 3J − zeffV1 (with zeff the effective
Madelung connectivity), which is found to be small and nega-
tive. This is qualitatively consistent with the picture of a nega-
tive charge-transfer insulator and validates the low-energy de-
scription advocated in earlier work13,14. Let us also note that
the low-energy interaction is further renormalized by higher-
order many-body effects not taken into account in the present
work, as well as by dynamical screening due to phonon
modes. A rough estimate of the latter effect in nickelates sug-
gests that it is small, but a more detailed study is left for fu-
ture work. We have constructed an appropriate low-energy
model based on the cRPA effective interactions, and solved
this model in the DFT+DMFT framework. We found that the
monoclinic structure falls within the bond-disproportionated-
insulator region, while the orthorhombic structure is located
deep in the uniform metallic state, in agreement with experi-
mental observations. While our calculations take into account
only electronic degrees of freedom, a full theory of the metal-
insulator transition in nickelates should also take into account
the coupling to the relevant lattice mode associated with the
structural transition: this should be addressed in future work.
Besides the specific example of nickelates, our work can
be put in the broader context of compounds with small or
negative charge transfer leading to the possible formation of
ligand holes. We have shown that it is possible to build an
appropriate low-energy effective theory of such compounds,
involving only electronic states near the Fermi level, provided
the strong reduction of the low-energy effective interactions is
properly taken into account. This provides a perspective on
these materials which is complementary to the one in which
ligand states are explicitly retained in the description5–7. Fu-
ture work should document the general applicability of the
present approach by considering other compounds with small
or negative charge transfer.
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