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Capitolo 1
Introduzione
L’uso del termine “chiralita`” si deve a Lord Kelvin, che per primo la utilizzo` nel 1893
durante una conferenza all’Universita` di Oxford7 dal titolo “The Molecular Tactics of
a Crystal”. Proprio su cristalli di quarzo il fenomeno della rotazione ottica, ovvero la
capacita` di un campione di ruotare il piano di polarizzazione della luce, fu osservato
per la prima volta nel 1812 da Biot, il quale tre anni dopo osservo` lo stesso fenomeno
per l’olio di trementina18. Dal momento che l’attivita` ottica per certe sostanze viene
conservata anche allo stato liquido Biot concluse che per questi sistemi il fenomeno
deve avere la sua origine in una proprieta` inerente alle stesse molecole.
Il nesso tra attivita` ottica e chiralita` e` stato ipotizzato da per la prima volta nel 1822
da Herschel21 il quale ha notato che i suddetti cristalli di quarzo si presentano in due
forme asimmetriche che sono l’immagine speculare l’una dell’altra. Fu tuttavia solo nel
1848 che Pasteur38 estese queste conclusioni anche alle molecole in soluzione quando
riusc`ı a separare i due enantiomeri dell’acido tartarico da una miscela racemica tramite
cristallizzazione, e osservare che una volta ridisciolti ruotano il piano di polarizzazione
della luce di un angolo uguale in modulo ma di segno opposto.
Molti progressi sono stati fatti dai tempi di Pasteur nel campo dello studio della chira-
lita` e dell’attivita` ottica delle molecole: con lo studio della biochimica e della biologia
molecolare si e` compresa l’importanza della chiralita` nei processi biologici26 e dal pun-
to di vista sperimentale si sono sviluppate molte tecniche chirottiche come il Raman
Optical Activity (ROA) o il Vibrational Circular Dichroism (VCD)6.
Le tecniche di spettroscopia chirottica come la OR o il dicroismo circolare (CD) rile-
vano segnali di segno opposto per i due enantiomeri di una molecola e questi segnali
possono essere usati per ricavare delle informazioni strutturali. Ad esempio registrando
la OR in funzione della frequenza della radiazione incidente, ottenendo quello che viene
chiamato spettro di dispersione ottica rotatoria (ORD), e` possibile determinare, in cer-
ti casi, la configurazione assoluta della molecola in esame17. Questa analisi puo` essere
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fatta confrontando la forma e il segno dello spettro ORD del sistema con gli spettri
ORD di molecole simili la cui configurazione assoluta sia nota, oppure attraverso l’uso
di regole empiriche quali la regola degli ottanti nel caso dei cicloesanoni sostituiti17.
Negli ultimi anni i metodi di calcolo ab-intio delle proprieta` hanno sub`ıto uno sviluppo
molto significativo grazie alla disponibilita` di computer sempre piu` potenti, al punto
che si e` parlato di “rinascimento” dei metodi di spettroscopia chirottica per la determi-
nazione della struttura molecolare42. Un calcolo ab-initio di una proprieta` chirottica,
se abbastanza accurato, puo` permettere di ricavare la configurazione assoluta di una
molecola per confronto con il dato sperimentale in modo diretto, senza ricorrere a meto-
di empirici. Grazie allo sviluppo di metodi quantistici di calcolo della rotazione ottica,
negli ultimi dieci anni si e` riscoperta l’utilita` di questa grandezza nella determinazione
della struttura molecolare combinando calcolo ed esperimento42.
Lo sviluppo di metodi quantistici per il calcolo di proprieta` chirottiche e` quindi oggetto
di numerose ricerche. Per sfruttare a pieno la sinergia tra metodi teorici e sperimentali
e` necessario che il calcolo fornisca valori direttamente confrontabili con l’esperimento.
La rotazione ottica e` una proprieta` mista elettrica e magnetica (come verra` dimostrato
nel capitolo 2) dalla natura diffusa e non ascrivibile ad un particolare gruppo funzionale
di una molecola. Queste caratteristiche rendono la rotazione ottica una proprieta` diffi-
cile da calcolare e che necessita di una buona descrizione della correlazione elettronica4.
Il metodo Hartree-Fock (HF) quindi non e` in grado di fornire risultati soddisfacenti.
I metodi post-HF sono in grado di descrivere la correlazione elettronica con il livello
desiderato di accuratezza, purtroppo pero` il costo del calcolo aumenta in modo consi-
derevole anche a causa del fatto che per far emergere i benefici di un calcolo altamente
correlato (quale ad esempio un calcolo Coupled-Cluster) e` necessaria una base atomica
molto ampia4.
Un’alternativa e` costituita dai metodi Density Functional Theory (DFT). Questi me-
todi sono in grado di introdurre nel calcolo la correlazione elettronica mantenendo un
costo computazionale ridotto. Lo svantaggio dei metodi DFT e` che si basano sull’uti-
lizzo di funzionali che non possono essere migliorati in modo sistematico.
L’uso di un metodo DFT comporta un altro vantaggio: il ridotto costo computazionale
di un calcolo DFT, unito alla piu` semplice espressione della densita` elettronica rispetto
ai metodi post-HF, rende piu` semplice arricchire il modello di effetti aggiuntivi, presen-
ti nel sistema fisico, ma di cui il calcolo base non tiene normalmente conto. In questo
lavoro di tesi abbiamo scelto proprio questa strada.
La rotazione ottica di una sostanza puo` dipendere in modo molto marcato dal tipo di
solvente in cui e` disciolta25, percio` un calcolo accurato non puo` non includere anche
un modello di solvatazione. In questo lavoro abbiamo scelto di utilizzare il Polarizable
Continuum Model (PCM)48,49. Nel calcolare la rotazione ottica delle sostanze in solu-
zione con il PCM sono stati considerati anche gli effetti cosiddetti di campo locale10,
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che tengono conto del fatto che il solvente modifica la radiazione elettromagnetica che
viene inviata sul campione, e di non equilibrio12,32, che riguardano gli aspetti dinamici
del regime di solvatazione. Verranno forniti maggiori dettagli riguardo questi effetti
nel capitolo 3.
Oltre agli effetti della solvatazione abbiamo incluso nel calcolo anche l’effetto delle
vibrazioni molecolari, che come e` stato dimostrato in precedenti lavori44 puo` essere
una componente molto rilevante della proprieta`. Per raggiungere una descrizione il piu`
possibile accurata delle vibrazioni molecolari abbiamo anche considerato l’effetto del-
l’anarmonicita` della superficie di energia potenziale e l’effetto della temperatura sulla
popolazione dei livelli vibrazionali eccitati. Di questi aspetti del problema si parlera`
approfonditamente nel capitolo 4.
La descrizione che si ottiene includendo nel calcolo tutti gli effetti sopra citati e` quanto
piu` possibile rappresentativa del fenomeno fisico in atto durante una misura sperimen-
tale. Il prezzo da pagare per includere nel modello tutti gli effetti fisici discussi e` il
dover rinunciare ad una descrizione altamente accurata della correlazione elettronica
offerta da metodi come il Coupled Cluster.
Una volta sviluppato il metodo, lo abbiamo applicato ad alcuni sistemi modello con
molteplici scopi: verificare l’effettiva importanza degli effetti che concorrono alla defi-
nizione della proprieta` calcolata, testare l’applicabilita` del modello a sistemi diversi, e
analizzarne l’accuratezza tramite un confronto con dati sperimentali, anche rispetto ad
altri valori calcolati presenti in letteratura e ottenuti con metodi diversi (vedi capitolo
5).
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Il modello teorico
2.1 La rotazione ottica
La rotazione ottica (OR) viene definita sperimentalmente come l’angolo di cui viene
ruotato il piano di polarizzazione di un fascio di luce linearmente polarizzata che attra-
versa un campione chirale non racemo2. La rotazione ottica puo` essere direttamente
misurata con un polarimetro18. La legge di Biot afferma che l’angolo θ osservato al
polarimetro e` direttamente proporzionale al cammino ottico L e alla concentrazione
del campione C, quindi la rotazione ottica delle sostanze viene sempre riportata come
rotazione specifica cos`ı definita:
[α] =
θ
LC
(2.1)
dove L e C si esprimono rispettivamente in [dm] e [g cm−3] quindi l’unita` di misura
della rotazione specifica e` [deg dm−1 g−1 cm3].
Si definisce anche la rotazione ottica molare:
[θ] = [α]
Mw
100
(2.2)
dove Mw e` la massa molare della sostanza in [g mol−1] (Il fattore 100 in questa formula
serve a fare in modo che per molecole di medie dimensioni le due quantita` risultino
dello stesso ordine di grandezza18).
La rotazione specifica dipende da diversi fattori:
• Lunghezza d’onda della radiazione.
• Temperatura del campione.
• Concentrazione della soluzione.
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• Ambiente di solvatazione.
I primi due effetti vengono specificati rispettivamente come apice e pedice quando si
riporta un dato di rotazione ottica specifica (ad esempio una rotazione ottica misurata
a 20 ◦C alla lunghezza d’onda della linea D del sodio verrebbe indicata come [α]20D ).
La dipendenza della rotazione ottica dalla lunghezza d’onda della radiazione incidente
λ, per lunghezze d’onda non troppo vicine a bande di assorbimento del soluto, puo`
essere espressa tramite l’equazione di Drude:
[α] =
∑
j
Aj
λ2 − λ2j
(2.3)
dove gli Aj sono dei parametri empirici. L’equazione di Drude e` una legge empirica
che pero` trova conferma nello sviluppo rigoroso della teoria.
Una variazione di temperatura puo` agire sulla rotazione ottica modificando la densita`
della soluzione (cambiando quindi la concentrazione in volume effettiva), spostando
eventuali equilibri chimici tra molecole di soluto o tra soluto e solvente verso i reagenti
o i prodotti, modificando gli equilibri conformazionali del sistema, e cambiando le po-
polazioni dei livelli energetici vibrazionali del soluto chirale.
La legge di Biot suggerisce che la rotazione specifica debba essere indipendente dalla
concentrazione, ma in presenza di fenomeni quali l’auto-aggregazione o di interazio-
ni soluto-soluto, che diventano piu` importanti al salire della concentrazione, questa
proprieta` viene meno. In questi casi si puo` estrapolare il dato a diluizione infinita mi-
surando la rotazione ottica a diverse concentrazioni e ottenere la cosiddetta rotazione
intrinseca.
La rotazione ottica misurata dipende infine dal solvente in cui e` disciolta la sostanza.
In alcuni casi la dipendenza puo` essere molto marcata e arrivare a modificare il segno
della proprieta`25.
Il fatto che la rotazione ottica sperimentalmente dipenda da tutti questi parametri
indica che un calcolo accurato deve necessariamente includere molti effetti per fornire
risultati direttamente confrontabili con l’esperimento, oltre al fatto che nel fare il con-
fronto tra dato sperimentale e valore calcolato si deve fare attenzione a quali sono le
esatte condizioni sperimentali alle quali il dato e` stato registrato.
2.2 L’origine dell’attivita` ottica
La definizione operativa della rotazione ottica e` la piu` semplice che si possa trovare ma
e` chiaro che non e` di alcuna utilita` se si desidera calcolare la proprieta` sfruttando dei
metodi ab-initio. E` quindi necessario ricavare delle formule che colleghino la rotazione
ottica a grandezze fisiche calcolabili che siano caratteristiche della molecola in esame.
In questo capitolo verranno ricavate le formule necessarie sfruttando un formalismo
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semiclassico: la molecola verra` descritta utilizzando la meccanica quantistica mentre la
radiazione elettromagnetica verra` descritta classicamente, utilizzando quindi le equa-
zioni di Maxwell. L’idea del procedimento e` piuttosto semplice: si sfrutta la teoria
quantistica delle perturbazioni per calcolare l’effetto della radiazione elettromagnetica
sulla nuvola elettronica della molecola; successivamente si potra` calcolare la radiazione
diffusa dalla nuvola elettronica con i principi dell’elettrodinamica classica.
Il procedimento seguito e` quello descritto da Barron6.
2.3 Equazioni di Maxwell
Le equazioni di Maxwell sono espressioni empiriche che riassumono una gran quantita`
di osservazioni sperimentali dalle quali e` stato possibile formulare il teorema di Gauss,
il teorema del flusso magnetico, la legge di induzione di Faraday, e legge di induzione di
Ampe`re22. Queste quattro espressioni sono qui riportate nella loro forma differenziale:
~∇ · ~E = 4piρ ~∇× ~E = −1
c
∂ ~B
∂t
~∇ · ~B = 0 ~∇× ~B = 4pi
c
~J +
1
c
∂ ~E
∂t
(2.4)
Queste formule collegano il campo elettrico ~E(~r, t) e il campo magnetico ~B(~r, t) l’uno
all’altro e alle loro sorgenti, ossia la densita` di carica elettrica ρ(~r, t) e la densita` di
corrente elettrica ~J(~r, t). I campi sono a loro volta definiti a partire dalla forza che essi
esercitano su una carica puntiforme, detta forza di Lorentz:
~F = q
(
~E +
~v
c
× ~B
)
(2.5)
dove q e` la carica elettrica su cui agiscono i campi e ~v e` la sua velocita`.
Un qualsiasi problema di elettrodinamica classica puo` essere risolto adoperando questo
insieme di cinque equazioni, tuttavia volendo unire la descrizione classica dei campi a
quella quantistica della molecola si deve abbandonare il formalismo Newtoniano che
fornisce le equazioni del moto attraverso la nota espressione ~F = m~a e servirsi del
formalismo Hamiltoniano.
Questo formalismo alternativo, del tutto equivalente a quello Newtoniano, sostituisce
all’espressione della forza di Lorentz quella della funzione Hamiltoniana H(~r, ~p), che di-
pende dalla posizione della carica ~r e dalla sua quantita` di moto ~p, mentre all’equazione
di Newton sostituisce le equazioni di Hamilton47:
∂H
∂~r
= −d ~p
d t
∂H
∂~p
=
d~r
d t
(2.6)
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la funzione Hamiltoniana si esprime tramite funzioni ausiliare chiamate potenziali,
direttamente collegate ai campi.
Per definire i potenziali si parte dalla divergenza del campo magnetico, che le equazioni
di Maxwell ci dicono essere sempre uguale a zero. Dato che per un qualsiasi campo
vettoriale regolare ~A vale la legge ~∇ · ~∇ × ~A = 0 sara` sempre possibile esprimere
il campo magnetico come rotore di un campo ausiliario ~A(~r, t) chiamato potenziale
vettore. Sostituendo l’espressione ~B = ~∇ × ~A nella seconda equazione di Maxwell e
sfruttando il fatto che per un qualsiasi funzione regolare si ha ~∇ × ~∇φ = 0 si ottiene
che e` sempre possibile trovare un campo scalare φ(~r, t) per cui si abbia:
~E = −~∇φ− 1
c
∂ ~A
∂t
; ~B = ~∇× ~A (2.7)
La scelta dei potenziali non e` unica, infatti presa una qualsiasi funzione regolare ξ(~r, t)
se si ridefiniscono i potenziali nel modo seguente:
~A′ = ~A+ ~∇ξ ; φ′ = φ− 1
c
∂ξ
∂t
(2.8)
i campi che si ottengono sono gli stessi. Questa liberta` di scelta nei potenziali viene
chiamata liberta` di gauge, e scegliere una gauge significa fare una particolare scelta di
potenziali.
Partendo dalla definizione dei potenziali e` possibile dimostrare che la funzione Hamil-
toniana di una particella carica puntiforme immersa in un campo elettromagnetico e`
data da:
H = 1
2m
(
~p− q
c
~A
)2
+ qφ (2.9)
a questo punto si puo` passare alla meccanica quantistica imponendo le regole di com-
mutazione canoniche [ra, pb] = i~δab che nella rappresentazione delle coordinate di
Schro¨dinger si traducono col sostituire a ~p l’operatore −i~~∇ e lasciare ~r come opera-
tore moltiplicativo. I potenziali sono semplici funzioni della posizione quindi anch’essi
andranno trattati come operatori moltiplicativi.
L’operatore Hamiltoniano di una molecola immersa in un campo elettromagnetico si ot-
tiene sommando gli Hamiltoniani di interazione coi campi dei singoli elettroni e nuclei,
si avra` quindi (in unita` atomiche):
Hˆ =
∑
j
1
2mj
(
−i~~∇j − Zj
c
~A(~rj , t)
)2
+
∑
j
Zjφ(~rj , t) (2.10)
a cui andranno poi aggiunti i termini repulsivi nucleo-nucleo ed elettrone-elettrone oltre
che il termine attrattivo nucleo-elettrone, tutti moltiplicativi.
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2.3.1 Onde piane
Quando si considera una molecola sottoposta all’azione di un campo elettromagnetico
si assume che le sorgenti della radiazione siano molto lontane dalla molecola stessa.
Le equazioni di Maxwell nei pressi del sistema assumono quindi una forma semplificata:
~∇ · ~E = 0 ~∇× ~E = −1
c
∂ ~B
∂t
~∇ · ~B = 0 ~∇× ~B = 1
c
∂ ~E
∂t
(2.11)
combinandole opportunamente si ottengono le celebri equazioni delle onde:
∇2 ~E = 1
c2
∂2 ~E
∂t2
; ∇2 ~B = 1
c2
∂2 ~B
∂t2
(2.12)
L’insieme delle soluzioni delle equazioni delle onde e` uno spazio vettoriale di dimensione
infinita, percio` per poterle risolvere conviene trovare un insieme completo di soluzioni
il piu` semplici possibile .
E` facile verificare che i seguenti vettori complessi risolvono le equazioni delle onde:
E˜ = E˜0 ei(
~k·~r−ωt) ; B˜ = B˜0 ei(
~k·~r−ωt) (2.13)
dove l’uso della tilde invece che una freccia indica che si sta lavorando con quantita`
complesse, ma dato che i campi devono essere reali per avere un senso fisico si adopera
la convenzione di prendere la parte reale di E˜ e B˜ per avere i campi ~E e ~B, dato che
sia la parte reale che quella immaginaria risolvono separatamente l’equazione.
Quelle appena scritte vengono chiamate onde piane perche´ i campi sono uniformi al-
l’interno della superficie di un qualsiasi piano perpendicolare al vettore ~k, chiamato
vettore d’onda; si tratta di onde che si propagano nella direzione indicata dal vettore
d’onda, alla velocita` della luce e con frequenza angolare ω.
Sostituendo le espressioni delle onde piane nelle equazioni di Maxwell si ottengono tre
importanti proprieta`:
~k · ~E = ~k · ~B = 0 ; ~k × ~E = k ~B ; k = ω
c
(2.14)
se ne deduce che il campo elettrico e il campo magnetico sono uguali in modulo e for-
mano una terna ortogonale con il vettore d’onda, il cui modulo dipende dalla frequenza
e dalla velocita` di propagazione.
Una caratteristica importante delle onde piane e` la polarizzazione: si puo` dimostra-
re che fissato un punto dello spazio il vettore campo elettrico calcolato in quel punto
descrive un’ellisse al passare del tempo. Ad esempio un’onda che si propaga lungo z
avrebbe in generale un profilo come quello in figura 2.1.
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Figura 2.1: Definizione degli angoli θ e η.
Per specificare lo stato di un’onda piana monocromatica occorrono quindi tre quantita`
geometriche: l’intensita` dell’onda che dipende dalle dimensioni dell’ellisse, il rapporto
tra asse maggiore e asse minore identificato dall’angolo di ellitticita` η, e l’angolo θ che
l’asse maggiore identifica con l’asse delle ascisse.
Qeste quantita` si possono mettere in relazione con le componenti dei vettori definiti
nelle (2.13) e in particolare per calcolare la rotazione ottica sara` necessario trovare la
variazione dell’angolo θ che ha la seguente espressione6:
θ =
1
2
arctan
E˜xE˜
∗
y + E˜yE˜
∗
x
E˜xE˜∗x − E˜yE˜∗y
(2.15)
dove l’asterisco indica il complesso coniugato della grandezza. Un’onda piana con po-
larizzazione piana diretta lungo x e` caratterizzata da E˜y = 0. Calcolando l’angolo θ
per l’onda diffusa si ricaverebbe la rotazione ottica e per far questo occorre esprimere
l’onda diffusa in funzione di caratteristiche molecolari calcolabili con metodi ab-initio.
Vale la pena di scrivere anche l’espressione dell’angolo η la cui variazione per un’onda
piana linearmente polarizzata che attraversa un mezzo chirale e` direttamente propor-
zionale al dicroismo circolare6:
η =
1
2
arctan
i(E˜xE˜∗y + E˜yE˜
∗
x)√
(E˜xE˜∗x − E˜yE˜∗y)
2
+ (E˜xE˜∗y + E˜yE˜∗x)
2
(2.16)
la rotazione ottica e il dicroismo circolare sono intimamente collegati: dall’uno e`
possibile ricavare l’altra e viceversa, come si vedra` alla fine del capitolo.
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2.3.2 Espansione in multipoli
Se i campi ~E(~r, t) e ~B(~r, t) sono funzioni analitiche della posizione ~r allora e` possibile
espanderli in serie di Taylor attorno all’origine:
Ea(~r, t) = Ea(~0, t) + rb ∂bEa(~0, t) + . . . (2.17)
Ba(~r, t) = Ba(~0, t) + rb ∂bBa(~0, t) + . . . (2.18)
nello scrivere queste espansioni si e` usata la convenzione di Einstein sugli indici ripetuti
che prevede una sommatoria quando un indice compare due volte in un prodotto (quin-
di ad esempio raEa = ~r · ~E), e gli indici a e b corrono sulle tre coordinate cartesiane x,
y, e z.
Espandere i campi in serie di potenze consente di troncare la serie dove si vuole per
semplificare il calcolo, tuttavia nell’Hamiltoniano non compaiono i campi ma i poten-
ziali, che vanno espansi di conseguenza.
Data la liberta` di gauge ci sono infiniti modi equivalenti di definire i potenziali, uno
dei quali e` il seguente:
φ(~r, t) = φ0 − raEa − 12rarb(∂bEa) + . . . (2.19)
Aa(~r, t) =
1
2
εabcBbrc +
1
3
εabcrd(∂dBb)rc + . . . (2.20)
dove con εabc si e` indicato il tensore di Levi-Civita, e i campi con le loro derivate sono
tutti calcolati nell’origine e al tempo t. E` facile verificare che se si sostituiscono queste
espressioni nelle (2.7) si ottengono le corrette espansioni di Taylor dei campi. Come
si vedra` alla fine del capitolo per ricavare la rotazione ottica e` sufficiente fermarsi al
secondo ordine per il potenziale scalare e al primo ordine per il potenziale vettore.
2.4 Espansione dell’Hamiltoniano
Le espansioni dei potenziali appena ricavate vanno sostituite nell’Hamiltoniano (2.10)
per ricavarne la forma multipolare.
Il termine dovuto al potenziale scalare diventa:∑
j
Zjφ(~rj , t) = φ0
∑
j
Zj − Ea
∑
j
Zjraj − (∂bEa)
∑
j
Zj
rarb
2
+ · · · =
= φ0qtot − Eaµa − 13(∂bEa)Θab + . . .
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dove si definiscono il momento di dipolo elettrico e il momento di quadrupolo elettrico:
µa =
∑
j
Zjrja (2.21)
Θab =
∑
j
Zj
3rjarjb − r2j δab
2
(2.22)
il momento di quadrupolo elettrico e` stato sostituito al piu` semplice termine in rarb
nell’espansione del potenziale scalare in quanto, dalla prima equazione di Maxwell, si
ha δab(∂bEa) = 4piρ(~0, t) = 0 perche´ le sorgenti della radiazione si suppongono essere
molto lontane dalla molecola in esame, che si trova nei pressi dell’origine degli assi.
Il termine dovuto al potenziale vettore e` un po’ piu` complicato ma se ci si limita a
troncare l’espansione al prim’ordine si ha ~A = 12 ~B × ~r dove ~B e` il campo magnetico
calcolato nell’origine, e scritto in questa forma risulta ~∇ · ~A = 0. Il potenziale vettore
percio` commuta con l’operatore ~p, e per una particella di carica Z e massa m si ottiene:
1
2m
(
~p− Z
c
~A
)2
=
p2
2m
− Z
mc
~p · ~A+ Z
2
2mc2
A2 =
=
p2
2m
− Z
2mc
~p · ~B × ~r + Z
2
8mc2
(
~B × ~r
)2
=
=
p2
2m
− Z
2mc
~r × ~p · ~B − Z
2
8mc2
((
~B · ~r
)2
−B2r2
) (2.23)
Sommando ora l’espressione ottenuta su tutti i nuclei ed elettroni presenti nella mole-
cola si ottiene la seguente espressione:
∑
j
1
2mj
(
~pj − Zj
c
~A
)
= Tˆ −maBa − 12χ
(d)
ab BaBb (2.24)
dove oltre all’operatore energia cinetica Tˆ compaiono dei termini in cui si sono intro-
dotti il momento di dipolo magnetico e la suscettivita` diamagnetica:
ma =
∑
j
Zj
2mjc
εabcrjbpjc (2.25)
χ
(d)
ab =
∑
j
Z2j
4mjc2
(
rjarjb − r2j δab
)
(2.26)
la suscettivita` diamagnetica non ha analogo elettrico, e puo` essere visto come un ter-
mine dipendente dal campo che causa un aumento del momento di dipolo magnetico
pari a 12χ
(d)
ab Bb per cui il momento di dipolo magnetico osservato della molecola sarebbe
pari a m′a = ma +
1
2χ
(d)
ab Bb.
Si e` infine arrivati ad esprimere l’Hamiltoniano di una molecola immersa in un campo
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elettromagnetico in forma multipolare: se Hˆ(0) indica l’Hamiltoniano della molecola in
assenza di radiazione si avra` che l’Hamiltoniano completo e` dato da:
Hˆ = Hˆ(0) + Vˆ (t) = Hˆ(0)−maBa− 12χ
(d)
ab BaBb−Eaµa−
1
3
(∂bEa)Θab + . . . (2.27)
in cui la dipendenza dal tempo e` contenuta interamente nei campi e nelle loro derivate.
2.5 Equazione di Schro¨dinger
In meccanica quantistica l’evoluzione di un sistema fisico e` descritta mediante l’equa-
zione di Schro¨dinger dipendente dal tempo:
i~
∂Ψ
∂t
= HˆΨ =⇒
(
i~
∂
∂t
− Hˆ(0)
)
Ψ = Vˆ (t)Ψ (2.28)
Questa equazione e` irrisolvibile in modo esatto e per proseguire vanno fatte ulteriori
approssimazioni.
Per semplicita` di calcolo consideriamo nel perturbatore soltanto il termine nel dipolo
elettrico −µaEa = −µa(E˜a + E˜∗a)/2. Si cerca una soluzione che sia al prim’ordi-
ne nei campi e si espande quindi la soluzione |Ψk〉 nella base degli autostati esatti
dell’Hamiltoniano imperturbato Hˆ(0) |j〉 = ~ωj |j〉 ottenendo:
|Ψk〉 = |k〉 e−iωkt +|k(1)〉 e−iωkt =
= |k〉 e−iωkt +
∑
j 6=k
(
a˜jk · E˜ + a˜′jk · E˜∗
)
|j〉 e−iωkt (2.29)
ora non rimane che ricavare i coefficienti dell’espansione sostituendo la funzione nel-
l’equazione di Schro¨dinger, tenendo presente che E˜ ∝ e−iωt e che vanno tenuti solo i
termini al prim’ordine nei campi:(
i~
∂
∂t
− Hˆ(0)
)
|Ψk〉 = −~
∑
j 6=k
(
(ωjk − ω)a˜jk · E˜ + (ωjk + ω)a˜′jk · E˜∗
)
|j〉 e−iωkt
Vˆ (t) |Ψk〉 = −~µ · E˜ + E˜
∗
2
|k〉 e−iωkt
dove ho posto ωjk = ωj − ωk.
Moltiplicando a sinistra le due espressioni per 〈j| e uguagliando i termini in E˜ ed E˜∗
si ottiene:
a˜jk =
1
2~
〈j| ~µ |k〉
ωjk − ω a˜
′
jk =
1
2~
〈j| ~µ |k〉
ωjk + ω
(2.30)
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si puo` seguire lo stesso ragionamento inserendo nell’Hamiltoniano gli altri termini
dell’espansione multipolare:
|Ψk〉 = |k〉 e−iωkt +|k(1)〉 e−iωkt =
= |k〉 e−iωkt +
∑
j 6=k
(
b˜jk · B˜ + b˜′jk · B˜∗ + c˜jk · ~∇E˜ + c˜′jk · ~∇E˜∗
)
|j〉 e−iωkt
ottenendo quindi i coefficienti per sostituzione nell’equazione di Schro¨dinger:
b˜jk =
1
2~
〈j| ~m |k〉
ωjk − ω b˜
′
jk =
1
2~
〈j| ~m |k〉
ωjk + ω
(2.31)
c˜jk =
1
6~
〈j|Θ |k〉
ωjk − ω c˜
′
jk =
1
6~
〈j|Θ |k〉
ωjk + ω
(2.32)
Trovata la funzione d’onda la si puo` usare per calcolare il valore medio di qualsiasi ope-
ratore. Lo scopo finale e` trovare la luce diffusa dalla nuvola elettronica della molecola
percio` ci interessa calcolare l’effetto della perturbazione sui momenti di multipolo.
Se ad esempio si prova a calcolare il valor medio del momento di dipolo elettrico usando
la funzione (2.29) si ottiene:
〈Ψk|µa |Ψk〉 = 〈k|µa |k〉+〈k(1)|µa |k〉+〈k|µa|k(1)〉 = 〈k|µa |k〉+2 Re 〈k|µa|k(1)〉 (2.33)
il momento di dipolo e` quindi la somma del momento di dipolo imperturbato piu` una
correzione al prim’ordine la cui espressione e`:
µ(1)a = 2 Re
∑
j 6=k
〈k|µa |j〉
(
a˜jk · E˜ + a˜′jk · E˜∗
)
=
=
1
~
Re
∑
j 6=k
( 〈k|µa |j〉 〈j|µb |k〉
ωjk − ω E˜b +
〈k|µa |j〉 〈j|µb |k〉
ωjk + ω
E˜∗b
)
=
= αab Re E˜b + α′ab Im E˜b
(2.34)
in cui compaiono la polarizzabilita` dinamica simmetrica αab e antisimmetrica α′ab le
cui espressioni sono:
αab =
2
~
∑
j 6=k
ωjk
ω2jk − ω2
Re 〈k|µa |j〉 〈j|µb |k〉 (2.35a)
α′ab = −
2
~
∑
j 6=k
ω
ω2jk − ω2
Im 〈k|µa |j〉 〈j|µb |k〉 (2.35b)
Se nella funzione d’onda si includono anche i contributi dovuti al gradiente di campo
elettrico ed al campo magnetico si ottiene la seguente espressione per la correzione al
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prim’ordine del momento di dipolo elettrico:
µ(1)a =αab Re E˜b + α
′
ab Im E˜b+
+Gab Re B˜b +G′ab Im B˜b+
+
1
3
Aabc Re ∂bE˜c +
1
3
A′abc Im ∂bE˜c
(2.36)
in cui sono comparsi altri tensori dinamici analoghi alla polarizzabilita`:
Gab =
2
~
∑
j 6=k
ωjk
ω2jk − ω2
Re 〈k|µa |j〉 〈j|mb |k〉 (2.37a)
G′ab = −
2
~
∑
j 6=k
ω
ω2jk − ω2
Im 〈k|µa |j〉 〈j|mb |k〉 (2.37b)
Aabc =
2
~
∑
j 6=k
ωjk
ω2jk − ω2
Re 〈k|µa |j〉 〈j|Θbc |k〉 (2.37c)
A′abc = −
2
~
∑
j 6=k
ω
ω2jk − ω2
Im 〈k|µa |j〉 〈j|Θbc |k〉 (2.37d)
l’espressione ottenuta si puo` semplificare ulteriormente se si definiscono i tensori dina-
mici complessi:
α˜ = α− iα′ G˜ = G− iG′ A˜ = A− iA′ (2.38)
e si accetta la convenzione di ottenere il momento di dipolo come parte reale del
momento di dipolo complesso definito da:
µ˜(1)a = α˜abE˜b + G˜abB˜b +
1
3
A˜abc∂bE˜c (2.39)
Se poi si esprimono il campo magnetico e il gradiente di campo elettrico sfruttando le
proprieta` delle onde piane si ottiene:
µ˜(1)a =
(
α˜ab + G˜adεdcbnc +
iω
3c
A˜abcnc
)
E˜b (2.40)
dove ~n = ~k/k e` il versore di propagazione dell’onda. Espressioni simili si possono
trovare anche per il momento di dipolo magnetico e il quadrupolo elettrico:
m˜′(1)a = G˜
∗
baE˜b + . . .
Θ˜(1)ab = A˜
∗
cabE˜c + . . .
(2.41)
Queste equazioni dicono essenzialmente che i momenti di multipolo della molecola (e
quindi la nuvola elettronica) oscillano alla stessa frequenza della radiazione incidente
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in misura direttamente proporzionale all’intensita` del campo.
E` noto pero` che quando una densita` di carica elettrica varia nel tempo emette ener-
gia sotto forma di onde elettromagnetiche, le cui caratteristiche sono calcolabili dalle
equazioni di Maxwell.
2.6 Campi generati da multipoli oscillanti
Dato che la nube elettronica di una molecola che subisce l’azione di un’onda monocro-
matica oscilla alla stessa frequenza dell’onda, si puo` scrivere che in ogni punto dello
spazio valgono le seguenti relazioni per la densita` di carica e di corrente:
ρ˜(~r, t) = ρ˜0(~r) e−iωt J˜(~r, t) = J˜0(~r) e−iωt (2.42)
La tilde indica nuovamente quantita` complesse di cui va estratta la parte reale per
ottenere la grandezza fisica corrispondente.
Partendo da queste equazioni si possono calcolare il potenziale scalare e il potenziale
vettore:
φ˜(~R, t) =
∫
ρ˜0(~r) ei(k|
~R−~r|−ωt)
|~R− ~r| d
3 ~r
A˜(~R, t) =
1
c
∫
J˜0(~r) ei(k|
~R−~r|−ωt)
|~R− ~r| d
3 ~r
(2.43)
dove k = ω/c. Dai potenziali si possono ricavare i campi tramite le (2.7), e se ci
interessano i campi generati a grande distanza dalla molecola (R r) si ottengono le
seguenti espansioni:
E˜a =
ω2
c2
ei(kR−ωt)
R
(
(µ˜a − nanbµ˜b)− εabcnbm˜c − iω3c (nbΘ˜ab − nanbncΘ˜bc) + . . .
)
B˜a =
ω2
c2
ei(kR−ωt)
R
εabcnb
(
µ˜c − εcdendm˜e − iω3c Θ˜cdnd + . . .
)
(2.44)
I momenti di multipolo che andranno sostituiti in queste espressioni sono quelli ricavati
dalla teoria delle perturbazioni. A questo punto non rimane che da sommare l’onda
incidente con quella diffusa e calcolare la variazione del piano di polarizzazione tramite
la formula (2.15).
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dz
f
dx dy
Figura 2.2: La radiazione incidente arriva sul campione in orizzontale, lungo l’asse z.
Nel punto f arrivano sia la radiazione incidente che quella diffusa.
2.7 Radiazione diffusa
Sostituendo le espressioni (2.40) e (2.41) nella (2.44) si ottiene il campo elettrico diffuso
dalla molecola per azione della radiazione incidente:
E˜da =
ω2
c2
ei(kR−ωt)
R
a˜abE˜
i
b (2.45)
dove E˜i e` il campo elettrico incidente, E˜d e` il campo elettrico diffuso, e a˜ e` il tensore
di scattering che dipende dalle direzioni di propagazione delle due onde ~ni e ~nd e dai
momenti di multipolo della molecola:
a˜abE˜
i
b = (µ˜a − ndandc µ˜c)− εacdndc m˜d −
iω
3c
(ndc Θ˜ac − ndandcnddΘ˜cd)
I tensori molecolari sono quelli ricavati precedentemente:
µ˜a =
(
α˜ab + εdcbnicG˜ad +
iω
3c
nicA˜abc
)
E˜ib
Θ˜ac = A˜∗bac E˜
i
b
m˜a = G˜∗ba E˜
i
b
da cui l’espressione piu` generale del tensore di scattering e`:
a˜ab = α˜ab + εdcbnicG˜ad − εacdndc G˜∗bd +
iω
3c
(
nicA˜abc − ndc A˜∗bac
)
+
− ndandc α˜cb − ndandcεedbnidG˜ce −
iω
3c
ndan
d
c
(
nidA˜cbd − nddA˜∗bcd
)
L’esperimento di misura della rotazione ottica tramite il polarimetro e` schematizzato
in figura 2.2. Si invia radiazione monocromatica polarizzata lungo x che viaggia nella
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direzione dell’asse z. Quando la radiazione colpisce il campione le molecole presenti
la diffondono e se ci sono N molecole per unita` di volume si avra` che un volumetto
infinitesimo di soluzione diffonde una radiazione pari a:
d E˜da = N
ω2
c2
ei(kR−ωt)
R
a˜abE˜
i
b dx d y d z (2.46)
Se si vuole calcolare la radiazione totale che arriva nel punto f si devono considerare tutti
i contributi derivanti dalle molecole presenti in una lamina di spessore infinitesimale
d z e integrare su x e y. Per simmetria si avra` che ~ni = ~nd quindi a˜ assume la seguente
forma semplificata:
a˜ab = α˜ab + ncζ˜abc − nanc
(
α˜cb + ndζ˜cbd + εcdendG˜∗be
)
(2.47)
dove si e` definito il seguente tensore molecolare:
ζ˜abc = εdcbG˜ad − εacdG˜∗bd +
iω
3c
(
A˜abc − A˜∗bac
)
(2.48)
L’integrale da calcolare e`:
∫ +∞
−∞
∫ +∞
−∞
eik
√
R20+x
2+y2√
R20 + x2 + y2
dxd y =
2pii
k
eikR0 (2.49)
Se poi si somma l’onda originaria all’onda diffusa si ottiene:
E˜fa = (δab + iMa˜ab) e
i(kR0−ωt) E˜ib
M = 2pi
ω
c
N d z
(2.50)
Questa e` una relazione generale che permette di prevedere una vasta gamma di fenomeni
ottici. Se ci interessa soltanto la rotazione ottica l’equazione si semplifica notevolmente
perche´ quando la radiazione incidente e` linearmente polarizzata lungo x l’indice b puo`
assumere solo tale valore. Inoltre per le note proprieta` delle onde piane i campi sono
perpendicolari alla direzione di propagazione dell’onda percio` l’indice a puo` assumere
solo i valori x e y.
Tenendo soltanto i termini pertinenti ed ignorando i contributi in M2 essendo M un
infinitesimo si ottiene, per sostituzione nella (2.15), la seguente espressione per l’angolo
θ:
d θ
d z
= −2piω
c
N Im a˜yx =⇒ θ = −2piω
c
NL Im a˜yx (2.51)
dove L e` il cammino ottico e θ e` l’angolo di cui si e` spostato il piano di polarizzazione
della luce.
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Figura 2.3: Coseni direttori degli assi.
Si potrebbe pensare che di essere arrivati alla formula definitiva ma non e` cos`ı: a˜yx
non e` una quantita` riferita direttamente alla molecola perche´ con x e y si sono indicati
gli assi cartesiani solidali al laboratorio. In un qualsiasi calcolo le proprieta` molecolari
vengono ricavate in un sistema di assi solidali con la molecola e se questa e` libera di
ruotare sara` necessario mediare su tutte le possibili orientazioni.
2.8 Media isotropica
Si considerino due terne di assi cartesiani come in figura 2.3, dove il sistema non primato
e` fisso rispetto al laboratorio mentre il sistema primato e` solidale con la molecola. Un
qualsiasi vettore ~V puo` essere espresso tramite una terna di componenti riferiti al primo
sistema (Vx, Vy, Vz) o al secondo (Vx′ , Vy′ , Vz′).
Passare da un sistema all’altro e` semplice3, ad esempio per la componente Vx:
Vx = ~x · ~x′Vx′ + ~x · ~y′Vy′ + ~x · ~z′Vz′ = lαxVα
dove lαa viene chiamato coseno direttore ed e` il coseno dell’angolo compreso tra l’asse
α del sistema primato e l’asse a del sistema non primato. Formule simili valgono per
tensori di rango superiore, ad esempio per la polarizzabilita` si avrebbe αab = lαalβbααβ .
Il calcolo ab-initio restituisce i tensori molecolari nel sistema primato, mentre le quan-
tita` che si misurano sperimentalmente sono collegate a tensori riferiti al sistema solidale
col laboratorio, che nel caso in cui le molecole ruotino liberamente dovranno essere me-
diati su tutte le possibili orientazioni; cio` si riduce a calcolare medie isotropiche di
prodotti di coseni direttori.
Per calcolare la rotazione ottica si riprende il tensore di scattering ricavato preceden-
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temente:
a˜yx = α˜yx + ncζ˜yxc − nync
(
α˜cx + ndζ˜cxd + εcdendG˜∗xe
)
=
= α˜yx + G˜yy − G˜∗xx +
iω
3c
(
A˜yxz − A˜∗xyz
) (2.52)
dove si e` sfruttato il fatto che per una radiazione che si propaga lungo z si ha che
nx = ny = 0 e nz = 1.
Svolgendo tutti gli integrali e` possibile dimostrare i seguenti risultati sulle medie
isotropiche dei coseni direttori:
〈lαalβb〉 = 13δαβδab 〈lαxlβylγz〉 =
1
6
εαβγεabc (2.53)
da cui si ricava 〈α˜yx〉 = 〈lαylβx〉α˜αβ = 0 il che significa che la polarizzabilita` non
contribuisce affatto alla rotazione ottica.
Per quanto riguarda il secondo termine:
〈ζ˜yxz〉 = 〈lαylβy〉G˜αβ − 〈lαxlβx〉G˜∗αβ+
+
iω
3c
(
〈lαylβxlγz〉A˜αβγ − 〈lαxlβylγz〉A˜∗αβγ
)
=
=
1
3
G˜αα − 13 G˜
∗
αα −
iω
3c
εαβγ
(
1
6
A˜αβγ +
1
6
A˜∗αβγ
)
=
=
1
3
G˜αα − 13 G˜
∗
αα
(2.54)
perche´ i tensori dinamici dipolo-quadrupolo sono simmetrici rispetto allo scambio del
secondo e terzo indice per cui εαβγA˜αβγ = 0.
Sostituendo le quantita` ricavate dentro la (2.51) ottengo:
θ = −2pi
3
ω
c
NL Im
(
G˜αα − G˜∗αα
)
=
=
4pi
3
ω
c
NLG′αα
(2.55)
Questo e` l’angolo che si osserverebbe al polarimetro, e per ottenere la rotazione molare
e` necessario dividere per la concentrazione molare e per il cammino ottico da cui:
[θ] =
4pi
3
ω
c
NAG
′
αα (2.56)
dove NA e` il numero di Avogadro. Si e` infine arrivati a dimostrare l’equazione di
Rosenfeld che esprime la rotazione ottica in funzione della traccia del tensore G′.
Questa formula puo` essere usata per calcolare la rotazione ottica ab-initio per tutte le
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frequenze non risonanti. Ricordando infatti la definizione del tensore G′:
G′αβ = −
2
~
∑
j 6=k
ω
ω2jk − ω2
Im 〈k|µα |j〉 〈j|mβ |k〉
se per qualche j si avesse ωjk ' ω il tensore divergerebbe e l’approssimazione pertur-
bativa perderebbe completamente di validita`.
Questo e` un problema nella teoria che ha radici profonde; si tratta infatti di una conse-
guenza dell’aver utilizzato un modello semiclassico in cui la radiazione elettromagnetica
non e` quantizzata. In questo formalismo un autostato esatto eccitato dell’Hamiltonia-
no imperturbato e` uno stato stazionario che rimane immutato col passare del tempo.
La teoria non prevede quindi la possibilita` di avere emissione spontanea.
Proprio come si fa per lo spin il problema puo` essere affrontato introducendo una
correzione ad-hoc.
2.9 Decadimento degli stati eccitati
Il decadimento degli stati eccitati puo` essere introdotto nel modello imponendo che
se al tempo zero il sistema si trova in un autostato eccitato |k〉 dopo un tempo t la
probabilita` che si trovi ancora in quello stato decresca esponenzialmente:
Pk(t) = e−Γkt (2.57)
dove Γk e` una costante specifica per lo stato eccitato (costante di damping).
Se si espande una qualsiasi funzione d’onda sulla base degli autostati esatti dell’Hamil-
toniano imperturbato come fatto nella (2.29) si avra` che i coefficienti saranno dipendenti
dal tempo e decaderanno secondo la (2.57):
Ψ =
∑
j
cj(t) e−iωjt ψj =
∑
j
cj(0) e−i(ωj−
1
2 iΓj)t ψj (2.58)
in questo modo Pk(t) = |ck(t)|2 ∝ e−Γkt come voluto.
Ora come suggerito dalla (2.58), basta operare la sostituzione ωj → ωj − 12 iΓj e tutta
la teoria puo` essere ripercorsa tal quale.
Il fattore dipendente dalla frequenza che si trova nei tensori molecolari dinamici si
modifichera` come segue:
1
ω2jk − ω2
→ 1
(ωjk − ω)(ω∗jk + ω)
=
1
(ω2jk − ω2)− iωΓjk + 14Γ2jk
'
' 1
(ω2jk − ω2)− iωΓjk
=
(ω2jk − ω2) + iωΓjk
(ω2jk − ω2)2 + ω2Γ2jk
= f + ig
(2.59)
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omega f g
0 0.01 0 10
0.1 0.01000099 0.000010002
0.2 0.010003962 2.0016E-005 1
0.3 0.010008918 3.0054E-005
0.4 0.010015865 4.0128E-005
0.5 0.010024811 5.0250E-005
0.6 0.010035766 6.0432E-005
0.7 0.010048744 7.0688E-005
0.8 0.01006376 8.1029E-005
0.9 0.010080832 9.1468E-005
1 0.01009998 0.00010202
1.1 0.010121227 0.000112697
1.2 0.0101446 0.000123514
1.3 0.010170127 0.000134484
1.4 0.010197839 0.000145624
1.5 0.010227771 0.000156948
1.6 0.010259959 0.000168472
1.7 0.010294446 0.000180214
1.8 0.010331274 0.00019219
1.9 0.010370491 0.000204419
2 0.010412148 0.00021692
2.1 0.010456299 0.000229713
omega jk
Lambda jkf
g
Figura 2.4: Grafici delle funzioni f e g.
dove Γjk = Γj − Γk e si trascura il termine di secondo grado. Il fattore dipendente
dalla frequenza che prima era singolare per frequenze risonanti ora si scompone in una
parte reale detta di dispersione, e una immaginaria detta di assorbimento, entrambe
funzioni continue e analitiche (figura 2.4):
f =
ω2jk − ω2
(ω2jk − ω2)2 + ω2Γ2jk
g =
ωΓjk
(ω2jk − ω2)2 + ω2Γ2jk
(2.60)
Seguendo questo ragionamento si scompongono anche i tensori molecolari dinamici che
da reali divengono complessi:
G′αβ = G
′
αβ(f) + iG
′
αβ(g) (2.61)
cio` si ripercuote nella formula finale soltanto a livello dell’ultimo passaggio in cui viene
estratta la parte immaginaria di G˜αα − G˜∗αα.
I due tensori si modificheranno secondo:
G˜ = G− iG′ → G(f) + iG(g)− iG′(f) +G′(g)
G˜∗ = G+ iG′ → G(f) + iG(g) + iG′(f)−G′(g)
(2.62)
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quindi la formula finale per θ diventa:
θ = −2pi
3
ω
c
NL Im (2G′αα(g)− 2iG′αα(f)) =
=
4pi
3
ω
c
NLG′αα(f)
(2.63)
e la rotazione ottica risulta dipendente soltanto dalla componente dispersiva del tensore
G′ la cui espressione e`:
G′αβ(f) = −
2
~
∑
j 6=k
ω(ω2jk − ω2)
(ω2jk − ω2)2 + ω2Γ2jk
Im 〈k|µα |j〉 〈j|mβ |k〉 (2.64)
Si e` cos`ı ottenuta un’espressione perturbativa della rotazione ottica valida a qualsiasi
frequenza. La separazione dei tensori nelle componenti dispersive e assorbitive ha anche
l’importante conseguenza di far emergere la relazione che collega la rotazione ottica al
dicroismo circolare.
2.10 Trasformata di Kramers-Kronig
Come e` stato fatto per la rotazione ottica e` possibile ricavare l’ellitticita` molare (pro-
porzionale al dicroismo circolare) sostituendo la (2.50) nella (2.16):
d η
d z
= 2pi
ω
c
N Re a˜yx =⇒ η = 2piω
c
NLRe a˜yx (2.65)
Questa espressione viene quindi sottoposta al processo di media isotropica ottenendo
la seguente espressione:
η =
2pi
3
ω
c
NLRe
(
G˜αα − G˜∗αα
)
(2.66)
Si vede che tutte queste equazioni sono uguali a quelle ottenute per la rotazione ottica
con l’unica differenza che dove prima andava presa la parte immaginaria, ora e` la parte
reale che va considerata.
Se si procede oltre senza considerare il tempo di vita finito degli stati eccitati pero`
si ottiene un dicroismo circolare nullo in quanto la quantita` G˜αα − G˜∗αα sarebbe im-
maginaria pura. Per far emergere questo fenomeno bisogna separare il tensore nelle
componenti dispersiva e assorbitiva come nella (2.62) ottenendo:
η =
2pi
3
ω
c
NLRe (2G′αα(g)− 2iG′αα(f)) =
=
4pi
3
ω
c
NLG′αα(g)
(2.67)
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Risulta quindi chiaro il perche` la componente f viene detta dispersiva (da` origine ad
un fenomeno di diffusione come la rotazione ottica) e la componente g assorbitiva (che
invece fa emergere un fenomeno di assorbimento come il dicroismo circolare).
Si puo` dimostrare che la rotazione ottica e il dicroismo circolare tendono a zero se
ω −→ ∞. Questo fatto, insieme alla natura olomorfa del tensore G′ permette di
dimostrare le seguenti relazioni40:
θ(ω) =
2
pi
ω2−
∫ ∞
0
η(ω′)
ω′(ω′2 − ω2) dω
′
η(ω) = − 2
pi
ω3−
∫ ∞
0
θ(ω′)
ω′2(ω′2 − ω2) dω
′
(2.68)
Dove con il simbolo −
∫
si e` indicato il valore principale di Cauchy dell’integrale. Queste
sono le note relazioni di Kramers-Kronig che permettono di ricavare l’ORD a partire
dallo spettro CD e viceversa.
Naturalmente uno spettro CD (come pure un ORD) non viene mai misurato in tutto
il campo di frequenze, quindi l’integrale viene troncato ad un intervallo limitato, il
che costituisce un’approssimazione equivalente a prendere solo alcuni termini nella
sommatoria che compare nell’equazione che definisce il tensore G′ (2.64).
2.11 Teoria della risposta lineare
L’equazione di Rosenfeld (2.55), per essere usata tal quale, richiede il calcolo di una
sommatoria che corre su tutti gli infiniti stati eccitati della molecola; questo non e`
fattibile percio` ci si dovrebbe accontentare di una somma troncata. Un’alternativa
potrebbe essere quella di calcolare lo spettro ECD e sfruttare la trasformata di Kramers-
Kronig per ottenere l’ORD, e anche in questo caso ci si dovrebbe accontentare di
calcolare la trasformata per un intervallo limitato di frequenze. In letteratura e` possibile
trovare esempi in cui questi due metodi sono stati usati per la predizione della OR41,
ma non hanno fornito risultati di qualita` pari a quelli ottenuti con la teoria della
risposta lineare30, che e` il metodo scelto per svolgere i calcoli nel presente lavoro.
Questo metodo non richiede di conoscere gli stati eccitati della molecola e calcola
il valore della rotazione ottica tramite derivate della funzione d’onda dipendente dal
tempo. La trattazione parte dal principio di Frenkel:
〈δΨ|Ψ〉 = 0 =⇒ 〈δΨ| Hˆ − i ∂
∂t
|Ψ〉 = 0 (2.69)
dove 〈δΨ| e` una variazione arbitraria della funzione d’onda perpendicolare alla stessa.
Nell’ambito della teoria Hartree-Fock (ma nel caso del DFT la trattazione e` quasi
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identica) la funzione d’onda e` un singolo determinante e l’equazione (2.69) si puo`
scrivere come:(
Fˆ − i ∂
∂t
)
|ϕi〉 = 0 ∀ i (2.70)
dove con |ϕi〉 si indicano gli orbitali molecolari che in questo formalismo sono dipendenti
dal tempo e Fˆ e` l’operatore di Fock del sistema che contiene i termini monoelettronici
hˆ, i termini bielettronici coulombiani e di scambio Gˆ(ρ) = Jˆ(ρ)− Kˆ(ρ) che dipendono
dalla densita`, e infine il perturbatore Vˆ dato dalla (2.27):
Fˆ = hˆ+ Gˆ(ρ) + Vˆ (t) (2.71)
La presenza del perturbatore modifica gli orbitali molecolari, e quindi la densita`, che
a sua volta modifica la forma dell’operatore bielettronico.
Queste grandezze si possono espandere in serie perturbativa:
|ϕi〉 =
∣∣∣ϕ(0)i 〉+ ∣∣∣ϕ(1)i 〉+ . . . ; Gˆ = Gˆ(0) + Gˆ(1) + . . . (2.72)
Sostituendo queste espressioni nella (2.70) si ottiene, al prim’ordine:(
hˆ+ Gˆ(0) − i ∂
∂t
) ∣∣∣ϕ(0)i 〉+ (Gˆ(1) + Vˆ ) ∣∣∣ϕ(1)i 〉 = 0 (2.73)
Dato che per poter utilizzare il principio di Frenkel (2.69) la variazione della funzio-
ne d’onda deve essere normale al determinante di Slater imperturbato, la correzione
al prim’ordine degli orbitali occupati deve essere necessariamente una combinazione
lineare degli orbitali virtuali∗:∣∣∣ϕ(1)i 〉 = ∑
µ
Piµ
∣∣∣ϕ(0)µ 〉 (2.74)
L’operatore bielettronico perturbato al prim’ordine sara` quindi dato da:
Gˆ(1) =
∑
jν
(
P ∗jν
〈
ϕ(0)ν
∣∣∣ 1− Pˆ12
r12
∣∣∣ϕ(0)j 〉+ Pjν 〈ϕ(0)j ∣∣∣ 1− Pˆ12r12
∣∣∣ϕ(0)ν 〉
)
(2.75)
Sostituendo il tutto nell’equazione (2.73) si ottiene un’equazione differenziale dipen-
dente dal tempo per i coefficienti P :
(εµ− εi)Piµ(t) +
∑
jν
(
P ∗jν(t) 〈µν| |ij〉+ Pjν(t) 〈µj| |iν〉
)
+Vµi(t) = i
∂Piµ(t)
∂t
(2.76)
∗Si fa uso della convenzione secondo cui gli indici i e j corrono sugli orbitali occupati, e gli indici
µ e ν corrono sugli orbitali virtuali.
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Noi desideriamo trovare la risposta lineare del sistema che viene perturbato da un’onda
piana monocromatica di frequenza angolare ω. Conviene quindi applicare la trasfor-
mata di Fourier all’equazione dipendente dal tempo e alla sua complessa coniugata per
avere le corrispondenti equazioni dipendenti dalla frequenza:
(εµ − εi − ω)Piµ(ω) +
∑
jν
(
P ∗jν(−ω) 〈µν| |ij〉+ Pjν(ω) 〈µj| |iν〉
)
= −Vµi(ω)
(εµ − εi + ω)Piµ(−ω) +
∑
jν
(
P ∗jν(ω) 〈µν| |ij〉+ Pjν(−ω) 〈µj| |iν〉
)
= −Vµi(−ω)
(2.77)
Si definiscono ora le seguenti matrici, che permettono di riscrivere le equazioni prece-
denti in forma matriciale:
Miµ,jν = (εµ − εi)δijδµν + 〈µj| |iν〉 Qiµ,jν = 〈µν| |ij〉 (2.78)
da cui si ottiene:(
M− Iω Q
Q M + Iω
)(
P(ω)
P∗(−ω)
)
= −
(
V(ω)
V∗(−ω)
)
(2.79)
Tramite un’inversione di matrice si puo´ quindi arrivare alla matrice dei coefficienti P,
che dipendono dalla frequenza della radiazione ω. In virtu` del fatto che ci si e` fermati
al prim’ordine nell’espansione degli orbitali molecolari, se la perturbazione agente sul
sistema e` un campo elettrico oscillante, la funzione d’onda ottenuta in questo modo
sara` del tipo Ψ(ω) = Ψ(0)+Ψ(1)(ω)Ea, ovvero la correzione al prim’ordine alla funzione
d’onda e` lineare nel campo e puo` essere espressa tramite una derivata:
Ψ(1)(ω) =
∂Ψ(ω)
∂Ea
(2.80)
e un’espressione del tutto simile vale se invece la perturbazione agente sul sistema e` un
campo magnetico.
Confrontando questa espressione con la (2.29) si ottiene:∣∣∣∣∂Ψk(ω)∂Ea
〉
=
∑
j 6=k
(a˜jk + a˜′jk) |j〉 e−iωkt =
1
~
∑
j 6=k
ωjk
ω2jk − ω2
|j〉 〈j|µa |k〉 e−iωkt (2.81)
Se si considera ora l’espressione equivalente che si ottiene per una perturbazione ma-
gnetica statica si ha:∣∣∣∣∂Ψk(0)∂Bb
〉
=
∑
j 6=k
(b˜jk + b˜′jk) |j〉 e−iωkt =
1
~
∑
j 6=k
1
ωjk
|j〉 〈j|mb |k〉 e−iωkt (2.82)
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e moltiplicando le due si arriva a:〈
∂Ψk(ω)
∂Ea
∣∣∣∣ ∂Ψk(0)∂Bb
〉
=
1
~2
∑
j 6=k
1
ω2jk − ω2
〈k|µa |j〉 〈j|mb |k〉 (2.83)
Il tensore G′, necessario per il calcolo della rotazione ottica, si ricava immediatamente:
G′ab = −2~ω Im
〈
∂Ψk(ω)
∂Ea
∣∣∣∣ ∂Ψk(0)∂Bb
〉
(2.84)
Si e` infine giunti ad un’espressione del tensore cercato che non richiede una sommatoria
sugli stati eccitati. Va pero` detto che in questo modo non viene implementata nel
modello la rimozione della singolarita` tramite le funzioni f e g viste prima. Il calcolo
sara` quindi affidabile solo per frequenze non troppo vicine alle bande di assorbimento
della molecola in esame.
2.12 Dipendenza dei tensori dall’origine degli assi
Appare scontato affermare che perche´ un calcolo molecolare abbia un senso fisico deve
essere indipendente dalla scelta del sistema di riferimento. In realta` e` facile dimostrare
che il tensore G′, come anche tutti gli altri tensori che contengono termini magnetici,
non e` indipendente dalla posizione dell’origine degli assi16.
Per rendersene conto si consideri come cambiano il dipolo elettrico e il dipolo magnetico
se l’origine viene spostata dal punto O al punto O′ di un vettore ~∆. I vettori posizione
delle particelle (nuclei ed elettroni) cambiano secondo ~r ′ = ~r − ~∆ e quindi ~p ′ = ~p in
quanto il vettore spostamento non dipende dal tempo.
I momenti di dipolo quindi diventano:
µ′a =
∑
i
Zir
′
ia =
∑
i
Ziria −∆a
∑
i
Zi = µa
m′b =
∑
i
Zi
2mic
εbcdr
′
icp
′
id = ma − εbcd∆c
∑
i
Zi
2mic
pid
(2.85)
Supponendo la molecola neutra il momento di dipolo elettrico e` invariante per tra-
slazione. Il momento di dipolo magnetico invece cambia, e cos`ı cambiano anche tutti
i tensori che da esso dipendono. Questo non e` un assurdo in quanto nel caso della
rotazione ottica (come anche delle altre proprieta` di natura magnetica) viene calcolata
la traccia del tensore che invece e` un’invariante.
Nel tensore G′ compariranno dei termini del tipo 〈j| pid |k〉 che si possono semplificare
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sfruttando le regole canoniche di commutazione:
[rid, pid] = i~ =⇒ [rid, Hˆ] = i~
mi
pid (2.86)
〈j| pid |k〉 = − imi~ 〈j| ridHˆ − Hˆrid |k〉 = imiωjk 〈j| rid |k〉 (2.87)
Gli elementi di matrice della quantita` di moto nella base degli autostati esatti dell’Ha-
miltoniano sono proporzionali agli elementi di matrice della posizione.
Inserendo questo risultato nell’espressione del tensore G′ si ottiene:
G′ab → G′ab +
ω
2c
εbcd∆cαad (2.88)
dove α e` la polarizzabilita` dinamica simmetrica. Quando si va a prendere la traccia
di questo tensore la componente che contiene la polarizzabilita` si annulla per le sue
proprieta` di simmetria e la rotazione ottica risulta invariante per traslazione.
In questa dimostrazione pero` si annida un problema: la relazione (2.87) sussiste solo per
autostati esatti. Il calcolo pero` costituisce sempre un’approssimazione e dal momento
in cui la relazione perde di validita` la rotazione ottica calcolata diviene dipendente
dall’origine degli assi.
L’invarianza per traslazione si puo` recuperare prendendo una base atomica dipendente
dal campo magnetico. In questo lavoro di tesi si e` fatto uso dei Gauge Independent
Atomic Orbitals (GIAOs), la cui espressione e`16:
χµ(~r; ~B) = e−
i
2c
~B×~Rµ·~r χµ(~r; 0) (2.89)
Dove ~Rµ e` la posizione dell’atomo. L’utilizzo di questo tipo di base atomica risolve il
problema della dipendenza dall’origine anche per basi non complete.
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Capitolo 3
Il modello di solvatazione
3.1 La necessita` di un modello
Le determinazioni sperimentali della rotazione ottica di molecole organiche vengono
fatte, salvo poche eccezioni, sulla sostanza pura o sciolta in un solvente. Come e` stato
mostrato in molti lavori sia teorici che sperimentali11,25,31,46,53 la presenza del solvente
puo` influenzare moltissimo il valore della rotazione ottica, dunque un calcolo accurato
in grado di confrontarsi direttamente con l’esperimento deve necessariamente tenere
conto di questi effetti.
Esistono due approcci limite al problema della solvatazione. Il primo consiste nel con-
siderare il solvente in modo esplicito includendone nel calcolo un numero adeguato di
molecole, che sia rappresentativo della concentrazione della soluzione che si vuole de-
scrivere, le quali interagiranno con il soluto. Un calcolo ab-initio fatto per un sistema
con un numero elevato di molecole di solvente pero` risulta proibitivo per la maggior
parte dei sistemi. Le molecole di solvente inoltre non possono essere considerate fisse
rispetto al soluto in quanto i moti termici le portano ad assumere un numero infinito
di configurazioni, e prendendone soltanto una non si avrebbe un campione rappresen-
tativo. Si ricorre quindi ad un metodo ibrido in cui viene fatta per prima cosa una
dinamica con un campo di forza classico che permetta di campionare in modo il piu`
possibile completo lo spazio delle configurazioni del sistema soluto-solvente, e in se-
guito si potra` calcolare la proprieta` desiderata con dei metodi quantomeccanici per
tutte le configurazioni estratte (nelle quali si cerchera` di conservare soltanto il numero
di molecole di solvente strettamente necessario), e infine si otterra` il valore della pro-
prieta` come media. Questo modo di procedere puo` comunque risultare molto costoso
in quanto l’inclusione di molecole esplicite di solvente aumenta il tempo richiesto per
portare a termine qualsiasi calcolo, che oltretutto va ripetuto un numero molto elevato
di volte, tante quante le configurazioni estratte dalla dinamica. Un secondo svantaggio
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consiste nel fatto che i risultati ottenuti saranno largamente dipendenti dalla qualita`
della dinamica, che dipende dalla sua durata nonche´ dal campo di forza scelto.
Il secondo approccio consiste nel considerare il solvente come un continuo polarizzabile
e la molecola oggetto dello studio viene posta in una cavita` scavata al suo interno. La
molecola interagisce con il solvente polarizzando la superficie della cavita`, sulla quale
si forma una densita` di carica che va a modificare la densita` elettronica della molecola
stessa, e quindi il valore calcolato della rotazione ottica. In questo caso non e` neces-
sario ripetere il calcolo molte volte in quanto considerare il solvente come un continuo
costituisce di per se´ una media implicita di tutte le possibili configurazioni, e il calcolo
ha in generale un costo inferiore rispetto a quello del calcolo effettuato con l’approccio
esplicito.
In questo lavoro di tesi gli effetti dovuti alla solvatazione sono stati trattati utilizzan-
do il Polarizable Continuum Model (PCM). La principale caratteristica del PCM e`
il focalizzarsi sulle interazioni elettrostatiche tra soluto e solvente48,49. Viene quindi
trascurata la componente direzionale di interazioni specifiche quali eventuali legami a
idrogeno, e a seconda dei casi possono non essere considerate neppure interazioni di
dispersione e repulsione elettronica, di natura prettamente quantistica. Dato che viene
presa in considerazione un’unica molecola di soluto inoltre si ottiene un modello adatto
a descrivere soluzioni infinitamente diluite. Queste approssimazioni sono giustificate
dal fatto che le interazioni elettrostatiche sono generalmente le piu` importanti e nu-
merosi studi computazionali hanno dimostrato l’applicabilita` del modello in moltissimi
casi9.
3.2 Il modello fisico
Per poter definire un modello di tipo continuo occorre per prima cosa dare una de-
scrizione della cavita`. Nell’implementazione corrente del modello PCM la la cavita` e`
l’unione di un insieme di sfere centrate sugli atomi i cui raggi dipendono dal tipo di
atomo considerato. Nell’implementazione del PCM di Gaussian09, il programma usato
per questo lavoro di tesi, la cavita` dipende dalla geometria molecolare, ma non dal tipo
di solvente.
Una volta posta all’interno della cavita` la molecola interagisce con il dielettrico polariz-
zandolo secondo le leggi dell’elettrostatica nei mezzi materiali, e in particolare secondo
l’equazione di Poisson:
−∇2V (~r) = 4piρ(~r) all’interno della cavita`
−ε∇2V (~r) = 0 all’esterno della cavita`
(3.1)
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dove V e` il potenziale elettrostatico e ε e` la costante dielettrica del continuo polarizzabi-
le, che viene posta uguale alla costante dielettrica del solvente preso in considerazione.
Vengono anche imposte come condizioni al contorno la continuita` del potenziale e della
componente normale alla cavita` del vettore induzione elettrica:
Vin − Vout = 0 ;
(
∂Vin
∂~n
)
− ε
(
∂Vout
∂~n
)
= 0 (3.2)
Il potenziale che compare nell’equazione e` la somma del potenziale generato dalla mo-
lecola VM e quello generato dalla densita` di carica superficiale σ che si forma sulla
superficie della cavita` a seguito della polarizzazione del dielettrico, chiamato potenzia-
le di reazione VR. Quest’ultimo puo` essere espresso in funzione della densita` di carica
superficiale secondo l’equazione:
VR(~r) =
∫
σ(~s)
|~s− ~r| d
2~s (3.3)
La risposta del dielettrico alla densita` di carica della molecola e` quindi di natura classi-
ca, ma per eseguire un calcolo ab-initio e` necessario risolvere l’equazione di Schro¨dinger,
in cui compare un Hamiltoniano che puo` essere scomposto nella somma dell’Hamilto-
niano della molecola isolata e di un termine di interazione col solvente:
Hˆψ = (HˆM + Vˆint)ψ = Eψ (3.4)
il potenziale di interazione Vˆint deriva dall’interazione della densita` di carica sulla cavita`
con il potenziale generato dalla molecola:
Vˆint =
∫
VM(~s)σ(~s) d2~s (3.5)
E` evidente che essendo VM un funzionale della stessa densita` ρM l’equazione va risolta
con un processo iterativo fino ad autoconsistenza. Nella pratica computazionale inol-
tre la carica presente sulla superficie della cavita` viene discretizzata in un insieme di
cariche qi. Questo procedimento permette di scrivere le equazioni in forma matriciale,
molto piu` semplice da trattare dal punto di vista computazionale.
Questo formalismo permette di ottenere l’energia della molecola e la funzione d’onda
(o la densita` nel caso dei metodi DFT), dalla quale si possono calcolare le proprieta`
molecolari statiche quali la polarizzabilita` o il momento di dipolo magnetico. La ro-
tazione ottica tuttavia e` una proprieta` dinamica che scaturisce dall’interazione tra la
molecola e la radiazione elettromagnetica, il che implica la comparsa nell’Hamiltoniano
di termini dipendenti dal tempo; fortunatamente il PCM puo` essere integrato piena-
mente anche nei metodi di calcolo di proprieta` dinamiche49.
La presenza del solvente altera la distribuzione di carica del soluto e le proprieta` mo-
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lecolari, il cui calcolo pero` richiede una maggiore attenzione nei confronti degli effetti
di cui e` necessario tenere conto per avere una descrizione il piu` possibile completa del
sistema.
3.3 Effetti del PCM sulle proprieta` molecolari
La presenza del solvente induce un cambiamento nella densita` elettronica che si riper-
cuote su tutte le proprieta` della molecola. Oltre a questo contributo, chiamato effetto
diretto, ne esiste anche un altro, chiamato effetto indiretto legato al fatto che, rispetto
allo stesso calcolo per la molecola isolata, la presenza del solvente modifica la geometria
di equilibrio della molecola. Con il PCM si tiene conto di questi effetti ottimizzando
nuovamente la geometria molecolare in presenza del solvente.
Quando si desidera calcolare una proprieta` di risposta della molecola ad una pertur-
bazione esterna bisogna tenere conto di altri effetti che possono comparire a seconda
del tipo di perturbazione. In particolare quando si vogliono ricavare delle proprieta`
spettroscopiche vanno considerati i seguenti contributi:
• Il mezzo solvente modifica i campi elettromagnetici che lo attraversano, di conse-
guenza il campo effettivamente agente sulla molecola e` diverso dal campo imposto
sul campione (effetto di campo locale).
• Nel caso di perturbazioni dinamiche il soluto subisce dei cambiamenti i cui tem-
pi caratteristici cambiano a seconda del tipo di perturbazione. Le molecole di
solvente che lo circondano potrebbero non riuscire a seguire tali cambiamenti
riarrangiando tutti i loro gradi di liberta`, riuscendo a riequilibrarsi col soluto
solo tramite alcuni di essi (effetto di non equilibrio).
Entrambi questi effetti possono essere inseriti nel formalismo PCM ottenendo una
descrizione del sistema molto vicina alla fisica del fenomeno9.
3.3.1 Effetto del campo locale
In un qualsiasi esperimento di spettroscopia in cui si studia una sostanza sciolta in
un solvente si invia sul campione una radiazione e se ne osserva un qualche tipo di
risposta, come un’assorbanza, un dicroismo, o altro. La risposta del soluto dipende
dalle caratteristiche della radiazione che interagisce con esso all’interno della soluzione,
che puo` non essere formalmente identica a quella che viene inviata sul campione dallo
sperimentatore, in quanto il solvente e` in genere in grado di modificarla.
Una trattazione molto elementare di questo fenomeno nell’ambito dei modelli a conti-
nuo polarizzabile e` quella del modello di Onsager-Lorentz37. Si tratta di un modello di
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tipo classico in cui il soluto viene approssimato tramite un dipolo elettrico puntiforme
che si trova al centro di una cavita` sferica di un dielettrico polarizzabile, che rappresen-
ta il solvente. Questo modello molto semplificato permette di calcolare analiticamente
il campo elettrico locale che agisce sul dipolo all’interno della sfera in funzione del
campo elettrico esterno:
~Eloc =
ε+ 2
3
~Eext ; ~Elocω =
n2 + 2
3
~Eextω (3.6)
dove ε e` la costante dielettrica del solvente e n e` il suo indice di rifrazione. La prima
equazione e` valida per campi statici, la seconda per campi dinamici.
Da queste equazioni risulta che, nei limiti delle approssimazioni fatte, il campo agente
sul soluto e` direttamente proporzionale a quello esterno, di conseguenza tale propor-
zionalita` vale anche per tutte le proprieta` spettroscopiche, tra cui la rotazione ottica.
Se questo modello fosse esatto per ottenere la rotazione ottica di una molecola in solu-
zione basterebbe moltiplicare la quantita` ottenuta per la molecola isolata per il fattore
(n2 + 2)/3. Di fatto questo modo di procedere porta a risultati insoddisfacenti in
quanto le approssimazioni che sottendono al modello sono eccessivamente restrittive.
Il PCM si presta ad una descrizione piu` accurata del fenomeno in quanto la cavita`
non e` sferica ma assume la forma della molecola, la quale non viene approssimata da
un semplice dipolo ma da tutta la sua densita` elettronica ottenuta da una descrizione
quantomeccanica.
Nel PCM il campo esterno interagisce sia con la nuvola elettronica della molecola (gia`
perturbata dalla presenza del dielettrico) e sia con la densita` di carica superficiale pre-
sente sulla cavita`10. Una via per calcolare una proprieta` spettroscopica dipendente
dal campo elettrico e` quella di tenere conto del fatto che il campo esterno interagisce
con un momento di dipolo elettrico efficace dato dalla somma del dipolo elettrico della
molecola e di quello dovuto alla densita` di carica superficiale indotta dalla molecola
sulla cavita`:
~µ eff = ~µmol + µ˜ (3.7)
Il momento di dipolo elettrico associato alla cavita` si calcola a partire dal set di cariche
qj ottenute dalla discretizzazione della densita` di carica superficiale:
qj = −
∑
k
QjkV (~sk) =⇒ µ˜ =
∑
j
qj~sj (3.8)
dove Q e` una matrice quadrata che dipende dalla costante dielettrica del solvente e
dalla geometria della cavita` e V e` il potenziale elettrico generato dalla molecola.
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L’energia di interazione tra il campo esterno e la cavita` e` quindi data da:
−µ˜ · ~Eext = −
∑
j
qjV
ext(~sj) = −
∑
jk
QjkV
ext(~sj)V (~sk) =
∑
k
qextk V (~sk) (3.9)
dove V ext e` il potenziale elettrico associato al campo ~Eext e sono state definite le
cariche qextk che originano dalla polarizzazione della superficie della cavita` dovuta al
campo esterno. Tali cariche sono lineari del campo per cui si ha:
−µ˜ · ~Eext =
∑
k
V (~sk)
∂qextk
∂ ~Eext
· ~Eext =⇒ µ˜ = −
∑
k
V (~sk)
∂qextk
∂ ~Eext
(3.10)
L’ultima espressione ci offre un metodo semplice per calcolare il momento di dipolo µ˜
a partire dalla dipendenza delle cariche aggiuntive di campo locale rispetto al campo
esterno che secondo i principi dell’elettrodinamica classica e` data da:
qextk = −
∑
j
D−1jk E
ext
n (~sj) (3.11)
dove D−1 e` una matrice che dipende dalla geometria della cavita` e dalla costante
dielettrica del solvente. Per campi dinamici in realta` non andrebbe usata la costante
dielettrica statica bens`ı quella dipendente dalla frequenza, uguale al quadrato dell’in-
dice di rifrazione. In pratica per frequenze distanti dalle bande di assorbimento del
solvente si puo` usare la costante dielettrica ottica.
Nel caso in esame del calcolo della rotazione ottica il dipolo elettrico effettivo (3.7) viene
sostituito al semplice dipolo elettrico molecolare nell’equazione di Rosenfeld (2.55) . Il
tensore G′ tuttavia ha anche un termine dipendente dal momento di dipolo magnetico.
Si dovrebbero quindi in linea di principio considerare gli effetti di campo locale agenti
anche su questo secondo termine, il cui effetto dovrebbe comunque essere trascurabile
rispetto a quello dovuto al dipolo elettrico14.
3.3.2 Effetti di non equilibrio
Quando in un esperimento di spettroscopia si invia ad un soluto una radiazione, questo
evolve nel tempo e i tempi caratteristici di tale evoluzione cambiano a seconda del
processo in atto. Il solvente cerchera` di seguire il cambiamento per poter minimizzare
l’energia ma non tutti i suoi gradi di liberta` sono in grado di riarrangiarsi abbastanza
velocemente. Se ad esempio si stanno osservando delle transizioni elettroniche in un
esperimento di spettroscopia di assorbimento UV-vis, l’eccitazione avviene in un tempo
dell’ordine dei femtosecondi, ed e` ragionevole supporre che gli elettroni delle molecole
di solvente potranno mantenere una situazione di equilibrio con la densita` elettronica
del soluto, mentre i nuclei (e quindi i gradi di liberta` traslazionali, rotazionali, e vibra-
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zionali) rimarranno fissi.
Nel PCM e` possibile introdurre questo fenomeno suddividendo la polarizzazione in-
dotta dalla molecola sul continuo polarizzabile in due contributi, uno statico di non
equilibrio che raggruppa l’effetto dovuto ai gradi di liberta` considerati “lenti” rispetto
al processo che si sta considerando, e uno dinamico che invece rappresenta quei gradi
di liberta` che invece si riarrangiano istantaneamente con la densita` elettronica del so-
luto32. Computazionalmente, cio` si traduce nell’utilizzo di due insiemi di cariche sulla
superficie della cavita`.
Nel caso della rotazione ottica, se ci si limita a considerare i soli effetti elettronici, la
componente veloce della polarizzazione terra` conto dei gradi di liberta` elettronici del
solvente, mentre quella di non-equilibrio terra` conto dei gradi di liberta` nucleari. La
componente veloce si determina quindi risolvendo il problema dell’elettrostatica utiliz-
zando la densita` di carica perturbata e la costante dielettrica ottica piuttosto che quella
statica nell’equazione (3.1), con la differenza che le condizioni al contorno saranno:
Vin − Vout = 0 ;
(
∂Vin
∂~n
)
− ε
(
∂Vout
∂~n
)
= 4piσneq (3.12)
dove σneq e` la densita` di carica superficiale di non equilibrio calcolata per la molecola
di soluto in assenza della perturbazione.
Nel caso si voglia superare una descrizione puramente elettronica della proprieta` e valu-
tare i contributi vibrazionali, ne scaturira` un ulteriore livello di non equilibrio, definito
sul contributo vibrazionale stesso12. Anche questo contributo viene trattato definen-
do due distinti insiemi di cariche sulla superficie della cavita` indicati con qin e qd che
rappresentano rispettivamente la componente inerziale e dinamica della polarizzazio-
ne. La polarizzazione del solvente dovuta alle vibrazioni molecolari e` caratterizzata
da una scala di tempi diversa da quella elettronica percio` anche la definizione delle
corrispondenti cariche risponde ad equazioni diverse. La componente dinamica viene
definita tramite l’equazione (3.8) con la differenza che la matrice Q viene calcolata
con la costante dielettrica ottica del solvente, mentre la componente inerziale viene
calcolata per differenza:
qd(sj ; ρ) = −
∑
k
Qjk(εopt)V (~sk; ρ) (3.13)
qin(si; ρ0) = qε(si; ρ0)− qd(si; ρ0) (3.14)
dove si e` esplicitata la dipendenza dei due set di cariche dalla densita` del soluto (elet-
tronica e nucleare) perturbata ρ e di equilibrio ρ0. Le cariche qε(si; ρ0) si ottengono
tramite l’equazione (3.8) utilizzando la costante dielettrica statica del solvente ε.
Questi due insiemi di cariche permettono di ridefinire le matrici PCM che entrano
nell’espressione dell’energia libera del sistema separando i contributi dinamico e iner-
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ziale. I modi normali e le frequenze vibrazionali del sistema vengono quindi ottenuti
nel regime di non equilibrio vibrazionale differenziando due volte l’energia libera e dia-
gonalizzando la matrice Hessiana (vedi capitolo 4).
Se si assume che le molecole di solvente non seguano il soluto durante le vibrazioni
si puo` imporre che la cavita` rimanga fissa, come ulteriore raffinamento del modello
di non equilibrio. Questo ragionamento porta a semplificare le equazioni in quanto
scompaiono i termini che dipendono dalle derivate della geometria della cavita` rispetto
alle posizioni dei nuclei, ma impone di riottimizzare la struttura di equilibrio del soluto
includendo questo effetto. Durante il calcolo delle correzioni vibrazionali inoltre e` ne-
cessario prestare attenzione al fatto che il programma non modifichi la cavita` durante
il calcolo delle derivate numeriche, che impone degli spostamenti degli atomi lungo i
modi normali (vedi sezione 4.6).
3.4 Effetti espliciti del solvente
Il PCM e` un modello che ha dimostrato di possedere un’ampia applicabilita`, ma ci
sono casi purtroppo in cui non fornisce una descrizione adeguata del sistema.
Alcuni solventi infatti interagiscono in modo specifico con il soluto, ad esempio tramite
legami a idrogeno o interazioni di stacking. In questi casi si puo` intervenire ridefinendo
il soluto in modo da includere nel sistema un numero sufficiente di molecole di solvente
da trattare le interazioni specifiche ed utilizzare il PCM per il calcolo su questo nuovo
sistema. Altrimenti si puo` abbandonare la descrizione a continuo polarizzabile e pro-
cedere con il metodo della dinamica molecolare classica seguita dal calcolo quantistico
sulle configurazioni estratte visto sopra.
Anche quando sono presenti interazioni specifiche tuttavia il PCM puo` dare risultati
soddisfacenti, ad esempio in quei casi in cui il contributo di tali interazioni risulta tra-
scurabile rispetto ad altri effetti che vengono correttamente riprodotti dal modello o
quando la componente elettrostatica del legame a idrogeno e` predominante rispetto a
quella direzionale. Se ad esempio passando dal vuoto al solvente si ha un cambiamento
drastico nelle popolazioni relative dei vari conformeri di una molecola e il PCM e` in
grado di riprodurre tale differenza, allora riuscira` verosimilmente a riprodurre anche il
cambiamento osservato per una proprieta` passando dalla fase gas alla soluzione, anche
in presenza di interazioni specifiche11.
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Capitolo 4
Effetto delle vibrazioni
4.1 Vibrazioni molecolari
Il principio di indeterminazione di Heisenberg e` l’assioma su cui si fonda la meccanica
quantistica e in quanto tale ha molte conseguenze importanti, tra cui il fatto che ogni
molecola, anche se si trova nel suo stato di piu` bassa energia, vibra.
Le vibrazioni molecolari si ripercuotono su molte grandezze osservabili sperimental-
mente, a volte in modo piu` evidente (come nella struttura vibronica degli spettri elet-
tronici), e a volte in modo piu` velato.
E` il caso della rotazione ottica, per la quale l’effetto vibrazionale non traspare dallo
spettro ORD, ma e` stato dimostrato tramite calcoli teorici44 che puo` essere una com-
ponente fondamentale della rotazione osservata.
In questo capitolo si vedra` come tenere conto computazionalmente di questo effetto.
La trattazione e` ampiamente generale e si applica a qualsiasi proprieta` elettronica della
molecola, dalla polarizzabilita` allo shielding NMR, tutte grandezze che risentono del-
l’effetto delle vibrazioni molecolari.
4.2 Approssimazione di Born-Oppenheimer
La necessita` di calcolare correzioni vibrazionali alle proprieta` e` una diretta conseguenza
dell’approssimazione di Born-Oppenheimer, in cui la funzione d’onda della molecola
viene fattorizzata in due contributi:
Ψ(r,R) = ψ(r;R) Φ(R) (4.1)
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dove con r si e` indicato l’insieme delle coordinate degli elettroni e con R l’insieme delle
coordinate dei nuclei.
Questa fattorizzazione e` sempre possibile, e l’approssimazione consiste nell’imporre che
i due termini siano separatamente autostati dei due Hamiltoniani elettronico e nucleare:
Hˆe ψ(r;R) = U(R)ψ(r;R) ; Hˆe = Tˆe + VˆeN + VˆNN + Vˆee
HˆN Φ(R) = E Φ(R) ; HˆN = TˆN + U(R)
(4.2)
Nell’energia elettronica U(R), che dipende parametricamente dalle posizioni dei nu-
clei, sono incluse l’energia cinetica degli elettroni e le interazioni Coulombiane Nucleo-
Nucleo, Nucleo-elettrone, ed elettrone-elettrone.
Le due funzioni d’onda vengono calcolate separatamente, ognuna con un suo livello di
approssimazione. Il calcolo di Φ(R) inoltre richiede la conoscenza di U(R), che com-
pare nell’Hamiltoniano nucleare.
4.3 Approssimazione armonica
Prima di calcolare una qualsiasi proprieta` molecolare va prima individuata la geometria
molecolare di equilibrio che minimizza l’energia elettronica U(Q).
Questa si puo` quindi espandere in serie di Taylor attorno alla geometria di equilibrio:
U(R) = U0+
1
2
3N∑
a,b=1
(
∂2U
∂Ra∂Rb
)
RaRb+
1
6
3N∑
a,b,c=1
(
∂3U
∂Ra∂Rb∂Rc
)
RaRbRc+. . . (4.3)
dove N e` il numero di atomi e Ra e` lo spostamento dall’equilibrio. Nell’espansione
manca il termine al prim’ordine perche` alla geometria di equilibrio il gradiente dell’e-
nergia e` zero.
Questa espansione dell’energia si puo` sostituire nell’Hamiltoniano nucleare (4.2) e se si
tronca al secondo ordine si ottiene:
HˆN =
3N∑
a=1
− 1
2Ma
∂2
∂R2a
+
1
2
3N∑
a,b=1
(
∂2U
∂Ra∂Rb
)
RaRb (4.4)
in cui si e` scartato il semplice termine additivo U0 in quanto irrilevante. Si definiscono
ora le coordinate pesate per la massa dei nuclei atomici come R′a = Ra
√
Ma e si riscrive
l’Hamiltoniano in termini di queste coordinate:
HˆN =
3N∑
a=1
−1
2
∂2
∂R′a
2 +
1
2
3N∑
a,b=1
(
∂2U
∂R′a∂R′b
)
R′aR
′
b (4.5)
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la matrice delle derivate seconde dell’energia e` una matrice simmetrica, e per il teorema
spettrale e` possibile diagonalizzarla tramite una matrice unitaria U e gli autovalori
corrispondenti saranno reali non negativi, quest’ultima proprieta` data dal fatto che ci
si trova in un minimo.
La matrice di diagonalizzazione cos`ı trovata permette infine di definire le coordinate
normali tramite Qa = UabR′b. L’Hamiltoniano puo` essere riscritto rispetto a questo
nuovo sistema:
HˆN =
3N∑
a=1
−1
2
∂2
∂Q2a
+
1
2
3N∑
a,b=1
ω2aQ
2
a =
3N∑
a=1
(
−1
2
∂2
∂Q2a
+
1
2
ω2aQ
2
a
)
(4.6)
dove le ω2a sono gli autovalori della matrice U.
L’Hamiltoniano risulta scritto come una somma di N termini, ognuno dipendente da
una singola coordinata, e di conseguenza la funzione d’onda nucleare sara` il prodotto
degli autostati dei singoli termini. L’Hamiltoniano inoltre e` invariante per traslazione
della molecola percio` tre dei modi normali avranno autovalore nullo e si potranno scar-
tare. Viene poi fatta l’approssimazione di poter separare dalla Φ(Q) anche i contributi
dovuti alla rotazione della molecola. Se N e` il numero di atomi presenti questo si
traduce in una riduzione delle coordinate Q da trattare da 3N a 3N − 6 (per molecole
non lineari, quindi per tutte le molecole chirali).
Rimane un Hamiltoniano i cui termini hanno la forma dell’oscillatore armonico, e i cui
autostati sono calcolabili esattamente con energie che in unita` atomiche sono date da:
Ev =
3N−6∑
a=1
ωa
(
1
2
+ va
)
(4.7)
dove con va si sono indicati i numeri quantici vibrazionali.
Questa e` l’approssimazione minima che puo` essere fatta per calcolare la funzione d’onda
nucleare, ma per poter migliorare ulteriormente il calcolo e` possibile reintrodurre alcuni
dei termini scartati dall’espansione dell’energia (4.3) come termini perturbativi.
Si riscrive innanzi tutto l’energia elettronica in funzione dei modi normali:
U(Q) = U0 +
1
2
3N−6∑
a=1
ω2aQ
2
a +
1
6
3N−6∑
b,c,d=1
KbcdQbQcQd + . . . (4.8)
dove con Kbcd si sono indicate le derivate terze dell’energia calcolate alla geometria di
equilibrio. La teoria delle pertrubazioni stabilisce che al prim’ordine la funzione d’onda
perturbata e` data da:
|Φv〉 = |v〉 −
∞∑
w 6=v
|w〉 〈w|
1
6
∑
bcdKbcdQbQcQd |v〉
Ew − Ev (4.9)
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Questa e` la funzione che e` stata usata in questo lavoro per calcolare le correzioni
vibrazionali alla rotazione ottica.
4.4 Media vibrazionale
Una generica proprieta` elettronica P si puo` calcolare a partire dalla sola funzione
d’onda elettronica alla geometria di equilibrio. Se cambia la geometria cambia anche la
proprieta`, e dato che gli atomi sono sempre in movimento un calcolo accurato impone
di fare una media usando la funzione d’onda nucleare. In formule cio` si traduce in:
ψ(r;R) −→ P (Q) =⇒ P = 〈Φ|P (Q) |Φ〉 (4.10)
La funzione P (Q) puo` essere espansa in serie di Taylor attorno alla geometria di
equilibrio della molecola:
P (Q) = P0 +
3N−6∑
a=1
(
∂P
∂Qa
)
0
Qa +
1
2
3N−6∑
a,b=1
(
∂2P
∂QaQb
)
0
QaQb + . . . (4.11)
A questo punto si possono mettere insieme la funzione d’onda nucleare anarmoni-
ca e l’espansione appena scritta ottenendo la seguente espressione per la correzione
vibrazionale alla proprieta`:
∆VCP =− 2
∑
a
(
∂P
∂Qa
)
0
∑
w 6=v
〈v|Qa |w〉 〈w| 16
∑
bcdKbcdQbQcQd |v〉
Ew − Ev +
+
1
2
∑
ab
(
∂2P
∂QaQb
)
0
〈v|QaQb |v〉
(4.12)
Questa e` un’espressione piuttosto complessa che include anche una sommatoria su
tutti gli stati vibrazionali eccitati. Sfruttando pero` le proprieta` delle autofunzioni
dell’oscillatore armonico la formula si semplifica notevolmente riducendosi a:
∆VCP = −14
∑
a
1
ω2a
(
∂P
∂Qa
)
0
∑
b
Kabb
ωb
(2vb+1)+
1
4
∑
a
1
ωa
(
∂2P
∂Q2a
)
0
(2va+1) (4.13)
questa formula contiene le frequenze di vibrazione dei modi normali ωa, le derivate
prime e seconde diagonali della proprieta` calcolate alla geometria di equilibrio, le de-
rivate terze semidiagonali dell’energia Kabb, e infine i numeri quantici vibrazionali va
che identificano lo stato vibrazionale in cui si trova la molecola.
Se la molecola si trova nell stato fondamentale allora va = 0∀ a e si parla di Zero Point
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Vibrational Correction, la cui espressione diventa:
∆ZPVCP = −14
∑
a
1
ω2a
(
∂P
∂Qa
)
0
∑
b
Kabb
ωb
+
1
4
∑
a
1
ωa
(
∂2P
∂Q2a
)
0
(4.14)
Vale la pena di analizzare questa formula piu` in dettaglio. Va notato per prima cosa
che compare la somma di due termini, uno che contiene le derivate prime e l’altro le
derivate seconde della proprieta` rispetto ai modi normali.
Nel primo termine compaiono anche le derivate terze semidiagonali dell’energia Kabb,
vale a dire l’anarmonicita` della superficie di energia potenziale: piu` questa e` importan-
te, e piu` il primo termine influenzera` il valore osservato della proprieta`. Se ci fossimo
accontentati di una descrizione perfettamente armonica del moto nucleare questo ter-
mine non sarebbe emerso.
Il secondo termine invece sarebbe presente anche nell’approssimazione armonica ed e`
principalmente dovuto alla derivata seconda della proprieta` rispetto agli spostamenti
normali, ovvero alla sua curvatura.
Entrambi i termini inoltre sono dati da una sommatoria sull’indice a, che corre su tutti
i modi normali; cio` permette di separare la correzione vibrazionale e analizzarla modo
per modo, e scoprire cos`ı se alcuni modi normali influenzano la proprieta` piu` degli
altri. Questa analisi permette di distingure se la proprieta` e` di natura locale oppure
no, e in caso affermativo rivela quali sono i gruppi funzionali della molecola che vi
contribuiscono maggiormente.
4.5 Dipendenza dalla temperatura
L’inserimento delle correzioni vibrazionali nel modello permette anche di trattare fa-
cilmente la dipendenza della rotazione ottica dalla temperatura33.
Per calcolare una proprieta` molecolare a temperature diverse dallo zero assoluto e` ne-
cessario prima di tutto ricavare il valore che la proprieta` assume in tutti gli stati eccitati
del sistema, e in seguito fare una media di tali valori pesati per i rispettivi fattori di
Boltzmann, che dipendono dalla temperatura e dall’energia dello stato corrispondente.
Tralasciando traslazioni e rotazioni rimarrebbero da considerare stati eccitati vibra-
zionali ed elettronici, tuttavia nel caso della rotazione ottica ci si puo` accontentare di
considerare unicamente gli stati vibrazionali eccitati dello stato elettronico fondamen-
tale. Infatti per la maggior parte dei sistemi il primo stato elettronico eccitato si trova
ad un’energia talmente alta che alle temperature ordinarie gli stati elettronici eccitati
hanno una popolazione trascurabile.
Nell’approssimazione armonica ogni stato eccitato e` definito da un vettore v di lun-
ghezza 3N − 6 che raccoglie i numeri quantici vibrazionali dei rispettivi modi normali.
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La funzione di partizione risulta quindi essere:
Z =
∑
v
e−
∆Ev
kBT ; ∆Ev =
∑
a
~ωava (4.15)
dove ∆Ev e` la differenza di energia tra lo stato vibrazionale che corrisponde al vettore
v = (v1, v2, . . . , v3N−6) e lo stato vibrazionale fondamentale.
Dal momento che vengono considerati soltanto gli stati vibrazionali eccitati dello stato
elettronico fondamentale la componente elettronica della proprieta` non cambia, percio`
vanno mediate soltanto le correzioni vibrazionali, che dipendono dai numeri quantici
dello stato di riferimento secondo la (4.13).
La correzione vibrazionale dipendente dalla temperatura e` quindi data da:
∆VCP (T ) =
1
Z
∑
v
∆VCP (v) e
−∆EvkBT =
=− 1
4Z
∑
a
1
ω2a
(
∂P
∂Qa
)
0
∑
b
Kabb
ωb
∑
v
(2vb + 1) e
−∆EvkBT +
+
1
4Z
∑
a
1
ωa
(
∂2P
∂Q2a
)
0
∑
v
(2va + 1) e
−∆EvkBT
(4.16)
I termini che non dipendono dai numeri quantici v sono stati portati fuori dalla somma-
toria sugli infiniti stati eccitati. Compaiono quindi due tali sommatorie, formalmente
identiche, da sviluppare; prendendo ad esempio la seconda, e sostituendovi l’espressione
per l’energia (4.15):
∑
v
(2va + 1) e
−∆EvkBT =
∑
v
(2va + 1)
∏
b
e−
~ωb
kBT
vb =
=
∑
v
(2va + 1) e
− ~ωakBT va
∏
b6=a
e−
~ωb
kBT
vb =
=
1 + e−
~ωa
kBT
va
1− e− ~ωakBT va
∏
b
1
1− e−
~ωb
kBT
vb
=
= coth
~ωa
2kBT
∏
b
1
1− e−
~ωb
kBT
vb
(4.17)
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la produttoria nell’ultima formula non e` altro che la funzione di partizione del sistema
percio` la formula finale diventa∗:
∆VCP = −14
∑
a
1
ω2a
(
∂P
∂Qa
)
0
∑
b
Kabb
ωb
coth
~ωb
2kBT
+
1
4
∑
a
1
ωa
(
∂2P
∂Q2a
)
0
coth
~ωa
2kBT
(4.19)
Si e` ottenuta una formula molto simile a quella per la ZPVC, quindi il significato
dei termini che vi compaiono non cambia. Va pero` notato che che essendo coth(x)
una funzione monotona decrescente piu` un modo normale e` di bassa energia (ovvero e`
caratterizzato da una piccola frequenza di vibrazione ω) e piu` l’aumentare della tem-
peratura ne accentua l’effetto vibrazionale. Perche` si possa usare questa formula senza
commettere errori sistematici troppo significativi e` necessario dare una descrizione il
piu` possibile accurata dei modi normali di bassa energia.
Le formule per la ZPVC e per la VC dipendente dalla temperatura sono state imple-
mentate in una versione di sviluppo di Gaussian0920.
4.6 Implementazione computazionale
Gaussian09 consente di effettuare ottimizzazioni di geometria a tutti i livelli di calcolo
per avere la geometria di equilibrio di una qualsiasi molecola, sia in vacuo che in sol-
vente (trattato col modello PCM).
Data una molecola nella sua geometria di equilibrio il programma puo` altres`ı calcolarne
i modi normali (rimanendo nell’approssimazione armonica) attraverso il calcolo analiti-
co della matrice delle derivate seconde dell’energia elettronica rispetto agli spostamenti
dei nuclei. In Gaussian09 sono anche implementati il calcolo della rotazione ottica di
una molecola data la sua geometria e il calcolo delle derivate numeriche terze e quarte
semidiagonali dell’energia.
Con questo lavoro di tesi e` stato sviluppato il procedimento di calcolo delle derivate
numeriche prime e seconde diagonali della rotazione ottica, e sono state scritte e im-
plementate le formule 4.14 e 4.19 per il calcolo delle correzioni vibrazionali.
Il modo in cui il programma calcola le derivate della proprieta` e` lo stesso con cui ven-
gono calcolate le derivate anarmoniche dell’energia, ovvero un metodo numerico. Il
procedimento e` qui riassunto:
∗Si sono sfruttate le seguenti identita` matematiche:
∞X
v=0
xv =
1
1− x ;
∞X
v=0
(2v + 1)xv =
1 + x
(1− x)2 ; coth(x) =
1 + e−2x
1− e−2x (4.18)
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1. Si calcolano proprita`, energia, e derivate prime e seconde dell’energia per la geo-
metria di equilibrio. Le derivate seconde dell’energia vengono usate per calcolare
i modi normali della molecola e le loro frequenze di vibrazione.
2. Il programma sposta quindi gli atomi lungo il primo modo normale di una lun-
ghezza prefissata δ ottenendo una nuova geometria. Nella nuova geometria ven-
gono ricalcolate proprieta`, energia, e le sue derivate prime e seconde, sempre in
modo analitico.
3. Il programma, ripartendo dalla geometria di equilibrio, sposta nuovamente gli
atomi di una lunghezza −δ lungo il primo modo normale e ricalcola per questa
nuova geometria proprieta`, energia, e le sue derivate.
4. Le grandezze cos`ı calcolate vengono usate per ricavare le derivate numeriche della
proprieta`:(
∂P
∂Q1
)
' P (+δ)− P (−δ)
δ(
∂2P
∂Q21
)
' P (+δ)− 2P (0) + P (−δ)
δ2
(4.20)
e formule analoge vengono sfruttate per il calcolo delle derivate anarmoniche
dell’energia.
5. I punti 2, 3, e 4 vengono ripetuti per tutti gli altri modi normali.
Le derivate cos`ı calcolate vengono quindi estratte nelle routine che implementano le
formule per il calcolo delle correzioni, che scrivono il risultato nel file di output.
E` evidente che il risultato del calcolo dipendera` dalla scelta del passo di derivazione
δ. Prima di applicare la metodologia vista a molecole di interesse e` stato quindi fatto
uno studio di stabilita` numerica delle derivate, dal quale e` emerso che il passo standard
utilizzato dal programma per il calcolo delle derivate dell’energia (δ = 1 pm) risulta
adeguato anche per il calcolo delle derivate della rotazione ottica.
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Risultati numerici
5.1 Livello di calcolo e sistemi scelti
Il metodo di calcolo della rotazione ottica descritto in queste pagine e` stato implemen-
tato all’interno del codice di una versione di sviluppo di Gaussian0920.
Come livello di trattazione dell’Hamiltoniano e` stato scelto il DFT, che rappresenta
un buon compromesso tra un trattamento accurato della correlazione elettronica e un
ridotto costo computazionale. Si e` quindi deciso di utilizzare il noto funzionale B3LYP,
mentre la base di orbitali atomici e` stata scelta caso per caso cercando di tenere conto
delle esigenze dello specifico sistema in esame, anche in rapporto al costo computazio-
nale.
Il metodo e` stato applicato, con finalita` diverse, a tre diversi sistemi: l’(R)-metilossirano,
la nicotina, e la (S )-N-acetilprolinammide.
Per i calcoli in soluzione e` stato usato il modello PCM con una cavita` molecolare co-
struita tramite delle sfere centrate sugli atomi, i cui raggi dipendono dal tipo di atomo
e sono (in Angstrom): R(C)=1.926, R(H)=1.443, R(O)=1.750, R(N)=1.830, ognuno
moltiplicato per un fattore di scala pari a 1.1.
Tutti i valori di rotazione ottica presentati di seguito sono espressi in [deg dm−1 g−1 cm3]
salvo diversa indicazione.
5.2 Metilossirano
Il metilossirano (figura 5.1) e` il primo dei tre sistemi ad essere stato sudiato. Con
l’applicazione del metodo a questa molecola si volevano raggiungere molteplici scopi:
• Utilizzarlo come benchmark rispetto a dati calcolati di letteratura per verificare
la corretta implementazione all’interno del codice.
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• Studiare nel dettaglio l’importanza di ogni singolo contributo che e` stato preso
in considerazione nel modello rispetto al valore di rotazione ottica puramente
elettronico calcolato in vacuo.
• Confrontare i valori calcolati inclusivi di tutti gli effetti con i valori sperimentali.
Il metilossirano e` stato scelto perche´ presenta un gran numero di caratteristiche van-
taggiose che lo rendono ideale per questo tipo di indagine preliminare:
• E` una molecola piccola e chirale.
• Era gia` stato studiato dal punto di vista computazionale, almeno come molecola
isolata.
• Presenta una struttura rigida che gli permette di assumere un’unica conforma-
zione, sia in fase gas che in soluzione.
• Esistono dati sperimentali di rotazione ottica in vari solventi, in quanto e` solubile
in molti ambienti diversi.
Il fatto che si tratti di una piccola molecola e` importante se si vogliono analizzare
singolarmente tutti i contributi alla proprieta`, in quanto questo tipo di lavoro richiede
una gran quantita` di calcoli, fatti in condizioni diverse. Naturalmente si deve anche
richiedere che la molecola sia chirale e questo impedisce di scendere oltre un certo limite
col numero di atomi.
Proprio per questo motivo moltissimi dei lavori computazionali sulla rotazione ottica
che si trovano in letteratura si concentrano proprio su questa molecola16,24,31,45. Cio`
consente di verificare tramite un semplice confronto che le formule ricavate dalla teoria
siano state implementate correttamente nel programma.
Il successivo confronto col dato sperimentale e` possibile grazie alla disponibilita` di dati
misurati per la molecola sciolta in vari solventi, il che consente di verificare l’efficacia
e l’applicabilita` del modello di solvatazione scelto e di confrontare i risultati ottenuti
col nostro metodo con quelli ricavati con metodi diversi presenti in letteratura.
Per i calcoli sul metilossirano e` stata scelta come base atomica la aug-cc-pVDZ, che
come e` stato mostrato in precedenti studi computazionali16 fornisce risultati accettabili
senza appesantire troppo il calcolo.
5.2.1 Calcolo della rotazione ottica in vacuo
La rotazione ottica del metilossirano e` stata calcolata alla lunghezza d’onda della linea
D del Sodio (589.3 nm), la piu` usata per gli studi teorici e alla quale sono disponibili
i dati sperimentali, i quali sono stati registrati alla temperatura di 25 ◦C, che e` quindi
la temperatura scelta per il calcolo dei contributi vibrazionali.
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Figura 5.1: (R)-metilossirano
Figura 5.2: Cavita` PCM del metilossirano. I punti indicano le cariche sulla superficie
della cavita`, il cui colore dipende dal tipo di atomo che si trova al centro
della sfera su cui giace il punto: verde = C, nero = H, rosso = O.
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T /K [α]elD ∆VC[α]D ∆
′
VC[α]D
0 15.07 −8.27 −3.47
298.15 15.07 −12.51 −2.34
Tabella 5.1: Rotazione ottica del metilossirano in vacuo a due diverse temperature.
Le ultime due colonne riportano la correzione vibrazionale totale (non
primata), e quella in cui e` stato esclusa la torsione del metile (primata).
Modo normale 1 2 3 4 5 6 7 8
Energia (cm−1) 202 365 410 761 837 895 965 1027
∆VC[α]anhD −0.40 0.02 −0.65 1.04 −0.27 0.38 1.05 1.41
∆VC[α]harmD −4.40 0.49 −0.56 −0.15 0.33 −1.02 −0.15 −1.11
∆VC[α]TotD −4.80 0.51 −1.21 −0.89 0.06 −0.64 0.90 −0.30
Modo normale 9 10 11 12 13 14 15 16
Energia (cm−1) 1111 1142 1152 1175 1284 1382 1428 1455
∆VC[α]anhD −0.57 −0.04 −0.34 0.61 −0.71 −0.06 −0.58 0.08
∆VC[α]harmD −0.17 −1.34 −0.45 −0.19 1.12 0.00 0.10 −0.47
∆VC[α]TotD −0.74 −1.38 −0.79 0.42 0.41 −0.06 −0.48 −0.39
Modo normale 17 18 19 20 21 22 23 24
Energia (cm−1) 1471 1517 3030 3086 3097 3100 3122 3179
∆VC[α]anhD −0.44 −0.25 0.33 0.91 0.34 −1.52 −0.73 0.31
∆VC[α]harmD 0.61 −0.64 −0.20 −0.20 0.01 −0.23 −0.80 1.21
∆VC[α]TotD 0.17 −0.89 0.13 0.71 0.35 −1.75 −1.53 1.52
Tabella 5.2: Contributo vibrazionale armonico, anarmonico, e totale alla rotazione
ottica del metilossirano in vacuo a zero Kelvin per ogni modo normale.
Nella tabella 5.1 sono riportati il valore della rotazione ottica puramente elettronico e
le correzioni vibrazionali per il metilossirano in vacuo, calcolate sia allo zero assoluto
che a temperatura ambiente.
Si nota immediatamente che la componente elettronica della rotazione ottica e` indi-
pendente dalla temperatura in quanto la funzione di partizione usata nello sviluppo
della teoria non include il contributo degli stati elettronici eccitati; la componente vi-
brazionale invece dipende dalla temperatura. Questa componente risulta essere molto
grande rispetto a quella elettronica, per entrambe le temperature. Da un punto di
vista fisico cio` appare alquanto strano in quanto si tratta di una correzione ottenuta
perturbativamente che per ipotesi dovrebbe essere piccola rispetto al valore all’equili-
brio. Per individuare l’origine del problema abbiamo analizzato i contributi dovuti ai
singoli modi normali, separati nei due termini armonico e anarmonico, presenti nella
formula (4.14) e riportati nella tabella 5.2.
I modi normali sono elencati in ordine crescente di energia. Dalla tabella si evince che
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Figura 5.3: Rappresentazione del primo modo normale di vibrazione del meti-
lossirano. Le frecce indicano lo spostamento degli atomi lungo il
modo.
il 58% della correzione vibrazionale proviene dal primo modo normale, ovvero il modo
che coinvolge il movimento del gruppo metilico attorno all’asse C-C (vedi figura 5.3).
Questo modo e` caratterizzato da un’energia molto bassa, pari a 202 cm−1, e da una
barriera di potenziale altrettanto bassa, pari a circa 9.6 kJ mol−1. Le oscillazioni che
il gruppo metilico compie anche allo zero assoluto non si possono considerare picco-
le, percio` una descrizione armonica non e` adeguata. All’aumentare della temperatura
inoltre si puo` facilmente sfociare in un continuo di stati rotazionali e la descrizione
quantomeccanica del sistema andrebbe modificata.
Un modo per poter trattare adeguatamente questo tipo di modi ad energia molto bassa
e` stato proposto da Mort e Autschbach34, i quali hanno risolto il problema utilizzan-
do come coordinata l’angolo diedro della rotazione piuttosto che il modo normale e
calcolando infine una media rotazionale della proprieta`. Attualmente questo tipo di
trattamento dei moti nucleari non e` implementato in Gaussian percio` per questo lavoro
di tesi ci siamo accontentati di scartare la correzione vibrazionale dovuta alle rotazioni
impedite, come gia` proposto da Wiberg e collaboratori51,52, che hanno incontrato lo
stesso problema nel calcolo della rotazione ottica di 1-Buteni sostituiti. Cos`ı facendo si
sono ottenuti i valori riportati nell’ultima colonna della tabella 5.1. Guardando invece
il contributo dovuto agli altri modi normali si nota che essi contribuiscono tutti quasi
nella stessa misura nel generare le correzioni vibrazionali. Questa e` una conseguenza
del fatto che i modi normali del metilossirano, salvo poche eccezioni come appunto la
torsione del metile, sono molto diffusi. La rotazione ottica inoltre e` una proprieta` dalla
natura diffusa e non ascrivibile ad un particolare gruppo funzionale, che e` una delle
ragioni per cui risulta molto difficile da predire con accuratezza.
Il problema della torsione del metile persiste anche in tutti i calcoli effettuati in ambien-
te solvatato, percio` tutte le correzioni vibrazionali alla rotazione ottica del metilossirano
riportate di seguito sono state private del contributo del primo modo normale.
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H2O CH3CN Acetone Benzene CCl4 Cicloesano
ε 78.36 35.69 20.49 2.27 2.23 2.02
dir 6.46 6.75 7.14 12.10 12.10 12.41
dir+ind 8.09 8.32 8.63 12.75 12.73 12.98
dir+ind+loc 9.57 9.87 10.26 14.92 14.75 14.87
Tabella 5.3: Rotazione ottica puramente elettronica del metilossirano in diver-
si solventi calcolata includendo progressivamente i diversi effetti del
solvente.
5.2.2 Calcolo della rotazione ottica in soluzione
Per il calcolo della rotazione ottica del metilossirano in soluzione abbiamo scelto sei
diversi solventi: acqua, acetonitrile, acetone, benzene, tetracloruro di carbonio, e
cicloesano. La scelta di questi solventi e` stata dettata dalle seguenti ragioni:
• Esistono dati sperimentali di rotazione ottica del metilossirano in ognuno di essi.
• Essi ricoprono un ampio intervallo di polarita`, andando dall’acqua (di costante
dielettrica ε = 78.36) al cicloesano (costante dielettrica ε = 2.02).
• Pur avendo quasi la stessa costante dielettrica benzene, tetracloruro di carbonio,
e cicloesano presentano valori sperimentali di rotazione ottica molto diversi.
Per ognuno di questi solventi e` stato calcolato il valore di rotazione ottica ottenuto in-
cludendo via via sempre piu` effetti nel modello di solvatazione. Nella tabella 5.3 sono
riportati i valori di rotazione ottica puramente elettronica inclusivi del solo effetto di-
retto del solvente (ovvero calcolato considerando la geometria della molecola in vacuo),
e quelli in cui si sono aggiunti progressivamente l’effetto indiretto (alterazione della
geometria di equilibrio), e l’effetto di campo locale. Gli effetti dovuti al non equilibrio
elettronico sono inclusi in tutti i valori riportati.
Ricordando che in vacuo si ottiene un valore di rotazione ottica pari a 15.07 e` evidente
che anche il solo effetto diretto del solvente influisce moltissimo sulla proprieta`, spe-
cialmente per solventi polari come l’acqua in cui il valore scende a 6.46. La differenza
tra il vuoto e il solvente diminuisce leggermente rilassando la geometria della molecola,
pur rimanendo significativa.
Un cambiamento importante nella proprieta` si ottiene per tutti i solventi includendo nel
modello gli effetti di campo locale: si passa da 8.09 a 9.87 per l’acqua (una variazione
del 22%), e da 12.98 a 15.00 per il cicloesano (una variazione del 16%).
5.2.3 Unione degli effetti vibrazionali
Per poter fare un confronto tra i valori calcolati e quelli sperimentali si e` aggiunta alla
componente elettronica della rotazione ottica la correzione vibrazionale, come mostrato
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H2O CH3CN Acetone Benzene CCl4 Cicloesano
ε 78.36 35.69 20.49 2.27 2.23 2.02
[α]elD 9.57 9.87 10.26 14.92 14.75 14.87
∆′VC[α]D −2.64 −2.72 −2.84 −4.03 −3.85 −3.76
[α]totD 6.93 7.15 7.42 10.89 10.91 11.11
[α]expD
25 −4.3 6.0 8.2 30.6 18.7 11.9
Tabella 5.4: Confronto tra la rotazione ottica calcolata includendo tutti gli effetti e i
dati sperimentali.
in tabella 5.4.
La componente elettronica riportata e` la stessa della tabella 5.3 e comprende tutti gli
effetti di solvatazione finora discussi, che sono inclusi anche nel calcolo della correzione
vibrazionale, calcolata alla temperatura di 25 ◦C e privata del contributo dovuto al
primo modo normale. Nel calcolare le correzioni vibrazionali si e` anche tenuto conto
del corrispondente effetto di non equilibrio discusso nel capitolo sul PCM; la cavita`
inoltre e` stata tenuta fissa durante il calcolo delle derivate numeriche dell’energia e
della rotazione ottica come ulteriore effetto di non equilibrio.
Confrontando i valori calcolati comprensivi di tutti gli effetti con i dati sperimentali
si nota subito che si ha un ottimo accordo per i calcoli in acetonitrile, acetone, e ci-
cloesano, tre solventi di polarita` molto diversa. Per questi solventi il modello PCM,
arricchito dalla trattazione degli effetti di campo locale e di non equilibrio, fornisce
una buona descrizione della solvatazione, il che e` ragionevolmente dovuto al fatto che
le interazioni elettrostatiche siano di gran lunga i termini dominanti dell’interazione
soluto-solvente.
Una deviazione significativamente maggiore tra il valore calcolato ed il valore speri-
mentale si riscontra nel caso del tetracloruro di carbonio. Il CCl4 e` un solvente che
spesso causa problemi nei calcoli in PCM perche´ si tratta di una molecola dotata di
un’alta polarizzabilita` che deriva dalla diffusa nuvola elettronica portata dagli atomi
di cloro. La sola costante dielettrica del solvente quindi non e` rappresentativa del suo
comportamento e gli effetti di dispersione e repulsione non sono piu` trascurabili rispet-
to agli effetti elettrostatici.
La situazione e` ancora piu` complessa nel caso di acqua e benzene, che meritano una
discussione a parte. Nel caso del calcolo in acqua non si riesce a recuperare nemmeno
il segno corretto. Questa e` una coseguenza del fatto che, com’e` noto, l’acqua e` in grado
di formare legami a idrogeno con l’ossigeno del metilossirano, dando luogo a intera-
zioni fortemente direzionali che non vengono incluse nel modello PCM. In questi casi
in genere non si puo` fare a meno di includere nel calcolo un certo numero di molecole
di solvente, e ripetere il calcolo per un numero sufficiente di conformazioni per poi
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calcolare la rotazione ottica come media esplicita dei singoli valori.
Il benzene pero` non dovrebbe dare luogo a interazioni direzionali specifiche con il me-
tilossirano, quindi l’origine della discrepanza tra dato misurato e valore calcolato va
cercata altrove. Una possibile spiegazione e` il fatto che, se una molecola di soluto e`
chirale, le molecole di solvente che la circondano si disporranno attorno ad essa assu-
mendo una conformazione complessiva anch’essa chirale. Per dimostrare che questo
fenomeno, chiamato solvent chiral imprint, e` effettivamente presente nel caso del siste-
ma metilossirano-benzene, Beratan e collaboratori36 hanno prima di tutto effettuato
una simulazione Monte Carlo dalla quale hanno estratto 1000 strutture. Considerando
poi esplicitamente il primo guscio di solvatazione e usando un approccio continuo per
gli effetti di solvatazione di “bulk” hanno quindi calcolato la rotazione ottica per ognu-
na delle strutture ottenute, per poi mediare i risultati. Fatto cio` hanno poi ripetuto
il calcolo della rotazione ottica allo stesso modo, ma questa volta rimuovendo il meti-
lossirano dalla gabbia formata dalle molecole di solvente, ottenendo che il contributo
dovuto alle sole molecole di benzene eccede quello dovuto allo stesso metilossirano. Lo
stesso calcolo fatto per il metilossirano in acqua35 ha invece mostrato che in questo
caso il solvent chiral imprint e` trascurabile e il valore osservato di rotazione ottica e` so-
prattutto conseguenza dell’interazione specifica soluto-solvente. L’orientazione dell’a-
nello aromatico del benzene rispetto al metilossirano potrebbe anche essere influenzata
dell’instaurarsi di interazioni CH/pi, che sono principalmente dovute alla dispersione
elettronica e possiedono anche una componente direzionale50.
Un’altra possibile spiegazione della discrepanza tra il valore calcolato col PCM e il
dato sperimentale e` il fatto che la rotazione ottica e` una proprieta` mista elettrica e
magnetica e il benzene, che possiede un anello aromatico, puo` facilmente dare luogo
a correnti che modificano il campo magnetico agente sulla molecola. Il modello PCM
attualmente non contempla la possibile formazione di una densita` di corrente sulla su-
perficie della cavita`, quindi questo effetto non viene trattato.
Va infine notato che il PCM distingue i vari solventi unicamente attraverso il valore
della costante dielettrica, e in certi casi attraverso il valore dell’indice di rifrazione,
in quanto la geometria della cavita` nell’implementazione corrente di Gaussian09 non
varia da solvente a solvente. Dato che benzene, tetracloruro di carbonio, e cicloesano,
pur avendo costante dielettrica molto simile, danno luogo a valori sperimentali molto
diversi di rotazione ottica era prevedibile fin dall’inizio che al piu` uno solo di essi po-
tesse essere rappresentato fedelmente da una descrizione puramente elettrostatica della
solvatazione, seppur elaborata come quella adottata in questo caso.
5.2.4 Confronto coi dati calcolati di letteratura
Come gia` detto esistono molti articoli in letteratura che riportano valori di rotazione
ottica per il metilossirano ottenuti con vari livelli di calcolo, tuttavia non sembrano
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Metilossirano 5.2
Metodo Cicloesano Acetone Vuoto
CC2 30.1 27.2 25.9
CCSD 22.0 18.8 19.2
Nostro valore 11.1 7.4 15.1
Exp25 11.9 8.2 -
Tabella 5.5: Confronto tra i nostri valori di rotazione ottica e quelli di Kongsted et
al. del 200524.
essere mai stati pubblicati lavori in cui il calcolo includa tutti gli effetti descritti in
queste pagine.
Per fare un confronto tra i nostri dati calcolati e quelli presenti in letteratura abbia-
mo scelto due lavori di Kongsted e collaboratori, il primo del 200524 e il secondo del
200823, che hanno il vantaggio di presentare valori calcolati di rotazione ottica del me-
tilossirano a 589.3 nm in soluzione piuttosto che per la molecola in fase gas.
Nel primo lavoro la OR viene calcolata tramite il programma di chimica quantistica
DALTON1 con dei metodi di tipo Coupled Cluster e la solvatazione viene trattata
utilizzando un modello a continuo polarizzabile in cui la molecola viene posta al centro
di una cavita` sferica il cui raggio va dal centro di massa della molecola all’idrogeno da
esso piu` lontano, piu` il raggio di van der Waals dell’idrogeno. La geometria della mo-
lecola e` quella ottenuta in fase gas con un metodo DFT, quindi vengono trascurati gli
effetti indiretti della solvatazione oltre che gli effetti di campo locale e di non equilibrio.
Nel lavoro si sono anche trascurati gli effetti vibrazionali. In tabella 5.5 e` riportato il
confronto tra i dati del lavoro in questione e quelli di questo lavoro di tesi.
Anche se il metodo Coupled Cluster offre una descrizione della correlazione elettronica
che e` sicuramente migliore di quella del DFT, dalla tabella si puo` osservare che l’ac-
cordo tra il dato calcolato e quello sperimentale e` inferiore rispetto a quello ottenuto
nel nostro lavoro. La conclusione che si puo` raggiungere e` che migliorare di molto la
descrizione dell’Hamiltoniano molecolare utilizzando metodi altamente correlati puo`
non rappresentare un vero miglioramento rispetto al valore sperimentale se in cambio
si sacrifica una descrizione accurata della solvatazione e degli effetti delle vibrazioni.
Nel secondo lavoro la OR viene calcolate col metodo B3LYP/aug-cc-pVTZ e la sol-
vatazione viene trattata con il metodo PCM, senza l’effetto dovuto al campo locale,
utilizzando il programma DALTON1. Nei valori riportati in questo lavoro sono inclusi
gli effetti vibrazionali, ottenuti con un metodo diverso da quello qui presentato, che
pero` sono stati calcolati allo zero assoluto; manca quindi l’effetto dovuto alla tempera-
tura. La tabella 5.6 riassume i dati del lavoro.
La grande differenza tra i nostri valori e quelli dell’articolo e` da ricercarsi nella dif-
ferenza della base atomica utilizzata, nel fatto che in DALTON il funzionale DFT
e` parametrizzato in modo diverso, e nelle differenze di implementazione del metodo
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Cicloesano CH3CN Vuoto
Valore articolo −3.8 −8.4 −6.5
Nostro valore 11.1 7.2 15.1
Exp25 11.9 6.0 -
Tabella 5.6: Confronto tra i nostri valori di rotazione ottica e quelli di Kongsted e
Ruud del 200823.
Figura 5.4: Nicotina
PCM, oltre che ovviamente nella mancanza degli effetti sopra citati. Anche in questo
caso comunque il nostro metodo fornisce valori si avvicinano maggiormente al valore
sperimentale.
5.3 Nicotina
Ultimato lo studio sul metilossirano abbiamo deciso di spostare la nostra attenzione
su un sistema piu` complesso, una molecola con un maggiore numero di atomi e dotata
di flessibilita` conformazionale. Anche in questo caso, per meglio valutare il modello
che abbiamo sviluppato, era utile che fossero disponibili dati sperimentali di rotazione
ottica in diversi solventi con cui poter fare un confronto.
In letteratura e` possibile trovare dati di rotazione ottica per la nicotina (figura 5.4) in
diversi solventi di varia polarita`53, misurati alla lunghezza d’onda della linea D del So-
dio e alla temperatura di 20 ◦C. Si sono quindi scelti il metanolo (ε = 32.61) e il dietil
etere (ε = 4.24), che presentano una pronunciata differenza tra le rispettive costanti
dielettriche.
La nicotina naturale possiede un carbonio stereogenico nella conformazione assoluta S.
In vacuo e in soluzione si presenta principalmente in quattro diverse conformazioni19,
riprodotte in figura 5.5. In ognuna di esse l’anello pirrolidinico assume la classica con-
formazione piegata a “busta per le lettere” mentre l’anello piridinico si posiziona in
modo da rimanere approssimativamente perpendicolare ad esso, in modo da minimiz-
zare l’ingombro sterico.
Il metile legato all’azoto puo` quindi trovarsi in cis o in trans rispetto all’anello piridi-
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Nicotina 5.3
MeOH Et2O
trans-A trans-B cis-A cis-B trans-A trans-B cis-A cis-B
Energia 0.00 1.01 15.08 18.34 0.00 1.64 16.42 17.31
Popolazione 59.91 39.92 0.14 0.04 65.82 34.03 0.09 0.06
Tabella 5.7: Energie libere in [kJ mol−1] relative al conformero trans-A calcola-
te a livello B3LYP/N07Ddiff, e relative popolazioni percentuali di
Boltzmann.
nico e per ognuna di queste due possibilita` si distinguono le due conformazioni, tipo A
o tipo B, a seconda che l’azoto piridinico sia rivolto verso l’interno o verso l’esterno.
Prima di calcolare la rotazione ottica abbiamo calcolato le energie libere di ogni confor-
mero nei due solventi, includendo nel calcolo i contributi non elettrostatici alla solva-
tazione e le correzioni termiche. Dalle energie libere si possono calcolare le popolazioni
percentuali di Boltzmann dei quattro conformeri, dalle quali si evince che soltanto le
conformazioni di tipo trans sono popolate in modo significativo (tabella 5.7), un fatto
che trova conferma anche in letteratura19; la rotazione ottica e` stata pertanto calcolata
soltanto per queste due conformazioni, in entrambi i solventi.
Sfruttando quanto appreso dallo studio sul metilossirano, nel caso della nicotina si e`
tentato un approccio leggermente diverso. Nello scegliere la base atomica da usare
infatti si e` fatta una distinzione tra proprieta` elettronica e correzione vibrazionale.
Dato che ci aspettiamo che le correzioni vibrazionali costituiscano, come nel caso del
metilossirano, una percentuale importante ma comunque minoritaria rispetto alla par-
te puramente elettronica, e` possibile immaginare di concedersi un errore relativo piu`
grande su di esse. Per il calcolo della proprieta` elettronica abbiamo quindi scelto di
usare la base aug-cc-pVTZ, quindi ancora migliore di quella usata nel caso del meti-
lossirano, mentre per il calcolo delle correzioni vibrazionali abbiamo scelto di usare la
base N07Ddiff5, una base split-valence che include anche delle funzioni diffuse (molto
importanti per il calcolo della rotazione ottica16), piu` leggera di una aug-cc-pVDZ.
Come gia` detto il calcolo delle correzioni vibrazionali e` il passaggio di gran lunga piu`
costoso del metodo e ridurre il suo tempo di calcolo e` molto importante per poterne
ampliare l’applicabilita`. L’uso di livelli di calcolo diversi per i vari contributi alle pro-
prieta` molecolari e` stato dimostrato essere un metodo efficace e affidabile da Puzzarini
e collaboratori43.
Nella tabella 5.8 sono riportati i risultati ottenuti. Il segno della rotazione ottica viene
riprodotto correttamente anche se l’accordo tra il valore assoluto calcolato e il dato
sperimentale e` peggiore che nel caso del metilossirano in cicloesano o acetonitrile. Nel
caso della nicotina in etere la differenza tra calcolo ed esperimento e` del 44% mentre
nel caso del metanolo arriva al 72%. Il metanolo puo` formare legami a idrogeno con la
nicotina, il che puo` spiegare il fatto che venga commesso un errore maggiore. Calco-
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(a) cis-A (b) cis-B
(c) trans-A (d) trans-B
Figura 5.5: La nicotina nelle quattro conformazioni studiate.
(a) cis-A (b) cis-B
(c) trans-A (d) trans-B
Figura 5.6: Cavita` PCM della nicotina. I punti indicano le cariche sulla superficie
della cavita`, il cui colore dipende dal tipo di atomo che si trova al centro
della sfera su cui giace il punto: verde = C, nero = H, blu = N.
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N-acetil-prolinammide 5.4
CH3OH Et2O
trans-A trans-B trans-A trans-B
[α]elD −231.12 −225.13 −243.08 −232.29
∆VC[α]D 5.83 5.22 8.81 6.78
[α]totD -223.14 -231.28
[α]expD
53 -129.7 -161.0
Tabella 5.8: Rotazione ottica della nicotina.
lando la rotazione ottica puramente elettronica per gli isomeri cis si ottiene +177.03
per il metanolo e +186.60 per l’etere, percio` e` possibile che parte dell’errore sia dovuto
all’errore nel calcolo delle popolazioni dei vari conformeri.
Le energie calcolate per la molecola solvatata tramite il metodo PCM, come anche le
altre proprieta`, dipendono dai parametri che definiscono la cavita`13, in questo caso i
raggi delle sfere centrate su ogni atomo. La scelta di tali parametri e` entro certi limiti
arbitraria e questo porta ad un’incertezza nelle energie e quindi nelle popolazioni dei
conformeri ricavabili da esse. Un calcolo accurato delle energie richiederebbe anche
una trattazione quantomeccanica di dispersione e repulsione elettronica.
Il problema puo` essere anche invertito8: partendo dal dato sperimentale di rotazione
ottica e dai valori calcolati per ogni conformero e` possibile calcolare le relative popola-
zioni. Nel nostro caso si ottiene che in metanolo si dovrebbe avere all’incirca il 76% di
molecole nelle conformazioni trans e il 24% di molecole nelle conformazioni cis, mentre
in etere questi numeri diventano rispettivamente 82% e 18%, popolazioni molto diverse
da quelle predette dal modello.
Per confermare questi dati sarebbe utile avere accesso ad altri dati spettroscopici su
questo sistema con cui poter fare degli ulteriori confronti.
5.4 N-acetil-prolinammide
L’ultimo sistema di cui abbiamo scelto di occuparci e` l’N-acetil-prolinammide (NAP)
(figura 5.7). La scelta e` stata motivata dal fatto che precedenti studi computaziona-
li hanno mostrato che il PCM e` in grado di riprodurre la variazione delle proprieta`
di questa molecola dal vacuo alla soluzione anche per un solvente come l’acqua, che
puo` evidentemente formare legami a idrogeno con la molecola. La NAP puo` assumere
diverse conformazioni a seconda dell’ambiente in cui si trova, ed e` stato dimostrato
tramite calcoli8,11,15 che passando dal vacuo (o da un solvente apolare) all’acqua le
popolazioni relative dei conformeri cambiano notevolmente, e che il PCM e` in grado
di riprodurre il cambiamento conformazionale, quindi puo` verosimilmente riprodurre
anche la variazione di rotazione ottica da solvente polare a solvente apolare.
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Figura 5.7: N-acetil-prolinammide
Le conformazioni interessate, denominate C7, 310, e PII, sono rappresentate in figura
5.8. In letteratura sono disponibili dati di dispersione ottica rotatoria, misurata tra
190 nm e 290 nm a 27 ◦C, per la NAP in acqua (ε = 78.2) e cicloesano (ε = 2.0).
Computazionalmente la dispersione ottica rotatoria e` stata calcolata per punti; questo
non implica ripetere il calcolo per ogni lunghezza d’onda in quanto il programma tratta
tutte le perturbazioni all’interno di un stesso ciclo, quindi un calcolo di ORD ha un
costo paragonabile ad un calcolo di OR.
Per questo sistema abbiamo scelto il set di base 6-311++G(d,p) sia per la componente
elettronica che per le correzioni vibrazionali, perche´ gia` usato con successo in prece-
denza8,11 e per il fatto che offre una buona descrizione degli atomi di idrogeno e quindi
anche del legame a idrogeno presente nella conformazione C7 come legame intramole-
colare. Come per la nicotina sono stati inclusi nel calcolo tutti gli effetti vibrazionali,
calcolati alla temperatura di 300 K, e di solvatazione visti in precedenza.
Purtroppo il calcolo ha evidenziato un gran numero di frequenze risonanti tra 190 nm
e 230 nm per la NAP in cicloesano e tra 190 nm e 220 nm per la NAP in acqua. Come
gia` detto il metodo adottato consente di calcolare la rotazione ottica per radiazioni di
frequenza non troppo vicina alle bande di assorbimento della molecola percio` ci siamo
limitati a considerare l’ORD da 240 nm a 290 nm nei due solventi, calcolandola a in-
tervalli di 10 nm.
La figura 5.10 riporta il confronto tra i dati calcolati e quelli sperimentali29. Per quanto
riguarda i dati in cicloesano, l’accordo tra il calcolo e l’esperimento appare ottimo fino
a 250 nm, ma si vede che andando oltre questa soglia il valore calcolato precipita verso
−∞ al diminuire della lunghezza d’onda in quanto ci si avvicina alla prima frequen-
za risonante, mentre l’ORD sperimentale mostra naturalmente un grafico che rimane
continuo e limitato. Anche in acqua l’accordo e` molto buono, anche se rispetto al ci-
cloesano i dati calcolati sembrano sovrastimare leggermente la rotazione ottica rispetto
a quelli sperimentali. Essendo la frequenza risonante piu` lontana nel caso dell’acqua,
la deriva verso l’asintoto verticale non traspare dal grafico nell’intervallo mostrato. E`
comunque evidente che il PCM riesce a riprodurre ottimamente la rotazione ottica della
NAP in acqua, pur non trattando la componente direzionale dei legami a idrogeno: si
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N-acetil-prolinammide 5.4
(a) C7
(b) 310 (c) PII
Figura 5.8: La NAP nelle tre conformazioni studiate.
(a) C7
(b) 310 (c) PII
Figura 5.9: Cavita` PCM della NAP. I punti indicano le cariche sulla superficie della
cavita`, il cui colore dipende dal tipo di atomo che si trova al centro della
sfera su cui giace il punto: verde = C, nero = H, rosso = O, blu = N.
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(a) Valori calcolati (b) Valori sperimentali29
Figura 5.10: ORD della NAP.
ottengono quindi il segno giusto della proprieta` e l’andamento corretto dell’ORD.
Il contributo della solvatazione nel caso della NAP e` principalmente dovuto al cambia-
mento conformazionale indotto dal solvente11. L’alta qualita` dei risultati raggiunti con
il PCM si deve al fatto che il modello descrive molto bene la componente elettrostatica
della solvatazione, la quale sembra essere l’interazione dominante nel determinare il
peso delle diverse conformazioni. Si e` in quindi in presenza di un esempio di sistema
per il quale le interazioni specifiche, seppur presenti, sono meno rilevanti.
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Capitolo 6
Conclusioni
Nel corso di questo lavoro di tesi e` stato implementato un metodo computazionale per
il calcolo della rotazione ottica di molecole organiche in fase gas e in soluzione diretta-
mente confrontabile con l’esperimento.
Il calcolo viene eseguito combinando l’approccio PCM48,49 alla solvatazione con la teo-
ria della risposta lineare30 formulata all’interno del formalismo DFT. Il modello di
solvatazione usato prevede anche l’inclusione degli effetti di campo locale10 e di non
equilibrio12,32.
Gli effetti di campo locale riguardano il fatto che la radiazione elettromagnetica inviata
sul campione viene modificata dalla presenza del solvente, quindi il campo effettivo che
agisce sulla molecola, responsabile della risposta spettroscopica, e` in generale diverso
da quello esterno.
Gli effetti di non equilibrio derivano dal fatto che la radiazione elettromagnetica inviata
sul campione altera la densita` elettronica del soluto, e a seconda dei tempi caratteristici
del fenomeno in atto, le molecole di solvente non riusciranno a rispondere al cambia-
mento e mantenersi in una situazione di equilibrio col soluto con tutti i loro gradi di
liberta`. Il problema del non equilibrio si presenta anche nel calcolo degli effetti vibrazio-
nali perche´, mentre la molecola vibra, il solvente verosimilmente non puo` riarrangiarsi
con tutti i suoi gradi di liberta` in modo da rimanere costantemente in una situazione
di equilibrio.
Oltre agli effetti di solvatazione si e` anche tenuto conto dell’effetto delle vibrazioni
molecolari sulla proprieta`. Alla rotazione ottica puramente elettronica calcolata per la
molecola in soluzione sono state quindi sommate le correzioni vibrazionali, che dipen-
dono dalla temperatura del sistema, includendo cos`ı anche l’effetto di quest’ultima.
Il metodo sviluppato e` stato applicato a tre sistemi diversi: il metilossirano, la nicotina,
e la N-acetil prolinammide (NAP).
I calcoli fatti sul metilossirano hanno dimostrato che tutti i contributi del modello
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risultano importanti ai fini della predizione della rotazione ottica, quindi un calcolo
accurato in generale non puo` fare a meno di nessuno di essi. Nel caso del calcolo in
acetonitrile, acetone, e cicloesano, poiche´ per questi solventi le interazioni elettrostati-
che sembrano essere la componente principale della solvatazione e la descrizione offerta
dal PCM risulta accurata, si ottengono dei risultati che si avvicinano molto al valore
sperimentale.
Il calcolo della rotazione ottica della nicotina produce il segno corretto della proprieta`
per entrambi i solventi scelti (metanolo ed etere). La deviazione rispetto al valore spe-
rimentale tuttavia risulta superiore che nel caso del metilossirano. La grande differenza
tra i valori di rotazione ottica calcolata per i diversi conformeri suggerisce che parte
dell’errore possa essere dovuto ad un errore di calcolo delle popolazioni relative.
La dispersione ottica rotatoria della NAP e` stata calcolata per la molecola in acqua e
cicloesano. I risutalti ottenuti sono in ottimo accordo con i dati sperimentali per en-
trambi i solventi. Per questo sistema la variazione della rotazione ottica che si osserva
pasando da un solvente all’altro e` principalmente dovuta a cambiamenti conformazio-
nali; le interazioni elettrostatiche tra soluto e solvente sono le principali responsabili
del cambiamemento conformazionale, e l’alta qualita` dei risultati raggiunti con il PCM
si deve al fatto che il modello descrive molto bene la componente elettrostatica del-
la solvatazione, a dimostrazione del fatto che anche quando sono presenti interazioni
specifiche tra soluto e solvente, il PCM puo` fornire una descrizione accurata della ro-
tazione ottica di una sostanza se le interazioni elettrostatiche la influenzano in modo
preponderante.
In generale i risultati ottenuti per i tre sistemi studiati confermano la validita` del me-
todo sviluppato, la cui qualita` risulta superiore rispetto ai calcoli effettuati sugli stessi
sistemi con metodi differenti presenti in letteratura. I problemi incontrati nel corso
del lavoro rappresentano delle interessanti possibilita` di ulteriore sviluppo; ad esempio
si potrebbe estendere il metodo in modo da poterlo utilizzare anche nel caso di fre-
quenze risonanti, oppure si potrebbero studiare in modo approfondito sistemi quali il
metilossirano in acqua, ridefinendo il soluto in modo da includere un piccolo numero
di molecole di solvente in modo esplicito.
Il metodo sviluppato inoltre si potrebbe estendere al calcolo di proprieta` chirottiche
diverse dalla rotazione ottica, quali ad esempio l’ECD, per il quale il lavoro e` gia` stato
in parte completato27,28,39, in quanto la natura degli effetti che sono stati inclusi nel
modello e` del tutto generale. Il lavoro si pone quindi nel contesto generale del calcolo
ab initio delle proprieta` spettroscopiche di molecole in soluzione, che puo` far emergere
interessanti sviluppi in molti campi e beneficiare della sinergia coi metodi sperimentali,
migliorando la nostra comprensione dei processi chimici in fase condensata.
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