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Abstract
Two methods are developed for showing deletion reconstructibility of geometries that are uniquely
GF(q)-representable. These adapt and extend techniques in graph edge-reconstruction by Lovász
and Nash-Williams to the realm of projective and affine geometries. Bounds that are exponential in
terms of rank are given for the number of points needed to ensure that a representable geometry is
reconstructible, and quadratic bounds are given for binary and ternary geometries.
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1. Introduction
This paper applies the theory of unique representability [8] to explore the circumstances
under which geometries (simple matroids) that are representable over certain fields are
determined by their collections of single point deletions. The general matroid terminology
follows Oxley [18], except for the use of geometry to mean simple matroid. A detailed
discussion of unique representability is also given in [18]. For the purpose of this paper,
however, it is enough to recall that for a finite field of order q , a GF(q)-representable
geometry M is uniquely GF(q)-representable if for each restriction N of PG(r − 1, q)
that is isomorphic to M , there is an automorphism of PG(r − 1, q) that maps M onto N . It
is an important fact from [8] that geometries representable over GF(2) and GF(3) (binary
and ternary geometries) are uniquely representable over these fields, respectively.
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also for k-reconstruction, which extends the notion of k-edge reconstruction (see [11])
from graphs to matroids. For a matroid M and positive integer k, a k-deletion of M is
defined to be any deletion from M of a k-element set of points. The k-deck of M is the
multiset of all unlabeled k-deletions of M , and a matroid N is said to be a k-reconstruction
of M if N has the same k-deck as M . The matroid M is said to be k-reconstructible if
every k-reconstruction of M is isomorphic to M . A class of matroids is said to be k-
recognizable if whenever a matroid M belongs to that class, every reconstruction of M
also belongs to that class. Setting k = 1 reduces these notions to the more familiar
deletion reconstruction setting (see [7,15,16]), and the terms deletion, deck of deletions,
deletion reconstruction, deletion reconstructible, and deletion recognizable are used. Since
this paper deals only with reconstructions from deletions (and k-deletions), the terms
reconstruction and reconstructible are at times used in place of the more cumbersome
deletion reconstruction and deletion reconstructible. Note that the circuit matroid Ur,r+1
has the same deck of deletions as the rank-(r+1) free matroid. For this reason free matroids
and Ur,r+1 are excluded from discussions of deletion reconstructibility.
It is also useful to distinguish between a geometry being reconstructible, and a geometry
being distinguishable among restrictions of a particular geometry. More precisely, if G is
a geometry and M is a restriction of G, then M is said to be k-reconstructible in G if
every k-reconstruction of M that is isomorphic to a restriction of G is isomorphic to M .
Clearly this is a weakening of the notion of k-reconstructibility, since if M is a restriction
of G, and M is k-reconstructible, then M is k-reconstructible in G. The notions of class
recognizability and reconstructibility in a geometry G are connected as in the following
(trivial) proposition.
Proposition 1.1. If M is k-reconstructible in a geometry G, and the class of matroids that
are restrictions of G is k-recognizable, then M is k-reconstructible.
Finally, for any integer r  1 and prime power q  2, let rec(r, q) be the least n so that
any GF(q)-representable geometry of rank r with at least n points is reconstructible. Some
facts about the numbers rec(r, q) are immediately apparent. Trivially, rec(1, q)= 1. Also,
since Ur,r+1 and Ur+1,r+1 have the same deck of deletions, it is clear that rec(r, q) r+2.
Finally, in [16] it is established that (with the exceptions of Ur,r and Ur,r+1) the rank and
multiset of flats of a matroid can be determined from the deck of deletions. Thus, rank-2
matroids (aside from the two- and three-point line) are reconstructible, so rec(2,2) does not
exist, and rec(2, q)= 4 for q > 2. The following result from [6] (see also [15]) establishes
that the numbers rec(r, q) exist for r > 2 and any prime power q .
Theorem 1.2. Let M be a rank-r geometry with (qr − 1)/(q − 1) points in which all lines
have at least q + 1 points. Then M is a projective geometry of order q .
This paper is concerned with establishing sharper upper bounds for rec(r, q) for r > 2.
Although the focus is on questions of deletion reconstructibility, several results apply in the
more general setting of k-reconstructibility. Section 2 begins by establishing several classes
of representable matroids that are deletion recognizable. After this, the main techniques are
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reconstruction. Section 3 applies inclusion–exclusion arguments analogous to Lovász’s
theorem in order to establish upper bounds for rec(r, q). In Sections 4 and 5, a technique
involving counting automorphisms is developed to derive bounds for rec(r,2) and rec(r,3)
that are quadratic in r , rather than the exponential bounds derived in the earlier sections.
Results in these later sections, however, are valid only for the case of k = 1 (deletion
reconstructibility). Finally, in Section 6 the techniques from Sections 3 and 4 are extended
to apply to binary affine geometries.
2. Deletion recognition of representable matroids
As can be seen from Proposition 1.1, it is useful to establish classes of representable
matroids that are recognizable. For small fields the excluded minor characterizations
of Tutte [20], Reid (published independently by Bixby [3] and Seymour [19]), and
Geelen [10] are useful tools for accomplishing this, and are summarized in the following
theorem:
Theorem 2.1. The list of excluded minors for the class of
(a) GF(2)-representable matroids is U2,4 [20];
(b) GF(3)-representable matroids is U2,5, U3,5, F7, and (F7)∗ [Reid, 1971];
(c) GF(4)-representable matroids is U2,6, U4,6, P6, F−7 , (F−7 )∗, P8, and P ′′8 [10].
The next proposition is useful for recognizing classes with forbidden minors.
Proposition 2.2. Suppose M and N are rank-r matroids on S and T with the same deck of
deletions, yet N contains a minor F that M lacks. Then |S| = r + r(F ∗).
Proof. Since F is a minor of N , there must be sets X, Y ⊆ T for which F ∼= (N − Y )/X.
But since M and N have the same deck of deletions, Y must be empty. So F ∼=N/X. But
then N∗ −X ∼= F ∗, and no contraction of N∗ can contain F ∗ as a minor. Hence r(N∗)=
r(F ∗), or else there would be some set X′ ⊆X for which N∗ −X′ would have an isthmus
x , and N∗/x would contain F ∗ as a minor. So noting that r(N∗) = |T | − r = |S| − r
completes the proof. ✷
This yields the deletion recognition results of Proposition 2.4, with the help of the
following lemma.
Lemma 2.3. If M has corank 2, then M is deletion reconstructible.
Proof. If a matroid M has corank 2, the dual M∗ would have rank 2, and its contractions
could be determined from the deck of deletions of M . But [16] shows that the multiset
of flat cardinalities of M∗ can be determined from its contractions. Thus M∗ can be
determined precisely, and M is reconstructible. ✷
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(a) binary matroids;
(b) ternary matroids of rank r with more than r + 4 points;
(c) GF(4)-representable matroids of rank r with more than r + 4 points.
Proof. For (a) Proposition 2.2 ensures that a rank-r matroid having the deck of a binary
matroid, yet containing a four-point line minor would have exactly r + 2 points. But by
Lemma 2.3, matroids with r + 2 points are reconstructible, and so one with the deck of a
binary matroid must be binary.
For (b) and (c), since the excluded minors for ternary and GF(4)-representable matroids
all have ranks 2, 3, and 4, Proposition 2.2 ensures that any matroid containing one of these
minors, but having the deck of a ternary or GF(4)-representable matroid, could have no
more than r + 4 points. ✷
For higher-order fields results from [5] can be used to establish recognizability for
geometries with a large number of points, relative to rank. In particular, [5] establishes
that if q is a prime power and r > 3, then any rank-r geometry having at least qr−1 points
and no (q + 2)-point line minors is representable over GF(q). Furthermore, if the prime
power q is odd, then the number of points required to ensure GF(q)-representability is
lowered to qr−1 − (qr−2 − 1)/(q − 1). Since [16] shows that the set of flats of a matroid
can be recovered from the deck of deletions, this leads to the following deletion recognition
result.
Proposition 2.5. Let q be a prime power, and r > 3. The class of GF(q)-representable
rank-r geometries with more than qr−1 points is deletion recognizable. Further, if the
prime power q is odd, then the class of GF(q)-representable rank-r geometries with more
than qr−1 − (qr−2 − 1)/(q − 1) points is deletion recognizable.
Proof. Let M be reconstruction of a rank-r geometry representable over GF(q) with
more than qr−1 points. Then M must not have a (q + 2)-point line minor, for if it did,
Proposition 2.2 would force M to have only r + q points, and r + q < qr−1. Thus
by [5] M is representable over GF(q). If the prime power q is odd, then r + q <
qr−1 − (qr−2 − 1)/(q − 1), and the same argument holds. ✷
3. Reconstruction using inclusion–exclusion
This section extends the technique of Lovász [14] in order to establish bounds for
rec(r, q). Both the general technique as well as several applications apply in the general
k-reconstruction setting. To begin, it is necessary to establish that if two matroids have the
same k-deck, then their multisets of restrictions of cardinality less than or equal to |S| − k
are also identical. Toward this end, for matroids M and N with ground sets S and T , let
s(M,N) be the collection of subsets Y of T for which M ∼= N |Y . Also, for any set A,
define Pk(A) to be the collection of subsets of A with no more than |A| − k points.
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If X ∈ Pk(S), then |s(M|X,M)| = |s(M|X,N)|.
Proof. For X ∈ Pk(S), note that since M and N have the same k-deck,
∑
A⊆S
|A|=k
∣∣s(M|X,M −A)∣∣= ∑
B⊆T
|B|=k
∣∣s(M|X,N −B)∣∣.
A particular subset Y of S with Y ∈ s(M|X,M) arises in precisely (|S−X|
k
)
k-deletions
of M . Similarly, a subset Z of T with Z ∈ s(M|X,N) arises in this same number of k-
deletions of N . Therefore, if m= |s(M|X,M)| and n= |s(M|X,N)|, then m= n since:
m
(|S −X|
k
)
=
∑
A⊆S
|A|=k
∣∣s(M|X,M −A)∣∣= ∑
B⊆T
|B|=k
∣∣s(M|X,N −B)∣∣
= n
(|S −X|
k
)
. ✷
The next proposition is a counterpart to Lovász’s theorem in [14]. It is stated in a
general setting, and is followed here and in Section 6 by results that apply to more specific
cases. In particular, most interest is in the case of k = 1 (deletion reconstruction). Also,
in these applications, the geometry G in Proposition 3.2 is either the projective geometry
PG(r − 1, q) or the affine geometry AG(r − 1, q).
Proposition 3.2. Let G be a rank-r geometry with ground set V . Let S and T be subsets of
V so that M =G|S and N =G|T are rank-r restrictions of G having the same k-decks.
Further, let |S| = |T |> (|V | + k − 1)/2. Suppose there is a bijection α :Pk(S)→ Pk(T )
with the property that for each set A ∈Pk(S) there is an automorphism θA of G for which
θA(A)= α(A). Then M ∼=N .
Proof. For any two sets A,B ⊆ V , let E(A,B) be the set of all automorphisms θ of G
that have θ(A)⊆ B . Also, for a set Y ⊆ V define the following functions. For A⊆ Y , let
f Y⊇ (A) be the number of automorphisms of G that map A into V − T , and let f Y= (A) be
the number of automorphisms of G that map A into V − T , and map the rest of Y into T .
So
f Y⊇ (A)=
∑
B: A⊆B⊆Y
f Y= (B).
Inverting this sum yields
f Y= (A)=
∑
(−1)|B−A|f Y⊇ (B).
B: A⊆B⊆Y
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∣∣E(S,T )∣∣ = f S=(∅)=
∑
B⊆S
(−1)|B|f S⊇(B)=
∑
B⊆S
(−1)|B|∣∣E(B,V − T )∣∣
=
∑
B∈Pk(S)
(−1)|B|∣∣E(B,V − T )∣∣, (1)
since the hypotheses ensure that |S| − k + 1 > |V − T |. Similarly, |T | − k+ 1 > |V − T |,
so an analogous calculation yields
∣∣E(T ,T )∣∣= ∑
B∈Pk(T )
(−1)|B|∣∣E(B,V − T )∣∣. (2)
Now, because of the bijection α, the sum in (2) can be written as
∑
A∈Pk(S)
(−1)|α(A)|∣∣E(α(A),V − T )∣∣= ∑
A∈Pk(S)
(−1)|A|∣∣E(α(A),V − T )∣∣.
But |E(α(A),V −T )| = |E(A,V −T )| for each A ∈ Pk(S) since if β ∈E(α(A),V −T ),
then βθA ∈E(A,V −T ), and conversely. Hence β↔ βθA gives a bijection between these
sets.
Thus the sums in (1) and (2) are equal. So |E(S,T )| = |E(T ,T )|> 0, and there must
be an automorphism of G that maps S onto T . Hence M ∼=N . ✷
This result can be applied to binary and ternary geometries, as such geometries are
uniquely representable over GF(2) and GF(3), respectively (see [8]).
Corollary 3.3. Let q be 2 or 3, r > 2, and k  1. Then GF(q)-representable geometries of
rank r with more than 12 ((q
r − 1)/(q − 1)+ k− 1) points are k-reconstructible in PG(r−
1, q). In the particular case where k = 1, such geometries are deletion reconstructible, and
for r > 3, rec(r,2) 2r−1, and rec(r,3) 3r/4.
Proof. Let M and N be GF(q)-representable rank-r geometries having the same k-deck.
Let S and T be sets such that PG(r − 1, q)|S ∼=M and PG(r − 1, q)|T ∼=N .
By Lemma 3.1 there is a bijection α :Pk(S) → Pk(T ) so that A ∼= α(A) for every
A ∈ Pk(S). Unique GF(q)-representability of GF(q)-representable geometries ensures
that for each A⊂ S there is an automorphism θA of PG(r − 1, q) for which θA(A)= α(A).
Hence by Proposition 3.2, M ∼=N .
For k = 1 Proposition 2.4 shows that all binary matroids and ternary matroids with more
than r + 4 points are deletion recognizable, and so by Proposition 1.1, the geometries in
question are reconstructible. ✷
Proposition 3.4 demonstrates how these techniques can be extended to geometries that
are representable over fields that do not generally guarantee unique representability. Since
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pairs of points), any rank-r geometry with (qr − 1)/(q − 1) − 2 points that is GF(q)-
representable is uniquely GF(q)-representable. In fact, following the notation of [5], for
each pair of integers r, q > 0, there must be a least number ur,q such that if a rank-r
geometry is GF(q)-representable and has at least ur,q points, then it is uniquely GF(q)-
representable. For instance, ur,2 = ur,3 = r , and ur,4 = 13 (4r−1 + 14) [18] (see also [13]).
For higher ranks the following bounds for ur,q are derived in [5]:
qr−1 + q2 − 2
q − 1  ur,q  q
r−1 for even q > 4,
qr−1 + q2 − 2
q − 1  ur,q  q
r−1 − q
r−3√2q
4
− q
r−2 − 1
q − 1 for odd q > 3.
Proposition 3.4. Let q be a prime power, r > 2, k  1. Then rank-r GF(q)-representable
geometries with more than
max
{
1
2
(
qr − 1
q − 1 + k − 1
)
, uq,r + k− 1
}
points are k-reconstructible in PG(r − 1, q).
Proof. Let M and N be rank-r GF(q)-representable geometries having the same k-deck,
and the required number of points. Let S and T be sets such that
PG(r − 1, q)|S =M and PG(r − 1, q)|T =N.
Let C1,C2, . . . ,Cm be the distinct isomorphism types of subsets in Pk(S) (hence
also of subsets in Pk(T )). To construct the bijection α :Pk(S) → Pk(T ) required by
Proposition 3.2, it suffices to construct for each C ∈ {C1,C2, . . . ,Cm}, such a bijection
between restrictions of M isomorphic to C and restrictions of N isomorphic to C.
Let C ∈ {C1,C2, . . . ,Cm}. To form the bijection α, let A1,A2, . . . ,An be all restrictions
of M isomorphic to C and let B1,B2, . . . ,Bn be all restrictions of N isomorphic to C
(note that Lemma 3.1 guarantees that M and N will have the same number of restrictions
isomorphic to C). Form a bipartite multigraph on vertex set {A1, . . . ,An,B1, . . . ,Bn}
in the following way. Since M and N have the same k-deck, there is a bijection σ
between k-deletions of M and k-deletions of N with the property that M ′ ∼= σ(M ′) for
each k-deletion M ′ of M . Further, by hypothesis all k-deletions of M and of N are
uniquely representable in PG(r − 1, q). For each k-deletion M ′ of M , let θM ′ be a fixed
automorphism of PG(r − 1, q) for which θM ′(M ′) = σ(M ′). Let t =
(|S|−|C|
k
)
. Note that
for a fixed Ai , the number of k-deletions of M containing Ai is precisely t . For each
of these k-deletions M ′, add the edge {Ai,Bj } if θM ′(Ai) = Bj . Do this for all of the
Ai . By construction, the resulting multigraph has each Ai of degree t , with each edge
corresponding to a triple (Ai,M ′, θM ′). However, reversing this and viewing each edge
incident with a Bj as a triple (Bj , σ (M ′), θ−1′ ) shows that each vertexBj also has degree t .M
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sum of permutation matrices, each of which yields a perfect matching between the vertices
Ai and the vertices Bj . Fix a matching, and denote the automorphisms θM ′ that correspond
to the edges of this matching by θA1, θA2, . . . , θAn .
Define the bijection α as α(Ai) = θAi (Ai) for each i . Since this holds for any
isomorphism type C, the bijection α can be extended to a bijection between Pk(S) and
Pk(T ). Thus by Proposition 3.2, M and N are isomorphic. ✷
Corollary 3.5. For r > 2, rec(r,4) 4r/6.
Proof. Let M be a rank-r GF(4)-representable geometry with at least 4r/6 points. If N is
any reconstruction of M , Proposition 2.4 guarantees that N is GF(4)-representable. So the
result follows from Proposition 3.4, noting that (4r − 1)/6 > (4r−1 + 14)/3 for r > 2. ✷
4. Reconstruction by counting automorphisms
The techniques in this section are inspired by work of Nash-Williams [17] (see also [4]),
and ultimately yield bounds on rec(r, q) that are quadratic in r rather than exponential.
These bounds are given in the next section. Although this technique produces a result
(Corollary 4.4) similar to Corollary 3.3 for k = 1, the methods used are quite different, and
ultimately lead to the more striking results discussed in Section 5. Unlike Corollary 3.3,
however, this technique has no obvious extension to address general k-reconstructibility.
To begin, it is necessary to establish some notation. For a geometry G with ground
set V , and sets X,Y ⊆ V , let EG(X,Y ) be the set of all automorphisms θ of G for
which θ(X) ⊆ Y . Also, for S,T ⊆ V and A ⊆ S, define νG(S,T ,A) to be the number
of automorphisms θ of G for which S ∩ θ(T ) = A. When it is clear by context which
geometry G is, the notation E(X,Y ) and ν(S,T ,A) will be used in place of EG(X,Y )
and νG(S,T ,A). The following relationships holds for ν and E.
Lemma 4.1. Let G be a geometry with ground set V . If S,T ⊆ V and A⊆ S, then
∑
X: A⊆X⊆S
ν(S,T ,X)= ∣∣E(A,T )∣∣.
Proof.
∑
X: A⊆X⊆S
ν(S,T ,X) =
∑
X: A⊆X⊆S
∣∣{θ ∈Aut(G): S ∩ θ(T )=X}∣∣
= ∣∣{θ ∈Aut(G): S ∩ θ(T )⊇A}∣∣
= ∣∣{θ ∈Aut(G): θ(T )⊇A}∣∣
= ∣∣{θ ∈Aut(G): θ−1(A)⊆ T }∣∣= ∣∣E(A,T )∣∣. ✷
W.P. Miller / Advances in Applied Mathematics 30 (2003) 591–606 599Lemma 4.2. Let G be a geometry with ground set V . Let S,T ⊆ V for which G|T is a
reconstruction of G|S, but G|T ∼=G|S. Then for any A⊂ S,
ν(S,S,A)− ν(S,T ,A)= (−1)|S−A|∣∣E(S,S)∣∣.
Proof. Inverting the sum from Lemma 4.1 gives
ν(S,T ,A) =
∑
X: A⊆X⊆S
(−1)|X−A|∣∣E(X,T )∣∣
=
∑
X: A⊆X⊂S
(−1)|X−A|∣∣E(X,T )∣∣, (3)
since G|S ∼=G|T . Lemma 4.1 also implies that
∑
X: A⊆X⊆S
ν(S,S,X)= ∣∣E(A,S)∣∣,
which after inversion becomes
ν(S,S,A)=
∑
X: A⊆X⊆S
(−1)|X−A|∣∣E(X,S)∣∣. (4)
Note however, for A⊆X ⊂ S, that |E(X,S)| = |E(X,T )|. To see this, observe that for
any automorphism θ of G, if θ ∈ E(X,S), then θ ∈ E(X,S − x) for |S −X| points x of
S. So
∣∣E(X,S)∣∣=
∑
x∈S |E(X,S − x)|
|S −X| .
Similarly,
∣∣E(X,T )∣∣=
∑
y∈T |E(X,T − y)|
|S −X| =
∑
x∈S |E(X,T − σ(x))|
|S −X| .
But |E(X,S − x)| = |E(X,T − σ(x))| for each X ⊂ S and x ∈ S. Thus |E(X,S)| =
|E(X,T )|. Hence, subtracting (3) from (4) yields the desired equality. ✷
Proposition 4.3. Let G be a geometry, and let M = G|S. Assume that for any
reconstruction N of M in G (say N =G|T ), and any bijection σ :S→ T with M \ p ∼=
N \ σ(p) for each p ∈ S, it holds that |E(X,S − x)| = |E(X,T − σ(x)| for any X ⊆ S
and x ∈X. Then M is reconstructible in G if either of the following conditions holds:
(a) There is a subset A ⊂ S such that ν(S,T ,A) is the same for every reconstruction
N =G|T of M .
(b) There is a subset A⊂ S such that |E(A,S)|< 2|S−A|−1|E(S,S)|.
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condition (a) holds. Then the left-hand side of the equation in Lemma 4.2 is zero, while
the right-hand side is not. Hence N must be isomorphic to M .
If (b) holds then for the specified subset A, Lemma 4.1 implies that
∑
X: A⊆X⊆S
ν(S,S,X) < 2|S−A|−1
∣∣E(S,S)∣∣.
The range of this summation is over 2|S−A| sets, of which 2|S−A|−1 have cardinality of the
same parity as |S|. Hence, there must be a set X (A⊆X ⊆ S) with |X| ≡ |S| (mod 2) for
which ν(S,S,X) < |E(S,S)|. But for this set X, the equation in Lemma 4.2 would imply
that ν(S,S,X) − ν(S,T ,X) = |E(S,S)|; i.e., that ν(S,S,X)  |E(S,S)|. Thus N must
be isomorphic to M and the theorem is proved. ✷
Corollary 4.4 and several results in Section 5 rely on the following observation. Let
M = PG(r − 1, q)|S and N = PG(r − 1, q)|T be geometries with more than ur,q points
such that N is a reconstruction of M . Also, let σ :S→ T be any bijection having M \ x ∼=
N \ σ(x) for every x ∈ S. Then |E(X,S − x)| = |E(X,T − σ(x))| for every X ⊂ S and
x ∈ S, and Proposition 4.3 applies to M and N . To see this, simply note that for any x ∈ S
and X ⊂ S, if β is an automorphism of PG(r − 1, q) for which β(M − x)= N − σ(x),
then θ ↔ βθ is a bijection between E(X,S − x) and E(X,T − σ(x)).
Corollary 4.4. Suppose a rank-r geometry M is GF(q)-representable and has more than
max{ 12 q
r−1
q−1 , ur,q} points. Then M is reconstructible in PG(r − 1, q).
Proof. The preceding observation ensures that Proposition 4.3 applies to M . Let M =
PG(r − 1, q)|S. Note that ν(S,T ,∅) = 0 for any GF(q)-representable reconstruction
N = PG(r − 1, q)|T of M , since the cardinalities of S and T prevent S ∩ θ(T ) from
being empty for any automorphism θ of PG(r − 1, q). So by part (a) of Proposition 4.3,
M ∼=N . ✷
5. More applications of counting automorphisms
This section contains a number of applications of Proposition 4.3. Corollaries 5.2, 5.3,
and 5.5 all make use of the observation preceding Corollary 4.4, and give successively
sharper bounds for the minimum number of points necessary for ensuring that a geometry
will be reconstructible.
The counts in Corollary 5.2 for |Aut(PG(r − 1,2))| and |Aut(PG(r − 1,3))| are based
on counting semi-linear transformations of vector spaces over GF(2) and GF(3). Let
V and V ′ be r- and r ′-dimensional vector spaces over a field F . A map σ :V → V ′
is a semilinear transformation if there exist a linear transformation τ :V → V ′ and
a field automorphism α of F so that for v¯ ∈ V , if τ (v¯) = (w1,w2, . . . ,wr ′), then
σ(v¯) = (α(w1), α(w2), . . . , α(wr ′)). Thus all linear transformations are also semilinear
transformations.
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to automorphisms of projective geometries.
Theorem 5.1. If r  3, then every automorphism of PG(r − 1,F ) is induced by a bijective
semilinear transformation of the r-dimensional vector space over F .
In particular, if σ and σ ′ are bijective semilinear transformations of V for which
σ = λσ ′ for some λ ∈ F (λ = 0), then σ and σ ′ induce the same automorphism of
PG(r − 1,F ).
Note that since the only automorphism of GF(2) is the identity automorphism, and
since there is only one nonzero scalar in GF(2), this theorem reduces the question of
counting automorphisms of PG(r−1,2) to one of counting bijective linear transformations
of V (r,2). Hence by counting the possible images of a basis for V (r,2), one can see that
∣∣Aut(PG(r − 1,2))∣∣=
r−1∏
i=0
(
2r − 2i).
Also, there is only one automorphism of GF(3), but two nonzero scalars. Hence, noting
that σ and 2σ induce the same automorphisms of PG(r − 1,3), one can similarly compute
that
∣∣Aut(PG(r − 1,3))∣∣= 1
2
r−1∏
i=0
(
3r − 3i).
This yields the following corollary of Proposition 4.3, which reveals rec(r,2) r2 and
rec(r,3) 1log3 2 r
2
.
Corollary 5.2. Let r > 2, q a prime power. Let M = PG(r − 1, q)|S, and n = |S| >
ur,q . If 2n−1 > |Aut(PG(r − 1, q))|, then M is reconstructible in PG(r − 1, q). Thus a
binary geometry is reconstructible if 2n−1 >∏r−1i=0 (2r − 2i ), and a ternary geometry is
reconstructible if 2n−1 > 12
∏r−1
i=0 (3r − 3i ).
Proof. Note that |E(∅, S)| = |Aut(PG(r − 1, q))|< 2n−1  2|S−∅|−1|E(S,S)|. Hence by
part (b) of Proposition 4.3, M is isomorphic to any GF(q)-representable reconstruction
of M . ✷
Corollaries 5.3 and 5.5 point to even tighter bounds for rec(r,2).
Corollary 5.3. Let M be a binary rank-r geometry with n points. Then M is deletion
reconstructible if 2n−r−1 is greater than the number of ordered bases of M . So in
particular, if 2n−r−1 > (n)r , M is reconstructible.
Proof. Let M = PG(r − 1, q)|S, and let B be a basis of M . Since automorphisms of
PG(r − 1,2) are precisely those of an r-dimensional vector space over GF(2), such an
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of ordered bases of M , which by hypothesis is less than 2n−r−1, hence also less than
2n−r−1|E(S,S)| = 2|S−B|−1|E(S,S)|. So part (b) of Proposition 4.3 applies to M . For the
stated bound, note that the number of ordered bases of M is at most (n)r . ✷
For prime p, automorphisms of PG(r − 1,p) can also be counted using circuits, as in
the following theorem from [12].
Theorem 5.4. Let p be prime, and {x1, x2, . . . , xr+1} and {y1, y2, . . . , yr+1} be circuits
in PG(r − 1,p). Then there is precisely one automorphism θ of PG(r − 1,p) for which
θ(xi)= yi for 1 i  r + 1.
Hence, each automorphism of PG(r − 1,p) is determined by the image of a circuit of
cardinality r + 1. This gives the following corollary.
Corollary 5.5. For any prime p, let M be a p-ary rank-r geometry with n points, n > up,r ,
and c circuits of size r + 1 (c > 0). If 2n−r−2 > c(r + 1)!, then M is isomorphic to any
p-ary reconstruction of M . In particular under these conditions, if p is 2 or 3, then M is
deletion reconstructible.
Proof. Let M = PG(r− 1,p)|S. The number of automorphisms of PG(r− 1,p) that map
a circuit of size r + 1 into S will be the number of ordered (r + 1)-circuits of M . So if C
is a circuit of M of size r + 1, then |E(C,S)| = c(r + 1)!< 2n−r−2|E(S,S)|. So part (b)
of Proposition 4.3 applies to M . ✷
6. Extending results to binary affine geometries
Propositions 3.2 and 4.3 can be applied to binary affine geometries. This, however,
requires a notion of unique representability to apply to binary affine geometries, which
is shown in the next lemma. Recall that if H is any hyperplane of PG(r − 1, q), then
AG(r − 1, q)∼= PG(r − 1, q)−H . Hence an automorphism of AG(r − 1, q) can be seen
as the restriction to PG(r − 1, q)−H of an automorphism of PG(r − 1, q) that fixes the
hyperplane H as a set.
Lemma 6.1. Let A and A′ be isomorphic restrictions of AG(r − 1,2). Then there exists an
automorphism θ of AG(r − 1,2) for which θ(A)=A′.
Proof. Let H be the complement in PG(r − 1,2) of AG(r − 1,2). The required
automorphism will be the restriction to AG(r−1,2) of an automorphism θ¯ of PG(r−1,2)
with θ¯ (A)=A′ and θ¯ (H )=H .
By unique representability of A and A′ over GF(2), there is some automorphism β of
PG(r − 1,2) for which β(A) = A′. If β(H)= H , then β is the required automorphism.
If not, then β maps H to some other hyperplane H ′ of PG(r − 1,2). In this case let
C = H ∩ H ′ be the coline where these two hyperplanes meet. Let b1, b2, . . . , br−2 be a
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PG(r − 1,2).
Define η : PG(r − 1,2) → PG(r − 1,2) by setting η(bi) = bi for 1  i  r − 2,
η(br−1)= br , η(br)= br−1, and extending linearly to the rest of PG(r − 1,2). Now η is a
linear transformation on the vector space V (r,2) (thus also as a semilinear transformation
on V (r,2)), and is hence an automorphism of PG(r − 1,2). Further, η(H ′) = H and
η(H) = H ′, but for points x /∈ H ∪ H ′, η(x) = x . In particular, η fixes A′. To see this,
note that A′ ∩H = ∅, and since A∩H = ∅, it must be that ∅ = β(A∩H)=A′ ∩H ′. Thus
A′ ∩ (H ∪H ′)= ∅, and so ηA′ =A′.
So θ¯ = ηβ is an automorphism of PG(r − 1,2) such that θ¯ (A) = A′ and θ¯ (H ) = H .
Hence defining θ to be the restriction of θ¯ to AG(r − 1,2) gives an automorphism of
AG(r − 1,2) for which θ(A)=A′. ✷
To reconstruct binary affine geometries, it is also useful to be able to recognize the class
of affine geometries. This requires some facts about matroid invariants, specifically, the
characteristic polynomial, the Tutte polynomial, and the critical exponent. These invariants
are discussed in detail in [9]. Recall that for a matroid M on set S, the characteristic
polynomial of M is given by
p(M;x)=
∑
X⊆S
(−1)|X|xr(M)−r(X).
Also, the Tutte polynomial ofM , t (M;x, y), is defined by the initial condition that t (∅)= 1
and the recursive condition that
t (M;x, y)=


xt (M − p;x, y), if p is an isthmus of M;
yt (M − p;x, y), if p is a loop of M;
t (M − p;x, y)+ t (M/p;x, y), otherwise.
It is shown in [9] that p(M;x) can be obtained from t (M;x, y) via
p(M,x)= (−1)r(M)t (M;1− x,0).
The other invariant needed is the critical exponent of M , c(M;q), defined by
c(M;q)=
{∞, if M has a loop,
min
{
j  1: p
(
M;qj)> 0}, otherwise.
If M is loopless and representable in PG(r − 1, q), [9] shows that c(M;q) is equal to
the least positive integer j for which M lies outside the intersection of j hyperplanes in
PG(r − 1, q). Thus if c(M;q)= 1, the matroid M is affine.
Finally, it is established in [16] that the Tutte polynomial of a matroid can be determined
from the deck of deletions, so the following result holds.
Lemma 6.2. The class of affine geometries is deletion recognizable.
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Corollary 6.3. Rank-r binary affine geometries with more than 12 (2r−1+ k− 1) points are
k-reconstructible in AG(r − 1,2). In particular, every binary affine geometry with more
than 2r−2 points is deletion reconstructible.
Proof. Let M and N be rank-r restrictions of AG(r − 1,2) with ground sets S and T ,
having the same k-deck and more than 12 (2
r−1 + k − 1) points. By Lemma 3.1 there
is a bijection α :Pk(S) → Pk(T ) so that A ∼= α(A) for each A ∈ Pk(S). In order to
apply Proposition 3.2, it must be established that for each A ∈ Pk(S) there exists an
automorphism θ of AG(r−1,2) for which θ(A)= α(A). Lemma 6.1 ensures the existence
of such an automorphism θ , thus by Proposition 3.2 the proof of the first assertion is
complete.
For k = 1 note that by Propositions 2.4 and 6.2, the class of binary matroids and the class
of affine matroids are recognizable. This completes the proof of the second assertion. ✷
The techniques of Section 4 can also be applied to binary affine geometries. First,
however, it is necessary to establish that Proposition 4.3 applies in this setting. Note that
in this setting, the observation preceding Corollary 4.4 can be stated more generally. Let Y
and Y ′ be any set of points in AG(r − 1,2) for which AG(r − 1,2)|Y ∼= AG(r − 1,2)|Y ′.
Lemma 6.1 says that there is an automorphism β of AG(r − 1,2) for which β(Y ) = Y ′.
Hence if X is a set of points in AG(r − 1, q), then θ ↔ βθ gives a bijection between
EAG(r−1,2)(X,Y ) and EAG(r−1,2)(X,Y ′). Thus |EAG(r−1,2)(X,Y )| = |EAG(r−1,2)(X,Y ′)|.
Note that in Corollaries 6.4 and 6.5, the E(X,Y ) and ν(S,T ,A) of Proposition 4.3 are
naturally referring to EAG(r−1,2) and νAG(r−1,2), respectively.
Corollary 6.4. If M is a rank-r binary affine geometry with more than 2r−2 points, then M
is reconstructible.
Proof. Let M = AG(r − 1,2)|S. As in Corollary 5.2, ν(S,T ,∅)= 0 for every reconstruc-
tion N of M with ground set T . So by part (a) of Proposition 4.3, M is reconstructible. ✷
Corollary 6.5 provides a result analogous to Corollary 5.2 for binary affine geometries
that shows that a rank-r binary affine geometry needs only r2 − r points to be recon-
structible. To obtain the number of automorphisms of the affine geometry AG(r − 1, q),
it was noted previously that if AG(r − 1, q) is the complement of hyperplane H in
PG(r − 1, q), then an automorphism of AG(r − 1, q) can be seen as the restriction to
PG(r − 1, q)−H of an automorphism of PG(r − 1, q) that fixes the hyperplaneH . So for
the binary affine geometry, counting the possible images for a basis of V (r,2) that keep H
fixed shows that the number of automorphisms of AG(r − 1,2) is
∣∣Aut(AG(r − 1,2))∣∣= 2r−1
r−2∏(
2r−1 − 2i)
i=0
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|.(i.e., select one of the ∏r−2i=0 (2r−1 − 2i ) bases for H , and then one of the 2r−1 points
outside H ).
Corollary 6.5. A binary, affine, rank-r geometryM with n points is deletion reconstructible
if 2n−1 > |Aut(AG(r − 1,2))|; i.e., if
2n−1 > 2r−1
r−2∏
i=0
(
2r−1 − 2i).
Proof. LetM = AG(r−1,2)|S. Note that |E(∅, S)| = |Aut(AG(r−1,2))|< 2n−1|E(S,S)
Hence by part (b) of Proposition 4.3, M is reconstructible. ✷
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