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A parte essencial do nosso trabalho trata da distribuição de peso dos 
códigos. Para isto,definimos o enumerador de peso dos códigos, a fim de esta 
beleoer uma relação importante entre a distribuição de pesos de um código e 
a distribuição de pesos do seu código dual.
O nosso trabalho está dividido em quatro capítulos. No primeiro, vemos 
alguns oonceitos básicos necessários para o desenvolvimento deste trabalho. 
Damos uma noção sobre álgebra de grupo, resíduos quadráticos, caracteres, ma 
trizes do tipo Hadamard e Conferência e polinómios de Krawtchouk.
No segundo capítulo definimos códigos lineares, suas propriedades, ma­
triz geratriz, matriz de verificação de paridade e dual dos códigos lineares. 
Além disso, definimos códigos não lineares e vimos algumas construções para 
esses códigos.
No capítulo três estudamos os enumeradores de pesos dos códigos. Nesse 
capítulo estabelecemos alguns resultados sobre a distribuição de pesos. Vi­
mos as equações de MadWilliams que dão uma relação surpreendente e importan­
te entre a distribuição de pesos de um código C e a distribuição de pesos do 
seu código dual (C1  ). Estudamos também, as equações de mementos determina­
das por Pless, que são uma família infinita de equações equivalentes ãs equa 
ções de MacWilliams.
No capítulo quatro aplicamos os enumeradores de peso para a determina 
ção da probabilidade de erro não detectado na transmissão de dados.
CAPÍTUUD I
CONCEITOS PRELIMINARES:
1.1 - Introdução - O problema da transmissão confiável de informação tem 
representado um desafio constante para engenheiros e pesquisadores em ocstruni- 
cações. A confiabilidade a que nos referimos diz respeito ã ação do ruído e 
de outras interferências.
Frequentemente, no contexto das comunicações digitais ocorrem erros. Os 
códigos corretores de erro foram inventados para detectar e/ou corrigir poss_í 
veis erros que tenham ocorrido durante uma transmissão. Muitos tipos de códi­
gos já foram desenvolvidos junto com processos de decodificação que toma pos 
sível a implementação dos mesmos.
Os objetivos da teoria de codificação, são basicamente:
(i) - encontrar códigos longos e eficientes,
(ii) - encontrar métodos práticos de codificação e decodificação eficientes. 
Os desenvolvimentos recentes na tecnologia de "hardware" digital toma­
ram possível o uso de esquemas de codificação bastante complexos.
Neste capítulo veremos alguns conceitos básicos que serão necessários 
para o desenvolvimento deste trabalho.
1.2 Álgebra de Grupo.[02]
Ona n-upla binária sobre o corpo binário GF(2), é um conjunto ordenado 
de n elementos do corpo e será denotado por (a^ , a^ ..., an>, onde a^O ou 1 , 
i = 1, 2, — ,' n. Podemos representar as n-uplas binárias por polinómios em 
Zy z^, ..., z^ . A n-upla 1 0 0 ... 0 será representada por z^ ;
0  1 0 . . . 0 , por z2; 1 0 1 0 0 ... 0 por z^ z, e assim sucessivamente.Em
^  a  a  a
geral a = (a1, a_, ..., a ) sera representado por z A , z9 2 , ___ z n' a• n i n — z •
É possível ver, com facilidade, que dado za podemos determinar a.
2
Usaremos a convenção que z^  = 1, \/i. Usando esta estrutura, o conjunto 
de todos os zv toma-se um grupo multiplicativo e será denotado por G.
Seja F^ o grupo de todas as n-uplas binárias. Então, podemos ver que 
F^ e G são grupos isomórficos. Com adição em F^
v + w = (v1, v2, ..., vn) + (w1, w2, ..., wn) = (v1 +w.j, v2 +w2,... /Vn+wn)
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correspondente a multiplicação em G,
zv.zW = (Zlv1.z~V2...z^n). (z1w1.z~w2... z wn) = z1v1 +W1 .z0v2+W2.. .z vn+wn i z n i ^ n  1 2 n
v + w- z
Definição 1.2.1 - A álgebra de grupo QG, de G sobre os números racionais
(Q), consiste de todas as sanas: 
vv a zv _ v „Z v , a eQ, z eG
* £ í 2
A adição e multiplicação em QG são definidas por:
(1.2.1)
r?
V^V+ „ rj i V V = ,.in(av + bv)zVv e f  ve
r  *L n Vv er2
L V  -
► Í n ,avv í 2
: raT zv, r eQ
»5
wz = Z „(a .ba zv. Z b w  I r-  ^v-v+w 
w £^ w v,w e
OBSERVAÇÃO.- A álgebra de grupo QG fornece uma notação algébrica para có 
digos, que veremos no capítulo III.
1.3 — Resíduos Quadráticos. [02]
Para a construção de códigos não-lineares (serã definidos no capítulo II) 
precisamos alguns conceitos sobre resíduos quadráticos.
Definição 1.3.1 - Seja p um primo ímpar. Os quadrados não nulos mõd p
são chamados resíduos quadráticos mõd p.
Exemplo 1.3.1.
Seja p = 11. Os resíduos quadráticos mõd 11 são dados por:
12 = 1, 22 = 4, 32 = 9, 42 = 16 = 5, 52 = 25 = 3, i.é., 1, 3, 4, 5, 9 
são resíduos quadráticos mõd 1 1 .
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OBSERVAÇÃO 1.
Para achar os resíduos quadráticas ou simplesmente os resíduos mõd p é 
suficiente considerar os quadrados dos números de 1 até p-1 .
OBSERVAÇÃO 2.
Há (1/2)(p-1) resíduos mõd p. Os (1/2)(p-1) números restantes são chama­
dos não resíduos.
OBSERVAÇÃO 3.
Zero não é nem resíduo, nem não resíduo.
OBSERVAÇÃO 4.
O produto de dois resíduos quadráticos ou de dois não resíduos é uma re­
síduo quadrático, enquanto que o produto de um resíduo quadrático por um não 
resíduo quadrático é um não resíduo.
Definição 1.3.2. - Seja p um primo ímpar. Então a função <£ chamada sím­
bolo de iLegendre, é definida sobre os inteiros, por:
0 , se i é múltiplo de p
1 , se o resto é um resíduo mõd p, quando i é dividido por p 
-1 , se o 'resto não ê resíduo.
Exemplo 1.3.2.
Seja p = 11. Então,
<M6) = -1 
<j> (1 2 ) = 1 
<j> (3) = 1 
<j> (2 2 ) = 0
Teorema 1.3.1. - Para todo c 0 mõd p, 
P-1
bEQ <}>(b) <Mb+c) = - 1
Demonstração. - Sabemos que,
4> (xy) = <J> (x) 4> (y) , 0 á x  á p— 1 e 0 á y  < p-1
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Quando b = 0 a sana não se altera. Consideremos então, b  ^0.
lo + C -Seja m = (-- g--) mod p. Para cada b existe um unioo inteiro m, 0 á m á p-1.
Ccxno b varia de 1 a p-1, m tona os valores 0, 2, 3, ..., p-1, mas, não 1. En­
tão , , p- 1 p- 1
bE.j <f> (b) <j) (b+c) = bil^* <í>(k*n)
p- 1 ~
= [ 4> (b) ] <j) (m)
P-1
- mio *(m)
hM1
Usando a observação 2, temos que 
P-"1
mi0 *(m) = 0 .
Portanto,
P-1
mr0 <j)(m) = 0 - 4>{1) = -1. 
m^ 1  
íogo,^
<f>(b) <f>(b+c) = - 1 .
1.4- Caracteres. [02]
Definição 1.4.1 - Seja a transformação de G para para os números ra­
cionais Q, dada por
^u(zv) = (-1 )u'v, para todo u eF^,
onde, u.v é o produto escalar dos vetores u e v sobre Q. \pu é chamado "carac­
ter" de G.
Usando a linearidade, pode ser estendida sobre QG, i.é., 
*“' v ^ V V ’ - v ^ <ZV|= V ^ ^ ' - 1)U'V
OBSERVAÇÃO.
1 , se u e v são ortogonais 
-1 , caso contrário.
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No próximo teorema veremos algumas propriedades de
Teorema 1.4.1.
(i) *u(zV> = *v (zu)
(ii) ipu (zv) ipu (zw) = ipu (zv+w)
(iü) ^u(zW) v^ (zW) = i^u+v(zw).
Demonstração.
(i) *v(zu) = (-1 )u-v = (-1 )v*u = ^ (zv)
(ii) ^(zv) ^u(zw) = (-1 )u*v.(-1 )u*w = (-1 )U*(V+W)= ^ u(zv+w)
(iii) *(zw).tUzW> = (-1 )U-W.(-1 )V‘W =U V
= ip (zw).^U+V '
1.5 - Matrizes do Tipo Hadamard e Conferência.[02]
Definição 1.5.1. - Una matriz de Hadamard H, de ordem n, é uma matriz 
n x n formada pro 1 's e - 1 's, tais que:
HHt = nl, (1.5.1)
onde I é a matriz identidade de ordem n.
A equação (1.5.1) implica que o produto interno de quaisquer duas linhas 
distintas de H é zero, i.é., as linhas distintas são ortogonais. Aléçn disso, o 
produto interno de qualquer linha por ela mesma é n.
OBSERVAÇÃO 1.
Cctno H  ^= (1/n)H^  temos também que H*"H = nl, i. e., as colunas de H têm 
as mesmas propriedades.
OBSERVAÇÃO 2.
Multimplicando-se qualquer linha ou coluna de H por -1 obtém-se uma outra 
matriz de Hadamard. Desta maneira podemos tomar a primeira linha e a primeira 
coluna de H em +1 's.
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Definição 1. 5.2. - A matriz H de Hadamard em que a primeira linha e a 
primeira coluna são formadas por +1 's é chamada matriz de Hadamard normaliza­
da.
Exemplo 1.5.2.
As matrizes normalizadas de ordem 1, 2 , 4 e 8 são:
1 1
Para n = 1, = [ 1 ]. Para n = 2, H2 =
1 -1
. Para n = 4,
1 1 1 1 1 1 1 1 1 1 1 1
1 - 1 - . Para n = 8 , 1 - 1 - 1 - 1 -
1 1 - - 1 1 - - 1 1 - -
I 1 _ 1 1 1
H8 =
1 1 1 1 — — — — -
1 - - 1 - 1
1 1 - - - - 1 1
1 - - 1 - 1 1 -
OBSERVAÇÃO 1.
O traço significa -1 , ou seja = -1 .
OBSERVAÇÃO 2.
Estas matrizes são chairdas matrizes de Hadamard do tipo Sylvester.
Se a matriz de Hadamard existe, qual seria o valor de n? Veremos isto no 
teorema seguinte.
Teorema 1.5.1 - Se a matriz de Hadamard de ordem n existe, então n é 1, 2 
ou um múltiplo de 4.
Demonstração.
Sem perda de generalidade supomos que H é normalizada. Suponha que n 3. 
Sejam as três primeiras linhas ccmo segue:
1 1 1 ... 1 1 1 1 ... 1 1 1 1 ... 1 1 1 1 ... 1
1 1 1 . . . 1  1 1 1 . . . 1  ----. . . - -----. . . -
1 1 1 . . . 1  ----. . . -  1 1 1 . . . 1  -----. . . -
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Como as linhas são ortogonais, temos que:
i + j- k- l = Q 
i - j  + h - 1  = 0  
i - j - k  + l = 0
o que implica que i = j = k = 1, e, portanto, n = 4i. Logo n é um múltiplo de 
4.
Várias construções de matrizes de Hadamard são conhecidas. Veremos duas 
delas, as quais são importantes para a construção de códigos:
CONSTRUÇÃO 1. - Se Hn é uma matriz de Hadamard de ordem n, então:
Hn H_n
H_n -Hn
é a matriz de Hadamard de ordem 2n.
Usando esta construção podemos determinar todas as matrizes de Hadamard 
cuja ordem é uma potência de 2. Começando ccm H^  = [ 1 ], obtemos H2, H4, Hg 
e assim por diante. Na literatura estas matrizes são chamadas matrizes de 
Siyvester.
CONSTRUÇÃO II. - (Construção de Paley). - Esta construção se baseia no 
conceito de resíduo quadrático mód p e, dá a matriz de Hadamard de ordem
n = p+1, o qual é um múltiplo de 4 (ou n= pm +1 se utilizarmos resíduos qua­
dráticos de um corpo de Galois de ordem pm, i.é., GF(pn)) 
Primeiro definimos a matriz de Jacobsthal.
Jtlv
Definição 1.5.3 - (Matriz de Jacobsthal). - A matriz Q = (q^), de Ja­
cobsthal , é uma matriz p x p  cujas linhas e colunas são enumeradas de 0 a
q. . = <Mj-1 )-
Exemplo 1.5.2
Seja p = 7
0 1 2 3 4 5 6
0 0 1 1 - 1 - -
1 - 0 1 1 - 1 -
2 - - 0 1 1 - 1
3 1 - - 0 1 1 -
4 - 1 - - 0 1 1
5 1 - 1 - - 0 1
6 1 1 - 1 - - 0
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OBSERVAÇÃO.
q.. = - q. ., i.é., Q é anti-simétrica, pois p é da forma 4k-1.J-J lj
+*
Lema 1.5.2 - QQ = pi - J eQJ = JQ = 0, onde J e a matriz cujos ele - 
mentos são todos iguais a 1 .
Demonstração.
Seja P = [p^ j] = QO*". Então, se i = j, temos que: 
p- 1 2
P u  ■= kío llk = ■
para i  ^j, temos que
_ P- 1 P“ 1 p_i
pij “ kio qikgjk “ k=0 <j>(k - i) <|>(k - j) = kZQ <p (b) 4>(b+c) = -1 ,
onde, b = k-i e c = i-j.
Logo7 QQt = pi - J.
Tendo em vista que cada linha e cada coluna de Q contém um núrrero de +1 's 
igual a (1/2 ) (p-1 ) e um número igual de - 1 ’s, temos que 
QJ = JQ = 0
Teorema 1.5.3 - (Construção de Paley). - Seja, 
1 1
H =
1fc Q-I
onde H e uma matriz de Hadamard. 0 é um vetor coluna acm componente
igual a 1 .
Demonstração.
1 1 1 1 p+1 0
Q- 1 Qfc-I 0 J+(Q-I)(Qt-I )
HH
Mas pelo lema (1.5.2), J+.(Q-I) (Qfc-I) = J + pI^ J-Q-Ç^ +I = (p+1)I. Portanto, 
HHt = (p + *')Ip+-j • Logo, H é uma matriz de Hadamard, de ordem p+1.
OBSERVAÇÃO.
Esta matriz é dita do tipo Paley.
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Exemplo 1.5.3
Seja p = 7 e p = 11. Então, as matrizes de Hadamard de ordem 8 e 12,são, 
respectivamente, dadas por:
1 1 1 1 1 1 1 '
H8 =
H1 2
-  1 1  
- - 1 1
1 -  -  
-  1
1 -  -
1
1 -  1
1 1
1 1
-  1 1
1 1 
1
-  1
1 1 1 1 1 1 1 1 1 1 1
- 1 - 1  1 1 - - - 1 -
-  1 -  1 1 1 -  -  -  1
1 -  -  1 -  1 1 1 -  -  -
— 1 — - 1 - 1  1 1 — —
_ _ 1 _ _ 1 _ 1 1 1 _
- - - 1 - - 1 - 1 1 1
1 -  -  1 -  1 1
-  1 -  -  1 -  1
-  -  1 -  -  1 -
1 1 -  -  
1 1 1  — 
- 1 1 1 -  -  -  1 -  -  1
1 - 1  1 1 - - - 1 - -
As matrizes de conferência são semelhantes às matrizes de Hadamard, mas 
tem uma pequena diferença na definição.
Definição 1.5.4 - ( Matriz de Conferência). - Una matriz de conferência 
C, de ordem n é uma matriz com os elementos da diagonal principal todos nulos 
e os outros são +1 ou -1 , satisfazendo:
C.CL = (n - 1)1 (1.5.2)
Como as matrizes de Hadamrd, podemos normalizar C de modo que tenha a 
forma:
0  1
■jt s (1.5.3)
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onde S é uma matriz quadrada de ordem n-1 satisfazendo,
SS = (n - 1)1 - J, SJ = JS = 0 (1.5.4)
Exemplo 1.5.4.
As matrizes normalizadas de conferência de ordem 2 e 4 , são
0 1
1 0
0 1 1 1
1 0 1 -
1 - 0 1
1 1 0
Várias construções são conhecidas. A mais útil para o desenvolvimento 
dos códigos é a seguinte:
CONSTRUÇÃO (Paley)
Definição 1.5.5 - Seja n = pm + 1 = 2 mõd 4, onde p é um primo ím­
par. Definimos a matriz pm x pm de Jaconsthal como sendo a matriz
Q = (q±j) , onde q„ = 4>(j -i) . Como pm = 1 mõd 4 implica que Q é simé­
trica. Então;
o
C =
1
^  Q
é a matriz de conferência simétrica de ordem n.
Exemplo 1.5.5
= 6 então mP = 5
0 1 2 3 4
0 1 1 1 1 1
0 1 0 1 - - 1
1 1 1 0 1 - -
2 1 - 1 0 1 -
3 1 - 1 0 1
4 1 1 — — 1 0
Exemplo 1.5.6.
Seja n = 14, então pm = 13.
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0 1 2 3 4 5 6 7 8 9 1 0 1 1 1 2
0 1 1 1 1 1 1 1 1 1 1 1 1 1
0 1 0 1 - 1 1 - - - - 1 1 - 1
1 1 1 0 1 - 1 1 - - - - 1 1 -
2 1 - 1 0 1 - 1 1 - - - - 1 1
3 1 1 - 1 1 - 1 1 - - - - 1
4 1 1 1 - 1 0 1 - 1 1 — - — -
5 1 - 1 1 1 1 - 1 1 - - -
6 1 - - 1 1 - 1 1 - 1 1 - -
7 1 - - - 1 1 1 - 1 1 -
8 1 - - - - 1 1 - 1 1 - 1 1
9 1 1 - - - - 1 1 - 1 0 1 - 1
0 1 1 1 - - - - 1 1 - 1 0 1 -
1 1 - 1 1 - - - - 1 1 - 1 0 1
2 1 1 — 1 1 — — — — 1 1 _ 1 0
OBSERVAÇÃO.
Esta construção.dá matrizes de conferência de ordem 6 , 10, 14, 18, 26, 
30, 38, 42, 50, ...
1.6 - Polinómios de Krawtchouk. [02]
Definição 1.6.1 - Para qualquer potência de um primo q e inteiro positi­
vo n, definimos o polinómio de Krawtchouk, cano sendo:
3c
Pk(x; n) = Pk(x) = j| 0 (-1)j Yk“j(j)(£"*) (1.6.1)
onde , k = 0 , 1 , 2 , ..., n; y = q- 1
Exeirplo 1.6.1
Seja n= 3 e q = 2. Então,
P0 (x) = 1
P^ (x) ~= 3 -2x
P-(x) = 3 - 6x + 2x^
P3 (x) = 1 - x + 6x2 - ~ ~  x3
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OBSERVAÇÃO♦
Estes polirõnios têm a função geratriz:
( 1 + Yz)n_x(1-z)x = k|0 Pk(x)zk (1 .6 .2 )
Se x é um inteiro ( 0 á x á n), então , no lado direito de (1.6.2) o limite 
superior pode ser substituído por n.
No seguinte teorema daremos duas expressões alternativas para polinómios 
de Krawtchouk.
Teorema 1.6.1 - (Expressões Alternativas).
(i) - Pk(x) = < v
(ü)- Pk(x) =
Demonstração.
(i) - ( 1 + yz) n _ x ( 1 - z)x * (1 + yz) n (1 - ---)x
- <1^ > n Ã < í',í^ í
k —O coeficiente de z e:
jI0 (^ 3)j ^  <$)<*>•
Logo,
Pk(x) = j 0 ( - q ) ^  <£]><*>.
= j!0(-qz)j(1+YZ)n’:,Ç)
k . . , . . .
V r  / 1 t x \  i n ~ J \  k _ D k - 1
= jio 2 <j)(k-j,Y 2
00
£ E (-a) ^ (n~-^) (X) zk- jèo j è o ^  Y k-j j *
(1.6.3)
(1.6.4)
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(ii) - (1 + yz)n x(1-z)x
k —O coeficiente de z e,
Teorema 1.6.2 - Os polinómios de Krawtchok satisfazem a fórmula de re 
oorrência:
(k+1 (x) = [ (n-k) y +k - qx]Pk(x) - yln-k+IJP^ (x) (1.6.5)
cem k = 1, 2, ..., e com as condições iniciais PQ (x) = 1, P^  ^(x) = yn-qx
Demonstração.
(1 + Tz) n _ x ( 1 - z)x = k!0 Pk(x)zk (1 .6 .2 )
Derivando em relação a z, temos:
(n-x) (1 + Yz)n-X_1Y(1 - z)x - (1 + yz)n_x x(1-z) X _1 = ^  Pk(x)kzk “ 1 
Multimplicando por (1 + Yz) (1 temos:
(n-x)Y(1-z) x + 1 (1 + Yz)n-X- x(1 + Yz) n _ x + 1 (1-z)x = ^ P ^ l c z * ' 1 (1 +.yz) (1-z). 
Donde,
' 00 
(1 + Yz)n"x(1-z)x[(n-x)Y(1-z) -X(1 + Yz)]= k f ^ ^ k z ^ 1 [1 - z + yz - Y z2]
(1 + Yz)n X (1 —z)x[ Yn- Ynz - Yx + Yxz - x - XYZ] = k?.jPk(x)kzk _ 1 [1+z(y-1)-Yz2] . 
°° y oo v i o
kio pk^ x z^" -x (1+Y) ] = Pk(x)kz [1+z (Y-1)- Yz ].
[Yn-Ynz-x(1+Y)][Pq(x)+P1 (x)z+P2 (x)z2+...] = [P1 (x)z°+2P2 (x)z+3P3 (x)z2+...].[
.[1+z(Y-1)- YZ2].
= ( 1 - z) n ( 1 +
= (1 -z)n l f x)(f-)k-Í
j= 0 k-j 1- z 
=  (1 -
■ j l o  j o
= Pk(x).
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2 2PQ(x)Yn-x(1+Y)P0 (x)-P0 (x)Ynz-P,j (x)x(1+y)z+ynP1 (x) z-ynP^  (x)z + ynP2 (x)z 
x(1+y)P2 (x)z2- ynP2 (x)z3+ ... = P1 (x)+P^ (x)(Y"1 )z-yP^ (x)z2 +2P2 (x)z +
+2P2(x)(y—1)z2-2P2(x)yz3+ 3P3(x )z2+ ...
xihy)?2 W]z -YnP2 *x)z + ... =
P1 (x) + [ (y-1 ) P-, (x) +2P2 (x) ] z + [yP1 (x )+2(y-1)P2(x )+3P3(x) ]z2 + ...
Ccnparando os termos de igual grau, temos:
YriPg (x) -x (1 +y) Pq (x) = P1 (x)--► P^  (x) = Yn - qx
YnP1 (x)-xP1 (x) (1+Y)-PQ(x)Yn = (y-1 )P.j (x)+2P2 (x) .
2P2 (x) = [Yn-qx-(Y-l) ]P1 (x)-YnPQ(x) = [y(n-1) +1-qx]P.]-YnP0 (x) . 
YnP2 (x)-YnP1 (x)-x(1 +y)P2 (x) = -YP1 (x) + 2 (y~ 1 )P2 (x)+3P3 (x) .
3P3(x) = tYn-qx-2 Y+2]P2(x)-(Yn-Y)P1(x).
3P3(x) = [(n-2)Y-qx+2]P2(x)- Y(n-1)P^(x), e assim sucessivanente.
(k+1 ) Pk + 1 (x) = [ (n-k) y +k-qx] Pk (x) -y (n-k+1 ) P ^  (x).
No próximo capítulo estudaremos códigos lineares e não lineares. Primei­
ro introduziremos os códigos lineares e seus duais através da matriz geratriz 
de verificação de paridade. Depois os códigos não lineares serão discutidos. 
Além disso, algums construções para estes códigos serão dadas.
Logo,
CAPÍTUID II
CÓDIGOS LINEARES E NÜQ LINEARES.
2.1 - Introdução. - O conceito de linearidade tem sido muito útil e ilu­
minante na teoria da codificação, bem ccmo em outras áreas da matemática apli_ 
cada. A linearidade, não somente simplifica a construção de códigos, mas tam 
bém a implementação deles sem restringir seriamente a capacidade de corrigir 
erros dos códigos.
2.2 - Códigos Lineares. [01], [02], [03].
Seja o espaço vetorial de todas as n-uplas binárias sobre GF(2) e F11 
o espaço vetorial de todas as n-uplas sobre GF(q).
OBSERVAÇÕES:
1) - GF(2) é o corpo binário de Galois.
2) - GF(q) é o corpo finito de Galois, de q elementos, onde q é primo 
ou uma potência de primo.
Definição 2.2.1 - Um conjunto de vetores de F11 será chamado código li­
near, C, se, e só se, ele for um subespaço vetorial de F11.
OBSERVAÇÃO.
Os elementos de C são chamados vetores código ou palavras código.
Definição 2.2.2 - O peso de Hanming, v/t(u) , de um vetor u, de comprimen­
to n é definido cano sendo o número de canponentes não nulas de u.
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Exemplo 2.2.1
Seja u = 1 0 0 1 1 0 1, então wt(u) =4 
Seja u = 1 2 0 3, então wt(u) =3.
Definição 2.2.3 - A distância de Hairming entre dois vetores u e v, de 
ocoprimento n, é o número de posições em que eles diferem.
Exerrplo 2.2.2
Sejam u = 1 0 1 1 1 e v = 0 0 1 0 1, então dist(u,v) = 2.
Se e são duas palavras código, então v^ -v^  também é. Entretanto, a 
distância entre quaisquer duas palavras código é igual ao peso de uma outra 
palavra código, ou seja, dist(u^,u2) = wt (u^-^) . Portanto, a distância irá 
nima de um código linear é igual ao peso mínimo de todos os vetores códigos 
não nulos. Esta afirmação é muito importante para analisar a capacidade de 
corrigir erros de um código linear.
Exemplo 2.2.3
Seja q=2, n=5. O conjunto de vetores:
0 0 0 0 0 , 1 0 0 1 1, 0 1 0 1 0 , 0 0 1 0 1, 1 0 1 1 0 , 1 1 0 0 1,
0 1 1 1 1 . e 1 1 1 1 0 , forma um espaço vetorial, , e é um código linear. 
O peso mínimo é 2 .
2.3 - Descrição dos Códigos Lineares pelas Matrizes. [01], [02], [03]
Ccmo um código linear é definido ccmo um subespaço vetorial, então pode 
ser dado por uma base. Sabemos que um espaço vetorial pode ter mais de uma 
base. Então, qualquer conjunto dos vetores da base de um código linear pode 
ser considerado como linha de uma matriz G.
A matriz G, definida acima é chamada a matriz geratriz porque podemos 
gerar todas as palavras código pela combinação linear das linhas de G.
Definição 2.3.1 - O espaço linha de G, é o código linear C, ou seja, uma 
n-upla é uma palavra código de C, se , e semente se, é uma combinação linear 
das linhas de G.
%
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Seja k a dimensão do código linear C, i.é., a dimensão do espaço veto-
rial. O número de linhas de G será exatamente k e as linhas de G são linear_
mente indeperdentes. Ccmo cada combinação linear dá um vetor código distinto, 
kentão ha q vetores código em um código linear. Alem disso, se d é a distan 
cia mínima deste código então este código será denotado por [n,k,d], onde: 
n é o ccrnprimento do código linear, 
k é a dimensão do código linear, 
d é a distância mínima do código.
OBSERVAÇÃO.
Se q e k têm valores grandes esta descrição dos códigos lineares é muito 
compacta parque temos que armazenar somente k linhas da matriz geratriz.
Exenplo 2.3.1
O código do exemplo 2.2.3 é um código linear [5, 3, 2] e tem a matriz 
geratriz,
G =
1
0
0
0
1
0
0
0
1
1
1
0
•1
0
1
pois, as 2 = 8  palavras código são as possíveis ccmbinações lineares de G.
Há uma maneira alternativa para descrever códigos lineares através de 
matrizes. Sabemos que se C é um subespaço de dimensão k, o espaço nulo é um 
espaço vetorial, C^ , de dimensão n-k. Uma matriz H de posto n-k, cujo espa­
ço linha é C , pode ser construída tonando ocmo linha os vetores de uma ba­
se de C"*". Então, C é o espaço nulo de C^.
Definição 2.3.2 - Uína n-upla a será vetor código de C, se, e semente se, 
for ortogonal a cada linha de H, i.é., se, e semente se,
(2.3.1)Hafc = 0
Se a = ( a.., a->, ...,a)eh,.éo elenento de H na i-ésima linha e
n
j-ésima coluna, então, pela equação (2.3.1), 
n
h^ .a. =0, i = 1, 2, ..., n-k (2.3.2)
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A equação (2.3.2) implica que as compOnentes de a satisfazem um conjun­
to de n-k equações. Estas equações são chamadas equações generalizadas de ve­
rificação de paridade. A matriz H é chamada matriz de verificação de paridade.
Ccmo a equação é verdadeira para toda a palavra código de C, então, em 
particular, vale para os k vetores da base da matriz G. Então, temos que;
,tGH“ = 0
onde, 0 denota a matriz nula de ordem k x n-k
(2.3.3)
Exemplo 2.3.2
O código C = [5, 3, 2] do exenplo 2.3.1 tem matriz de verificação de pa­
ridade:
H = 1 1 0 1 0
1 0 1 0 1
1 1
1 0 0 1 1
1 0
0 0
= 0 1 0 1 0 - 0 1 _ 0 0
0 0 1 0 1
1 0 0 0
0 1
OBSERVAÇÕES:
«L n1) C e C são subespaço de r  e ambos são códigos lineares.
2) C e Cf1" são denaninados códigos duais ( ou ortogonais) .
3) Se C e um cõdigo [n,k] entao C e um codigo [n, n-k] .
4) Se um código é o espaço linha da matriz G, o dual dele é o espaço 
nulo, e vioe versa.
No seguinte teorema provaremos uma propriedade importante dos códigos li 
neares.
Teorema 2.3.1 - Seja C um código linear que é o espaço nulo de uma ma - 
riz H. Então, para toda a palavra código de peso w, há una relação de depen - 
dência entre w colunas de H, e, reciprocamente, para cada relação de de­
pendência linear entre w colunas de H, há ama palavra código de peso w.
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Demonstração.
Um vetor a = (a^ , a£, ..., an) é uma palavra código se, e semente se,
aHt = 0,
ou se L  é a i-ésima coluna de H, então 
n
i | 1 h±ai = 0 (2.3.3)
Mas, a equação (2.3.3) é exatamente uma relação de dependência linear 
entre colunas de H. O número de oolunas de H que aparecem com coeficientes 
não nulos é o número de carponentes de a^  não nulos de a, que é exatamente
o peso de a.
Reciprocamente, os coeficientes de qualquer relação de dependência en­
tre w colunas de H são componentes de um vetor que deve estar no espaço nulo 
de H. Isto, prova o teorema.
Corolário. - Oti código linear que é o espaço nulo da matriz H têm peso 
mínimo (distância mínima) w, se, e semente se, toda a ccmbinação de.w- 1 colu­
nas de H é linearmente independente e algumas w colunas são lineanrente de - 
pendentes.
OBSEKVAÇfiO.
Usando este corolário podemos construir códigos através da matriz H.
2.4 Algumas Construções de Códigos Lineares. [02]
Vamos ver aqui duas construções de códigos lineares, a partir de códigos 
conhecidos. Existem outras construções, mas, estas duas interessam ao nosso 
trabalho.
(i) Código Estendido. (Acréscimo de uma verificação de paridade global) .
Seja C um código binário [n, k, d] que tem algumas palavras de peso ím­
par. Acrescentando um zero no final de cada palavra código de peso par e úm 1 
(um) no final de cada palavra código de peso ímpar formamos um novo código 
C ccm a propriedade de que toda palavra código de C tem peso par. C ê um có­
digo [n+1 , k, d+1 ].
Se C tem matriz de verificação de paridade H, C tem matriz de verifica­
ção de paridade,
fí =
1 1
H
. . 1
0
Exemplo 2.4.1
Acrescentando uma verificação de paridade no código de Harrming [7,4,3] 
obtemos o código de Hairaning estendido [8,4,4], ccm a matriz de verificação de 
paridade
fi =
1 1 1 1 1 1 1
0
0
1
0 0  
1 1 
0 1
1 1 1 1
0
0
0
1
1 1 
0 1
1
0
0
0
(ii) Código Furado. ( Eliminação de uma Coordenada). -
É o processo inverso do código estendido. Eliminando uma coordenada de 
m código C = [n, k, d] formanos um novo código (n-1, k, d' ld-1]
Exemplo 2.4.2
Eliminando a última coordenada no código [3, 2, 2] cujas palavras códi­
go são
0 0 0 
0 1 1
1 0 1 
1 1 1
temos o código furado [2 , 2 , 1 ] com as palavras código
0 0
0  1
1 0
1 1
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2.5 Códigos Não Lineares. [02], [03]
Um dos objetivos principais dos códigos é corrigir (detectar) erros ocor 
ridos durante a transmissão através de canais de ccsrtunicação ccm moído. Para 
este objetivo os códigos lineares têm muitas vantagens práticas. Mas, se qui- 
zerraos determinar o maior número possível de palavras. código ccm uma determi­
nada distância mínima, então, ãs vezes são usados códigos não lineares, que 
são definidos cano segue:
Definição 2.5.1 - Um código linear (n, M, d) é um conjunto de M vetores 
de ccttprimento n ( ccm componentes em GF (q)) , tais que, quaisquer dois veto­
res diferem em pelo menos d posições e d é o maior número ccm esta proprieda­
de.
OBSERVAÇfiQ.
Trataremos somente de códigos não lineares binários.
Exerrplo 2.5.1
Seja n = 4,d = 2,M = 8 . Então o código C(4, 8 , 2) tem as palavras có­
digo:
0 0  0 0 , 0 0 1 1 , 0 1 1 0 , 1 1 0 0 , 1 0 0 1 , 1 0 1 0 , 0 1 0 1 , 1 1 1 1 .
Usualmente assumir anos que não há nenhuma posição na qual toda a pala - 
vra código é zero ( senão seria um código (n-1, M, d), porque podemos elimi - 
nar esta coordenada sem afetar a distâficia mínima e o número de palavras có­
digo) . Também, visto que as distâncias entre as palavras código não se alte­
ram se adicionarmos um vetor constante a todas as palavras código, podemos, 
se quizenros, assumir que o código contém o vetor nulo.
Teorema 2.5.1 - Se A(n, d) denota o número de palavras código em qual­
quer código (n, M, d), então,
A(n, 2r-1) = A(n+1,2r) (2.5.1)
Demonstração.
Seja C um código (n, M, 2r-1). Acrescentando uma verificação de parida- 
global, temos um código (n+1, M, 2r), assim,
A(n, 2r-1) ú A(n+1, 2r).
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Reciprocamente, dado um código (n+1, M, 2r), eliminando uma coordenada temos 
um código (n, M, d 272r - 1) , assim,
A(n, 2r-1) l A(n+1, 2r) .
Logo,
A(n, 2r-1) = A(n+1, 2r).
OBSERVAÇÃO.
-- Este "teorema diz que basta achar A(n, d) para valores pares de d.
Teorema 2.5.2 - ( O limite de Plotkin).
Se d é par e 2d ? n, então
A(n, d) ^ 2 [ ^ r ] (2.5.2)
A(2d, d) $ 4d (2.5.3)
Se d é inçar e 2d + 1 > n, então
A<n- d) (2-5 -4)
e,
A(2d+1, d) < 4d + 4 (2.5.5)
onde [x] significa o maior inteiro menor ou igual a x.
Demonstração.
Seja C um código (n, M, d). Calculamos a sana 
E E dist(u, v), de duas maneiras.£ 5L» V £ w
Primeiro, visto que dist(u, v) 1 d, se u 4 v a sana é &M(M-1)d. Por outro
lado, seja A a matriz M x n cujas linhas são as palavras código C. Suponha
que a i-ésima coluna de A contenha x^  0's e m-x^ 1's. Então, esta coluna
contribui 2x. (M-x.) para a sana, de medo que a sotna é igual a: 
n
i5 1 2xi(M-xi).
-  1 Se M e par esta expressão e maximizada quando x. = -y-M, e a sana e
1 2  x  nM . Assim, temos:
2
M(M- 1 )d < , ou M < — .2 2d-n
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Mas M é par, assim:
M < 2[ — -— ]
2 d-n
Por outro lado, se M é Impar, a soma é
. n(M2 -1) . . 
ú — ~2---- / e, portanto,
M (M—1 ) < } , OU M < ----1.2 2 d-n 2 d-n
Assim,
M “ [ Td~-n~] “ 1 = 2[ 2 d-n~ ] ' (Usando, [2 x] < 2 [x] + 1 ). 
Portanto,
“ ■ * 21 m I t 1-
Logoa,
A(n, d) < 2 [ — -— ] 
2 d-n
Vamos dividir às palavras código de C em duas classes, uma co­
meçando com o zero e outra começando com 1. Uma classe deve conter 
pelo menos a metade das palavras código, assim,
A (n-1 , d) Z j A (n, d)
Portanto,
A (n, d)  ^2A(n-1, d) (2.5.6)
Das equações (2.5.6) e (2.5.2), temos:
A(4r, 2r) á 2A(4r-1, 2r) á 8 r
Logo,
A (2d, d) < 4d (2.5.3)
Se d é ímpar, então, pelo teorema 2.5.1 e por (2.5.2), temos:
A(n, d) = A ((n+1 , d + 1 )) < 2 [ ^dTT^H1
o que demonstra (2.5.4). E,
A (2d+1, d) = A (2d+2, d+1) < 2A(2d+1, d+1).
MaS' A(2d*1, d*1) < 2( , 2d*2
Portanto;
2A(2d+1, d+1) < 4d+4.
Logo,
A (2d+1, d) < 4d+4 (2.5.5)
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2.6 - Códigos de Hadamard. [02]
Seja H uma matriz de Hadamard normalizada de ordem n. Se n
+1 's forem trocados por 0 's e -1 's por 1 's, Hn torna-se uma matriz 
de Hadamard binária An- Visto que as linhas de Hn são ortogonais, 
qualquer duas linhas de An concorrem a (1 /2 n) posições e diferem 
em <1 /2 n) posições, e assim, têm distância igual a (1 /2 n).
A matriz Ar dá origem a três códigos de Hadamard:
(i) - Um código (n-1, n, (1/2n)), Bn, consistindo das linhas de 
An , eliminando a primeira coluna.
Exemplo 2.5.1
Seja n=12, M 
Hadamard é :
12, d = 6 . Então, o código (11, 12, 6 ) de
B12
0 0 0 0 0 0 0 0 0 0 0
1 0 1 0 0 0 1 1 1 0 1
1 1 0 1 0 0 0 1 1 1 0
0 1 1 0 1 0 0 0 1 1 1
1 0 1 1 0 1 0 0 0 1 1
1 1 0 1 1 0 1 0 0 0 1
-c >
1 1 1 0 1 1 0 1 0 0 0
0 1 1 1 0 1 1 0 1 0 0
0 0 1 1 1 0 1 1 0 1 0
0 0 0 1 1 1 0 1 1 0 1
1 0 0 0 1 1 1 0 1 1 0
0 1 0 0 0 1 1 1 0 1 1
código (n- 1 , 2 n f (1 / 2 n)), Cn' consistindo maxs
os complementos de todas as suas palavras código.
Exemplo 2.6.2
Seja n = 1 2 ,  M = 2 4 , d = 5  
Então, o código de Hadamard (11, 24, 5), é:
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0 0 0 0 0 0 0 0 0 0 0
1 0 1 0 0 0 1 1 1 0 1
1 1 0 1 0 0 0 1 1 1 0
0 1 1 0 1 0 0 0 1 1 1
1 0 1 1 0 1 0 0 0 1 1
1 1 0 1 1 0 1 0 0 0 1
1 1 1 0 1 1 0 1 0 0 0
0 1 1 1 0 1 1 0 1 0 0
0 0 1 1 1 0 1 1 0 1 0
0 0 0 1 1 1 0 1 1 0 1
1 0 0 0 1 1 1 0 1 1 0
0 1 0 0 0 1 1 1 0 1 1
1 0 1 1 1 0 0 0 1 0 0
0 1 1 1 0 0 0 1 0 0 1
1 1 1 0 0 0 1 0 0 1 0
1 1 0 0 0 1 0 0 1 0 1
1 0 0 0 1 0 0 1 0 1 1
0 0 0 1 0 0 1 0 1 1 1
0 0 1 0 0 1 0 1 1 1 0
0 1 0 0 1 0 1 1 1 0 0
1 0 0 1 0 1 1 1 0 0 0
0 0 1 0 1 1 1 0 0 0 1
0 1 0 1 1 1 0 0 0 1 0
1 1 1 1 1 1 1 1 1 1 1
(iii) - Um código (n, 2n, (1/2n)), D , constituído de todas asn
linhas de A e seus complementos. 
n
Exemplo 2.6.3
O código de Hadamard (12, 24, 6 ), é:
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0 0 0 0 0 0
0 1 0 1 0 0
0 1 1 0 1 0
0 0 1 1 0 1
0 1 0 1 1 0
0 1 1 0 1 1
0 1 1 1 0 1
0 0 1 1 1 0
0 0 0 1 1 1
0 0 0 0 1 1
0 1 0 0 0 1
0 0 1 0 0 0
1 1 0 1 1 1
1 0 1 1 1 0
1 1 1 1 0 0
1 1 1 0 0 0
1 1 0 0 0 1
1 0 0 0 1 0
1 0 0 1 0 0
1 0 1 0 0 1
1 1 0 0 1 0
1 0 0 1 0 1
1 0 1 0 1 1
1 1 1 1 1 1
0 0 0 0 0 0
0 1 1 1 0 1
0 0 1 1 1 0
0 0 0 1 1 1
1 0 0 0 1 1
0 1 0 0 0 1
1 0 1 0 0 0
1 1 0 1 0 0
0 1 1 0 1 0
1 0 1 1 0 1
1 1 0 1 1 0
1 1 1 0 1 1
0 0 0 1 0 0
0 0 1 0 0 1
0 1 0 0 1 0
1 0 0 1 0 1
0 0 1 0 1 1
0 1 0 1 1 1
1 0 1 1 1 0
0 1 1 1 0 0
1 1 1 0 0 0
1 1 0 0 0 1
1 0 0 0 1 0
1 1 1 1 1 1
2.7 — Códigos Não Lineares Usando Matrizes de Conferência.[02]
Seja C uma matriz de conferência de ordem n (asim, n = 2mód4) 
Seja Seja C normalizada na forma
C =
Onde a matriz S é quadrada de ordem n-1, satisfazendo 
SSfc = (n-.1) I - J, SJ = JS = 0.
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1 1Então, as linhas de (S + I + J) , (-S + I + J) mais o vetor nu­
lo e o vetor com todas as componentes iguais a 1 formam um código 
não linear (n- 1  , 2 n, -^ (n-2 )).
Exemplo 2.7.1
0 0 0 0 0 0 0 0 0
1 1 1 0 0 1 0 1 0
1 1 1 1 0 0 0 0 1
1 1 1 0 1 0 1 0 0
0 1 0 1 1 1 0 0 1
0 0 1 1 1 1 1 0 0
1 0 0 1 1 1 0 1 0
0 0 1 0 1 0 1 1 1
1 0 0 0 0 1 1 1 1
0 1 0 1 0 0 1 1 1
1 0 0 1 1 0 1 0 1
0 1 0 0 1 1 1 1 0
0 0 1 1 0 1 0 1 1
1 0 1 1 0 0 1 1 0
1 1 0 0 1 0 0 1 1
0 1 1 0 0 1 1 0 1
1 1 0 1 0 1 1 0 0
0 1 1 1 1 0 0 1 0
1 0 1 0 1 1 0 0 1
1 1 1 1 1 1 1 1 1
No próximo capítulo estudaremos o problema da distribuição 
de pesos para códigos lineares e não lineares.
CAPÍTULO_III
ENUMERADORES DE PESO.
3.1 - Introdução. - Em muitos sistemas de comunicação uti^ 
lizando os códigos para a correção e detecção de erros, a distân­
cia mínima entre duas palavras código é um importante parâmetro. 
Muita atenção tem sido dada para construir códigos que tenham uma 
distância mínima dada. 0  peso de uma palavra código é a distância 
dela ã origem (vetor nulo). A distância entre duas palavras códi­
go é o peso de outra palavra código, se o código for linear. Assim,
o conjunto de inteiros especificando o peso de toda a palavra có­
digo é, então, exatamente a mesma coleção de números inteiros es­
pecificando a distância entre cada par de palavras código. Assim, 
é costume determinar as propriedades do peso em vez das proprie­
dades da distância de códigos lineares. Em muitos casos, pratica­
mente o que é conhecido explicitamente sobre a distribuição de pe 
sos num código é que o peso tem certo valor mínimo. Mas, os estu­
dos já revelaram que seria interessante saber mais informações so 
bre o código, tal como a distribuição de pesos das palavras códi­
go. Embora, sendo esta tarefa difícil, tem sido grande o esforço 
para determinar a distribuição de pesos de determinados códigos.
Os códigos maiores requerem um conhecimento extra para obter a 
sua distribuição de pesos.
Neste capítulo veremos alguns resultados sobre a distribuição 
de pesos.
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3.2 - Códigos Homogêneos e Distribuição de Pesos. [01]
Definição 3.2.1 - Seja C um código (n, M, d) e A^ o número 
de palavras código de peso i. Os números Aq , A^, . .., A são de­
nominados distribuição de pesos de C.
OBSERVAÇÃO.
É óbvio que AQ+ A^ + . ..+ A = M.
Definição 3.2.2 - Seja C um código de comprimento n e seja 
a matriz cujas linhas são os vetores de C de peso i, se existir 
algum. Então, C é homogêneo se para cada peso i, cada coluna de 
em o mesmo peso.
No próximo teorema determinaremos uma relação entre o núme­
ro de vetores de peso i em C e o número de vetores de peso i em 
C' (Código furado de C).
Teorema 3.2.1 - Seja C um código homogêneo de comprimento 
n+1 e A^ o número de vetores de peso i em C. Seja C' um código fu 
rado de C e a^ o número de vetores de peso i de C .  Então teremos:
(i) a = -Í£.t.|7i)Al + li_JL_L)Ai + i (3 .2 .1 )
i n+ 1 n+1
Se B é um subcódigo de C obtido pela exigência de que alguma 
coordenada seja zero e se b^ denota o número de vetores de peso i 
em B, então temos:
(ii) bi = ÍBilziiAi (3.2.2)
Se acrescentarmos ainda a hipótese de que C é um código bi­
nário com somente vetores de peso par, então temos:
(iii)
A 2 j = a2 j + a2 j- 1 (3.2.3)
(iv) a2 j- 1  = A 2 jn+1 (3.2.4)
(V) a2j = (n+1 -2 j) , n + 1 2 j (3.2.5)
(vi) 2 ja2j = (n+1 -2 j)a2 j_ 1 (3.2.6)
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Demonstraçao.
Seja a matriz cujas linhas são vetores de peso i em C. 0 
número de elementos não nulos na matriz é iA^, pois, tem
linhas de peso i, e, cada coluna de tem o mesmo peso, r.
Portanto, (n+1)r = iA^.
Assim,
r = — -— t-A . n + 1 i
Podemos ver então, que cada cóluna de M.. tem A. - —^-A. =^ i i  n+ 1 i
n+ *| » i ) A(— i zeros. Um vetor de peso i em C ' resulta, ou de um vetor 
de peso i em C com zero na coordenada furada, ou de um vetor de 
peso i+1 em C com 1 na coordenada furada. Logo,
a. = in+IrilAi „ ü ± 1 i A i+1 (3.2.1)
i n+1 n+1 ' '
Visto que um vetor de peso i em B é um vetor de peso i em C 
com zero numa coordenada fixa, (3.2.2) vale.
Consideremos o caso especial onde C é um código binário, so­
mente com vetores de peso para e C ' é um código furado. Então, o 
código furado pode ter vetores de peso 2 j e 2 1 - 1  e estes resultam 
cancelando uma coordenada de um vetor de peso par. Logo,
A2j = a2j + a2j — 1 (3.2.3)
Se fizermos i = 2j — 1 em (3.2.1) temos A2j  ^ = 0 e,
a2í-1 = n+1 A2j (3.2.4)
Se fizermos i = 2j em (3.2.1), então + 1 = 0 e,
a2j * -(nllrJ -)Ã2j (3.2.5)
Finalmente, de (3.2.5) temos,
a 2-i *n+1 * a 2-i 1 *n+1 *
A 2 j = ~n+T-2 j e de ( 3-4-2^  temos A2j = “^ j ---- *
Portanto,
a2 j- 1  *n+1* a2 j )
2 j “ n+í-2 j *
Logo,
2ja2;. = (n+1-2 j) a2 (3.2.6)
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3.3 - Distribuição de Peso do Dual de um Código Binário.[01],
[0 2 ], [06].
Sabemos que se C é um código [n, k], C^ é um cdoigo [n, n-k]. 
Definição 3.3.1 - O polinómio,
Wç (x, y) = Aixn"'iyi (3.3.1)
é chamado "enumerador de peso" de C, onde A^ é o número de pala­
vras código de )peso i em C.
OBSERVAÇÕES.
1 ) Wc (x, y) também pode ser escrito como
„ , » v , n-wt(u) wt (u) 0 ~ v
WC (Xf Y) = u s C X Y (3.3.2)
2) Podemos ter somente uma variável fazendo x = 1, e ainda, 
ter um bom enumerador de peso:
n
Wc (x, y) = Wc (y) = ±ZQ Aiy1 (3.3.3)
Definição 3.3.2 - Se B^ denota o número de palavras código 
de peso i de C^ (dual de C) , o enumerador de peso de C^ ~ é:
Wc (x, y) = J 0 y1 = u?c xn-wt(u) ywt(u) ( 3 _ 3 4)
Exemplo 3.3.1
Seja C um código [6 , 3, 3] cujas palavras código são:
0  0 0 0 0 0 , 0 0 1 1 1 0 , 0 1 1 0 1 1 , 1 0 0 0 1 1 , 0 ' 1 0 1 0 1 ,
1 0 1 1 0 1 ,  1 1 0 1  1 0 e 1  1 1 0 0 0 . 0  dual de C é c \  que é:
c 1* = ’ {0 0 0 0 0 0 ,  1 1 0 0 0 1 ,  1 0 1 0 1 0 ,  0 1 1 1 0 0 ,
0  1 1 0  1 1 , 1 0  1 1 0  1 , 1 1 0 1  1 0 , 0 0 0  1 1 1 }.
Pela definição (3.3.1), o enumerador de peso de C é:
tt / \ 6 - 3 3  0 2 4 Wç(x, y) = x + 4x y + 3x y .
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E o.enumerador de peso de seu dual é:
Wçiíx, y) = + 4x3 y3 + 3x^y^.
As equações de MacWilliams dão um resultado surpreendente 
e importante, entre a distribuição de peso de um código C e a i-.-i- 
distribuição de peso de C-1".
Estas equações valem para códigos sobre corpos finitos, mas 
mostraremos inicialmente para códigos binários porque nos dará 
uma noção muito boa sobre a sua utilidade.
Para determinar isso, precisaremos da definição e lema se­
guinte:
Definição 3.3.5 - Se é o conjunto de todos os vetores de 
comprimento n, seja f uma transformação definida sobre F^. A
transdormada de Had,amard f de f é definida por
£(U) = V*?F§("1)U*Vf (v) ' U e F2 (3.3.5)
onde u.v é o produto interno de u por v.
Lema 3.3.1 - Se C = [n, k] é um código linear binário, então,
ce'cLf(u) = ueC f(u) (3.3.6)
onde |C] = 2k é o número de palavras código em C.
Demonstração.
uEE Cí(ul = a\ c  = vIE;P2 f<v> uIt C l-1 lU-V
Mas, se vi e C^~, então u.v = 0 e, U2£[C (-1) U’V = 2k. Se VJ/feC  ^
então u.v = 0 eu.v = 1 em igual número, e, = °* Po—
tanto t
u ^ Ec f(u) = vZ£ clf (v) 2k . Logo,
u A r 1 * » “ 1 = -4k u ^c f(u) (3-3-6»
Teorema 3.3.1 - (Teorema de MacWilliams para Códigos Linea­
res Binários). - Se C é um código linear binário [n, k] com dual 
C1’, então,
WçÀ(x, y) = Wc (x+y, x-y) (3.3.7)
Equivalentemente,
^ R n-k k _ J_ n .
k=0 tíkx Y ~ 2k iio Ai(x+y ) n _ 1 (x-y) 1 (3.3.8)
°U ' u\ ^ n-WtiU) y“t(Ul = \  UEXc <x*y)n-Kt(u>(x-y)wt<u) 
2 (3.3.9)
Demonstração.
Seja f(u) = xn~wt(u) yWt(u)^ Então, temos:
E(U| = v£eF§ (-1)U -V _xn-Wt(U) yWt<u) (3.3.10)
Tomando u = (u1 . u 0 ..... u ) e v = (v.. v~___ v ), temos:\ /. n 1 z n
?(u) = vIe F n (-1)u1v1 + --"tunvn. II x1--vi yvi
1 2 1 1 n 1=1
= v^ = 0 v2 = 0 **• v ^ o j j  (-1 )uivi x1-vi yvi
= ^  Z (-1 )uiw x1~w vwi = 1 wèo' U i x  y .
Assim,
F(u) = (x * y ) ( x - y)wt(u) (3.3.11)
Pelo lema (3.3.1), temos:
u E£Cj. xn-wt (U) ywt(u) _ i_ uíE C ,x+y)n-wt(u)(3ç_y)wt<u)_
OBSERVAÇÃO.
As equações (3.3.7), (3.3.8) e (3.3.9) são conhecidas como 
identidade de MacWilliams.
Exemplo 3.2.2
Seja C = [7, 4, 3] dado pela matriz geratriz:
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1 0 0 0 0 1 1
0 1 0 0 1 0 1
0 0 1 0 1 1 0
0 0 0 1 1 1 1
Então,
c = ÍO 0 0 0 0 0 0,r 0 0 0 1 1 1 1 / 0 0 1 0 1 1 0,r
0 1 0 0 1 0 1, 1 0 0 0 0 1 1, 0 0 1 1 0 0 1, 0 1 0 1 0 1 0,
1 0 0 1 1 0 0, 0 1 1 0 0 1 1, 1 0 1 0 1 0 1, 1 1 0 0 1 1 0,
0 1 1 1 1 0 0, 1 0 1 1 0 1 0, 1 1 0 1 0 0 1, 1 1 1 0 0 0 0,
1 1 1 1 1 1 1}.
(vL — { 0 0 0 0 0 oo 1 1 0 1 0 0 1, 1 0 1 1 () 1 0,
0 1 1 1 1 0 0, 0 1 1 0 0 1 1, 1 0 1 0 1 0 1, 1 1 0 0 1 1 0,
0 0 0 1 1 1 1}.
Portanto,
Wc (x, y) = x7 + 7x4 y3 + 7x3 y4 + y7, 
e' 7 3 4
y) = x + 7x y •
Logoa,
j^Wc (x + y, x-y) = jg[(x+y) 7 + 7(x+y)4 (x-y) 3 + 7 (x+y)3 (x-y) 4
+ (x+y) 7 = x7 + 7x3 y4 = Wci.(x, y) ,
e,
^ Wçi (x+y, x-y) = ^ [x+y) 7 + 7 (x+y) 3 (x+y) 4 ]
7 _ 4 3  -,34 7 „ . v = x + 7 x y  + 7 x y  + y = Wçíx, y) .
No teorema seguinte obteremos uma relação entre as distri­
buições de pesoíB^} é {A.^ } Obtidas em (3.3.8).
Teorema 3.3.2 -
Se (x+y) 1 1 - 1 (x-y) i = Pk (i)xn-k yk ,
onde Pk (i) é um polinómio de Krawtchouk, então,
(3.3.12)
(3.3.13)
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Demonstração. - Pelo teorema 3.3.1, temos 
?? „ n-k k 1 v a / \ n~i / \ i
ki o  B k x y  = t t t  iio V x+y) (x-y) •
Portanto,
n , , , n n . .
y b xn“kvk - _-_ Z A- Z P (i)xn vkSO k y ~ |c | i= 0 ik= 0 k ' y *
Donde,
^ T-, n-k k 1 n-k k
k í o  B k x  y  - k i o  r r  ilo i k  y
Logo,
B k ■ ]7|- J o  A iP k (i»
3.4 - Momentos da Distribuição de Pesos. [01], [02]
Até agora obtemos as equações de MacWilliams para códigos 
lineares binários. Mas existem as equações de momentos, determi­
nadas por Pless, que são uma família infinita de equações rela- 
cioando a distribuição de pesos de C ã distribuição de pesos de
< «r ~C . Esta família de equações e equivalente as equações de MacWil­
liams e têm a vantagem de que a solução única para estas equações 
em geral, é evidente.
Nesta seção obteremos as potências de momentos de Pless. 
Fazendo x = 1 na equação (3.3.8), temos:
ilo - p r  J o  Bi<1 +y»n'i<1 -y ' 1
Tomando, y= 1, temos: 
n A .
J o  - 1 - (3.4.2)
Esta é a primeira equação, no caso binário, da potência de momen 
tos.
Derivando (3.4.1) em relação a y, temos: 
iZ1 iAiy1 " 1 = ~ n - k [BQn(1 +y ) n ~ 1 + B 1 ( (n- 1  ) (y+ 1 ) n - 2  ( 1 -y) - ( 1 +y) n _ 1  ) +
B2 ((n-2) (1+y) n ~ 3 ( 1 —y ) 2 —2(1 —y) (1+y)n"2 )+B3 ((n-3) {1+y)n"4 (1-y)3-
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Fazendo y = 1 , temos:
. Z iA. = — — r-[B n2n _ 1 - B 2n_i:i* 
x= 1 i 2 n”
Mas, B = 1. Portanto,
J l  iAi - -pTTk2n
ou, n 1
i!l iA± = 2 {n~B ^  ’
Portanto, iA
ill J T  - jín-B,) (3.4.3)
que é a segunda equação da potência de momentos (ou, o primeiro 
momento).
Derivando a 2^ vez, temos:
±|2 i(i-1 ^ ( y ) 1 **2 = ^ ^ [ n ( n - D  (1+y) n " 2 + B., (n-1 )(((n-2) (1+y) n ~ 3 * 
.(1-y) - (1+y)n-2)- B 1 (n-1)(1+y) n ~ 2 + B2 (n-2*(n-3)(1+y)n“4 (1-y) 2
- 2 (1 -y) (1 +y) n~3) + 2B2 ((1+y)n~2 -(1-y) (n-2) (1+y)n"3)+3B^ (2(l_y) ^
. (1+y)n~3 -(n-3) (1 +y) n ” 4 (1-y) 2 + ...].
Fazendo y = 1, temos:
iS2 i(i-1)Ai = -^-k tn(n-1)2n~2 -Bl(n-1)2n_2 -Bl(n-1)2n_2 +2B2 2n"2]
= -^Zk[2n"2 (n(n-1)-2B1 (n-1)+2B2)]
(n (n-1) - 2B1 (n-1) + 2B2)
Portanto,
i = 2 lj2 k 1 = 1 (n(n-1) - 2B1 (n-1) + 2B2) 
ou ,  n .  A .  1  2
il2 <2 > j r  = 7 iIo(-1 ,l(S:i) Bi (3-4-4)
que é a terceira equação da potência de momento { ou segundo mo­
mento) .
Continuando dets maneira obtemos a equaçao da potência dos 
momentos de distribuição de pesos:
n i A ' 1 v
ilv'v1 p r  = J 0 (-D1 ! ^ )  B. (3.4.5)
onde v = 0 , 1 , 2 , n.
OBSERVAÇÕES;
1) - O lado esquerdo de (3.4.5) é chamado momento binomial 
dos Ai's.
2) - Se a distância mínima do código dual é d', então
B.j , B2  / • • • , B^ f  ^ = 0 , e , se v í d ,
n ,i. A 4 1 .n. ,.
iSv(vJ 2k ~ 2 v (v* (3.4.6)
Da equação (3.4.6), podemos ver que o v-ésimo momento, para 
v= 0 , 1 , 2 , ..., d'-1 , é independente do código e é igual a do 
código [n, n, 1 ], FÍJ.
3.5 - Generalização do Teorema de MacWilliams para Códigos 
Lineares. [02]
Vamos descrever alguns enumeradores de peso de códigos le- 
neares sobre um corpo F = GF(q) = GF(pm), onde p é um primo. 
Denotaremos os elementos de GF(q) por , ..., Wg_i, em algu
ma ordem fixa.
Definição 3.5.1 - Seja u = (u^, u2, ..., un ) 1 e Fn. A compo­
sição de u, denotada por comp(u), é (sQ, s^, ..., Sg_1)# onde,
s^ = s^(u) é o número de componentes u. iguais a w^. É óbvio que 
n 3
ilo si - n -
Definição 3.5.2 - Seja C um código linear [n, k] sobre GF(q), 
e, A (t) o número de palavras código u G xom comp(u) = t =
(tQ, t.j , ..., t -j) . Então, o enumerador de peso completo de C,
Wc (zQ, z1 ,...,zn) = I A (t) zq 0Zi 1...Z C[
q
y % S0 Z S 1 z sq- 1  
u eC 0 1 "  q " 1 (3.5.1)
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Exemplo 3.5.1
Se C é um código ternário [4, 2, 3] dado por:
C = (o 0 0 0, 0 1 2  1, 0 2 12, 1 0 2 2 ,  1 1 1 0, 2 0 1 1, 
2 1  0 2 , 2 2 2 0 } , então
WC ÍZ0/Z1/Z2* = z0 + Z0Z1Z2 + Z0Z1Z2 + Z0Z1Z2 + Z0Z1 + Z0Z1Z2 +
+Z0 Z1Z2 + Z0 Z1Z2 + Z0 Z2
4 3 _ 2 , 2 3
“ z0 + Z0 Z 1 + 0 Z 1Z 2 + 3 z 0 Z 1Z 2 + Z0 Z2
= Z0 (Z3 + (Zl + z2)3) .
OBSERVAÇÃO.
Sabemos que todo lemento 8 de GF(q) pode ser escrito na for
ma:
2 Itl 1
8 = Bq+ 8  ^a + 8 2 a ■‘■•••+ m^-ia ” ' ou e<3ui-valentemente,
8  = (8 0, 8 ^,..., Bm )^, onde a é um elemento primitivo de 
GF(q) e 0 S 6 < p-1.
Seja
2 ttí
= e p  , 2 ttv . - . - .
c = cos ( —  ) + xsen( — ) , que e a raiz p-esima 
P P
da unidade. Para cada 8 = (8 Q, 8  ^, ..., 8m_)j eGF(q), definimos 
a função de valores complexos, definida em GF(q) por:
<f>(Y’)' = e e0Y0+ •**+ em-1ym-1 (3.5.2)
para,
Y = (Y0, y , ••"Ym_1)e GF(q).
Definição 3.5.3 - é chamado caracter de GF(q) .
Exemplo 3.5.2
2 toí
Seja q = p = 3, GF (3) = {0, 1 , 2} e e = w = e 3.
Os três caracteres, são: <í>q(0 ) = 1 , 4>q(1 ) = 1 , 4>q(2 ) = 1
<J>1 (0 ) = 1 , <J>1 (1 ) = w, «J>1 (2 ) = w 2
2  (0 ) = 1 / (^H) = w 2 , 0 2 (2 ) = w4=w
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Lema 3.5.1 - Para todo B etGF(q) , com & / 0, 
y e IG F ( q ) (fB-(Y) = °*
Demonstração.
Z l
) £^ 0 ^ 0 + * ‘ * + .^m-TYm-1
m - 1
= T~J z . ePjYj . ___
j= 0 Y j = 0 3 3
Visto que B í 0, algum Bj é não nula, digamos Br / 0. Então, 
o r-ésimo fator do produto acima é:
yP ? 0  1 £ rYr '= kl o ' ^ = 1 :-;-f = °' pois, é3 = 1. Logo, 
^GFtq^B (y) = °*
Definição 3.5.4. - Para u,v é. Fn seja (p (v) = <f>^ (u.v) . A 
transformada f da aplicação f definida sobre F^ é dada por
f(u) =v Ze.Fn<í,u (v)f (v) *
Lema 3.5.2 - Se C é um código linear [n, k] sobre GF(q),
então
- j r  u  z c  f<u) ( 3 -5 -3)
Demonstração.
u^ e C = u^ e C v^ i Fn 4>u (v)f(v) = v^eFnf*v  ^ u \ c ^ * u'v*
j
Se eC1, entao u.v=0, e, 4>1 (u.v) = 1, e, portanto, a soma in-
k 1 ] tenor e igual a q . Mas, se v'/fec, então pelo lema 3.5.1 esta
soma é igual a zero. Portanto,
J e C £(U ) = q k V \ C 1 Í M .
Logo,
u t íc l f , u )  - - j r  u \ c i M -
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O próximo teorema nos dá uma relação entre o enumerador de 
peso completo de um código e o enumerador de peso completo do seu 
dual. É o teorema de MacWilliams para enumeradores de peso com - 
pleto.
Teorema 3.5.1. - Se C é um código linear [n, k] sobre GF(q) 
com enumerador de peso completo Wç, então o enumerador de peso 
completo do código dual C*- é
Wci<Z°.... Zr.... = ?  V  sÍ0*1(w0ws>zs...........!Ío+l(wrws)zs'
q- 1
s=0 ^1 (wq-1ws)zs)'
Demonstração♦
Vamos aplicar o lema 3.5.2 com
f(u) = Z0S° <U) V l Sg'l(U>-
Portanto,
I(u) = , ^ n (v)z0s0 <v>ZlS1(v)...V i Sq.1(v)
" fío <s5o *1 (wr“s)zs)Sr(U)
Aplicando o lema 3.5.2, temos:
£ j. (z s 0 (u) z sq - l ( u )) - _ L _  Z 3 = 1  q - 1 s íu1
u e C 0 2 q-1 q } - qk u e c f t y o
Logo,
W-v-Mz-,,...tz .... ,z . ) q- 1
c 0 ....r..... s- 1 = j r  < s £ o V wows)zs.....
q- 1  q- 1  
slo *1<wrws)zs.... sio*1<V l ws,zs1
Exemplo 3.5.3
Para um código sobre GF(3), temos:
7WCX(Z0'Z1'Z2> = Wc (z0+z1+z2'z0+w2l+w2z2' z0+w2z1+wz2)
2ttí
onde, w = e 3
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3.6 - Teorema de MacWilliams para Códigos Não Lineares.[ 2 ] ,[1]
Até agora vimos as equações de MacWilliams para códigos li­
neares. Nesta seção veremos a identidade de MacWilliams para có­
digos não lineares. Para isto faremos uso da álgebra de grupo.
Definição 3.6.1 - Seja C = e^ Fn cvzV um elemento arbitrá­
rio da álgebra de grupo QG, com a propriedade de que M =v e£pnCv^0 
A (n+1)-úpla . An, A1, ..., A , onde,v I n
Ai = w(t)-i cv' é a chamada distribuição de peso.
OBSERVAÇÃO.
Isto é uma generalização natural da distribuição de peso de 
um código. É claro que ZA^ = m .
Definição 3.6.2. - O enumerador de peso de C é o polinómio:
n . .
Wc (x, y) = i | 0 AiXn“ y1
ou seja,
wc (x, y> . veIF„ yt«v>
Definição 3.6.3 - 0 elemento C ’ de QG dado por 
c ' = 
é a transformada de C.
Suponha que C ' = u C ' .
Assim,
c 'u - 5-f>u<C) “ g v Í F " ' - ,)U'VCV
Definição 3.6.4 - A distribuição de peso de C ' é 
Aq , A^j , . . . , A^, onde
(3.6.1)
u . e Fn (3.6.2)
wt(u)Ii*u (3.6.3)
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Definição 3.6.5 - O enumerador de peso de C' é,
Wc ,(x, y) = iE0 A|x y
O teorema seguinte nos diz que Wc , é dado por uma transfor­
mação linear de Wç.
Teorema 3.6.1 - (Teorema de MacWilliams para Códigos Não Li­
neares) .
Wc , (x, y) = jj[ wc (x+y, x-y) (3.6.4)
ou equivalentemente,
v r , n-wt (v) wt (v) 1 , . n-wt (u) , ,wt(u)
v eLFn vX y = M u;eEFnCu (x+y) (x_y)
Demonstração.
De (3.6.2), temos que,
v r i n-wt(v) wt(v) 1 „ , ..u.v n-wt(v) wt(v) 
ve Fn v y = M v e ZFn("1) x y
MaS' VEEFn(-DU-Vxn-wt(v)ywt(v| = (xty)n-wt<u>(x-y)wt(u), 
por (3.3.10) e (3.3.11). Logo,
y c .xn-wt(v) wt(v) _ 1 . . ,n-wt(u) . .wt(u)
v e Fn u y = M u e Fn u ( y) (x-y>
No próximo capítulo veremos uma aplicação da distribuição 
de pesos de um código para a determinação da probabilidade de er 
ro não detectado.
CAP|TULg=IV
PROBABILIDADE DE ERRO NÃO DETECTADO.
4.1 - Introdução. - Vimos no capítulo III que as identidades 
de MacWilliams relacionam a distribuição de pesos de um código 
com a distribuição de pesos do código dual. Apresentamos neste 
capítulo uma derivação muito simples destas identidades, reque­
rendo somente um conhecimento elementar da teoria da probabilida 
de. Para isso, utilizaremos o conceito de probabilidade de erro 
não detectado.
, 4.2 - Probabilidade de Erro Não Detectado para Códigos Li­
neares Binários. [06] , [07]
Suponhamos que sejam empregados códigos detectores de erro 
para o controle de erros na transmissão de dados. Seja x um ve 
tor código transmitido e erros ocorrem de tal forma que não são 
detectáveis pelo processo de controle de erros. Nesta seção ve­
remos como computar tal evento, isto é, a probabilidade de um 
erro não detectado. Para computar esta probabilidade é necessá­
rio definir primeiro o modelo probabilístico que descreve o pro 
cesso de transmissão. Suponhamos que o canal binário simétrico 
é empregado para a transmissão de dados. Este canal tem a pro - 
babilidade e( 0 á e á 1 ) de receber o dígito transmitido trocado 
e a probabilidade 1 -e de receber o dígito corretamente. Além 
disso, suponhamos que em dígitos sucessivos os erros ocorram in 
dependentemente.
Para definir a probabilidade de erro não detectado defini­
remos o seguinte:
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Definição 4.2v1-- Seja x um vetor binário de comprimento n,
e peso w = wt(x). A probabilidade deste vetor, P(x), é definida 
por,
P(x) = eW (1 -e)n-W, Q SeS 1 (4.2.1)
Definição 4.2.2 - Se A. é o número de palavras código de 
peso i, i=0 , 1 , 2 , ..., n, então a probabilidade de erro não de­
tectado é definida por
Pnd = Ai e l ( 1  " e) n _ 1  (4.2.2)
n
Seja A(y) = A^y o enumerador de peso do código.
Usando esta equação, (4.2.2) torna-se,
Pnd - ( 1 - d “ A (l-^-e) - ( 1
Definição 4.2.3 - Seja H a matriz de verificação de parida­
de do código linear binário [n, k]. A síndrome de um vetor x, de 
comprimento n, é definida como sendo
S = Hxfc , (4.2.3)
OBSERVAÇÕES;
1) S é um vetor de comprimento n-k.
2) S é um vetor nulo se, e somente se, x é uma palavra código.
3) Se S é o vetor nulo não implica necessariamente, que não 
ocorreu erro.
Definição 4.2.4 - Uma matriz de verificação de paridade ex­
pandida de um código linear [n,k] é uma matriz H* cujas linhas 
são todos os vetores do espaço linha de H.
OBSERVAÇÕES:
 ^ ri"-k1) Assim, H* contem 2 linhas, incluindo o vetor nulo.
2) Estas linhas são as palavras código do código dual.
(
Definição 4.2.5 - Para qualquer vetor binário x, de compri­
mento n, a síndrome de x, é
S* = H*xt (4.2.4)
-  5 2  -
Exemplo 4.2.1
A matriz de verificação de paridade, H, do código [7, 4] 
de Hamming é dada por
1 1 1 0 1 0 0
H = 1 1 0 1 0 1 0
1 0 1 1 0 0 1
Então,
0 0 0 0 0 0 0
1 1 1 0 1 0 0
1 1 0 1 0 1 0
1 0 1 1 0 0 1
H* = 0 0 1 1 1 1 0
0 1 0 1 1 0 1
0 1 1 0 0 1 1
1 0 0 0 1 1 1
Seja x = ( 1 1 1 1 1 1 1 1 ), ei
x = ( 1 0 0 0 0 0 0 ), então S(x)=
'e S*(x) =
0
1
1
1
0
0
0
1
Lema 4.2.1 - S*(x) = 0, se, e somente se, S(x) = 0. 
Se S* (X) £ 0, então S* (x) contém metade zeros e metade 1 '"s
Demonstração. - Seja [n, k] um código linear, binário, com 
a matriz de verificação de paridade H, e seja x um vetor binário 
de comprimento n.
Sabemos que S*(x) = H*xt, onde H* é uma matriz cujas linhas 
são todos os vetores do espaço linha de H. Portanto, as linhas 
de H* são todas as possíveis combinações lineares das linhas de 
H. Como S(x) = Hx*", então os elementos de S* são obtidos tomando 
todas as combinações lineares dos elementos de S. Logo, o lema é 
verdadeiro.
Para provar o próximo teorema necessitamos do seguinte lema:
Lema 4.2.2 - 
n
i I o (i } e±(1 "  = 7 - 7 (1 "  2e)U (4 . 2 . 5 )
i, ímpar
Demonstração.
Sabemos que pela teoria da probabilidade,
i i 0 (i ) a i b n " i = I [(b + a ) "  - (b - a ) n ]
i, ímpar
Fazendo a = e e  b = 1 - e temos que
n „ n .r» / \ / 4 j n-i i r /1 _j n-i j.
i l o  {i> e (1 "  * = 2 í ! q (í ) (1 ** ' f ~
- n
7 i i o (? , ( ^ > (1 -  
= 1  - 1(1 - . f e ) n
Seja Bi o número de linhas de H* de peso i, i = 0, 1, ..., n, 
ou seja, é o número de palavras código de peso i, do código 
dual, e seja o evento que a j-ésima componente de de S*(x)=1.
Teorema 4.2.1 -
Pnd = 2" (n“k) ± ? 0 B± ( 1 - 2e)Í - .(1 - e ) n (4.2.6)
Demonstração.
Pnd = 1 -P(E1 U E2 U ... U E2n_k) - (1 - - e) n
Pelo lema (4.2.1), se S*(x)  ^0, então exatamente 2n-k-  ^ dos 
eventos E^ ocorrem, enquanto que se S*(x) = 0 nenhum deles^ocor- 
re. Assim, a soma
2n ~k n _p._i
j|  ^ P(Ej) é igual a 2 ” vezes a probabilidade de uma 
síndrome não nula. Então,
Pnd = 1 - p(Ej> - n  -■ d n (4.2.7)
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Tomemos a j-ésima linha de H* tendo peso . Então, P(Ej)
é justamente à probabilidade que se tenha um número ímpar de 1 's
nas Wj posições correspondentes ãs componentes não nulas da j-é^ -
sima linha de H*. Assim, 
w *
k|q ek (1-' e)Wj“k (4.2.8)
k, ímpar
Mas, pelo lema (4.2.2), temos que 
PÍEj) = \ ~ -j(1 - 2 e)Wj
Portanto, ,2
P(E, U ... 0 E2n_k> = - 1 -^  jS, 4  - 1(1 - 2 e)W3)
= 1 - 2” (n_k) i| 0B i (1 - 2 £ ) X .
Logo, n
Pnd = 2~(n'k) ±lQ Bi (1 -2E) 1 - (1 -» e)n
Veremos agora uma derivação simples da identidade de Mac­
Williams, utilizando o conceito de probabilidade de erro não de­
tectado .
De (4.2.2) e (4.2.6), temos que
pnd “ (1 i í o V  rrre'1 - (1 - d "
= 2"(n"k) i | 0 Bi (1 - 2  c)1 - (1 e)n.
Portanto,
(1 -  d*  i l o  Ai ( T ^ X = 2"(n_k) ±Z0 B± (1 - 2 0L.
Fazendo y = 1 - 2 e, ou seja, ' e = e 1 - ■ e = temos
que, n n .
ilo B.(1 - 2 d 1 = .iQB.y = B(y)
e t
/ 1 ^  ^ ' e \i (1 +y)n ^ * , 1 - y 4 i
( 1 "  d i l o  = - y r  i  = 0
= d +y ) nA( i - y  )
2n H+y 1 '
onde B(y) é o enumerador de pesos do código dual e A(y) é o 
enumerador de pesos do código.. Portanto,
2kB(y) = (1 +y)n A(|^)
a qual, é a identidade de MacWilliams.
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Exemplo 4.2.2
Consideremos o código [7,4] de Hamming, cuja matriz de-.'veri­
ficação de paridade é
1 1 1 0 1 0 0
H = 1 1 0 1 0 1 0
1 0 1 1 0 0 1
Portanto,
C =  €0 0 0 0 0 0 0 ,  1 0 0 0 1  1 1 , 0 1 0 0 1  10, 
0 0 1 0 1 0 1 ,  0 0 0 1 0 1 1 ,  1 0 1 0 0 1 0 ,  1 0 0 1 1 0 0 ,  
0 1 1 0 0 1 1 ,  1 1 0 0 0 0 1 ,  0 1 0 1 1 0 1 ,  0 0 1 1 1 1 0 ,  
1 1 1 0  1 0  0 , 1 0 1 1 0 0 1 , 1 1 0 1 0 1 0 , 0 1 1 1 0 0 0 , 
1 1 1 1 1 1 1 }, 
e,
CX = ' {0 0 0 0 0 0 0 ,  1 1 1 0 1 0 0 ,  1 1 0 1 0 1 0 ,  
1 0 1 1 0 0  1, 0 0 1 1 1 1 0 , 0 1 0 1 1 0  1, 0 1 1 0 0 1 1 , 
1 0  0 0 1 1 1 }.
Portanto,
Aq = 1 , A = 0, A. ^  = 0, A^ — 7, A^ = 7, A^ = 0, Ag = 0 e Ay = 1 , 
e,
Bq = 1, B 1 = 0, B2 = 0, B3 = 0, B4 = 7, B5 = 0, Bg = 0 ,e B? = 0. 
De (4.2.2), temos
Pnd = d -  ^ 7 [1+0+0 + 7(T ^ i)3 + 7(T -£i)4 + 0 +0 + ( ^ i)7 ]-(1^ E)7
pnd = d" e)7 C'l+7 ( T ^ i ) 3 + 7(T^l)4 +(T^ i)7 ]-(1-ê) 7 (4.2.8)
e de (4.2.6), temos que
Pnd = 2- 3  [1 +0+0 + 7 (1-2 e)4 +0+0+0]-(1-e) 7
= -1(1+7 (1-2 a 4 )-(l+ e} 7 (4.2.9)
Igualando (4.2.8) e (4.2.2), temos que 
(1 _ £)7 tl+7 ( ^ ) 3 + 7(T-f-EJ4 +(T-^)7 ]-(1- d 7 = •g- (1 + 7 (1 -2 e) 4) - (1 - e) 7  
Fazendo y = 1 - 2 , temos que
< Y ) 7 [1+7 (t ^ ) 3+7 (^ > 4 +<t ^ > 7 ] - 5 (1+?y 4 ) '
ou,
2_7[ (1+y)7+7 (1 -y )3 (1+y) 4 + 7(1 -y) 4 (1 +y) 3 + (1 -y) 7 ] = -1(1 +7y4) , 
que é a identidade de MacWilliams para este código.
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4.3 — Probabilidade de Erro Não Detectado para Códigos Li­
neares Binários. [06] , [07]
Seja [n,k] um código linear sobre GF(q). Suponhamos que o 
canal q-ário (fig. 4.3.1) seja empregado para a transmissão de 
dados. Esta canal tem a probabilidade (1-e) de receber o dígito 
corretamente, e probabilidade(■ e/(q-1 )) de receber o dígito tro­
cado.
Entrada Saída
Figura 4.3.1 - Canal q-ário simétrico.
Definição 4.3.1 - Seja [n, k] um código linear sobre GF(q). 
Seja x um vetor de comprimento n sobre GF(q), tendo peso de Ham­
ming w = wt(x). A probabilidade deste vetor é definida por
Píx) = e)n"W 0 < e < 1 (4.3.1)
Definição 4.3.2 - Se A^ é o número de palavras código de 
peso i, i = 0 , 1 , ..., n, então, a probabilidade de erro não de­
tectado é dada por
Pnd = J l  V q r r ^ n - d " - 1 (4.3.2)
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ou seja,
Pn d  = (1 * d n 'A ( 7 q = i rrnre)» - 11 <4 -3 -3 ’
Se E . é o evento que a j-ésima componente de S*(x) é não
3 n—knula, j = 1 / 2 , ...,q , então
Pnd = 1 - P(E1 U E2 U ... U E n_k)-(1 -i e)n (4.3.4)
Se Wj é-o peso da j-ésima linha da matriz de verificação de- 
paridade expandida, H*, então
w .
p(Ei ) = kl-, (k j)  ( 1 ~ e)Wj (5^ r )k[ (q- i )k- (q- ' | ) k ~ 1 + (q-' i)k" 2 + •  *
+ ( - 1 )k_ 1 ( q - 1) ] v (4 . 3 . 5 )
Mas, w. „ , , , „ • , „
k l l  (k j ) { 1 ^  j ( í ^ r ) £*q-1 ) - (q - 1 > + • • •  + ( - D  (q- 1) ]
- k l ?  eK«1-  g r r  + ,gzrf * ••• * <-i)k - 1 (^ - ^ : 1 )].
(wj>M k/, 1 1  * 1 (_i)k-1j
- k l i  (k } ( 1 ~ á e ( 1~ çpr  — “ 3 +- * - + --~r~TM (q-1 ) (q-1) ( 1 } k- 1
W • w- k- 1
= k?1 (k j) k 5 o (- ^ k[ ^ (1- + ~ ---- 2" ••• + - Ízi1V t )]k-1 K  k - 0  q-1 (q.TjZ (q-1)k_1
wj w. wj T, _k . , .,k- 1
= },?! <k 3) (1+ k^1 (~ d a k ~ ) [ £ (1~ c ^ T  + 2 ~ * * * + V - T ~ )3 K-1 k Jc-1 q q_1 (q-1)2 (q—1 )
q-1 q-1 Wj(_â_L)k = azlr-i _ (1 _ SL^)Wji
= V  -  v  ki i  q- 1 q q- 1
Portanto,
P(Ej) = ^  M " |^r)Wj] (4.3.6)
Portanto,
PIE, 0 ...ü Eqn.k, . - : ; ) < } n . k . 1 J kp(Ej) (4:3.7,
Seja B. o número de linhas de H* de peso i, i = 0, 1, ..., n.'i>ei t 
Então
_ - (n-k) y B . (1 - J - ^ ) 1 - ( 1 e )n (4.3.8)
nd " q i = 0 q_l
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ou,
= q - (n-k) B<1- 2 ^ )  - ,1 - d nnd '■* ' q
Igualando (4.3.3) e (4.3.9), temos
-<n-k)
(4.3.9)
(1- e)nA( (q— 1) (1 - e) 
Fazendo,
y - H - 1 H 1- á ' atemos
) = q B <1 - iér>
qn'kA(y) = (1 + (q-1)y)"b ( i )y (4.3:10)
que é a identidade de MacWilliams para códigos lineares não bi­
nários .
Exemplo 4.3.3
Seja C o código ternário [5, 3, 2] dado pela matriz geratriz
G =
1 0 0 1 2
0 1 0 1 1
0 0 1 2 0
Então,
c = ■ Í0 0 0 0 0 , 1 0 0 1 2 , 1 1 0 2 0 , 1 0 1 0 2 9
1 1 1 1 0 , 1 2 0 0 1 , 1 0 2 2 2 , 1 2  2 1 1 , 1 1 2 0 o ,
1 2 1 2 1 , 2 0 0 2 1 , 2 1 0 0 2 , 2 0 1 1 1 , 2 1 1 2 2 ,
0 2 2 0 1 , 2 1 2 1 2 , 2 2 1 0 o , 2 2 2 2 o , 2 2 0 1 o ,
2 0 2 0 1 , 0 1 0 1 1 , 0 1 1 0 1 , 0 2 0 2 2 , 0 2 1 1 2 ,
0 0 2 1 0 , 0 0 1 2 o , 0 ' 1 2 2 1 } .
e,
c 1 = {0 0 0 0 0 / 2 2 1 1 0 / 1 2 0 0 1 0 1 1 1 1 9
1 2 2 2 0 , 2 1 0 0 2 , 1 0 1 1 2 , 2 0 2 2 1 , 0 2 2 2 2 }
Portanto,
> o
ii 1 , A 1 = 0 , a 2 = 2 , a 3 = 1 4 , A4 = 6 e A 5 = 4
e ,
B 0 = 1 , B 1 = 0 , b 2 = 0 , b 3 = 2 , B4 = 6 e B5= 0 •
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De (4.3.2), temos
pnd ' 11 - e,nt J o V ^-IHI-c)'1 ' ”
Portanto,
( 1 - e) 5
ou seja, _____  ___
Pnd = (i-d 5 [ i ^ ( ^ d »2 ^<(rrr-d)3 +6 (2 TTTi)»4 +4 (r n ^ ) 5 i-(i-d 5
(4.3.11)
E de (4.3.8), temos:
Pnd = 3- 2  (1 +0 + 0 + 2 (1 - -~y ~) 3 + 6 (1 - ~^~) 4 +0) — (1— e) 5
= (1+2 (1 - j 3)3 + 6(1- ^ - ) 4) - (1 -e . ) 5 (4.3.12)
Igualando (4.3.11) e (4.3.12), temos que
,1 - d 5 [^ 2 (2 7 T ^ ,2 +1 4 (r r ^ d )3 +6 (2 T ^ ) >4 *4 !Trrri) ) 5 1  =
= 1^(1 + 2(1 - )2 + 6(1- ^ y - ) 4 ).
Fazendo y = 2(T~ e) ' temos
32 (1+2y2 + 14y3 + 6 y4 + 4y5) = (1 +2y) 5 (1 +2 (y=^) 3 + 6 (y^y) 4 ) • 
que é a igualdade de MacWilliams para este código.
CONCLUSÃO
O problema da decodificação correta é um assunto que há mui 
to vem preocupando os estudiosos do referido. Neste trabalho, f_i 
zemos um estudo sobre a distribuição de pesos dos códigos. É im­
portante saber a probabilidade de decodificação correta, quando 
uma informação é transmitida utilizando-se um código. Para calcu 
lar isto na prática é necessário saber a distribuição de pesos 
dos códigos.
Um dos mais importantes resultados é que o enumerador de pe
minado pelo enumerador de peso de C.
Este é um trabalho teórico e poderá ser útil aos estudantes 
interessados na teoria de decodificação.
sos do código dual, de um código binário, é unicamente deter
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