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PREFACE 
The concepts of tangent cones and derivatives of set-valued 
maps are used in this very important paper to 
1. Show that any continuous set-valued map with compact convex 
values is the infinitesimal generator of a set-valued semigroup 
2. Extend to differential inclusions the "variation equation" 
governing the evolution of the derivative of the solution set 
with respect to the initial conditions 
3. Prove a generalization of the open mapping principle for maps 
defined on closed subsets of infinite-dimensional spaces 
These results are then used to prove the local controllability 
of a differential inclusion around an equilibrium point. 
It is shown that if a "linearized" differential inclusion 
(defined in some appropriate way) is controllable, then the initial 
differential inclusion is locally controllable. The method used 
does not involve algebraic or geometrical techniques, but only 
nonsmooth analysis. 
This research was conducted within the framework of the 
Dynamics of Macrosystems study in the System and Decision Sciences 
Program. 
ANDRZEJ WIERZBICKI 
Chairman 
System and Decision Sciences 
Program 
ABSTRACT 
We study the semigroup properties of reachable sets of a 
differential inclusion 
using the derivative of the set-valued map which associates to 
each initial state the set of solutions. The results are applied 
to the local controllability problem. 
Key words: differential inclusion, local controllability, reach- 
able set, derivative of solution with respect to initial condition, 
semigroup properties of reachable sets, derivative of a set-valued 
map, generalized tangent cone. 
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1. INTRODUCTION 
In this paper we study the problem of local controllability 
of a system governed by a differential inclusion 
n 
where F is a set-valued map from lR into the subsets of lRn. 
A particular case of (1) is the parametrized system (also called 
"control sys terntt ) 
where U is a given set ; then F is defined by 
Let 5 €lRn , T > 0 be given. Denote by ST(S) the set of 
solutions to (1) issued from 5 and defined on the time interval 
[O,T]. The reachable set to (1) at time T from 5 is denoted by 
R(T,S), i.e. 
The system (1) is called locally controllable around 5 at 
time T > 0 if 
(2) 5 E Int R(T,S) 
Under quite general assumptions (boundness and upper semi- 
continuity of F) the necessary condition for local controllability 
of (1) at 5 for small T > 0 is 
(the closed convex hull of F(5) ) ,  i.e. 5 has to be a weak equi- 
librium of the map F. 
The purpose of this paper is to provide a sufficient con- 
dition for (2) when 5 is an equilibrium or a weak equilibrium of 
F. 
We use the techniquesof nonsmooth analysis and differential 
inclusions to answer this question in the following way: 
We consider an adequate concept of tangent cone C u I v S,(E) (5) 
to the set of solutions ST (5) at the constant trajectoryX5 -and 
prove a kind of an Open Mapping Principle, which states that (2) 
follows from the "surjectivityn condition 
(we specify in Section 3 the definition of C (5) and prove S,(5) 
an abstract version of (4)). I 
How can (4) be verified? In the case when 5 is an equili- 
brium we proceed in the following way: 
Under a Lipschitzeanity assumption, the differential 
inclusion (1) may be replaced by a ''linear" approximation (along 
the solutions) around the equilibrium and we prove that if the 
linearized system is locally controllable at zero so does the 
initial system. 
We have to explain now what do we mean by approximating a 
set-valued map. Set-valued analogues of linear operators are 
closed processes, i.e. set-valued maps whose graph are closed 
cones. Then the linearized inclusion along a trajectory 
x E ST(5) is given by 
(where dF (x (t) ,XI (t) ) is the intermediate derivative of F 
at (x (t) ,x' (t) ) ) . Then (3) follows from the more explicit con- 
dition 
(6) {w(T) : lim inf (W E wlll(O,~) : W' (t) E dF(x(t) ,XI (t)) (~(t)) ;
x + 5  
w(0) = 0)) =nn 
which is nothing other than the regularized local controllability 
of the linear system (5). 
Condition (4) can also be studied when 5 is an equilibrium 
in the following way: we consider the set-valued derivative 
CF(5,O) associated with Clarke's tangent cone to graph of F at 
(5 , 0) and the tangent cone (of convex analysis) T 
coF(5) (0) to 
the convex hull coF(5) of F(5) at zero. We prove that if F is 
Lipschitzean, then (4) holds when the reachable set to inclusion 
at time T is the whole space nu. 
(1) Recall that the graph of the derivative of a differential map f at point 
a is the tangent space to the graph of f at the point (a,f(a)). 
Hence a natural way to extend the concept of derivative of a set-valued 
map F at a point (a,b) E graph (F) is to use the set-valued map DF(a,b) 
whose graph is a tangent cone to graph (F) at (a,b). (In this paper 
we use ~larke's and intermediate tangent cone : see Section 2 for a 
precise definition. 
The same techniques provide a sufficient condition for a 
solution x to the differential inclusion 
to have x(T) in the interior of the reachable set at some time 
T > 0. In particular, we derive from it the maximum principle of 
Pontriagin. 
We proceed by investigating the analogies with the single- 
valued smooth case when the differential equation 
has a unique solution, which can be written r(t,S). The maps 
r (t, S) form a semigroup in the sense that 
and f is the infinitesimal generator of this semigroup in the 
sense that 
Furthermore, the derivative of r(t,-) with respect to the initial 
condition is given by the formula 
where w is the solution to the linearized differential equation 
This still holds true in the set-valued case (we have to 
replace the derivatives by intermediate derivatives for the 
statements below to hold true). We shall prove essentially that 
a) the reachable sets R(t,S) have the semigroup property. 
b) the set-valued map F is the infinitesimal generator 
of R(tto) : F(6) is the derivative of t - R(tt6) at 
(0, 5) in the direction 1. 
C) the "derivative" of 5 - ST (5) at a solution x(*) of 
(1) in the direction r~ is the set of solutions of 
This is a property which is the key to solve the local con- 
trollability problem in a straightforward way. This motivates not 
only the title of this paper but also provides some new properties 
of the reachable sets and the sets of solutions to differential 
inclusions studied by many authors (see for example ~ubin-cellina 
[ 21 , Hermes [ 201 , Blagodatskich [ 51 , Haddad [ 191 , castaing-~aladier 
[ 91, Olech [ 221). 
We devote the second section to the study of the semigroup 
properties of the reachable sets. Section 3 deals with the control- 
lability problem and the Open Mapping Principle. In Section 4 we 
provide several applications. Section 5 is devoted to the time 
dependent case and to the derivation of the maximum principle of 
Pontriagin. 
The author wishes to thank St. Eojasiewicz (Jr.) for use- 
ful comments and an example stated in Section 4. 
2. SEMIGROUP PROPERTIES OF THE REACHABLE SETS 
Let F : JRn 1 IR" be a set-valued map. A function x E w~'~(O,T) 
(Sobolev space) is called a solution to the differential inclusion 
if and only if x1 (t) E F(x (t) ) almost everywhere. 
We denote by ST(6) the set of all solutions to the differ- 
ential inclusion (1) defined on the time interval [ O,T] issued 
from 5. 
Existence theorems imply the nonemptiness of ST(E) for 
small T > 0 under several combinations of assumptions (see for 
instance, Aubin-Cellina [ 21 Chapters 2 and 4, Antosiewicz-Cellina 
[ 11 , Bressan [ 81, Olech [ 221 ) . 
(2.1) Definition: The set 
R(tt5) := ST(E) (t) = {~(t) : x E ST(c) 1 
where t E [O,Tl is called the reachable set at time 
A t from the initial condition 5. 
The reachable sets satisfy the semigroup property. Namely 
if R(ttE,) # jil for all t E [O,T] then 
We wish next to define the derivative of the map t + R(t,E) 
at t = 0 in the direction 1. By analogy with the single-valued 
case, this derivative will be called the infinitesimal generator 
of the semigroup. 
+ (2.3) Definition: Let E,F be Banach spaces and G : E + F 
be a set-valued map Lipschitzean at x,y E G(x). By 
dG (x,y) we denote the set-valued map from E into F 
defined by 
v E dG (x,y) (u) if and only if 
lim dist (v, G(x+hu) - y h ) = 0  h + O+ 
The map dG(xty) is called the intermediate derivative 
of G at (x,y). A 
Remark: We assume in the definition 2.3 that when- 
ever G(x+hu) = jil then dist (v , G(x+hu)-y) = +_. h 
Remark: The graph of the map dG(x,y) is the so-called 
intermediate tangent cone to graph(G) at (x,y) (see 
Frankowska [16], where the definition of intermediate 
tangent cone to an arbitrary set is given). 
Definition: Let R(t,*) be a family of set-valued maps 
satisfying the semigroup properties (2.2), Lipschitzean 
in t. We say that the map 
from lRn into itself is the infinitesimal senerator of 
the semigroup R. A 
As for the single-valued case the question arises whether 
a given set-valued map F : lRn : lRn is the infinitesimal generator 
of the semigroup R. The answer is positive when F is continuous 
0 
bounded with compact convex values. We denote by B(B) the open 
(respectively closed) unit ball. 
(2.7) Theorem: Let F : lRn : lRn be a bounded set-valued map 
with compact values and 5 E Int Dom(F). Then 
(i) If F is upper semicontinuous and F(x) is convex 
for all x then 
(ii) If F is continuous, bounded, then 
Proof: If v E dtR(O,<) (1) for all h > 0 there exists xh E Sh(() 
such that xh(h) E R(ht5) and lim (xh(h) - <)/h = v. 
h + O +  
Since F is bounded for some M > 0 and all h > 0 we have: 
Ixh(t) - 51 < t~ for t E [ Olhl 
By the upper semicontinuity of F and the above inequality, for all 
E > 0 there exists ho > 0 such that h E ]O.hol implies 
F(xh(t)) C F(S) + EB for all t c[O,hl 
Thus 
Since F(S)+EB is a closed convex subset the mean-value 
theorem (see for instance Aubin-Cellina [2] p.21) implies that 
and thus that v E F(5) + EB. 
Since E is arbitrary we have proved (i). 
(ii) By Theorem of Filippov (see Filippov [15] and Aubin- 
Cellina [ 21 p.112) for all 5 E Int Dom(F) and v E F(5) there 
exists T > 0 and x E S (5) satisfying xl(0) = v. Therefore, the 
T 
sequence (h) - converges to v when h - O+. Hence, v E dtR(O, c) (1) . h 
(2.8) Corollary: If F is continuous, bounded with closed 
convex values and 5 E Int Dom(F) then 
As in the case of ordinary differential equations, we need 
to study the differentiability of the solution map with respect to 
initial conditions. 
Consider the solution map ST : IRn w~'~(O,T) and the inter- 
mediate derivative dST (5,~) (11) of ST at point (5,~) in the direc- 
tion 11. 
Theorem: Assume that F has closed graph and choose 
z E ST(c). If the map F is Lipschitzean on an open 
neighborhood of z ( [  0 ,TI ) , then 
dST(<,z) ( q )  = {w E w~'~(o,T) : w' (t) E ~ F ( Z  (t) ,zV (t) )w(t) 
To prove the Theorem we need the following : 
Lemma: Let F be a set-valued map of closed graph and 
measurable functions 
[ O,T] 3 t - ai (t) = (xi (t) ,yi (t) E graph F 
be given. We assume that u is continuous and for a 
sequence h - 0+ the following holds true i 
graph(F) - ai(t) 
lim dist($ (t), ) = o  
i+m hi 
If F is L-Lipschitzean around +i([O,~l) then there 
1 
exist measurable functions 
satisfying 
1 ai (t) + hi$i(t) E graph F a.e. 
converge uniformly to u 
(2.12) 
I v converge to v almost everywhere i Ilv. (t) ll < Ilv(t) ll + ~llu(t) ll + 1 1 - 
Proof: For all natural number k set 
graph F - ai (t) 
ViIk(t) = 1 n($(t) + EB) 
hi 
( Ui , (t) otherwise 
Since the graph of F is closed the set-valued map 
is measurable for all ilk. Moreover, for all k and all t E [O,T] 
'ilk (t) # 8 when i is sufficiently large. 
Fix k. By a measurable selection theorem (see for instance, 
Wagner [29]) for all large i there exists a measurable selection 
From the definition of Witk(t) we obtain 
19i,k(t) - ~ ( t )  1 - < l/k if t E M ~ , ~  
u (t)=u(t) ilk 
otherwise 
Ilvitk(t) ll < - ~llu(t) II 
Observe that for all tt it k 
ai (t) + hi@ilk(t) E graph F 
II Uilk (t) - u(t) 11 5 l/k 
Uv (t) Il 2 llv(t) ll + l + ~llu(t) ll ilk z 
Let io = 0. Using the induction arguments and (2.11) we define 
for all k - > 1 numbers ik > ik-l such that for all i > ik the 
Lebesgue measure 
IJ (Mil k+l ) 1 T - l/k 
and set for all ikml < i < i  tE[O,T] 
- k1 
@i(t) = 
It is clear that Oi satisfy all the requirements of our lemma. D 
Proof of Theorem 2.9: If w E dST(clz)(q) then for all h > 0 there 
exist wh E wlll (0 IT) such that 
lirn wh = w in w1l1(o1~) 
h-t m 
Thus 
(2.13) z1 (t) + hw;(t) E F(z(t) + hwh(t)) a.e. 
and 
(2.14) lim wh = w in C ( [  OITl 
h+O+ 
(2.15) lim wA(t) = w'(t) a.e. in [o.T] 
h+O+ 
Let L denote the Lipschitz constant of F. Then by (2.14), 
Lipschitzeanity of F and (2.13) for almost all t and for all small 
h > 0 we have 
d i s t  (w '  ( t )  , F ( z ( t )  + h w ( t ) )  - z r ( t ) )  < h - 
F ( z ( t )  + h w h ( t ) )  - z l ( t )  
d i s t  ( w i  ( t )  , h 1 + 
I l w i ( t )  - w 1  ( t )  H + ~ l l w ~ ( t )  - w ( t )  11 = 
I l w i ( t )  - w '  ( t )  u + LIIwh(t) - w ( t )  l l  
This  and ( 2 . 1 4 ) ,  (2 .15)  imply 
w '  ( t )  E d F ( z  ( t )  , z l  ( t )  ) w ( t )  a . e .  
To have t h e  e q u a l i t y  i n  t h e  l a s t  i n c l u s i o n  w e  s h a l l  show t h a t  i f  
( w l ( t )  E d ~ ( z ( t ) , z ' ( t ) ) w ( t )  f o r  a lmos t  a l l  t E [ o , T ]  
t hen  f o r  a l l  sequence hi > 0 converging t o  z e r o  t h e r e  e x i s t s  a  
sequence wi converg ing  t o  w i n  w l l l  (0  ,T) such  t h a t  z+hiwiEST (<+hiwi (0 )  ) 
and wi(0) = n .  Cons ider  a  sequence hi > 0 converging t o  ze ro .  
By Lemma 2.10 a p p l i e d  t o  xi = z,yi = zl ,u=w,  V=W' t h e r e  e x i s t s  a  
sequence of measurable  f u n c t i o n s  u '  converging uniformly t o  w and i 
v converging t o  w '  a lmos t  everywhere and such t h a t  i 
i Z '  ( t )  + h i v i ( t )  E F ( z ( t )  + h i u i ( t )  a . e .  (2.16) I lv i ( t )  I I  - < I lv(t)  11 + 1 a.e. 
For a l l  t E [ O , T ]  set  
and observe that 
u - T converges to zero in C(0,T) i i 
T ! converges to w' in L' (0,T) 
1 
By Lipschitzeanity of F and (2.16) for all large i we have 
By Filippov Lemma (see Aubin-Cellina [ 21 , p.120 or ~ilippov [ 171 ) , 
for all large i there exists xi E ST(5 + hiq) satisfying 
11 (xj - z' - h.~!) 1.1 (t) 11 - <
mi[ llui - IT. I1 1 + llu. (t) - ni(t) Ill 
1 L 1 
where the constant M depends only on LIT. Set 
Then z + hiwi E ST(5 + hid and wi converges to w in w~'~(o,T). 
3. THE LOCAL CONTROLLABILITY PROBLEM 
Let F : lRn IIRn be a set-valued map, 5 E lRn and R(T,c) 
denote the reachable set from 5 at time T of the differential 
inclusion 
We seek to know whether 5 E Int R(T, 5) . If it holds true 
then we say that (1) is locally controllable around 5 at time T. 
Our first result concerns a necessary condition for local 
controllability: 
Theorem: Assume that a set-valued map F froml~" into 
itself is bounded and upper semicontinuous at a point 
5 E IRn. If the system (1) is locally controllable 
around 5 for all small time T > 0 then 
(the closed convex hull of ~(5)). 
Proof: If 0 F EF(C) then there exists p E S n-l such that 
Since F is upper semicontinuous at 5 there exists B > 0 such that 
inf {<p,u> : u E F(x) , x E 5 + BB} 2 0 
Let M > 0 be such that the image of F is contained in the ball MB. 
If T - < f3/M then we have for all x E ST(5) 
and therefore 
But this means that 5 F Int R(T,S). 
rn 
We shall study next sufficient conditions for local con- 
trollability around the point of weak (or strong) equilibrium. 
For this we shall use an Open Mapping Principle. We recall 
(3.2) Definition (of Clarke's tangent cone): Let E be a 
Banach space, K be a subset of E and x be a point in 
the closure % of K. We say that v belongs to CK(x) 
(Clarke's tangent cone to K at x) if and only if for 
all sequence x E K , hi > 0 converging to x and zero i 
respectively we can find a sequence vi converging to 
v such that xi + hivi E K. A 
The set C (x) is a closed convex cone (see Clarke [13]). K 
For studying the local controllability problem we need 
several weaker topologies on E. This is why we shall adapt Defi- 
nition 3.2 to our case. 
(3.3) Definition: Let U,V,E be Banach spaces and E C U, 
E C V. We assume that the topology of E is stronger 
than the ones of U and V. Let K be a subset of E and 
let x E F~ (the closure of K in U). We say that 
w E CK(x) if and only if for all sequence xi E K con- 
verging to x in the space U there exists a constant 
m = m(v) such that for all sequence hi > 0 converging 
to zero we can find a sequence vi E E converging to 
- 
v in the space V, verifying for all large i 
The set citV (x) is a convex cone. Moreover, 
cifE (x) = CK(x) C cifV(x) 
We denote by 11 llW U l l c  the usual norms of w~'~(o,T), 
C (0 ,T) respectively. 
(3.4) Theorem: Assume that a set-valued map F from lRn into 
the compact subsets of IR" is Lipschitzean on a neigh- 
borhood of 5 € lRnt F (5 ) # %. If one of the following 
two assumptions holds true 
(i) 5 is a weak equilibrium of F and 
(ii) 5 is an equilibrium of F and 
Then (1) is locally controllable around 6 at time T. A 
To prove the above Theorem we shall use the following: 
Open Mapping Principle: Let E,U,V be Banach spaces 
E C U C V , K be a closed subset of E and xo E EU 
(the closure of K in U). Let A be a continuously 
differentiable map from a neighborhood of K in V 
into lRY. If 
then 
A(xo) E Int A(X) A 
Proof: We assume for a moment that A(xo) does not belong to 
Int A(K) and we shall derive a contradiction. Then for all n - > 1 
there exists yn E lRq\~(~) such that 
n Since xo E E~ by continuity of A there exist x: E K such that xo 
converges to x in U and ~ I A  (x:) - A (xo) 11 < l/n2. By Ekeland's 
0 - 
variational principle applied to the function x + ~IA(X) - ynll on 
the complete subset K of E (see Ekeland [ 141, Aubin-Ekeland [ 41, 
Theorem 5.3.1, p.255) there exists xn E K such that 
11 < ~IA(x) - yn 1 I~A(x,) - Yn - I1 + - Ilx - xll n n E 
By (i) we know that xn converges to x . Introduce a function 0 
f:U +I.. by 
f (v) : = I~A(V) - ynll 
By assumptions A(xn) - yn # 0. Let us set 
Then 
sq-l is a compact, we can take a subsequence pn converging to 
u, v i some p E sq-l. Let w E CK (x0) be such that <prA'(x0)w> < 0. 
From now on we set xi = Xnif Pi P,ni Yi - Yniw Since A is - - 
Frgchet differentiable on a neighborhood of xi m Kt for all i > 0 
there exists qi > 0 such that for all v E v of llvllv 5 qi 
Let m be the constant associated with w and {xi} by Definition 3.3. 
Consider any sequence hi E ]O,qi/m[ converging to zero. 
Then there exists a sequence wi E E converging to w in V such that 
I I w  I1 < m  i E -  
i + hiwi E K 
Setting x = x + h .w in (3.6) (ii) and using (3.7) , (3.8) we obtain i 1 i 
Since AV(x.) is continuous and wi converges to w in V, we obtain 
1 
by passing to the limit in the last inequality when i + 
which contradicts the choice of w and achieves the proof. 
Proof of Theorem 3.4: Let B > 0 be such that F is Lipschitzean on 
5 + BB. Define 
Then K is closed in wlll (0,~) . By Filippov-Wa2ewskiVs relaxation 
theorem 5 belongs to the closure of K in the metric I IIC. If (i) 
holds use the open mapping principle with E = w~'~(O,T), U = V = 
= C (0,T) and A:V + lRn defined by Aw = w(T) . If (ii) holds set 
U = w~'~(o,T) and E,VtA as in (i). • 
We shall provide now the first consequence of the Control- 
lability Theorem. 
We recall first the definition of ~uratowski's lim inf. 
+ (3.9) Definition: Let E, E be Banach spaces and Q:E + El 1 
be a set-valued map, 5 E Dom Q. The followiny set is 
called Kuratowski's lim inf of Q at 5 
liminf Q(x):= n U n (Q(x) + EB) 
X + s  E>O 6>O ~ ~ x - ~ ~ ~ < 6  
x E Dom Q 
Consider a solution x E ST(5) of differential inclusion (1) 
and the linearized differential inclusion around x(*) 
[w' E dF (x (t) ,XI (t) ) w 
We denote by SLT(x) the set of all solutions of (3.10). 
Corollary: We posit the assumptions of Theorem 3.4 
and consider the set-valued map SLT( ) from ST(S) into 
wlll(O ,T) . If 5 is an equilibrium and 
iw (T) : w E lim inf SLT (x) 1 = nn 
IIx-511 + 0 W 
then the inclusion (1) is locally controllable around 5 at time T. 8 
Proof: By the results of Section 2 we know that SLT(x) = dST([,x)(C) 
when x is sufficiently close to zero. That is for all w E SL~(X) ani 
for a sequence hi > 0 converging to zero we can find a sequence 
w E wlll(O ,T) converging strongly to w and such that i 
x + hiwi E ST(S + hiwi(0)). Using the Lipschitzeanity condition on 
F exactly in the same way as in Section 2 we may assume that 
wi(0) = 0. This implies that dsT([,x) (0) C TSm({) (x) (the 
I 
Bouligand's contingent cone to ST(c) at x) where 
Hence 
lim inf dST(Stx) (0) C lim inf TS (5) (XI 
11 x- 5 11 $0 Ilx-[Il<0 T 
By a Theorem of Treiman [ 261 we have 
lim inf TST ( S) (x) II x- { llw+o 
Moreover 
Remark: If F is Lipschitzean with convex images on 
a neighborhood of x then the set-valued map dF(x,y) 
has convex images. Indeed, if v,vl E dF (x.y) (u) then 
1 1 for all h > 0 there exist sequences con- 
verging to v,vl,u,u as h-O+ respectively such that 
By ~ipschitzeanity of F there exists a constant c > 0 
1 1 and zh E F (x + hu ) such that 11 zh-y-hvhll 2 ch 1luh-uhll . h 
By convexity for all X E [ 0,1] 
It implies that 
and therefore Av + (1-A)vl E dF (x,y) (u) . Since A 
is arbitrary in [0,1] the proof follows. m 
Corollary 3.9 involves an assumption which may be diffi- 
cult to check: we have to study the sets of solutions to linear- 
ized differential inclusions around each solution x( ) closed to 
the equilibrium and take their lim inf. 
Instead, we shall seek in the next section examples of 
"sublinearization" around the equilibrium whose solutions are in 
the tangent cone c:' St ) (6) . 
T 
4. CONTROLLABILITY OF SET-VALUED MAPS THROUGH THE SUBLINEAR- 
IZATION OF THE DIFFERENTIAL INCLUSION (1) 
In this section we shall provide several applications of 
the results of Section 3. 
We recall first 
(4.1) Definition: Let F :mn+JRn -+ be a set-valuedmap, 
Lipschitzean on a neighborhood of a point ~~~y~ E F(xo). 
We denote by CF (xo , yo) the set-valued map from IRn into 
lRn defined by 
v E CF (xotYo ) (u) if and only if 
F(xo+hu) - Y 
lim sup dist (v, h ) = O  (x~Y) + ( x ~ ~ Y ~ )  
(x,y) E graph F 
h -+ 0+ 
The graph of CF (xolyo) is the tangent cone to graph(F) at 
( x ~ ~ Y ~ ) .  So CF(X~,Y~) is a closed convex process satisfying 
graph CF (xo1~, C graph dF (xoly0) 
As in Section 2 we can prove that any solution w of 
"sublinearization" 
(5). Thus the controllability of belongs to CS ( 5) (5 C CST T (4.2) around zero at time T implies the controllability of (1) 
around 5 at time T. 
We shall improve this result taking the larger sublinear- 
ization (4.4) defined below. 
We denote by T 
coF (5) (0) the tangent cone to coF (6) (con- 
vex hull of F (6) ) at zero. 
It is a closed convex cone coinciding with Clarke's tangent 
cone and intermediate tangent cone to coF(6) at zero. 
Assume that 5 is an equilibrium and consider the sublinear- 
ization 
Iw(O) = O 
One can easily verify that the reachable set of (4.4) at 
time T is a cone. If it coincides with the whole space R" we tell 
that (4.4) is controllable at time T. Our main theorem is 
(4 5 )  Theorem: Assume that F is Lipschitzean on a neigh- 
borhood of an equilibrium 5. Then the inclusion (1) 
is locally controllable around 6 at time T if the 
sublinearization (4.4) is controllable at time T. A 
To prove the Theorem we need the following 
+ 
Lemma: Let U: [ 0 ,TI + IRn be a measurable, integrably 
bounded set-valued map with closed images, and let 
ff (t) E U(t) be a measurable selection. Then there 
T 
exists a constant C depending only on loU and ff( ) 
such that for all measurable A C [ 0 ,TI and a E /coU 
A 
we can find a(t) E U(t) satisfying 
We shall prove this Lemma in the Appendix. 
Proof of Theorem 4.5: The proof is quite long and we shall pro- 
ceed in several steps. Let us sketch first the main ideas. 
(A) We shall begin by showing that the controllability of (4.4) 
at time T implies that for some finite set K C F(6), 0 E K 
the differential inclusion 
is controllable at time T. 
(J3 If (A) holds then by Theorem 3.4, we have to verify that 
any solution w of (4.7) belongs to C (6). For this 
ST(6) 
we have to show that for any xi E ST(6) , Ilx - 61IW - 0 i 
there exists m > 0 such that for all hi + O+ we can find 
z E S (6) satisfying i T 
(4.8) 112' - xfllLl 2 him for all large i i 
(4.9) 1 - (zi - x.) -+ w uniformly on [O,T] h : 1 
(c) For proving (B) we shall construct a sequence of functions 
Yi E wlll (O,TO such that 
(4.11) For some constant M independent of h i  and for 
all large i llyi - x'll 1 < Mh i L  - i 
1 1 jii (yi - Xi) -+ w uniformly on [ 0 IT1 
Once such a sequence is constructed we can apply, as in Section 2, 
the Filippov Theorem (see Aubin-Cellina [2] p.120) to deduce the 
existence of m,z satisfying (4.8) and (4.9). i 
Therefore, it remains to prove (A) and (C) . 
Proof of (A): We shall prove a more general 
(4.13) n -+ Lemma: Let A W -+ IRn be a closed convex process 
(a set-valued map whose graph is a closed convex 
cone), Y C IR" be a given compact set and y E Y. 
Assume that the inclusion 
is controllable at time T. Then there exists a finite 
set K C Y such that inclusion 
f 
is controllable. 
Proof: The controllability of (4.14) implies implicitly that 
Dom ( A )  = IR". Hence, from Robinson-Ursescu Theorem (see Robinson 
[ 241 , Ursescu [ 281 , Aubin-Ekeland [ 41 ) we obtain 
A is y-Lipschitzean for some y > 0 
Let wi i=O, ..., n be solutions of (4.14) satisfying (thanks to 
controllability of (4.14) and Caratheodoryrs Theorem) 
0 E Int co{wi(T) : i = O,...,n} 
Observe that for all K C F(E) the reachable set R~(T) of the 
inclusion (4.15) at time T is a convex cone. 
We claim that it is enough to verify that for all E > 0 and 
i=O, ..., n we can find a finite subset Ki of Y and a solution zi 
of (4.15) with K = Ki satisfying 
11 zi (T) - wi (T) 11 - < E 
m 
Indeed, we can take then K = u Kit so each z is a solution to 
i=l i 
(4.15) and K is finite. On the other hand, zero remains in the 
interior of co{zi(T) : i=O, ..., n) when E is small enough. Hence, 
K K 
zero belongs to the interior of R (T). Since R (T) is a cone, 
1 R~(T) =IRn. Fix then wi and E > 0. Then for some v,u E L (0,T) 
and almost all t 
u(t) E T  (y) : = c l  u C O Y - y  COY h > O  
By Lemma 2.10 applied to F E COY and ai f (0,y) for any sequence 
hs > 0 converging to zero there exists a sequence us converging 
to u almost everywhere and such that 
y + hsus(t) E COY 
Ilus (t) II - < Ilu(t) 11 + 1 
Let n = d l  + yT exp yT) and s be so large that 
n The compact subset Y can be covered by p balls x, + h B .  We 
s2T 
consider the finite subset Ki = {y,xl, ..., x 1 C Y. Thus 
P 
By a measurable selecton Theorem (see Wagner 1291) there exists 
a measurable function ; satisfying 
Define 
Then 
(4.16) 
Thus 
By Filippov's Theorem (see Aubin-Cellina [2], p.120) there exists 
zi' w'" (0, T) satisfying 
such that 
Hence by (4.16) and the choice of G 
which ends the proof of Lemma 4.13. rn 
So the proof of (A) is also completed. 
Proof of (C): Let K be such that the inclusion (4.7) is control- 
lable at time T and let w be a solution of (4.7), i.e. there exists 
v,u E L'(o,T) such that 
(4.17) w' (t) = v(t) + u(t) 
Let xi E ST(c), Ilxi - elW -+ 0. We shall construct now a sequence 
Yi E w~'~(o,T) satisfying (4 .lo) - (4.12). 
  he idea is to find M1 > 0 and sets Bi c [ O,T] such that p(B.) < 
'I 1 - 
I M h. and - (yj - XI) is "close" to v on the complementary of Bi 1 1  hi 
Step 1: We define here some "auxiliary" functions ai. We intro- 
duce 
Since Ilx! 11 1 -+ 0 (because x. ( * )  converges to an equilibrium c), we 
1 L 1 
have 
(4.20) lim p(~.) = T 
i - t m  1 
Inclusion 4.19 and Lemma 2.10 imply that there exists a sequence 
1 
u E L (0,T) converging to u such that i 
hiui (t) E coK a.e. 
Fix i and let q be an integer satisfying 
(4.21) T q F 7  sup Ilell + 1 
hi eEcoK 
and denote by I the interval [ j 
By Lemma 4.6 applied to the map U(t) = K and ff E 0 there exsits 
T 
a constant C > 0 depending only on / K and the functions a] (t) E K 
0 1 
such that 
(4.23) J l~a:(t) Idt - < C ~ J  hiui (t) dt 11 
I .mi Ijmi 
3 
Set 
a:(t) if t E I n 
a. (t) = j 
1 
1 0  otherwise 
6 = min IIlell : e E K \ I013 
Bi = It : ai(t) # 01 
Then (4.23) implies 
T hi s  and (4 .24)  y i e l d s  
I t  p r oves  t h a t  f o r  some c o n s t a n t  5 > 0  independen t  o f  h i  and 
a l l  l a r g e  i 
Moreover ( 4 . 2 1 ) ,  (4 .22)  imply t h a t  f o r  a l l  t E [ O , T ]  and some 
j = j ( t )  
I 
< hi I 
- 
Iluill + 2hi . (because  u ( I . )  < T/m) 
[ O,TI\A 3 - i 
T hi s  and (4 .20)  imply t h e  e x i s t e n c e  of  € ( h i )  such t h a t  f o r  a l l  t 
t 
I I I : ~ ~ ( T ) ~ T  - 5 c ( h i )  
(4 .26)  
= 0  
S t e p  2: W e  s h a l l  c o n s t r u c t  now t h e  f u n c t i o n s  yi a s  i n  ( C ) .  L e t  
L  be  t h e  L i p s c h i t z  c o n s t a n t  o f  F, and f o r  a l l  l a r g e  i l e t  y i ( t )  
be a  measurable  f u n c t i o n  s a t i s f y i n g  
(Remember t h a t  K C F ( 6 )  ) .  
W e  s h a l l  set  y j ( t )  = y i ( t )  on Bi. W e  have t o  d e f i n e  it on t h e  
complimentary of  Bi. By Lemma 2.10 and i n c l u s i o n  (4 .18)  w e  can 
find a sequence of functions w converging to w uniformly and a i 1 
sequence vi converging to v in L (0,T) such that 
graph F - (xi (t) ,xj (t) 
(4.29) (wi (t) tvi (t) E 
hi 
Hence, we define yj ( ) by 
yi (t) if t E B  i 
(4.30) y p t )  = 
xi (t) + hivi (t) otherwise 
and yi(*) by 
Then by (4.25) , (4.30) 
Since Ml does not depend on {hi} there exists a constant M inde- 
pendent of {hi} such that for all large i 
Thus yi satisfy (4.10), (4.11). 
Step 3: We prove finally that yi satisfies also (4.12). The 
relations (4.30) , (4.24) imply 
This and (4.28), (4.26) yield 
- hiwi (t) 11 + E (hi) + L IJxi - I I C V  ( B ~ )  + 
Remember that llxj (t) 11 - < l/i for t E B v - v 1 + 0 Hence, i L 
using (4.25) , (4.17) we obtain 
yi(t) - 
Il - w(t) l l  < Ilwi - wllc + Ilv - vllL1 + 
hi 
- i 
Since I l w  - W I l c  + 0 , ix - Ellc + 0 , llv - vllLl + 0 i i i 
llui - U I  1 + 0 and u(Bi) -+ 0 L 
the last inequality implies that 
Yi - x 
(4.32) i + w  uniformly on [ 0, T] . 
hi 
Moreover, from (4.30), (4.29), (4.25) and Lipschitzeanity of F it 
follows that for all large i 
T I. dist(yj (t), F(xi(t) + hiwi (t) ))dt = 
By Lipschitzeanity of F for all large i we have 
since Ilw - wll + 0 (4.32) and (4.33) together imply i C 
so the proof is complete. 
Remark: One must pay attention to the high sensitivity that the 
derivative CF(6,O) inherits from the properties of the Clarke tan- 
gent cone. As an example, consider the closed unit ball inlR 2 
and the set A = B n {O) x [l,+a]. Then, although the set A is 
larger than B we have 
When a similar thing happens to CF(6,O) it is often more appro- 
priate (when it is possible) to consider a smaller differential 
inclusion 
having the property: 
(5,O) graph Q graph F 
The local controllability of a "smaller" inclusion then will imply 
the local controllability of the inclusion (1). 
We shall illustrate this remark in the proof of the next 
Theorem and an example. 
We show next how to derive from Theorem 4.5 the classical 
results on local controllability of parametrized systems, without 
assuming too much regularity. Let U be a compact topological 
space and let f : IR" x U + IR" be a continuous function. Assume 
- 
that for some (5,~) € 1 ~ "  x U, f(<,u) = 0 and for some B > 0 and 
all u E U 
af 
- ( 0  ,u) is continuous on 5 + BB 
ax 
Consider the control system 
We wish to study the local controllability of system (4.1) at a 
given time T. 
(4.36) Theorem: If the sublinearized differential inclusion 
is locally controllable around zero at time T then the 
system (4.15) is locally controllable around 5 at time T. 
Proof: By Lemma 4.13 we may assume that U is finite and such that 
Set F(X) = {f(x,u) : u E U ) .  
Then a simple computation gives 
and by Theorem 4.5 we complete the proof. m 
(4.38) Remark: In Theorem 4.36 we did not compute directly 
the derivative CF((,O), but we used a "subsystem" with 
"nice" properties. 
This can be illustrated by the following example suggested 
to us by St. Eojasiewicz J r . .  Consider the control system inlR 3 
Then F(x,y,z) = [-1,1] x [-l,:L] x [min(x,y), max(x,y)] 
6 The direct computation of CF(0,O) gives then {a ElR :al=a2=a6}. 
So Dom CF (0,O) # lR3 and Corollary 4.12 can not be applied. But 
if we proceed as in the proof of the last theorem and consider 
only controls as in (4.38) then we are obliged to fix w = wo. So 
our system becomes 
and it is easy to see that it is controllable. 
5. INTERIOR POINTS OF REACHABLE SETS 
Consider a set-valued map from [ O,T] x IR" into compact 
subsets of IR" and the differential inclusion 
x' E F(t,x) 
(5-1) 
x(0) = 5 
Let z be a solution of (5.1), i.e. for almost all t E [O,T] 
We are studying here the sufficient conditions for z(T) to be an 
interior point of the reachable set R(Tt5) of (5.1) at time T. 
Define 
Then 0 E G(t,O). It means that zero is an equilibrium of G(t,-) 
for all t E [ O,T] . It is clear that z (T) E Int R(Tt5) if and 
only if zero is an interior point of the reachable set at time T 
for the inclusion 
Our techniques can also be applied to this problem exactly 
in the same way. The only change is that we have to use the time 
dependent version of Filippov's results (for this, see Clarke 
1131 p.117), when F depends in a measurable way from the time 
variable t. Exactly in the same way as in Section 2 we prove 
(5.2) n -t Theorem: Assume that F : [ 0 ,TI x IP. + 3Rn has compact 
1 images and for some 8 > 0, k E L (O,T), F is 
measurable in t ; F(t,*) is Lipschitzean of constant 
k(t) on ~([O,T]) + BB. Then z(T) belongs to Int R(T,c) 
if the sublinearizeation 
is locally controllable around zero at time T. 
Remark: The above Theorem and results of Section 4 imply also the 
Pontriagin Maximum Principle: 
Let U be a compact topological space and f : [ O,T] x IEtn x U + IEtn 
be a continuous function. Consider the control system 
Let z be a solution of (5.4), u, being a corresponding 
control. 
Theorem: Under the above assumptions assume for some 
1 f3 > 0 , k E L (0,T) and all u E U: 
f (tt tu) is k (t) Lipschitzean on z (t) + BB 
af 
~ ( t ,  *,u) is continuous on z(t) + BB 
If z(T) belongs to the boundary of reachable set of 
(5.3) at time T then there exists a non-vanishing 
absolutely continuous function p : [ 0 ,TI -+ IEtn such 
that 
p' (t) = - E(t.2 (t) ,u*(t) )p(t) 
<p(t) ,f (t,z(t) , u,(t) ) >  = max <p(t) ,f (t,z(t) ,u)> 
u E U  
Proof: It is not restrictive to replace U by U(t) c U, where 
U(t) is a compact and for all t E (0,lI; u,v E ~ ( t ) ,  u + v 
Let F (t,x) = f (ttxtU (t) ) . Then we have 
By Theorem 5.2 we know that (5.3) is not locally controllable at 
time T. Thus zero belongs to the boundary of the reachable set 
at time T of the inclusion 
By duality, it implies the existence of a non-vanishing absolutely 
continuous function p satisfying 
SUP <p (t) ,v> - < 0 
Tco~(t,z(t)) 
This achieves the proof. 
APPENDIX 
Proof of Lemma 4.6: This lemma is a consequence of a 
result of Frankowska-Olech [17]. We recall first that 
The assumption that U is integrably bounded means that for some 
k E L~(o,T) 
Then for all measurable A C[O,T] JU is a convex compact set and 
IU = j cou (see for example 01ecR [ 231 ) . We denote by 
A A 
ext / U the set of all extremal points of 1 U. Then for all 
A A 
b E ext J U there exists exactly one ub (t) E U (t) , satisfying 
A 
T. 
In particular it implies tnat if b G  e x t (  * U  then for all measu- 
rable set A C ~ o , T ]  
(i) rub (t)dt E ext i U  
A A 
(ii) if for some a (t) E U(t) we have 
Ja(t)dt E ext JU 
A A 
then there exist u(t) E U(t) equal to a on 
the set A and such that 
i:u(t)dt E ext J:U 
(The above results can be easily deduced from Olech [23]). 
Without any loss of generality we may assume that ff I 0. Then 
for all measurable A C [ 0, TI we have 
T Let {Kc) be a finite family of convex compact subsets of ioU 
such that 
I T KT = JOU 
(4.8) ext K~ c ext /:u u {o) 
0 E ext KT 
L 
Taking (if needed) a subdivision of KT we may assume that for 
some c > 0 and all 'T there exists an outer normal n = n ( ~ )  to 1 
K at zero (i.e. sup {<z,n> : z E K ) < O)nnll=l such that for all 
'I 'T - 9 
sup {llzl : <z,n> - > <y,n>) 5 clllyll 
z E KT 
Set c = (2n-l)cl. We claim that c is the constant we are looking 
for. Fix a measurable A c [ 0 ,TI and define 
Since 
K~ 'c = cot01 u t~v(t)dt : ~:v(t)dt E ext K ~ \ ~ o } }  
A 
JcoU = co ext JU by (4.7) we have 
A A 
A JcoU = U KT 
A T 
Thus if a E JcoU there exists ro such that 
A 
Let V(t) C U(t) be a (unique) measurable set-valued function such 
that 
Then 0 E V(t) a.e. (Remember that 0 E ext KT ) 
0 
and JV = K A 
A To 
Thereby for some E(t) E V(t) we have 
Set 
G (t) if ~ E A  
a(t) = 
0 otherwise 
By a Lemma from Frankowska-Olech [17] 
jIli(t) lldt - < (2n-1) sup {Ilzll : <z,n> - > <a,n>} 
A z E KT 
0 
and thus using (4.7) we obtain 
which ends the proof. 
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