1. Preparatory {#s0005}
==============

Studiyng the notion of disease discovery and diffusion mathematically was done for the first time in [@b0010], [@b0230]. The discovery of diseases and epidemics using mathematical models have got a great attention of many researchers [@b0005], [@b0010], [@b0015], [@b0020], [@b0025], [@b0030], [@b0035], [@b0040], [@b0045], [@b0090], [@b0095], [@b0100], [@b0105], [@b0110], [@b0115], [@b0120], [@b0125], [@b0130], [@b0135], [@b0140], [@b0145], [@b0165], [@b0175], [@b0200], [@b0205], [@b0210], [@b0215], [@b0220], [@b0245], [@b0250], [@b0255], [@b0260], [@b0265].

Mathematical models are considered as a great tool in studying the sawing and controlling of diseases epidemic. Recognition the propagation manner of diseases infectious in society, zones, and nations is very helpful in reducing the propagation of these diseases [@b0090], [@b0095], [@b0100], [@b0105], [@b0110].

Several researchers have interested in applying the new notions of derivatives to solve some of the ordinary cases [@b0065]. In [@b0200], via Atangana--Baleanu fractional derivative, the the polluted lakes system's dynamics were investigated. Also, the fractal-fractional model was solved utilizing a novel proposed technique. In addition, they proved the existence and uniqueness of their results. In [@b0205], via Atangana--Baleanu fractional derivative, the authors investigated the dynamics of the competition between rural and commercial banks. The authors of [@b0210] described the mathematical modeling and dynamical behavior of a novel coronavirus (2019-nCoV) in utilizing the fractional derivatives. The authors in [@b0215] presented the dynamics of a fractional SIR model with a generalized incidence rate using two differential derivatives, which are the Caputo and the Atangana-Baleanu. the system of Indonesian rural and commercial banks, in the period 2004--2014, has been investigated and solved using Caputo-Fabrizio concept in [@b0220].

1.1. Basics and notations {#s0010}
-------------------------

In the current place, the fraction SIRC model is given and we display some important rules and mathematical notions of the fractional calculus concepts needed for the next improvement.Definition 1Caputo fractional derivative operator $D^{\eta}$ of order $\eta$ [@b0015], [@b0020], [@b0025], [@b0030], [@b0035], [@b0040], [@b0065], [@b0070], [@b0075], [@b0150], [@b0155], [@b0275], [@bib276], [@bib277] is defined as$$D^{\eta}f{(x)} = \frac{1}{\Gamma\left( {q - \eta} \right)}\int_{0}^{x}{\frac{f^{(q)}{(t)}}{\left( {x - t} \right)^{\eta - q + 1}}dt,\;\; x > 0,\quad\eta > 0},\,\,\,\,\, q - 1 < \eta \leqslant q,\,\,\,\, q \in N,$$where $\Gamma(.)$ is the Gamma function.

The Caputo fractional derivative operator is linear operator $D^{\eta}\left( {l_{1}g_{1}{(t)} + l_{2}g_{2}{(t)}} \right) = l_{1}D^{\eta}g_{1}{(t)} + l_{2}D^{\eta}g_{2}{(t)},$where $l_{1}$ and $l_{2}$are arbitrary constants.

Here is some illustrative examples of Caputo fractional derivative operator:

If *K* is constant function, then$D^{\eta}K = 0,$ $$D^{\eta}t^{n} = \left\{ \begin{matrix}
{0,\quad\quad\quad\quad\quad\quad\quad\quad\mspace{720mu}\;\; for\quad n \in N\quad and\quad n < \left\lceil \eta \right\rceil,} \\
{\frac{\Gamma(n + 1)}{\Gamma(n + 1 - \eta)}t^{n - \eta},\quad\quad for\quad n \in N\quad and\quad n \geqslant \left\lceil \eta \right\rceil,} \\
\end{matrix} \right)\quad$$where $\left\lceil \eta \right\rceil$ is the ceiling function to imply the shortest integer larger than or equal to $\eta$ and $N = \left\{ {0,\, 1,\, 2,\,...} \right\}.$ Notice that for $\eta \in R,$ the Caputo fractional differential operator completely agrees with the familiar differential operator of integer order.

For more details about the basic definitions and characteristics of fractional derivatives, see [@b0065], [@b0275].

1.2. Fractional SIRC model {#s0015}
--------------------------

Flu is transmitted by an infection that can be of three distinct sorts, to be specific A, B, and C [@b0225]. Among these, the epidemiologically infection A is the most significant one for people since it can recreate its properties with properties of strains living in creature populace, for example, feathered creatures, swine, ponies [@b0230], [@b0235]. Throughout the most recent two decades, various pandemic systems for foreseeing the propagation of flu among people populace have been suggested dependent on the old-style contaminated evacuated SIR system created by Kermack and McKendrick [@b0240]. In [@b0095], the authors have suggested the SIRC system by collecting an extra room C, that was called a cross-immune room, to the SIR system. This cross-immune room C represents an middle status among the well susceptible S and the well-isolated R room. The dynamical actions of this system have been analysezed numerically [@b0100], [@b0105]. The authors in [@b0090] used a Chebyshev spectral technique to present the fractional SIRC system. The authors in [@b0110] found the two equilibrium points and study the system dynamics.

Here, the fractional-order model of the SIRC [@b0090], [@b0105] is studied that has the following form:$$\begin{matrix}
{D^{\alpha}S\left( t \right) = \mu{(1 - S)} - \beta SI + \gamma C,} \\
{D^{\alpha}I\left( t \right) = \beta SI + \sigma\beta CI - {(\mu + \theta)}I,} \\
{D^{\alpha}R\left( t \right) = {(1 - \sigma)}\beta CI + \theta I - {(\mu + \delta)}R,} \\
{D^{\alpha}C\left( t \right) = \delta R - \beta CI - {(\mu + \gamma)}C,} \\
\end{matrix}$$with given initial condition:$$S\left( o \right) = S_{1},I\left( o \right) = I_{1},R\left( o \right) = R_{1},C\left( o \right) = C_{1},$$where $D^{\alpha}$ is derivative Caputo fractional $0 < \alpha \leqslant 1$ and following are the used symbols:The variablesThe concept$S\left( t \right)$proportions of susceptible$I\left( t \right)$infectious$R\left( t \right)$recovered,$C\left( t \right)$cross-immune,$N\left( t \right)$total population of constant size,$\theta$average of headway from infective to recovered per year,$\mu$mortality rate,$\gamma$average of headway from recovered to susceptible per year,$\beta$contact average per year$\delta$average of headway from recovered to cross-immune per year,$\sigma$the staffing average of cross-immune into the infective $0 \leqslant \sigma \leqslant 1$.The model (1) with initial conditions must be split up of each other and confirm the law $N\left( t \right) = S\left( t \right) + I\left( t \right) + R\left( t \right) + C\left( t \right)$ where N is the size of the overall population.

The paper is built in 7 sections. We discuss the fractional optimal control for SIRC modeling and we prove the existence of a uniformly stable solution after control in [Section 2](#s0020){ref-type="sec"}. In [Section 3](#s0030){ref-type="sec"}, a graph of signal flow is proposed for the model which helps in understanding the structure of the system from graph theory point of view. In [Section 4](#s0035){ref-type="sec"}, we give the numerical implementation to show the efficiency of using FMGLM. [Section 5](#s0040){ref-type="sec"}, we display a simulation of this model using FMGLM before and after control and construct its Simulink simulation scheme. [Section 6](#s0055){ref-type="sec"} represents the dynamics of the system versus certain parameters via bifurcation diagrams, Lyapunov exponents and Poincare maps. We give the conclusions, in [Section 7](#s0060){ref-type="sec"}.

2. Fractional optimal control (FOCP) for SIRC model {#s0020}
===================================================

Here, the fractional optimal control for SIRC system is to be discussed:$$\begin{matrix}
{D^{\alpha}S\left( t \right) = \mu{(1 - S)} - \beta SI + v_{2}C,} \\
{D^{\alpha}I\left( t \right) = \beta SI + \sigma\beta CI - {(\mu + v_{1})}I,} \\
{D^{\alpha}R\left( t \right) = {(1 - \sigma)}\beta CI + v_{1}I - {(\mu + \delta)}R,} \\
{D^{\alpha}C\left( t \right) = \delta R - \beta CI - {(\mu + v_{2})}C.} \\
\end{matrix}$$

According to Refs. [@b0130], [@b0135], [@b0140], [@b0145], taking into account the state model written in Eqs. [(2-1)](#e0025){ref-type="disp-formula"}, in $R^{4}$, functions of admissible control can be represented as:$$\Psi = \left\{ {\left( {v_{1}{(.)},\,\, v_{2}{(.)}} \right) \in \left( {L^{\infty} \times L^{\infty}} \right){|\, 0 \leqslant}v_{1}{(.)},\,\, v_{2}{(.)} \leqslant 1,\quad\forall t \in {\lbrack 0,\,\, T_{f}\rbrack} = {\lbrack 0,\, 1\rbrack}} \right\},$$where $T_{f}$is the final time, $v_{1}{(.)}$ is the average of headway from infective to recovered per year and $v_{2}{(.)}$ average of headway from recovered to susceptible per year. $v_{1}{(.)}$ and $v_{2}{(.)}$ are the control functions, The $L^{\infty}$ norm ${\parallel x \parallel}_{\infty} = \max\limits_{i}\left| x_{i} \right|$ is a function space. This definition of the $L^{\infty}$ norm is equivalent to taking the limit as $p\rightarrow\infty$ of the $L^{p}$norm.

The objective functional is defined as follows (quadratics are the control variables)$$J\left( {v_{1},\,\,\, v_{2}} \right) = \int_{0}^{T_{f}}\left\lbrack {A_{1}\, I{(t)} + A_{2}\, v_{1}^{2}{(t)} + A_{3}\, v_{2}^{2}{(t)}} \right\rbrack\, dt,$$where $A_{1},\,\, A_{2}$ and $A_{3}$ represent the measure of infectious, an average of headway from infective to recovered per year and an average of headway from recovered to susceptible per year respectively.

Find the optimal controls $v_{1}{(.)}\;\,\,\text{and}\,\; v_{2}{(.)}$ is the main task in FOCPs, in order to minimize the selected fitness function:$$J\left( {v_{1},\,\, v_{2}} \right) = \int_{0}^{T_{f}}{\phi\left\lbrack {S,\, I,\, R,C,v_{1},\,\, v_{2},\, t} \right\rbrack}dt,$$where $\phi\left\lbrack {S,\, I,\, R,C,v_{1},\,\, v_{2},\, t} \right\rbrack = \left\lbrack {A_{1}\, I{(t)} + A_{2}\, v_{1}^{2}{(t)} + A_{3}\, v_{2}^{2}{(t)}} \right\rbrack,$

subjected to the constraint$$D^{\alpha}S = \xi_{1},\quad D^{\alpha}I = \xi_{2},\;\quad D^{\alpha}R = \xi_{3},\;\quad D^{\alpha}C = \xi_{4},$$where $\xi_{i} = \xi\left( {S,\, I,\, R,C,v_{1},\,\, v_{2},\, t} \right),\quad\quad i = 1,2,3,4.$

The following initial conditions are satisfied:$$S{(0)} = S_{1},\quad I{(0)} = I_{1},\;\quad R{(0)} = R_{1},\;\quad C{(0)} = C_{1}.$$

To design the FOCP, taking into account the new fitness function as [@b0130], [@b0135], [@b0140], [@b0145]:$$\overset{\tau}{J} = \int_{0}^{T_{f}}\left\lbrack {H\left( {S,\, I,\, R,C,v_{1},\,\, v_{2},\, t} \right) - \sum\limits_{i = 1}^{4}{\lambda_{i}\xi_{i}\left( {S,\, I,\, R,C,v_{1},\,\, v_{2},\, t} \right)}} \right\rbrack dt,$$where $i = 1,2,3,4.$

The Hamiltonian for the objective (cost) functional [(2-6)](#e0055){ref-type="disp-formula"} and the control fractional order SIRC model [(2-1)](#e0025){ref-type="disp-formula"} is given as follows:$$H\left( {S,\, I,\, R,C,v_{1},\,\, v_{2},\, t} \right) = \phi\left( {S,\, I,\, R,C,v_{1},\,\, v_{2},\, t} \right) + \sum\limits_{i = 1}^{4}{\lambda_{i}\xi_{i}\left( {S,\, I,\, R,C,v_{1},\,\, v_{2},\, t} \right)},$$then$$\begin{matrix}
{H = A_{1}\, I + A_{2}\, v_{1}^{2} + A_{3}\, v_{2}^{2} + \lambda_{1}\left\lbrack {\mu - \mu S - \beta SI + v_{2}C} \right\rbrack + \lambda_{2}\left\lbrack {\beta SI + \sigma\beta CI - \left( {\mu + v_{1}} \right)I} \right\rbrack} \\
{\quad\quad + \lambda_{3}\left\lbrack {\left( {1 - \sigma} \right)\beta CI + v_{1}I - \left( {\mu + \delta} \right)R} \right\rbrack + \lambda_{4}\left\lbrack {\delta R - \beta CI - \left( {\mu + v_{2}} \right)C} \right\rbrack.} \\
\end{matrix}$$

From [(2-6)](#e0055){ref-type="disp-formula"}, [(2-8)](#e0065){ref-type="disp-formula"}, the necessary and sufficient conditions of FOPC can be derived (see [@b0130], [@b0135], [@b0140], [@b0145], [@b0180], [@b0185], [@b0190], [@b0195]) as follows:$$D^{\alpha}\lambda_{1} = \frac{\partial H}{\partial S},\quad D^{\alpha}\lambda_{2} = \frac{\partial H}{\partial I},\quad D^{\alpha}\lambda_{3} = \frac{\partial H}{\partial R},\quad D^{\alpha}\lambda_{4} = \frac{\partial H}{\partial C},$$ $$\frac{\partial H}{\partial v_{k}} = 0,\,\,\,\, k = 1,\,\,\, 2\Rightarrow\quad\frac{\partial H}{\partial v_{1}} = 0,\quad\frac{\partial H}{\partial v_{2}} = 0,$$ $$D^{\alpha}S = \frac{\partial H}{\partial\lambda_{1}},\quad D^{\alpha}I = \frac{\partial H}{\partial\lambda_{2}},\quad D^{\alpha}R = \frac{\partial H}{\partial\lambda_{3}},\quad D^{\alpha}C = \frac{\partial H}{\partial\lambda_{4}},$$additionally,$$\lambda_{i},\;{(T_{f})} = 0,$$where $\lambda_{i},\quad i = 1,2,3,4$ are the Lagrange multipliers. Eqs. [(2-9)](#e0070){ref-type="disp-formula"}, [(2-10)](#e0075){ref-type="disp-formula"} represent the necessary conditions in terms of the Hamiltonian of the FOPC.

The following theorem holds our result:Theorem 1If $v_{1}\,\;\text{and}\,\; v_{2}$ are optimal controls with corresponding state $S^{\ast},\; I^{\ast},\; R^{\ast}\;\text{and}\;\, C^{\ast}$ then there exist adjoint variables $\lambda_{i}^{\ast},\quad i = 1,2,3,4$ satisfies the following:(i)Co-state equations (adjoint equations)Applying the conditions in the text theorem and applying Eq. (2.9) see, [@b0130], [@b0135], [@b0140], [@b0145], we get the following four equations that can be written as follows:-$$D^{\alpha}\lambda_{1}^{\ast} = \lambda_{1}^{\ast}\left\lbrack {- \mu - \beta I^{\ast}} \right\rbrack + \lambda_{2}^{\ast}\left\lbrack {\beta I^{\ast}} \right\rbrack,$$ $$\begin{matrix}
{D^{\alpha}\lambda_{2}^{\ast} = A_{1} + \lambda_{1}^{\ast}\left\lbrack {- \beta S^{\ast}} \right\rbrack + \lambda_{2}^{\ast}\left\lbrack {\beta S^{\ast} + \sigma\beta C^{\ast} - \left( {\mu + v_{1}} \right)} \right\rbrack} \\
{\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\, + \lambda_{3}^{\ast}\left\lbrack {\left( {1 - \sigma} \right)\beta C^{\ast} + v_{1}} \right\rbrack + \lambda_{4}^{\ast}\left( {- \beta C^{\ast}} \right),} \\
\end{matrix}$$ $$D^{\alpha}\lambda_{3}^{\ast} = \lambda_{3}^{\ast}\left\lbrack {- \mu - \delta} \right\rbrack + \lambda_{4}^{\ast}\left\lbrack \delta \right\rbrack,$$ $$D^{\alpha}\lambda_{4}^{\ast} = \lambda_{1}^{\ast}\left\lbrack v_{2} \right\rbrack + \lambda_{2}^{\ast}\left\lbrack {\sigma\beta I^{\ast}} \right\rbrack + \lambda_{3}^{\ast}\left\lbrack {\left( {1 - \sigma} \right)\beta I^{\ast}} \right\rbrack + \lambda_{4}^{\ast}\left\lbrack {- \beta I^{\ast} - \left( {\mu + v_{2}} \right)} \right\rbrack.$$ (ii)Transversality conditions: $$\lambda_{i}^{\ast}{(T_{f})} = 0,\quad i = 1,2,3,4.$$ (iii)Optimality conditions $$H\left( {S^{\ast},\, I^{\ast},\, R^{\ast},C^{\ast},v_{1}^{\ast},\,\, v_{2}^{\ast},\,\lambda_{i}} \right) = \min\limits_{0 \leqslant v_{1}^{\ast},\,\, v_{2}^{\ast} \leqslant 1}H^{\ast}\left( {S^{\ast},\, I^{\ast},\, R^{\ast},C^{\ast},v_{1}^{\ast},\,\, v_{2}^{\ast},\,\lambda_{i}} \right),$$moreover, by applying Eq. (2.10), the control functions $v_{1}^{\ast},\,\, v_{2}^{\ast}$ are given as follows:$$\frac{\partial H}{\partial v_{1}} = 0\Rightarrow v_{1} = \frac{I^{\ast}\left\lbrack {\lambda_{2}^{\ast} - \lambda_{3}^{\ast}} \right\rbrack}{2A_{2}},$$ $$\frac{\partial H}{\partial v_{2}} = 0\Rightarrow v_{2} = \frac{C^{\ast}\left\lbrack {\lambda_{4}^{\ast} - \lambda_{1}^{\ast}} \right\rbrack}{2A_{2}},$$ $$v_{1}^{\ast} = \min\left\{ {1,\quad\max\left\{ {0,\,\,\frac{I^{\ast}\left\lbrack {\lambda_{2}^{\ast} - \lambda_{3}^{\ast}} \right\rbrack}{2A_{2}}} \right\}} \right\},$$ $$v_{2}^{\ast} = \min\left\{ {1,\quad\max\left\{ {0,\,\,\,\frac{C^{\ast}\left\lbrack {\lambda_{4}^{\ast} - \lambda_{1}^{\ast}} \right\rbrack}{2A_{2}}} \right\}} \right\}.$$ ProofThe co-state system Eqs. [(2-13)](#e0090){ref-type="disp-formula"}, [(2-14)](#e0095){ref-type="disp-formula"}, [(2-15)](#e0100){ref-type="disp-formula"}, [(2-16)](#e0105){ref-type="disp-formula"} are found from Eq. [(2-11)](#e0080){ref-type="disp-formula"} where the Hamiltonian $H^{\ast}$ is given by$$H^{\ast} = A_{1}\, I^{\ast} + A_{2}\, v_{1}^{\ast 2} + A_{3}\, v_{2}^{\ast 2} + \lambda_{1}^{\ast}D^{\alpha}S^{\ast} + \lambda_{2}^{\ast}D^{\alpha}I^{\ast} + \lambda_{3}^{\ast}D^{\alpha}R^{\ast} + \lambda_{4}^{\ast}D^{\alpha}C^{\ast}.$$Further, the condition in Eq. [(2-12)](#e0085){ref-type="disp-formula"} also satisfied, and the optimal control written in Eqs. [(2-21)](#e0130){ref-type="disp-formula"}, [(2-22)](#e0135){ref-type="disp-formula"} can be derived from Eq. [(2-10)](#e0075){ref-type="disp-formula"}.Putting $v_{i}^{\ast},\,\, i = 1,\,\, 2$ in [(2-1)](#e0025){ref-type="disp-formula"}, the following state system can be found as:$$\begin{matrix}
{D^{\alpha}S^{\ast}\left( t \right) = \mu{(1 - S^{\ast})} - \beta S^{\ast}I^{\ast} + v_{2}^{\ast}C^{\ast},} \\
{D^{\alpha}I^{\ast}\left( t \right) = \beta S^{\ast}I^{\ast} + \sigma\beta C^{\ast}I^{\ast} - {(\mu + v_{1}^{\ast})}I^{\ast},} \\
{D^{\alpha}R^{\ast}\left( t \right) = {(1 - \sigma)}\beta C^{\ast}I^{\ast} + v_{1}^{\ast}I - {(\mu + \delta)}R^{\ast},} \\
{D^{\alpha}C^{\ast}\left( t \right) = \delta R^{\ast} - \beta C^{\ast}I^{\ast} - {(\mu + v_{2}^{\ast})}C^{\ast}.} \\
\end{matrix}$$For more details about fractional optimal control see the Ref. [@b0130], [@b0135], [@b0140], [@b0145], [@b0180], [@b0185], [@b0190], [@b0195], [@b0245], [@b0250], [@b0255], [@b0270], [@bib276], [@bib278].

2.1. Existence of uniformly stable solution after control: {#s0025}
----------------------------------------------------------

The existence of the control system [(2-13)](#e0090){ref-type="disp-formula"}, [(2-14)](#e0095){ref-type="disp-formula"}, [(2-15)](#e0100){ref-type="disp-formula"}, [(2-16)](#e0105){ref-type="disp-formula"} is to be proved here, the same can be found in [@b0025], [@b0035], [@b0260] as follows:

Let$$f_{1}\left( {\lambda_{1}^{\ast},\lambda_{2}^{\ast},\lambda_{3}^{\ast},\lambda_{4}^{\ast}} \right) = \lambda_{1}^{\ast}\left\lbrack {- \mu - \beta I^{\ast}} \right\rbrack + \lambda_{2}^{\ast}\left\lbrack {\beta I^{\ast}} \right\rbrack,$$ $$\begin{matrix}
{f_{2}\left( {\lambda_{1}^{\ast},\lambda_{2}^{\ast},\lambda_{3}^{\ast},\lambda_{4}^{\ast}} \right) = A_{1} + \lambda_{1}^{\ast}\left\lbrack {- \beta S^{\ast}} \right\rbrack + \lambda_{2}^{\ast}\left\lbrack {\beta S^{\ast} + \sigma\beta C^{\ast} - \left( {\mu + v_{1}} \right)} \right\rbrack\,} \\
{\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\, + \lambda_{3}^{\ast}\left\lbrack {\left( {1 - \sigma} \right)\beta C^{\ast} + v_{1}} \right\rbrack + \lambda_{4}^{\ast}\left( {- \beta C^{\ast}} \right),} \\
\end{matrix}$$ $$f_{3}\left( {\lambda_{1}^{\ast},\lambda_{2}^{\ast},\lambda_{3}^{\ast},\lambda_{4}^{\ast}} \right) = \lambda_{3}^{\ast}\left\lbrack {- \mu - \delta} \right\rbrack + \lambda_{4}^{\ast}\left\lbrack \delta \right\rbrack,$$ $$f_{4}\left( {\lambda_{1}^{\ast},\lambda_{2}^{\ast},\lambda_{3}^{\ast},\lambda_{4}^{\ast}} \right) = \lambda_{1}^{\ast}\left\lbrack v_{2} \right\rbrack + \lambda_{2}^{\ast}\left\lbrack {\sigma\beta I^{\ast}} \right\rbrack + \lambda_{3}^{\ast}\left\lbrack {\left( {1 - \sigma} \right)\beta I^{\ast}} \right\rbrack + \lambda_{4}^{\ast}\left\lbrack {- \beta I^{\ast} - \left( {\mu + v_{2}} \right)} \right\rbrack.$$

Let $\Omega = \left\{ {\lambda_{r}^{\ast} \in R:\left| \lambda_{r}^{\ast} \right|{\leqslant a,\,\,\, r = 1,\, 2,\, 3,\, 4,\,\,\, t \in \lbrack 0,\; T}} \right\}$.

We have, at $\Omega$:

$\frac{\partial f_{1}}{\partial\lambda_{1}^{\ast}} = - \mu - \beta I^{\ast},\;\;\,\,\,\,\,\frac{\partial f_{1}}{\partial\lambda_{2}^{\ast}} = \beta I^{\ast},\;\;\,\,\,\,\,\frac{\partial f_{1}}{\partial\lambda_{3}^{\ast}} = 0,\;\;\,\,\,\,\,\frac{\partial f_{1}}{\partial\lambda_{4}^{\ast}} = 0,$

$\begin{matrix}
{\frac{\partial f_{2}}{\partial\lambda_{1}^{\ast}} = - \beta S^{\ast},\;\;\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\frac{\partial f_{2}}{\partial\lambda_{2}^{\ast}} = \beta S^{\ast} + \sigma\beta C^{\ast} - \left( {\mu + v_{1}} \right),\;} \\
{\frac{\partial f_{2}}{\partial\lambda_{3}^{\ast}} = \left( {1 - \sigma} \right)\beta C^{\ast} + v_{1},\;\;\,\,\,\,\,\,\,\,\,\frac{\partial f_{2}}{\partial\lambda_{4}^{\ast}} = - \beta C^{\ast},} \\
\end{matrix}$

$\frac{\partial f_{3}}{\partial\lambda_{1}^{\ast}} = 0,\;\;\,\,\,\,\,\frac{\partial f_{3}}{\partial\lambda_{2}^{\ast}} = 0,\;\;\,\,\,\,\,\frac{\partial f_{3}}{\partial\lambda_{3}^{\ast}} = - \mu - \delta,\;\;\,\,\,\,\,\frac{\partial f_{3}}{\partial\lambda_{4}^{\ast}} = \delta,$ $$\frac{\partial f_{4}}{\partial\lambda_{1}^{\ast}} = v_{2},\;\;\,\,\,\,\,\,\,\frac{\partial f_{4}}{\partial\lambda_{2}^{\ast}} = \sigma\beta I^{\ast},\;\;\,\,\,\,\,\,\,\frac{\partial f_{4}}{\partial\lambda_{3}^{\ast}} = \left( {1 - \sigma} \right)\beta I^{\ast},\;\;\,\,\,\,\,\,\frac{\partial f_{4}}{\partial\lambda_{4}^{\ast}} = - \beta I^{\ast} - \left( {\mu + v_{2}} \right),$$ $$\left| \frac{\partial f_{1}}{\partial\lambda_{1}^{\ast}} \right| \leqslant k_{11},\;\left| {\;\frac{\partial f_{1}}{\partial\lambda_{2}^{\ast}}} \right| \leqslant k_{12},\;\left| \frac{\partial f_{1}}{\partial\lambda_{3}^{\ast}} \right| \leqslant k_{1}\Rightarrow f_{1} = k_{13},\quad\left| \frac{\partial f_{1}}{\partial\lambda_{4}^{\ast}} \right| \leqslant k_{1}\Rightarrow f_{1} = k_{13},$$ $$\left| \frac{\partial f_{2}}{\partial\lambda_{1}^{\ast}} \right| \leqslant k_{21},\;\left| {\;\frac{\partial f_{2}}{\partial\lambda_{2}^{\ast}}} \right| \leqslant k_{22},\;\left| \frac{\partial f_{2}}{\partial\lambda_{3}^{\ast}} \right| \leqslant k_{23},\quad\,\,\,\,\,\,\,\left| \frac{\partial f_{2}}{\partial\lambda_{4}^{\ast}} \right| \leqslant k_{24},$$ $$\left| \frac{\partial f_{3}}{\partial\lambda_{1}^{\ast}} \right| \leqslant k_{2}\Rightarrow f_{3} = k_{31},\left| {\;\frac{\partial f_{3}}{\partial\lambda_{2}^{\ast}}} \right| \leqslant k_{2}\Rightarrow f_{3} = k_{31},\;\left| \frac{\partial f_{3}}{\partial\lambda_{3}^{\ast}} \right| \leqslant k_{33},\quad\,\,\left| \frac{\partial f_{3}}{\partial\lambda_{4}^{\ast}} \right| \leqslant k_{34},$$ $$\left| \frac{\partial f_{4}}{\partial\lambda_{1}^{\ast}} \right| \leqslant k_{41},\;\left| {\;\frac{\partial f_{4}}{\partial\lambda_{2}^{\ast}}} \right| \leqslant k_{42},\;\left| \frac{\partial f_{4}}{\partial\lambda_{3}^{\ast}} \right| \leqslant k_{43},\quad\,\,\,\,\,\,\,\left| \frac{\partial f_{4}}{\partial\lambda_{4}^{\ast}} \right| \leqslant k_{44},$$where: $k_{1},\, k_{11},\, k_{12},\, k_{13},\, k_{21},$ $k_{22},\, k_{23},\, k_{24},\, k_{2},$ $k_{31},\, k_{33},\, k_{34},\, k_{41},\, k_{42},\, k_{43}$ and $k_{44}$ are positive constants. This implies that each of the four functions $\; f_{1},\; f_{2},\; f_{3}$ and $f_{4}\;$agree with the Lipschitz condition. With respect to the four arguments, then each of the four functions are absolutely continuous. For more details about the existence and uniqueness, see for instance [@b0025], [@b0035], [@b0260].

3. Graph of signal flow {#s0030}
=======================

The signal flow between the system\'s states is proposed as shown in [Fig. 1](#f0005){ref-type="fig"} , the signal flow graph is indicated by $\overset{\rightarrow}{G}$ which characterized by a couple of two sets: the vertices set $v(\overset{\rightarrow}{G})$ and the edges set $E(\overset{\rightarrow}{G})$, in which every vertex corresponds to a state variable and named by its symbol in [(1-1)](#e0015){ref-type="disp-formula"}. So, The cardinality of vertices set is $\left| {v(\overset{\rightarrow}{G})} \right| = 6$. In $\overset{\rightarrow}{G}$, ${(x_{1},\, x_{2})} \in E{(\overset{\rightarrow}{G})}$ if the state corresponding to vertex $x_{1}$ affects directly the state corresponding to vertex $x_{2}$ in model (1--1). The graph of signal flow $\overset{\rightarrow}{G}$ can be represented by its adjacency matrix of $A{(\overset{\rightarrow}{G})}{(i,\, j)} = \left\{ \begin{matrix}
{1\,\,\,\,\text{if}\,\,{(x_{i},\, x_{j})} \in E{(\overset{\rightarrow}{G})},} \\
{0\,\,\,\,\text{otherwise}.\,} \\
\end{matrix} \right)$.Fig. 1The proposed SIRC model's graph of signal flow.

Then$$A{(\overset{\rightarrow}{G})} = \begin{bmatrix}
1 & 1 & 0 & 0 & 0 & 0 & 1 \\
1 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}.$$

The eigen values of $A(\overset{\rightarrow}{G})$ are calculated as:

−1.4056, 2.6347, −0.6670, 1.6466 + 0.3440*i*, 1.6466--0.3440*i*, 0.5724 + 0.3187*i*, 0.5724--0.3187*i* and the corresponding eigen vectors are:$$v_{1} = \begin{bmatrix}
\text{0.2787} \\
{\mspace{6mu}\text{-\ 0.5546}} \\
\text{0.5008} \\
{\mspace{6mu}\text{-\ 0.5344}} \\
\text{0.2503} \\
\text{0.0482} \\
{\mspace{6mu}\text{-\ 0.1159}} \\
\end{bmatrix},v_{2} = \begin{bmatrix}
{\mspace{6mu}\text{-\ 0.3448}} \\
{\mspace{6mu}\text{-\ 0.3527}} \\
{\mspace{6mu}\text{-\ 0.5845}} \\
{\mspace{6mu}\text{-\ 0.3918}} \\
{\mspace{6mu}\text{-\ 0.4477}} \\
{\mspace{6mu}\text{-\ 0.1291}} \\
{\mspace{6mu}\text{-\ 0.2110}} \\
\end{bmatrix},v_{3} = \begin{bmatrix}
{\mspace{6mu}\text{-\ 0.3404}} \\
{\mspace{6mu}\text{0.3632}} \\
{\mspace{6mu}\text{0.0981}} \\
{\mspace{6mu}\text{-\ 0.7309}} \\
{\mspace{6mu}\text{0.3894}} \\
{\mspace{6mu}\text{-\ 0.1225}} \\
{\mspace{6mu}\text{0.2042}} \\
\end{bmatrix},v_{4} = \begin{bmatrix}
{\mspace{6mu}\text{-\ 0.1043\ +\ 0.1414i}} \\
{\mspace{6mu}\text{-\ 0.0810\ -\ 0.1818i}} \\
{\mspace{6mu}\text{0.0334\ -\ 0.4686i}} \\
{\mspace{6mu}\text{0.2989\ -\ 0.3470i}} \\
{\mspace{6mu}\text{0.5781\ +\ 0.0000i}} \\
{\mspace{6mu}\text{0.1100\ +\ 0.3086i}} \\
{\mspace{6mu}\text{-\ 0.0351\ +\ 0.2373i}} \\
\end{bmatrix},$$ $$v_{5} = \begin{bmatrix}
{\mspace{6mu}\text{-\ 0.1043\ -\ 0.1414i}} \\
{\mspace{6mu}\text{-\ 0.0810\ +\ 0.1818i}} \\
{\mspace{6mu}\text{0.0334\ +\ 0.4686i}} \\
{\mspace{6mu}\text{0.2989\ +\ 0.3470i}} \\
{\mspace{6mu}\text{0.5781\ +\ 0.0000i}} \\
{\mspace{6mu}\text{0.1100\ -\ 0.3086i}} \\
{\mspace{6mu}\text{-\ 0.0351\ -\ 0.2373i}} \\
\end{bmatrix},v_{6} = \begin{bmatrix}
{\mspace{6mu}\text{0.0537\ -\ 0.1801i}} \\
{\mspace{6mu}\text{0.3170\ -\ 0.1165i}} \\
{\mspace{6mu}\text{0.1649\ +\ 0.2145i}} \\
{\mspace{6mu}\text{-\ 0.1733\ -\ 0.1333i}} \\
{\mspace{6mu}\text{-\ 0.2216\ -\ 0.3460i}} \\
{\mspace{6mu}\text{0.6608\ +\ 0.0000i}} \\
{\mspace{6mu}\text{-\ 0.2826\ +\ 0.2106i}} \\
\end{bmatrix},v_{7} = \begin{bmatrix}
{\mspace{6mu}\text{0.0537\ +\ 0.1801i}} \\
{\mspace{6mu}\text{0.3170\ +\ 0.1165i}} \\
{\mspace{6mu}\text{0.1649\ -\ 0.2145i}} \\
{\mspace{6mu}\text{-\ 0.1733\ +\ 0.1333i}} \\
{\mspace{6mu}\text{-\ 0.2216\ +\ 0.3460i}} \\
{\mspace{6mu}\text{0.6608\ +\ 0.0000i}} \\
{\mspace{6mu}\text{-\ 0.2826\ -\ 0.2106i}} \\
\end{bmatrix}$$which helps in understanding the structure of the system [(1-1)](#e0015){ref-type="disp-formula"} from graph theory point of view. For more about the graph of signal flow, see for instance [@b0080], [@b0085], [@b0160], [@b0165], [@b0170], [@b0175].

4. Numerical application using FMGLM {#s0035}
====================================

Here in this section, we resolve and study the model [(1-1)](#e0015){ref-type="disp-formula"} using the FMGLM [@b0045], [@b0050], [@b0055], [@b0060], [@b0165],$$\text{Let}\,\,\begin{matrix}
{S = \sum\limits_{n = 0}^{\infty}a^{n}\frac{t^{n\alpha}}{\Gamma(n\alpha + 1)},\quad\,\,\,\,\,\,\,\,\,\,\,\,\,\,\,\, I = \sum\limits_{n = 0}^{\infty}c^{n}\frac{t^{n\alpha}}{\Gamma(n\alpha + 1)},} \\
{R = \sum\limits_{n = 0}^{\infty}e^{n}\frac{t^{n\alpha}}{\Gamma(n\alpha + 1)},\,\,\,\,\,\,\,\,\,\,\,\,\,\,\, C = \sum\limits_{n = 0}^{\infty}f^{n}\frac{t^{n\alpha}}{\Gamma(r\alpha + 1)}.} \\
\end{matrix}$$

We have, Caputo fractional derivative$$\begin{matrix}
{D^{\alpha}S{(t)} = \sum\limits_{n = 0}^{\infty}a^{n + 1}\frac{t^{n\alpha}}{\Gamma(n\alpha + 1)},\quad D^{\alpha}I{(t)} = \sum\limits_{n = 0}^{\infty}b^{n + 1}\frac{t^{n\alpha}}{\Gamma(n\alpha + 1)},} \\
{D^{\alpha}R{(t)} = \sum\limits_{n = 0}^{\infty}e^{n + 1}\frac{t^{n\alpha}}{\Gamma(n\alpha + 1)},\quad D^{\alpha}C{(t)} = \sum\limits_{n = 0}^{\infty}f^{n + 1}\frac{t^{n\alpha}}{\Gamma(n\alpha + 1)}} \\
\end{matrix}$$

Using Eqs. [(4-1)](#e0210){ref-type="disp-formula"}, [(4-2)](#e0215){ref-type="disp-formula"} in the model [(1-1)](#e0015){ref-type="disp-formula"}, as follows:$$\begin{matrix}
{\sum\limits_{n = 0}^{\infty}{a^{n + 1}\frac{t^{n\alpha}}{\Gamma(n\alpha + 1)} = \mu - \mu\left( {\sum\limits_{n = 0}^{\infty}{a^{n}\frac{t^{n\alpha}}{\Gamma(n\alpha + 1)}}} \right)} - \beta\left( {\sum\limits_{n = 0}^{\infty}{f^{n}t^{n\alpha}}} \right) + \gamma\left( {\sum\limits_{n = 0}^{\infty}{b^{n}\frac{t^{n\alpha}}{\Gamma(n\alpha + 1)}}} \right),} \\
{\sum\limits_{n = 0}^{\infty}{b^{n + 1}\frac{t^{n\alpha}}{\Gamma(n\alpha + 1)}} = \beta\left( {\sum\limits_{n = 0}^{\infty}{f^{n}t^{n\alpha}}} \right) + \delta\beta\left( {\sum\limits_{n = 0}^{\infty}{f_{1}^{n}t^{n\alpha}}} \right) - \left( {\mu + \theta} \right)\left( {\sum\limits_{n = 0}^{\infty}{b^{n}\frac{t^{n\alpha}}{\Gamma(n\alpha + 1)}}} \right),} \\
{\sum\limits_{n = 0}^{\infty}{d^{n + 1}\frac{t^{n\alpha}}{\Gamma(n\alpha + 1)}} = {(1 - \sigma)}\beta\left( {\sum\limits_{n = 0}^{\infty}{f_{1}^{n}t^{n\alpha}}} \right) + \theta\left( {\sum\limits_{n = 0}^{\infty}{b^{n}\frac{t^{n\alpha}}{\Gamma(n\alpha + 1)}}} \right) - {(\mu + \delta)}\left( {\sum\limits_{n = 0}^{\infty}{d^{n}\frac{t^{n\alpha}}{\Gamma(n\alpha + 1)}}} \right),} \\
{\sum\limits_{n = 0}^{\infty}{e^{n + 1}\frac{t^{n\alpha}}{\Gamma(n\alpha + 1)}} = \delta\left( {\sum\limits_{n = 0}^{\infty}{d^{n}\frac{t^{n\alpha}}{\Gamma(n\alpha + 1)}}} \right) - \beta\left( {\sum\limits_{n = 0}^{\infty}{f_{1}^{n}t^{n\alpha}}} \right) - {(\mu + \gamma)}\left( {\sum\limits_{n = 0}^{\infty}{e^{n}\frac{t^{n\alpha}}{\Gamma(n\alpha + 1)}}} \right).} \\
\end{matrix}$$where $f^{n} = \sum_{k = 0}^{n}{\frac{a^{k}b^{n - k}}{\Gamma(k\alpha + 1)\Gamma((n - k)\alpha + 1)},\quad\quad f_{1}^{n} = \sum_{k = 0}^{n}\frac{b^{k}e^{n - k}}{\Gamma(k\alpha + 1)\Gamma((n - k)\alpha + 1)}}$.

After compilation$$\begin{matrix}
{\sum\limits_{n = 0}^{\infty}{\left\{ {\frac{a^{n + 1}}{\Gamma(n\alpha + 1)} + \frac{\mu\, a^{n}}{\Gamma(n\alpha + 1)} + \beta\, f^{n} - \frac{\gamma\, b^{n}}{\Gamma(n\alpha + 1)}} \right\} t^{n\alpha} =}\mu,} \\
{\sum\limits_{n = 0}^{\infty}\left\{ {\frac{b^{n + 1}}{\Gamma(n\alpha + 1)} - \beta\, f^{n} - \sigma\beta\, f_{1}^{n} + \frac{\left( {\mu + \theta} \right)\, b^{n}}{\Gamma(n\alpha + 1)}} \right\} t^{n\alpha} = 0,} \\
{\sum\limits_{n = 0}^{\infty}\left\{ {\frac{d^{n + 1}}{\Gamma(n\alpha + 1)} - {(1 - \sigma)}\beta\, f_{1}^{n} - \frac{\theta\, b^{n}}{\Gamma(n\alpha + 1)} + \frac{\left( {\mu + \delta} \right)\, d^{n}}{\Gamma(n\alpha + 1)}} \right\} t^{n\alpha} = 0,} \\
{\sum\limits_{n = 0}^{\infty}\left\{ {\frac{e^{n + 1}}{\Gamma(n\alpha + 1)} - \frac{\delta\, d^{n}}{\Gamma(n\alpha + 1)} + \beta\, f_{1}^{n} + \frac{\left( {\mu + \gamma} \right)e^{n}}{\Gamma(n\alpha + 1)}} \right\} t^{n\alpha} = 0.} \\
\end{matrix}$$

At $n = 0$ in Eq. [(4-3)](#e0225){ref-type="disp-formula"}, we find**:** $$\begin{matrix}
{a^{1} = \mu - \mu\, a^{0} - \beta\, f^{0} + \gamma\, b^{0},} \\
{b^{1} = \beta\, f^{0} - \sigma\,\beta\, f_{1}^{0} - \left( {\mu + \theta} \right)\, b^{0},} \\
{d^{1} = {(1 - \sigma)}\beta\, f_{1}^{0} + \theta\, b^{0} - \left( {\mu + \delta} \right)\, d^{0},} \\
{e^{1} = \delta\, d^{0} - \beta\, f_{1}^{0} - {(\mu + \gamma)}\, e^{0}.} \\
\end{matrix}$$

Then system [(4-4)](#e0230){ref-type="disp-formula"} become$$\begin{matrix}
{\sum\limits_{n = 1}^{\infty}{\left\{ {\frac{a^{n + 1}}{\Gamma(n\alpha + 1)} + \frac{\mu\, a^{n}}{\Gamma(n\alpha + 1)} + \beta\, f^{n} - \frac{\gamma\, b^{n}}{\Gamma(n\alpha + 1)}} \right\} t^{n\alpha} =}0,} \\
{\sum\limits_{n = 1}^{\infty}\left\{ {\frac{b^{n + 1}}{\Gamma(n\alpha + 1)} - \beta\, f^{n} - \sigma\beta\, f_{1}^{n} + \frac{\left( {\mu + \theta} \right)\, b^{n}}{\Gamma(n\alpha + 1)}} \right\} t^{n\alpha} = 0,} \\
{\sum\limits_{n = 1}^{\infty}\left\{ {\frac{d^{n + 1}}{\Gamma(n\alpha + 1)} - {(1 - \sigma)}\beta\, f_{1}^{n} - \frac{\theta\, b^{n}}{\Gamma(n\alpha + 1)} + \frac{\left( {\mu + \delta} \right)\, d^{n}}{\Gamma(n\alpha + 1)}} \right\} t^{n\alpha} = 0,} \\
{\sum\limits_{n = 1}^{\infty}\left\{ {\frac{e^{n + 1}}{\Gamma(n\alpha + 1)} - \frac{\delta\, d^{n}}{\Gamma(n\alpha + 1)} + \beta\, f_{1}^{n} + \frac{\left( {\mu + \gamma} \right)e^{n}}{\Gamma(n\alpha + 1)}} \right\} t^{n\alpha} = 0.} \\
\end{matrix}$$

In Eq. [(4-5)](#e0235){ref-type="disp-formula"}, $t^{n\alpha}$ is not to equal zero so the coefficient that equal zero and we get the recurrence relationship from which we calculate the constants $a^{n},\; c^{n},\; e^{n},\; f^{n},\; g^{n},$ $n = 1,2,3,...,\infty$.$$\begin{matrix}
{a^{n + 1} = - \mu\, a^{n} - \beta\, f^{n}\,\Gamma\left( {n\alpha + 1} \right) + \gamma\, b^{n},} \\
{b^{n + 1} = \beta\, f^{n}\,\Gamma\left( {n\alpha + 1} \right) + \sigma\,\beta\, f_{1}^{n}\,\Gamma\left( {n\alpha + 1} \right) - \left( {\mu + \theta} \right)\, b^{n},} \\
{d^{n + 1} = {(1 - \sigma)}\beta\, f_{1}^{n}\,\Gamma\left( {n\alpha + 1} \right) + \theta\, b^{n} - \left( {\mu + \delta} \right)\, d^{n},} \\
{e^{n + 1} = \delta\, d^{n} - \beta\, f_{1}^{n}\,\Gamma\left( {n\alpha + 1} \right) - {(\mu + \gamma)}\, e^{n}.} \\
\end{matrix}$$

At n = 1$$\begin{matrix}
{a^{2} = \mu\, a^{1} - \beta\, f^{1}\,\Gamma\left( {\alpha + 1} \right) + \gamma\, b^{1},} \\
{b^{2} = \beta\, f^{1}\,\Gamma\left( {\alpha + 1} \right) - \beta_{2}r_{1}^{1}\Gamma\left( {\alpha + 1} \right) - \left( {\mu + \theta} \right)b^{1},} \\
{d^{2} = {(1 - \sigma)}\beta\, f_{1}^{1}\,\Gamma\left( {\alpha + 1} \right) + \theta\, b^{1} - {(\mu + \delta)}\, d^{1},} \\
{e^{2} = \delta\, d^{1} - \beta\, f_{1}^{1}\,\Gamma\left( {\alpha + 1} \right) - {(\mu + \gamma)}\, e^{1}.} \\
\end{matrix}$$

At the same way, we find $a^{3},b^{3},d^{3}\,\,\text{and}\,\, e^{3}$...

Setting [(4-6)](#e0240){ref-type="disp-formula"}, [(4-7)](#e0245){ref-type="disp-formula"} in [(4-2)](#e0215){ref-type="disp-formula"}, we have the settling in the infinite series:$$\begin{matrix}
{S{(t)} = a^{0} + \frac{a^{1}t^{\alpha}}{\Gamma(\alpha + 1)} + \frac{a^{2}t^{2\alpha}}{\Gamma(2\alpha + 1)} + \frac{a^{3}t^{3\alpha}}{\Gamma(3\alpha + 1)} + \cdots,} \\
{I{(t)} = b^{0} + \frac{b^{1}t^{\alpha}}{\Gamma(\alpha + 1)} + \frac{b^{2}t^{2\alpha}}{\Gamma(2\alpha + 1)} + \frac{b^{3}t^{3\alpha}}{\Gamma(3\alpha + 1)} + \cdots,} \\
{R{(t)} = d^{0} + \frac{d^{1}t^{\alpha}}{\Gamma(\alpha + 1)} + \frac{d^{2}t^{2\alpha}}{\Gamma(2\alpha + 1)} + \frac{d^{3}t^{3\alpha}}{\Gamma(3\alpha + 1)} + \cdots,} \\
{C{(t)} = e^{0} + \frac{e^{1}t^{\alpha}}{\Gamma(\alpha + 1)} + \frac{e^{2}t^{2\alpha}}{\Gamma(2\alpha + 1)} + \frac{e^{3}t^{3\alpha}}{\Gamma(3\alpha + 1)} + \cdots.\quad} \\
\end{matrix}$$

5. System simulation of fractional-order SIRC model {#s0040}
===================================================

5.1. Simulation before control {#s0045}
------------------------------

Here, in [Fig. 2](#f0010){ref-type="fig"} , the fractional SIRC model's solution is shown before control at fraction derivative order, $\alpha = 1,$ $S(0) = 0.8,$ $I(0) = 0.1,$ $R(0) = 0.05,$ and $C(0) = 0.05.$ [Fig. 3](#f0015){ref-type="fig"}, [Fig. 4](#f0020){ref-type="fig"}, [Fig. 5](#f0025){ref-type="fig"}, [Fig. 6](#f0030){ref-type="fig"} , show the dynamics of S(t), I(t), R(t) and C(t) of the approximate solution of fractional order SIRC model before control with different$\alpha$. In [Fig. 7](#f0035){ref-type="fig"} , the originality and proper of the results are clear in view of the figure using a 3D plot. In [Fig. 8](#f0040){ref-type="fig"} , we display a simulation of this model using Simulink. The diagram of Simulink is very important because it shows the dependency on the model states on each other.Fig. 2The dynamics of S(t), I(t), R(t) and C(t). before control at $\alpha = 1$.Fig. 3The dynamics of S(t) before control with different $\alpha$.Fig. 4The dynamics of I(t) before control with different $\alpha$.Fig. 5The dynamics of R(t) before control with different $\alpha$.Fig. 6The dynamics of C(t) before control with different $\alpha$.Fig. 7The various variables' 3D plots before control.Fig. 8Simulation of system by Simulink/MATLAB.

5.2. Simulation after control {#s0050}
-----------------------------

Here, in [Fig. 9](#f0045){ref-type="fig"}, [Fig. 10](#f0050){ref-type="fig"}, [Fig. 11](#f0055){ref-type="fig"}, [Fig. 12](#f0060){ref-type="fig"} , we show the behavior of approximate solution of S(t), I(t), R(t) and C(t) after control at $\alpha = 1.$ [Fig. 13](#f0065){ref-type="fig"}, [Fig. 14](#f0070){ref-type="fig"}, [Fig. 15](#f0075){ref-type="fig"}, [Fig. 16](#f0080){ref-type="fig"} show the solution of S(t), I(t), R(t) and C(t) after control at $\alpha = 0.9$. [Fig. 17](#f0085){ref-type="fig"}, [Fig. 18](#f0090){ref-type="fig"}, [Fig. 19](#f0095){ref-type="fig"}, [Fig. 20](#f0100){ref-type="fig"} show the solution of S(t), I(t), R(t) and C(t) after control at $\alpha = 0.8$. From [Fig. 21](#f0105){ref-type="fig"}, [Fig. 22](#f0110){ref-type="fig"}, [Fig. 23](#f0115){ref-type="fig"} , the originality and proper of the results are clear in view of the 3D plot with $\alpha = 1,\,\, 0.9$ and 0.8 respectively after control.Fig. 9The dynamics of S(t) after control.Fig. 10The dynamics of S(t) after control.Fig. 11The dynamics of R(t) after control.Fig. 12The dynamics of C(t) after control.Fig. 13The dynamics of S(t) after control.Fig. 14The dynamics of I(t) after control.Fig. 15The dynamics of R(t) after control.Fig. 16The dynamics of C(t) after control.Fig. 17The dynamics of S(t) after control.Fig. 18The dynamics of I(t) after control.Fig. 19The dynamics of R(t) after control.Fig. 20The dynamics of C(t) after control.Fig. 21The various variables by the 3D plot after control.Fig. 22The various variables' 3D plots after control.Fig. 23The various variables' 3D plots after control.

6. Dynamics of the system versus certain parameters {#s0055}
===================================================

[Fig. 24](#f0120){ref-type="fig"}, [Fig. 25](#f0125){ref-type="fig"} represent the bifurcation diagram of S(t) versus the parameter beta. [Fig. 26](#f0130){ref-type="fig"}, [Fig. 27](#f0135){ref-type="fig"} represent Lyapunov exponents in two time periods. [Fig. 28](#f0140){ref-type="fig"}, [Fig. 36](#f0180){ref-type="fig"} represent the Poincare map of the system for three different values of alfa (alfa is the parameter $\theta$). All of which ensure the system stability (see [Fig. 26](#f0130){ref-type="fig"}, [Fig. 27](#f0135){ref-type="fig"}, [Fig. 28](#f0140){ref-type="fig"}, [Fig. 29](#f0145){ref-type="fig"}, [Fig. 30](#f0150){ref-type="fig"}, [Fig. 31](#f0155){ref-type="fig"}, [Fig. 32](#f0160){ref-type="fig"}, [Fig. 33](#f0165){ref-type="fig"}, [Fig. 34](#f0170){ref-type="fig"}, [Fig. 35](#f0175){ref-type="fig"}, [Fig. 36](#f0180){ref-type="fig"} ).Fig. 24The bifurcation plot of S(t) vs beta.Fig. 25The bifurcation plot of S(t) vs beta.Fig. 26Lyapunov exponents of the studied model for short time.Fig. 27Lyapunov exponents of this model for long time.Fig. 28Poincare map of this model.Fig. 29Poincare map of this model.Fig. 30Poincare map of this model.Fig. 31Poincare map of this model.Fig. 32Poincare map of this model.Fig. 33Poincare map of this model.Fig. 34Poincare map of this model.Fig. 35Poincare map of this model.Fig. 36Poincare map of the model.

7. Conclusions {#s0060}
==============

In this essay, we study the fractional optimal control for nonlinear SIRC modeling using the Caputo fractional derivative. The model is presented by the graph of signal flow and simulated using Simulink/Matlab. FMGLM is to find the approximate solutions of the model. We discuss the existence of uniformly stable solution after control. We have presented the behavior of approximate solution by giving the figures before and after control. Dynamics of the system versus certain parameters are studied via bifurcation diagram, Lyapunov exponents and Poincare maps. The results are consistent with that obtained in [@b0105].
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