Abstract-Most versions of the Peterson-Gorenstein-Zierler (PGZ) decoding algorithm are not true bounded distance decoding algorithms in the sense that when a received vector is not in the decoding sphere of any codeword, the algorithm does not always declare a decoding failure. For a t-error-correcting BCH code, if the received vector is at distance i, i t, from a codeword in a supercode with BCH distance t + i + 1, the decoder will output that codeword from the supercode. If that codeword is not a member of the t-error-correcting code, then decoder malfunction is said to have occurred. We describe the necessary and sufficient conditions for decoder malfunction and show that malfunction can be avoided in the PGZ decoder by checking t ? equations, where is the number of errors hypothesized by the decoder. A formula for the probability of decoder malfunction is also given, and the significance of decoder malfunction is considered for PGZ decoders and high speed Berlekamp-Massey decoders.
I. INTRODUCTION
A t-error-correcting bounded distance decoder decodes a received vector r into the unique codeword c at distance within distance t from r (if such a c exists), or declares failures if r is at distance greater than t from every codeword. It was generally believed that the well-known decoding algorithms for BCH codes, namely the Peterson-Gorenstein-Zierler (PGZ) algorithm, the Berlekamp-Massey algorithm, and the SugiyamaKasahara-Hirasawa-Namekawa (SKHN) Euclidean algorithm [1] - [4] were bounded-distance decoding algorithms. However, Sarwate and Morrison [5] showed that the PGZ and SKHN algorithms, along with the high speed version of the BerlekampMassey algorithm, are subject to decoder malfunction, which they defined as the event in which the decoder does not declare failure when the received vector is not within the decoding sphere of any codeword, but instead produces something that is not a codeword at all. In this paper we give a necessary and sufficient condition for malfunction in the PGZ decoder, and show that this malfunction can be avoided by checking t ? equations, where is the number of errors hypothesized by the PGZ decoder. This test for avoiding malfunction was first obtained by Dür [6] using deep results from invariant theory of binary forms, but our proof uses only elementary linear algebra and is much simpler. The probability of decoder malfunction is then given for Reed-Solomon codes in order to evaluate the necessity of implementing the checks needed to avoid malfunction.
II. A NECESSARY AND SUFFICIENT CONDITION FOR DECODER MALFUNCTION
Let V t (x) denote the set of vectors within Hamming distance t from the vector x, and consider a code C with minimum distance d 2t + 1. Then a t-error-correcting bounded distance decoder for C will output a codeword c 2 C if and only if the received vector r is in V t (c). If r is not in V t (c) for any c 2 C, the decoder declares failure, i.e., it indicates that there is no codeword within distance t from r. Let C (2t+1) denote a t-errorcorrecting BCH code over GF(q) whose generator polynomial has zeros ; 
Factor the error locator polynomial
(1 ? X x). Then X 1 ; X 2 ; : : :; X are the error locations. Correct the errors by subtracting e (x) from r(x) to obtain the corrected codeword.
If e = wt e(x)] t, then it is known that e (x) = e(x), and thus the PGZ decoder decodes the received vector correctly.
When e > t, the decoder may fail to decode r(x). If e > t but r 2 V t (c) for some other codeword in C, then the decoder will still decode the received vector into a codeword, albeit erroneously. Otherwise, the decoder will generally declare failure when the error locations found in step 4 are not distinct nth roots of unity; some of the error values found in step 5 are zero or do not belong to the symbol field.
The phenomenon of decoder malfunction was studied by Sarwate and Morrison [5] Since d(r; c) = i and the code has minimum distance t+i+1, it follows (see [4] ) that the following t + i ? i = t equations hold: : :, M i+1 to be singular and M i to be nonsingular. Thus, the decoder hypothesizes that i errors have occurred and goes through the same steps as the decoder for C (t+i+1) , thereby decoding r into c, a codeword in C (t+i+1) . If c 2 C as well, the decoder succeeds in producing a valid codeword, whereas if c 6 2 C, malfunction occurs.
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It has been pointed out in [5] that the PGZ algorithm malfunctions in this way because not all of the syndrome values are used, i.e., S 2t is not used in determining the hypothesized number of errors, , that have occurred (step 2), and if the decoder hypothesizes that < t, then S 2t is never used in the decoding process.
One way to prevent malfunction from occurring is to simply add a step at the end of the algorithm that checks whether the output is a legitimate codeword. This would involve checking 2t equations to see if the codeword has the requisite roots.
Another . It follows that malfunction can be avoided by checking that the remaining 2t ? 2 T j , for + 1 j 2t ? , are also zero. Dür [6] has used deep results from the invariant theory of binary forms to show that if the PGZ decoder hypothesizes that errors have occurred, then the coefficients 1 ; 2 ; : : :; found in step 3 are such that T j equals zero for 1 j t. Therefore, in order to avoid malfunction, the decoder need only check that the remaining T j , t + 1 j 2t ? , are zero as well. An alternative proof of Dür's result using only elementary linear algebra follows. Hence jM +1 j = jM jT +1 . But since A +1 is a lower triangular matrix with determinant 1, we also have that jM +1 j = jA +1 jjM +1 j = jM +1 j = 0: Therefore, jM jT +1 = 0, and since jM j 6 = 0, it must be that T +1 = 0. Similarly, we show that T +2 = T +3 = : : : = T t = 0. Assume that T +1 = : : : = T +k?1 = 0 for some k t ? . We want to show that T +k = 0. If we pre-multiply the matrix M +k by the matrix Since A +k is a lower triangular matrix with determinant one, jM +k j = jA +k jjM +k j = jM +k j = 0. Therefore, jM j(?1) bk=2c (T +i ) k = 0;
and since jM j 6 = 0, we must have T +k = 0. Thus, we have shown that T +k = 0 for 1 k t ? , i.e., we have shown that T j = 0 for 1 j t. 2
We now show that the sufficient condition for malfunction given in Proposition 1 is necessary as well. Consider the syndrome polynomial S(x) = P 2t j=1 S j x j?1 and the error-
: It is known that if a BCH decoder decodes successfully and finds an error pattern of weight , then deg Λ = and deg Ω < [2, 3, 5] .
Using this fact, we prove the following proposition:
Proposition 3: If the PGZ decoder malfunctions and outputs a vector c as the most likely transmitted codeword, then c 2 C (t+ +1) ? C, where is the number of errors hypothesized by the PGZ decoder, and t ? 1.
Proof: Suppose that the PGZ decoder malfunctions and produces an output vector c corresponding to an error pattern of weight and an error locator polynomial Λ(x) of degree . Then by Proposition 2, it must be that T j = 0 for 1 j t. Now if we consider the product Λ(x)S(x), which is a polynomial of degree Λ(x) = 1. Therefore by Proposition 2, S 1 = S 2 = : : : = S t must be zero, and the test for malfunction (Does T j = 0 for t + 1 j 2t ? ?) reduces to checking whether S t+1 ; S t+2 ; : : :; S 2t are zero, which is essentially a check that is already performed in some implementations of the PGZ algorithm.
As was pointed out in [5] , Chen's high speed version of the Berlekamp-Massey decoding algorithm [7] can malfunction because it achieves its high speed by not checking whether T j = 0 for t+1 j 2t? . Proposition 2 essentially explains why this decoding algorithm malfunctions. When this algorithm finds a Λ(x) of degree , it checks whether T +1 ; T +2 ; : : :; T t are all zero, and if so, it does not check whether the remaining T j , t+1 j 2t ? , are also zero. Therefore, when the received vector is at distance from a codeword in C (t+ +1) , the high speed decoder finds Λ(x) of degree , and since Proposition 2 guarantees that T j = 0 for 1 j t, the decoder skips the remaining checks, and thus malfunctions in exactly the same way that the PGZ decoder does. It follows that Propositions 1 and 3 are also applicable to Chen's high speed version of the Berlekamp-Massey decoding algorithm.
III. THE PROBABILITY OF DECODER MALFUNCTION Because testing for malfunction does require additional hardware or software instructions, it is of some practical importance to evaluate the probability of decoder malfunction in order to determine its significance in increasing the probability of incorrect decoding. In the previous section, we showed that malfunction In contrast, the probability of undetected error is given by ? 0]:
We assume that our q-ary (n; k) Reed-Solomon code C is used on a discrete memoryless channel with q inputs and q outputs and that any transmitted symbol has a probability =(q ? l z l . Let us also define B l (i; k) to be the number of vectors of weight k at distance i from a given vector of weight l. Then the probability that an error pattern is at distance i from a codeword in C (d) is given by [2, 8] Substituting this into (1), the probability of malfunction is (4) Using (2)- (4), P mf can be evaluated for any Reed-Solomon code over GF(q) used on a discrete memoryless channel with symbol error probability .
Since (4) as approaches 0. The above sum is obviously bounded below by the first summand t=(n ? 2t) and can be bounded above by the sum of a geometric series with ratio t=(n ? 2t). If n > 3t, this ratio is less than one, and hence t n ? 2t < P mf P e < t n ? 3t if n > 3t:
If n 3t, it is easily seen that P mf > P e . As an application of (5), note that as ! 0, the ratio P mf =P e for a (32; 24) ReedSolomon code over GF (2 5 ) lies between IV. DISCUSSION The effect of malfunction on the performance of a decoder is to increase the probability that the output vector of the decoder is a vector other than the transmitted codeword. Thus, the probability that the output is not the transmitted codeword increases from P e to P e +P mf . From (5), it appears that the effective increase in error probability is small if t is relatively small compared to the block length n, but the increase can be substantial for low rate codes. Now, the event of undetected decoder error is not preventable, but the event of decoder malfunction is very definitely preventable. However, checks to avoid malfunction require additional hardware or software instructions, which increase the cost of implementation and the running time. Therefore, as a practical matter, the system designer must consider the trade-off between reduction of the probability of incorrect decoding and the cost of preventing decoder malfunction.
The quantities P mf and P e have been calculated exactly as functions of the symbol error probability for some ReedSolomon codes of blocklength 32 [9] . As expected from (5), P mf is comparable to P e for the lower rate codes and much smaller than P e for the higher rate codes. Therefore, a noticeable improvement in the probability of incorrect decoding may be achieved in low rate codes if a check is included in the algorithm to prevent malfunction. Of course, in practice the PGZ algorithm is typically used only for decoding high rate codes. In such cases, P mf is relatively small compared to P e and hence the additional expense of implementing checks to prevent malfunction may not be merited. However, as pointed out in Section 2, certain high speed Berlekamp-Massey decoders malfunction in exactly the same manner as the PGZ decoder, because these decoders omit certain checks, and these checks are precisely the ones needed to detect cases of impending decoder malfunction. Berlekamp-Massey decoders are typically used for low rate codes, and since the computational burden increases with the error correcting capability, one would be most tempted to use the high speed version of the Berlekamp-Massey algorithm when the code rate is low. This is exactly the situation in which the malfunction probability is significant compared to the error probability, and in which the trade-off between decoding speed and increase in the probability of incorrect decoding must be given serious consideration.
