Semiconductor fabrication is a mainstay of modern civilization, enabling the myriad applications and technologies that underpin everyday life. However, while sub-10 nanometer devices are already entering the mainstream, the end of the Moore's Law roadmap still lacks tools capable of bulk semiconductor fabrication on sub-nanometer and atomic levels, with probe-based manipulation being explored as the only known pathway. Here we demonstrate that the atomicsized focused beam of a scanning transmission electron microscope can be used to manipulate semiconductors such as Si on the atomic level, inducing growth of crystalline Si from the amorphous phase, reentrant amorphization, milling, and dopant-front motion. These phenomena are visualized in real time with atomic resolution. We further implement active feedback control based on real-time image analytics to control the e-beam motion, enabling shape control and providing a pathway for atom-by-atom correction of fabricated structures in the near future.
Research on transport phenomena in semiconductors in the late 40's at Bell Labs laid the foundation for many of the technologies that underpin modern civilization 1 and started the incessant drive for integration and miniaturization of electronic devices. Immediately after the demonstration of the solid-state transistor by Brattain, Bardeen, and Shockley 2 , it was realized that the future lies in the integration of multiple devices, including transistors and memory elements, on a single crystal. While early strategies pursued the growth of compositionallygraded semiconductor crystals, it was the conceptual breakthrough by Noyes and Kirby that demonstrated the fabrication of in-plane structures in the form of the first integrated circuit, the accomplishment which landed them a Nobel Prize in 2015. Since then, the semiconductor industry has adopted a paradigm for fabrication based on a combination of 1D chemical steps (fabrication in the out of plane, or z-direction) such as oxidation, resist deposition, etching, etc.
with 2D patterning steps (patterning in xy plane) using light exposure. The combination of these steps in a predefined sequence, under well-defined conditions, has enabled the modern computerbased civilization, resulting in the present sub-10 nm semiconductor structure.
The undeniable success of present day semiconductor technology is belied by significant limitations. Device processing relies on mesoscopic transport and chemical reactivity, leading to rapid growth of stochastic phenomena and noise during fabrication. Shrinking device size combined with the discrete nature of atomic dopants leads to a large spread in device performance, which can be traced to different distinct (and uncontrollable) atomic configurations . 3 Applications ranging from micro-to nanomechanical systems necessitate the assembly of complex 3D structures, rather than densely integrated layers. These limitations are wellrecognized in the semiconductor industry, and the emergence of techniques such as electron beam induced depositions and lithography or focused ion milling 4, 5 is a direct response to these challenges. While lacking the parallel nature of photolithography, all of these techniques have developed into multibillion-dollar industries.
However, electron beam based techniques still lack the capability to fabricate materials down to the atomic level, and the need for such fabrication is by now well realized. In particular, quantum devices for large-scale implementation of quantum computing, single-spin magnetoelectronic devices, and scalable neuromorphic systems all require fabrication at the atomic level, including precise fabrication of crystalline layers down to single atomic planes, positioning of functional dopant atoms, and avoiding atomic-scale defects in the active region of the device and interconnects. 6, 7 In other areas, the impact of these developments can be predicted. For example, in materials science and condensed matter physics the capability to create desired atomic configurations and explore their functional properties (e.g. via local electron spectroscopies) will yield a paradigmatic shift in our understanding of the underlying principles. In other areas, atomic level fabrication can provide pathways towards large scale fabrication of materials with predefined properties -e.g. by providing seed crystals of thermodynamically metastable phases that can be further grown in macroscopic crystals.
Despite this clear incentive, the current methodology for atomic fabrication today is the combined approach based on scanning tunneling microscopy manipulation and surface chemistry, harking back to experiments by D. Eigler and advanced by J. Lyding, M. Simmons, [6] [7] [8] and commercially by companies such as Zyvex 9 and NanoFactory 10 . In this approach, the ability of the scanning tunneling microscope to manipulate single atoms is combined with the precise control of surface chemistry (silicon passivation) to position dopants at preselected locations, interface with macroscopic electrodes, and stabilize with surface passivation layers that allow taking the fabricated structure outside of the ultra-high vacuum (UHV) chamber. However, the cost and throughput of this approach remains such that research grade, several qubit devices remain the only viable target application. Hence, the question remains -are there other strategies that can potentially enable atomic scale fabrication of semiconductors avoiding the throughput bottle neck of probe based fabrication?
Here, we demonstrate a novel method for semiconductor manufacturing: the use of the atomically focused beam of a scanning transmission electron microscope to control local material structure in the bulk with atomic precision. Through use of the electron beam, we can induce a broad variety of phenomena including amorphization, crystallization, and dopant atom motion that can be resolved in-situ, enabling real-time correction and editing of matter at the atomic level. As an illustration, we implemented a combination of e-beam control electronics and active machine vision based feedback to fabricate predefined crystalline Si patterns. To obtain further insight into the structure of the newly formed crystalline Si, we perform comparative crystallographic image analysis 27, 28 . In this method, a sliding window is scanned across the image, generating a stack of sub-images. The relevant 2D structure factors are calculated, and the resulting data set is linearly unmixed using non-negative matrix factorization (NMF). This procedure is ideally suited for differentiation of dissimilar crystalline phases, so we can apply it here to determine if the beam-crystallized Si grows with the same crystal structure as the crystal Si substrate. Unlike methods based on direct analysis of atomic positions, this method does not require high contrast images, i.e. unmixing is possible for cases where only lowestorder reciprocal lattice peaks are visible. We start by assuming that the initial image (Figure 2 A similar procedure can be used to advance the CA interface into the crystalline region for controlled amorphization as well. The differences being that beam conditions are selected to cause the crystalline portions to amorphize, and the feed-back condition becomes that advancement of the beam only occurs when peak magnitude drops below a specified set-point.
Electron Matter Interactions in STEM

Direct Growth of Doped Silicon
To explore the fundamental processes during beam induced crystallization and amorphization, the experiments were repeated for Si containing dopant atoms. Note here, that at this low concentration of dopants, crystal growth appears to be unimpeded and in fact seems to allow for larger-scale structures than in the undoped case described above (perhaps due to some strain relief). For comparison, in (c) the beam induced growth is initiated deeper within the crystal than the layer with high dopant concentration, and thus a large number of dopant atoms are displaced. In this case however, crystal growth stopped progressing after several nanometers, presumably due to poor crystallographic compatibility between Bi and Si.
Further investigations of growth and dopant motion was performed by progressing in the 
Modelling Electron Beam Induced Transformations
To gain further insight into the observed phenomena further probe the observed phenomena, we consider the effects of the electron beam on the solid. Generally, the energy transfer between a high-energy particle and a solid includes two primary components: losses to the electronic subsystem and direct interactions between high-energy particles and nuclei (knock-on). The knock-on interaction can result in damage when the kinetic energy that can be transferred in a single collision is larger than the energy barrier to displace an atom in the solid.
Notably, in amorphous materials the binding energies are broadly distributed, allowing for a broad distribution of knock-on thresholds. For sufficiently high particle energy, multiple event cascades can be initiated. Similarly, in a material with finite thickness, when the knock-on interaction occurs a few layers away from a material surface, ejection of surface atoms is possible. Additionally, the energy barrier will usually be significantly lower for surface atoms, primarily because of the reduced number of bonds 25, 26 .
A powerful model for beam-induced changes in materials includes non-equilibrium heating, when the two subsystems -atomic nuclei and electronic -develop different temperatures, thus being in non-equilibrium conditions. Depending on the temperature difference between the two subsystems, energy that is transferred to the electrons can subsequently be transferred to the lattice atoms via the electron-phonon interactions until equilibrium is reached, where it diffuses further through the atoms. This mechanism is described by the two-temperature (2T) model [29] [30] [31] [32] . In the 2T model, the evolution of the electronic and the atomic temperatures are described separately, using a set of heat diffusion equations, one for the electronic and one for the atomic system. The energy exchange between the two subsystems depends on the temperature difference between them, and the strength of this interaction is expressed with the electron-phonon coupling parameter g. For the case of silicon, a combination of results from irradiation experiments 36 combined with the inelastic thermal spike model 33, 34 , molecular dynamics and DFT computational 35, 36 and model and numerical approaches determine the values of the 2T model parameters. From this, g is calculated to be 1.8 -5 × 10 2 W/cm 3 /K 33,34,37 , using the known values for the lattice specific heat and conductivity 38 , and the electronic specific heat and diffusivity 36 .
Given the uncertainties in these parameters for amorphous solid, here we modeled the induced crystallization assuming that the electron beam creates a local temperature within a small volume of material. To explore this behavior, we developed a molecular dynamics model for amorphous Si in contact with crystalline silicon. The heated region (20 Å x 10 Å x 108 Å), representing the local volume heated by the beam, was initiated at the CA interface, and slowly moved into the amorphous region. Once the temperature inside the block reached 1300 K, crystallization began in regions close to the interface and moved upwards, terminating approximately at the [111] face, resulting in a pyramidal-like front. After 1 ns, the "beam" was moved 5 Å further into the amorphous region, and a block of the same size was again heated to 1300 K. The rest of the system, which now includes half of the previously crystallized block, was kept at 300K. This process was repeated several times until the crystal front reach about half the size of the amorphous sample (50 Å).
In order to differentiate between crystalline and amorphous phases we use the tetrahedral order parameter 39 to describe coordination state of each atom at 20 ps intervals according to the
where ./ is the angle between an atom and its two nearest neighbors. The resulting parameter is in the range between zero, indicating an amorphous phase, and one, indicating a crystalline phase. However, within the amorphous phase we also observe multiple small momentarily crystalline regions. For each analyzed frame, we construct the matrix of tetrahedral order parameters for each atom and its corresponding 12 nearest neighbors. We use a k-means clustering algorithm 40 on the first frame to train the classifier, and use it to predict phases in the subsequent simulation frames. Figure 5 demonstrates the application of this algorithm to the simulation data, showing only atoms belonging to a crystal. This corroborates evidence from the experiment that the growth belongs to the same crystalline phase as the substrate, since we use pre-growth data as a training set, and the growth is classified by the unsupervised algorithm as the same crystal as the original substrate.
We observe that crystallization does occur mostly inside the heated region, forming characteristic pyramidal growth pattern in the beginning, and becoming slightly wider at the top of the growth region later ( Figure 5 insets) . Along the length of the crystallization front, we observe a characteristic wave-like pattern, which gets amplified as the heated region moves further away from the substrate. Further model development necessitates inclusion of realistic time effects, since presently the time scale is ~ns, as compared to experimental 10's of seconds. This behavior can be linked to a higher heating rate in MD compared to the experiment, and also allows to compensate for mismatch in timescales. Secondly, we aim to include the contribution of knock-on effects.
However, even this simple model provides insight into the morphologies of the experimentally grown structures.
Perspectives
Since the early days of nanotechnology revolution, the development of realistic pathways for atom-by-atom fabrication was seen as the key and enabling step to bring its promise into reality. This requirement is most acutely felt now, with the industry pace given by Moore's Law getting to the single-digit nanometer device size, and with new devices based on behaviors of a single atom, such as for quantum computing, rising to the forefront of research and development.
The atomic manipulation of Si, the most important industrial semiconductor, demonstrated here, marks a key step in this direction. Remarkably, the capability of the electron beam to crystallize, amorphize, remove material, and controllably move dopant atoms fronts, even under the limitations of microscopes primarily designed to image materials rather manipulate matter, suggests that there may exist enormous potential to shape and direct matter on the atomic level.
While predicting all the opportunities enabled by the potential of STEM to manipulate and control matter at the atomic level will be complex, here we comment on the likely pathways for the development of the field in the next several years. First and foremost, the real-time feedback system implemented here can be expanded to include more complex forms of image analytics, e.g. switching between "modification" and imaging modes. Here, the use of compressed sensing 41 and related approaches could be instrumental in disambiguating low-dose non-invasive and high-dose modification regimes. Secondly, using a full 2D readout from a fast
Ronchigram detector instead of simply a HAADF intensity reading can provide a feedback signal that can be used to determine when a desired transformation has occurred while the beams remains at a single location. Third, further development of precise control systems that are capable of high-speed and high-veracity beam positioning by compensating for beam scanning non-idealities (such as phase lag and frequency dependent gains) will be required.
These studies also call for extensive theoretical exploration of beam-induced effects in solids on the atomic level, at time scales spanning ultrafast electron transit times to the seconds of the induced structural relaxations. Evolution of electronic, lattice, and concentration fields and their interdependence need to be considered in detail. We believe that the results shown above represent an important step towards full experimental control and theoretical understanding of the process. 
Materials and methods
STEM experiment:
A Nion UltraSTEM aberration-corrected scanning transmission electron microscope, operating at 200 kV was used in this work. The nominal convergence angle was 30 mrad. High angle annular dark field (HAADF) images were acquired on a detector with an inner angle of 63 mrad. The nominal probe current is 30 pA, and the current was varied during experiments to direct crystallization and amorphization.
Modelling:
A crystalline Si sample with 64000 atoms was relaxed at 0 K using the Stillinger-Weber potential given in Sastry et al. 42 Heating up this system to a temperature of 2000 K at constant volume using the canonical, NVT, ensemble and the Nosé-Hoover thermostat, created an amorphous sample with 64000 atoms. (NVT was chosen here so as to ensure that both the amorphous and the crystal sample upon which the former will be deposited, see below, had the same dimensions.) The pair-distribution function confirmed amorphization. The amorphous sample was then relaxed at 0 K and subsequently put on top of the crystalline sample. The amorphous and crystalline samples were brought together at an initial distance of about 2 Å, and minimized, while the bottom 3 layers of the crystalline sample, i.e. those layers further apart from the interface, were kept immobile. Subsequently, except for the bottom three layers, the whole system was heated up to 300K and let to equilibrate for 500ps at this temperature using the Nosé-Hoover thermostat. At this point, a block of 20 Å width, 10 Å height, and 108 Å length of the amorphous sample, which was placed right at the interface, was heated up to temperatures high enough for crystallization to take place during a period of 1ns with a timestep of 1fs; the rest of the system was kept at 300 K (except for the bottom 3 layers of the crystalline sample, which remained immobile). Raising the temperature of the block is taken here to mimic the effect that a beam focused in the block might produce. Once crystallization was observed, the heated region was moved up by 5 Å and the heating process was repeated until the crystallization front reached approximately half the height of the amorphous sample. All the calculations were performed with the software LAMMPS 43, 44 and run in the supercomputer Titan.
Amorphous Si growth:
Two sets of samples were used in this work. For the first experiment, the amorphous silicon layer was deposited on a single crystal silicon wafer shortly after its surface was RCA cleaned. The amorphous silicon deposition process is described elsewhere. 45 For the second, the Si substrates were prepared in ultrahigh vacuum with a base pressure of 4.5×10 -11 Torr. To prepare a Si(100)-(2x1) reconstruction and atomically flat morphology, the substrates were degassed and flashannealed according to commonly established procedures. The surface quality was examined by STM and LEED. A 12 nm thick amorphous Si film was deposited onto these Si(100) substrates at room temperature using an e-beam evaporator in ultrahigh vacuum. The sample was exposed to the ambient conditions before STEM sample preparation. The Bi-doped Si heterostructure was grown in multiple steps to reduce the Bi segregation from the Si. Specifically, we first synthesized Bi nanolines according to Ref.
[ 46 ] by evaporating Bi from an effusion held cell at 485 °C onto a (2×1)-reconstructed Si(100) substrate held at 570 °C. A thin crystalline Si layer was subsequently grown by solid phase epitaxy: a thin amorphous Si film was deposited at room temperature and then annealed at 434 °C for 5 s during which it crystallized. Subsequently, a 24 nm thick amorphous Si was deposited at room temperature.
