Abstract-As an emerging computing paradigm, mobile edge computing (MEC) can improve users' service experience by provisioning the cloud resources close to the mobile devices. With MEC, computation-intensive tasks can be processed on the MEC servers, which can greatly decrease the mobile devices' energy consumption and prolong their battery lifetime. However, the highly dynamic task arrival and wireless channel states pose great challenges on the computation task allocation in MEC. This article jointly investigates the task allocation and CPU-cycle frequency, to achieve the minimum energy consumption while guaranteeing that the queue length is upper bounded. We formulate it as a stochastic optimization problem, and with the aid of stochastic optimization methods, we decouple the original problem into two deterministic optimization subproblems. An online Task Offloading and Frequency Scaling for Energy Efficiency (TOFFEE) algorithm is proposed to obtain the optimal solutions of these subproblems concurrently. TOFFEE can obtain the close-to-optimal energy consumption while bounding the applications' queue length. Performance evaluation is conducted which verifies TOFFEE's effectiveness. Experiment results indicate that TOFFEE can decrease the energy consumption by about 15% compared with the RLE algorithm, and by about 38% compared with the RME algorithm.
INTRODUCTION
With the increasing proliferation of mobile services, the applications running on mobile devices are becoming more computation-intensive and energyhungry [1] . For the mobile device, the constrained computing and battery capacities have become the bottlenecks for processing these application tasks locally. Mobile cloud computing (MCC) is put forward as a potential solution to address this problem [2] . Mobile devices can transmit the computation tasks to MCC with the abundant cloud resources for processing. Offloading to the MCC can greatly augment the device's computing capacity and reduce their workload. However, the cloud servers usually locate far from the mobile devices. Data transmission from the devices to cloud servers would incur a large amount of energy consumption and transmission delay [3] . To mitigate these drawbacks, mobile edge computing (MEC) emerges as a promising paradigm providing the cloud resources at the radio access network (i.e., base station) [4] , [5] . Unlike MCC, MEC deploys the computing resources in proximity to the mobile devices. Therefore, MEC can significantly reduce the network's energy consumption and the traffic of core network. In addition, with the help of computation offloading, the users' quality of experience (QoE), including battery consumption and response delay, would be greatly improved [6] . In the MEC system, one of the resource-limited device's major concerns is the battery lifetime [7] . To reduce the device's energy consumption, computation offloading and CPU-cycle frequency scaling have attracted increasing interests in academia and industry [6] , [8] , [9] . The computation offloading decisions are greatly affected by the wireless channel condition and tail energy. Transmitting tasks on the good channel condition or in batch can reduce the transmission energy consumption [7] , [10] . Another solution for reducing the device's energy consumption is dynamic voltage frequency scaling (DVFS). When the application tasks are served on the device, the execution energy consumption mainly relies on the local CPU-cycle frequency. As CPU's power rises exponentially with the CPU-cycle frequency, the local execution energy can be significantly conserved by reducing the CPUcycle frequency [11] . However, these energy conservation approaches would incur extra queueing delay for the application tasks, even making the mobile device unstable [2] . Therefore, in order to achieve the tradeoff between the mobile device's energy consumption and applications' performance (i.e., queuing delay), it is critical to determine the optimal task allocation and CPU frequency decisions effectively.
It is a challenging work to devise an algorithm that couples the task allocation and frequency scaling for the MEC system. First, the task arrival of each application is dynamic and stochastic over time. Allocating more or less computation on the local CPU may both lead to the large queueing delay [12] . Second, the task allocation should take into consideration of the current queue state as well as the wireless channel condition. Transmitting computation tasks intermittently or on the bad channel condition would incur extra energy consumption. However, the task arrival and wireless channel are not only affected by the characteristics of the MEC system, but also influenced by the external environment [13] . As a result, the statistical information of these stochastic processes is hardly obtained precisely in advance. It would face considerable challenges to design an algorithm that could adapt to the highly dynamics of task arrival and wireless channel.
To tackle the above challenges, we investigate the stochastic joint task allocation and CPU-cycle frequency scaling for the MEC system. We seek to achieve the minimum average energy consumption when the queueing delay is upper bounded. A stochastic optimization problem is formulated to achieve the energy efficient for mobile device. By employing the stochastic optimization techniques, the original problem is decoupled into two deterministic subproblems. An effective algorithm, TOFFEE, is designed to solve these subproblems. TOFFEE requires no prior statistical information about the stochastic processes (task arrival and wireless network). Mathematic analysis shows the asymptotic optimality of TOFFEE. The performance of TOFFEE is also evaluated via the experiments.
For the rest of the article, the system model and stochastic optimization problem are provided in Sec. 2. We propose TOFFEE to solve this optimization problem in Sec. 3. In Sec. 4, we analyze TOFFEE's performance. In Sec. 5, the experiment results are presented. Related works are introduced in Sec. 6, and Sec. 7 is the summary of this article.
SYSTEM MODEL
Consider that a mobile device runs n different applications N = {1, 2, . . . , n}, and a MEC server is installed at the base station (BS) for providing computing services. The mobile device can send application tasks to the MEC server through wireless channel to get powerful computing ability and extend battery life. A discrete time-slotted system, which is t = {0, 1, . . . , T −1}, is considered. Each time slot's length is τ . In slot t, according to the wireless channel condition and queue backlog of the unprocessed data, the mobile device jointly determines the task allocation decision (i.e., the The required CPU cycles to compute 1 bit i-th application task
Energy consumption for local execution E r (t)
Energy consumption for transmission E a (t)
Tail energy consumption E total (t)
Total energy consumption
Queue backlog of the application i local execution and offloaded computation) and local CPU-cycle frequency. In Table 1 , the main notations in the system model are provided.
Task and Queueing Models
In this article, the tasks generated by the |N| applications are computation-intensive. It is considered that the tasks can be divided into several parts for local execution or MEC execution, and the processing complexity of these tasks is proportional to the input tasks size (in bits) [4] , [6] , [9] . In slot t, let A i (t) (in bits) be the amount of input tasks from the i-th application. For generality, the task arrival A i (t) is different among these applications. For the i-th application, D l i (t) stands for the amount of task processed locally, and φ i > 0 denotes the required CPU cycles to compute 1 bit data, which can be obtained by using the call graph analysis method [5] , [14] . φ i depends on the nature of application, and is different among the n applications [15] . Thus, the sum of the n applications' required CPU cycles is
Besides, f (t) denotes the CPU-cycle frequency, and is upper bounded by the maximum value f max , which is expressed by,
Given the CPU-cycle frequency f (t), the local computing capability of the device is limited. Thus, the local computation should satisfy (2) .
Let D r i (t) denote the amount of offloaded tasks from the i-th application. Then, the total offloaded
Define h(t) as the wireless channel's power gain, P as the device's transmit power. Thus, the achievable data transmission rate is
In (3), σ 2 represents the power of channel noise, B denotes the channel bandwidth,.
In slot t, the device's data transmission capability is also limited. Thus, the offloaded computation should satisfy (4) .
Recall that D r i (t) represents the amount of task processed locally, D l i (t) represents the amount of offloaded tasks. Thus, the i-th application's total computation tasks D i (t) that leaves the queue is
For each application, let Q i (t) denote the queue backlog of the unaccomplished tasks. Then, the i-th application's queue length evolves as the following equation,
Notice that the task queueing delay of each application is proportional to its queue backlog [16] . Therefore, in order to guarantee the performance of each application, all the queue backlogs need to be stable, which is
where q i is the average queue backlog over the slots. In this article, the overhead of partitioning, migrating, and bringing the results back is ignored, as done by most literatures on computation offloading, such as [17] , [18] , [19] .
Energy Consumption Model
The device's energy consumption includes the local execution energy, transmission energy and tail energy [14] . Specifically, tail energy is generated after the data transmission because the device would maintain at the high power state during a certain period (tail time). In the 3G/4G/LTE networks, tail time is introduced to reduce the high signaling overhead [10] , [20] . The local execution energy is mainly consumed by the mobile device's CPU operation, and depends on the computation load and CPU-cycle frequency [21] . Then, define E l (t) as the energy consumed by local execution, which is
where ξ represents the effective switched capacitance, and is determined by the chip architecture [22] . The energy consumed by data transmission is equal to the product of transmission power and duration. Therefore, let E r (t) denote the energy consumed by data transmission, which can be derived by (9) .
In the current cellular network, the channel allocation is determined by the Radio Resource Control (RRC) protocol. The RRC protocol have three different states, including: data transmission (DT), tail (TA) and idle (ID) [20] , [23] . The three states' radio powers are P , P T and P I , respectively. When the radio is at TA or ID, the transmission data's arrival would trigger it to DT with the higher power. After the data transmission, it would switch to TA. If no data needs to be transmitted, the radio would stay at the TA for a period of δ T , and switch to ID.
Define ∆t as the time duration after the last trans-
there exists computation tasks which need to be transmitted during the slot, so the tail time in slot t is 0. Otherwise, no computation tasks need to be transmitted, and the tail time would be τ . Therefore, the tail time ∆t ′ in slot t is (10) .
Then, let E a (t) represent the tail energy consumption in slot t, which can be obtained by (11) .
Thus, the device's energy consumption in slot t can be given by (12) .
(12) In different time, due to the dynamics in the quality of wireless channel, the energy consumed to transmit the same task may vary from each other. And the device's tail energy consumption is also relative with the last computation offloading decision. Therefore, this article focuses on the device's long-term (T → ∞) average energy consumption,
Optimization problem
In this article, we optimize the device's average energy consumption in (13). The energy consumed by local computing can be conserved by reducing the local computation and CPU-cycle frequency. The energy consumed to transmit data can be decreased by transmitting data on good channel condition or reducing the offloaded computation [7] . Moreover, transmitting data in batch would decrease the tail energy consumption [10] . However, these approaches would cause that the queue backlog of each application becomes large and the mobile device tends to be unstable. Thus, in the article, we aim at achieving the minimum average energy consumption and bounding the queueing delay of each application. The optimization problem is,
subject to constraints (1), (2), (4) and (7). Because the task arrival and wireless channel condition are both dynamic and stochastic, Problem (14) is a stochastic optimization problem
ALGORITHM DESIGN
A task offloading and frequency scaling for energy efficiency (TOFFEE) algorithm is designed in this section. By employing the Lyapunov optimization techniques [24] , [25] , Problem (14) is decomposed into two deterministic optimization sub-problems. TOFFEE can obtain the optimal solutions of theses sub-problems in low time complexity. In addition, TOFFEE makes the task allocation and CPU frequency decisions without any prior statistic information about the task arrival and wireless network, which are also hard to predict or acquire precisely in practice.
Problem Transformation
According to Lyapunov optimization theory, we transform Problem (14) into the deterministic optimization problem in each slot. Let Θ(t) denote the backlog matrix about the n applications' queues. And the Lyapunov function is,
In (15), L(Θ(t)) ≥ 0 represents the device's queue backlog. When L(Θ(t)) is large, it means that at least one application's queue backlog is also large. Only when all the applications' queue backlogs are small, the value of L(Θ(t)) is small. Therefore, in order to decrease the applications' queue backlog and keep the backlog state of the mobile device at a low level, we aim at reducing the value of L(Θ(t)). Then, ∆(Θ(t)) is defined as the conditional Lyapunov drift,
Following the Lyapunov optimization framework and combining the energy consumption with the application's performance (queueing delay), we define a drift plus energy, ∆ V (Θ(t)), which is given as follows,
where V is non-negative and indicates the weight put on the energy consumption. A larger V puts more weight on the energy consumption. In the realistic scenario, V is determined according to the preference on the queue backlog and energy consumption . and R max , the ∆ V (Θ(t)) of any possible algorithms would satisfy,
where
Theorem 1's proof is in the Appendix A.
Online Algorithm
We design TOFFEE to minimize ∆ V (Θ(t))'s upper bound. We also prove that TOFFEE can achieve a close-to-optimal energy consumption in Section 4. In slot t, since C and A i (t) can be regarded as the constant, we can rewrite the minimization problem as,
We first simplify the above minimization problem by determining the optimal CPU-cycle frequency, which is given in Lemma 1.
LEMMA 1: For the given local computation
Proof: With the given
, the objective of Problem (19) is a non-decreasing function with f (t). The optimal value of f (t) must be as small as
. Thus, we can obtain the optimal f * (t) should be
. By using Lemma 1, constraint (1) can be converted to the following inequality,
Then, Problem (19) can be equivalently reformulated as,
Note that D l (t) and D r (t) are decoupled in the objective and constraints of Problem (22) . Therefore, Problem (22) can be decomposed into two independent subproblems. Particularly, the two sub-problems are: local computation allocation (LCA) and offloaded computation allocation (OCA). In the following, the optimal solution of each sub-problem is obtained separately.
Local Computation Allocation (LCA)
Considering the first two terms of the objective in (22) and the relevant constraint (21), we can obtain the optimal local computation D l (t) by solving (23) .
s.t.
To get the optimal solution of LCA, we first assume that
has been determined. Then, the LCA problem is simplified as (24) .
Problem (24) can be regraded as a generalized minweight problem. Specifically, the local computation
φi . It is evident that the optimal solution is
where i * ∈ argmax i∈{1,2,··· ,n}
Qi(t) φi
represents the index of the application with the maximum value of Qi(t) φi . Therefore, for the given
, the optimal local computation can be obtained according to (25) . However, the value of
, and the LCA problem is rewritten as follows,
Problem (26) is simple convex optimization problem, for which, the optimal solution X * can be obtained by the derivation. After the value of
is determined, we can obtain the LCA's optimal solution according to (25) .
Offloaded Computation Allocation (OCA)
Considering the last two terms of the objective in (22) and the relevant constraint (4), we can obtain the optimal offloaded computation D r (t) by solving (27) .
According to (10) and (11), there exist two possible values for the tail energy E a (t), which is expressed by (28) .
Therefore, if ∑ n i=1 D r i (t) = 0, the minimum objective value of OCA problem equals to V · e2, which is represented by O1. If ∑ n i=1 D r i (t) > 0, the OCA problem can be transformed into (29) .
Problem (29) also is a generalized min-weight problem. Specifically, the offloaded computation D r i (t) is weighted by V P/R(t) − Q i (t). It evident that the optimal solution is
we can obtain its optimal objective value O2 as follows,
Thus, according to the above discussion, the optimal solution to DCO problem is (32) . (25) . 10: Set the f (t) according to (20) . 11: Calculate the tail energy e1 and e2 according to (10) and (11). 12: for all i ∈ N do 13: Compute the V P/R(t) − Q i (t) for the i-th application. 14: end for 15: for all i ∈ N do 16: Search for index i * with the minimum value of V P/R(t) − Q i (t). 17: end for 18: Calculate the O1 and O2. 19: Set the D r i (t) according to (32) .
After the optimal computation allocation D l (t), D r (t) and CPU-cycle frequency f (t) are determined, the queue backlog Q i (t) of each application updates according to (6) .
In Algorithm 1, the detail of TOFFEE is presented.
ALGORITHM ANALYSIS
To analyze the performance of TOFFEE, we conduct the theocratical analysis in this section. It can be proven that TOFFEE can arbitrarily approach the minimal average energy consumption when the queue backlog has bound. LetQ denote the mobile device's average queue length, which is expressed as (33) .
THEOREM 2: For any value of V , given all the application's average arrival rates λ = {λ 1 , · · · , λ n }, if there exists ϵ > 0 which satisfies ∑ n i=1 (λ i + ϵ) ∈ Λ, the average energy consumption of TOFFEE would be upper bounded by,
Furthermore, the time average queue backlog of TOFFEE would also be bounded by,
where C is defined in (18) , e * denotes the minimum average energy consumption. Theorem 2's proof is in the Appendix B. Remark: Theorem 2 shows that the energy consumptionĒ decreases when V becomes larger; meanwhile the queue lengthQ increases. Thus, TOFFEE is able to reach the energy consumption and queue length tradeoff. AlthoughQ increases with V , it can also be upper bounded. In addition, according to (34), TOFFEE can approach the optimal energy consumption with the sufficiently large value of V . Practically, V can be determined referring to characteristics of the mobile device and applications.
Then, TOFFEE's time complexity is given. For the two inner loops (line 6-8 and line [15] [16] [17] in Algorithm 1, TOFFEE traverses each application once. Therefore, each loop would stoop in O(n) operations, in which n represents the application types' number. Thus, TOFFEE's time complexity is O(n). According to the above analysis result, our TOFFEE would be feasible for the large systems.
EVALUATION
We conduct the parameter analysis and comparison experiments to evaluate TOFFEE's performance. In the experiments, there are three type applications in the device, which are video transcoding, chess game and 6-queues puzzle [26] . The amount of each application's input task is set to follow certain fixed distributions. Specifically, the i-th application's input tasks in each slot t follows a uniform distribution within [0, A max i ] bits. In fact, TOFFEE does not need any statistical information about the task arrival. For each application, the required CPU cycles to compute 1 bit task is uniformly distributed in [1000, 2000] cycles/bit [17] . Similar to [27] , the wireless channel is considered as a Ralyigh fading channel, where the channel gain h(t) follows the exponential distribution and the mean is 1. In addition, the slot length τ = 1
−27 [8] , [23] . Fig. 1 and Fig. 2 evaluate the effects of different V on the energy consumption and queue length, respectively. Fig. 1 shows that the energy consumption becomes smaller when V rises, which is in accordance with (34) in Theorem 2. It is because when increasing V , more weight would be put on the energy consumption. In this case, TOFFEE would adaptively tune the computation allocation decisions to decrease Fig. 2 shows that the queue length becomes larger when V increases, confirming to (35) in Theorem 2. It also shows that although the queue length rises when V rises, it can still be upper bounded. We can also see that TOFFEE can always keep the device stable no matter what V is. Together with Fig. 1 and Fig. 2 , by adjusting V , TOFFEE reaches the arbitrary tradeoff between the energy consumption and queue length. Additionally, when V is sufficiently large, the minimum energy consumption can be reached by TOFFEE and the queues are stabilized. Fig. 3 and Fig. 4 show TOFFEE's energy consumption and queue length with the different arrival rates. In the experiment, each application's arrival rate is α · A i (t). Three different arrival rates are considered, in which α = 0.5, 1 and 1.5, respectively. As shown in Fig. 3 , the energy consumption increases when arrival rate becomes larger. The reason is that as arrival rate increases, more computation tasks would be allocated to be computed locally and offloaded. As a result, the total energy consumption including local execution energy and transmission energy would also rise. As expected, we can observe in Fig. 4 that the queue length rises when arrival rate becomes larger. Additionally, for the three different arrival rates, TOFFEE can all quickly stabilize the energy consumption and queue length. It indicates that TOFFEE can adaptively allocate the computation workload to keep the device stable in a short time.
Parameter Analysis

Effect of tradeoff parameter V
Effect of arrival rate
Effect of slot length
In this experiment, we discuss the queue length with different slot lengths, which is shown in Fig. 5 . Three different slot lengths (i.e., time intervals) are considered, where = 0.5s, 1s and 1.5s, respectively. It can be seen that for the three settings, all the queue lengths of TOFFEE would stabilize quickly. It can also be seen that as the slot length becomes larger, the queue length would increase. The reason is that when the slot length τ is set larger, it is harder for TOFFEE to adapt to system dynamics. However, when τ is set too small, it may incur high overhead to acquire the system parameters or variables.
Comparison Experiments
In the experiments, to verify TOFFEE's effectiveness, two baseline algorithms are introduced to compare with TOFFEE [27] , [28] , [29] :
• Round-robin Local Execution (RLE): The computation tasks of the different applications are processed in different slots in turn. And in each slot, all the computation tasks are computed locally.
• Round-robin MEC Execution (RME): The computation tasks of the different applications are processed in different slots in turn. And in each slot, all applications' tasks in the device is offloaded. Fig. 6 presents the energy consumption of three different algorithms. The TOFFEE's energy consumption is the lowest among the three algorithms. We can see that TOFFEE can reduce the energy consumption by about 15% compared with the RLE algorithm, and by about 38% compared with the RME algorithm. It demonstrates that TOFFEE can decrease the device's energy consumption effectively. It is because that TOFFEE can dynamically allocate the computation workload and schedule the CPU-cycle frequency to adapt to the dynamics of the task arrival and channel condition. And Fig. 7 plots the three different algorithms' queue length. It shows that the RLE's queue length rises linearly, which causes the device instability. It is because that the mobile device's computing ability is limited, and the computation tasks arrived per slot exceed the device's processing capacity. As a result, more and more computation tasks would be backlogged in the mobile device, and queue length would also increase continuously. However, we can also see that the queue length of TOFFEE and RME are both small. It shows that TOFFEE can maintain the queue backlog at a low level. Combining Fig. 6 and Fig. 7 , TOFFEE can decrease the energy consumption effectively while guaranteeing the performance of each application. Table 2 shows the execution times (in millisecond) of the three different algorithms. Every experiment is run 500 times, and the average result is computed. It shows that RLE's execution time is the smallest among the three algorithms, and TOFFEE's execution time is larger than the other two algorithms. It is because that TOFFEE needs to collect the system information (e.g, queue length, wireless channel and tail time) and refers these information to select the optimal decision. Although the execution time of TOFFEE algorithm is the largest, it only takes 0.776(ms) to make task offloading and frequency scaling decisions. Additionally, to further evaluate TOFFEE's performance, task scheduling (TS) algorithm proposed in [30] is adopted to compare with TOFFEE. Fig. 8 plots the energy consumption of TOFFEE and TS. We can see that the energy consumption of TOFFEE is smaller than that of TS. This is because our TOFFEE optimizes not only the energy consumed by local execution and data transmission, but also the tail energy consumption. Fig. 9 shows the queue length of TOFFEE and TS. We can observe that TOFFEE's queue length is also smaller than that of TS. The reason is that TOFFEE could adaptively tune the task allocation decisions according to the dynamic and changing wireless channel condition.
RELATED WORK
Recently, the mobile edge computing has been extensively studied. In [19] , Sun et al. focused on the 
Fig. 8. Energy consumption of TOFFEE and TS
energy-aware mobility management for the MEC system, and formulated a delay minimization problem with the energy consumption constraint. Then, an user-oriented mobility management scheme was designed to address this problem. Dinh et al. [6] determined the task allocation decision and CPU frequency together, and formulated a minimization problem to optimze the device's energy consumption as well as the tasks' execution delay. Ma et al. [31] studied the workload scheduling in the cloud assisted MEC system, and formulated it as an optimization problem to reduce the system cost and delay. Then, an algorithm with linear complexity was designed. Xiao et al. [32] focused on the workload offloading problem in the cooperative fog computing system, and maximized the users' QoE with the power efficiency constraint. These works mainly focused on the short-term performance and assumed that task arrival or wireless channel was static or could be fetched in advance. However, the task arrival and wireless channel in the real environment are all highly dynamic and hardly predicted precisely. Thus, the computation offloading policy should take into consideration of the dynamics of real system environment. In our work, we focus on the system's long-term performance. To capture the highly dynamics and randomness of the task arrival and wireless network, an stochastic optimization problem is proposed in this article.
Mao et al. [8] focused on the computation offloading for the green MEC system with a single-user. They jointly optimized the transmit power, CPU-cycle frequency and computation offloading decisions to minimize the user's execution cost. Yang et al. [12] worked on the task offloading, and formulated an energy minimization problem with the constraints of computation capability and delay requirement. Based on the artificial fish swarm algorithm, they proposed an offloading scheme to solve this problem. You et al. [17] researched the resource allocation problem for multiuser MEC system, and minimized the mobile devices' energy consumption with the computation latency constraint. Zhang et al. [18] optimized resource allocation decision in the single and multi-cell MEC system. To achieve the energy-delay tradeoff, an iterative search algorithm was proposed. For the energy consumed to offload tasks, the above works only considered the energy consumed by data transmission. The tail energy was not taken into account in these works. However, in the current cellular network, the tail energy is also critical for energyefficient offloading [10] , [33] . To deal with this issue, this article jointly optimizes the transmission energy consumption and tail energy consumption, and seeks to reduce both of them.
