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THE ∗-VARIATION OF THE BANACH-MAZUR GAME
AND FORCING AXIOMS
YASUO YOSHINOBU
To the memory of my beloved wife Ayako
Abstract. We introduce a property of posets which strengthens
(ω1+1)-strategic closedness. This property is defined using a vari-
ation of the Banach-Mazur game on posets, where the first player
chooses a countable set of conditions instead of a single condition
at each turn. We prove PFA is preserved under any forcing over a
poset with this property. As an application we reproduce a proof
of Magidor’s theorem about the consistency of PFA with some
weak variations of the square principles. We also argue how dif-
ferent this property is from (ω1 + 1)-operational closedness, which
we introduced in our previous work, by observing which portions
of MA+(ω1-closed) are preserved or destroyed under forcing over
posets with either property.
1. Introduction
As a part of studies on consequences of various forcing axioms, some
studies have been devoted to understanding what kind of forcing pre-
serves those axioms. As one of the earliest comprehensive results in
this area, Larson [13] proved that MM is preserved under forcing over
any poset such that every pairwise compatible subset of size at most
ω1 has a common extension. In fact his proof also works for PFA in-
stead of MM, and for any ω2-directed closed poset (that is, a poset such
that every directed subset of size at most ω1 has a common extension).
As for PFA, Ko¨nig and the author [11] extended Larson’ theorem by
showing that it is preserved under forcing over any ω2-closed poset,
although later in [12] they showed that it is not the case for MM.
Can we still find any reasonable broader class of posets preserv-
ing PFA? There are some limitations observed from known results.
Caicedo and Velickovic [2] proved the following theorem.
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Theorem 1.1 (Caicedo and Velickovic [2]). Suppose that BPFA holds
both in the universe and in an inner model M , and that M computes
ω2 correctly. Then M contains all subsets of ω1.
Note that by Theorem 1.1 it is observed that any forcing preserving
both PFA and ω2 adds no new subsets of ω1.
One natural generalization of ω2-closedness still adding no new sub-
sets of ω1 is (ω1 + 1)-strategic closedness , defined in terms of the exis-
tence of a winning strategy for the second player in the corresponding
(generalized) Banach-Mazur game of length (ω1 + 1).
(ω1+1)-strategic closedness is, however, not enough to preserve PFA.
In fact, the natural poset adding a ω1-sequence is (ω1+1)-strategically
closed, whereas ω1 fails under PFA as proved by Todorcevic [18].
Considering these facts, one possible approach to obtain a general-
ization of ω2-closedness which remain to preserve PFA is to strengthen
the notion of strategic closedness in some appropriate way.
In our previous paper [22], we proved that PFA is preserved under
forcing with any operationally closed poset, that is, a poset such that
the second player wins the corresponding Banach-Mazur game even
when at each turn she is only allowed to use the Boolean infimum of
preceding moves and the ordinal number of the turn to decide her move,
not allowed to use full information about the preceding moves.
In this paper we introduce another strengthening of (ω1+1)-strategic
closedness preserving PFA in the following way. We introduce a varia-
tion of the Banach-Mazur game where the first player chooses a count-
able set of conditions at each turn, instead of a single condition. At
each moment, the Boolean infimum of all conditions he has chosen by
the time plays the same role as his move in the usual Banach-Mazur
game. We say a poset is ∗-tactically closed if the second player wins
even when at each turn she is only allowed to use the set of conditions
the opponent has chosen by the time to decide her move. We also in-
troduce the notion of ∗-operational closedness which generalizes both
operational closedness and ∗-tactical closedness, and prove that PFA
is preserved even under forcing with any poset with this property.
As an application of this result we give a proof of the following well-
known theorem originally proved by Magidor.
Theorem 1.2 (Magidor[14]). PFA is consistent with the statement
that κ,ω2 holds for all cardinals κ such that κ ≥ ω2.
Since now we have two seemingly different ways to strengthen strate-
gic closedness obtaining the preservation of PFA, it is natural to ask if
they are really different. As an answer to this question, we show that
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under MA+(ω1-closed), another well-known forcing axiom, neither op-
erational nor ∗-tactical closedness implies the other. We do this by
producing two consequences of MA+(ω1-closed), φ1 and φ2, such that
all ∗-tactically closed posets preserve φ1 but some ∗-tactically closed
poset does not preserve φ2, and all operationally closed posets preserve
φ2 but some operationally closed poset does not preserve φ1.
This paper is organized as follows. In the rest of this section we
introduce and prove some lemmata about forcing which will be used
in later sections. In §2 we quickly review the notion of the generalized
Banach-Mazur games, and then introduce the ∗-variation of the games
and the notion of ∗-tactical closedness of posets. In §3 we prove the
preservation of PFA under any ∗-tactically closed forcing, and as its
application we give a proof of Theorem 1.2. In §4 we introduce a
combinatorial principle named as SCP− (where SCP stands for the
setwise climbability property), and prove that it is equivalent to MAω2
for ∗-tactically closed posets. In §5, we show that Chang’s Conjecture
(CC) holds in any generic extension by any ∗-tactically closed forcing,
whenever MA+(ω1-closed) is assumed in the ground model. Since it
is known that there exists an operationally closed poset which forces
the failure of CC, this result shows that operational closedness does
not imply ∗-tactical closedness. In §6, we show that SCP− fails in
any generic extension by any operationally closed forcing, whenever
MA+(ω1-closed) is assumed in the ground model. Since the natural
poset forcing SCP− is ∗-tactically closed, this shows that ∗-tactical
closedness does not imply operational closedness, either.
Our notation is mostly standard. We adopt the same convention
as [22] for posets: Each of our posets P is reflexive, transitive and
separative (not necessarily antisymmetric), with one greatest element
1P being specified. For a set A of ordinals, clA denotes the closure of
A and l.p.(A) denotes the set of limit points of A. For i = 0 or 1,
S2i denotes the set {α < ω2 | cfα = ωi}. We will use the following
notations in later sections: For sets M , N and an ordinal δ < ω2, we
denote M ≺δ N if M ≺ N (as ∈-structures) and M ∩ δ = N ∩ δ hold.
We also denote M ≺sδ N if M ≺δ N and M ∩ ω2 ( N ∩ ω2 hold.
We end this section with introducing a couple of lemmata which will
be used in §5 and §6.
Definition 1.3. Let P be a poset and N a set.
(1) We say q ∈ P is (N,P)-strongly generic if for every D ∈ N which
is a dense subset of P there exists an r ∈ D ∩N such that r ≥P q.
4 YASUO YOSHINOBU
(2) For an (N,P)-strongly generic q, we denote
q ↾ N :=
∧
{r ∈ N ∩ P | r ≥P q},
where the meet in the right-hand side is computed in the boolean
completion B(P) of P.
(3) We say a ≤P-descending sequence 〈pn | n < ω〉 is (N,P)-generic if
pn ∈ N for every n < ω and for every dense subset D ∈ N of P
there exists an n < ω such that pn ∈ D.
Lemma 1.4. Let P be a poset, θ a regular uncountable cardinal such
that P ∈ Hθ and N an elementary submodel of 〈Hθ,∈〉 with P ∈ N .
Suppose 〈pn | n < ω〉 is an (N,P)-generic sequence and q is a common
extension of the pn’s. then q is (N,P)-strongly generic and it holds that
q ↾ N =
∧
{pn | n < ω}.
Proof. By definitions it is easy to see that q is (N,P)-strongly generic
and q ↾ N ≤P pn for each n < ω. For each r ∈ N ∩ P such that r ≥P q,
Er = {p ∈ P | p ≤P r ∨ p ⊥P r}
is a dense subset of P and Er ∈ N holds, and thus there exists an
n < ω such that pn ∈ Er. Since r and pn has q as a common extension,
pn ≤P r must be the case. This gives the required equality. 
Recall that for posets P and R, a mapping π : R→ P is said to be a
projection if it satisfies the following conditions:
(a) π is order-preserving.
(b) π(1R) = 1P.
(c) ∀r ∈ R∀p ∈ P[π(r) ≥P p ⇒ ∃r′ ≤R r[p ≥P π(r′)]].
For basic properties of projections see [3]. Note that, for a projection
π : R → P, whenever G is an R-generic filter over V , π′′G generates a
P-generic filter π∗(G) over V , and V [G] contains V [π∗(G)]. Knowing
this, in later sections we often abusively use each P-name τ to denote
the R-name representing τpi∗(G) in V [G] whenever G is R-generic over
V .
Lemma 1.5. Let P and R be posets and π : R → P a projection.
Suppose θ is a regular uncountable cardinal such that P, R, π ∈ Hθ,
N is a countable elementary submodel of 〈Hθ,∈〉 with P, R, π ∈ N ,
and q ∈ P is an (N,P)-strongly generic condition. Then for any dense
subset D ∈ N of R and any p ∈ N ∩R satisfying π(p) ≥P q there exists
p′ ≤R p such that p
′ ∈ N ∩D and that π(p′) ≥P q.
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Proof. Note that Dp = {r ∈ D | r ≤R p} is dense below p and Dp ∈ N
holds. Since π is a projection and is in N , π′′Dp is dense below π(p)
and π′′Dp ∈ N holds. Since q is (N,P)-strongly generic, there exists an
r ∈ π′′Dp ∩ N such that r ≥R q. But then again since π ∈ N we have
that there exists p′ ∈ DP ∩N such that π(p
′) = r. This p′ satisfies all
requirements. 
2. A variation of generalized Banach-Mazur game
Let us first quickly review some basics of the Banach-Mazur games
on posets, introduced by Jech [10] and generalized by Foreman [5].
Our notation mostly follows [22]. For a poset P and an ordinal α, the
two-player game Gα(P) is played as follows: Player I and II take turns
to choose P-conditions one-by-one, so that each move is stronger than
all preceding moves. Their turns take place in a well-ordered timeline.
Player I goes first in the beginning of the game, whereas at other limit
turns Player II goes first. Therefore a play of this game can be displayed
as follows:
I : a0 a1 a2 · · · aω+1 · · ·
II : b0 b1 b2 · · · bω bω+1 · · ·
Throughout this paper, we use the above numbering of turns, that is,
we consider that Player I skips his limit turns. Player II wins this
game if she was able to take turns α times, without becoming unable
to make legitimate moves on the way. α is called as the length of the
game Gα(P). In this paper we are mainly interested in games of length
(ω1 + 1).
In each turn of Player II during a play of Gα(P), we call the sequence
s of preceding moves of Player I (in the chronological order) as the
current status of the turn. We call
∧
s (computed in B(P)) as the
current position of the turn. This terminology makes sense because∧
s gives the exact upper bound of possible moves of Player II of the
turn. We also call the order type of preceding moves of Player II as
the ordinal number of the turn.
A strategy (of Player II for Gα(P)) is a function which, in each turn
of Player II, takes the current status of the turn as an argument, and
gives a P-condition as a suggestion for Player II’s move of the turn. A
strategy σ is a winning strategy if Player II wins any play of Gα(P) as
long as she plays as σ suggests.
A strategy is called an operation (resp. tactic) if its suggestion de-
pends only on the current position and the ordinal number (resp. only
on the current position) of each turn.
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We say P is α-strategically (resp. α-operationally, α-tactically) closed
if there exists a winning strategy (resp. operation, tactic).
The following lemma is frequently used in later sections.
Lemma 2.1. Suppose P is (ω + 1)-strategically closed poset, τ is a
winning strategy for Gω+1(P), θ is a regular cardinal such that P ∈ Hθ
and 〈pn | n < ω〉 is an (N,P)-generic sequence for a countable N ≺
〈Hθ,∈,P, τ〉. Then pn’s have a common extension in P.
Proof. We may assume that pn’s are strictly increasing. We will define
a strictly increasing sequence 〈in | n < ω〉 of natural numbers and a
sequence 〈qn | n < ω〉 of conditions of P ∩ N as follows. Since D0 =
{τ(〈q〉) | q ∈ P} is dense in P and is definable in 〈Hθ,∈,P, τ〉 and thus
lies in N , we may pick an i0 < ω so that pi0 ∈ D0. Since pi0 ∈ N
we may also pick q0 ∈ N ∩ P such that pi0 = τ(〈q0〉). Note that
〈q0, pi0〉 forms a part of a play of Gω+1(P) where Player II plays as
τ suggests. Now assume 〈q0, pi0 , . . . , qn, pin〉 ∈ N was defined and
forms a part of a play of Gω+1(P) where Player II plays as τ sug-
gests. Since Dn+1 = {τ(〈q0, q1, . . . , qn, q〉) | q ≤P pin+1} is dense below
pin+1 and lies in N , we may pick an in+1 > in and qn+1 ≤P pin such
that qn+1 ∈ N and τ(〈q0, q1, . . . , qn, qn+1〉) = pin+1 . This assures that
〈q0, pi0, . . . , qn, pin , qn+1, pin+1〉 is in N and forms a part of a play of
Gω+1(P) where Player II plays as τ suggests, and thus the construction
goes on. In the end we have that 〈qn, pin | n < ω〉 forms a part of a
play of Gω+1(P) where Player II plays as τ suggests, and thus has a
common extension in P. Since 〈pin | n < ω〉 is cofinal in 〈pn | n < ω〉,
the latter also has a common extension in P. 
Now we introduce a variation of Gω1+1(P) to define new game closed-
ness properties of posets.
Definition 2.2. For a poset P, G∗(P) denotes the following game:
Players take turns in the same way as in Gω1+1(P), but Player I chooses
a subset of P of size at most countable at each turn, instead of a single
condition. Therefore a play of G∗(P) can be displayed as follows:
I : A0 A1 A2 · · · Aω+1 · · ·
II : b0 b1 b2 · · · bω bω+1 · · · ,
where Aγ ∈ [P]≤ℵ0 \ {∅} for each γ ∈ ω1 \ Lim, and bγ ∈ P for each
γ < ω1. They must obey the following rules (Player I is responsible for
(a)–(c) and Player II is for (d):
(a) 〈Aγ | γ ∈ ω1 \ Lim〉 is ⊆-increasing.
(b) For each γ ∈ ω1 \ Lim, Aγ has a common extension in P.
(c) For each γ < ω1, it holds that
∧
Aγ+1 ≤B(P) bγ .
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(d) For each γ < ω1, bγ is a common extension of Aγ (for limit γ we
define Aγ =
⋃
{Aξ | ξ ∈ γ \ Lim}).
Again, Player II wins this game if she was able to make her ω1-th move.
Note that, in the above play of G∗(P), if we replace each Aγ with its
boolean infimum, we will obtain a play of Gω1+1(B(P)). In fact, as long
as players play with perfect recall, G∗(P) is essentially an equivalent
game to Gω1+1(B(P)), and even to Gω1+1(P). The point of introduction
of G∗(P) lies in cases when players have limited memory on preceding
moves.
Definition 2.3. Let P be a poset. We let [P]≤ℵ0+ denote the set {A ∈
[P]≤ℵ0 \ {∅} | A has a common extension in P}.
(1) A function from ω1 × [P]
≤ℵ0
+ → P is called a ∗-operation for G
∗(P).
In a play of G∗(P), we say Player II plays according to a ∗-operation
τ if, for each δ < ω1 she chooses τ(δ, Aδ) as her δ-th move as long
as it is a legal move, where Aδ denotes the union of subsets of P
chosen by Player I by the time. τ is said to be a winning ∗-operation
for G∗(P) if Player II wins any play of G∗(P) as long as she plays
according to τ . P is ∗-operationally closed if there exists a winning
∗-operation for G∗(P).
(2) A ∗-operation τ for G∗(P) is called a ∗-tactic if the values of τ
do not depend on its first argument. We often consider a ∗-tactic
simply as a function defined on [P]≤ℵ0+ . P is ∗-tactically closed if
there exists a winning ∗-tactic for G∗(P).
A nontrivial example of a ∗-tactically closed forcing is found among
the class of natural posets forcing the following combinatorial princi-
ples introduced by Schimmerling [17] which are weaker variations of
Jensen’s square principles.
Definition 2.4. For an uncountable cardinal κ and a cardinal λ with
1 ≤ λ ≤ κ, κ,λ denotes the following statement: There exists a se-
quence ~C = 〈Cα | α ∈ κ
+ ∩ Lim〉 such that for every limit α < κ+
(i) 1 ≤ |Cα| ≤ λ.
(ii) Cα consists of club subsets of α of order type ≤ κ.
(iii) For every C ∈ Cα and β ∈ l.p.(C), C ∩ β ∈ Cβ holds.
Note that κ,1 is the original Jensen’s square principle κ.
Definition 2.5. Let κ and λ be as in Definition 2.4. Pκ,λ denotes the
following poset. A condition p ∈ Pκ,λ is either the empty sequence
1Pκ,λ = 〈〉, or of the form
(1) p = 〈Cpα | α ∈ (α
p + 1) ∩ Lim〉 (where αp ∈ κ+ ∩ Lim)
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which satisfies (i)–(iii) of Definition 2.4 for every limit α ≤ αp. Pκ,λ is
ordered by initial segment.
Note that, since Pκ,λ is (κ + 1)-strategically closed, it preserves
cardinalities below κ+ and thus forces κ,λ.
Theorem 2.6. Let κ be an uncountable cardinal, and λ a cardinal
satisfying 2ℵ0 ≤ λ ≤ κ. Then Pκ,λ is ∗-tactically closed.
Proof. We define a ∗-tactic τ : [Pκ,λ ]
≤ℵ0
+ → P as follows. Let A ∈
[Pκ,λ]
≤ℵ0
+ be arbitrary.
(1) If A has a strongest condition p, if p is of the form as in (1) of
Definition 2.5, then we let
τ(A) := pa〈Cpαp+ω〉 (where C
p
αp+ω := {{α
p + n | n < ω}}).
If p = 1Pκ,λ we let τ(A) := 〈C
p
ω〉 (where C
p
ω = {ω}).
In both cases it is easy to check that τ(A) forms a Pκ,λ-condition
which extends p.
(2) If A has no strongest condition, then q :=
⋃
A is of the form
q = 〈Cqα | α ∈ β ∩ Lim〉 for some limit β.
Let a = {γ ∈ β ∩ Lim | q ↾ (γ + 1) ∈ A}. Then a is a countable
subset of β ∩ Lim which is unbounded in β. In this case we set
τ(A) := qa〈Cqβ〉, where
Cqβ := {C ⊆club β ∩ cl(a) | ∀γ ∈ β ∩ l.p.(C)[C ∩ γ ∈ Cγ ]}.
Note that |Cqβ| ≤ 2
ℵ0 holds since cl(a) is countable. On the other
hand, Cqβ is nonempty since β ∩ cl(a) has a subset of order type ω
which is unbounded in β. Now it is easy to check that τ(A) forms
a Pκ,λ-condition which extends all conditions in A.
Let us show that τ is a winning ∗-tactic. Consider any play of the
game G∗(Pκ,λ) where Player II plays according to τ . Note that since
Pκ,λ is ω1-closed, the play never ends throughout the first ω1 turns of
both players. Let us display the play as follows:
I : A0 A1 A2 · · · Aω+1 · · ·
II : q0 q1 q2 · · · qω qω+1 · · · .
Let us also set Aγ :=
⋃
{Aξ | ξ ∈ γ \ Lim} for each limit γ < ω1. Note
that then qγ = τ(Aγ) holds for every γ < ω1. It is enough to show
that the qγ’s have a common extension in Pκ,λ. Since 〈qγ | γ < ω1〉 is
a descending sequence in Pκ,λ, q :=
⋃
{qγ | γ < ω1} is of the form
q = 〈Cqα | α ∈ β
q ∩ Lim〉 for some limit βq < κ+,
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and for each γ < ω1, qγ = q ↾ (β
q
γ + 1) for some limit β
q
γ < β
q. By the
definition of τ , it is easy to observe that 〈βqγ | γ < ω1〉 is continuous,
strongly increasing, and thus we have βq = sup{βqγ | γ < ω1} and
cfβq = ω1.
So it is enough to show that there exists a club subset C of β such
that o.t.(C) = ω1 and C ∩ α ∈ C
q
α holds for each α ∈ l.p.(C), because
if it is the case, then
qa〈Cqβq〉 (where C
q
βq := {C})
forms a Pκ,λ-condition which extends all qγ’s. For each γ < ω1, pick a
subset aγ of (β
q
ωγ, β
q
ω(γ+1)) ∩ Lim such that aγ is unbounded in β
q
ω(γ+1),
o.t.(aγ) = ω and that q ↾ (ξ + 1) ∈ Aω(γ+1) for every ξ ∈ aγ (this is
possible because Aω(γ+1) has no strongest condition). Then let
C :=
⋃
{aγ | γ < ω1} ∪ {β
q
γ | γ ∈ ω1 ∩ Lim}.
It is easy to see that C is a club subset of βq of order type ω1, and
that any limit point of C other than βq is of the form βqγ for some limit
γ < ω1. It is also easy to see that, for each limit γ < ω1,
C ∩ βqγ =
⋃
{aδ | δ < γ} ∪ {β
q
δ | δ ∈ γ ∩ Lim}
is unbounded in βqγ and is included by cl({ξ ∈ β
q
γ ∩ Lim | q ↾ (ξ + 1) ∈
Aγ}). Now we have C ∩ β
q
γ ∈ C
q
γ for every limit γ < ω1, by induction
on γ. (Theorem 2.6)
The following iteration lemma will be used in the next section.
Lemma 2.7. Suppose 〈Pα, Q˙β | α ≤ γ, β < γ〉 is an iterated forcing
construction such that:
(i) P0 is a trivial poset.
(ii) For each α < γ it holds that Pα “Q˙α is ∗-tactically closed.”
(iii) For each limit ordinal ξ ≤ γ, Pξ is either the direct limit or the
inverse limit of 〈Pζ | ζ < ξ〉, and the latter is the case whenever
cf(ξ) ≤ ω1 holds.
Then Pγ is ∗-tactically closed.
For proof of Lemma 2.7, we use a sublemma stated below.
Definition 2.8. Let P be a poset. A ∗-tactic τ for G∗(P) is said to be
defensive if τ({1P}) = 1P holds.
Sublemma 2.9. Every ∗-tactically closed poset has a defensive win-
ning ∗-tactic.
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Proof. Suppose τ is a winning ∗-tactic for G∗(P). Define τ ′ as follows.{
τ ′({1P}) = 1P,
τ ′(A) = τ(A) if A ∈ [P]≤ω+ \ {{1P}}.
Consider any play of G∗(P) where Player II plays according to τ ′. As
long as Player I keeps choosing {1P} as his moves, Player II keeps
choosing 1P as her moves. Once Player I chooses any other move, the
remaining game will develop as if the game starts from that turn and
Player II plays according to τ . Therefore τ ′ is a winning ∗-tactic, which
is also defensive. 
Proof of Lemma 2.7. LetD := {α ≤ γ | Pα is the direct limit of {Pζ | ζ < α}}.
For each α < γ, fix a Pα-name τ˙α such that
Pα “τ˙α is a defensive winning ∗-tactic for G
∗(Q˙α).”
Now we define τ as follows. For each A ∈ [Pγ]
≤ω
+ and α < γ, let
(τ(A))(α) be a Pα-name satisfying
Pα “(τ(A))(α) ∈ Q˙α”
and
Pα “{p(α) | pˇ ∈ Aˇ} ∈ [Q˙α]
≤ω
+ ⇒ (τ(A))(α) = τ˙α({p(α) | pˇ ∈ Aˇ}).”
Note that (τ(A))(α) = 1Q˙α holds whenever p(α) = 1Q˙α for all p ∈ A
and therefore the support of τ(A) is equal to the union of supports of
members of A. This assures that τ(A) ∈ Pγ, since for each α ∈ D,
cf(α) > ω1 holds and thus the support of τ(A) is bounded below α.
Consider any play of G∗(Pγ) where Player II plays according to τ . At
each limit turn, suppose A denotes the set of conditions chosen by
Player I so far. We can construct a common extension p ∈ Pγ of A as
follows. Suppose p ↾ α ∈ Pα is already defined so that it extends q ↾ α
for all q ∈ A. Then let p(α) be a Pα-name for a Q˙α-condition satisfying
(i) p ↾ α Pα “p(α) ≤Q˙α q(α)” for all q ∈ A, and
(ii) p(α) = 1Q˙α, if q(α) = 1Q˙α holds for all q ∈ A.
It is possible by our definition of τ˙α and τ , and we have that p ↾ α+1 ∈
Pα+1 extends q ↾ α + 1 for all q ∈ A. This construction assures that
p ↾ α ∈ Pα for α ∈ D, because |A| ≤ ω1 holds (note that |A| = ω1 can
be the case at the ω1-th turn of Player II) and the support of p ↾ α is
equal to the union of supports of q ↾ α for q ∈ A and thus is bounded
since cf(α) > ω1. Thus the play is never stopped on the way of the
game, and therefore we have that τ is a winning ∗-tactic. 
We conjecture that the analogue of Lemma 2.7 for ∗-operationally
closed posets is also valid, but at present we have no proof, because so
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far we do not know if the analogue of Sublemma 2.9 for ∗-operations
is correct.
3. Preservation of PFA
In this section we prove the following theorem.
Theorem 3.1. PFA is preserved under any ∗-operationally closed forc-
ing.
Note that Theorem 3.1 generalizes [22, Theorem 10] which claims
that PFA is preserved under any operationally closed forcing, and since
the basic structure of our proof is the same as the one given there, we
will expose our proof somewhat briefly, rather focusing on differences
from the older proof.
Proof. Suppose PFA holds in V . Let P be any ∗-operationally closed
poset, and σ a winning ∗-operation for G∗(P). Without loss of gener-
ality, we may assume that σ(γ, A) ≤B(P)
∧
A holds for every γ < ω1
and A ∈ [P]≤ℵ0+ . We will show that PFA remains true in V
P. Let Q˙ be
any P-name for a proper poset, and 〈D˙ξ | ξ < ω1〉 P-names for a dense
subset of Q˙. It is enough to show that there exists a P-name F˙ such
that
P “F˙ is a filter on Q˙ and F˙ ∩ D˙ξ 6= ∅ for every ξ < ω1.”
For any P-generic filter G over V and any Q˙G-generic filter H over
V [G], we define a poset R = RG,H within V [G][H ] as follows: A
condition of R is either the empty sequence 1R = 〈〉, or of the form
P = 〈APξ | ξ ≤ α
P 〉 (αP < ω1) such that
(a) P is a ⊆-continuous increasing sequence of elements of [P]≤ℵ0+ ∩ V .
(b) σ(ξ, APξ ) ≥B(P)
∧
APξ+1 for every ξ < α
P .
(c) σ(αP , AP
αP
) ∈ G.
For this P we write αP and AP
αP
as l(P ) and AP respectively.
R is ordered by initial segment. Let R˙ denote the canonical (P ∗ Q˙)-
name representing RG,H .
Claim S := P ∗ Q˙ ∗ R˙ is proper.
Proof of Claim. Let θ be a regular cardinal such that P, Q˙, R˙, S ∈ Hθ
andN an arbitrary countable elementary submodel of 〈Hθ,∈, {P, Q˙, R˙, S}〉.
Set δ := N ∩ ω1. Let 〈p, q˙, P˙ 〉 ∈ S ∩ N be arbitrary. It is enough to
show that there exists an (N,P)-generic p′ ≤P p such that whenever
G is a P-generic filter over V with p′ ∈ G, there exists an (N [G], Q˙G)-
generic q′ ≤Q˙G q˙G satisfying the following: Whenever H is a Q˙G-generic
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filter over V [G] with q′ ∈ H , there exists an (N [G][H ], R˙G∗H)-generic
P ′ ≤R˙G∗H P˙G∗H .
First pick an (N,P)-generic sequence 〈pn | n < ω〉. By Lemma 2.1,
pn’s have a common extension in P. Set A := {s ∈ N∩P | ∃n < ω[s ≥P
pn]}. Then A ∈ [P]
≤ℵ0
+ . Set p
′ := σ(δ, A).
Suppose G is any P-generic filter over V with p′ ∈ G. Since p′ extends∧
A and thus all pn’s, by the (N,P)-genericity of 〈pn | n < ω〉 it is easy
to see that
(2) A = N ∩G.
Since q˙G ∈ N [G] and Q˙G is proper in V [G], we can pick an (N [G], Q˙G)-
generic q′ ≤Q˙G q˙G. Now suppose H is any Q˙G-generic filter over V [G]
with q′ ∈ H . Since p′ ∈ G is (N,P)-generic and q′ ∈ H is (N [G], Q˙G)-
generic, we have N [G][H ] ∩ V = N and in particular N [G][H ] ∩ ω1 =
δ. Since P˙G∗H ∈ N [G][H ], it is possible to pick an (N [G][H ], R˙G∗H)-
generic sequence 〈Pn | n < ω〉 with P0 = P˙G∗H . Set P˜ :=
⋃
{Pn | n <
ω}. Again by an easy density argument we have that P˜ is of the form
〈Aγ | γ < δ〉.
Subclaim
⋃
{Aγ | γ < δ} = A.
Proof of Subclaim. Since Pn ∈ N [G][H ] for each n < ω and δ ⊆
N [G][H ], we have Aγ ∈ N [G][H ] for each γ < δ. Note that, for each
γ < δ, Aγ is countable and is in V , and thus is contained in N since
N [G][H ] ∩ V = N holds. Moreover Aγ ⊆ G also holds for each γ < δ
by the definition of R˙. Thus by (2) we have
⋃
{Aγ | γ < δ} ⊆ A. For
the inclusion of the other direction, by (2) and the (N [G][H ], R˙G∗H)-
genericity of the sequence 〈Pn | n < ω〉, it is enough to show the fol-
lowing density lemma:
Lemma 3.2. In V [G][H ], Da = {R ∈ R˙G∗H | a ∈ AR} is dense in
R˙G∗H for each a ∈ G.
Proof of Lemma 3.2. Suppose R ∈ R˙G∗H and a ∈ G. By the definition
of R˙G∗H it holds that σ(l(R), AR) ∈ G. Therefore a and σ(l(R), AR)
are compatible, and since σ(l(R) + 1, AR ∪ {a, b}) ≤P b holds for each
common extension b of a and σ(l(R), AR) we have
{σ(l(R) + 1, AP ∪ {a, b}) | b ≤P a ∧ b ≤P σ(l(R), A
R)}
is dense below the boolean meet of a and σ(l(R), AR). But this set
is defined in V , and thus by the genericity of G there exists some
common extension b of a and σ(l(R), AR) such that σ(l(R) + 1, AR ∪
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{a, b}) ∈ G. Therefore we have R′ := Ra(AR ∪ {a, b}) ∈ R˙G∗H and
thus R′ ∈ Da. (Lemma 3.2)
(Subclaim)
Since σ(δ, A) = p′ belongs to G, by letting Aδ := A and P
′ :=
〈Aγ | γ ≤ δ〉 we have that P
′ is an R˙G∗H-condition which extends all
Pn’s, and thus is an (N [G][H ], R˙G∗H)-generic condition. This finishes
the proof of our claim. (Claim)
Note that, by the same density argument as above, for any S-generic
filter G ∗H ∗ I over V ,
⋃
I is an ω1-sequence of elements of [P]
≤ℵ0
+ ∩V .
For each γ < ω1 let A˙γ be the canonical S-name representing the γ-th
entry of this sequence.
In V , by applying PFA to S with a sufficiently rich family of ℵ1-many
dense subsets of S we can find a directed subset {sγ = 〈pγ, q˙γ, P˙γ〉 | γ <
ω1} of S, {Aγ | γ < ω1} ⊆ [P]
≤ℵ0
+ and {ξγ | γ < ω1} ⊆ ω1 such that for
each γ < ω1 it holds that
(3) sγ S “A˙γ = Aˇγ ∧ l(P˙γ) = ξˇγ ∧ σ(ξˇγ, A
P˙γ ) = pˇγ”
and
(4) pγ P “q˙γ ∈ D˙γ .”
By the directedness and genericity of the set {sγ | γ < ω1} together
with (3) we have that
I : A0 A1 A2 · · · Aω+1 · · ·
II : r0 r1 r2 · · · rω rω+1 · · ·
(where rγ denotes σ(γ, Aγ) for each γ < ω1) forms a play of G
∗(P)
where Player II plays according to σ. To prove this, the only nontrivial
part is the ⊆-continuity of 〈Aγ | γ < ω1〉. This can be worked out as
follows. Work in V . For each element of [P]≤ℵ0+ fix its enumeration
(allowing overlaps) of order type ω. For each limit γ < ω1 and n < ω
let Dγ,n be the dense subset of S consisting of the conditions which
decide the least ordinal ξ < γ such that the n-th element of A˙γ belongs
to A˙ξ. Then we may put these dense subsets in the family to which
PFA is applied. This assures that for each limit γ < ω1 every element
of Aγ belongs to Aξ for some ξ < γ.
We also have that, for each γ < ω1 there exists some ξγ < ω1 such
that pγ = rξγ holds. Therefore pγ’s have a common extension p in P.
By (4) and the directness of sγ’s we have:
p P “{q˙γ | γ < ω1} is directed ∧∀γ < ω1[q˙γ ∈ D˙γ].”
Note that we can pick such p below any given condition of P. This
suffices for our conclusion. (Theorem 3.1)
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As an immediate corollary of Theorem 3.1 together with Theorem
2.6, we can reproduce a proof of the following well-known theorem first
proved by Magidor [14]1.
Theorem 3.3 (Magidor). The statement that κ,ω2 holds for every
cardinal κ ≥ ω2 is relatively consistent with ZFC + PFA.
Proof. Wemay assume that in our ground model it holds that ZFC + PFA+
“2κ = κ+ for every cardinal κ ≥ ω2”, since the last statement is rela-
tively consistent to ZFC + PFA (see [22, Proof of Thereom 17]). Let
〈Pα, Q˙α | α ∈ Ord〉
be the proper class iterated forcing construction with the Easton sup-
port such that P0 is trivial and that Pα “Q˙α = Pω2+α,ω2” for every
ordinal α, and let P∞ be its direct limit. By standard arguments we
have that forcing with P∞ preserves ZFC and cofinalities (for iterations
with the Easton support see [1]; for treatment of proper class forcing
consult [7]), and therefore forces κ,ω2 for every cardinal κ ≥ ω2. Now
by Theorem 2.6 and Lemma 2.7 P∞ is ∗-tactically closed, and thus by
Theorem 3.1 PFA holds in this extension. 
4. The Setwise Climbability Properties
It has been observed that Jensen’s square principles and some of
their variations can be characterized as a Martin-type axiom for a suit-
able class of posets. For example, Velleman [21], and Ishiu and the
author [9] observed that ω1 is equivalent to MAω2 for the class of
(ω1 + 1)-strategically closed posets. For another example, in [22] the
author introduced the following fragment of ω1 and observed that it
is equivalent to MAω2 for the class of operationally closed posets.
Definition 4.1. CPω1 (the climbability property) is the following state-
ment: There exists a function f : ω2 → ω1 such that for each β ∈ S
2
1 ,
there exists a club subset C of β with o.t.C = ω1 such that f(α) =
o.t.(C ∩ α) holds for every α ∈ C.
In this section we introduce two more combinatorial principles named
as the setwise climbability properties , and show that they are equiva-
lent to MAω2 for the class of ∗-tactically closed posets and that of
∗-operationally closed posets respectively.
1As for a written proof of this theorem, it is announced in a recent paper by Cum-
mings and Magidor [4] which argues the weak square principles derived from the
Martin’s Maximum, that it will be dealt with in a further publication by Magidor.
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Definition 4.2. (1) SCP is the following statement: There exists a
sequence 〈zα | α ∈ S
2
0〉 and a function f : ω2 → ω1 satisfying:
(a) For each α ∈ S20 , zα is a countable cofinal subset of α.
(b) For each β ∈ S21 , there exists a club subset C of β ∩ S
2
0 with
o.t.C = ω1 satisfying:
(i) 〈zα | α ∈ C〉 is increasing and continuous with respect to
inclusion.
(ii) For each α ∈ C, f(α) = o.t.(C ∩ α) holds.
(2) SCP− is the statement obtained by removing all references to the
function f in the above statement of SCP.
Now we introduce natural posets respectively for SCP and SCP−.
Definition 4.3. We define posets PSCP and PSCP− as follows:
(1) A condition p of PSCP is of the form
p = 〈〈zpα | α ∈ S
2
0 ∧ α ≤ β
p〉, f p〉
satisfying
(a) βp is an ordinal in S20 .
(b) f p : βp + 1→ ω1.
(c) For each α ∈ S20 with α ≤ β
p, zpα is a countable cofinal subset
of α.
(d) For each β ∈ βp ∩ S21 , there exists a club subset C of β
p ∩ S20
with o.t.C = ω1 satisfying:
(i) 〈zpα | α ∈ C〉 is increasing and continuous with respect to
inclusion.
(ii) For each α ∈ C, f(α) = o.t.(C ∩ α).
For p, q ∈ PSCP, we let p ≤PSCP q if ~z
q = ~zp ↾ (βq + 1) and
f q = qp ↾ (βq + 1).
(2) A condition p of PSCP− is of the form
p = 〈zpα | α ∈ S
2
0 ∧ α ≤ β
p〉
satisfying (a), (c) and (d)(i) in (1) above.
Both PSCP and PSCP− are ordered by initial segment.
Lemma 4.4. (1) PSCP is ∗-operationally closed.
(2) PSCP− is ∗-tactically closed.
Proof. We will only show (1). (2) is easier. We will define a ∗-operation
τ : ω1 × [PSCP]
≤ω
+ → PSCP. Let δ < ω and A ∈ [PSCP]
≤ω
+ . If δ is
0 or a successor ordinal, set τ(δ, A) so that it properly extends the
boolean infimum of A. This assures that, whenever Player II plays
according to τ , for each limit η < ω1, the union of Player I’s moves
made before the η-th turn of Player II has no strongest condition. So
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for the case δ is a nonzero limit ordinal, we may define τ(δ, A) only
for A with no strongest condition. For such A, there exist γ ∈ S20 ,
~z = 〈zα : α ∈ S
2
0 , α < γ〉 and a function f : γ → ω1 such that the
following holds:
A = {〈~z ↾ (βp + 1), f ↾ (βp + 1)〉 | p ∈ A}.
Then we set
τ(δ, A) := 〈~za〈zγ〉, f ∪ {〈γ, δ〉}〉,
where zγ = {β
p | p ∈ A} and δ is such that δ = ω(1 + δ).
We will show that τ is a winning ∗-operation. Consider any play of
G∗(PSCP) where Player II plays according to τ . It is easy to see that
PSCP is ω1-closed, and thus it is enough to show that Player II can
make her ω1-th move. For δ < ω1, let Aδ denote the union of Player
I’s moves made before the δ-th move of Player II. Then there exist an
ordinal γ ∈ S21 , ~z = 〈zα : α ∈ S
2
0 , α < γ〉 and a function f : γ → ω1
such that, for each δ < ω1 the following holds:
Aδ = {〈~z ↾ (β
p + 1), f ↾ (βp + 1)〉 | p ∈ Aδ}.
Let γξ := sup{β
p | p ∈ Aω(1+ξ)} for ξ < ω1. Then by the definition of
τ , C = {γξ | ξ < ω1} is a club subset of γ. Moreover, for each ξ < ω1
we have zγξ = {β
p | p ∈ Aω(1+ξ)}, and thus 〈zγξ | ξ < ω1〉 is increasing
and continuous with respect to inclusion. Furthermore, for each ξ < ω1
we have f(γξ) = ξ = o.t.(C ∩ γξ). These facts assure that 〈~z, f〉 can be
extended to a condition of PSCP, which is a common extension of all
moves of Player I. This shows that Player II wins the game. 
In particular, both PSCP and PSCP− are (ω1 +1)-strategically closed,
and therefore preserve cardinalities below ω2. Moreover, a simple in-
duction argument using this closedness property gives the following
density lemma:
Lemma 4.5. For each β < ω2, Dβ = {p ∈ PSCP | βp > β} and
D−β = {p ∈ PSCP− | β
p > β} are dense respectively in PSCP and
PSCP−. 
These facts assures that PSCP forces SCP and that PSCP− forces
SCP−.
Theorem 4.6. (1) The following are equivalent:
(a) SCP.
(b) Every ∗-operationally closed poset is ω2-strategically closed.
(c) PSCP is ω2-strategically closed.
(d) MAω2(∗-operationally closed).
(e) MAω2(PSCP).
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(2) The statement obtained by replacing each occurrence of ‘SCP’ and
‘∗-operationally closed’ in (1) by ‘SCP−’ and ‘∗-tactically closed’
respectively is also valid.
Proof. Again we only show (1), since (2) is easier. Since MAω2 is valid
for every ω2-strategically closed poset, (b) implies (d) and (c) implies
(e) respectively. (b) implies (c) and (d) implies (e) by Lemma 4.4(1).
(e) implies (a) by Lemma 4.5, since a filter which intersects every Dβ
generates a witness for SCP. Now assume (a) and show (b) holds.
Suppose 〈zα | α ∈ S
2
0〉 and f witness SCP. Let P be any ∗-operationally
closed poset, and τ a winning ∗-operation for G∗(P). We may assume
that τ(δ, A) is a common extension of A for every δ < ω1 and A ∈ [P]
≤ω
+ .
We will describe how Player II wins Gω2(P). We use symbols aγ and bγ
to denote the γ-th move of Player I and Player II respectively. We will
use the following lemma (for proof see Ishiu and Yoshinobu [9, Lemma
2.3 and the proof of Theorem 3.3]).
Lemma 4.7 (Ishiu and Yoshinobu). There exists a tree T = 〈S,<T 〉
(where S = ω2 \ Lim) of height ω such that
(1) For every β, γ ∈ S, β <T γ implies β < γ.
(2) For every α ∈ S20 , there exists a cofinal branch b of T with sup b =
α. 
Let T be a tree as above. In a play of Gω2(P), for each γ < ω2,
Player II may choose her γ-th move in the following way:
bγ =


τ(htT (γ), {aξ | ξ ≤T γ}) if γ ∈ S,
τ(f(γ), {aξ | ξ ∈ zγ}) if γ ∈ S
2
0 ,
any common extension of {aξ | ξ < γ} if γ ∈ S
2
1 .
Let us show that this is a winning strategy. Consider any play ofGω2(P)
where Player II plays according to this strategy. It is enough to show
that, for each γ < ω2,
(i) The γ-th turn of Player II exists, that is, the current position of
the turn is nonzero.
(ii) The γ-th move of Player II is legitimate, that is, her move extends
the current position of the turn.
We will show (i) and (ii) by induction on γ. So by induction hypoth-
esis we may suppose that all moves preceding the γ-th move of Player
II have been legitimately made.
Case 1 γ ∈ S.
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In this case (i) is immediate, since the current position is aγ. (ii)
follows from the following inequality:
τ(htT (γ), {aξ | ξ ≤T γ}) ≤B(P)
∧
{aξ | ξ ≤T γ} = aγ .
Case 2 γ ∈ S20 .
By the definition of T , there is a cofinal branch b = 〈ξn | n < ω〉
of T such that sup b = γ. For each n < ω it holds that ξn ∈ S and
htT (ξn) = n, and thus we have bξn = τ(n, {aξm | m ≤ n}). Therefore,
setting An = {aξm | m ≤ n} for each n < ω,
I : A0 A1 A2 · · ·
II : bξ0 bξ1 bξ2 · · ·
forms a part of a play of G∗(P) where Player II plays according to
τ . Therefore
∧
{bξn | n < ω} is nonzero. Since {bξn | n < ω} is
cofinal in the moves of Player I made before the γ-th move of Player
II,
∧
{bξn | n < ω} is equal to the current position of the turn. This
shows (i). For (ii), note that we have
τ(f(γ), {aξ | ξ ∈ zγ}) ≤B(P)
∧
{aξ | ξ ∈ zγ}.
Since zγ is cofinal in γ, the right hand side of the above inequality is
equal to the current position of the γ-th turn of Player II.
Case 3 γ ∈ S21 .
By the definitions of 〈zα | α ∈ S
2
0〉 and f there exists a club subset
C of γ ∩ S20 such that 〈zα | α ∈ C〉 is increasing and continuous with
respect to the inclusion, and that f(α) = o.t.(C ∩ α) holds for each
α ∈ C. Therefore, letting 〈αξ | ξ < ω1〉 be the increasing enumeration
of C, it holds that bαξ = τ(ξ, {aη | η ∈ zαξ}). Therefore, setting
Aξ = {aη | η ∈ zαξ} for each ξ < ω1,
I : A0 A1 A2 · · · Aω+1 · · ·
II : bα0 bα1 bα2 · · · bαω bαω+1 · · ·
forms a play of G∗(P) where Player II plays according to τ . This implies
that
∧
{bαξ | ξ < ω1} is nonzero. Since {bαξ | ξ < ω1} is cofinal in the
moves made before the γ-th turn of Player II,
∧
{bαξ | ξ < ω1} is equal
to the current position of the turn. This shows (i). In this case (ii) is
clear. 
5. Operations versus ∗-tactics (1): preservation under
∗-tactically closed forcing
In this section we show the following theorem.
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Theorem 5.1. Assume MA+(ω1-closed). Then for every ∗-tactically
closed poset P, it holds that
P CC,
where CC denotes Chang’s Conjecture.
Since Chang’s Conjecture negates CP (see [22] for proof), Theorem
5.2 implies the following corollary.
Corollary 5.2. Assume MA+(ω1-closed). Then for every ∗-tactically
closed poset P, it holds that
P ¬CP.
Note that since CP can be forced by an (ω1+1)-operationally closed
forcing, Corollary 5.2 shows that (ω1 + 1)-operational closedness does
not imply ∗-tactical closedness. Since SCP− can be forced by a ∗-
tactically closed forcing, Corollary 5.2 also shows that SCP− does not
imply CP.
We will give a proof of Theorem 5.1 below. Our proof is based on and
generalizes that of Miyamoto [15, Theorem 1.3], which obtains a model
of CC with some weak fragment of ω1 , assuming (an axiom equivalent
to) MA+(ω1-closed) in the ground model. Note also that Miyamoto’s
argument was extracted from Sakai [16], which obtains a model of CC
with ω1,2, starting from the ground model with a measurable cardinal.
We will use the following equivalent form of MA+(ω1-closed), intro-
duced by Miyamoto [15].
Definition 5.3. FA∗(ω1-closed) denotes the following statement: For
any ω1-closed poset P, any family of dense subsets 〈Di | i < ω1〉, any
regular cardinal θ ≥ (22
|TC(P)|
)+, any structure A = 〈Hθ,∈, {P}, . . .〉,
any countable N ≺ A and any (N,P)-generic condition p ∈ P, there
exists a directed subset F of P of size at most ℵ1 satisfying the following:
(i) F ∩Di 6= ∅ for every i < ω1.
(ii) q ≤P p holds for some q ∈ F .
(iii) N ≺ω1 N(F ) = {g(F ) | g : P(P)→ Hθ ∧ g ∈ N}.
Lemma 5.4 (Miyamoto and Usuba). FA∗(ω1-closed) is equivalent to
MA+(ω1-closed).
See Usuba [19] for a proof of Lemma 5.4.
Lemma 5.5. Assume FA∗(ω1-closed). Let P, 〈Di | i < ω1〉, θ, A, N
and p are as in Definition 5.3. If P collapses ω2, then F in the conclusion
of Definition 5.3 can be taken so that N ≺sω1 N(F ) holds (Recall that
the notation ≺sδ for δ < ω2 was introduced two paragraphs before
Definition 1.3).
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Proof. Pick a P-name f˙ ∈ N for a map from ω1 onto ωV2 , and choose
p′ ≤P p so that there exists α < ω2 with α ≥ sup(N ∩ ω2) and i < ω1
such that p′ P “f˙ (ˇi) = αˇ.” Now apply FA
∗(ω1-closed) for p
′ instead of
p to obtain F . Then F also satisfies (ii) for p. Note that
β := sup{η < ω2 | ∃q ∈ F∃i < ω1[q P “f˙ (ˇi) = ηˇ”]}
satisfies sup(N ∩ ω2) ≤ α ≤ β < ω2 and β ∈ N(F ), and therefore we
have N ≺sω1 N(F ). 
We will also use the following auxiliary poset which is induced from
a given ∗-tactically closed poset.
Definition 5.6. Let P be a ∗-tactically closed poset, and fix a winning
∗-tactic σ for G∗(P). We define a poset R = R(P, σ) as follows: A
condition P of R is either the empty sequence 1R = 〈〉, or of the form
P = 〈APξ | ξ ≤ α
P 〉 (αP < ω1) satisfying the following:
(a) P is a ⊆-continuous increasing sequence of elements of [P]≤ω+ .
(b) σ(APξ ) ≥B(P)
∧
APξ+1 for every ξ < α
P .
R is ordered by initial segment. Note that P = 〈APξ | ξ ≤ α
P 〉 is an
R-condition if and only if
I : AP0 A
P
1 · · ·
II : σ(AP0 ) σ(A
P
1 ) · · · σ(A
P
αP
)
forms a part of a play of G∗(P) where Player II plays according to σ.
Therefore it is clear that R is ω1-closed. In fact, whenever 〈Pn | n < ω〉
is a strictly descending sequence of R-conditions,
⋃
{Pn | n < ω} is of
the form 〈Aξ | ξ < γ〉 for some limit γ < ω1, and letting Aγ =
⋃
{Aξ |
ξ < γ} we have Aγ ∈ [P]
≤ω
+ because σ is a winning ∗-tactic, and
Pω = 〈Aξ | ξ ≤ γ〉 is the greatest common extension of {Pn | n < ω}.
For P = 〈APξ | ξ ≤ α
P 〉 ∈ R we denote AP
αP
simply as AP . We define
π : R → P by π(1R) = 1P and π(P ) = σ(AP ) for other P ∈ R. It is
easy to check that π : R → P is a projection. We also denote αP as
lh(P ).
Lemma 5.7. Let P, σ and R be as above. Then the following subsets
of R are dense and open in R.
(1) Dlhα = {P ∈ R | lh(P ) ≥ α} for α < ω1.
(2) Ea = {P ∈ R | a ∈ AP ∨ a ⊥P π(P )} for a ∈ P.
Proof. Straightforward. 
Lemma 5.8. Let P, σ and R be as in Definition 5.6. If P is non-atomic,
then R collapses ω2.
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Proof. Note first that R is a tree of height ω1. Since P is non-atomic and
(ω1 + 1)-strategically closed, each condition of P has at least 2ℵ1 ≥ ℵ2
pairwise incompatible extensions. This implies that each node of R has
at least ℵ2 distinct immediate successors. Using this fact one can let
each node of R code a function from a countable ordinal to ω2, so that
each R-generic filter codes a function from ω1 to ωV2 , which is surjective
by genericity . 
Proof of Theorem 5.1. Since MA+(ω1-closed) implies CC, as shown in
Foreman, Magidor and Shelah [6], we may assume that P is non-atomic.
Let σ and R be as in Definition 5.6. Let θ = (22
|TC(P)|
)+ (and thus σ,
R ∈ Hθ). Let F˙ ∈ Hθ be any P-name for a function [ω2]<ω → ω2 and
let A = 〈Hθ,∈, {P, σ,R, F˙}〉. It is enough to show that, for any p ∈ P,
there exist q ≤P p and N ≺ A such that N ∩ ω1 < ω1, |N ∩ ω2| = ℵ1
and that q is (N,P)-generic.
By recursion we will simultaneously define pγ ∈ P for γ ∈ ω1 \ Lim,
a countable elementary substructure Nγ of A, Aγ ∈ [P]
≤ω
+ and Pγ ∈ R
respectively for γ < ω1 so that the following requirements are satisfied:
For each ξ < ω1,
(i) σ(Aζ) ≥P pξ if ξ = ζ + 1.
(ii) Nζ ≺
s
ω1
Nξ if ξ = ζ + 1.
(iii) Nξ =
⋃
{Nζ | ζ < ξ} if ξ ∈ Lim.
(iv) pξ ∈ Aξ if ξ /∈ Lim.
(v) Aζ ⊆ Aξ if ξ = ζ + 1.
(vi) Aξ =
⋃
{Aζ | ζ < ξ} if ξ ∈ Lim.
(vii) Pξ is the greatest common extension of an (Nξ,R)-generic se-
quence (and thus is (Nξ,R)-strongly generic).
(viii) Aξ = A
Pξ .
(ix) Aξ ⊆ Nξ.
Let γ < ω1 and suppose 〈pξ | ξ ∈ γ \ Lim〉, 〈Nξ | ξ < γ〉, 〈Aξ | ξ < γ〉
and 〈Pξ | ξ < γ〉 are already defined and satisfy (i)–(ix) for every ξ < γ.
We will define pγ (if γ /∈ Lim), Nγ, Aγ and Pγ so that (i)–(ix) for ξ = γ
hold.
Case 1 γ = 0.
First let p0 = p, and pick a countable N0 ≺ A such that p0 ∈ N0.
Let δ = N0 ∩ ω1. Now pick an (N0,R)-generic sequence 〈P0,n | n < ω〉
such that P0,0 = 〈{p0}〉. Now let P0 be the greatest common extension
of {P0,n | n < ω} and let A0 := A
P0 . Then it is easy to see (iv), (vii),
(viii) and (ix) for ξ = 0.
Case 2 γ = ζ + 1.
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Since Pζ is (Nζ ,R)-generic by (vii) for ξ = ζ , we can apply Lemma
5.5 to R, dense subsets Dlhα (α < ω1), Nζ and Pζ to get a directed
subset F of R satisfying:
(1) F ∩Dlhα 6= ∅ for every α < ω1.
(2) Q ∈ F for some Q ≤R Pζ.
(3) Nζ ≺
s
ω1
Nζ(F ).
Now let Nγ := Nζ(F ). By (3) we have (ii) for ξ = γ. By (1) and the
directedness of F ,
⋃
F is of the form 〈AFi | i < ω1〉. Note that
I : AF0 A
F
1 · · · A
F
ω+1 · · ·
II : σ(AF0 ) σ(A
F
1 ) · · · σ(A
F
ω ) σ(A
F
ω+1) · · ·
forms a play of G∗(P) where Player II plays according to σ. Since σ
is a winning ∗-tactic,
⋃
{AFi | i < ω1} has a common extension in P.
Since F ∈ Nγ , we can pick such a common extension pγ within Nγ . By
(2) Pζ is an initial segment of
⋃
F . By (ii) and (iii) for ξ ≤ ζ we have
Nζ ∩ ω1 = δ, and thus by Lemma 5.7(1) and (vii) for ξ = ζ we have
lh(Pζ) = δ and thus A
Pζ = AFδ holds. Therefore by (viii) for ξ = ζ it
holds that σ(Aζ) = σ(A
Pζ ) = σ(AFδ ) ≥B(P)
∧
AFδ+1 ≥B(P) pγ. This gives
(i) for ξ = γ.
Now construct Aγ and Pγ in the same way as A0 and P0: Pick an
(Nγ,R)-generic sequence 〈Pγ,n | n < ω〉 such that Pγ,0 = 〈{pγ}〉. Then
let Pγ be the greatest common extension of {Pγ,n | n < ω} and let
Aγ := A
Pγ . Then we have (iv), (vii), (viii) and (ix) for ξ = γ.
Let q ∈ Aζ be arbitrary. Note that Eq as in Lemma 5.7(2) is dense
open in R and belongs to Nζ ⊆ Nγ . Thus we have Pγ ∈ Eq by (vii)
for ξ = γ. So either q ∈ Aγ or q ⊥P π(Pγ) holds. By (i) for ξ = γ,
pγ is a common extension of Aζ and thus q ≥P pγ holds. On the other
hand, since pγ ∈ Aγ by (iv) for ξ = γ and π(Pγ) = σ(Aγ) is a common
extension of Aγ, we have pγ ≥P π(Pγ). Thus q ≥P π(Pγ) holds and in
particular they are compatible. Therefore q ∈ Aγ holds. This shows
Aζ ⊆ Aγ , that is (v) for ξ = γ.
Case 3 γ ∈ Lim.
Let Nγ :=
⋃
{Nζ | ζ < γ} and Aγ :=
⋃
{Aζ | ζ < γ}. Then by
induction hypothesis we immediately have (iii), (vi) and (ix) for ξ = γ.
So it is enough to find a Pγ satisfying (vii) and (viii) for ξ = γ. Let
〈Dn | n < ω〉 be an enumeration of the dense subsets of R in Nγ . Fix
a strictly increasing sequence 〈γn | n < ω〉 of ordinals converging to γ
so that Dn ∈ Nγn holds for every n < ω.
By induction we construct a descending sequence 〈Pγ,n | n < ω〉 in
R satisfying the following requirements for each n < ω:
• Pγ,n ∈ Nγn .
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• Pγ,n+1 ∈ Dn.
• π(Pγ,n) ≥P π(Pγn).
First let Pγ,0 := 1R. It is clear that Pγ,0 ∈ Nγ0 and π(Pγ,0) = 1P ≥P
π(Pγ0). Suppose Pγ,n ∈ Nγn was defined and satisfies π(Pγ,n) ≥P
π(Pγn). Note that since (vii) for ξ = γn holds and π is a projec-
tion, π(Pγn) is (Nγn ,P)-strongly generic. Thus since Dn ∈ Nγn , by
Lemma 1.5 we can pick Pγ,n+1 ≤R Pγ,n such that Pγ,n+1 ∈ Dn ∩ Nγn
and that π(Pγ,n+1) ≥P π(Pγn). But by (ii) and (iii) for ξ < γ we have
Nγn ⊆ Nγn+1 , and by (i), (iv), (v), (vi) and (viii) for ξ < γ we have
π(Pγn) = σ(Aγn) ≥P pγn+1 ≥B(P)
∧
Aγn+1
≥B(P)
∧
Aγn+1 ≥B(P) σ(Aγn+1) = π(Pγn+1).
Therefore we have Pγ,n+1 ∈ Nγn+1 and π(Pγ,n+1) ≥P π(Pγn+1), which
finishes the construction.
Note that 〈Pγ,n | n < ω〉 is an (Nγ ,R)-generic sequence. Now let Pγ
be the greatest common extension of {Pγ,n | n < ω}. Then Pγ is
(Nγ,R)-strongly generic. So it is enough to show the following.
Claim APγ = Aγ.
Proof of Claim. Pick any q ∈ APγ . Then q ∈ APγ,n for some n < ω.
Since Pγ,n ∈ Nγn and A
Pγ,n is countable, q ∈ Nγn . Since Pγn is (Nγn ,R)-
strongly generic, we have Pγn ∈ Eq. Therefore either q ∈ Aγn or
q ⊥P π(Pγn) holds. But since q ∈ A
Pγ,n by our construction of Pγ,n we
have
q ≥B(P)
∧
APγ,n ≥B(P) π(Pγ,n) ≥P π(Pγn),
and therefore q ∈ Aγn ⊆ Aγ must be the case. This shows that A
Pγ ⊆
Aγ.
Now pick any r ∈ Aγ . Since Aγ ⊆ Nγ , Er = Dm for some m < ω.
By (v) and (vi) for ξ < γ we can pick n > m so that r ∈ Aγn holds.
Since Er is open, Pγ,m+1 ≥R Pγ,n ∈ Er holds and thus either r ∈ A
Pγ,n
or r ⊥P π(Pγ,n) holds. On the other hand, by our construction of Pγ,n
and (i), (iv), (v) and (viii) for ξ < γ we have
π(Pγ,n) ≥P π(Pγn) = σ(Aγn) ≥P pγn+1 ∈ Aγn+1.
Therefore both r and π(Pγ,n) are in Aγn+1 (by (v) for ξ < γ) and thus
are compatible. So r ∈ APγ,n ⊆ APγ must be the case. This shows that
Aγ ⊆ A
Pγ . (Claim)
We just have finished our construction of pγ ’s , Nγ’s, Aγ ’s and Pγ ’s.
Let N :=
⋃
{Nγ | γ < ω1}. By (ii) and (iii) we have that N ∩ω1 = δ <
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ω1 and that |N ∩ ω2| = ℵ1. By (i), (iv), (v) and (vi) we have that
I : A0 A1 · · · Aω+1 · · ·
II : σ(A0) σ(A1) · · · σ(Aω) σ(Aω+1) · · ·
forms a play of G∗(P) where Player II plays according to σ. Therefore
there exists a common extension q ∈ P of A :=
⋃
{Aγ | γ < ω1}.
By p = p0 ∈ A0 ⊆ A we have q ≤P p. For each γ < ω1, by
(vii) we have Pγ is strongly (Nγ ,R)-generic, and since π is a projec-
tion it follows that π(Pγ) = σ(Aγ) is strongly (Nγ ,P)-generic. But
σ(Aγ) ≥B(P)
∧
Aγ+1 ≥B(P) q holds and thus q is also strongly (Nγ,P)-
generic. Therefore q is (N,P)-generic. This completes our proof of
Theorem 5.1. (Theorem 5.1)
6. Operations versus ∗-tactics (2): preservation under
operationally closed forcing
In this section we show the following theorem, which can be consid-
ered as a counterpart of Theorem 5.2.
Theorem 6.1. Assume MA+(ω1-closed). Then for any (ω1+1)-operationally
closed poset P, it holds that
P ¬SCP
−.
Since SCP− can be forced by a ∗-tacitically closed poset, Theorem
6.1 shows that ∗-tactical closedness does not imply (ω1+1)-operational
closedness. Since CP can be forced by an (ω1+1)-operationally closed
poset, it also shows that CP does not imply SCP−.
Note that, since a poset is (ω1 + 1)-operationally closed if and only
if its Boolean completion is (see [22, Lemma 8]), to prove Theorem 6.1
we may assume that P = B \ {0B} for a complete Boolean algebra B.
So in the rest of this section we fix such B and P, and we also fix a
winning operation τ : (ω1 + 1)× P→ P.
We define an auxiliary poset which plays a similar role as R in §5.
Definition 6.2. We define a poset S = S(P, τ) as follows: A condition
s in S is either the empty sequence 1S = 〈〉, or of the form 〈asγ | γ ≤ α
s〉
(ζs < ω1) satisfying
(a) asγ+1 ≤P τ(γ, a
s
γ) for each γ < α
s, and
(b) asγ =
∧
{asξ | ξ < γ} for each nonzero limit γ ≤ α
s.
S is ordered by initial segment. Note that s = 〈asγ | γ ≤ α
s〉 is an
S-condition if and only if
I : as0 a
s
1 · · · a
s
ω+1 · · ·
II : bs0 b
s
1 · · · b
s
ω b
s
ω+1 · · · b
s
αs
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(where bsγ := τ(γ, a
s
γ)) forms a part of a play of Gω1+1(P) where Player
II plays according to τ . Therefore it is clear that S is ω1-closed. For
s = 〈asγ | γ ≤ α
s〉 ∈ S we denote αs and τ(αs, asαs) as lh(s) and lm(s)
respectively. We also set lm(1S) = 1P. Then it is easy to see that
lm : S→ P is a projection.
Lemma 6.3. For each ζ < ω1, D
lh
ζ := {s ∈ S | lh(s) ≥ ζ} is dense in
S.
Proof. Straightforward. 
Lemma 6.4. S collapses ω2.
Proof. Similar to the proof of Lemma 5.8. 
The following is the key lemma to prove Theorem 6.1, though it is
provable in ZFC and does not require MA+(ω1-closed).
Lemma 6.5. Suppose Z˙ is a P-name such that
P “Z˙ is a function on S
2
0 such that for every α ∈ S
2
0
Z˙(α) is a countable unbounded subset of α.”(5)
Then it holds that
(6) S “{x ∈ [ ˇ(ω2V )]
ω | Z˙(sup x) * x} is stationary in [ ˇ(ω2V )]
ω.”
Let us assume Lemma 6.5 for a while and prove Theorem 6.1 first.
Proof of Theorem 6.1 (assuming Lemma 6.5). Assume MA+(ω1-closed)
holds in V . Suppose for a contradiction that there exists a P-name Z˙
satisfying (5) of Lemma 6.5 and p ∈ P such that:
p P “For every β ∈ S
2
1 there exists a club subset C of β ∩ S
2
0
such that o.t.C = ω1 and that 〈Z˙(α) | α ∈ C〉 is
⊆-continuous increasing.”(7)
By Lemma 6.5 we have (6). Since S is ω1-closed and collapses ω2, one
can choose an S-name N˙ such that
S “N˙ is a function on ω1 such that 〈N˙(ζ) | ζ < ω1〉 is a ⊆-continuous
increasing sequence of countable sets satisfying⋃
{N˙(ζ) | ζ < ω1} = ˇ(ω2V ) and that for each ζ < ω1
it holds that sup N˙(ζ) /∈ N˙(ζ), sup N˙(ζ) < sup N˙(ζ + 1) and
Z˙(sup N˙(ζ)) ⊆ N˙(ζ + 1).”(8)
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Therefore, in V S, {N˙(ζ) | ζ < ω1} forms a club subset of [ ˇ(ω2V )]
≤ω and
thus by (6) we have
S “T˙ := {ζ < ω1 | Z˙(sup N˙(ζ)) * N˙(ζ)} is stationary.”
Note that, for each ζ < ω1,
D0ζ := {s ∈ S | s decides the values of N˙(ζˇ) and Z˙(sup N˙(ζˇ))}
is a dense subset of S.
Now apply MA+(ω1-closed) to get a filter F on S such that 〈p〉 ∈ F ,
F intersects Dlhζ and D
0
ζ for all ζ < ω1, and that
T = {ζ < ω1 | ∃s ∈ F [s S “ζˇ ∈ T˙”]}
is stationary in ω1. Note that, since F intersects D
lh
ζ for all ζ < ω1,⋃
F is of the form 〈aγ | γ < ω1〉 with a0 = p, and
I : a0 a1 · · · aω+1 · · ·
II : b0 b1 · · · bω bω+1 · · ·
(where bγ := τ(γ, aγ)) forms a play of Gω+1(P) where Player II plays
according to τ . Therefore this sequence has a common extension q ∈ P.
Note also that each element of F is an initial segment of
⋃
F , and thus
F is ω1-directed. For each ζ < ω1 let Nζ and zζ be such that
(9) rζ S “N˙(ζˇ) = Nˇζ and Z˙(sup N˙(ζˇ)) = zˇζ”
holds for some rζ ∈ F . Such Nζ and zζ uniquely exist by the directed-
ness of F and the fact that F intersects D0ζ . Moreover, by the definition
of T , for each ζ ∈ T we may assume
(10) rζ S “Z˙(sup N˙(ζˇ)) * N˙(ζˇ).”
Let αζ = supNζ for ζ < ω1. By (8), (9), (10) and the ω1-directedness
of F we have the following:
(a) 〈Nζ | ζ < ω1〉 forms a ⊆-increasing continuous sequence of count-
able subsets of ω2 and 〈αζ | ζ < ω1〉 is a continuous strictly increas-
ing sequence.
(b) For each ζ < ω1 it holds that sup zζ = αζ and zζ ⊆ Nζ+1, and
therefore
⋃
{zξ | ξ < ζ} ⊆ Nζ if ζ is limit.
(c) For each ζ ∈ T , zζ * Nζ holds.
Now for each ζ < ω1, by (9) and the fact that sup zζ = αζ , it holds
that
(11) rζ S “Z˙(αˇζ) = zˇζ .”
Since Z˙ is a P-name and lm is a projection, by absoluteness we have
lm(rζ) P “Z˙(αˇζ) = zˇζ .”
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Since q extends lm(rζ) for all ζ < ω1 we have
(12) q P “∀ζ < ω1[Z˙(αˇζ) = zˇζ ].”
Since q also extends p, by (7) we have
q P “There exists a club subset C of ω1 such that 〈Z˙(αˇζ) | ζ ∈ C〉
is a ⊆-continuous increasing sequence.”(13)
By (12), (13) and the fact that P is ω2-Baire, there exist q′ ≤P q and a
club subset C0 (in V ) of ω1 such that
q′ P “〈zζ | ζ ∈ C0〉ˇ is a ⊆-continuous increasing sequence.”
By absoluteness, 〈zζ | ζ ∈ C0〉 is a ⊆-continuous increasing sequence in
V . Now since T is stationary in ω1, there is an ordinal ζ0 ∈ T ∩l.p.(C0).
Thus on the one hand, by (c) we have that zζ0 * Nζ0 , and on the other
hand, by (b) we have
zζ0 =
⋃
{zξ | ξ ∈ ζ0 ∩ C0} ⊆
⋃
{zξ | ξ < ζ0} ⊆ Nζ0 .
This is a contradiction and finishes the proof of Theorem 6.1. 
Now let us go back to the proof of Lemma 6.5. To this end, we
introduce another type of two player game, which is a variation of the
one introduced by Velickovic [20, p.272].
Definition 6.6. Let θ be an uncountable regular cardinal satisfying
{P, τ} ∈ Hθ, and A a model of the form 〈Hθ,∈,P, τ, . . .〉. Let C denote
the set of countable elementary submodels of A. For p ∈ P, G(A, p)
denotes the following two-player game. Players choose their moves as
follows:
I : 〈N0, p0〉 〈N1, p1〉 · · ·
II : 〈η0, q0〉 〈η1, q1〉 · · · ,
where Ni ∈ C, ηi ∈ [ω1, ω2) and pi, qi ∈ P for each i < ω. Players must
follow the following rules:
(a) pi is (Ni,P)-strongly generic for each i < ω.
(b) p0 ↾ N0 ≤P p, and pi+1 ↾ Ni+1 ≤P qi for each i < ω.
(c) Ni+1 ≻
s
ηi
Ni for each i < ω.
(d) qi ≤P pi for each i < ω.
Note that (a)–(c) are required to Player I, whereas (d) is to Player II.
Player I wins if and only if he successfully finished his ω turns without
becoming unable to make a legal move on the way.
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The following lemma is an analogue of Velickovic [20, Lemma 3.7]2.
Lemma 6.7. Player I has a winning strategy for G(A, p).
Proof. Note that G(A, p) is open to Player II, and thus is determined.
So it is enough to show that Player II does not have a winning strategy.
Let υ be any strategy for Player II.
By a simultaneous induction on ω1 · n + γ (for n < ω and γ < ω1),
we will choose Nnγ ∈ C, r
n
γ , p
n
γ , q
n
γ ∈ P, η
n
γ ∈ ω2 and a partial play R
n
γ
of G(A, p) so that the following requirements are satisfied: For each
m < ω and ξ < ω1,
(i) Nmξ ∋ 〈N
m
ζ , r
m
ζ , p
m
ζ , q
m
ζ , η
m
ζ , R
m
ζ 〉 if ξ = ζ + 1.
(ii) Nmξ ∋ 〈N
l
ζ, r
l
ζ, p
l
ζ , q
l
ζ , η
l
ζ, R
l
ζ | ζ < ω1〉 if m = l + 1.
(iii) Nmξ =
⋃
{Nmζ | ζ < ξ} if ξ is limit.
(iv) rmξ ≤P q
m
ζ if ξ = ζ + 1.
(v) rmξ =
∧
{rmζ | ζ < ξ} if ξ is limit.
(vi) pmξ = τ(ξ, r
m
ξ ).
(vii) pmξ is (N
m
ξ ,P)-strongly generic and p
m
ξ ↾ N
m
ξ = r
m
ξ .
(viii) qmξ ≤P p
m
ξ .
(ix) Rmξ is a part of a play of G(A, p) where Player II plays according
to υ, ending with Player I’s move 〈Nmξ , p
m
ξ 〉 followed by Player II’s
move 〈ηmξ , q
m
ξ 〉.
(x) Rmξ extends R
l
δmξ
if m = l + 1, where δmξ denotes N
m
ξ ∩ ω1.
Let n < ω and γ < ω1, and suppose that
〈Nmξ , r
m
ξ , p
m
ξ , q
m
ξ , η
m
ξ , R
m
ξ | ω1 ·m+ ξ < ω1 · n + γ〉
is already defined and satisfy (i)–(ix) for every pair of m and ξ such
that ω1 ·m+ ξ < ω1 ·n+γ. We will define N
n
γ , r
n
γ , p
n
γ , q
n
γ , η
n
γ and R
n
γ so
that (i)–(ix) for m = n and ξ = γ hold. Throughout the cases below,
for example, “(i) for m = n and ξ = γ” is simply expressed as “(i)”.
Other combinations of m and ξ, which appear as induction hypotheses,
are explicitly specified.
Case 1 n = γ = 0.
Pick N00 ∈ C so that p ∈ N
0
0 . Pick an (N
0
0 ,P)-generic sequence
s00 beginning with p. By Lemma 2.1, s
0
0 has a common extension in
P. Now set r00 =
∧
s00 and p
0
0 = τ(0, r
0
0). Then we have (vi) and by
Lemma 1.4 we have (vii), and the latter assures that 〈N00 , p
0
0〉 forms a
legal 0-th move of Player I in G(A, p). Set 〈η00, q
0
0〉 = υ(〈N
0
0 , p
0
0〉) and
R00 = 〈〈N
0
0 , p
0
0〉, 〈η
0
0, q
0
0〉〉. Then (viii)and (ix) are satisfied.
2The referee pointed out that an argument to some extent similar can also be
found in Gitik [8, Proof of Theorem 1.1].
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Case 2 n = 0 and γ = ζ + 1.
Pick N0γ ∈ C so that 〈N
0
ζ , r
0
ζ , p
0
ζ, q
0
ζ , η
0
ζ , R
0
ζ〉 ∈ N
0
γ . Then (i) is satisfied.
Pick an (N0γ ,P)-generic sequence s
0
γ beginning with q
0
ζ . By Lemma 2.1,
s0γ has a common extension in P. Now set r
0
γ =
∧
s0γ , p
0
γ = τ(γ, r
0
γ),
〈η0γ, q
0
γ〉 = υ(〈N
0
γ , p
0
γ〉) and R
0
γ = 〈〈N
0
γ , p
0
γ〉, 〈η
0
γ, q
0
γ〉〉. Then (iv) is clear,
and (vi)–(ix) are obtained in the same way as in Case 1.
Case 3 n = 0 and γ is limit.
Let N0γ =
⋃
{N0ζ | ζ < γ} and r
0
γ =
∧
{r0ζ | ζ < γ}. Then define
p0γ, q
0
γ, η
0
γ and R
0
γ in the same way as in Case 2. By (i) and (iii) for
m = 0 and ξ < γ, 〈N0ζ | ζ < γ〉 forms a ⊆-increasing continuous chain
of elements of C, and thus we have N0γ ∈ C and (iii). By (iv), (v), (vi)
and (viii) for m = 0 and ξ < γ we have that
I : r00 r
0
1 · · · r
0
ω+1 · · ·
II : p00 p
0
1 · · · p
0
ω p
0
ω+1 · · ·
(γ turns)
forms a part of a play of Gω1+1(P) where Player II plays according to
τ , and thus we have r0γ ∈ P and (v). (vi) is clear by the construction.
Pick a strictly increasing sequence 〈γj | j < ω〉 of ordinals converging
to γ. Then by the above observation we have r0γ =
∧
{p0γj | j < ω}.
Now by (i) and (vii) for m = 0 and ξ < γ and (iii) for m = 0 and
ξ = γ, we have that 〈p0γj | j < ω〉 is an (N
m
γ ,P)-generic sequence, and
thus by Lemma 1.4 we have (vii). (viii) and (ix) are obtained in the
same way as in the former cases.
Case 4 n = l + 1 and γ = 0.
First note that by (iv), (v), (vi) and (viii) for m = l we have that
I : rl0 r
l
1 · · · r
l
ω+1 · · ·
II : pl0 p
l
1 · · · p
l
ω p
l
ω+1 · · ·
(ω1 turns)
forms a part of a play of Gω1+1(P) where Player II plays according to
τ . Therefore 〈rlζ | ζ < ω1〉 has a common extension in P. Now pick
Nn0 ∈ C so that 〈N
l
ζ, r
l
ζ , p
l
ζ, q
l
ζ , η
l
ζ, R
l
ζ | ζ < ω1〉 ∈ N
n
0 . This gives (ii).
By elementarity there is a common extension ql ∈ P of 〈rlζ | ζ < ω1〉
in Nn0 . Pick an (N
n
0 ,P)-generic sequence s
n
0 beginning with ql. By
Lemma 2.1, sn0 has a common extension in P. Now set r
n
0 =
∧
sn0 and
pn0 = τ(0, r
n
0 ). Then we have (vi) and by Lemma 1.4 we have (vii). By
(ix) for m = l and ξ = δn0 , R
l
δn0
is a part of a play of G(A, p) where
Player II plays according to υ, ending with Player I’s move 〈N lδn0 , p
l
δn0
〉
followed by Player II’s move 〈ηlδn0 , q
l
δn0
〉. We show that 〈Nn0 , p
n
0〉 is a
legal move of Player I following Rlδn0 . (vii) assures that the rule (a) is
satisfied. By the above construction and (iv) for m = l and ξ = δn0 + 1
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we have that qlδn0 ≥P r
l
δn0 +1
≥P ql ≥P r
n
0 = p
n
0 ↾ N
n
0 . This assures that the
rule (b) is satisfied. For the rule (c), first note that by (i) and (iii) for
m = l and ξ < ω1, 〈N
l
ζ | ζ < ω1〉 is a ⊆-continuous strictly increasing
chain, and thus ηl := ω2 ∩
⋃
{N lζ | ζ < ω1} is an ordinal below ω2.
Since 〈N lζ | ζ < ω1〉 ∈ N
n
0 , for each ζ < δ
n
0 it holds that N
l
ζ ∈ N
n
0 , and
thus we have that N lδn0 =
⋃
{N lζ | ζ < δ
n
0 } ⊆ N
n
0 . On the other hand,
by elementarity, for each α ∈ ηl ∩ Nn0 there exists ζ ∈ ω1 ∩ N
n
0 = δ
n
0
such that α ∈ N lζ ⊆ N
l
δn0
. Moreover, since ηl ∈ Nn0 \ N
l
δn0
we have
N lδn0 ∩ ω2 6= N
n
0 ∩ ω2. Therefore we have N
l
δn0
≺s
ηl
Nn0 , in particular
N lδn0 ≺
s
ηl
δn0
Nn0 , since η
l
δn0
∈ N lδn0 +1 holds by (i) for m = l and ξ = δ
n
0 + 1
and thus ηlδn0 < η
l holds. Now let 〈ηn0 , q
n
0 〉 = υ(R
m
δn0
a〈〈Nn0 , p
n
0 〉〉) and
Rn0 = R
m
δn0
a〈〈Nn0 , p
n
0 〉, 〈η
n
0 , q
n
0 〉〉. Now (viii), (ix) and (x) are clear.
Case 5 n = l + 1 and γ = ζ + 1.
Pick Nnγ ∈ C so that 〈N
n
ζ , r
n
ζ , p
n
ζ , q
n
ζ , η
n
ζ , R
n
ζ 〉 ∈ N
n
γ . Pick an (N
n
γ ,P)-
generic sequence snγ beginning with q
n
ζ . Then set r
n
γ =
∧
snγ , p
n
γ =
τ(γ, rnγ ), 〈η
n
γ , q
n
γ 〉 = υ(R
l
δnγ
a
〈〈Nnγ , p
n
γ〉〉) andR
n
γ = R
l
δnγ
a
〈〈Nnγ , p
n
γ〉, 〈η
n
γ , q
n
γ 〉〉.
(i) is clear, and this and (ii) for m = n and ξ = ζ imply (ii). (iv) and
(vi)–(x) are obtained in the same way as in the former cases.
Case 6 n = l + 1 and γ is limit.
Let Nnγ =
⋃
{Nnζ | ζ < γ}, r
n
γ =
∧
{rnζ | ζ < γ} and define p
n
γ , q
n
γ , η
n
γ
and Rnγ in the same way as in Case 5. Then (ii), (iii) and (v)–(x) are
obtained in the same way as in the former cases.
Now for each n < ω let Cn := {ζ < ω1 | δ
n
ζ = ζ}. For each n <
ω, by (i) and (iii) we have that 〈δnζ | ζ < ω1〉 is a strictly increasing
continuous sequence, and thus Cn is a club subset of ω1. Therefore
C =
⋂
{Cn | n < ω} is nonempty. Pick γ ∈ C. Then δ
n
γ = γ holds
for every n < ω, and thus by (x)
⋃
{Rnγ | n < ω} forms a full play in
G(A, p) where Player II plays according to υ. This shows that υ is not
a winning strategy. (Lemma 6.7)
Proof of Lemma 6.5. Suppose Z˙ is as in the assumption of the lemma.
Let r be any condition in S, and f˙ any S-name satisfying
S “f˙ :
<ω ˇ(ωV2 )→
ˇ(ωV2 ).”
Let θ be an uncountable regular cardinal satisfying {S, τ, f˙} ∈ Hθ, and
set A = 〈Hθ,∈,P, S, τ, f˙ , {r}〉. To have the conclusion of the lemma,
it is enough to show that there exists a countable N ≺ A and an
(N, S)-generic s extending r such that
s S “Z˙(ηˇ) * Nˇ ,”
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where η denotes sup(N ∩ ωV2 ).
Let p = lm(r) ∈ P. By Lemma 6.7 Player I has a winning strategy
ρ for the game G(A, p). We will consider two plays of G(A, p), named
Play A and B, played simultaneously in the way described below.
Moves in these plays are denoted as follows:
Play A
I : 〈NA0 , p
A
0 〉 〈N
A
1 , p
A
1 〉 · · ·
II : 〈ηA0 , q
A
0 〉 〈η
A
1 , q
A
1 〉 · · ·
Play B
I : 〈NB0 , p
B
0 〉 〈N
B
1 , p
B
1 〉 · · ·
II : 〈ηB0 , q
B
0 〉 〈η
B
1 , q
B
1 〉 · · ·
In both plays Player I plays according to ρ. Player II chooses her
moves as follows:{
〈ηAn , q
A
n 〉 = 〈sup(N
B
n ∩ ω2), τ(n, p
B
n )〉,
〈ηBn , q
B
n 〉 = 〈sup(N
A
n+1 ∩ ω2), p
A
n+1〉.
By the construction we have:
(i) NA0 = N
B
0 .
(ii) NA0 ≺
s
sup(NB0 ∩ω2)
NA1 ≺
s
sup(NB1 ∩ω2)
NA2 ≺
s
sup(NB2 ∩ω2)
· · · .
(iii) NB0 ≺
s
sup(NA1 ∩ω2)
NB1 ≺
s
sup(NA2 ∩ω2)
NB2 ≺
s
sup(NA3 ∩ω2)
· · · .
(iv) p ≥P p
A
0 ↾ N
A
0 = p
B
0 ↾ N
B
0 ≥P p
A
0 = p
B
0 .
(v) For every n < ω, pAn is (N
A
n ,P)-strongly generic and p
B
n is (N
B
n ,P)-
strongly generic.
(vi) For every n < ω, it holds that
pBn ≥P τ(n, p
B
n ) = q
A
n ≥P p
A
n+1 ↾ N
A
n+1 ≥P p
A
n+1 = q
B
n ≥P p
B
n+1 ↾ N
B
n+1 ≥P p
B
n+1.
By (vi), 〈pBn , q
A
n | n < ω〉 forms a part of a play in Gω1+1(P) where
Player II plays along τ , and thus we have
(14)
q :=
∧
{pBn | n < ω} =
∧
{pAn ↾ N
A
n | n < ω} =
∧
{pBn ↾ N
B
n | n < ω} ∈ P.
Let NA =
⋃
{NAn | n < ω}, N
B =
⋃
{NBn | n < ω}. By (ii) and
(iii), NA, NB are countable elementary submodels of A. Moreover, by
(i)–(iii) we have
• NA ∩ ω1 = N
A
0 ∩ ω1 = N
B
0 ∩ ω1 = N
B ∩ ω1 and
• sup(NA ∩ ω2) = sup(N
B ∩ ω2).
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We will denote these two ordinals as δ and η.
Note also that, by (ii), (iii), (v) and (vi), 〈pAn | n < ω〉 is an (N
A,P)-
generic sequence and 〈pBn | n < ω〉 is an (N
B,P)-generic sequence. There-
fore by Lemma 1.4 we have
(15) q = q ↾ NA = q ↾ NB.
Now let q′ = τ(δ, q). Since NA ∩NB ∩ ω2 = N
A
0 ∩ ω2 is bounded in
η by (ii) and (iii), it holds that
q′ P “Z˙(ηˇ) * NˇA ∨ Z˙(ηˇ) * NˇB .”
Therefore, without loss of generality we may assume that there exists
q′′ ≤P q
′ such that
(16) q′′ P “Z˙(ηˇ) * NˇA.”
Now since lm(r) = p ≥P q and r ∈ N
A holds, repeatedly using
Lemma 1.5, we obtain an (NA, S)-generic sequence 〈rn | n < ω〉 such
that r0 = r and that lm(rn) ≥P q holds for every n < ω. Let us denote⋃
{rn | n < ω} = 〈aγ , bγ | γ < δ〉. By an easy density argument we
have δ = NA ∩ ω1 = δ. Since lm is a projection, 〈lm(rn) | n < ω〉 is an
(NA,P)-generic sequence, and thus by Lemma 1.4 and (15) we have
(17)
∧
{bγ | γ < δ} =
∧
{lm(rn) | n < ω} = q ↾ N
A = q.
Therefore
s = (
⋃
{rn | n < ω})
a
〈q, q′′〉
forms an (NA, S)-strongly generic condition satisfying lm(s) ≤P q′′. By
(16) and absoluteness we have
s S “Z˙(ηˇ) * NˇA.”
This shows that s is what we need, and completes the proof of the
lemma. 
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