For noisy compressive sensing systems, the asymp totic distortion with respect to an arbitrary distortion function is determined when a general class of least-square based recon struction schemes is employed. The sampling matrix is considered to belong to a large ensemble of random matrices including i.i.d. and projector matrices, and the source vector is assumed to be i.i.d. with a desired distribution. We take a statistical mechanical approach by representing the asymptotic distortion as a macroscopic parameter of a spin glass and employing the replica method for the large-system analysis. In contrast to earlier studies, we evaluate the general replica ansatz which includes the RS ansatz as well as RSB. The generality of the solution enables us to study the impact of symmetry breaking. Our numerical investigations depict that for the reconstruction scheme with the "zero-norm" penalty function, the RS fails to predict the asymptotic distortion for relatively large compression rates; however, the one-step RSB ansatz gives a valid prediction of the performance within a larger regime of compression rates.
I. INTRODUCTION
The vector-valued linear system y = Ax +z (1) describes a sampling system in which the source vector Xnxl E x n with X <;;; IR is linearly measured by the sampling matrix Akxn E IR kxn and corrupted by zero-mean additive white Gaussian noise Zkxl rv N(O, Aol). The source vector is reconstructed from the observation vector Ykxl using the least-square based reconstruction scheme with g(y) := arg mi n [\ Ily -Avl 1 2 + U(V)] vEXn 2/\ (2) for some general penalty function u ( -) and tuning factor A.
The reconstruction scheme in (2) can be considered as a Maximum-A-Posteriori (MAP) estimator which postulates the prior distribution to be proportional to e-u( x ) and the noise variance to be A. The optimality of the scheme, therefore, depends on the choice of u ( -) and A. In compressive sensing, the source vector is sparse meaning that it contains a certain number of zero entries [1], [2] . The typical choice for the penalty function in this case is an £p-norm. Different choices of p result in various levels of optimality and complexity which always contain a tradeoff in between; the better the scheme performs, the more complex it is. For noisy sampling systems, the performance of the reconstruction scheme is quantified by the average distortion which reads (3) for some general distortion function d(-; ·) : X X X M IR, and Xnx 1 = g(y) . In the literature, the most trivial choices for £p are the £2-norm, £rnorm and zero-norm which respectively correspond to the "linear", "LASSO" [3] and "zero-norm" reconstruction schemes. The former two choices of p result in convex optimization problems which make them compu tationally feasible. The latter scheme, however, confronts a non-convex and computationally unfeasible problem. We are interested in studying the asymptotic performance of the gen eral reconstruction scheme given in (2) when the dimensions grow large. The analysis strategy in this case is to consider a random sampling matrix and determine the average distortion for a given realization of it. In this case, the asymptotic performance is evaluated by taking the expectation over the matrix distribution first, and then, taking the limit n, k t 00. This task is not trivial for most cases of the function u ( -) and the support X, and therefore, many analytical methods fail. An alternative approach is based on statistical mechanics in which the asymptotics of the sampling system are represented as macroscopic parameters of a spin glass [4] . In this paper, we take the latter approach and invoke the replica method to study the asymptotics of the reconstruction scheme given in (2) .
Replica Method and its Applications
The replica method is a nonrigorous but effective method developed in the physics literature to study spin glasses. Although the method lacks rigorous mathematical proof in some particular parts, it has been widely accepted as an analysis tool and utilized to investigate a variety of problems in applied mathematics, information processing, and coding [5] - [10] . Regarding multiuser communication systems, the method was initially employed by Tanaka to investigate the asymptotic performance of randomly spread CDMA multiuser detectors [11] . For communication systems of form (1) with an independent and identically distributed (i.i.d.) matrix, the authors in [12] considered a class of postulated minimum Mean Square Error (MSE) estimators and extended the earlier analyses to a larger set of input distributions. The study, moreover, justified the decoupling property of the postulated minImUm MSE which was earlier conjectured in [13] and indicates that the pair of input-output symbols are asymptot ically converging in distribution to the input-output symbols of an equivalent single-user system. The characteristics of the equivalent system were then determined through the replica analysis. Due to the similarity between the MAP estimation and sampling systems' reconstruction schemes, the replica method has been further used to study compressive sensing [14] , [15] . The authors of [16] extended the scope of the decoupling property to a large class of MAP estimators by representing the MAP estimator as the limit of a sequence of minimum MSE etimators and using the replica results of [12] . The result was then employed to study the asymptotics of i!2-, i!r and zero-nerm based reconstructions in compressive sensing systems. The asymptotic MSE of regularized least square reconstruction schemes was, moreover, determined in [17] for a wider range of matrices. In [18] , the problem of sup port recovery was considered where the authors determined the asymptotic input-output information rate and support recovery error for a class of sampling systems. The aforementioned studies were considered under the Replica Symmetry (RS) assumption which assumes the equivalent spin glass to have some symmetric properties. Although the RS assumption has been successful in tracking some solutions, there exist several examples in which it clearly fails. In [19] , the authors showed that the earlier RS-based investigations of vector precoding in [20] clearly violates the theoretically rigorous lower bound for some example of lattice precoding. They, therefore, employed Parisi's scheme of Replica Symmetry Breaking (RSB) [21] to determine a more general ansatz through the replica analysis. The result depicted that the performance prediction via one step of RSB is consistent with the theoretical bounds given in the literature. Inspired by [19] , the MAP estimator was investigated in [22] under RSB and it was shown that the RS decoupling property reported in [16] holds in a more general form under the RSB assumption. The investigations of the least-square error precoding also has shown several examples in which the RS assumption results in a theoretically invalid solution, and therefore, the RSB ansatze were needed for assessing the performance [23] . Regarding the compressive sensing systems, the stability analysis of i!p-norm based recon struction schemes in [24] for the noiseless sampling systems has shown that in contrast to the convex cases of i!2-and i!1norm, the RS ansatz for the zero-norm based scheme is not locally stable against perturbations that break the symmetry of the replica correlation matrix. The fact which resulted in the conclusion that for this case the RSB ansatze are required for precise approximation of the asymptotic performance.
Contributions and Organization
This paper determines the asymptotic distortion of the reconstruction scheme (2) when it is employed for recovering the source vector from the noisy sampling system (1) via the replica method. The distortion function, as well as the source distribution, is considered to be general, and the sampling matrix A belongs to a wide set of random ensembles. We deviate from the earlier replica analyses of compressive sens ing systems by evaluating the general replica ansatz which includes all the possible structures for the replica correlation matrix. The generality of the replica ansatz enables us to determine the RS as well as RSB ansatz as special cases, and therefore, investigate the impact of symmetry breaking. The analytical results in special cases recover the earlier RS based studies of compressive sensing systems, e.g., [14] , [16] [18]. Moreover, our numerical investigations show that for the zero-norm reconstruction, the RS ansatz fails to predict the performance for relatively large compression rates while the RSB ansatze approximate the performance validly. An intro duction to the replica method, is given through the asymptotic analyses in Section III.
Notation
We represent scalars, vectors and matrices with non-bold, bold lower case and bold upper case letters, respectively. A k x k identity matrix is shown by Ik, and the k x k matrix with all entries equal to one is denoted by lk. A T indicates the Hermitian of the matrix A. The set of real and integer numbers are denoted by IR and 7l.. , and their corresponding non-negative subsets by superscript +. 11 · 11 and 11 · 11 1 denote the i!2-and i!l-norm respectively, and Ilxllo represents the zero-norm defined as the number of nonzero entries. For a random variable x, Px represents either the Probability Mass Function (PMF) or Probability Density Function (PDF), and F x identifies the Cumulative Distribution Function (CDF). Moreover, Ex identifies mathematical expectation over x, and an expectation over all random variables involved in a given expression is denoted by E. For sake of compactness, the set of integers {1, ... ,n } is abbreviated as [1 : n] and a zero-mean and unit-variance Gaussian distribution is represented by ¢O.
Gaussian averages are shown as
Whenever needed, we assume the support X to be discrete. The results, however, are in full generality and hold also for continuous distributions.
II. PROBLEM FORMULATION
Suppose Y k x 1 is given by a sampling system as in (1) where (a) Xnx 1 is an i.i.d. random vector with each entry being dis tributed with Px over X � IR.
(b)
A is a k x n random matrix over IR kxn , such that its
with U being an orthogonal Haar distributed matrix and D being a diagonal matrix of which the empirical CDF of eigenvalues (density of states) converges as n t 00 to a deterministic CDF FJ. 
We reconstruct the source vector x from y as x = g (x) with g( . ) being defined in (2) and satisfies the following constraints.
(a) The penalty function uO decouples meaning that
i= 1
(b) For a given vector y, the objective function in (2) has a unique minimizer over the support xn.
Our goal is to determine the asymptotic average distortion D for this setup which is defined as the large limit of the expected average distortion defined in (3), i.e., D = l imn too E D n . To do so, we represent D as the macroscopic parameter of a spin glass and invoke the replica method to determine that.
III. STATISTICAL MECHANICAL ApPROACH
Consider a spin glass with the Hamiltonian
E(vly, A) = 2A
Ily -Avl 1 2 + u(v) (8) for given y and A. At the inverse temperature /3, the microstate v is distributed with e-,6£(vly,A) P ,6 (v) =
L v e-,6£(vly,A)'
By using a standard large deviation argument and defining 
where E� takes expectation over the vector v with respect to (w.r.t.) P ,6 . 
,6too ntoo n uh (13) raises the nontrivial problem of determining a logarithmic expectation. Here, one may take a step further and employ the Riesz equality which for a given random variable t states 1 El ogt=l im -l ogEt m , (14) m.j. o m and write (13) as 1 [) 1 D = l im l im l im l im -"' h -IogE[Z( /3,hly,A)] m . (15) ,6too ntoo h .j. O m.j. O n u m Determining the right hand side (r.h.s.) of (15) faces two main difficulties. In fact, one needs to evaluate the moment for any real value of m (or at least in the right neighborhood of 0), and also take the limits in the order stated. This is where the replica method plays its role. It considers the expression under the logarithm in the r. h.s. of (15) as a function in terms of m, namely f(m), and conjectures that 1) the analytic continuation of fO from Z+ onto IR+ equals to f (m) which intuitively states that the final expression of f(m) determined for m E Z+ is same as f(m) for real values of m, and 2) the limits with respect to m and n exchange.
The conjecture is known as "replica continuity" and is where the replica method lacks rigorousness. By the replica continu 
and Q is the so-called replica correlation matrix which satisfies the fixed point equation
where E f3 takes expectation over v w.r.t. pi31 . Then, un-�Ix vx der the replica continuity conjecture, the asymptotic average distortion is given by
Sketch of the proof: Starting from (16) and after evaluating the expectations w.r.t. z and A, the left hand side (l.h.s.) of (16) is expressed in terms of the replica correlation matrix
Qmxm whose entries are defined as
Taking the limits n t 00 and h 4. 0, one is lead to use the saddle point method. Finally, using the law of large numbers, the equations in Proposition 1 are obtained. The detailed derivations are given in [25] .
• Solving the fixed point equation (21) is notoriously difficult and possibly not of use, because it may depend in a non analytic way on m. To address both issues, one restricts the search of the fixed point solutions to a small parameterized set of correlation matrices. In the sequel, we treat some of the well-known sets.
A. RS Ansatz
RS assumes that the valid solution of the fixed-point equa tion (21) is invariant under all permutations of the m replica indices, namely II-1 QII = Q for all permutation matrices II taken from the symmetric group on [1 : m] . This implies that Q is of the form X Q=qlm + :s Im (24) for some non-negative real q and X. Indeed, this leads to an analytic expression for (18), and therefore, the limit in (22) is determined which concludes the following ansatz. 
for some X and q. Moreover, let for x rv Px, and X and q satisfying X = 5 E x j (g (x,z) -x)z Dz, q = E x j (g (x, z) -X)2 Dz.
(28)
The postulated symmetry of the ansatz, assumed in RS, does not necessarily hold, and therefore, the RS ansatz may fail to give a valid prediction of D.
B. RSB Ansiitze
The RSB structures are constructed via Parisi's iterative scheme introduced in [21] . The scheme takes the RS cor relation matrix as the starting point, and then recursively constructs new structures. After b steps of recursion, which are referred to as breaking steps, the correlation matrix reads b Q = q1 m + L P"J=f3 ® II' K + � Im 
The one-step RSB ansatz is further extended to more steps of breaking. In that case the asymptotic distortion is given by j. ,, = 1 for a sequence of functions {A" (-, " {-} )} �= 1 ' and g(-, . , {-}�) being defined as in (32b) by replacing w y in (31) by L�=l w" y " for some {W"}�=l' The explicit expression of the functions and scalar factors are omitted for sake of compactness, and are given in the extended version of the manuscript [25] .
V. LEAST-SQUARE RECONSTRUCTION SCHEMES
In compressive sensing, the source vector is supposed to be sparse which means that a certain fraction of entries are zero.
To model the sparsity of the source, we set F x to be F x( x) = ( 1 -s) l { x ?: O} + sF x( x). forms of u ( -) in (2) . In this section, we consider the least square based reconstruction schemes in compressive sensing and investigate the asymptotic performance. Throughout the investigations, we assume • x is an i.i.d. zero-mean and unit-variance "sparse Gaus sian" vector meaning that F x ( x ) in (38) is a zero-mean and unit-variance Gaussian CDF.
which determines the asymptotic average MSE.
• the sampling matrix is either an "i.i.d. random" or a "random projector" matrix. In the former case, the entries of Akxn are generated i.i.d. with zero-mean and variance k-1 . The asymptotic empirical eigenvalue CDF of the Gramian J, in this case, follows the Marcenko-Pastur law, and therefore, the R-transform is given by The latter case describes a sampling matrix in which the rows are orthogonal. In this case, the R-transform reads
To study the asymptotics of least-square based reconstruction schemes, we need to set the penalty function to be one of £ 2 -, £ 1 -, or zero-norm functions.
(a) By setting the penalty function to be u ( v) = v2/2, the linear least-square scheme is recovered.
(b) For u(v) = lvi, the reconstruction scheme in (2) reduces to the LASSO [3] or basic pursuit denoising [26] scheme.
(c) By considering u(v) = 1 {v i= O} the zero-norm recon struction scheme is obtained. Fig. 1 shows the RS prediction of the normalized MSE in terms of the tuning factor A for the zero-norm reconstruction.
A. Numerical Results
The sparsity factor is considered to be s = 0.1, and the noise variance is set to be A O = 0.01. The curves have been sketched for both the i.i.d. random and projector sampling matrices at the compression rates r = 1 and r = 4. As the figure illustrates, RS fails to predict the normalized MSE at small values of A for large compression rates. In fact, as the compression rate grows, the normalized MSE drops unexpectedly down for an interval of A. This is due to the fact that the RS fixed point equations have either an invalid solution or no solution in this interval. In other words, the replica ansatz, for this regime of system parameters, does not exhibit symmetry, and therefore, the RS postulated structure for the replica correlation matrix does not lead to the true saddle-point. The result was earlier reported for the noiseless case in [24] where the authors showed that under a set of constraints the RS prediction is not valid for the zero-norm reconstruction.
To investigate the impact of RSB, the RS as well as one step RSB prediction of the normalized MSE has been plotted in terms of the compression rate in Fig. 2 for the zero norm reconstruction when s = 0.1 and A O = 0.01. The normalized MSE has been numerically minimized over A. As a benchmark, the RS predicted curves for the £2-and £1-norm schemes have also been sketched. As the figure shows, the RS predicted MSE starts to decrease in higher compression rate regimes and even violates theoretical lower bounds. The one-step RSB ansatz, however, is consistent with theoretical bounds, and tracks the curve for the £ I-norm scheme within a certain gap. For sake of comparison, we have also plotted the "restricted RS prediction". For this curve, we have minimized the RS-predicted normalized MSE within the interval of A in which the RS ansatz is stable. As it is observed, the curve deviates the one-step RSB curve, as r grows large. It also violates the £1-and £2-norm curves at higher compression rates; the fact which indicates that the optimal tuning factor lies within the interval of A with an unstable RS ansatz.
In order to study the accuracy of the one-step RSB further, we invoke the common consistency test based on the zero temperature entropy H O . In fact, considering the spin glass defined in (8) , the distribution of the microstate at the zero temperature tends to an indicator function at the point which minimizes the Hamiltonian. Therefore, the entropy tends to zero. It has been, however, observed that in problems which RS clearly fails, the zero-temperature entropy is also predicted wrongly in the sense that it does not tend to zero, but becomes negative. It has been further shown that for these cases the zero-temperature entropy under the RSB ansatze takes values much closer to zero. Fig. 3 shows the zero-temperature entropy of the corresponding spin glass under both the RS and RSB assumptions versus the compression rate. The system setup has been considered as in Fig. 2 and H O has been determined at the tuning factors which minimize the one-step RSB predicted MSE. As the compression rate grows, the RS zero-temperature entropy drops down. The one-step RSB, however, gives a better approximation for H O .
