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Abstract
Witten suggested that fixed-point theorems can be derived by the su-
persymmetric sigma model on a Riemann manifold M with potential term
induced from Killing vector on M [3]. One of the well-known fixed-point
theorem is the Bott residue formula [9] which represents intersection num-
ber of Chern classes of holomorphic vector bundles on a Ka¨hler manifold
M as sum of contributions from fixed point sets of a holomorphic vector
field K on M . In this paper, we derive the Bott residue formula by using
topological sigma model (A-model) that describes dynamics of maps from
CP
1 to M , with potential term induced from the vector field K. Our
strategy is to restrict phase space of path integral to maps homotopic to
constant maps. As an effect of adding a potential term to topological
sigma model, we are forced to modify BRST symmetry of the original
topological sigma model. Our potential term and BRST symmetry are
closely related to the idea used in the paper by Beasley and Witten [2]
where potential terms induced from holomorphic section of a holomorphic
vector bundle and corresponding supersymmetry are considered. .
1 Introduction
1.1 Background
Various topological indices of a Riemann manifold M , such as Euler number,
Hirzebruch signature, Atiyah-Singer index etc., are computed by using path
integral of supersymmetric sigma model with target space M [11, 13, 14]. In
[8], Witten considered the supersymmetric sigma model with various potential
1
terms. Especially, he suggested that fixed-point formula for signature of even-
dimensional M can be obtained by using this model with a potential term
induced from a Killing vector field on M . On the other hand, various fixed-
point formulas, such as Duistermaat-Heckman formula etc., have been derived
by using this kind of potential terms [1, 10].
Our aim of this paper is to derive the Bott residue formula [9], that de-
scribes intersection number of Chern classes of holomorphic vector bundles on
a Ka¨hler manifold M as sum of contributions from fixed point sets of a holo-
morphic tangent vector field K on M , by using topological sigma model (A-
model) from CP 1 to M with a potential term induced from the vector field
K. In order to extend the BRST-symmetry to the A-model with the potential,
we have to use half of the supersymmetry transformations used in construct-
ing the BRST-transformation of topological sigma model (A-model) from the
N = (2, 2) supersymmetric sigma model. The new BRST symmetry is still
conserved in the original Lagrangian of the A-model, and it can be extended
to the A-model with the potential term. As a result, BRST-closed observables
correspond to Dolbeault cohomology of M instead of De Rham cohomology
of M . But Chern classes of holomorphic vector bundles on M are given by
(i, i) forms of M , and they are automatically Dolbeault cohomology classes of
M . Therefore, change of BRST-symmetry causes no problem for our purpose
in this paper. Beasley and Witten considered supersymmetry closely related
to our new BRST-transformation for (0, 2) liner sigma models with a potential
term induced from holomorphic section of a holomorphic vector bundle [2]. Our
new BRST-symmetry seems to be closely related to their idea applied to the
case when the holomrphic vector bundle is given by the holomorphic tangent
vedctor bundle T ′M . Of course, they derive a kind of fixed-point formula, but
their result is different from our goal in this paper: “deriving the Bott-residue
formula by using the topological sigma model (A-model) with the potential term
induced from holomorphic tangent vector field”.
1.2 Main result
The purpose of this paper is to provide a derivation of the Bott residue formula
by using topological sigma model (A-model) with potential terms induced from
holomorphic tangent vector field.. First, we introduce assertion of the Bott
residue formula [9].
The Bott Residue Formula
∫
M
ϕ(E) =
∑
α
∫
Nα
ϕ(Λα)
det(θνα + tR
ν
α)
∣∣∣∣
t= i2pi
.
Here, M is a compact Ka¨hler manifold with dimC(M) = m. Let E be a holo-
morphic vector bundle over M with rankCE = q and ϕ(E) is a wedge prod-
uct of Chern classes of E represented by symmetric homogeneous polynomial
ϕ(x1, · · · , xq) of degree m (explicit definition will be introduced later). Let K
be a holomorphic tangent vector field on M and {Nα} be set of connected com-
ponents of the zero set of K. ϕ(Λα) is a cohomology class of Nα which will be
defined later. θνα is the automorphism induced by action of K on the normal
bundle of Nα. R
ν
α is the curvature (1, 1)-form of the normal bundle of Nα.
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Next, we introduce the topological sigma model (A-model). We use the
topological sigma model (A-model) from CP 1 to the Ka¨hler manifold M with
potential terms induced from the holomorphic tangent vector field K = Ki ∂
∂zi
.
Fields that appear in the model is given as follows.
• φi φi¯ : bosonic fields given as C∞-map from CP 1 to M .
• χi: fermionic fields that takes values in C∞ section of φ−1T ′M
• χi¯: fermionic fields that takes values in C∞ section of φ−1T ′M
• ψi¯z: fermionic fields that takes values in C∞ section of T ′∗CP 1⊗φ−1T ′M
• ψiz¯: fermionic fields that takes values in C∞ section of T ′∗CP 1⊗φ−1T ′M
Let gij¯ be Ka¨hler metric of M and Rij¯kl¯ be its curvature tensor. Then the
Lagrangian of our model is given as follows [7].
L+ V =
∫
CP1
dzdz¯
[ t
2
tgij¯(∂zφ
i∂z¯φ
j¯ + ∂z¯φ
i∂zφ
j¯) +
√
tigij¯ψ
j¯
zDz¯χ
i +
√
tigij¯ψ
i
z¯Dzχ
j¯
−Rij¯kl¯ψiz¯ψj¯zχkχl¯ + ts2βgij¯KiK¯ j¯ + tsgij¯▽µ¯K¯ j¯χµ¯χi + sβgij¯▽µKiψµz¯ ψj¯z
]
(1.1)
We set β = 2pii. Covariant derivatives are given by,
Dz¯χ
i = ∂z¯χ
i + Γiµν∂z¯φ
µχν (1.2)
Dzχ
i¯ = ∂zχ
i¯ + Γi¯µ¯ν¯∂zφ
µ¯χν¯ . (1.3)
Our BRST-transformation for this model is given as follows. (α¯ is a fermionic
variable.)
δφi¯ = iα¯χi¯ δψi¯z = −iα¯Γi¯µ¯ν¯χµ¯ψν¯z
δψiz¯ = −
√
tα¯∂z¯φ
i δχi = isα¯βKi δφi = δχi¯ = 0 (1.4)
The above potential terms and BRST-symmetry are closely related to the su-
persymmetry used in [2]. In this paper, we prove the following proposition that
play important roles in our derivation. .
Proposition 1 Correlation functions of BRST-closed observables are invariant
under variation of s.
Then we can derive the Bott residue formula by evaluating correlation function
of degree zero map both in the limit s→ 0 and s→∞.
1.3 Organization of the Paper
This paper is organized as follows.
In section 2, we introduce the Bott residue formula and notations used in
this paper.
In section 3, we introduce our topological sigma model. First, we review
outline of the topological sigma model (A-model) without potential terms and
introduce our BRST-symmetry that uses half of the supersymmetry used in the
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usual BEST-symmetry of the original topological sigma model. We show that
our new BRST-symmetry conserves the Lagrangian of the topological sigma
model without potential terms. Under the new BRST-symmetry, BRST-closed
observables become elements of Dolbeault cohomology of the target Ka¨hler man-
ifold. Next, we include potential terms induced from a holomorphic tangent
vector field and extend the new BRST-symmetry to this case. Then BRST-
closed observables become elements of equivariant Dolbeault cohomology under
the action of the holomorphic vector field. Mathematicall relationship between
the Bott residue formula [8] and this cohomology is discussed in [14] ,[12].
Section 4 is the main section of this paper. We evaluate the degree 0 (i.e.,
homotopic to constant maps) correlation function of our model. It corresponds
to the correlation function represented by the Bott residue formula. Proposition
1 claims that the correlation function is invariant under change of the parameter
s. Hence we can compare the results evaluated under the s → 0 limit and the
s→∞ limit.
In the s → 0 limit, the degree 0 correlation function turns into classical
integration on M of differential forms that represent Chen classes by the stan-
dard argument of weak coupling limit of the topological sigma model. In the
s → ∞ limit, evaluation of the degree 0 correlation function reduces to eval-
uation of contributions of from connected components of the zero set of the
holomorphic tangent vector field K. This follows from localization principle.
Then we perform standard localization computation. The result of evaluation
from each connected component turns out to be the contribution in the Bott
residue formula from the same connected component.
By equating these two results, we obtain the desired Bott residue formula.
In appendix, we prove the proposition 1 proposed in the previous subsection.
2 Notation and The Bott Residue Formula
2.1 Action of Holomorphic Tangent Vector Field
We introduce here our basic notations..
M : a compact Ka¨hler manifold dimC(M) = m, K: a holomorphic tangent
vector field on M ,
E: a holomorphic vector bundle on M with rankC(E) = q,
{ei | i = 1 · · · q} : local holomorphic frame of E,
Γ(E): C∞ section of E.
Λ : Γ(E)→ Γ(E) is a differential operator which acts on fs (f : C∞ a function
on M , s ∈ Γ(E)) which satisfies the following conditions,
Λ(fs) = (Kf) · s+ fΛ(s), ∂¯Λ = Λ∂¯, . (2.5)
where ∂¯ is anti-holomorphic part of the exterior derivative operator d ofM . We
call Λ action of K on E. In the case when E = T ′M , Λ is given by bracket
operation θ(K) define by θ(K)(Y ) = [K,Y ].
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2.2 Notations for Characteristic Classes
We introduce here notations to describe characteristic classes of E.
ϕ(x1, · · · , xq): a symmetric homogeneous polynomial in x1, · · · , xq with com-
plex coefficients of homogeneous degree m = dimC(M).
Next, we define ϕ(A) where A is an endomorphism A : V → V . (V : a complex
q-dimensional vector space ). Let λi (I = 1, · · · q) be eigenvalues of A. Then it
is defined by,
ϕ(A) := ϕ(λ1, · · · , λq). (2.6)
We then regard x1, · · · , xq as Chern roots of E defined by,
q∏
i=1
(1 + txi) := 1 + tc1(E) + t
2c2(E) + · · ·+ tqcq(E). (2.7)
With this set-up, a characteristic class ϕ(E) is defined as follows.
ϕ(E) := ϕ(x1, · · · , xq). (2.8)
Let {Nα} be set of connected components of zero set of K. We assume
that each Nα is a compact Ka¨hler submanifold of M . In the following, we de-
fine ϕ(Λα), which is given as a cohomology class of Nα. Let Λα be Λ|Nα , i.e.,
restriction of Λ to Nα. By the first condition in (2.5), Λα becomes an endmor-
phism of Eα := E|Nα . We say that Λ is constant type iff eigenvalues of Λα are
constant on each connected component Nα. In this paper, we assume that Λ is
constant type. Then we introduce the following notations:
{λαi | i = 1, · · · , r}: distinct eigenvalues of Λα (r ≤ q),
mαi : multiplicity of λ
α
i (
∑r
i=1m
α
i = q),
Eα(λ
α
i ): the largest sub-bundle ofEα on which (Λα−λαi ) is nilpotent, (rankC(Eα(λαi )) =
mαi ).
Then, Eα canonically decomposes into a direct sum, Eα =
r⊕
i=1
Eα(λ
α
i ). Let
ci(Eα(λ
α
i )) be the i-th Chern class of Eα(λ
α
i ) and xj(λ
α
i ) (j = 1, · · · ,mαi ) be
Chern roots of Eα(λ
α
i ) defined by,
mαi∏
j=1
(1+ txj(λ
α
i )) := 1+ tc1(Eα(λ
α
i ))+ t
2c2(Eα(λ
α
i ))+ · · ·+ tqcq(Eα(λαi )). (2.9)
With these set-up’s, the cohomology class ϕ(Λα) is defined by,
ϕ(Λα) := ϕ(λ
α
1 + x1(λ
α
1 ), · · · , λα1 + xmα1 (λα1 ), λα2 + x1(λα2 ), · · · , λα2 + xmα2 (λα2 ), · · · ,
· · · , λαr + x1(λαr ), · · · , λαr + xmαr (λαr )). (2.10)
This is the original definition of ϕ(Λα) used in [8]. Let Fα be curvature (1, 1)-
form (valued in End(E|Nα)) of E|Nα If we regard Λα + i2piFα as End(E|Nα)
valued form on Nα, ϕ(Λα) is rewitten by using (2.6) as follows.
ϕ(Λα) = ϕ(Λα +
i
2pi
Fα). (2.11)
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2.3 The Bott residue formula
We assume that the endomorphism θ|Nα , induced by the action of K on the
holomorphic tangent bundle T ′M |Nα has precisely T ′Nα for its kernel; i.e., the
sequence
0→ T ′Nα → T ′M |Nα
θ|Nα−−−→ T ′M |Nα (2.12)
is exact. From the above exact sequence, Im(θ|Nα) ∼= T ′M |Nα/T ′Nα fol-
lows. Hence we obtain an automorphism θνα := θ
ν |Nα : T ′M |Nα/T ′Nα →
T ′M |Nα/T ′Nα. Let Rνα be curvature (1,1)-form of the holomorphic normal
bundle T ′M |Nα/T ′Nα. Then the Bott residue formula is given as follows.
∫
M
ϕ(E) =
∑
α
∫
Nα
ϕ(Λα)
det(θνα +
i
2piR
ν
α)
=
∑
α
∫
Nα
ϕ(Λα + tFα)
det(θνα + tR
ν
α)
∣∣∣∣
t= i2pi
. (2.13)
We will derive the Bott Residue formula in the form of the second line of the
above equality.
3 The Model in This Paper
3.1 Base Model (Topological Sigma Model (A-Model) with
Half BRST-Symmetry)
We introduce our base model (topological sigma model (A-model)). Lagrangian
of the model is given as follows [7].
L =
∫
CP1
dzdz¯
[ t
2
gij¯(∂zφ
i∂z¯φ
j¯ + ∂z¯φ
i∂zφ
j¯) +
√
tigij¯ψ
j¯
zDz¯χ
i +
√
tigij¯ψ
i
z¯Dzχ
j¯
−Rij¯kl¯ψiz¯ψj¯zχkχl¯
]
. (3.14)
Fields in the Lagrangian and covariant derivatives are the same as the ones
introduced in Section 1.
Original BRST-symmetry of this model is given in [7].
δφi = iαχi, δφi¯ = iαχi¯,
δψi¯z = −
√
tα∂zφ
i¯ − iαΓi¯µ¯ν¯χµ¯ψν¯z ,
δψiz¯ = −
√
tα∂z¯φ
i − iαΓiµνχµψνz¯ , δχi = δχi¯ = 0, (3.15)
where α is a fermionic parameter. In order to include potential terms in-
duced from holomorphic tangent vector field K, we have to change the BRST-
symmetry in the following way (we observed that this change is inevitable to
extend BRST-symmery to the Lagrangian with potential terms).
δφi¯ = iα¯χi¯, δψi¯z = −iα¯Γi¯µ¯ν¯χµ¯ψν¯z ,
δψiz¯ = −
√
tα¯∂z¯φ
i, δφi = δχi = δχi¯ = 0, (3.16)
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where α¯ is also a fermionic parameter. In the next subsection, we prove that the
Lagrangian (3.14) remains invariant under this new BRST-symmetry. Let Q be
the generator of this transformation defined via the relation δX =: iα{Q,X}
(X is a field that appears in the theory). We can check nilpotency of Q, i.e.,
{Q, {Q,X}} = 0. The most non-trivial part comes from deriving {Q, {Q,ψi¯z}} =
0 In this case, we have {Q,ψi¯z} = −Γi¯µ¯ν¯χµ¯ψν¯z¯ By using the following relation
that holds for the curvature tensor of Ka¨hler manifold,
Ri¯ν¯ l¯µ¯ = ∂l¯Γ
i¯
µ¯ν¯ − Γi¯µ¯α¯Γα¯l¯ν¯ − ∂µ¯Γi¯l¯ν¯ + Γi¯l¯α¯Γα¯µ¯ν¯ = 0
⇒ ∂l¯Γi¯µ¯ν¯ − Γi¯µ¯α¯Γα¯l¯ν¯ = ∂µ¯Γi¯l¯ν¯ − Γi¯l¯α¯Γα¯µ¯ν¯ ,
we can show δ
(−Γi¯µ¯ν¯χµ¯ψν¯z¯ ) = 0. Hence {Q, {Q,ψi¯z}} = 0 holds. Check for other
fields is straightforward.
3.2 Proof of δL = 0
In this subsection, we check invariance of the Lagrangian in (3.14) under the
BRST-transformation given in (3.16) , i.e., the equality δL = 0. We first evalu-
ate variation of gij¯∂zφ
i∂z¯φ
j¯ .
δ
(
tgij¯∂zφ
i∂z¯φ
j¯
)
= t∂l¯(gij¯)δφ
l¯∂zφ
i∂z¯φ
j¯ + tgij¯∂zφ
i∂z¯(δφ
j¯)
= itα¯
(
giλ¯Γ
λ¯
j¯l¯
∂zφ
i∂z¯φ
j¯χl¯ + gij¯∂zφ
i∂z¯χ
j¯
)
= itα¯gij¯∂zφ
i
(
∂z¯χ
j¯ + Γj¯µ¯ν¯∂z¯φ
µ¯χν¯
)
= itα¯gij¯∂zφ
iDz¯χ
j¯
(3.17)
By integration by parts, we obtain the following (we neglect total differential).∫
Σ
dzdz¯δ
(1
2
tgij¯∂zφ
i∂z¯φ
j¯
)
(3.18)
= itα¯
∫
Σ
dzdz¯
1
2
(
gij¯∂zφ
i∂z¯χ
j¯ + gij¯∂zφ
iΓj¯
µ¯l¯
∂z¯φ
µ¯χl¯
)
= itα¯
∫
Σ
dzdz¯
1
2
(−∂lgij¯∂z¯φl∂zφiχj¯ − ∂l¯gij¯∂z¯φl¯∂zφiχj¯
− gij¯∂z¯∂zφiχj¯ + ∂µ¯gil¯∂z¯φµ¯∂zφiχl¯
)
= itα¯
∫
Σ
dzdz¯
1
2
[
gij¯∂z¯φ
i
(
∂zχ
j¯ + Γj¯µ¯ν¯∂zφ
µ¯χν¯
)]
(3.19)
= itα¯
∫
Σ
dzdz¯
1
2
(
gij¯∂z¯φ
iDzχ
j¯
)
(3.20)
Variation of other terms are evaluated as follows.
δ
(1
2
tgij¯∂zφ
j¯∂z¯φ
i
)
= itα¯
1
2
(
gij¯Γ
j¯
l¯µ¯
χl¯∂zφ
µ¯∂z¯φ
i + tgij¯∂z¯φ
i∂zχ
j¯
)
= itα¯
1
2
gij¯∂z¯φ
iDzχ
j¯ (3.21)
δ
(√
tigij¯ψ
j¯
zDz¯χ
i
)
= −
√
tα¯Rij¯kl¯∂z¯φ
iψj¯zχ
kχl¯
δ
(√
tigij¯ψ
i
z¯Dzχ
j¯
)
=
√
tα¯gij¯(∂l¯Γ
j¯
µ¯ν¯ + Γ
j¯
β¯l¯
Γβ¯µ¯ν¯)ψ
i
z¯χ
l¯∂zφ
µ¯χν¯ − tiα¯gij¯∂z¯φiDzχj¯
(3.22)
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By using the following equality that holds for curvature of Ka¨hler manifolds:
Rj¯
ν¯l¯µ¯
= ∂l¯Γ
j¯
ν¯µ¯ − ∂µ¯Γj¯l¯ν¯ + Γ
j¯
β¯l¯
Γβ¯µ¯ν¯ − Γj¯β¯µ¯Γ
β¯
ν¯l¯
= 0. (3.23)
and Ka¨hler condition Γβ¯µ¯ν¯ = Γ
β¯
ν¯µ¯, we obtain,
δ
(√
tigij¯ψ
i
z¯Dzχ
j¯
)
= −tiα¯gij¯∂z¯φiDzχj¯ . (3.24)
Next, we use the following formula of covariant derivative of the curvature,
▽λ¯Rij¯kl¯ = ∂λ¯Rij¯kl¯ −Riβ¯kl¯Γβ¯λ¯j¯ − Rij¯kβ¯Γ
β¯
λ¯l¯
, (3.25)
and Bianchi’s identity,
▽λ¯R
i
j¯kl¯
= ▽l¯R
i
j¯kλ¯
. (3.26)
Then we obtain,
δ
(−Rij¯kl¯ψiz¯ψj¯zχkχl¯) = −iα¯▽λ¯Rij¯kl¯ψiz¯ψj¯zχkχl¯χλ¯ +√tα¯Rij¯kl¯∂z¯φiψj¯zχkχl¯
=
√
tα¯Rij¯kl¯∂z¯φ
iψj¯zχ
kχl¯.
(3.27)
As a result, all the variations cancel each other. Therefore, we have shown the
equality: δL = 0⇔ {Q,L} = 0.
3.3 BRST-Closed Observables of the Base Model
In this subsection, we consider BRST-closed observable of this model, i.e., ob-
servable O that satisfies {Q,O} = 0. Here we restrict observables that are
obtained from differential forms on M . Let W be a (p, q)-form on M :
W =
1
p!q!
Wi1i2···ip j¯1 j¯2···j¯q (z
1, · · · zm)dzi1dzi2 · · · dzipdz¯ j¯1dz¯ j¯2 · · · dz¯ j¯q , (3.28)
then we consider the following observable OW :
OW = 1
p!q!
Wi1i2···ip j¯1 j¯2···j¯q (φ)χ
i1χi2 · · ·χipχj¯1χj¯2 · · ·χj¯q . (3.29)
Variation of OW under the BRST-transformation:
{Q,φi} = 0, {Q,φi¯} = χi¯, {Q,χi} = 0, {Q,χi¯} = 0,
is given by,
δOW = 1
p!q!
∂l¯Wi1i2···ip j¯1 j¯2···j¯qδφ
l¯χi1χi2 · · ·χipχj¯1χj¯2 · · ·χj¯q
= iα¯
1
p!q!
∂l¯Wi1i2···ip j¯1 j¯2···j¯qχ
l¯χi1χi2 · · ·χipχj¯1χj¯2 · · ·χj¯q . (3.30)
Let ∂¯ be the anti-holomorphic part of the exterior derivative d. Then, the above
result is summarized as follows.
δOW = iα¯∂¯OW = iα¯{Q,OW}. (3.31)
8
{Q, } is represented as follows.
{Q,OW } = O∂¯W
Therefore, a BRST-closed observable OW is obtained from a differential form
W that satisfies ∂¯W = 0. By standard discussion of topological field theory,
correlation function of BRST-closed observables with insertion of a observable
of type {Q,OW} = O∂¯W automatically vanishes. Hence, physical observables of
the base model correspond to elements of Dolbeault cohomology. Let us recall
Dolbeault’s theorem and Hodge’s decomposition theorem.
Theorem 1 (Dolbeault’s theorem)
Hq(M,∧pT ′∗M) ≃ Hp,q
∂¯
(M). (3.32)
Theorem 2 (Hodge’s decomposition thorem)[13]
Hr(M,C) ≃
⊕
p+q=r
Hp,q(M) (3.33)
Hp,q(M) ≃ Hp,q
∂¯
(M) ≃ Hq(M,∧pT ′∗M). (3.34)
IfW is a Chern class of a holomorphic vector bundle ofM , it is given as a closed
(i, i)-form on M . Therefore ∂W = ∂¯W = 0 follows from dW = (∂ + ∂¯)W = 0
and OW is a BRST-closed observable of the base model.
3.4 Potential Terms Induced from Holomorphic Tangent
Vector Field
In this subsection, we include potential terms induced from the holomorphic
tangent vector field K. The potential terms are given as follows (we use a
parameter β that equals 2pii for brevity).
V =
∫
Σ
dzdz¯
[
ts2βgij¯K
iK¯ j¯ + tsgij¯▽µ¯K¯
j¯χµ¯χi + sβgij¯▽µK
iψµz¯ψ
j¯
z
]
. (3.35)
V contains a parameter s ∈ R that controls scale of the vector field K. We can
extend the BRST-transformation to the new Lagrangian L+ V as follows.
δφi¯ = iα¯χi¯ δψi¯z = −iα¯Γi¯µ¯ν¯χµ¯ψν¯z δψiz¯ = −2
√
tα¯∂z¯φ
i (3.36)
δχi = isα¯βKi δφi = δχi¯ = 0 (3.37)
Let Q be generator of this transformation whose action is defined via the relation
δX =: iα{Q,X} (X is a field that appears in the theory). We check nilpotency
of this generator {Q, {Q,X}} = 0. Non-trivial parts caused by appearance of
K in (3.37) is given as follows.
δφi¯ = iα¯{Q,φi¯} ⇒ {Q,φi¯} = χi¯
δχi¯ = iα¯{Q, {Q,φi¯}} ⇒ {Q, {Q,φi¯}} = 0
δχi = iα¯{Q,χi} ⇒ {Q,χi} = βsKi
δKi = iα¯{Q, {Q,χi}} ⇒ {Q, {Q,χi}} = 0
Hence the relation {Q, {Q,X}} = 0 also holds in this case.
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3.5 Proof of δ(L+ V ) = 0
In this subsection, we check invariance of the Lagrangian L+V under (3.37), i.e.,
the relation δ(L+V ) = 0. Let us recall some properties of covariant derivatives
of K.
▽µ¯K
j = 0, ▽µK¯
j¯ = 0, (3.38)
∂l¯
(
gij¯▽µ¯K¯
j¯
)
= gij¯▽l¯▽µ¯K¯
j¯ + gij¯Γ
α¯
l¯µ¯▽α¯K¯
j¯, (3.39)
∂l¯
(
gij¯▽µK
i
)
= giλ¯Γ
λ¯
j¯l¯▽µK
i +Rij¯µl¯K
i. (3.40)
We use the above formulas and standard property of Ka¨hler metric. Then
additional terms that appear in checking δ(L+ V ) are given as follows.
δ
(√
tigij¯ψ
j¯
zDz¯χ
i
)
=
√
tsα¯βgij¯ψ
j¯
z▽lK
i∂z¯φ
l (3.41)
δ
(−Rij¯kl¯ψiz¯ψj¯zχkχl¯) = −sα¯βiRij¯kl¯ψiz¯ψj¯zKkχl¯ (3.42)
δ
(
ts2βgij¯K
iK¯ j¯
)
= ts2iα¯βgij¯K
i
▽l¯K¯
j¯χl¯ (3.43)
δ
(
tsgij¯▽µ¯K¯
j¯χµ¯χi
)
= −tis2α¯βgij¯▽µ¯K¯ j¯Kiχµ¯ (3.44)
δ
(
sβgij¯▽µK
iψµz¯ψ
j¯
z
)
= sα¯βiRij¯kl¯ψ
i
z¯ψ
j¯
zK
kχl¯ −
√
tsα¯βgij¯▽µK
i∂z¯φ
µψj¯z (3.45)
From the above results, we can conclude that δ(L + V ) = 0 holds. From now
on, we only consider the model given by L+ V .
3.6 BRST-Closed Observable of the Model
In this subsection, we construct BRST-closed observable of the model with
potential terms. In the same way as the previous discussions, we restrict our
selves to observables obtained from a (p, q)-form W on M . It is represented in
the following form.
OW = 1
p!q!
Wi1i2···ip j¯1 j¯2···j¯qχ
i1χi2 · · ·χipχj¯1χj¯2 · · ·χj¯q (3.46)
Variation δOW .under the BRST-transformation is given by,
δOW = 1
p!q!
∂l¯Wi1i2···ip j¯1j¯2···j¯qδφ
l¯χi1χi2 · · ·χipχj¯1χj¯2 · · ·χj¯q
+
1
(p− 1)!q!Wli1i2···ip−1 j¯1 j¯2···j¯qδχ
lχi1χi2 · · ·χi(p−1)χj¯1χj¯2 · · ·χj¯q
= iα¯
[ 1
p!q!
∂l¯Wi1i2···ip j¯1 j¯2···j¯qχ
l¯χi1χi2 · · ·χipχj¯1χj¯2 · · ·χj¯q
+
sβ
(p− 1)!q!Wli1i2···ip−1 j¯1 j¯2···j¯qK
lχi1χi2 · · ·χip−1χj¯1χj¯2 · · ·χj¯q] (3.47)
Let i(K) be the inner-product operator byK. Then the above result is rewritten
as follows.
δOW = iα¯O(∂¯+βi(sK))W =: iα¯{Q,OW }. (3.48)
Hence BRST-closed observable is obtained from a differential form W that sat-
isfies (∂¯ + βi(sK))W = 0. Note that this condition reduces to ∂¯W = 0 if
s = 0.
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We comment on mathematical background to this condition. In general,
differential form ω on M is graded by the following operators:
FAω = (p+ q)ω, FV ω = (q − p)ω.
This says that ω is a (p, q)-form on M . For the operator ∂¯ + βi(sK), we adopt
FV as the grading operator and consider the following vector space:
A(k) =
⊕
q−p=k
Ωp,q(M)
where k ranges from −m to m. From the condition (3.48), we can see that
observables correspond to elements of cohomology of the complex (A(k), ∂¯ +
βi(sK)). This complex is called Liu’s complex. In [14], it is shown that coho-
mology of this complex is independent of s (s 6= 0). This property is closely
related to Proposition 1.
4 Derivation of the Bott Residue Formula
4.1 Overview
In this subsection, we explain our strategy of deriving the Bott residue formula
by using the topological sigma model.with potential terms.
Since the Bott residue formula is a fixed point formula for integration of
Chern classes of the holomorphic vevtor bundle E, we consider observable that
corresponds to wedge product of Chern classes in the s → 0 limit. We first
construct observable OW that satisfies (∂¯ + βi(sK))W = 0 and lims→0W =
ϕ(E). Let us recall Proposition 1introduced in Subsection 1.2.
Proposition 1
Correlation functions of BRST-closed observables are invariant un-
der variation of s.
Assuming its proposition, we evaluate degree 0 correlation function 〈OW 〉0 both
in the s→ 0 limit and s→∞ limit.
As for the s → 0 limit, the observable becomes Oϕ(E) and we can use
standard weak coupling limit. Moreover, the potential terms vanish in this
limit. Then we expand each field around the solution of the classical equations of
motion (φ = φ0 (constant map), χ = χ0 (constant solution), ψ = 0) and perform
Gaussian integration of oscillation modes. We show that contributions from
Gaussian integral is trivial. Hence 〈OW 〉0 turns out to be classical integration
of (m,m)-differential form ϕ(E) on M , i.e., the l.h.s of (2.13).
In the s → ∞ limit, path integral is localized around neighborhood of zero
set {Mα} of the holomorphic vector field K. We also expand each field around
the solution of the classical equations of motion (φ = φ0 ∈Mα (constant map),
χ = χ0 (constant solution), ψ = 0). In this case, we carefully discuss integration
measure of oscillation modes by using eigenvalue decomposition by Laplacian
for differential forms on CP1. Since contributions from oscillation modes do
11
not affect correlation functions, contribution from a connected component Mα
turns out to be integration of differential form onMα given in the r.h.s of (2.13).
Summing up all the connected components, 〈OW 〉0 becomes the r.h.s of (2.13).
We can equate these two results by using Proposition 1 and obtain the Bott
residue formula.
4.2 A Remark on Action of K on Holomorphic Tangent
Bundle T ′M
In Subsection 2.1, we introduced the operator Λ : Γ(E) → Γ(E) that describe
action of K on section of the holomorphic vector bundle E. Its property is given
in (2.5).
In the case when E is the holomorphic tangent bundle T ′M , Λ is explicitly
given by holomorphic Lie derivative of the holomorophic tangent vector field Y
by K:
θ(K) : Y → [K,Y ]. (4.49)
We can check that θ(Y ) satisfies the condition (2.5).
θ(K)(fY ) = [K, fY ] = Ki
∂
∂zi
(fY j
∂
∂zj
)− fY j ∂
∂zj
(Ki
∂
∂zi
)
= Ki
∂f
∂zi
(Y j
∂
∂zj
) + fKi
∂
∂zi
(Y j
∂
∂zj
)− fY j ∂
∂zj
(Ki
∂
∂zi
)
= Ki
∂f
∂zi
(Y j
∂
∂zj
) + f [K,Y ]
= (Kf)Y + f [K,Y ]
If we rescale K into sK, θ(K) is also rescaled to sθ(K). In general, Λ is also
rescaled to sΛ.
4.3 The BRST-Closed Observable Used for Derivation
In this subsection, we construct the observable OW that satisfies lims→0W =
ϕ(E) and (∂¯+βi(K))W = 0. We assume that the holomorphic vector bundle E
has canonical connection compatible with Hermitian metric. Let ∇˜ be canonical
connection on E and Ωp,q(E) be complex vector space of E-valued (p, q)-forms.
We also introduce the exterior holomorphic covariant derivative D′ : Ωp,q(E)→
Ωp+1,q(E). Then the canonical connection is decomposed into ∇˜ = D′+ ∂¯. Let
{ea} be local holomorphic frame of E. Then the following relation holds.
∂¯ea = 0,
∇˜ea = D′ea = Θbakdzkea,
where Θbakdz
k is the connection (1, 0)-form of E. Curvature (1, 1)-form F ba =
F b
akl¯
dzk ∧dzl is given by F ba = ∂¯(Θbakdzk) = −∂¯l(Θbak)dzk ∧dzl. Then we define
L = (Lba) : Γ(E)→ Γ(E) by,
Lbaeb := sΛ
b
aeb − sΘbakKkeb,
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where we rescale K into sK. Let us note that the following relations hold.
∂¯i(sK)∇˜ea = s∂l¯(Θbak)Kkdzleb = −i(sK)(F bakl¯dzk ∧ dzleb)
∂¯(Lbaeb) = ∂¯(sΛ
b
aeb − sΘbakKkeb) = −s∂l¯(Θbak)Kkdzleb = i(sK)(F bakl¯dzk ∧ dzleb)
∂¯(F a
bkl¯
dzk ∧ dzleb) = 0
i(sK)(Labe
b) = 0 (4.50)
By using the above relations, we obtain (β = 2pii),
(∂¯ + βi(sK))(Lbaeb +
i
2pi
F baeb) = ∂¯(L
b
aeb)− i(sK)(F bakl¯dzk ∧ dzleb) = 0.
(4.51)
If we define matrix valued form:
A = (Aab ), A = L+
i
2pi
F, (4.52)
(4.51) says (∂¯ + βi(K))A = 0. Therefore (∂¯ + βi(K))tr(Am) = 0 holds for
arbitrary positive integer m. Let U be a linear automorphism of a complex
vector space V with dimC = rank(E) = q. It is well-known that ϕ(U) defined
in Subsection 2.2 can be represented in the following way.
ϕ(U) =
∑
mi≥0,
∑
l
i=1 mi=m
αm1m2···mitr(U
m1)tr(Um2 ) · · · tr(Uml), (4.53)
where m is the complex dimension of M . Therefore, ϕ(A) = ϕ(L + i2piF ) is
annihilated by the operator ∂¯ + βi(sK). Obviously, ϕ(L + i2piF ) reduces to
ϕ( i2piF ) = ϕ(E) under the s → 0 limit. In this way, we have constructed the
operatorOϕ(L+ i2piF ) that is used in derivation of the Bott residue formula. From
now on, we simply denote it by ϕ for brevity.
4.4 Degree 0 Correlation Function and Integral Measure
in the s→ 0 Limit
From now on, we consider the degree 0 correlation function < ϕ >0. First, we
rewrite the Lagrangian in the following form.
L+ V =
t
2
∫
Σ
φ∗(ω) + L′ + V ′, (4.54)
L′ + V ′ :=
∫
CP1
dzdz¯
[
tgij¯∂z¯φ
i∂zφ
j¯ +
√
tigij¯ψ
j¯
zDz¯χ
i +
√
tigij¯ψ
i
z¯Dzχ
j¯
−Rij¯kl¯ψiz¯ψj¯zχkχl¯ + ts2βgij¯KiK¯ j¯ + tsgij¯▽µ¯K¯ j¯χµ¯χi + sβgij¯▽µKiψµz¯ψj¯z
]
(4.55)
where ω = gij¯dz
i ∧ dzj is the Ka¨hler form of M . ∫
Σ
φ∗(ω) is a topological term
that gives mapping degree of φ : CP1 → M . Since we focus on the degree 0
correlation function, we use the Lagrangian L′ + V ′ instead of L+ V . By using
Proposition 1, we obtain the following equality.
lim
s→0
< ϕ >0= lim
s→∞
< ϕ >0 . (4.56)
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In this subsection, we focus on the left hand side. In the s → 0 limit, the
Lagrangian L + V becomes Lagrangian of the usual topological sigma model
(A-model). Moreover, ϕ turns into Oϕ(E), which ia also a standard BRST-
closed observable of the A-model. Then we can apply standard result of the
weak coupling limit t → ∞ [7]. It says that path integral reduces to Gaussian
integration around the constant map φ(z, z¯) = φ0 (∈M). Then the correlation
function becomes,
lim
s→0
< ϕ >0=
∫
M
dφ0dχ0Oϕ(E) =
∫
M
ϕ(E) =: ϕ(E)[M ],
where dφ0dχ0 is the measure for integration of position of φ0 ∈ M and the
corresponding zero-mode of χ, that can be interpreted as integration of (m,m)-
form on M .
4.5 Integration Measure for the Degree 0 Correlation Func-
tion in the s→∞ Limit
We discuss integration measure in evaluating the correlation function in the
s→∞ limit with fixed t. Since we are considering degree 0 correlation function,
the map φ is homotopic to a constant map φ(z, z¯) = φ0 (∈ M). Therefore, we
expand the fields φ, χ and ψ around the constant map φ0. Then χ (resp. ψ)
becomes section of φ−10 (T
′M) (resp. φ−10 (T
′M) ⊗ T ′∗CP1) and its complex
conjugate. But φ−10 (T
′M) is isomorphic to trivial bundle CP1×Cm. Hence we
can simply regard χi, χi¯ (resp. ψiz¯, ψ
i¯
z) as (0, 0)-form (resp. (0, 1)-form, (1, 0)-
form) on CP1 By using standard Ka¨hler metric of CP1, we can apply eigenvalue
decomposition by Laplacian for differential forms on CP1 to the expansion. The
Laplacian is represented as follows († means adjoint defined by Hodge operator
of CP1).
△ := dd† + d†d △∂ := ∂∂† + ∂†∂ △∂¯ := ∂¯∂¯† + ∂¯†∂¯
△ = 2△∂ = 2△∂¯
Let △(p,q) be restriction to Ω(p,q)(CP1). Vector space of (p, q)-forms with zero
eigenvalue is known as Hp,q(CP1): the vector space of (p, q) harmonic forms.
The following result is well-known.
dimC(H
0,0(CP1)) = 1, dimC(H
1,0(CP1)) = dimC(H
0,1(CP1)) = 0. (4.57)
Let {En | n > 0} be set of positive eigenvalues of 12△(0,0) ordered as follows.
0 < E1 ≤ E2 ≤ E3 ≤ · · · . (4.58)
Then we denote by fn(z, z¯) the (0, 0)-form that satisfy,
1
2
△(0,0)fn(z, z¯) = Enfn(z, z¯). (4.59)
Lemma 1 Sets of positive eigenvalues of 12△(1,0) and 12△(0,1) are both given
by {En | n > 0} and (1, 0) and (0, 1) forms with eigenvalue En are given by
∂fn(z, z¯) and ∂¯fn(z, z¯) respectively.
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Proof)
Since 12△ equals (∂∂† + ∂†∂), we obtain,
1
2
△∂fn(z, z¯) = (∂∂† + ∂†∂)∂fn(z, z¯)
= ∂∂†∂fn(z, z¯)
= ∂(∂∂† + ∂†∂)fn(z, z¯)
=
1
2
∂△fn(z, z¯)
= En∂fn(z, z¯). (4.60)
Hence ∂fn(z, z¯) is (1, 0)-form with eigenvalue En. On the contrary, let ω be
(1, 0) form with eigenvalue E. Then (0, 0) form ∂†ω satisfy,
1
2
△∂ω = (∂∂† + ∂†∂)∂†ω
= ∂†∂∂†ω
= ∂†(∂∂† + ∂†∂)ω
=
1
2
∂†△ω
= E∂†ω. (4.61)
Therefore, ∂†ω must coincide some fn(z, z¯). This completes proof for △(1,0).
Proof for 12△(0,1) goes in the same way by using the equality 12△ = (∂¯∂¯†+ ∂¯†∂¯).

Variation δφ from the constant map φ0 can also be regard as (0, 0) form on
CP1. Combining
φi = φi0 +
∑
n>0
φ′infn(z, z¯), φ
i¯ = φi¯0 +
∑
n>0
φ′¯in f¯n(z, z¯), (4.62)
χi = χi0 +
∑
n>0
χ′infn(z, z¯), χ
i¯ = χi¯0 +
∑
n>0
χ′¯inf¯n(z, z¯), (4.63)
ψiz¯ =
∑
n>0
ψ′in
1√
En
∂z¯fn(z, z¯), ψ
i¯
z =
∑
n>0
ψ ′¯in
1√
En
∂z f¯n(z, z¯). (4.64)
We set the volume ofCP1 to 1. Since△ is Hermitian, {f0(z, z¯) = 1, f1(z, z¯), f2(z, z¯), · · · }
can be considered as orthonormal basis of Ω(0,0).
(fn, fm) :=
∫
CP1
f¯n(z, z¯)fm(z, z¯)dz ∧ dz¯ = δn,m (n,m ≥ 0). (4.65)
Since (fn, (∂¯
†∂¯ + ∂¯∂¯†)fm) = Emδn,m = (fn, ∂¯†∂¯fm) = (∂¯fn, ∂¯fm), we obtain,
∫
CP1
∂z f¯n(z, z¯)∂z¯fm(z, z¯)dz ∧ dz¯ = Emδn,m (n,m > 0). (4.66)
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This forces us to adopt { 1√
En
∂zfn(z, z¯) | n > 0} and 1√En ∂z¯fn(z, z¯) | n > 0} as
expansion basis of ψ. Therefore, integration measure for path-integral is given
by,
DφDχDψ =
( m∏
i=1
dφi0dφ
i¯
0dχ
i
0dχ
i¯
0
)( m∏
i=1
∞∏
n=1
dφ′indφ
′¯i
n
2pii
dχ′indχ
′¯i
ndψ
′i
ndψ
′¯i
n
)
,
= dφ0dχ0Dφ
′
Dχ′Dψ′. (4.67)
4.6 The case when E = T ′M
In this subsection, we discuss the case when the vector bundle E equals T ′M
and the zero set of K is given by a finite set of discrete points {p1, · · · , pN}. In
this case, the action Λ on T ′M is given by θ(sK) : Y → [sK, Y ]. On the zero
set of K, it is explicitly given as follows.
θ(sK)(
∂
∂zj
) = [sKi
∂
∂zi
,
∂
∂zj
] = sKi
∂
∂zi
∂
∂zj
− ∂
∂zj
(
sKi
∂
∂zi
∂
∂zj
)
= sKi
∂
∂zi
∂
∂zj
− s∂jKi ∂
∂zi
− sKi ∂
∂zi
∂
∂zj
= −s∂jKi ∂
∂zi
(4.68)
Hence we set Λij = −s∂jKi in this subsection.
4.6.1 Explicit Construction of the BRST-closed Observable
First, we construct the observable ϕ. For this purpose, we have only to deter-
mine the explicit form of Aab . Since the local holomorphic frame {ea} is given
by { ∂
∂za
}, we don’t distinguish subscripts of local frame from ones of local coor-
dinate. Then canonical connection becomes ∇˜ ∂
∂zi
= Γjikdz
k ∂
∂zj
.Then,we obtain
i(sK)∇˜ ∂
∂zi
= sK li(dzl)Γjikχ
k ∂
∂zj
= sK lΓjil
∂
∂zj
F ij
∂
∂zi
= ∂¯(Γijkdz
k ∂
∂zi
) = ∂l¯Γ
i
jkdz
l ∧ dzk ∂
∂zi
= Rijl¯kdz
l ∧ dzk ∂
∂zi
= Rijkl¯dz
k ∧ dzl ∂
∂zi
and
Aij
∂
∂zi
:= Lij
∂
∂zi
+
i
2pi
F ij
∂
∂zi
= Λij
∂
∂zi
− i(sK)∇˜ ∂
∂zi
− F ij
∂
∂zi
= (−s∂jKi − sΓijµKµ +
i
2pi
Rijkl¯dz
k ∧ dzl) ∂
∂zi
.
This is the formula we use in this subsection.
4.6.2 Expansion of the Lagrangian up to the Second Order
In the s→∞ limit, path-integral is localized on neighborhood of pα. Therefore,
we use expansion of the fields in (4.62), (4.63) and (4.64) with φ0 = pα. Then
we expand the Lagrangian up to the second order of the expansion variables.
In the neighborhood of pα, K is expanded in the form: −Kαijzj + · · · . We can
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also assume that gij¯ = δij¯ and Γ
k
ij = Γ
k¯
i¯j¯
= 0. Therefore, in expanding the
Lagrangian, we can use the following simplification.
Dz → ∂z Dz¯ → ∂z¯ ▽j → ∂j ▽j¯ → ∂j¯ (4.69)
We also have ▽µ¯K¯
j¯ = −K¯ j¯αµ¯ + · · · . Then expansion of the Lagrangian up to
the second order is given as follows..
(L+ V )2nd. := L
α
0 + L
α′,
Lα0 := t
[
βs2δij¯Kα
i
µK¯
j¯
αν¯φ
µ
0φ
ν¯
0 − sδij¯K¯ j¯αµ¯χµ¯0χi0
]
,
Lα′ :=
∑
n>0
[
tδij¯φ
′i
nφ
′j¯
nEn +
√
tiδij¯(ψ
′j¯
n χ
′i
n + ψ
′i
nχ
′j¯
n )
√
En
]
+
∑
n>0
{
tβs2δij¯Kα
i
µK¯
j¯
αν¯φ
′µ
n φ
′ν¯
n − tsδij¯K¯ j¯αµ¯χ′µ¯n χ′in − sβδij¯Kαiµψ′µn ψ′j¯n
}
,
where L0 is zero mode part and L
′ is oscillation mode part.
4.6.3 Evaluation of lims→∞ < ϕ >0
We represent the correlation function in the following form:
lim
s→∞
< ϕ >0=
∑
α
lim
s→∞
∫
DφDχDψ ϕ|pαe−L
α
0−Lα′ , (4.70)
On pα, A
i
j = −s∂jKi− sΓijµKµ+ i2piRijkl¯dzk ∧dzl becomes sKiαj− i2piRijkl¯dzk ∧
dzl. Let Kα be m×m matrix defined by Kiαj. Then we have ϕ|pα = smϕ(Kα−
1
s
i
2piR|pα) =: smϕ(pα, s). With this set-up, we evaluate the contribution from
pα. First, we integrate oscillation modes. ϕ|pα does not contain ψ oscillation
modes and we neglect the third and higher order terms that contain oscillation
modes. The part of oscillation modes integration is given as follows.
lim
s→∞
∫
DφDχDψ ϕ|pαe−L
α′
= lim
s→∞
ϕ|pα
∫ m∏
i=1
∞∏
n=1
dφ′indφ
′¯i
n
2pii
dχ′indχ
′¯i
ndψ
′i
ndψ
′¯i
ne
−Lα′ .
At this stage, we transform integration variables in the following way (n > 0).
φ′µn =
1
s
φµn φ
′µ¯
n =
1
s
φµ¯n χ
′µ
n =
1√
s
χµn χ
′µ¯
n =
1√
s
χµ¯n, (4.71)
ψ′µn =
1√
s
ψµn ψ
′µ¯
n =
1√
s
ψµ¯n. (4.72)
Then integral measures of oscillation modes are invariant under the transforma-
tion and Lα′ is transformed in the following form.
m∏
i=1
∞∏
n=1
dφ′indφ
′¯i
n
2pii
dχ′indχ
′¯i
ndψ
′i
ndψ
′¯i
n =
m∏
i=1
∞∏
n=1
dφindφ
i¯
n
2pii
dχindχ
i¯
ndψ
i
ndψ
i¯
n, (4.73)
Lα′ :=
∑
n>0
[ t
s2
δij¯φ
i
nφ
j¯
nEn +
√
ti
s
δij¯(ψ
j¯
nχ
i
n + ψ
i
nχ
j¯
n)
√
En
]
(4.74)
+
∑
n>0
{
tβδij¯Kα
i
µK¯
j¯
αν¯φ
µ
nφ
ν¯
n − tδij¯K¯ j¯αµ¯χµ¯nχin − βδij¯Kαiµψµnψj¯n
}
. (4.75)
17
We neglect O(s−1) part since we take the s→∞ limit. As a result, integration
of oscillation modes is given by,
lim
s→∞ϕ|pα
∫ m∏
i=1
∞∏
n=1
dφindφ
i¯
n
2pii
dχindχ
i¯
ndψ
i
ndψ
i¯
n
× exp
[∑
n>0
{
−tβδij¯KαiµK¯ j¯αν¯φµnφν¯n + tδij¯K¯ j¯αµ¯χµ¯nχin + βδij¯Kαiµψµnψj¯n
}]
,
(4.76)
= lim
s→∞
ϕ|pα
∞∏
n=1
1
(2pii)m
∫ m∏
i=1
dφindφ
i¯
ndχ
i
ndχ
i¯
ndψ
i
ndψ
i¯
n
× exp
[
−tβδij¯KαiµK¯ j¯αν¯φµnφν¯n + tδij¯K¯ j¯αµ¯χµ¯nχin + βδij¯Kαiµψµnψj¯n
]
.
(4.77)
By using the following integral formulas,
∫
dφ0exp
[−uMijφi0φj¯0] = (−2piiu )m(detM)−1, (4.78)∫
dχ0exp
[
Mij¯χ
i
0χ
j¯
0
]
= detM, (4.79)
we proceed as follows.
lim
s→∞
ϕ|pα
∞∏
n=1
1
(2pii)m
∫ m∏
i=1
dφindφ
i¯
ndχ
i
ndχ
i¯
ndψ
i
ndψ
i¯
n
× exp
[
−tβδij¯KαiµK¯ j¯αν¯φµnφν¯n + tδij¯K¯ j¯αµ¯χµ¯nχin + βδij¯Kαiµψµnψj¯n
]
,
(4.80)
= lim
s→∞
ϕ|pα
∞∏
n=1
(−1
tβ
)m (−tβ)mdet(δij¯K¯ j¯αµ¯)det(δij¯Kαiµ)
det(δij¯Kα
i
µK¯
j¯
αν¯)
(4.81)
= lim
s→∞ϕ|pα . (4.82)
Contribution from oscillation modes turn out to be 1. Next, we calculate integral
of zero mode part.
lim
s→∞
∫
dφ0dχ0 s
mϕ(pα, s)e
−Lα0
= lim
s→∞ s
mϕ(pα, s)
1
pim
∫
dφ0dχ0 exp
[−t(s2βδij¯KiαµK¯ j¯αl¯φµ0φl¯0 − sδij¯K¯ j¯αµ¯χµ¯0χi0
)]
= lim
s→∞
smϕ(pα, s)
∫
dφ0exp
[−ts2βδij¯KiαµK¯ j¯αl¯φµ0φl¯0
]
(4.83)
×
∫
dχ0 exp
[
tsδij¯K¯
j¯
αµ¯χ
µ¯
0χ
i
0
]
= lim
s→∞
smϕ(pα, s) · (2piits)m det(δij¯K¯ j¯αµ¯)
(ts2β)mdet(δij¯K
i
αµK¯
j¯
αl¯
)
= lim
s→∞
ϕ(pα, s)det(δij¯K¯
j¯
αµ¯)
det(δij¯K
i
αµK¯
j¯
αl¯
)
, (4.84)
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where we used β = 2pii. Since lims→∞ ϕ(pα, s) = lims→∞ ϕ(Kα − 1s i2piR|pα) =
ϕ(Kα), we obtain,
lim
s→∞
∫
Dφ0Dχ0 ϕ(p)e
−L0 =
ϕ(Kα)det(δij¯K¯
j¯
αµ¯)
det(δij¯K
i
αµK¯
j¯
αl¯
)
=
ϕ(Kα)
det(Kiαj)
. (4.85)
Since we already know θ|pα = Kiαj , the above result is rewritten by,
lim
s→∞ < ϕ >=
N∑
α=1
ϕ(Kα)
det(θ|pα)
. (4.86)
By combining Proposition 1 and the result in the s → 0 limit, we obtain the
Bott residue formula in the case of this subsection.
ϕ(T ′M)[M ] =
N∑
α=1
ϕ(Kα)
det(θ|pα)
. (4.87)
Let us assume that E is a general holomorphic vector bundle on M and that
zero set of K is given by a discrete point set {p1, · · · , pN}. In the same way as
the discussion of this subsection, we can derive the Bott residue formula:
ϕ(E)[M ] =
N∑
α=1
ϕ(Λ|pα)
det(θ|pα)
(4.88)
This result corresponds to the example given in [9].
4.7 Derivation in General Case
In this subsection, we derive general case of the Bott residue formula, i.e., zero
set of K is given by {Nα} where Nα is a connected compact Ka¨hler submanifold
of M . For simplicity, we focus on one connected component N := Nα in the
following discussion. We set codimC(N) = ν. In the s→∞ limit, path integral
is localized to neighborhood of N , we apply expansion given in subsection 4.5
around the constant map φ0 ∈ N . But one subtlety occurs in this case. Since
N is a Ka¨hler submanifold ofM , local coordinates around φ0 ∈ N can be taken
in the following form:
(z1⊥, · · · , zν⊥, zν+1‖ , · · · , zm‖ ),
where points in N is described by the condition z1⊥ = · · · = zν⊥ = 0. Then fields
φ, χ and ψ are also decomposed into φ⊥+φ‖, χ⊥+χ‖ and ψ⊥+ψ‖ respectively.
From now on, we use alphabets for ⊥ directions and Greek characters for ‖
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directions. Then expansion in subsection 4.5 is changed as follows.
φi⊥ = φ
i
⊥0 +
∑
n>0
φ′i⊥nfn(z, z¯), φ
i¯
⊥ = φ
i¯
⊥0 +
∑
n>0
φ′¯i⊥nf¯n(z, z¯),
χi⊥ = χ
i
⊥0 +
∑
n>0
χ′i⊥nfn(z, z¯), χ
i¯
⊥ = χ
i¯
⊥0 +
∑
n>0
χ′¯i⊥nf¯n(z, z¯),
ψiz¯⊥ =
∑
n>0
1√
En
∂z¯ψ
′i
⊥nfn(z, z¯), ψ
i¯
z⊥ =
∑
n>0
ψ ′¯i⊥n
1√
En
∂z f¯n(z, z¯),
(4.89)
φν‖ = φ
ν
‖0 +
∑
n>0
φ′ν‖nfn(z, z¯), φ
ν¯
‖ = φ
ν¯
‖0 +
∑
n>0
φ′ν¯‖nf¯n(z, z¯),
χν‖ = χ
ν
‖0 +
∑
n>0
χ′ν‖nfn(z, z¯), χ
ν¯
‖ = χ
ν¯
‖0 +
∑
n>0
χ′ν¯‖nf¯n(z, z¯),
ψνz¯‖ =
∑
n>0
ψ′ν‖n
1√
En
∂z¯fn(z, z¯), ψ
ν¯
z‖ =
∑
n>0
ψ′ν¯‖n
1√
En
∂z f¯n(z, z¯).
(4.90)
In other words, we decompose the integration measure as follows,∫
N
Dφ‖0Dχ‖0
∫
Dφ′‖Dχ
′
‖Dψ
′
‖
∫
N⊥
Dφ⊥0Dχ⊥0
∫
Dφ′⊥Dχ
′
⊥Dψ
′
⊥
4.7.1 Expansion of L up to the Second Order
By using the orthonormal relation (4.65) and (4.66), expansion L up to the
second order is guven by,
L =
∑
n>0
[
tEnδij¯φ
′i
⊥nφ
′j¯
⊥n +
√
ti
√
Enδij¯ψ
′j¯
⊥nχ
′i
⊥n +
√
ti
√
Enδij¯ψ
′i
⊥nχ
′j¯
⊥n
+ tEnδιτ¯φ
′ι
‖nφ
′τ¯
‖n +
√
ti
√
Enδιτ¯ψ
′τ¯
‖nχ
′ι
‖n +
√
ti
√
Enδιτ¯ψ
′ι
‖nχ
′τ¯
‖n
]
, (4.91)
where we used local coordinates that make gij¯ and Γ
k
ij(Γ
k¯
i¯j¯
) into δij¯ and 0 re-
spectively.
4.7.2 Expansion of the Potential V
In this subsection, we expand the potential term V around neighborhood of
p ∈ N .
V =
∫
CP1
dzdz¯
[
ts2βgIJ¯K
IK¯ J¯ + tsgIJ¯▽M¯ K¯
J¯χM¯χI + sgIJ¯▽µK
IψMz¯ ψ
J¯
z
]
.
(4.92)
where subscripts I, J,M, · · · run through all the directions 1, 2, · · · ,m.
First, we consider expansion of the second term of V . Let us consider the
following Taylor expansion around p . We use the coordinate system that sat-
isfies
gIJ¯(p) = δIJ¯ + · · · (gij¯(p) = δij¯ , gµν¯(p) = δµν¯ , giν¯(p) = 0), (4.93)
ΓJ¯I¯M¯ = R
J¯
I¯LM¯φ
L + ∂N¯Γ
J¯
I¯M¯ (p)φ
N¯ + · · · . (4.94)
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Moroever, p is in the zero set of K, we can use Ki = −Kilzl⊥ + · · · . We negrect
second order or higher term each .
sgIJ¯▽M¯ K¯
J¯ = sgIJ¯(∂M¯ K¯
J¯ + ΓJ¯M¯ l¯K¯
l¯)
= −sδij¯K¯ j¯m¯ − sRIl¯NM¯K¯ l¯kφk¯⊥φN − sδIJ¯∂N¯ΓJ¯I¯M¯ K¯ l¯kφk¯⊥φN¯ · · ·
= −sδij¯K¯ j¯m¯ − sRIl¯µM¯ K¯ l¯kφk¯⊥φµ‖ − sRIj¯lM¯ K¯ j¯kφk¯⊥φl⊥
− sδIJ¯∂N¯ΓJ¯I¯M¯ K¯ l¯kφk¯⊥φN¯ + · · · .
Since the last term doesn’t contain holomorphic part of φ and contain φ¯⊥, it does
not contribute to Gaussian integration of φ⊥0 that will be done later. Hence we
neglect this term. Then we obtain,
sgIJ¯▽M¯K¯
J¯ = −sδij¯K¯ j¯m¯ − sRIj¯µM¯ K¯ j¯m¯φm¯⊥φµ‖ − sRIj¯lM¯ K¯ j¯m¯φm¯⊥φl⊥, (4.95)
and
sgIJ¯▽M¯ K¯
J¯χM¯χI = −sδij¯K¯ j¯m¯χm¯⊥χi⊥ − sRIj¯µM¯ K¯ j¯m¯φm¯⊥φµ‖χM¯χI
−sRIj¯lM¯ K¯ j¯m¯φm¯⊥φl⊥χM¯χI . (4.96)
Since χ = χ‖ + χ⊥, we decompose,
χM¯χI = χµ¯‖χ
ι
‖ + χ
m¯
⊥χ
ι
‖ + χ
µ¯
‖χ
i
⊥ + χ
m¯
⊥χ
i
⊥.
Then the part that corresponds to (4.96) is rewritten as follows.
∫
CP1
dzdz¯
{
sgIJ¯▽M¯ K¯
J¯χM¯χI
}
=
∫
CP1
dzdz¯
{
−sδij¯K¯ j¯m¯χm¯⊥χi⊥ − sRIj¯µM¯ K¯ j¯m¯φm¯⊥φµ‖χM¯χI
− sRIj¯lM¯ K¯ j¯m¯φm¯⊥φl⊥χM¯χI
}
Then we use the expansion (4.89) and (4.90).
∫
CP1
dzdz¯
{
−sδij¯K¯ j¯m¯χm¯⊥χi⊥
}
= −sδij¯K¯ j¯m¯χm¯⊥0χi⊥0 − sδij¯K¯ j¯m¯
∑
n∈Z(n6=0)
χ′m¯⊥nχ
′i
⊥n,
∫
CP1
dzdz¯
{
−sRIj¯µM¯ K¯ j¯m¯φm¯⊥φµ‖χM¯χI
}
=
∫
CP1
dzdz¯
{
−sRIj¯µM¯ K¯ j¯m¯{φm¯⊥0 +
∑
n∈Z(n6=0)
φ′m¯⊥nf¯n(z, z¯)}φµ‖0χM¯χI
}
=
∫
CP1
dzdz¯
{
−sRιj¯µν¯K¯ j¯m¯φm¯⊥0φµ‖0χν¯‖χι‖ − sRιj¯µl¯K¯ j¯m¯φm¯⊥0φµ‖0χl¯⊥χι‖
− sRij¯µν¯K¯ j¯m¯φm¯⊥0φµ‖0χν¯‖χi⊥ − sRij¯µl¯K¯ j¯m¯φm¯⊥0φµ‖0χl¯⊥χi⊥
}
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= −sRιj¯µν¯K¯ j¯m¯φm¯⊥0φµ‖0χν¯‖0χι‖0 − sRιj¯µl¯K¯ j¯m¯φm¯⊥0φµ‖0χl¯⊥0χι‖0
− sRij¯µν¯K¯ j¯m¯φm¯⊥0φµ‖0χν¯‖0χi⊥0 − sRij¯µl¯K¯ j¯m¯φm¯⊥0φµ‖0χl¯⊥0χi⊥0,∫
CP1
dzdz¯
{
−sRIj¯lM¯ K¯ j¯m¯φm¯⊥φl⊥χM¯χI
}
=
∫
CP1
dzdz¯
{
−sRIj¯lM¯ K¯ j¯m¯φm¯⊥0φl⊥0χM¯χI
}
= −sRιj¯lµ¯K¯ j¯m¯φm¯⊥0φl⊥0χµ¯‖0χι‖0 − sRιj¯ln¯K¯ j¯m¯φm¯⊥0φl⊥0χn¯⊥0χι‖0
− sRij¯lµ¯K¯ j¯m¯φm¯⊥0φl⊥0χµ¯‖0χi⊥0 − sRij¯ln¯K¯ j¯m¯φm¯⊥0φl⊥0χn¯⊥0χi⊥0.
In this expansion, we neglect third and higher terms that contain oscillation
modes. Next, we expand the first term by using the same rule.
∫
CP1
dzdz¯
{
s2βgij¯K
iK¯ j¯
}
=
∫
CP1
dzdz¯
{
s2βδij¯K
i
mK¯
j¯
l¯
φm⊥φ
l¯
⊥
}
=
∫
CP1
dzdz¯
{
s2βδij¯K
i
mK¯
j¯
l¯
{φm⊥0 +
∑
n∈Z(n6=0)
φ′m⊥nfn(z, z¯)}
× {φl¯⊥0 +
∑
n∈Z(n6=0)
φ′l¯⊥nf¯n(z, z¯)}
}
= s2βδij¯K
i
mK¯
j¯
l¯
φm⊥0φ
l¯
⊥0 +
∑
n∈Z(n6=0)
s2βδij¯K
i
mK¯
j¯
l¯
φ′m⊥nφ
′l¯
⊥n
We can neglect the third term by applying tha same rule for expansion. As a
result, we obtain the following form.
∫
CP1
dzdz¯
{
s2βgij¯K
iK¯ j¯ + sgIJ¯▽M¯ K¯
J¯χM¯χI
}
= s2βδij¯K
i
mK¯
j¯
l¯
φm⊥0φ
l¯
⊥0 +
∑
n>0
s2βδij¯K
i
mK¯
j¯
l¯
φ′m⊥nφ
′l¯
⊥n − sδij¯K¯ j¯m¯χm¯⊥0χi⊥0
− sδij¯K¯ j¯m¯
∑
n>0
χ′m¯⊥nχ
′i
⊥n − sRιj¯µν¯K¯ j¯m¯φm¯⊥0φµ‖0χν¯‖0χι‖0 − sRιj¯µl¯K¯ j¯m¯φm¯⊥0φµ‖0χl¯⊥0χι‖0
− sRij¯µν¯K¯ j¯m¯φm¯⊥0φµ‖0χν¯‖0χi⊥0 − sRij¯µl¯K¯ j¯m¯φm¯⊥0φµ‖0χl¯⊥0χi⊥0
− sRιj¯lµ¯K¯ j¯m¯φm¯⊥0φl⊥0χµ¯‖0χι‖0 − sRιj¯ln¯K¯ j¯m¯φm¯⊥0φl⊥0χn¯⊥0χι‖0
− sRij¯lµ¯K¯ j¯m¯φm¯⊥0φl⊥0χµ¯‖0χi⊥0 − sRij¯ln¯K¯ j¯m¯φm¯⊥0φl⊥0χn¯⊥0χi⊥0
From the above result, oscillation mode part is the same as the one in the
previous subsection. So, new things that we have to consider is integration of
zero mode part. We summarize the result of expansion of L+V in the following
form.
L+ V = L0 + L
′
‖ + L
′
⊥, (4.97)
22
L0 := t
[
s2βδij¯K
i
mK¯
j¯
l¯
φm⊥0φ
l¯
⊥0 − sδij¯K¯ j¯m¯χm¯⊥0χi⊥0
− sRιj¯µν¯K¯ j¯m¯φm¯⊥0φµ‖0χν¯‖0χι‖0 − sRιj¯µl¯K¯ j¯m¯φm¯⊥0φµ‖0χl¯⊥0χι‖0
− sRij¯µν¯K¯ j¯m¯φm¯⊥0φµ‖0χν¯‖0χi⊥0 − sRij¯µl¯K¯ j¯m¯φm¯⊥0φµ‖0χl¯⊥0χi⊥0
− sRιj¯lµ¯K¯ j¯m¯φm¯⊥0φl⊥0χµ¯‖0χι‖0 − sRιj¯ln¯K¯ j¯m¯φm¯⊥0φl⊥0χn¯⊥0χι‖0
− sRij¯lµ¯K¯ j¯m¯φm¯⊥0φl⊥0χµ¯‖0χi⊥0 − sRij¯ln¯K¯ j¯m¯φm¯⊥0φl⊥0χn¯⊥0χi⊥0
]
, (4.98)
L′‖ :=
∑
n>0
[
tEnδιτ¯φ
′ι
‖nφ
′τ¯
‖n +
√
tEniδιτ¯ψ
′τ¯
‖nχ
′ι
‖n +
√
tEniδιτ¯ψ
′ι
‖nχ
′τ¯
‖n
]
, (4.99)
L′⊥ :=
∑
n>0
{
tEnδij¯φ
′i
⊥nφ
′j¯
⊥n +
√
tEniδij¯ψ
′j¯
⊥nχ
′i
⊥n +
√
tEniδij¯ψ
′i
⊥nχ
′j¯
⊥n
+ tβs2δij¯K
i
µK¯
j¯
ν¯φ
′µ
⊥nφ
′ν¯
⊥n − sδij¯K¯ j¯µ¯χ′µ¯⊥nχ′i⊥n − sβδij¯Kiµψ′µ⊥nψ′j¯⊥n
}
. (4.100)
4.7.3 Evaluation of lims→∞ < ϕ >0
First, we decompose L0 into L⊥0+L‖0. For this purpose, we transform variables
in the following way (n > 0).
φι‖0 = φ
′′ι
‖0 φ
ι¯
‖0 = φ
′′ι¯
‖0 φ
i
⊥0 =
1
s
φ′′i⊥0 φ
i¯
⊥0 =
1
s
φ′′¯i⊥0
χι‖0 =
√
sχ′′ι0 χ
ι¯
‖0 =
√
sχ′′ι¯0 χ
i
⊥0 =
1√
s
χ′′i⊥0 χ
i¯
⊥0 =
1√
s
χ′′¯i⊥0 (4.101)
φ′ι‖n = φ
′′′ι
‖n φ
′ι¯
‖n = φ
′′′ι¯
‖n φ
′i
⊥n =
1
s
φ′′′i⊥n φ
′¯i
⊥n =
1
s
φ′′¯i⊥0
χ′ι‖n = χ
′′′ι
‖n χ
′ι¯
‖n = χ
′′′ι¯
‖n χ
′i
⊥n =
1√
s
χ′′i⊥0 χ
′¯i
⊥n =
1√
s
χ′′¯i⊥n
ψ′ι‖n = ψ
′′′ι
‖n ψ
′ι¯
‖n = ψ
′′′ι¯
‖n ψ
′i
⊥n =
1√
s
ψ′′′i⊥n ψ
′¯i
⊥n =
1√
s
ψ′′¯i⊥0 (4.102)
Let us focus on the measure:
dφ‖0dχ‖0 = dφ
ν+1
‖0 dφ
ν+1
‖0 · · · dφm‖0dφm‖0dχν+1‖0 dχν+1‖0 · · · dχm‖0dχm‖0.
Transformation rule of the measure is given by Berezinian as follows.
dφ‖0dχ‖0 =
1
sm−ν
dφ′′‖0dχ
′′
‖0.
As for the measure:
dφ⊥0dχ⊥0 = dφ1⊥0dφ
1
⊥0 · · · dφν⊥0dφν⊥0dχ1⊥0dχ1⊥0 · · · dχν⊥0dχν⊥0,
transformation rule is given by,
dφ⊥0dχ⊥0 =
1
sν
dφ′′⊥0dχ
′′
⊥0.
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Integral measures of oscillation modes are defined as follows.
Dφ′‖Dχ
′
‖Dψ
′
‖ =
∏
n>0
1
(2pii)m−ν
dφ′ν+1‖n dφ
′ν+1
‖n · · · dφ′m‖ndφ′m‖ndχ′ν+1‖n dχ′ν+1‖n · · · dχ′m‖ndχ′m‖n
× dψ′ν+1‖n dψ′ν+1‖n · · · dψ′m‖ndψ′m‖n
Dφ′⊥Dχ
′
⊥Dψ
′
⊥ =
∏
n>0
1
(2pii)ν
dφ′1⊥ndφ
′1
⊥n · · · dφ′ν⊥ndφ′ν⊥ndχ′1⊥ndχ′1⊥n · · · dχ′ν⊥ndχ′ν⊥n
× dψ′1⊥ndψ′1⊥n · · · dψ′ν⊥ndψ′ν⊥n
These are invariant under the transformation.
Dφ′‖Dχ
′
‖Dψ
′
‖ = Dφ
′′′
‖ Dχ
′′′
‖ Dψ
′′′
‖ ,
Dφ′⊥Dχ
′
⊥Dψ
′
⊥ = Dφ
′′′
⊥Dχ
′′′
⊥Dψ
′′′
⊥ .
In sum, transformation of the whole integral measure is given by,
∫
N
Dφ‖0Dχ‖0
∫
Dφ′‖Dχ
′
‖Dψ
′
‖
∫
N⊥
Dφ⊥0Dχ⊥0
∫
Dφ′⊥Dχ
′
⊥Dψ
′
⊥
=
1
sm
∫
N
dφ′′‖0dχ
′′
‖0
∫
N⊥
dφ′′⊥0dχ
′′
⊥0
∫
Dφ′′′‖ Dχ
′′′
‖ Dψ
′′′
‖
∫
Dφ′′′⊥Dχ
′′′
⊥Dψ
′′′
⊥ .
Let us consider ϕ at p ∈ N . By using the above variables, Aba is expanded in
the following form:
Aba = sΛ
b
a +
i
2pi
F |pbaIJ¯χIχJ = s(Λba +
i
2pi
F baνµ¯χ
′′ν
0 χ
′′µ¯
0 ) +
√
s{· · · }+ · · ·+ s−1{· · · }
Since we neglect the third and higher terms that contain oscillation modes,
F |p does not depend on φ⊥. Then we expand ϕ(p) in the form: ϕ(p) =
2m∑
k=−2m
s
k
2 ϕk(p). Note that ϕ2m(p) is written as ϕ(Λ
b
a +
i
2piF
b
aνµ¯χ
′′ν
0 χ
′′µ¯
0 ). We
then look back at the expansion of the potential term. Since we neglect terms
that have negative powers in s, it is represented as follows.
L0 = t
{
βδij¯K
i
mK¯
j¯
l¯
φ′′m⊥0 φ
′′l¯
⊥0 − δij¯K¯ j¯m¯χ′′m¯⊥0 χ′′i⊥0
− sRιj¯µν¯K¯ j¯m¯φ′′m¯⊥0 φ′′µ‖0 χ′′ν¯‖0χ′′ι‖0 −Rιj¯µl¯K¯ j¯m¯φ′′m¯⊥0 φ′′µ‖0 χ′′l¯⊥0χ′′ι‖0
−Rij¯µν¯K¯ j¯m¯φ′′m¯⊥0 φ′′µ‖0 χ′′ν¯‖0χi⊥0 −Rιj¯lµ¯K¯ j¯m¯φ′′m¯⊥0 φ′′l⊥0χ′′µ¯‖0χ′′ι‖0
}
L′‖ =
∑
n>0
[
tEnδιτ¯φ
′′′ι
‖nφ
′′′τ¯
‖n +
√
tEniδιτ¯ψ
′′′τ¯
‖n χ
′′′ι
‖n +
√
tEniδιτ¯ψ
′′′ι
‖nχ
′′′τ¯
‖n
]
, (4.103)
L′⊥ =
∑
n>0
[
tβδij¯K
i
mK¯
j¯
l φ
′′′m
⊥n φ
′′′l¯
⊥n − tδij¯K¯ j¯m¯χ′′′m¯⊥n χ′i⊥n − βδij¯Kimψ′′′m⊥n ψ′′′j¯⊥n
]
.
(4.104)
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Let us evaluate the contribution from the component N to lims→∞ < ϕ >0.
First, we integrate oscillation modes in ‖-part. Since each ϕk(p) doesn’t contain
ψ′′′‖ and φ
′′′
‖ , we have only to perform simple Gaussian integral.
∫
Dφ′′′‖ Dχ
′′′
‖ Dψ
′′′
‖ ϕ(p)e
−L′‖
= ϕ′(p)
∫
Dφ′′′‖ Dχ
′′′
‖ Dψ
′′′
‖ exp
{
−
∑
n>0
[
tEnδιτ¯φ
′′′ι
‖nφ
′′′τ¯
‖n +
√
tEniδιτ¯ψ
′′′τ¯
‖n χ
′′′ι
‖n +
√
tEniδιτ¯ψ
′′′ι
‖nχ
′′′τ¯
‖n
]}
= ϕ′(p)
∏
n>0
1
(2pii)m−ν
∫
dφ′′′‖ndχ
′′′
‖ndψ
′′′
‖n
× exp
{
−
[
tEnδιτ¯φ
′′′ι
‖nφ
′′′τ¯
‖n +
√
tEniδιτ¯ψ
′′′τ¯
‖n χ
′′′ι
‖n +
√
tEniδιτ¯ψ
′′′ι
‖nχ
′′′τ¯
‖n
]}
= ϕ′(p)
∏
n>0
( tEn
tEn
)m−ν
= ϕ′(p).
We mean by ϕ′(p) the operator obtained from removing χ′′′‖ from ϕ(p). Next, we
integrate oscillation modes in⊥-part. We expand ϕ′(p) =
2m∑
k=−2m
s
k
2ϕ′k(p), (ϕm(p) =
ϕ′2m(p) = ϕ(Λ
b
a +
i
2pi
F baνµ¯χ
′′ν
0 χ
′′µ¯
0 )). Then we obtain,
∫
Dφ′′′⊥Dχ
′′′
⊥Dψ
′′′
⊥ϕ
′(p) exp(−L′⊥)
=
∫
Dφ′′′⊥Dχ
′′′
⊥Dψ
′′′
⊥ϕ
′(p) exp
{
−
∑
n>0
{
tβδij¯K
i
mK¯
j¯
l φ
′′′m
⊥n φ
′′′l¯
⊥n − tδij¯K¯ j¯m¯χ′′′m¯⊥n χ′i⊥n
− βδij¯Kimψ′′′m⊥n ψ′′′j¯⊥n
}}
= smϕ′2m(p)
∏
n>0
1
(2pii)ν
∫
dφ′′′⊥n exp
{
−tβδij¯KimK¯ j¯l φ′′′m⊥n φ′′′l¯⊥n
}
×
∫
dχ′′′⊥ndψ
′′′
⊥n exp
{
tδij¯K¯
j¯
m¯χ
′′′m¯
⊥n χ
′i
⊥n + βδij¯K
i
mψ
′′′m
⊥n ψ
′′′j¯
⊥n
}
= smϕ′2m(p)
∏
n>0
(det(δij¯K¯ j¯m¯)det(δij¯Kil )
det
(
δij¯K
i
mK¯
j¯
l¯
)
)
+ (terms of lower power in s)
= smϕ′2m(p) + (terms of lower power in s).
At this stage, we can represent the contribution from N in the following form.
∫
Nα
dφ′′‖0dχ
′′
‖0ϕ
′
2m(p)
∫
N⊥α
dφ′′⊥0dχ
′′
⊥0 exp{−L0}+ (terms of lower power in s).
Finally, we integrate out zero modes in ⊥-part.
∫
N⊥
dφ′′⊥0dχ
′′
⊥0 exp{−L0}
=
∫
N⊥
dφ′′⊥0 exp
[
−tφ′′m⊥0
{
βδij¯K
i
mK¯
j¯
l¯
−Rιj¯mµ¯K¯ j¯l¯ χ
′′µ¯
‖0 χ
′′ι
‖0
}
φ′′l¯⊥0 + tsRιj¯µν¯K¯
j¯
m¯φ
′′m¯
⊥0 φ
′′µ
‖0 χ
′′ν¯
‖0χ
′′ι
‖0
]
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×
∫
dχ′′⊥0 exp
[
t
{
δij¯K¯
j¯
m¯χ
′′m¯
⊥0 χ
′′i
⊥0 +Rιj¯µl¯K¯
j¯
m¯φ
′′m¯
⊥0 φ
′′µ
‖0 χ
′′l¯
⊥0χ
′′ι
‖0 +Rij¯µν¯K¯
j¯
m¯φ
′′m¯
⊥0 φ
′′µ
‖0 χ
′′ν¯
‖0χ
i
⊥0
}]
=
∫
N⊥
dφ′′⊥0 exp
[
−tφ′′m⊥0
{
βδij¯K
i
mK¯
j¯
l¯
−Rιj¯mµ¯K¯ j¯l¯ χ
′′µ¯
‖0 χ
′′ι
‖0
}
φ′′l¯⊥0 + tsRιj¯µν¯K¯
j¯
m¯φ
′′m¯
⊥0 φ
′′µ
‖0 χ
′′ν¯
‖0χ
′′ι
‖0
]
×
[
(−t)νdet(δij¯K¯ j¯m¯)
+
∫
dχ′′⊥0 exp
(
tRιj¯µl¯K¯
j¯
m¯φ
′′m¯
⊥0 φ
′′µ
‖0 χ
′′l¯
⊥0χ
′′ι
‖0 + tRij¯µν¯K¯
j¯
m¯φ
′′m¯
⊥0 φ
′′µ
‖0 χ
′′ν¯
‖0χ
i
⊥0
)]
Then we preformGaussian integral of exp(−tφ′′m⊥0
{
βδij¯K
i
mK¯
j¯
l¯
−Rιj¯mµ¯K¯ j¯l¯ χ
′′µ¯
‖0 χ
′′ι
‖0
}
φ′′l¯⊥0).
Note that terms except for (t)νdet
(
δij¯K¯
j¯
m¯
)
include grassmann variables. Hence
by expanding exponential, we only have to consider polynomial correlation func-
tion of φ∗⊥0 for these terms. But the matrix
{
βδij¯K
i
mK¯
j¯
l¯
− Rιj¯mµ¯K¯ j¯l¯ χ
′′µ¯
‖0 χ
′′ι
‖0
}
takes the form Aij¯ , and these correlation function all vanishes because they only
have anti-holomorphic variable φm¯⊥0. As a result, we obtain,∫
N⊥
dφ′′⊥0dχ
′′
⊥0 exp{−L0} =
(−2pii
t
)ν (−t)νdet{δij¯K¯ j¯m¯}
det{βδij¯KimK¯ j¯l¯ −Rιj¯mµ¯K¯
j¯
l¯
χ′′µ¯‖0 χ
′′ι
‖0}
=
(2pii)νdet{δij¯K¯ j¯m¯}
(β)νdet{δij¯KimK¯ j¯l¯ + i2piRιj¯mµ¯K¯
j¯
l¯
χ′′µ¯‖0 χ
′′ι
‖0}
.
From Rιj¯mµ¯ = Rmj¯ιµ¯ = −δij¯Rimιµ¯,∫
N⊥
dφ′′⊥0dχ
′′
⊥0 exp{−L0} =
1
det{Kim + i2piRimιµ¯χ′′ι‖0χ′′µ¯‖0 }
.
We remark ϕ′2m(p) = ϕ(Λ
b
a+
i
2piF
b
aνµ¯χ
′′ν
0 χ
′′µ¯
0 ) = ϕ(Λα). By adding up contribu-
tions from all the connected components, we obtain the correlation function in
the following form.
lim
s→∞
< ϕ >0 = lim
s→∞
∑
α
[∫
Nα
dφ′′‖0dχ
′′
‖0
ϕ(Λα)
det{Kim + i2piRimιµ¯χ′′ι‖0χ′′µ¯‖0 }
+ (terms of negative power in s)
]
=
∑
α
∫
Nα
dφ′′‖0dχ
′′
‖0
ϕ(Λα)
det{Kim + i2piRimιµ¯χ′′ι‖0χ′′µ¯‖0 }
Lastly, we rewrite the determinant in denominator. Kij corresponds to the
map θν |N : T ′M |N/T ′N → T ′M |N/T ′N . and Rilιµ¯χ′ι0χ′µ¯0 is nothing but the
curvature (1, 1)-form of T ′M |N/T ′N ( Ril = Rνα). As a result, we can rewrite
the above result into the form:
lim
s→∞
< ϕ >0=
∑
α
∫
Nα
ϕ(Λα)
det{θνα + i2piRνα}
By combining the above result with Proposition 1, we finally obtain the Bott
residue formula:
ϕ(E)[M ] =
∑
α
∫
Nα
ϕ(Λα)
det{θνα + i2piRνα}
.
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AppendixA Proof of Proposition 1
We prove the correlation function is independent of parameter s. The basic idea
comes from [3] and [5]. Sigma model has two charge for fermion FA and FV .
These charge acts on the operator Oω obtained from (p, q)-form ω as follows.
FAOω = (p+ q)Oω FVOω = (−p+ q)Oω
The symmetry FA is broken by the potential term. So, observables are graded
by FV . However, since FA is counting total degree of differential forms, we
can use it for taking conjugation of operators (this idea was used in the discus-
sion on Landau-Ginzburg model in [5]). Let us consider eλFA (λ ∈ R). Then
e−λFAQseλFA is evaluated as follows.
e−λFAQseλFAOω = e−λQse2λOω.
Next, we focus on the observable ϕs. We decompose observable ϕs into ϕs =
m∑
k=0
skϕm−k. Since ϕm−k corresponds to (m− k,m− k)-form, we can compute
e−λFAϕseλFAOω.
e−λFAskϕm−keλFAOω = e−2mλ(se2λ)kϕm−kOω.
Hence we obtain,
e−λFAϕseλFA = e−2mλϕse2λ .
Let us introduce vacuum vector |0 > and its dual < 0|. Then we can represent
the correlation function < ϕs > as < 0|ϕs|0 >. By using the relation (??), we
obtain,
< ϕs > = < 0|ϕs|0 >=< 0|eλFAe−λFAϕseλFAe−λFA |0 >
= < 0|eλFAϕse2λe−λFA |0 > e−2mλ.
Since our theory has 2m fermion zero modes χi0 and χ
i¯
0 (i = 1, · · · ,m), it is
anomalous. Therefore, if we assign |0 > charge (0, 0), we have to assign < 0|
charge (m,m). Therefore, we have FA|0 >= 0 and < 0|FA = 2m < 0|. Hence
we obtain,
< ϕs > = < 0|eλFAϕse2λe−λFA |0 > e−2mλ
= e2mλ < 0|ϕse2λ |0 > e−2mλ
= < 0|ϕse2λ |0 >
= < ϕse2λ > .
This completes proof of the proposition.
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