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1 Työn lähtökohdat 
1.1 Toimeksiantaja 
 
Opinnäytetyön toimeksiantajana toimi Jyväskylän ammattikorkeakoulu. JAMK on ve-
tovoimainen ja kansainvälinen korkeakoulu, jossa on opiskelijoita kokonaisuudessaan 
yli 8500 sekä henkilökuntaa noin 700 henkilön verran. JAMKin yksiköitä ovat amma-
tillinen opettajakorkeakoulu, hyvinvointiyksikkö, liiketoimintayksikkö sekä teknolo-
giayksikkö. JAMKilla on useita toimipisteitä Jyväskylässä sekä yksi toimipiste Saarijär-
ven Tarvaalassa. JAMKissa on mahdollista suorittaa yli 30 erilaista tutkintoa kahdek-
salta eri alalta. Kansainvälisyys JAMKissa näkyy mm. vaihto-opiskelijoiden määrässä, 
joita on yli 70 maasta (Tietoa JAMKista n.d.) 
Jyväskylän ammattikorkeakoulusta työn tilaajana toimi Cyber Trust –projekti. Cyber 
Trust on Digilen rahoittama hanke, joka on käynnistynyt toukokuussa 2015. Cyber 
Trustin tavoitteena on olla nostamassa Suomea kyberturvallisuuden edelläkävijäksi 
maailmassa ja lisätä yritysten, yliopistojen ja tutkimuslaitosten välistä yhteistyötä. 
Tällä tavoin saavutetaan parempi kansainvälinen kilpailukyky ja uusia liiketoiminta-
mahdollisuuksia. Cyber Trust –projektissa on mukana 21 yksityistä yritystä ja 9 tutki-
muslaitosta. Ohjelman suunniteltu kesto on kolme ja puoli vuotta (Vainionkulma-Im-
monen, 2015.) 
Cyber Trust –projekti on jaettu neljään työryhmään. JAMK osallistuu näistä työryh-
mään kolme. Sen tavoitteena on uusien verkkoteknologien tietoturvallisuuden tutki-
minen ja kehittäminen. JAMKin tutkimustapauksen omistajana projektissa toimii 
Elisa. Tästä syystä JAMK keskittyy projektissa tutkimaan uusien verkkoteknologioiden 
tuomia mahdollisuuksia ja uhkia verkko-operaattorin näkökulmasta (Savola 2014.) 
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1.2 Toimeksianto ja työn tavoitteet 
 
Opinnäytetyön toimeksiantona oli tutkia, miten palvelun laatua pystytään toteutta-
maan SDN-verkossa avoimen lähdekoodin SDN-ohjelmistoja hyödyntäen. Työn teo-
riaosuudessa käsitellään SDN-arkkitehtuuria, OF-protokollaa sekä NFV-arkkitehtuuria 
verrattuna perinteisiin tietoverkkoihin. Palvelun laatua käsitellään tarkastellen palve-
lun laadun parametreja, mittausmenetelmiä ja siihen liittyviä toteutusmekanismeja 
tarkastellaan yleisellä tasolla.  
Työn toteutuksessa oli tavoitteena löytää palvelun laadun toteutukseen sopivia ohjel-
mia ja testata niiden käytännön toimivuutta. Palvelun laadun toteutumista haluttiin 
todentaa erilaisilla mittauksilla, jossa verkkoon generoidaan ruuhkatilanne, ja verkon 
käyttäytymistä analysoidaan mittalaitteilla. Työn toimeksiantaja halusi myös laajen-
nusta heillä ennestään käytössä olevaan virtualisoituun SDN-testbed ympäristöön. 
Ympäristöön tehtiin JAMKin omana investointina laajennus fyysisillä laitteilla. Laajen-
nuksen tarkoitus oli mahdollistaa SpiderNet-ympäristön liittäminen SDN-testbed-
ympäristöön. Molempien ympäristöjen liitettävyys keskenään antaa uusia mahdolli-
suuksia tutkimukselle. 
 
2 Software Defined Networking 
2.1 Yleistä 
 
SDN tarjoaa uuden lähestymistavan tietoverkon ohjelmointiin. Se tarkoittaa kykyä 
alustaa, kontrolloida, muuttaa ja hallinnoida verkon käyttäytymistä dynaamisesti. 
SDN:ssä erilaiset applikaatiot pystyvät ohjelmoimaan erillisiä verkkolaitteita ja näin 
ollen kontrolloimaan verkkoa kokonaisuutena keskitetysti yhteen pisteeseen. SDN 
koostuu useista tekniikoista, joiden avulla verkkopalveluita voidaan toteuttaa mukau-
tuvalla, dynaamisella ja skaalautuvalla tavalla (Denazis, Hadi Salim, Haleplidis, 
Koufopavlou, Meyer & Pentikoudis 2015.)   
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ONF on voittoa tavoittelematon käyttäjäkeskeinen organisaatio, jonka tavoitteena on 
kiihdyttää SDN-verkkojen käyttöönottoa. ONF:ssä on yli 100 jäsenyritystä pienistä 
startup-yrityksistä kansainvälisiin markkinajohtajiin. Tunnetumpia ONF:n jäsenyrityk-
siä ovat mm. Google, Facebook, MicrosOFt, Yahoo ja Deutsche Telekom. ONF keskit-
tyy kehittämään SDN-tekniikoita avointen standardien kanssa. ONF:n merkittävin 
standardi on OF, josta on tullut yleisin käytössä oleva protokolla SDN-kontrollerin ja 
verkkolaitteiden väliseen kommunikaatioon (OF n.d.b.)  
 
2.2 Syyt muutokselle 
 
Perinteinen tietoverkkoarkkitehtuuri on monella tapaa vanhanaikainen täyttämään 
nykypäivän vaatimuksia yritysverkkojen, operaattoriverkkojen ja asiakasverkkojen 
osalta. Internetissä olevien laitteiden ja liikenteen määrä on kasvanut räjähdysmäi-
sesti etenkin lisääntyneiden mobiililaitteiden myötä. Myös palvelinten virtualisointi ja 
pilvipalveluiden yleistyminen ovat asettaneet uudenlaisia vaatimuksia tietoverkoille. 
SDN-arkkitehtuurin on määrä tarjota dynaaminen, helposti hallittava, kustannusteho-
kas ja skaalautuva vaihtoehto perinteisille tietoverkoille (Software-Defined Networ-
king: The New Norm for Networks 2012, 2-3.)  
Tietoliikennevirrat esimerkiksi konesaliyritysten verkoissa ovat muuttuneet merkittä-
västi. Verrattuna applikaatioihin, joissa yksi asiakas kommunikoi yhden palvelimen 
kanssa, nykyään yksi applikaatio voi kommunikoida useiden palvelinten ja tietokanto-
jen kanssa muodostaen monimutkaisempia liikennevirtoja. (Software-Defined Net-
working: The New Norm for Networks 2012, 3-4.) 
Yritysten tarjoamien julkisten ja yrityksen sisäisten pilvipalveluiden määrän kasvu on 
johtanut siihen, että yrityksen ohjelmistoihin, infrastruktuuriin ja muihin resursseihin 
on oltava saatavissa yhteys kaiken aikaa. Usein käyttäjillä on tarve päästä yrityksen 
verkkoon mistä tahansa ja millä tahansa laitteella. Tämän lisäksi pilvipalveluiden tu-
lee olla tietoturvallisia ja dynaamisesti skaalautuvia tietojenkäsittelyn, varastotilan ja 
verkkoresurssien suhteen nopeasti muuttuvassa ympäristössä. Suurten datakeskus-
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ten ja operaattoreiden vaatimukset ovat muuttuneet vuosien mittaan. Verkkolaittei-
den, palvelinten, käyttäjien ja tietoliikenteen määrät ovat kasvaneet niin suuriksi, 
että vanhanaikaiset, manuaalisesti konfiguroitavat verkot eivät skaalaudu tällaiseen 
mittakaavaan (Software-Defined Networking: The New Norm for Networks 2012, 3-4, 
6.) 
Perinteiset verkkoarkkitehtuurit ovat perustuneet pitkälti toisistaan irrallisiin proto-
kolliin. Protokollat on kehitetty eristettyinä toisistaan jokaisen protokollan keskitty-
essä yhden ongelman ratkaisemiseen. Tämän seurauksena tietoverkoista on tullut 
hyvin monimutkaisia kokonaisuuksia. Verkkoon tehtävät muutokset ovat hitaita ja 
kömpelöitä, koska yhden laitteen vaihtaminen tai poistaminen verkosta voi vaatia 
konfiguraatiomuutoksia useissa verkon laiteissa. Tämän lisäksi on otettava huomioon 
laitevalmistaja, laitteen malli ja ohjelmistoversio, jotta voidaan varmistaa, että laite 
on yhteensopiva nykyisen verkkotopologian ja sen vaatimien protokollien suhteen. 
Palvelinten virtualisointi on lisännyt verkkoyhteyden tarvitsemien koneiden määrää 
merkittävästi ja muuttanut käsitystä koneiden fyysisestä sijainnista verkossa. Appli-
kaatiot voivat pyöriä jaetusti usealla virtuaalikoneella, ja niiden liikennevirrat vaihte-
levat dynaamisesti palvelinten tehdessä kuormanjakoa (Software-Defined Networ-
king: The New Norm for Networks 2012, 4-5.) 
Tietoverkkojen koon ja monimutkaisuuden kasvaessa on yhä vaikeampaa konfigu-
roida yhdenmukaisia sääntöjä kaikille verkon laitteille. Esimerkiksi yhdenmukaisten 
ACL-sääntöjen konfigurointi koko verkkoon vie paljon työtunteja, ja yhden koneen li-
säys verkkoon saattaa vaatia muutoksia useiden laitteiden konfigurointiin. Yksikin 
väärin konfiguroitu laite voi aiheuttaa tietoturvariskin yrityksen verkolle. Usein yritys-
verkoissa voi kulkea tavallisen dataliikenteen lisäksi reaaliaikaista liikennettä äänen ja 
videon muodossa. Tämän lisäksi verkossa liikkuu erilaisia hallintaprotokollia ja esi-
merkiksi erilaisten tietokantojen välistä kriittistä dataa. Monimutkaisten tietoliiken-
nevoiden QoS-asetusten konfigurointi verkon päästä päähän on aikaa vievää työtä, ja 
sitä vaikeuttavat entisestään eroavaisuudet eri laitevalmistajien välillä (Software-De-
fined Networking: The New Norm for Networks 2012, 5.) 
Yritykset ovat tällä hetkellä hyvin riippuvaisia verkkolaitevalmistajista. Yritysten no-
peutta reagoida uusiin vaatimuksiin rajoittaa laitevalmistajien hitaus. Laitteiden uu-
sien versioiden tai uusien protokollien saaminen markkinoille voi viedä useita vuosia, 
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mikä voi olla liikaa nopeasti kehittyvissä ympäristöissä. Samanaikaisesti laitevalmista-
jien lisenssimaksut ovat korkeita, mikä tuo huomattavia kustannuksia yrityksille (Soft-
ware-Defined Networking: The New Norm for Networks 2012, 6.) 
 
2.3 Arkkitehtuuri 
 
SDN ja perinteinen tietoverkko eroavat ratkaisevasti arkkitehtuuriltaan. Perinteisestä 
tietoverkosta poiketen SDNssä verkkolaitteiden kontrolli – ja välitystaso pyritään pi-
tämään erillisinä ja kontrollitaso keskitetään yhteen paikkaan. Vastaavasti perintei-
sissä verkkolaitteissa välitys – ja kontrollitaso ovat samalla tasolla, ja ne käyttävät yh-
teisiä rajapintoja hyötydatan ja hallintaprotokollien kuljettamiseen. Tasojen erotta-
misella pyritään vähentämään verkon monimutkaisuutta sekä nopeuttamaan molem-
pien tasojen kehitystyötä. SDN perustuu ajatukseen, jossa verkko koostuu kontrolloi-
tavista laitteista ja kontrolloivista laitteista eli SDN-kontrollereista. Kontrolloiva laite 
hallitsee kontrolloitavaa laitetta jonkin rajapinnan kautta. Yleensä tämä rajapinta on 
API. Tämän rajapinnan kautta SDN-kontrollerit hallitsevat verkkolaitetta kontrollita-
solla ja kertovat mitä kontrolloitavan laitteen tulee tehdä välitystasolla (Denazis ym. 
2015, 6.) Kuviossa 1 esitetään SDN-verkon arkkitehtuuri verrattuna perinteisen tieto-
verkon arkkitehtuuriin. 
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Kuvio 1. SDN-verkon vertailu perinteiseen tietoverkkoon (Ghosh 2014) 
 
Kuviossa esitetään, kuinka perinteisessä tietoverkossa jokaisella verkkolaitteella on 
oma reititys – tai kytkentätaulu. Tämän lisäksi hallintataso on jakautunut jokaiselle 
verkkolaitteelle erikseen. SDN-verkossa hallintataso on keskitettynä yhdelle tai use-
ammalle SDN-kontrollerille, jotka kommunikoivat kytkimen OF-agentin kanssa. Tällä 
tavoin verkon älykkyys on siirretty pois verkkolaitteilta, joiden ainoaksi tehtäväksi jää 
pakettien uudelleenohjaus välitystasolla (Ghosh 2014.) 
Kokonaisuudessaan SDN-arkkitehtuuri koostuu seuraavista tasoista: välitystaso (Data 
Plane), toimintataso (Operational Plane), kontrollitaso (Control Plane), hallintataso 
(Management Plane) ja sovellustaso (Application Plane) (Denazis ym. 2015, 8-9.) Ark-
kitehtuuri eri tasoineen esitetään kuviossa 2. 
 
 
Kuvio 2. SDN-arkkitehtuuri (Denazis ym. 2015, 7) 
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Kuvassa alimmalla tasolla ovat välitys – ja toimintataso, jotka sijaitsevat verkkolait-
teella. Verkkolaitteella on rajapinta SDN-kontrolleriin, joka hallitsee verkkolaitetta 
kontrolli – ja hallintatasolla. Näillä tasoilla on puolestaan rajapinta sovellustasolle, 
josta verkon kokonaisuutta hallinnoidaan. Eri tasojen välillä on erotuskerrokset (Abst-
raction Layer), ja eri tasojen ja kerrosten välisiä rajapintoja on merkitty merkillä Y 
(Denazis ym. 2015, 8-9.) 
Välitystasolla käsitellään tietopolulla kulkevia paketteja kontrollitasolta saatujen oh-
jeiden perusteella. Välitystason toimintoja ovat pakettien uudelleenohjaus, pudotta-
minen ja muokkaus. Välitystaso on yleensä päätepiste kontrollitason palveluille ja ap-
plikaatioille. Toimintataso hallinnoi verkkolaitteen toiminnallista tilaa, kuten käytössä 
olevia portteja ja niiden tilaa, muistia ja prosessoritehoa. Toimintataso on päätepiste 
hallintatason palveluille ja applikaatioille. Toimintatasoa ei aina mielletä erilliseksi ta-
soksi, vaan sitä pidetään osana välitystason toiminnollisuutta (Denazis ym. 2015, 8-
9.) 
Kontrollitaso tekee päätökset siitä, mitä verkkolaitteille saapuville paketeille kuuluu 
tehdä. Kontrollitaso keskittyy enimmäkseen päätöksentekoon välitystasolla eikä niin-
kään toimintatasolla. Kontrollitaso saattaa kuitenkin tarvita toimintatasolta tietoja 
esimerkiksi käytössä olevista porteista. Kontrollitason tärkein tehtävä on muokata 
verkkolaitteiden vuotauluja verkkotopologian ja palvelupyyntöjen perusteella. Hallin-
tatasolla monitoroidaan, konfiguroidaan ja ylläpidetään verkkolaitteita esimerkiksi 
tekemällä muutoksia verkkolaitteen tilaan. Hallintataso keskittyy enemmän verkko-
laitteen toimintatasolle kuin välitystasolle. Sovellustasolla toimivat sovellukset ja pal-
velut määrittelevät tietoliikenteen käyttäytymisen verkossa. Sovelluksia, jotka vaikut-
tavat suoraan välitystason toimintaan kuten reitityspäätöksiin, ei pidetä osana sovel-
lustasoa vaan kontrollitasoa. Sovellukset voivat olla modulaarisia ja jakautettuja ja 
voivat siten olla yhteydessä useaan tasoon (Mts. 9-10.)  
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2.4 SDN-kontrolleri 
 
SDN-arkkitehtuurin älykkyys on keskitetty palvelimelle, jota kutsutaan kontrolleriksi. 
Kontrolleri hallitsee verkkolaitteiden vuotauluja eteläsuuntaisen (Southbound) API:n 
kautta ja sovelluksia pohjoissuuntaisen (Northbound) API:n kautta. Kontrolleri sisäl-
tää useimmiten useita erillisiä moduuleita, joista jokainen toteuttaa erillistä verkon 
toiminnallisuutta. Esimerkiksi yksi moduuli voi toimia reitittävänä komponenttina ja 
toinen voi toteuttaa palomuurausta. Kontrollerin tehtäviin kuuluu pitää yllä tietoa 
verkkolaitteista, käytössä olevissa porteista ja päätelaitteista. Näiden tietojen perus-
teella kontrolleri saa verkosta kokonaiskuvan, jonka perusteella se pystyy dynaami-
sesti asettamaan uusia voita verkkolaitteiden vuotauluihin. Kontrollereiden eniten 
käyttämiä protokollia ovat OF, OVSDB, YANG ja NetConf. Useille kontrollereille on 
tehty myös sovelluksia, joiden avulla ne voivat konfiguroida vanhoja verkkoprotokol-
lia kuten OSPF, MPLS ja BGP (What are SDN Controllers (or SDN Controllers Plat-
forms)? n.d.) 
 
3 OpenFlow 
3.1 Yleistä 
 
OpenFlow on ONF:n kehittämä ensimmäinen standardoitu rajapinta SDN-
arkkitehtuurin hallinta – ja välitystasojen väliseen kommunikointiin. OpenFlow mah-
dollistaa SDN-arkkitehtuurin vaatimukset eristetyistä hallinta – ja välitystasoista, kes-
kitetystä verkon hallinnasta ja ohjelmoitavuudesta. OpenFlowin avulla OpenFlow-kyt-
kinten vuotauluja pystytään muokkaamaan dynaamisella tavalla (Openflow n.d.a.) 
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3.2 Arkkitehtuuri 
3.2.1 OpenFlow-otsikko 
 
OpenFlow-protokolla voidaan jakaa neljään komponenttiin: viestikerros (message 
layer), tilakone (state machine), järjestelmärajapinta (system interface) ja konfiguraa-
tio (configuration). Viestikerros on OF-protokollapinon ydin. Se määrittelee OF-
viestien rakenteen. Viestikerros mahdollistaa viestien muodostamisen, kopioinnin, 
vertailun, tulostamisen ja muokkauksen. OF-viestin otsikkokenttä esitetään kuviossa 
3 (Openflow n.d.a.) 
 
 
Kuvio 3. OF-otsikko (OF n.d.a) 
 
Jokainen OF-viesti alkaa samalla otsikkorakenteella, ja se on riippumaton OF-
versiosta. Otsikko alkaa version-kentällä, joka kertoo, mitä OF-versiota paketti on. 
Type-kenttä kuvaa, mitä toimintoa OF-paketti suorittaa. Se voi olla esimerkiksi hello-
viesti kontrolliyhteyden ylläpitämiseksi, vuon lisääminen vuotauluun tai konfiguraa-
tiotietojen hakuviesti. Lenght-kenttä kertoo, kuinka monta bittiä paketin pituus on. 
Xid-kenttä sisältää uniikin tunnisteen, jonka perusteella pyynnöt ja niiden vastaukset 
voidaan tunnistaa. Näiden otsikkokenttien jälkeen alkaa hyötydata, joka kulkee TCP-
paketin sisällä (Openflow n.d.a.)  
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3.2.2 OpenFlow-yhteyden muodostus 
 
OpenFlow on yksinkertaistettu protokolla, jonka lähes kaikki viestit ovat asynkronisia, 
eli ne eivät vaadi tilatietoja. Tilakonetta tarvitaan ainoastaan OF-kytkimen ja OF-
kontrollerin välisen yhteyden muodostamiseen. Yhteyden muodostaminen koostuu 
kahdesta vaiheesta: OF-version neuvottelusta ja ominaisuuksien tiedostelusta. Heti 
alemman tason TCP/TLS-yhteyden muodostumisen jälkeen kytkin ja kontrolleri neu-
vottelevat, mitä OF-versiota laitteet käyttävät kommunikointiin. Mikäli laitteet eivät 
löydä OF-versiota, jota molemmat tukevat, ei yhteyden ylläpitäminen ole mahdollista 
(Openflow n.d.a.) Kuviossa 4 esitetään onnistunut yhteyden muodostus OF-kytkimen 
ja OF-kontrollerin välillä.  
 
 
Kuvio 4. OF-yhteyden onnistunut muodostus (Openflow n.d.a) 
 
Lähtötilanteessa kontrolleri kuuntelee OF-porttia, joka on useimpien ohjelmistojen 
vakioasetuksilla 6633. Kytkin yrittää muodostaa TCP/TLS-yhteyden kontrolleriin. Yh-
teyden muodostamisen jälkeen kytkin ja kontrolleri lähettävät toisilleen hello-viestit, 
joiden perusteella laitteet tietävät, mitä OF-versiota vastakkainen laite yrittää käyt-
tää. OF-versioissa ennen 1.3.1 käytetty versio on vanhin molempien laitteiden tu-
kema versio. Uudemmissa versioissa käytetään uusinta mahdollista OF-versiota. Kun 
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yhteinen versio on löytynyt, siirrytään ominaisuuksien tiedustelu vaiheeseen 
(Openflow n.d.a.) Tiedusteluvaihe esitetään kuviossa 5.  
 
 
Kuvio 5. OF-yhteyden ominaisuuksien tiedustelu vaihe (Openflow n.d.a) 
 
Kontrolleri odottaa ensin kytkimeltä saapuvaa hello-viestiä, jonka jälkeen se lähettää 
tiedustelun kytkimen ominaisuuksista. Kytkin lähettää vastauksen kontrollerille ja mi-
käli vastaus saapuu perille, on OF-yhteys muodostettu onnistuneesti (Openflow 
n.d.a.) 
 
3.3 OpenFlow-kytkin 
 
OpenFlow-kytkin muodostuu yhdestä tai useammasta vuotaulusta, ryhmätaulusta ja 
vähintään yhdestä kanavasta OF-kontrolleriin. Kontrolleri lisää voita kytkimen vuo-
tauluun joko reaktiivisesti saapuvien pakettien mukaan tai proaktiivisesti, jolloin vuot 
ovat pysyviä. (Appenzeller, Balland, Barker, Beckmann, Casado, Crabbe, Cohn, Curtis, 
Das, Ding, Dheureuse, Dunbar, Gandham, Erickson, Gibb, Heller, Kobayashi, Lajos Kis, 
Lantz, Madabushi, Malek, McDysan, McKeown, Mizrahi, Moses, Nygren, Orr, Pettit, 
Pfaff, Poutievski, Price, Ramanathan, Schneider, Sherwood, Talayco, Takahashi, 
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Tonsing, Tourrilhes, Vicisano, Ward, Yabe, Yiakoumis, Yadav & Yap. 2014, 11-12.) OF-
vuotaulun kentät esitetään taulukossa 1. 
 
Taulukko 1. OF-vuotaulun kentät (Appenzeller ym. 2014, 22) 
Match Fields Priority Counters Instructions Timeouts Cookie Flags 
 
Vuotaulu koostuu seitsemästä kentästä. Match field-kenttä määrittelee parametrit, 
joihin sisään tulevia paketteja verrataan. Parametrina voidaan käyttää esim. fyysistä 
porttia, MAC – tai IP-osoitetta tai muita otsikkotietoja. Priority-kentällä määritellään 
voiden tärkeys. Counters-kenttä kertoo, kuinka monta pakettia on käsitelty tietyn 
vuon mukaan. Instructions-kenttä kertoo mitä paketilla tehdään. Toiminnot voivat 
olla esim. paketin uudelleen ohjaus, paketin otsikoiden muokkaus, toiseen vuotau-
luun siirtäminen tai pudottaminen. Time-out-kenttä kertoo ajan, jonka jälkeen vuo 
poistuu taulusta, mikäli sen sääntöihin ei tule osumia. Cookie-arvo on kontrollerin 
määrittelemä arvo, jonka perusteella kontrolleri pystyy filtteröimään paketteja. 
Flags-kenttä vaikuttaa siihen, miten vuomerkintää hallitaan. OF-kytkimen konfigu-
roinnin kannalta oleellisimmat kentät vuotaulussa ovat Match Fields ja Instructions 
(Appenzeller, ym. 2014, 25.) Näiden kenttien toimintaa kuvataan kuviossa 6.  
 
 
Kuvio 6. OF-kytkimen vuotaulun toiminta (Appenzeller ym. 2014, 25)  
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Saapuvan paketin osalta tarkastellaan aluksi otsikko tietoja, jonka perusteella paketti 
yhdistetään yhteen tai useampaan vuotietoon. Vuon perusteella kytkimellä on ohjeet 
mitä paketille pitää tehdä, jonka perusteella sille tehdään mahdollisesti paketin 
muokkausta ja sen jälkeen ohjataan joko uuteen vuotauluun tai ulos tietystä kytkin-
portista (Appenzeller, ym. 2014, 25.)  
 
3.4 OpenFlow-protokollan palvelunlaatutuki 
 
OpenFlow tarjoaa kaksi työkalua palvelun laadun toteuttamiseen SDN-verkossa. OF-
protokolla ei itsessään mahdollista jonojen konfigurointia OF-kytkimen fyysiseen ra-
japintaan, mutta se mahdollistaa jonojen sitomisen vuosääntöihin. OF käyttää versi-
osta 1.3 eteenpäin set-queue käskyä paketin liittämiseen tiettyyn jonoon. Toinen pal-
velun laatutyökalu OFissa on meter-konfiguraatiot. Meter on kytkimen elementti, 
joka mittaa ja hallinnoi nopeutta, jolla paketteja ohjataan rajapinnasta ulos. Mikäli 
tiedonsiirto nopeus ylittää tai alittaa meteriin määritellyn rajan, meter aktivoi ban-
din. Band määrittelee toiminnot, jolla tilanne pyritään normalisoimaan. Tämä toi-
minto voi olla joko pakettien pudotus tai uudelleen merkkaus alempaan prioriteetti-
luokkaan. Meter voidaan sitoa yhteen tai useampaan vuosääntöön (Stallings 2015, 
297-299.) Meterin rakenne OF-kehyksessä näkyy kuviossa 7.  
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Kuvio 7. OpenFlow meter (Stallings 2015, 299) 
 
Meter kenttä löytyy OF-kehyksen Instructions-kentän sisältä. Meter-kenttä koostuu 
Identifierista, jolla meter tunnistetaan. Meter Bands sisältää meterin konfiguraatiot. 
Band Type kertoo mitä raja-arvojen ylittyessä tehdään, eli tiputetaanko paketit vai 
muutetaanko niiden merkkausta. Rate määrittelee ylä – ja alarajan sallitulle tiedon-
siirtonopeudelle. Counters laskee sisään tulevien pakettien määrää (Stallings 2015, 
297–299.) 
 
4 Network Function Virtualization 
4.1 Yleistä 
 
NFV pyrkii muuttamaan verkko-operaattoreiden verkkoarkkitehtuuria virtualisoinnin 
avulla. Suuri osa verkkolaitteista voitaisiin korvata tehokkailla palvelimilla, joissa pyö-
rivät virtuaalikoneet toimivat verkkokomponentteina kuten reitittiminä, kytkiminä tai 
palomuureina. NFV ja SDN tukevat vahvasti toisiaan samankaltaisten arkkitehtuuril-
listen periaatteiden myötä, mutta ne eivät ole riippuvaisia toisistaan. SDN:n tarjoama 
välitys – ja kontrollitason eristäminen voi lisätä NFV-malliin perustuvan datakeskuk-
sen suorituskykyä ja dynaamisuutta merkittävästi. Molemmat tekniikat pohjautuvat 
myös osittain ohjelmisto – ja rautakehityksen eristämiseen toisistaan (Benitez, 
Bugenhagen, Chiosi, Clarke, Cui, Damker, Delisle, Demaria, Deng, Fargano, Feger, Fu-
kui, Guardini, Khan, Kolias, Lopez, Loudier, Matsuazaki, Manzalini, Michel, Minerva, 
Ogaki, Reid, Ruhl, Salguero, Sen, Shimano & Willis 2012, 5-6.) NFV:n ajattelumalli ver-
rattuna perinteiseen tietoverkkoarkkitehtuuriin esitetään kuviossa 7. 
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Kuvio 7. NFV-malli verrattuna perinteiseen tietoverkkoon (Benitez ym. 2012, 5) 
 
Perinteisessä tietoverkossa eri verkkoelementeille on olemassa erilaisia fyysisiä lait-
teita, joiden toimintaa rajoittuu tiettyyn verkon toiminallisuuteen. NFV:ssä nämä toi-
minallisuudet toteutetaan ohjelmistolla, jota ei ole ohjelmoitu tiettyyn rautaan, vaan 
se voidaan tuoda tavalliselle palvelimelle. NFV-mallissa tietoverkko koostuisi palveli-
mista, tietoa varastoivista laitteista ja suuren porttimäärän omaavista kytkimistä. 
Tällä tavoin ohjelmisto ei ole sidottuna tietyn laitevalmistajan rautaan, ja se voidaan 
tuoda verkkoon ilman tarvetta asentaa uusia verkkolaitteita (Benitez ym. 2012, 5.) 
 
4.2 Hyödyt 
 
NFV:n tarjoamat mahdollisuudet tuovat mukanaan useita etuja verkko-operaatto-
rille. Laitekustannukset pienenevät ja myös sähkönkulutus vähenee merkittävästi, 
kun eri verkkolaitteita pystytään yhdistämään samalle palvelimelle. Muutosten teke-
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minen verkkoon nopeutuu, koska ohjelmistojen kehitys ei ole sidottuna tiettyyn fyy-
siseen laitteeseen. Testiympäristöjen pystytys on helpompaa, ja ne voivat jossain 
määrin hyödyntää samaa infrastruktuuria tuotantoverkon kanssa. Tämä vähentää 
suunnitteluun ja käyttöönottoon liittyviä kustannuksia. Tarjottavia verkkopalveluita 
pystytään nopeasti skaalamaan asiakkaan tarpeen mukaan. Muutoksia pystytään te-
kemään dynaamisemmin liikennevirtojen ja palvelun tarpeen mukaan. Alalle voidaan 
saada nopeampaa kehitystä pienempien yritysten innovaatioiden kautta, koska ohjel-
mistokehityksessä on helpompi kilpailla pienemmällä budjetilla verrattuna raudan 
kehitykseen. Ohjelmistojen kehitys nopeutuu, koska ne eivät enää ole sidottuna laite-
valmistajan rautaan (Benitez ym. 2012, 8-9.) 
 
4.3 Haasteet 
 
NFV:ssä on tällä hetkellä olemassa myös suuria haasteita, jotka hankaloittavat ja hi-
dastavat tekniikoiden yleistymistä. Vaikka ohjelmistot eivät ole enää sidottuna verk-
kolaitteisiin, voi ohjelmistojen käyttöönotto erilaisten datakeskusten erilaisiin virtu-
alisointialustoihin tuoda ongelmia. Perinteisten verkkolaitteiden rauta ja käyttöjärjes-
telmä on optimoitu aina yhtä toiminnallisuutta varten. Tavallisia palvelimia käytettä-
essä on odotettavissa laskua verkkokomponenttien suorituskyvyssä. NFV-laitteiden 
on toimittava yhdessä verkko-operaattoreiden tavallisten verkkolaitteiden kanssa eli 
NFV ja vanhan mallinen tietoverkko muodostavat ns. hybridiverkon. NFV vaatii toimi-
akseen vakaan hallinta-arkkitehtuurin, jossa muutoksia pystytään tekemään dynaa-
misesti. Verkon toimintojen on oltava automatisoitavissa, mikäli skaalautuvuuden 
osalta halutaan saada etua vanhan malliseen verkkoon nähden. Kaikki tämä pitäisi 
pystyä toteuttamaan tavalla, jossa verkon hallinta olisi yksinkertaisempaa kuin nykyi-
sissä tietoverkoissa (Benitez ym. 2012, 10–12.) 
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5 Palvelun laatu 
5.1 Yleistä 
 
Nykypäivän tietoverkoissa kulkee paljon erityppistä dataa käyttäen samaa fyysistä 
infrastruktuuria. Osa datasta on tärkeämpää ja tarvitsee näin ollen erityyppistä koh-
telua. Tärkeä data voi olla esimerkiksi verkon toiminnan kannalta tärkeitä protokollia 
kuten jokin reititys -tai hallintaprotokolla. Se voi myös olla reaaliaikaista liikennettä 
kuten ääntä tai kuvaa, joka ei kestä yhtä suurta viivettä ja joka vaati enemmän kais-
taa. Tämän takia tarvitaan tietoverkkoja, joissa liikennettä voidaan luokitella tärkeys-
järjestykseen, jonka perusteella verkkolaitteet käsittelevät eri liikenneluokkia eri ta-
voin (Arindam 2013, 2.) 
Toimivat palvelunlaatuasetukset ovat osa kannattavaa liiketoimintaa. Palvelun tarjo-
ajan on pystyttävä tarjoamaan asiakkailleen SLA-sopimus, jossa asiakkaalle luvataan 
verkon toimivuus sovittujen parametrien mukaan. SLA-sopimuksessa määriteltäviä 
parametreja on esitelty tarkemmin kappaleessa 6. SLA-sopimuksessa voidaan määri-
tellä erilaisia saatavuuksia, kaistanleveyksiä ym. tietyille palveluille. Sopimuksen ulko-
puolelle jäävä liikennettä käsitellään ruuhkatilanteissa joko pudottamalla se tai käsit-
telemällä se pienellä prioriteetilla (Chapman & Joseph 2009, 71-73.) 
 
5.2 Integrated Services 
 
IntServ-mallissa palvelun laatu taataan verkon päästä päähän käyttämällä RSVP:tä 
signaloimaan kaikille reitillä oleville laitteille tarvittavat tiedot tietoliikennevoista. 
Vuo tarkoittaa yksisuuntaista kahden sovelluksen välistä tietovirtaa. Yksittäiset vuot 
erotellaan toisistaan viidellä parametrilla: lähde IP-osoite, lähde portti, kohde IP-
osoite, kohde portti ja käytetty protokolla. Tietovirran alkaessa RSVP viestittää palve-
lulaatu vaatimukset kaikille verkon laitteille. IntServ-mallissa laitteet voivat pyytä 
kahden tyyppistä palvelua. Palvelu, jolle on taattu pieni viive ja kaikki mahdollinen 
25 
 
 
kaistanleveys pahoissa ruuhkatilanteissa, tai palvelu, jolla on BE:tä suurempi priori-
teetti ja käytössä enemmän kaistaa kevyen ja keskisuurten liikennemäärien aikana. 
Kaikki muu liikenne menee BE-liikenteenä eli sitä käsitellään alimmalla prioriteetilla. 
IntServ-mallin toimivuudessa on paljon ongelmia. Kaikkien verkkolaitteiden, mukaan 
lukien päätelaitteet, on ymmärrettävä RSVP:tä, jotta ne osaavat pyytää palvelun laa-
tua ja signaloida sitä eteenpäin. Koska palvelunlaatuasetukset muodostetaan vasta 
tietovirran alkaessa, ovat verkkolaitteiden konfiguraatiot ”pehmeitä”. Tämä tarkoit-
taa, että ne vaativat säännöllistä päivitystä RSVP:llä, joka tuo verkkoon lisää kuormi-
tusta. Näiden tietojen ylläpitäminen lisää verkkolaitteiden resurssivaatimuksia. 
Näistä syistä IntServ skaalautuu huonosti isoihin tietoverkkoihin, joissa yhtäaikaisten 
tietovirtojen määrä voi olla jopa miljoonissa (Chapman & Joseph 2009, 26-27.) 
 
5.3 Differentiated Services 
 
DiffServ-malli on suunniteltu tarjoamaan skaalautuvampi vaihtoehto palvelun laadun 
varmistamiseksi tietoverkoissa. DiffServissä jokainen verkkolaite tekee omat päätök-
sensä siitä, miten saapuvia paketteja käsitellään. Tätä kutsutaan termillä PHB. Jotta 
verkkolaite tietää, mitä palvelun laatua tietovirralle pitää asettaa, merkataan paketit 
IP-paketin DSCP-arvolla. Kaikkia paketteja joilla on sama DSCP arvo ja suunta, kutsu-
taan termillä BA. Näin ollen eri IP-osoitteista ja eri sovelluksista saapuvat paketit voi-
vat kuulua saman BAn alle (Chapman & Joseph 2009, 27.) 
 
5.4 Merkkaus 
5.4.1 Type of Service 
 
Palvelun laadun toteutumiseksi erityyppisten liikennevirtojen kesken on paketeille 
tehtävä merkkausta, jotta verkkolaitteet osaavat käsitellä niitä oikeiden sääntöjen 
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mukaan. Pakettien merkkaus tehdään yleensä verkon reunalaitteilla. Paketin merk-
kauksen jälkeen jokainen verkon laite pystyy toimimaan PHB:n mukaisesti. IP-
pakettien merkkaukseen käytettiin alun perin IP-otsikossa olevaa yhden tavun mit-
taista ToS-kenttää (Baker, Black, Blake & Nichols 1998, 6.) ToS-kenttä esitetään kuvi-
ossa 8. 
 
 
Kuvio 8. IP ToS-kenttä (Almquist 1992, 3) 
 
ToS-kentän kolme ensimmäistä bittiä määrittelevät paketin Precedence-arvon eli 
prioriteetin. Kolmen bitin mittaisella kentällä voidaan määrittä 8 eri prioriteettiluok-
kaa. Seuraavat neljä bittiä muodostavat ToS-kentän, jotka kertovat minkä tyyppisestä 
palvelusta on kyse ja mitä sen vaatimukset ovat viiveen, kaistan ja luotettavuuden 
osalta. Viimeinen bitti ToS-kentästä on toistaiseksi käyttämätön. MBZ tarkoittaa, että 
tämän kentän arvon on oltava aina 0 (Almquist 1992, 3-4.) ToS-kentän eri arvot esite-
tään taulukossa 2.  
 
Taulukko 2. IP ToS-kentän arvot (Kumar 2012) 
Bits Fields 
7-5 IP Presedence: 
111             Network Control 
110             Internetwork Control 
101             Critic/ECP 
100             Flash Override 
011             Flash 
010             Immediate 
001             Priority 
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000             Routine 
4 1 = low elay, 0 = normal delay 
3 1 = high throughput, 0 = normal throughput 
2 1 = high reliability, 0 = normal reliability 
1 1 = minimise monetary cost 
0 Must be 0 
 
 
5.4.2 Differentiated Services Code Point 
 
DiffServ standardissa määritellään uusi tapa hyödyntää IP-paketin ToS-kenttää. DSCP-
kenttä esitetään kuviossa 9 verraten sitä vanhan ToS-kentän käyttöön.  
 
 
Kuvio 8. DSCP & ToS (Andy 2008) 
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Ensimmäiset kuusi bittiä muodostavat kentän DSCP-osuuden. Ensimmäiset kolme bit-
tiä merkitsevät paketin prioriteettia samalla tavalla kuin alkuperäisessä ToS-kentässä. 
Tämä osa paketista on taaksepäin yhteensopiva, sillä arvoille on vain keksitty uudet 
nimitykset. Bitit 3-5 merkkaavat paketin pudotustodennäköisyyttä. Viimeiset kaksi 
bittiä muodostavat ECN-kentän, joka on toistaiseksi käyttämätön (Chapman & Joseph 
2009, 24–25.) DSCP-kentän eri arvojen merkitykset esitetään taulukossa 3. 
 
Taulukko 3. DSCP-kentän arvot (Kumar 2012) 
DSCP Name DS Field Value  IP Presedence 
 Binary Decimal  
CS0 000 000 0 0 
CS1 001 000 8 1 
AF11 001 001 10 1 
AF12 001 010 12 1 
AF13 001 110 14 1 
CS2 010 000 16 2 
AF21 010 001 18 2 
AF22 010 010 20 2 
AF23 010 110 22 2 
CS3 011 000 24 3 
AF31 011 001 26 3 
AF32 011 010 28 3 
AF33 011 110 30 3 
CS4 100 000 32 4 
AF41 100 001 34 4 
AF42 100 010 36 4 
AF43 100 110 38 4 
CS5 101 000 40 5 
EF 101 110 46 5 
CS6 110 000 48 6 
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CS7 111 000 52 7 
 
Vasemmalla taulukossa näkyy DSCP-arvon nimi. CS0-CS7 arvojen käyttö takaa yh-
teensopivuuden IP Precedencen kanssa, jota vastaava arvo näkyy taulukon oikeassa 
sarakkeessa. AF eri arvoineen tarkoittaa eri prioriteettien omaava liikennettä. EF on 
kaikkein korkeimman prioriteetin omaavaa liikennettä DiffServ-mallissa (Chapman & 
Joseph 2009, 29.) 
 
5.5 Jonot 
5.5.1 Yleistä 
 
Palvelun laadun toteutumisen vuoksi on pystyttävä hallitsemaan verkkoon syntyviä 
ruuhkatilanteita. Ruuhkanhallinta koostuu kolmesta vaiheesta: Ensiksi verkkolaitteen 
rajapintoihin tehdään tarvittavat jonot. Toiseksi konfiguroidaan pakettien luokittelu 
ja merkkaus liikenneluokan – ja tyypin mukaan. Kolmanneksi paketit vuorotellaan 
merkkauksen mukaan, jonka perusteella määritellään, mitkä jonossa olevista pake-
teista käsitellään ensin. Oleellinen osa ruuhkanhallintaa on myös ruuhkautumista en-
nalta ehkäisevät toimenpiteet (Chapman & Joseph 2009, 45-46.) 
Jonot ovat välttämätön osa ruuhkanhallintaa palvelun laatua vaativissa verkoissa. Jo-
noja käytetään tietoliikenteen varastointiin pakettien odottaessa prosessointia tai 
sarjallistamista (eng. serialization). Verkkolaitteiden rajapinnoissa on erilliset jonot 
sisääntulo- kuin myös ulosmenoliikenteelle. Sisääntulojono varastoi paketteja, kun-
nes verkkolaitteen prosessori käsittelee paketin ja ohjaa sen oikealle rajapinnalle. 
Ulostulojono varastoi paketteja, kunnes verkkolaite pystyy sarjallistamaan paketin 
fyysiseen linkkiin. Jonot ovat välttämätön osa ruuhkanhallintaa palvelun laatua vaati-
vissa verkoissa. Ruuhkautuminen voi johtua siitä, että sisääntulorajapinnan nopeus 
on suurempi kuin ulosmenorajapinnan tai sisääntulorajapintoja on useampi kuin 
ulosmenorajapintoja. Myös verkkolaitteen riittämätön prosessointiteho voi aiheuttaa 
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ruuhkautumista. Oletuksena kaikki liikenne ohjataan vakiojonoon, joka toimii FIFO-
periaatteella (Balchunas 2010, 1-2.) 
 
5.5.2 First in First out 
 
FIFO on jonotyyppi, joka on oletuksena käytössä lähes kaikissa rajapinnoissa. FIFO ei 
vaadi erillistä konfigurointia vaan se yksinkertaisesti käsittelee ja ohjaa paketteja saa-
pumisjärjestyksessä. FIFO ei huomioi ollenkaan pakettien prioriteettia. Kun FIFOa 
käyttävä jono täyttyy, uudet paketit yksinkertaisesti hylätään, kunnes jonossa on taas 
tilaa. Rautatasolla jonot käyttävät aina FIFOa. Mikäli halutaan käyttää hienojakoisem-
pia jonotusalgoritmeja palvelun laadun takaamiseksi, on käytettävä ohjelmistotason 
jonoja. Ohjelmistotason jonotusalgoritmeissa tehdään useita jonoja, joista jokaisella 
on erillinen prioriteetti. Sisään saapuvat paketit ohjataan oikeaan jonon merkkauk-
sen perusteella. Vuorottelija käsittelee korkeamman prioriteetin jonon paketit en-
simmäisenä. Jokainen jono itsessään toimii kuitenkin itsessään FIFO-mallin mukai-
sesti (Balchunas, 2010, 3.) 
 
5.5.3 Hierarchial Token Bucket 
 
HTB on jonotusalgoritmi, joka on suunniteltu korvaamaan CBQ Linux-käyttöjärjestel-
missä. Sekä CBQ, että HTB mahdollistavat rajapinnan kaistankäytön kontrolloimisen 
jakamalla fyysinen linkki useaan loogiseen linkkiin, jotka on tarkoitettu erilaisten lii-
kennetyyppien käyttöön. HTB perustuu nimensä mukaisesti hierarkkiseen arkkiteh-
tuuriin, jossa linkin kaistaa voidaan jakaa usealle eri tasolle (Devera 2002a.) HTB:n 
arkkitehtuuri esitetään kuviossa 9. 
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Kuvio 9. HTB-arkkitehtuuri (Devera 2002b) 
 
Arkkitehtuurin ylin taso on ns. juuritaso, johon kuuluu fyysisen rajapinnan koko kais-
tanleveys. Alempi taso on lapsitaso, jolle annetaan käyttöön osa kaistasta. Lapsita-
solla voi olla vielä useampi ”lehti”, joiden avulla voidaan tehdä hienojakoisempaa 
kaistanjakoa. Kuvion mukaisessa tapauksessa voidaan ajatella, että level 2 on fyysi-
sen linkin koko kaistanleveys. Level 1 on yhdellä asiakkaalle annettu kaista ja Level 0 
on tietyille protokollille annettu kaista (Devera 2002b.) 
HTBn oleellisimmat konfiguroitavat parametrit jonoille ovat: rate, ceil, burst ja prio-
rity. Rate kertoo kaistanleveyden miniarvon, joka tietyllä liikenneluokalla pitäisi olla 
käytössä kaikissa tilanteissa. Rate arvo voidaan ylittää, mikäli verkossa ei ole ruuhka-
tilannetta. Tällöin jono lainaa kaistaa toisilta jonoilta. Ceil arvo kertoo liikenneluokan 
käytössä olevan kaistan maksimiarvon, joka ei ylity, vaikka fyysisellä linkillä olisi käyt-
tämätöntä kaistaa. Ceil arvon yli menevä liikenne pudotetaan rajapinnalla. Burst arvo 
määritellee jonon purskeprOFiilin. Kun verkossa ei ole ruuhka jonoon varautuu purs-
keprOFiilin verran ylimääräistä kaistaa, jonka jono pystyy hyödyntämään ruuhkatilan-
teen syntyessä. Priority arvolla määritellään jonojen välinen prioriteetti, joka kertoo, 
minkä jonon paketit käsitellään ensimmäisenä ruuhkatilanteen syntyessä (Devera 
2002a.) 
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6 Palvelun laadun mittaaminen 
6.1 Yleistä 
 
Kuten luvussa 5.1 todettiin, hyvän palvelun laadun tarjoaminen on tärkeä osa kan-
nattavaa liiketoimintaa. Onnistuneiden palvelunlaatuasetusten taustalla on aina tar-
kasti suunniteltu ja toteutettu mittaus ja monitorointi. SLA-sopimusten rikkomisten 
taustalla on usein epärealistiset ja monimutkaiset lupaukset verkon laadusta. Verkon 
suorituskykymittauksia suunniteltaessa on tärkeä tietää, mitä halutaan mitata, miten 
mittaus kannattaa toteuttaa, kuinka usein mittaus toteutetaan. Verkkoa suunnitelta-
essa olisi tiedettävä, kuinka paljon jokainen palvelu kestää viivettä ja paljonko se vaa-
tii kaistaa. Verkon suorituskykyä mitattaessa pitäisi pystyä parempiin tuloksiin mitä 
SLA-sopimus vaatii, jotta palveluntarjoajalle jää riittävästi virhemarginaalia (Chapman 
& Joseph 2009, 187-188.) 
 
6.2 Palvelun laadun parametrit 
 
Saatavuudella tarkoitetaan palvelun käytössä olemista tietyllä ajanhetkellä. Saata-
vuudella mitataan todennäköisyyttä, sille että palvelu on saatavilla ennalta määrät-
tynä ajanjaksona. Saatavuus on merkittävä parametri SLA:ta laadittaessa. Saatavuu-
den laskemiseen on monia kaavoja, mutta yksi yleisesti käytetyistä on seuraava: 
𝑆𝑎𝑎𝑡𝑎𝑣𝑢𝑢𝑠 =
𝑀𝑇𝐵𝐹
(𝑀𝑇𝐵𝐹 +𝑀𝑇𝑇𝑅)
 
MTBF tarkoittaa mediaaniaikaa, joka on käyttökatkojen välillä. MTTR tarkoittaa medi-
aaniaikaa, joka kuluu vian huomaamisesta siihen hetkeen, kun vika on korjattu ja pal-
velu on taas saatavilla (Cisco 2004.)  
Viiveellä tarkoitetaan aikaa, joka tietoliikenteeltä kuluu lähteestä kohteeseen. Vii-
vettä voidaan mitata joko yhden – tai kahdensuuntaisena. Tietoliikenneverkoissa vii-
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veen mittayksikkönä käytetään millisekuntia. Viive on tärkeä parametri erityisesti re-
aaliaikasovellusten palvelunlaadun mittaamisessa. Reaaliaikasovelluksen kuten VoIP-
puhelun yhdensuuntaisena maksimiviiveenä pidetään 150 millisekuntia. Paketin ko-
konaisviiveaika muodostuu viidestä eri asiasta. Etenemisviive aiheutuu ajasta, joka 
valolla menee kulkea lähtöpisteestä kohteeseen. Valokuidussa etenemisviivettä ai-
heutuu noin 5ms 1000 kilometriä kohti. Etenemisviive kasvaa ongelmalliseksi lähinnä 
mannerten välisissä yhteyksissä, joissa pitäisi pystyä käyttämään reaaliaikasovelluksia 
(Chapman & Joseph 2009, 189.) 
Kytkentäviive tai prosessointiviive tarkoittaa aikaa, joka reitittimellä tai kytkimellä ku-
luu paketin vastaanottamisesta paketin laittamiseen jonoon ulospäin menevän raja-
pinnan vuorottajalle. Kytkentäviiveet ovat nykypäivän tehokkaissa verkkolaitteissa 
hyvin pieniä 10–20 mikrosekuntia pakettia kohden. Vuorotteluviive eli toisin sanoen 
jonotusviive on aika, joka paketilla kuluu ulospäin menevän rajapinnan jonosta raja-
pinnasta poistumiseen. Tämä viive aiheutuu käytössä olevasta jonotus algoritmista ja 
vuorottajan jonon käytöstä. Tähän vaikuttaa käytössä olevan jonon kapasiteetti ja si-
sään saapuvaan liikenteen määrä ja tyyppi. Jonotusviive on viiveen osa-alueista se, 
johon palvelun laatuasetuksilla voidaan eniten vaikuttaa. Sarjallistamisviive (Serializa-
tion) viive on aika, joka paketilla kuluu linkkivälille siirtymiseen. Se riippuu linkki-
nopeudesta ja paketin koostaa. Tämä viive on mitättömän pieni nykyisillä linkki-
nopeuksilla. Palveluviive tarkoittaa viivettä, joka aiheutuu loppukäyttäjän laitteen ai-
heuttamasta viiveestä, kuten prosessoinnista (Chapman & Joseph 2009, 189.) 
Tietoverkoista puhuttaessa hajonnalla tarkoitetaan viiveen vaihtelua. Viiveen vaihte-
lua aiheuttaa erityisesti verkon ruuhkautuminen. Kun erityyppistä tietoliikennettä 
priorisoidaan, ei korkean prioriteetin omaavalle liikenteelle pitäisi kuitenkaan varata 
liian suurta osaa kaistasta, koska se aiheuttaa suurta hajontaa pienemmän prioritee-
tin liikenteessä. Jos linkin käyttöaste on normaalissa tilanteessa yli 70 %, pitäisi ylei-
sesti hankkia lisää kaistanleveyttä liian pahojen ruuhkatilanteiden välttämiseksi. Ha-
jonta lasketaan vertaamalla keskimääräistä erotusta verkon mediaani viiveeseen 
(Chapman & Joseph 2009, 192.)  
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6.3 Mittausmenetelmät 
 
Aktiivisella mittauksella tarkoitetaan mittausta, jossa verkkoon generoidaan liiken-
nettä, jonka käyttäytymistä verkossa tutkitaan. Aktiivisella mittauksella mitattavia 
parametreja ovat esim. viive, pakettihävikki ja hajonta. Aktiivisen mittauksen hyviä 
puoli ovat se, että sen avulla verkkoon saadaan luotua poikkeuksellisen suuria ruuh-
katilanteita, joita tutkimalla saadaan tärkeää tietoa verkon toimivuudesta. Myös lii-
kennetyypit voidaan määritellä haluamalla tavalla, mikäli halutaan esimerkiksi mitata 
VOIP-liikenteen viivettä ruuhkatilanteessa. Toinen hyvä puoli on se, että aktiivisen 
mittauksen toteutus ei vaadi täyttä pääsyä kaikkiin verkon resursseihin, kuten reititti-
miin. Mittauksen suunnittelu on myös selvästi passiivista mittausta yksinkertaisem-
paa ja aktiivinen mittaus skaalautuu passiivista mittaamista paremmin. Aktiivisen 
mittauksen heikkous on se, mittauksessa generoitava liikenne vaikuttaa verkon toi-
mintaan eikä se kerro verkon normaalista toiminnasta. Aktiivisia mittauksia ei voida 
suorittaa tuotantoverkossa, koska se voi sotkea ratkaisevasta verkon kriittisiä toimin-
toja (Hasib & Schormans, 2003.) 
Passiivinen mittaaminen tarkoittaa verkon monitorointi ilman, että liikennettä luo-
daan tai muokataan. Passiivinen mittaaminen vaati verkon laitteiden konfigurointia, 
jotta ne pystyvät tunnistamaan ja käsittelemään sisään tulevaa liikennettä. Verkko-
laitteiden keräämä statistiikka voidaan sitten kerätä analysoitavaksi. Passiivisella mit-
tauksella mitattavia arvoja ovat esim. saapuvien pakettien tai bittien määrä, jonojen 
täyttymisaste tai eri liikennetyypit/protokollat. Passiivisen mittauksen hyvä puoli on, 
että se ei vaikuta verkon toimintaan ja antaa näin tarkan kuvan verkon toiminnasta. 
Huono puoli aktiiviseen mittaukseen verrattuna on se, että passiivisella mittauksella 
ei voida tutkia verkon kriittisiä pisteitä aiheuttamalla keinotekoista ruuhkatilannetta 
(Hasib & Schormans 2003.) 
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7 Käytetyt laitteet/ohjelmat ja niiden asennukset 
7.1 Raspberry Pi 
 
Raspberry Pi säätiö kehitti Raspberry Pi:n vuonna 2011 opetuskäyttöön. Raspberry Pi 
on pienikokoinen, halpa tietokone, jonka avulla voidaan opetella kaikkea tietokonei-
siin liittyvää raudasta ohjelmointiin. Raspberry Pi:n useat USB-portit mahdollistavat 
sen liittämiseen useisiin eri laitteisiin kuten näppäimistöön, hiireen, kameraan. Ne 
mahdollistavat myös Raspberry Pi:n käyttämisen verkkolaitteena (raspberrypi n.d.a.) 
Raspberry Pi:llä on mahdollistaa käyttää useita erilaisia Linux-pohjaisia käyttöjärjes-
telmiä. Suositeltu käyttöjärjestelmä on Debian-pohjainen Rasbian. Rasbian on opti-
moitu Raspberry Pi:n raudalle, joka takaa paremman suorituskyvyn. Rasbianin mu-
kana tulee yli 35000 Debian pakettia. Rasbian käyttöjärjestelmän kehitys on jatku-
vasti käynnissä oleva yhteisöprojekti, jonka pääpainona on parantaa mahdollisimman 
monen Debian paketin vakautta ja suorituskykyä (raspberrypi n.d.b.) 
 
7.2 Open vSwitch 
 
OVS on avoimen lähdekoodin monikerroksinen virtuaalikytkin. OVS on lisensoitu 
avoimen lähdekoodin Apache 2 lisenssin alle. OVS on kirjoitettu alustariippumatto-
malla C:llä. OVS on ollut osana Linux kerneliä versioista 3.10 eteenpäin. OVS on suun-
niteltu toimimaan useiden palvelimien virtuaaliympäristöissä useilla eri virtualisoin-
tialustoilla. OVS tukee perinteisiä hallintarajapintoja ja toimii myös OF-kytkimenä 
SDN-ympäristöissä (openvswitch n.d.) 
OVS:n arkkitehtuurin tärkeimpiä komponentteja ovat seuraavat: ovs-vswitchd on pal-
veluprosessi, joka mahdollista vuopohjaisen kytkemisen ja implementoi kytkimen yh-
dessä Linuxin kernel moduulin kanssa. Ovsdb-server on kevyt tietokantapalvelin, jota 
ovs-vswitchd käyttää konfiguraatioiden tallentamiseen. Ovs-dpctl on työkalu kytki-
men kernel moduulin konfigurointiin. Ovs-vsctl on ohjelma, jota käytetään OVS:n 
36 
 
 
konfigurointiin. Ovs-appctl on ohjelma, joka lähettää komentoja käynnissä oleville 
OVS palveluprosesseille. Ovs-OFctl on ohjelma, jolla kontrolloidaan OVS-kytkinten 
vuotauluja. Sen avulla kytkinten vuotauluja voidaan konfiguroida joko paikallisesti tai 
SDN-kontrollerin avulla (openvswitch n.d.) 
Tässä työssä OVS asennettiin Raspberry Pi Model 2:lle. Raspberry Pi:llä oli käytössä 
Rasbian Jessie käyttöjärjestelmä kernelin versiolla 4.1.13-v7+. Asennus aloitettiin pa-
kettien päivityksellä ja tarvittavien pakettien asennuksella. 
 
 root@raspberrypi-3:/home/pi# apt-get update 
root@raspberrypi-3:/home/pi# apt-get install -y autoconf 
libtool openssl pkg-config make gcc libssl-dev 
 
Koska sparse-ohjelmaa ei löydy Rasbianin repositioista, jouduttiin se asentamaan ko-
pioimalla lähdekoodista.  
 
root@raspberrypi-3:/home/pi# git clone git://git.ker-
nel.org/pub/scm/devel/sparse/sparse.git 
root@raspberrypi-3:/home/pi# cd sparse 
root@raspberrypi-3:/home/pi/sparse# git checkout -b stable 
v0.4.4 
root@raspberrypi-3:/home/pi/sparse# make 
root@raspberrypi-3:/home/pi/sparse# make install 
root@raspberrypi-3:/home/pi/sparse# cd .. 
 
Tämän jälkeen OVS asennettiin kloonaamalla lähdekoodista. Tässä työssä OVS:stä 
käytettiin versiota 2.5.90. OVS:lle määriteltiin kansiot, joihin eri konfiguraatiotiedos-
tot asennetaan ja tämän jälkeen OVS asennettiin ja sen käynnistysskripti kopiotiin 
toiseen kansioon.  
 
root@raspberrypi-3:/home/pi# git clone https://github.com/open-
vswitch/ovs.git 
root@raspberrypi-3:/home/pi# cd ovs 
root@raspberrypi-3:/home/pi/ovs# ./boot.sh 
root@raspberrypi-3:/home/pi/ovs# ./configure --prefix=/usr --
localstatedir=/var  --sysconfdir=/etc --enable-ssl 
root@raspberrypi-3:/home/pi/ovs# make –j3 
root@raspberrypi-3:/home/pi/ovs# make install 
root@raspberrypi-3:/home/pi/ovs# cp debian/openvswitch-
switch.init /etc/init.d/openvswitch-switch 
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Asennuksen jälkeen OVS käynnistettiin kuviossa 10 näkyvällä komennolla.  
 
 
Kuvio 10. OVS-käynnistys 
 
Tulosteessa näkyy OVS-prosessin käynnistyminen ja koska kyseessä on ensimmäinen 
kerta, kun OVS käynnistettiin, luotiin OVSDB käynnistyksen yhteydessä. 
 
7.3 RYU 
 
RYU on avoimen lähdekoodin pythonilla ohjelmoitu komponenttipohjainen SDN-
kontrolleri. RYU tarjoaa ohjelmistokomponentteja, joilla on määritellyt API-rajapinnat 
helpottamaan uusien verkon hallinta ja kontrollointi sovellusten kehitystä. Tästä 
syystä RYUn kehittäjät kutsuvat sitä SDN-kehykseksi, jonka päälle voidaan kehittää 
omia sovelluksia. RYU tukee useita verkon hallintaprotokollia kuten OF, Netconf, OF-
config (What’s Ryu? n.d.) 
RYU on mahdollista asentaa joko python-paketeista tai suoraan lähdekoodista. Tässä 
työssä RYU asennettiin python-paketteina Debian 8.2 käyttöjärjestelmän päälle. 
Asennus aloitettiin pakettien päivityksellä. 
 root@ryu:~# apt-get update 
 
Koska RYU asennetaan python-paketeista, on asennettava pip-työkalu python-paket-
tien hallinnointiin. 
 
 root@ryu:~# apt-get install python-pip 
 root@ryu:~# apt-get install python-dev libxslt-dev 
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Tämän jälkeen pipin avulla asennettiin tarvittavat python-paketit, jotta kaikki RYUn 
toiminnallisuudet saatiin käyttöön, ja Ryu voitiin asentaa. 
 
 root@ryu:~# pip install eventlet 
 root@ryu:~# pip install pyroute2 
 root@ryu:~# pip install webob 
 root@ryu:~# pip install paramiko 
root@ryu:~# pip install https://pypi.python.org/pack-
ages/source/s/six/six-1.9.0.tar.gz 
 root@ryu:~# pip install ryu 
 
RYU asentuu oletuksena kansioon /usr/local/lib/python2.7/dist-packages. 
 
7.4 VyOS 
 
VyOS on Vyattan päälle kehitetty avoimen lähdekoodin Linux-pohjainen käyttöjärjes-
telmä, joka tarjoaa useita verkkolaitteiden ominaisuuksia kuten reitityksen useilla eri 
protokollilla, palomuurin ja VPN-yhteydet. VyOSissa on rautapohjaisia reitittimiä 
muistuttava komentolinja. VyOSissa on tilallinen konfiguraatiojärjestelmä, joka mah-
dollistaa useiden muutosten hyväksymisen tai hylkäämisen yhdellä komennolla ja 
vanhoihin konfiguraatioihin palaamisen. VyOS toimii useilla erilaisilla fyysisillä ja vir-
tualisoiduilla alustoilla (VyOS 2016.) 
VyOS asennettiin erilliselle virtuaalikoneelle levykuva-asennuksena. VyOSin asennus 
ei vaadi muuta kuin levykuvan asettamisen virtuaalikoneelle, jonka jälkeen asennus 
etenee liittessä 2 esitetyllä tavalla. VyOSin oletuskäyttäjä ja salasana ovat molemmat 
vyos.  
 
7.5 Open Networking Operating System 
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ONOS on verkko-operaattoreille ja palveluntarjoajille tarkoitettu avoimen lähdekoo-
din SDN-kontrolleri. ONOS-projektin takana on useita suuria yrityksiä kuten AT&T, 
NTT communications, SK Telecom, Cisco, Fujitsu, Huawei ja Intel.  ONOSin on tarkoi-
tus tarjota korkeatasoista skaalautuvuutta, saatavuutta ja suorituskykyä samalla tar-
joten alustan, jonka päälle on helppo rakentaa uusia applikaatioita ja palveluita. 
ONOS toimii klusteripohjaisena käyttöjärjestelmänä, jolloin se skaalautuu suurikokoi-
siin tietoverkkoihin (onosproject n.d.) 
ONOSia käytettiin tässä työssä SDN-testbedin laajennuksen testauksessa, koska 
ONOS oli eniten testattu SDN-kontrolleri testiympäristössä. Tässä työssä ONOSissa 
käytettiin versiota 1.4. ONOSia ajettiin Debian 8.2-käyttöjärjestelmän päällä. ONOSin 
asennus aloitettiin lataamalla tarvittavia ohjemistoja kuten maven ja karaf.  
 
onos@debian:~# sudo apt-get update 
onos@debian:~# sudo apt-get install git-core wget maven 
onos@debian:~# mkdir Downloads Application 
onos@debian:~# cd Downloads 
onos@debian:~/Downloads# wget 
http://achive.apache.org/dist/karaf/3.0.3/apache-karaf-
3.0.3.tar.gz 
onos@debian:~/Downloads# wget  
http://archive.apache.org/dist/maven/maven-3/3.3.9/bin-
ries/apache-maven-3.3.9-bin.tar.gz 
 
onos@debian:~/Downloads # tar -zxvf apache-karaf-3.0.3.tar.gz -
C../Applicatins/ 
onos@debian:~ /Downloads # tar –zxvf apache-maven-3.3.9-
bin.tar.gz –C../Applications/ 
onos@debian:~# sudo apt-get install software-properties-common 
–y 
 onos@debian:~# sudo add-apt-repository ppa:webupd8team/java -y 
 onos@debian:~# sudo apt-get update 
 
 
Koska ONOS on Java-pohjainen ohjelmisto, piti Debianille asentaa java8. 
 
onos@debian:~# echo "deb 
http://ppa.launchpad.net/webupd8team/java/ubuntu trusty main" | 
tee /etc/apt/sources.list.d/webupd8team-java.list 
onos@debian:~# echo "deb-src 
http://ppa.launchpad.net/webupd8team/java/ubuntu trusty main" | 
tee -a /etc/apt/sources.list.d/webupd8team-java.list 
onos@debian:~# apt-key adv --keyserver hkp://keyserver.ub-
untu.com:80 --recv-keys EEA14886 
onos@debian:~# sudo apt-get update 
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onos@debian:~# sudo apt-get install oracle-java8-installer ora-
cle-java8-set-default –y 
 
Javan asennuksen jälkeen kloonattiin ONOSin lähdekoodi ja valitaan haluttu ONOS-
versio. Tässä työssä käytettiin versiota 1.4, koska se oli todettu toimivaksi ja vakaaksi. 
  
onos@debian:~# git clone https://gerrit.onosproject.org/onos 
 onos@debian:~# git checkout onos-1.4 
 
Seuraavaksi määriteltiin ONOS käyttäjän tiedot muokkaamalla ~/.bashrc tiedostoa. 
Tiedostoon lisättiin seuraavat kolme riviä. 
 
 . ~/onos/tools/dev/bash_profile 
 export ONOS_USER=onos 
 export ONOS_GROUP=onos 
 
Tämän jälkeen ONOS asennettiin seuraavilla komennoilla. ONOSista käytettiin ver-
siota 1.4, koska se oli todettu toimivaksi ja vakaaksi. 
 
onos@debian:~# . ~/.profile 
onos@debian:~# cd onos 
onos@debian:~/onos# git checkout onos-1.4 
onos@debian:~/onos# mvn clean install 
 
Kun ONOS oli asennettu, muutettiin tietokoneen kaapelointia niin, että ONOSilla ei 
enää ollut internet-yhteyttä vaan se oli osa SpiderNet-ympäristöä. ONOSille vaihdet-
tiin IP-osoitteeksi 172.16.0.10/24. Tämän jälkeen muokattiin 
~/onos/tools/test/cells/local tiedostoa lisäämällä siihen kaksi riviä. 
 
 export OC1=172.16.0.10 
export ONOS_APPS="drivers,OF" 
 
Tiedostossa määritellään IP-osoite, johon ONOS paketti asennetaan ja applikaatiot, 
jotka käynnistetään ONOSin käynnistyksen yhteydessä. Tämän jälkeen ajetaan cell 
komento äsken luodulle tiedostolle ja konfiguroidaan etäyhteys mahdollisuus ONO-
Sin komentolinjalle. 
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 onos@debian:~/onos# cell local 
onos@debian:~/onos# onos-push-keys 172.16.0.10 
onos@debian:~/onos# onos-install –f $OC1 
 
Tämän jälkeen tehtiin onos.service niminen tiedosto kansioon /etc/systemd/system. 
Tiedostoon lisättiin seuraavat rivit: 
[Unit] 
Description=onos SDN controller 
After=network.target auditd.service 
[Service] 
ExecStart=/opt/onos/bin/onos-service 
User=root 
[Install] 
WantedBy=multi-user.target 
 
Seuraavaksi ONOS käynnistettiin, ja asetettiin käynnistymään bootin yhteydessä. 
sudo systemctl start onos 
sudo systemctl enable onos 
  
Tämän jälkeen ONOS oli käyttövalmis ja sen komentoriville päästiin komennolla 
”onos $OC1”. ONOSin käyttöliittymään kirjautuminen esitetään kuviossa 11. 
 
Kuvio 11. ONOS CLI 
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7.6 JDSU MTS-6000A 
 
JDSU MTS-6000A on tietoverkkojen testaukseen tarkoitettu tietoliikennegeneraat-
tori. Laitteen yli 40 erilaista moduulia mahdollistavat monipuoliset testausmahdolli-
suudet erityyppisille verkoille. MTS-6000A pystyy generoimaan liikennettä jopa 
10Gbit/s. Generoitu liikenne voidaan jakaa 10 eri liikennevirtaan, joille voidaan mää-
rittä erilliset parametrit mittausten monipuolistamiseksi. Laitteen kosketusnäytöllä 
toimiva graafinen käyttöliittymä mahdollistaa testauksen nopean konfiguroinnin ja 
tulosten arvioinnin laitteen kirjoittamien raporttien perusteella (JDSU 2013.) 
 
8 Toteutus 
8.1 Lähtökohdat 
 
Tutkitun teorian pohjalta haluttiin testata millä avoimen lähdekoodin SDN-
ohjelmistoilla voidaan toteuttaa palvelun laatua vaativia verkkoja. OF-kytkimeksi 
työssä valittiin OVS, koska siitä on tullut yleisimmin käytössä oleva virtuaalinen SDN-
kytkin. Työn eri vaiheissa testattiin lyhyesti neljää eri SDN-kontrolleria: Opendayligh-
tia, Floodlightia, ONOSia ja RYU:ta. RYU päätyi SDN-kontrolleriksi lopulliseen toteu-
tukseen, koska sen rest_qos-applikaatioilla vaadittavat konfiguraatiot (liikenteen 
merkkaus ja jonoihin ohjaus) onnistuivat vaivattomimmin. Muista kontrollereista 
saattoi joko puuttua tarvittavia ominaisuuksia kokonaan tai niiden applikaatioiden 
dokumentointi oli niin heikolla tasolla, tai applikaatioissa oli sellaisia bugeja, että ne 
eivät soveltuneet tähän työhön. Mittausympäristön pystyttämisen jälkeen, verkkoon 
generoitiin liikennettä JDSUn MTS6000A-liikennegeneraattorilla ja verkkoon aiheu-
tettiin ruuhkatilanne, jonka aikana verkon käyttäytymistä testattiin erilaisilla palvelun 
laatuasetuksilla. 
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8.2 Verkkotopologiat 
 
Palvelun laatu mittauksissa käytetyn verkon fyysinen topologia esitetään kuviossa 12. 
 
 
Kuvio 12. Mittausten fyysinen topologia 
 
Mittauksissa käytetty laitteisto koostui kahdesta Raspberry Pi Model 2:sta, yhdestä 
pöytäkoneesta, JDSU:n liikennegeneraattorista ja kahdesta peilaavasta mittauslait-
teesta. Raspberry Piitä käytettiin OVS-kytkinten pyörittämiseen, PC:llä toimivat ver-
kon RYU-kontrolleri, VyOS-reititin ja yksi Ubuntu desktop-kone erillisinä virtuaaliko-
neina. Raspberry Piiden verkkokorttien määrää lisättiin käyttämällä USB-ethernet 
adaptereita. Mittauksissa käytetyn verkon looginen topologia esitetään kuviossa 13. 
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Kuvio 13. Mittausten looginen topologia 
 
Loogisesti verkko koostuu seitsemästä OVS-kytkimestä, RYU-kontrollerista, VyOS-rei-
tittimestä sekä kolmesta lähettävästä ja vastaanottavasta laitteesta. OVS:t 5-7 pyöri-
vät Raspberrypi-1:llä ja OVS:t 1-4 Raspberrypi-2:lla. Yhdelle Raspberry Piille asennet-
tujen kytkinten väliset rajapinnat on tehty veth-virtuaalirajapinnoilla. Liikennevirrat 
1-3 lähtevät kaikki JDSU-liikennegeneraattorilta. Liikennettä vastaanottavina laitteina 
toimivat JDSUn kaksi peilaavaa mittalaitetta sekä Host3, joka pyörii erillisellä virtuaa-
likoneella. Sinisellä viivalla piirretyt linkit ovat datalinkkejä, joita pitkin asiakasliikenne 
kulkee. Vihreä katkoviiva on OF-liikennettä varten erillinen linkki, jota pitkin OVS:t 1-
4 ovat yhteydessä kontrolleriin. Oranssilla katkoviivalla merkitään ns. In-Band-Mana-
gement liikennettä eli hallintaliikennettä, joka kulkee datalinkkiä pitkin, koska kaikilla 
verkkolaitteilla ei ole suoraa yhteyttä kontrolleriin. In-Band-Management liikenne oh-
jataan kontrollerille reitittimen kautta. Kaksi linkkiväliä on merkattu punaisella ras-
tilla, koska niiden rajapinnat on suljettu manuaalisesti kytkinsilmukoiden estämiseksi. 
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8.3 Mittausympäristön pystyttäminen 
 
Testiympäristön pystyttäminen aloitettiin kaapeloimalla laitteet kuvion 12 esittä-
mällä tavalla. Tämän jälkeen kaikkien laitteiden rajapintojen IP-osoitteet konfiguroi-
tiin kuvion 13 dokumentaation mukaisesti. RYUn ja Host3:n rajapintakonfiguraatiot 
tehtiin /etc/network/interfaces-tiedostoon kuvion 13 mukaisesti. Tämän lisäksi 
RYUlle konfiguroitiin staattinen reitti, jotta se tietää Raspberrypi1:n kytkinten löyty-
vän vRouter1:n kautta. 
root@ryu~# ip route add 172.16.2.0/24 via 172.16.1.1  
  
Seuraavaksi IP-osoitteet konfiguroitiin vRouter1:lle. VyOSia konfiguroitaessa on ensin 
siirryttävä käyttöliittymän hierarkiassa configure-tasolle, jonka jälkeen kirjoitetaan 
tarvittavat komennot ja ne hyväksytään commit-komennolla. 
 
 vyos@vyos# configure 
vyos@vyos# set interfaces ethernet eth0 address 203.0.113.1/24  
vyos@vyos# set interfaces ethernet eth0 address 172.16.2.1/24 
vyos@vyos# set interfaces ethernet eth1 address 172.16.1.1/24 
vyos@vyos# commit 
 
Tämän jälkeen luotiin kytkinverkko kahdelle Raspberry Piille. Ensimmäisenä luotiin 
virtuaalikytkimet raspberrypi1:lle ja fyysiset rajapinnat liitettiin näihin kytkimiin. 
 
 root@raspberrypi-1:/home/pi# ovs-vsctl add-br ovs5 
root@raspberrypi-1:/home/pi# ovs-vsctl add-br ovs6 
root@raspberrypi-1:/home/pi# ovs-vsctl add-br ovs7 
root@raspberrypi-1:/home/pi# ovs-vsctl add-port ovs5 eth0 
root@raspberrypi-1:/home/pi# ovs-vsctl add-port ovs6 eth1 
 
Tämän jälkeen tehtiin virtuaaliset rajapinnat kytkinten välille ja nekin liitettiin OVS-
kytkimiin. 
 
root@raspberrypi-1:/home/pi# ip link add veth1 type veth peer 
name veth2 
root@raspberrypi-1:/home/pi# ip link add veth3 type veth peer 
name veth4 
root@raspberrypi-1:/home/pi# ip link add veth5 type veth peer 
name veth6 
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root@raspberrypi-1:/home/pi# ovs-vsctl add-port ovs5 veth1 
root@raspberrypi-1:/home/pi# ovs-vsctl add-port ovs5 veth6 
root@raspberrypi-1:/home/pi# ovs-vsctl add-port ovs6 veth2 
root@raspberrypi-1:/home/pi# ovs-vsctl add-port ovs6 veth3 
root@raspberrypi-1:/home/pi# ovs-vsctl add-port ovs7 veth4 
root@raspberrypi-1:/home/pi# ovs-vsctl add-port ovs7 veth5 
 
Tämän jälkeen ovs-kytkimille annettiin IP-osoitteet ja konfiguroitiin staattinen reitti, 
jotta ne osaavat lähettää kontrollerille menevän liikenteen vRouter1:n kautta. 
 
root@raspberrypi-1:/home/pi# ifconfig ovs5 172.16.2.105/24 
root@raspberrypi-1:/home/pi# ifconfig ovs6 172.16.2.106/24 
root@raspberrypi-1:/home/pi# ifconfig ovs7 172.16.2.107/24 
root@raspberrypi-1:/home/pi# ip route add 172.16.1.0/24 via 
172.16.2.1 
 
Tämän jälkeen OVS:t konfiguroitiin ottamaan TCP-yhteys RYU-kontrolleriin. Yhteyden 
muodostamista varten pitää määritellä kytkin, kontrollerin IP-osoite ja TCP-portti, jo-
hon yhteys muodostetaan. Ennen kontrolleriyhteyden muodostamista, on kuitenkin 
vaihdettava OVS käyttämään OF-versiota 1.3, koska käytössä olevan RYUn version 
applikaatiot on suunniteltu sen mukaisesti. 
 
root@raspberrypi-1:/home/pi# ovs-vsctl set bridge ovs5 proto-
cols=OpenFlow13 
root@raspberrypi-1:/home/pi# ovs-vsctl set bridge ovs6 proto-
cols=OpenFlow13 
root@raspberrypi-1:/home/pi# ovs-vsctl set bridge ovs7 proto-
cols=OpenFlow13 
root@raspberrypi-1:/home/pi# ovs-vsctl set-controller ovs5 
tcp:172.16.1.11:6633 
root@raspberrypi-1:/home/pi# ovs-vsctl set-controller ovs6 
tcp:172.16.1.11:6633 
root@raspberrypi-1:/home/pi# ovs-vsctl set-controller ovs7 
tcp:172.16.1.11:6633 
 
Vastaavat vaiheet tehtiin myös raspberrypi2:lle, jonka konfiguraatiot löytyvät liit-
teestä 2. OVS-kytkimen portit ja niiden numerointi voidaan tarkistaa ovs-ofctl-ko-
mennolla, jonka tuloste esitetään kuviossa 14. Samalla komennolla nähdään myös 
kytkimen datapath-id, joka toimii kytkimen tunnisteena. 
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Kuvio 14. ovs-ofctl-tuloste 
 
Tässä vaiheessa siirryttiin RYUn ja sen applikaatioiden käynnistykseen. Ennen RYU 
käynnistystä tehtiin pieni muokkaus simple_switch_13 applikaatioon, joka on appli-
kaatio, jolla OF-kytkimet saadaan toimimaan oppivana L2-kytkimenä.  
 
 
root@ryu~# sed ’/OFPFlowMod(/,/)/s/)/, table_id=1)/’ 
ryu/ryu/app/simple_switch_13.py > ryu/ryu/app/qos_sim-
ple_switch_13.py 
 
Kyseisellä komennolla vaihdetaan simple_switch_13-applikaatio käyttämään vuotau-
lua 1 taulun 0 sijasta. Tämä muutos tehdään, koska palvelun laatuasetuksiin käytet-
tävä rest_qos-applikaatio käyttää vuotaulua 0. Uudelle muokatulle applikaatiolla an-
nettiin nimeksi qos_simple_switch_13. Muokkauksen jälkeen käynnistettiin kaikki 
työssä tarvittavat applikaatiot ryu-manager-komennolla. Kaikki RYUn applikaatiot 
löytyvät kansiosta /usr/local/lib/python2.7/dist-packages/ryu/app. 
 
root@ryu~# ryu-manager --observe-links ryu.app.rest_topology 
ryu.app.ws_topology ryu.app.gui_topology.gui_topology 
ryu.app.rest_qos ryu.app.qos.simple_switch_13 
ryu.app.rest_conf_switch 
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Kolme ensimmäistä applikaatiota käynnistävät RYUn graafisen käyttöliittymän. 
Rest_qos-applikaation avulla voidaan tehdä palvelun laatua koskevat asetukset, ku-
ten IP-pakettien merkkaus ja liikenteen ohjaus jonoihin. Rest_conf_switch-applikaa-
tio mahdollistaa kytkinkonfiguraatioiden hakemisen ja muokkauksen kontrollerilta 
käsin. Applikaatioiden käynnistyksen jälkeen OVS:t saivat muodostettua OF-yhteyden 
kontrolleriin. Kuviossa 15 näkyy RYUn onnistunut käynnistys ja kuinka kytkimet ovat 
muodostaneet yhteyden RYUn kanssa. 
 
 
Kuvio 15. RYUn käynnistys 
 
Verkon topologiakuvaa voidaan nyt tarkastella selaimelta osoitteesta 
http://172.16.0.11:8080. Graafisen käyttöliittymän näkymä esitetään kuviossa 16. 
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Kuvio 16. RYU graafinen käyttöliittymä 
 
Kuten kuvioista 13 ja 16 nähdään, RYUn piirtämä topologiakuva vastaa verkon loo-
gista topologiakuvaa. RYUn topologiakuvassa näkyy myös kytkinten datapath-id:t, 
porttien numerot, sekä kytkintä klikkaamalla saa näkyviin kytkimen vuotaulun. RYUn 
graafinen käyttöliittymä ei mahdollista kytkinten konfigurointia. Yhteyden muodostu-
misen onnistuminen voidaan tarkistaa myös kytkimeltä käsin ovs-vsctl show-komen-
nolla. Kyseisen komennon tuloste esitetään kuviossa 17. 
 
 
Kuvio 17. ovs-vsctl show-tuloste 
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Komento tulostaa kaikki OVS-kytkimet ja kertoo mitä portteja niihin on liitetty. Ko-
mento näyttää myös, mikäli kytkimelle on konfiguroitu TCP-yhteys kontrolleriin, ja 
onko yhteyden muodostus onnistunut. Yhteyden muodostumisen jälkeen RYU luo 
OVS:n vuotauluun kuvion 18 mukaiset vuot. Vuot voidaan tarkistaa OVS:ltä ovs-ofctl 
show-komennolla, johon määritellään käytössä olevan protokollaversio ja kytkin, 
jolta vuot halutaan tulostaa. 
 
 
Kuvio 18. RYUn asettamat oletusvuot 
 
Kuviossa näkyy, että oletuksena kaikki OVS:lle saapuvat paketit, jotka eivät osu yh-
teenkään vuohon, lähetetään kontrollerille. Tämä sääntö tehdään pienimmällä mah-
dollisella prioriteetillä, jolloin mikä tahansa dynaamisesti tai staattisesti luotu vuo-
sääntö ohittaa sen vuotaulun läpikäyntijärjestyksessä. 
 
9 Mittaukset 
9.1 Mittausten valmistelu 
 
Kaikki tämän työn mittaukset toteutettiin aktiivisena mittauksena, koska testiympä-
ristö ei ole tuotantokäytössä, eikä siellä itsessään liiku tarpeeksi liikennettä mittaus-
ten toteuttamiseksi. Ainoa liikenne, jota verkossa kulki passiivisesti syntyä OVS5-7 
TCP-yhteydestä kontrollerin kanssa. Mittauksissa käytetyn verkon fyysinen ja loogi-
nen topologia on käyty läpi kappaleissa 8.2.1 ja 8.2.2. Mittaukset toteutettiin käyttä-
mällä kolmea erillistä liikennevirtaa. Tämän lisäksi verkossa kulki Raspberrypi-1:den 
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kytkinten kontrolliliikennettä. Mittauksissa käytetyt liikennevirrat esitetään taulu-
kossa 4. 
 
Taulukko 4. Mittauksissa käytetyt liikennevirrat. 
 
 
Kuten ylläolevasta taulukosta näkyy, liikennevirtojen yhteenlaskettu nopeus on 
27mbit/s. Kaikkien mittauksien pituus oli yksi minuutti. Mittauksissa käytettävät lii-
kennevirrat JDSUn graafisesta käyttöliittymästä katsottuna näkyvät kuviossa 19. 
 
 
Kuvio 19. JDSU graafinen käyttöliittymä 
 
Generoitavan liikenteen määrä haluttiin pitää riittävän pienenä, koska esimerkiksi 
Raspberry Piin rajallisten resurssien ei haluttu vaikuttavan mittaustuloksiin. Ruuhkati-
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lanne saatiin muodostumaan verkkoon rajoittamalla Raspberry Piiden välisten fyysis-
ten rajapintojen nopeudeksi 10mbit/s. 
  
root@raspberrypi-1:/home/pi# ovs-vsctl set interface eth0 in-
gress_policing_rate=10000 
root@raspberrypi-2:/home/pi# ovs-vsctl set interface eth1 in-
gress_policing_rate=10000 
 
Ennen mittausten aloitusta testattiin verkon toiminta päästä päähän lähettämällä, jo-
kaisesta JDSUn liikennevirrasta muutama ICMP-paketti kohdeosoitteisiin. Kun pääte-
laitteiden liikennettä on kulkenut verkon päästä päähän, OVS:t saavat kontrollerilta 
tiedon vuotauluunsa, mihin porttiin millekin laitteelle menevä liikenne kuuluu ohjata. 
Kuviossa 20 esitetään esimerkki OVS6:n vuotaulusta sen jälkeen, kun testilaitteilta on 
generoitu liikennettä verkkoon, ja RYU on lisännyt vuotaulumerkinnät OVS:n vuotau-
luun. 
 
 
Kuvio 20. OVS6-dynaamiset vuot. 
 
RYUn qos_simple_switch13-applikaatio on tehnyt OVS6:n vuotauluun numero 1 
säännöt, joilla tiettyihin MAC-osoitteisiin menevä liikenne ohjataan tietystä portista 
ulos. Muiden kytkinten vastaavat vuotaulut löytyvät liitteistä 3-8. 
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9.2 Lähtöasetelma 
9.2.1 Mittaus 1: Verkon toiminta oletusasetuksilla 
 
Mittauksessa 1 haluttiin testata verkon toimintaa ilman mitään palvelun laatuasetuk-
sia, jotta saadaan kuva verkon normaalista toiminnasta ruuhkatilanteessa. Mittauk-
sen 1 tuloksia käytettiin pohjana vertailulle myöhempiin mittauksiin, joissa palvelun 
laatuasetuksilla pyritään muokkaamaan verkon käyttäytymistä. Mittauksella 1 halut-
tiin myös nähdä, katkeaako OVS5-7:n hallintayhteys RYUlle ruuhkatilanteissa, sen 
käyttäessä samaa fyysistä rajapintaa kuin asiakasdata.  
 
9.2.2 Mittaus 2: Liikenteen leikkaus 
 
Mittauksessa 2 testattiin maksimikaistanleveyden määrittämistä erilaisille liikennevir-
roille. Kaikki rajan ylittävä liikenne leikataan eli pudotetaan rajapinnalla. Mittausta 
varten luotiin kolme jonoa eri liikennevirroille. Ennen toista mittausta tehtiin OVS-
kytkinten palvelun laatu konfiguraatiot RYUlta käsin. Vuot tehtiin RYUn rest_qos-ap-
plikaatiolla. Kyseinen applikaatio käyttää curlia vuotaulujen muokkaukseen. 
 
root@ryu~# curl -X POST -d '{"priority": 100, "match": {"nw_dst": 
"203.0.113.104"}, "actions":{"mark": 48}}' http://lo-
calhost:8080/qos/rules/000060e3271f2ef7 
root@ryu~# curl -X POST -d '{"priority": 100, "match": {"nw_dst": 
"203.0.113.105"}, "actions":{"mark": 16}}' http://lo-
calhost:8080/qos/rules/000060e3271f2ef7 
root@ryu~# curl -X POST -d '{"priority": 100, "match": {"nw_dst": 
"203.0.113.106"}, "actions":{"mark": 8}}' http://lo-
calhost:8080/qos/rules/000060e3271f2ef7 
 
Kolme liikennevirtaa merkattiin omilla IP-DSCP-arvoilla liikenteen tunnistamiseksi. 
Komennoilla on määritelty vuolle prioriteetti, joka kertoo missä järjestyksessä vuo-
taulu käydään läpi paketin saapuessa. Match-fieldinä käytettiin liikennevirran koh-
teen IP-osoitetta. Tähän IP-osoitteeseen menevät paketit merkataan IP-DSCP arvolla. 
Kuten taulukosta 3 voidaan nähdä, käytetyt DSCP-arvot 8,16 ja 48 vastaavat IP-
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Precedence arvoja 1,2 ja 6. Kuviossa 21 näkyy samat vuomerkinnät OVS6:n vuotau-
lussa. 
 
 
Kuvio 21. OVS6-vuotaulu merkkaukset. 
 
Kuten kuviosta näkyy, vuot on luotu vuotauluun numero 0 ja merkkauksen jälkeen 
paketit ohjataan vuotauluun 1, jossa paketit ohjataan ulos oikeasta portista. Kuvi-
oissa 22 ja 23 esitetään liikennevirran 1 paketit Raspberrypi-1:den rajapinnoissa eth1 
ja eth0 eli ennen ja jälkeen merkkauksen. 
 
 
Kuvio 22. Liikennevirta1 ennen merkkausta 
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Kuvio 23. Liikennevirta1 merkkauksen jälkeen 
 
 
Kahden muun liikennevirran vastaavat todennukset löytyvät liitteistä 9-12. Wireshark 
näyttää DSCP-arvon merkkauksen hexadesimaalilukuna. Kun paketit on merkattu, nii-
den IP-DSCP-arvoa voidaan käyttää match-fieldinä, jonka perusteella paketteja ohja-
taan niille kuuluviin jonoihin.  
 
root@ryu~# curl -X POST -d '{"priority": 100, "match": 
{"ip_dscp": "48"}, "actions":{"queue": 1}}' http://lo-
calhost:8080/qos/rules/0000b827ebea066d 
root@ryu~# curl -X POST -d '{"priority": 100, "match": 
{"ip_dscp": "16"}, "actions":{"queue": 2}}' http://lo-
calhost:8080/qos/rules/0000b827ebea066d 
root@ryu~# curl -X POST -d '{"priority": 100, "match": 
{"ip_dscp": "8"}, "actions":{"queue": 3}}' http://lo-
calhost:8080/qos/rules/0000b827ebea066d 
 
Merkattua liikennettä jonoihin ohjaavat vuosäännöt tehtiin OVS5:lle, koska sen ulos-
menevään rajapintaan muodostetaan ruuhkatilanne. Kuviossa 24 näkyy OVS5:n vuo-
taulu. 
 
 
Kuvio 24. OVS5-vuotaulu 
 
On huomattavaa, että vaikka RYUlta asetetussa vuosäännöissä match-fieldinä käytet-
tiin DSCP-arvoja, OVS:n vuotauluihin ne ovat merkitty ToS-arvolla. Kun merkattu lii-
kenne osuu vuosääntöön, se ohjataan oikeaan, jonoon jonka jälkeen siirrytään vuo-
tauluun numero 1, jossa qos.simple_switch13-applikaatio hoitaa paketin ohjaamisen 
rajapinnasta ulos. Nämä vuosäännöt pysyivät samoina kaikissa mittauksissa.  
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Alkuperäisissä suunnitelmissa oli tehdä neljäs jono OVS5-OVS7 kontrolleriyhteydelle, 
mutta kontrolliliikenteen ohjaus jonoon ei ollut mahdollista, koska OVS tekee kont-
rolliyhteyttä varten säännön, joka yliajaa manuaalisesti konfiguroidut vuosäännöt. 
Tästä syystä kontrolleriyhteyden merkkausta tai jonoon ohjaamista toteuttaviin sään-
töihin ei saatu osumaan yhtäkään pakettia. Toisaalta mittauksen 1 perusteella nämä 
säännöt eivät myöskään olleet välttämättömiä mittausten onnistumiseksi. Mittausta 
2 varten tehdyt vuosäännöt pysyivät samoina kaikkien seuraavien mittausten ajan. 
Tämän jälkeen siirryttiin Raspberrypi-1:lle tekemään tarvittavat jonot. 
 
root@raspberrypi-1:/home/pi# ovs-vsctl set port eth0 
qos=@newqos -- --id=@newqos create qos type=linux-htb 
queues=1=@q1,2=@q2,3=@q3 -- --id=@q1 create queue other-con-
fig:max-rate=1500000 -- --id=@q2 create queue other-config:max-
rate=4000000 -- --id=@q3 create queue other-config:max-
rate=3000000 
 
Komennolla luodaan jonot q1, q2 ja q3. Jokaiselle määritellään maksimikaistanleveys 
yksiköllä Kbit/s. Kaikkien mittausten kohdalla jonojen numerointi vastaa liikennevir-
tojen numerointia. Liikennevirtojen pitäisi saada ainoastaan komennossa määrätty 
kaistanleveys käyttöönsä ja tämän luvun ylittävä liikenne leikataan. Tehdyt jonot voi-
daan tarkistaa komennolla: 
 
 root@raspberrypi-1:/home/pi ovs-vsctl list queue 
 
 
9.2.3 Mittaus 3a: Taattu kaistanleveys 
 
Mittauksessa 3 testattiin varata tietty minimikaistanleveys jokaiselle liikennevirralle 
ja jättää näiden varausten yli jäävä kaista vapaasti käytettäväksi. Tällöin korkealla 
prioriteetilla merkattu liikenne saa aina vähintään määritellyn kaistanleveyden käyt-
töönsä, mutta mikäli verkossa ei ole ruuhka sen kaista menee pienemmän prioritee-
tin omaavan liikenteen hyötykäyttöön, jolloin verkon käyttöaste paranee. Ennen jo-
kaista uutta mittausta, edellisessä mittauksessa tehdyt jonot on ensin poistettava. 
 
root@raspberrypi-1:/home/pi# ovs-vsctl clear port eth0 qos 
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root@raspberrypi-1:/home/pi# ovs-vsctl --all destroy qos 
root@raspberrypi-1:/home/pi# ovs-vsctl --all destroy queue 
 
Tämän jälkeen luotiin mittausta 2 varten uudet jonot. 
 
root@raspberrypi-1:/home/pi# ovs-vsctl set port eth0 
qos=@newqos -- --id=@newqos create qos type=linux-htb 
queues=1=@q1,2=@q2 -- --id=@q1 create queue other-config:min-
rate=2000000 other-config:priority=1 -- --id=@q2 create queue 
other-config:min-rate=2000000 other-config:priority=2 -- --
id=@q3 create queue other-config:min-rate=2000000  other-con-
fig:priority=3 
 
Kaikille kolmelle jonolle varattiin vähinään 2Mbit/s suuruinen kaista. Linux-htb jono-
tusalgoritmissa pienin prioriteetti arvo tarkoittaa korkeinta prioriteettia. Ruuhkatilan-
teen syntyessä, pakettien pitäisi purkautua ensimmäiseksi korkeimman prioriteetin 
jonosta eli tässä tapauksessa q1:stä.  
9.2.4 Mittaus 3b: Yhden taatun kaistan jono 
 
Koska mittauksessa 3b ei huomattu eroa edeltävään mittaukseen, haluttiin vielä mi-
tata toimiko OVS:n vuorottelija paremmin silloin kun taatun kaistanleveyden omaa-
via jonoja on vain yksi, ja muut jonot toimivat leikkausperiaatteella. 
 
ovs-vsctl set port eth0 qos=@newqos -- --id=@newqos create qos 
type=linux-htb queues=1=@q1,2=@q2,3=@q3 -- --id=@q1 create queue 
other-config:min-rate=2000000 -- --id=@q2 create queue other-con-
fig:max-rate=6000000 -- --id=@q3 create queue other-config:max-
rate=6000000 
 
Jonolle 1 eli VOIP-liikenteelle varattiin 2Mbit/s kaista. Kaksi muuta jonoa toimivat 
leikkausperiaatteella mittauksen 2 mukaisesti. 
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9.2.5 Mittaus 4a: Purskeinen liikennevirta 
 
Kaikissa aiemmissa mittauksissa kaikki liikennevirrat generoitiin tasaisina. Tämä ei 
vastaa aina todellisuutta, jossa tietoliikenne voi tulla purskeisena. Tämän takia mit-
tauksessa 4 haluttiin testata, miten verkon toiminta muuttuu, jos yksi liikennevir-
roista (stream3) vaihdetaan purskeiseksi, ja palvelunlaatuasetukset pidetään sa-
moina kuin mittauksessa 3. Liikennevirta3 pidettiin edelleen 5Mbit/s suuruisena ja 
sen purskeen kooksi valittiin 50kbit/s.  
 
9.2.6 Mittaus 4b: Purskeprofiilin määrittely 
 
Mittauksen 4a tulosten perusteella tiedettiin, miten purskeinen liikennevirta käyttäy-
tyy verkossa. Mittauksessa 4b haluttiin testata miten purskeprofiilin luominen yh-
dellä jonoista vaikuttaa verkon toimivuuteen. 
 
ovs-vsctl set port eth0 qos=@newqos -- --id=@newqos create qos 
type=linux-htb queues=1=@q1,2=@q2,3=@q3 -- --id=@q1 create queue 
other-config:min-rate=2000000 -- --id=@q2 create queue other-con-
fig:max-rate=6000000 -- --id=@q3 create queue other-config:max-
rate=6000000 other-config:burst=50000 
 
Jonot ovat muuten samat kuin edellisessä mittauksessa, mutta jonolle 3 luodaan 
50kbit/s suuruinen purskeprofiili. 
 
9.3 Tulokset 
9.3.1 Mittaus 1 
 
Mittauksen 1 tuloksista nähtiin, että ilman palvelun laatuasetuksia verkko toimi odo-
tetulla tavalla. OVS käsitteli paketteja siinä järjestyksessä kuin niitä saapui ja käsitteli 
niitä tehtyjen dynaamisesti tehtyjen vuosääntöjen perusteella. Paketit ohjautuivat 
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samaan FIFO-periaatteella toimivaan jonoon. Tästä seurauksena liikennevirrat saivat 
kaistaa käyttöönsä suhteessa generoidun liikenteen määrään. Mittauksessa 1 huo-
mattiin myös, että kontrolliyhteys Raspberrypi-1:n OVS-kytkimiltä pysyi yllä ruuhkati-
lanteesta huolimatta. Edes rajapinnan nopeuden pudottaminen 1Mbit/s ei riittänyt 
pudottamaan yhteyttä. Kuviossa 25 näkyy JDSUn tekemän raportin käyrä eri liikenne-
virtojen nopeuksista mittauksen aikana. 
 
 
Kuvio 25. Mittaus 1 liikennevirtojen nopeudet 
 
Käyrästä nähdään, että stream2 saa kaistaa yli 8Mbit/s kun stream 1 joutuu tyyty-
mään alle yhteen. Stream3 mittausten tuloksia ei voida suoraan katsoa JDSUn rapor-
teista, koska liikennevirran toisessa päässä ei ollut peilaavaa mittauslaitetta vaan ta-
vallinen ubuntu-desktop virtuaalikone. Stream3 todennuksissa on käytetty Host3:lla 
ajetun iftop-ohjelman tuloksia, jotka mittauksen 1 osalta esitellään kuviossa 26. 
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Kuvio 26. Mittaus 1 Host3-iftop todennus 
 
Stream3 sai kaistaa käyttöönsä hieman yli 1Mbit/s. Eri liikennevirtojen saamat kaistat 
ovat siis hyvin tarkasti samassa suhteessa niiden generoidun liikennemäärän kanssa. 
Mittauksen 1 tulosten yhteenveto esitetään taulukossa 5. Mittauksen 1 tarkemmat 
tulokset JDSUn raportista liikennevirtojen 1 ja 2 osalta löytyvät liitteestä 13. 
 
Taulukko 5. Mittaus 1 tulokset 
 
 
9.3.2 Mittaus 2 
 
Mittauksen 2 tulokset olivat odotetun mukaiset. Liikenteen leikkaus onnistui, eikä yk-
sikään kolmesta liikennevirrasta saanut enempää kaistaa, kuin mitä sille oli maksimis-
saan määritelty. Liikennevirtojen 1 ja 2 nopeudet ovat kuvattuna kuviossa 27. 
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Kuvio 27. Mittaus 2 liikennevirtojen nopeudet 
 
Kuviossa 28 näkyy mittauksen 2 todennus Host3:lta katsottuna. 
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Kuvio 28. Mittaus 2 Host3-iftop todennus 
 
Todennuksista nähdään, että liikenteen leikkaus toimii halutulla tavalla. Mittauksen 2 
tulosten yhteenveto esitetään taulukossa 6. Tarkemmat tulokset JDSUn raportista 
löytyvät liitteestä 14. 
 
Taulukko 6. Mittaus 2 tulokset 
 
 
9.3.3 Mittaus 3a 
 
Mittauksessa 3 huomattiin, että minimikaistan määrittely ei tuottanut haluttua tu-
losta. Mittauksen tulokset eivät eronneet mittauksen 1 tuloksista eli liikennevirtojen 
saama kaistanleveys määräytyi ainoastaan liikenteen määrän mukaan ja korkeam-
man prioriteetin liikenteelle ei pystytty takamaan kaistaa ruuhkatilanteessa. Kuviossa 
29 näkyy liikennevirtojen nopeuksia osoittava käyrä mittauksen 3a osalta. 
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Kuvio 29. Mittaus 3a liikennevirtojen nopeudet 
 
Kuviossa 30 näkyy vastaava todennus Host3:n iftop tulosteesta. 
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Kuvio 30. Mittaus 3a Host3-iftop todennus 
 
Todennuksista nähdään verkon käyttäytyvän identtisesti mittauksen 1 kanssa, joten 
mittauksen 3a perusteella voidaan sanoa, että minimikaistan rajaukset eivät toimi-
neet. Mittauksen 3a tulosten yhteenveto esitetään taulukossa 7. Tarkemmat tulokset 
mittauksesta löytyvät liitteestä 15. 
 
Taulukko 7. Mittaus 3a tulokset 
 
 
9.3.4 Mittaus 3b 
 
Mittauksessa 3b huomattiin, että jos käytetään ainoastaan yhtä jonoa, jolle on määri-
telty minimikaista, jonojen vuorottelu toimii hieman paremmin, mutta ei kuitenkaan 
aivan halutulla tavalla. Kuviossa 31 näkyy liikennevirtojen nopeuskäyrät mittauksen 
3b osalta.  
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Kuvio 31. Mittaus 3b liikennevirtojen nopeudet 
 
Kuviossa 32 näkyy vastaava todennus Host3:lta katsottuna.  
 
 
Kuvio 32. Mittaus 3b Host3-iftop todennus 
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Todennuksista voidaan havaita, että mittaukseen 3a verrattuna liikennevirta2 saa 1-
1,5Mbit/s kaistaa, 0,8Mbit/s verrattuna. Kaistan varaus toimii siis jossain määrin, 
mutta haluttuun 2Mbit/s ei vieläkään päästä. On kuitenkin huomattavaa, että liiken-
nevirran 1 lisäksi myös liikennevirran 3 saama kaista kasvoi huomattavasti. Mittauk-
sen 3b tulokset esitetään taulukossa 8. Tarkemmat tulokset JDSU-raportista löytyvät 
liitteestä 16. 
 
Taulukko 8. Mittaus 3b tulokset 
 
 
9.3.5 Mittaus 4a 
 
Mittauksen 4 tulokset ovat sikäli hieman epätarkat, että purskeinen liikennevirta lä-
hetettiin Host3:lle eikä JDSUn vastaanottaville laitteille. Tämän seurauksena tarkkoja 
arvoja ei liikennevirran 3 osalta saatu vaan tulokset on pääteltävä muiden liikennevir-
tojen tuloksista. Kuviossa 33 näkyy liikennevirtojen nopeudet mittauksen 4a osalta 
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Kuvio 33. Mittaus 4a liikennevirtojen nopeudet 
 
Kun mittauksen tuloksia verrataan mittauksen 3b tuloksiin, huomataan että liikenne-
virrat 1 ja 2 ovat saaneet keskimäärin noin 15 % suuremman tiedonsiirtonopeuden. 
Tästä voidaan päätellä, että purskeinen liikennevirta kärsii ruuhkatilanteissa, mikäli 
purskeprofiilia ei ole määritelty. Tämä nähdään myös katsottaessa Host3:n iftop-tu-
lostetta, joka löytyy kuviosta 34. 
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Kuvio 34. Mittaus 4a Host3-iftop todennus 
 
Kuviosta voidaan myös todeta Host3:n saaman kaistanleveyden pudonneen noin 
1mbit/s. Mittauksen 4a tulokset esitetään taulukossa 9. Tarkemmat tulokset JDSUn 
raportista löytyvät liitteestä 17. 
 
Taulukko 9. Mittaus 4a tulokset 
 
 
9.3.6 Mittaus 4b 
 
Tuloksista voidaan huomata, että liikennevirtojen keskimääräisiin nopeuksiin ei tullut 
suurta muutosta purskeprofiilin määrittelyllä, mutta nopeuksissa tapahtuneet vaihte-
lut ovat olleet suurempia. Liikennevirtojen nopeudet mittauksessa 4b näkyvät kuvi-
ossa 35. 
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Kuvio 35. Mittaus 4b liikennevirtojen nopeudet. 
 
Kun liitteessä 18 olevia tuloksia katsotaan tarkemmin, huomataan että viivenvaihtelu 
on selvästi kasvanut liikennevirtojen 1 ja 2 kohdalla. Eli kun purskeista liikennettä on 
saapunut enemmän, purskeprofiilin ylimääräinen kaista on tullut liikennevirran 3 
käyttöön, ja muiden liikennevirtojen viiveet ovat näillä hetkillä kasvaneet. Pidem-
mällä ajanjaksolla keskimääräisessä kaistanleveydessä liikennevirtojen välillä ei ole 
suuria eroja kuten myös kuviosta 36 huomataan. 
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Kuvio 36. Mittaus 4b Host3-iftop todennus 
 
Mittauksen 4b tulosten yhteenveto esitetään taulukossa 10. JDSUn raportti löytyy 
liitteestä 18. 
 
Taulukko 10. Mittaus 4b tulokset 
 
 
9.4 Mittaustulosten pohdinta  
 
Mittausten tuloksena on, että RYUn tekemät DSCP-merkkaus ja jonoihin ohjaavat 
vuosäännöt toimivat ja jonojen luominen OVS:llä on mahdollista. Jonoihin määritelty 
leikkaus toimi odotusten mukaisesti tietyn tiedonsiirtonopeuden ylittyessä. Minimi-
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kaistan rajaus OVS:llä ei onnistunut toivotusti ja ainoastaan yhdellä jonolla, jolle mini-
mikaista oli määritelty, saatiin edes jonkinlaista palvelun laatua edistävää muutosta 
havaittua. PurskeprOFiilin mittauksen suhteen tehtiin virhe, kun purskeista liiken-
nettä ei lähetetty JDSU:n mittauslaitteelle, jolloin olisi saatu raportuitua tarkempaa 
dataa, mutta tämän työnkin mittauksen perusteella voidaan sanoa myös purskepro-
fiilin toimivan ainakin jossain määrin. OVS:n TCP-yhteyksiä kontrollereihin ei pystytty 
priorisoimaan, mutta tämä ei työssä tehdyissä mittausskenaarioissa muodostunut 
ongelmaksi. Mikäli kontrolleriyhteyksiä olisi ollut useampia ja olisivat itsessään vie-
neet suuremman osan kaistasta ja muodostettu ruuhkatilanne olisi ollut tämän työn 
mittauksia vakavampi, olisi ongelmia voinut muodostua. 
Työn teoriaosuudessa käsiteltiin mm. OFin tarjoamia palvelun laatu mahdollisuuksia. 
OFin kahdesta palvelun laatuun sunnitellusta työkalusta, OVS tukee ainoastaan jono-
jen konfigurointia. OVS:llä on kyllä OF-tuki meterienkin konfigurointiin, mutta sitä ei 
ole implementoitu OVS-kytkimeen. Avoimen lähdekoodin SDN-kontrollereissa havait-
tiin puutteita tiettyjen vuosääntöjen konfiguroinnissa, joka kävi ilmi Opendaylightin 
ja Floodlightin set_queue actionin lisäämisessä OVS:n vuotauluun. Opendaylight lisäsi 
kyllä vuosäännön omaan tietokantaansa, mutta OVS:n vuotauluun se ei toimintoa li-
sännyt, vaikka vuosääntö muuten menikin perille. ONOSista taas puuttuu mahdolli-
suus muokata IP-paketin DSCP-kenttää pakettien merkkausta varten. RYUlla onnistui 
sekä pakettien merkkaus, että jonoihin ohjaus, ilman ongelmia. RYUllakin on kuiten-
kin ongelma, että näitä toimintoja tekevä rest_qos-applikaatio on täysin erillinen 
muista applikaatioista, joten sen sovittaminen verkkoon, jossa haluttaisiin käyttää 
useita erilaisia RYUn applikaatioita (firewall, snort, router jne.), voi tuottaa ongelmia 
vuotaulujen monimutkaistuessa ja aiheuttaessa mahdollisia ristiriitoja toisten appli-
kaatioiden tekemien vuosääntöjen kanssa. Esimerkiksi rest_qos-applikaatio käyttää 
OVS:n tunnistamiseen käytettyä datapath_id:tä hexadesimaalimuodossa, kun taas 
osa RYUn applikaatioista käyttää sitä desimaalimuodossa. Tämä tuo turhaa monimut-
kaisuutta laitteiden konfigurointiin. RYUsta puuttuu myös käyttäjäystävällinen käyt-
töliittymä ja vuosäännöt on asetettava kytkimelle käyttämällä curlia. Esimerkiksi 
rest_qos-applikaation tekemien vuotietojen hakeminen RYUlta käsin ei onnistunut, 
vaan vuotaulut piti katsoa OVS:ltä käsin.  
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Vaikka jonojen luominen OVS:llä on mahdollista, OVS:n jonotusalgoritmin implemen-
toinnissa on kuitenkin puutteitta silloin kun tietylle jonolle halutaan kaikissa tilan-
teissa varata tietty kaistanleveys. Jos OVS:lle tulee tulevaisuudessa meter-implemen-
taatio, tämä ongelma saattaa korjautua, koska meterin pitäisi mitata koko ajan si-
sääntulevaa liikennettä ja reagoida myös määrättyjen rajojen alitukseen. Yhteenve-
tona voidaan todeta, että SDN-verkkotekniikka teoriassa mahdollistaa verkon päästä 
päähän toteutuvan palvelunlaadun toteutumisen dynaamisemmin ja skaalautuvam-
min kuin perinteiset tietoverkot. Myös OF-protokollan kehittelyssä palvelun laatu 
vaatimukset ovat selvästi otettu huomioon. Avoimen lähdekoodin OF-kontrollerit ja 
kytkimet ovat kuitenkin kaikki sen verran keskeneräisiä, että palvelun laadun hienoja-
koisuudessa ja skaalautuvuudessa on vielä puutteita verrattuna perinteisiin verkko-
laitteisiin. 
 
10 SDN-testbedin fyysinen laajennus 
10.1 Tavoitteet ja suunnittelu 
 
SDN-verkkojen palvelun laadun tutkimisen jälkeen, haluttiin laajentaa Cyber Trust –
projektin virtualisoitua SDN-testbed ympäristöä fyysisillä laitteilla. Ympäristön laajen-
nuksen on tarkoitus toimia pohjana ympäristölle, jota JAMK voi tulevaisuudessa käyt-
tää opetuskäytössä esim. palvelun laatu opintojakson laboratorioharjoituksissa. Ver-
kon toteutukseen hyödynnetään sekä JYVSECTECin RGCE-ympäristöä, että JAMKin 
SpiderNet-laboratorioverkkoa. 
SDN-testbed virtuaaliympäristö on toteutettu JYVSECTECin RGCE-
kybertoimintaympäristöön. RGCE on internetiä mallintava, suljettu tutkimus- kehitys 
– ja koulutusympäristö. RGCE on rakennettu vastaamaan mahdollisimman tarkasti oi-
keaa internetiä, jotta sillä voidaan tehdä realistista tutkimustyötä. Se koostuu usei-
den verkko-operaattoreiden verkoista, jotka tarjoavat kaikki tarvittavat internetin 
ydinpalvelut ja mahdollisuuden generoida realistista verkkoliikennettä järjestelmien 
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testaukseen. Suljettu ympäristö mahdollistaa erilaisten järjestelmien turvallisen tes-
tauksen ilman tietoturvariskiä (RGCE-Kybertoimintaympäristö n.d.) 
SpiderNet on JAMKin tuotantoverkosta eristetty laboratorioverkko, jota käytetään 
verkko-operaattoreiden ja palveluntarjoajien teknologioiden testaus ja opetuskäyt-
töön. Se koostuu useiden eri laitevalmistajien laitteista (Cisco Systems, Juniper Net-
works, Extreme Networks, Airspan Networks ja Zhone) mahdollistaakseen mahdolli-
simman monen eri protokollan ja teknologian tutkimisen (SpiderNet 2009.) Spider-
Netin fyysinen topologia kokonaisuudessaan esitetään kuviossa 37. 
 
 
Kuvio 37. SpiderNet fyysinen topologia (Spidernet 2009) 
 
SDN-testbedin fyysinen laajennus toteutettiin kolmella Raspberry Pillä. Ne yhdistet-
tiin RGCE-ympäristöön SpiderNetin laitteiden kautta. Verkon laajennuksen fyysinen 
topologia esitetään kuviossa 38. 
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Kuvio 38. SDN-testbed fyysinen laajennus 
 
Raspberrypi-1 yhdistetään SpiderNetissä sijaitsevaan Juniper-EX3300-sarjan kytki-
meen. Tämän kytkimen lävitse tarvitaan liitäntää RGCE-ympäristöön SW3-to-Raspi1-
verkkoon. Liikenne kulkee Raspberrypi-1:n ja EX3300:n välillä leimaamattomana, 
jonka jälkeen EX3300 lisää kehyksiin VLAN-leiman liikenteen erottamiseksi. 
SDN-testbedin looginen topologia laajennuksen jälkeen esitetään kuviossa 39. 
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Kuvio 39. SDN-testbed looginen topologia 
 
Ennen tämän työn aloittamista, SDN-testbedin virtuaaliympäristö koostui useasta 
NFV-komponentista (kytkimet, reitittimet, palomuuri), joita pyöritetään erillisillä vir-
tuaalikoneilla. Tämän lisäksi ympäristössä on kontrolleriverkko, jossa on eri SDN-
kontrollereita, joilla voidaan ajaa erilaisia testiskenaarioita. Laajennuksella lisättiin 
OVS-kytkinten ja päätelaitteiden määrää. Kuten ylläolevasta kuviosta nähdään, Rasp-
berry Piiden kontrolliliikenne menee In-Band-Management-liikenteenä reitittimen 
kautta, kun taas RGCEn kytkimet ottavat yhteyden kontrolleriverkkoon erillistä hallin-
taverkkoa pitkin. Koska RGCE on täysin eristetty ympäristö, ei sen julkisilla IP-
osoiteavaruuksilla tai AS-alueilla ole mitään yhteyksiä oikean internetin vastaavien 
osoitteiden palveluihin tai omistajiin. SDN-testbedissä on käytetty julkista IP-
osoiteavaruutta 203.0.113.0/24. Kaikkien SDN-testbedissä käytettyjen laitteiden raja-
pintojen IP – ja MAC-osoitteet löytyvät liitteestä 19.  
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10.2 Toteutus 
10.2.1 Fyysisten laitteiden liittäminen RGCE-ympäristöön 
 
SDN-testbedin fyysistä laajennusta varten SW3:lle lisättiin uusi virtuaaliverkko kuvi-
ossa 40 näkyvällä tavalla. 
 
 
Kuvio 40. SW3-to-Raspi1 verkon luominen 
 
Tämän verkon kautta liikenne ohjataan SpiderNetiin. Tämän jälkeen jokaiselle Rasp-
berry Pille luotiin OVS-kytkin ja siihen lisättiin tarvittavat rajapinnat ja kytkimelle an-
nettiin IP-osoite. OVS-prosessi haluttiin myös laittaa käynnistymään bootin yhtey-
dessä.  
root@raspberrypi-1:/home/pi# ovs-vsctl add-br OF-switch 
root@raspberrypi-1:/home/pi# ovs-vsctl add-port OF-switch eth0 
root@raspberrypi-1:/home/pi# ovs-vsctl add-port OF-switch eth1 
root@raspberrypi-1:/home/pi# ovs-vsctl add-port OF-switch eth2 
root@raspberrypi-1:/home/pi# ifconfig OF-switch 172.16.1.101/24 
root@raspberrypi-1:/home/pi# update-rc.d openvswitch-switch de-
faults 
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Bootin yhteydessä OF-switchille pitää antaa myös IP-osoite ja luoda staattinen reitti 
hallintaverkkoon 172.16.0.0/24 vRouter1:n kautta. Tämä toteutettiin ajamalla ko-
mennot ajastettuna crontabilla. Komennot lisättiin tiedostoon /etc/crontab 
 
@reboot root sleep 30 && ifconfig OF-switch 172.16.1.101/24 && 
ip route add default via 172.16.1.1 
 
Vastaavat konfiguraatiot tehtiin myös kahdelle muulle Raspberry Pille. Niiden konfi-
guraatiot löytyvät liitteistä 20 ja 21. 
 
Tämän jälkeen OF-switch yhdistettiin RGCEssä sijaitsevaan kontrolleriin. Ensin Rasp-
berry Piit yritettiin yhdistää ONOSiin, koska sitä on käytetty eniten RGCE-ympäristön 
OVS-kytkinten hallintaan.  
 
root@raspberrypi-1:/home/pi# ovs-vsctl set-controller OF-switch 
tcp:172.16.0.10:6633 
 
 
OVS:t SW5-SW7 yrittävät tässä vaiheessa lähettää ARP-request-viestin vRouter1:lle. 
Tämä ARP-viesti ei kuitenkaan mene perille, koska RGCEn kytkimet tiputtavat kehyk-
sen, jos niiden ARP-taulusta ei löydy molempia laitteita. Asia korjaantuu lähettämällä 
ICMP-viestejä vRouter1:ltä SW5:lle. Kuviossa 41 näkyy, että liikenne alkaa kulkea lait-
teiden välillä muutaman epäonnistuneen paketin jälkeen. 
 
 
Kuvio 41. vRouter1 ping SW5 todennus 
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Kun ICMP-viestit menevät läpi, RGCEn kytkin päästä ARP-viestit läpi ja SW5 saa muo-
dostettua yhteyden ONOSiin. Jostain syystä nämä kytkimet lakkaavat vastaamasta 
ICMP-viesteihin kontrolleriyhteyden muodostettua, mutta tämä ei kuitenkaan vai-
kuta liikenteen ohjaukseen. Kun vRouter1:ltä on pingattu myös SW6 ja SW7 Verkko-
topologiaa voidaan tarkastella myös ONOSin graafisen käyttöliittymän kautta osoit-
teesta http://172.16.0.10:8181/onos/ui. ONOSin graafinen käyttöliittymä näkyy kuvi-
ossa 42 
 
 
Kuvio 42. ONOS graafinen käyttöliittymä. 
 
Kun katsotaan ONOSin graafista käyttöliittymää, voidaan sen todeta vastaavaan kuvi-
ossa 39 esitettyä verkon loogista topologiaa. ONOSin graafinen käyttöliittymä piirtää 
kaikki OF-kytkimet, jotka ovat siihen yhteydessä ja niihin liitetyt päätelaitteet. Kuvi-
ossa näkyy myös, että mikäli OVS-kytkimelle laitetaan IP-osoite, kuten tässä tapauk-
sessa SW5-SW7 kytkimille on tehty, se piirtää nämä IP-osoitteet päätelaitteina. Myös 
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Spidernetissä sijaitseva Host4 näkyy kuvassa, mutta kuten kuviosta 43 voidaan kui-
tenkin todeta, Host4 ei kuitenkaan saa yhteyttä RGCEssä sijaitseviin, samaan aliverk-
koon kuuluviin päätelaitteisiin.  
 
 
Kuvio 43. Epäonnistunut ping Host1->Host4 todennus 
 
Host4:n lähettämä ARP-request saapuu SW3-kytkimelle, mutta sen kysyessä 
ONOSilta, mitä tälle kehykselle kuuluu tehdä, ONOS ei lähetä vastausta. Kuviossa 44 
näkyy SW-3 kytkimen lähettämä OF-viesti. 
 
 
Kuvio 44. ONOS OFPT_Packet_in Wireshark-kaappaus. 
 
Kuviossa näkyy OFPT_Packet_in OF kehys, jossa SW3 kysyy ONOSilta, mitä Host4:lta 
saapuvalle ARP Request-viestille tehdään. ONOS pitäisi vastata tähän viestiin 
OFPT_Packet-out-viestillä, jossa se kertoo, että ARP-request lähetetään ulos kaikista 
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porteista, paitsi sinne mistä se on tullut. ONOS ei kuitenkaan selviämättömästä 
syystä koskaan lähettänyt tähän viestiin vastausta, jolloin SW3 pudotti Host4:lta saa-
puvat paketit. Tämä ongelma ilmeni nimenomaan ONOSin yhteydessä silloin kun siir-
ryttiin RGCE-ympäristöstä SpiderNetiin tai toisinpäin. Eli RGCEstä Host4:lle menevä 
liikenne tippui samalla tavalla SW5:n kohdalla, kun ONOS ei vastannut sille, mitä ARP 
Request-viestille olisi pitänyt tehdä. Koska ongelma näytti olevan kontrollerikohtai-
nen, päätettiin kokeilla verkon toimivuutta RYU-kontrollerin kanssa. RYUlta käynnis-
tettiin ainoastaan simple_switch_13-applikaatio liikenteen ohjaukseksi. 
 
root@ryu~# ryu-manager ryu.app.simple_switch_13  
 
Tämän jälkeen RYU asetettiin jokaisen OVS-kytkimen kontrolleriksi. 
 
root@raspberrypi-1:/home/pi# ovs-vsctl set-controller OF-switch 
tcp:172.16.0.10:6633 
 
 
Kytkimille SW1-SW7 tehtiin vastaava komento. Kun tämän jälkeen testattiin pingata 
Host4:ltä RGCEn hosteja, huomattiin RYUn ohjaavan liikenteen onnistuneesti perille. 
Kuviossa 45 näkyy todennus onnistuneesta pingistä host4:n ja host1:n välillä. 
 
 
Kuvio 45. Host4 ping Host1, Host2 todennus 
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Kun RYUlle saapuvia OF-paketteja kaapataan Wiresharkilla, kuviossa 46 huomataan 
kuinka RYU lähettää SW3:lle OFPT_Packet_out-paketin, jota ONOS ei tehnyt 
 
 
Kuvio 46. RYU OFPT_Packet_out Wireshark-kaappaus 
 
RYU kertoo SW3:lle mitä portista 5 sisään tulevalle ARP Requestille tehdään. Kun RYU 
on oppinut verkon päätelaitteiden sijainnin se osaa ohjata paketin ulos portista 5. 
Koska RGCE-ympäristöllä pyritään mallintamaan realistisesti oikeaa internetiä, myös 
sen runkoverkko koostuu useista verkko-operaattoreista, joilla on käytössä omat AS-
alueensa. SDN-testbed muodostaa oman verkko-operaattorinsa, joka käyttää AS-
numeroa 64000. SDN-verkko-operaattorilla on BGP-naapuruus kahden muun AS-
alueen kanssa, joista se saa mainostuksia kaikista RGCEn julkisista verkoista. BGP-
naapuruudet muodostetaan vRouter1:n ja vRouter2:n välityksella, mutta niiden tar-
kemmat konfiguraatiot eivät kuulu tämän työn sisältöön. Mutta koska SpiderNetissä 
sijaitseva Host4 on nyt osa SDN-testbediä, myös sieltä on pääsy koko RGCE-
ympäristöön. RGCEn infraan kuuluu mm. DNS-palvelimet. Kun Host4:lle lisätään ole-
tusyhdyskäytäväksi vRouter1 ja sille konfiguroidaan nimipalvelin, myös sen selaimelle 
voi katsoa eri RGCEssä sijaitsevia verkkosivuja. Nimipalvelimeksi asetetaan 2.16.96.5, 
sen määrittely tehdään /etc/resolv.conf kansioon. 
 
administrator@SP-ubuntu:~$ sudo ip route add default via 
203.0.113.1 
 
administrator@SP-ubuntu:~$ sudo nano /etc/resolv.conf 
nameserver 2.16.96.5 
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Tämän jälkeen Host4:ltä päästin selaimella onnistuneesti RGCE:n erilaisiin palvelui-
hin. Kuviossa 47 näkyy esimerkkinä RGCEn Twitteriä mallintavan twiittaa.com palve-
lun etusivu Host4:n selaimelta käsin. 
 
 
Kuvio 47. Twiitta.com etusivu 
 
10.2.2 SpiderNetin kontrolleriverkon pystytys 
 
Viimeinen osa SDN-testbedin laajennusta oli asentaa omat SDN-kontrollerit Spider-
Netissä olevalle tietokoneelle, jolloin laboratorioympäristöä voidaan ajaa paikallisesti 
ilman RGCE:tä. SpiderNetiin asennettiin myös kontrollereiksi ONOS ja RYU. Palveli-
met asennettiin työssä aiemmin esitettyjen ohjeiden mukaisesti. Koska kaikille OVS-
kytkimillä on nyt neljä eri kontrolleria, johon ne voivat ottaa yhteyden, tehtiin kont-
rollerin vaihtamisen helpottamiseksi jokaiselle kytkimelle neljä skriptiä, jotka ajavan 
kontrollerin vaihtoon tarvittavat komennot. Skripteille annettiin nimeksi rgceonos.sh, 
rgceryu.sh, spidernetonos.sh ja spidernetryu.sh, ja niihin annettiin suorittamisoikeu-
det komennolla chmod+x. Raspberry Piiden kytkimillä SW5-SW7, skripteissä määritel-
lään ainoastaan kontrollerin IP-osoite. Rgceonos.sh on seuraavanlainen: 
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 ovs-vsctl set-controller OF-switch tcp:172.16.0.10:6633 
 
Rgceryu.sh on hyvin samankaltainen: 
 ovs-vsctl set-controller OF-switch tcp:172.16.0.13:6633 
 
SpiderNetin kontrollereihin yhteydenotto ei eroa muuten kuin aliverkon osalta. Spi-
dernetonos.sh on seuraavanlainen: 
 
 ovs-vsctl set-controller OF-switch tcp:172.16.1.10:6633 
 
Spidernetryu.sh on lähes identtinen edellisen kanssa: 
 
 ovs-vsctl set-controller OF-switch tcp:172.16.1.13:6633 
 
SW1-SW4:n osalta skriptit eroavat hieman, koska kontrollerin ollessa RGCE:ssä, OF 
yhteys kulkee Out-OF-Band-Management verkko pitkin, kun taas SpiderNetin kont-
rollereihin yhteys otetaan In-Band-Managementin kautta. Jälkimmäisessä tapauk-
sessa OVS:n rajapinnalle pitää antaa IP-osoite 172.16.1.0/24 verkosta. RGCE:n kont-
rolleriin yhdistettäessä IP-osoite poistetaan rajapinnalta. Rgceonos.sh näyttää kytki-
millä SW1-SW4 seuraavanlaiselta: 
 
 ip addr flush of-switch 
 ovs-vsctl set-controller of-switch tcp:172.16.0.10:6633 
 
Rgceryu.sh on samankaltainen: 
 
 ip addr flush of-switch 
 ovs-vsctl set-controller of-switch tcp:172.16.0.13:6633 
 
Spidernetonos.sh on jokaisella kytkimellä hieman erilainen, koska niille annetaan IP-
osoite liitteen 19 mukaisesti: 
 
 ifconfig of-switch <ip-osoite> 
 ovs-vsctl set-controller of-switch tcp:172.16.1.10:6633 
 
Spidernetryu.sh ei eroa tästä skrptistä kuin IP-osoitteen osalta: 
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 ifconfig of-switch <ip-osoite> 
 ovs-vsctl set-controller of-switch tcp:172.16.1.13:6633 
 
Kun spidernetryu.sh skripti on ajettu kaikilla kytkimillä, voidaan huomata, että kaikki 
kytkimet ovat saaneet yhteyden SpiderNetissä sijaitsevaan RYUhun. Kuviossa 50 nä-
kyy onnistunut yhteyden muodostus SW2:lta käsin katsottuna. 
 
 
Kuvio 48. SW2 ovs-vsctl show tuloste 
 
Tämän jälkeen liikenne kulkee taas SpiderNetin ja RGCEn välillä. Kuviossa 51 näkyy 
todennus Host2:n ja Host4:n välisestä ICMP-liikenteestä. 
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Kuvio 49. Host2 ping Host4 todennus 
 
Verkossa tapahtuu pakettien menetystä ennen kuin RYU saa kerrottua kaikille kytki-
mille, mitä ARP-viesteille kuuluu tehdä. Näin suurta pakettihävikkiä ei normaalisti 
esiinny, mutta fyysisen ja virtuaalisen verkon yhdistävä infrastruktuuri aiheuttaa jos-
tain syystä hitautta verkon toimintaan. Ajan loppumisen takia SpiderNetiin ei asen-
nettu ONOSia tai mitään muutakaan kontrolleria RYUn lisäksi. Voidaan kuitenkin olet-
taa, että ONOS toimisi hyvin, jos laboratorioympäristö rajoittuu fyysisille laitteille, 
mutta se ei toimisi, jos RGCEtä haluttaisiin myös hyödyntää. 
 
11 Yhteenveto 
11.1 Työn tulokset 
 
Työn toimeksiantona oli tutkia tapoja, joilla palvelun laatua voidaan toteuttaa SDN-
verkossa. Toteutusvaiheessa huomattiin paljon puutteita avoimen lähdekoodin SDN-
kontrollereissa. Useiden kontrollereiden dokumentointi on myös niin heikkotasoista 
ja vanhentunutta, että niiden käyttöönotto ja konfigurointi ovat hyvin vaikeaa. Työn 
palvelun laatua tutkivassa osiossa päädyttiin valitsemaan käytössä olevaksi kontrolle-
riksi RYU. Palvelun laatu mittauksissa todettiin, että RYUlla ja OVS:llä pystytään to-
teuttamaan yksinkertaista palvelun laatua leikkaamalla tietyn kaistan ylittävää liiken-
nettä, mutta hienojakoisemmissa palvelunlaatuasetuksissa OVS:n linux-htb jonotus-
algoritmin implementaatio ei toimi halutulla tavalla. Toinen osa työn toteutusta oli 
SDN-testbedin laajennus fyysisillä laitteilla. Verkon fyysinen laajennus Raspberry Piillä 
onnistui ja sillä pystytään jo nyt tekemään SDN-aiheisia laboratorioharjoituksia hyö-
dyntämällä, joko pelkkää fyysistä verkkoa tai fyysisen verkon ja RGCE:n yhdistelmää. 
Fyysinen verkko toimii pohjana tuleville laajennuksille, joilla SDN-laboratorioverkko 
saadaan osaksi SpiderNet-ympäristöä. SDN-testbedissä oli käytössä kaksi SDN-
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kontrolleria: RYU ja ONOS. Molempia pystytään hyödyntämään labrakäytössä fyysi-
sessä verkossa, mutta ONOSia ei saatu toimimaan, kun haluttiin saada liikennettä 
kulkemaan fyysisen ja virtuaalisen ympäristön välillä. 
 
11.2 Kehityskohteet 
 
Työn toteutus tarjoaa useita jatkokehitysmahdollisuuksia. Palvelunlaatumittauksia 
voitaisiin jatkaa erilaisilla DOS-hyökkäyksillä ja tutkia esimerkiksi millaisilla liikenne-
määrillä verkon kontrollerin suorituskyky tulee rajoittavaksi tekijäksi uusia vuosään-
töjä lisätessä. Sekä asiakasliikenteen, että kontrolliliikenteen salaus voitaisiin toteut-
taa testiympäristöön ja tutkia kuinka paljon se lisää viivettä. Tämä vaatisi PKI-
infrastruktuurin suunnittelun ja implementoimisen ympäristöö. Avoimen lähdekoo-
din kontrollereista löytyviä puutteita tai bugeja voitaisiin korjata tai ohjelmoida uusia 
applikaatioita palvelun laadun edistämiseksi. Esimerkiksi graafinen käyttöliittymä, 
jolla voitaisiin määrittää kahden päätepisteen välille tietyille IP-osoitteilla tai porteille 
korkeampi prioriteetti, jonka jälkeen kontrolleri lisää tarvittavat vuot kaikille verkon 
laitteille ja tekisi dynaamisesti muutoksia verkkotopologian muuttuessa.  
Kuviossa 39 on esitettynä tämän hetkinen SpiderNet-verkon topologia. Työryhmien 
verkkojen välillä on eri laite valmistajien runkoverkkoja. Uutena runkoverkkona voi-
taisiin toteuttaa SDN-Core, joka koostuisi Raspberry Piistä ja jota voitaisiin hyödyntää 
SDN-aiheisissa laboratorioharjoituksissa. SDN-Corella voitaisiin tutkia erilaisia runko-
verkossa käytettäviä protokollia kuten MPLS, Q-in-Q, Mac-in-Mac ja testata toimi-
vatko OVS:n implementaatiot näille protokollille toimivat yhteen muiden laitevalmis-
tajien verkkolaitteiden kanssa ja millä kontrollereilla näiden protokollien konfigu-
rointi onnistuu. 
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11.3 Pohdinta 
 
Kokonaisuudessaan opinnäytetyön tekeminen oli hyödyllinen ja opettavainen pro-
sessi sekä tekijälle että tilaajalle. Teoreettisen tiedon kartuttamisen lisäksi työn ai-
kana tuli valtavasti käytännön tietotaitoa SDN-tekniikoista ja ohjelmistoista. Työ oli 
myös opettavainen kokemus suunnittelun tärkeydestä tutkimusta tehdessä ja useista 
ongelmakohdista olisi selvitty huomattavasti nopeammin, jos työn toteutuksen suun-
nitteluun olisi käytetty enemmän aikaa. Työn toteutus antaa projektille ja laajemmin-
kin JAMKille hyvän pohjan jalostaa eteenpäin SDN-tutkimus -ja koulutustyötä SDN-
testbedin laajennuksen myötä. Työn raportointi pyrittiin tekemään mahdollisimman 
yksityiskohtaisesti, jolloin tulevat projektin työntekijät ja opinnäytetyön tekijät saavat 
hyvät valmiudet ympäristön jatkokehittämiseen.   
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Liitteet 
Liite 1. VyOSin asennus 
 
Liite 2. Raspberrypi-2 konfiguraatiot palvelun laatumittaukset 
 
root@raspberrypi-2:/home/pi# ip link add veth1 type veth peer name veth2 
root@raspberrypi-2:/home/pi# ip link add veth3 type veth peer name veth4 
root@raspberrypi-2:/home/pi# ip link add veth5 type veth peer name veth6 
root@raspberrypi-2:/home/pi# ip link add veth7 type veth peer name veth8 
root@raspberrypi-2:/home/pi# ovs-vsctl add-br ovs1 
root@raspberrypi-2:/home/pi# ovs-vsctl add-br ovs2 
root@raspberrypi-2:/home/pi# ovs-vsctl add-br ovs3 
root@raspberrypi-2:/home/pi# ovs-vsctl add-br ovs4 
root@raspberrypi-2:/home/pi# ovs-vsctl add-port ovs1 veth1 
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root@raspberrypi-2:/home/pi# ovs-vsctl add-port ovs1 veth8 
root@raspberrypi-2:/home/pi# ovs-vsctl add-port ovs2 eth3 
root@raspberrypi-2:/home/pi# ovs-vsctl add-port ovs2 veth2 
root@raspberrypi-2:/home/pi# ovs-vsctl add-port ovs2 veth3 
root@raspberrypi-2:/home/pi# ovs-vsctl add-port ovs3 eth3 
root@raspberrypi-2:/home/pi# ovs-vsctl add-port ovs3 veth4 
root@raspberrypi-2:/home/pi# ovs-vsctl add-port ovs3 veth5 
root@raspberrypi-2:/home/pi# ovs-vsctl add-port ovs4 eth4 
root@raspberrypi-2:/home/pi# ovs-vsctl add-port ovs4 veth6 
root@raspberrypi-2:/home/pi# ovs-vsctl add-port ovs4 veth7 
root@raspberrypi-2:/home/pi# ovs-vsctl set bridge ovs1 protocols=OpenFlow13 
root@raspberrypi-2:/home/pi# ovs-vsctl set bridge ovs2 protocols=OpenFlow13 
root@raspberrypi-2:/home/pi# ovs-vsctl set bridge ovs3 protocols=OpenFlow13 
root@raspberrypi-2:/home/pi# ovs-vsctl set bridge ovs4 protocols=OpenFlow13 
root@raspberrypi-2:/home/pi# ovs-vsctl set-controller ovs1 
tcp:172.16.0.11:6633 
root@raspberrypi-2:/home/pi# ovs-vsctl set-controller ovs2 
tcp:172.16.0.11:6633 
root@raspberrypi-2:/home/pi# ovs-vsctl set-controller ovs3 
tcp:172.16.0.11:6633 
root@raspberrypi-2:/home/pi# ovs-vsctl set-controller ovs4 
tcp:172.16.0.11:6633 
Liite 3. OVS1-vuotaulu 
 
Liite 4. OVS2-vuotaulu 
 
Liite 5. OVS3-vuotaulu 
 
Liite 6. OVS4-vuotaulu 
 
Liite 7. OVS5-vuotaulu 
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Liite 8. OVS7-vuotaulu 
 
Liite 9. Liikennevirta2 ennen merkkausta 
 
Liite 10. Liikennevirta2 merkkauksen jälkeen 
 
Liite 11. Liikennevirta3 ennen merkkausta 
 
Liite 12. Liikennevirta3 merkkauksen jälkeen 
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Liite 13. Mittaus 1 JDSU-raportti 
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Liite 14. Mittaus 2 JDSU-raportti 
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Liite 15. Mittaus 3a JDSU-raportti 
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Liite 16. Mittaus 3b JDSU-raportti 
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Liite 17. Mittaus 4a JDSU-raportti 
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Liite 18. Mittaus 4b JDSU-raportti 
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Liite 19. SDN-testbed osoitteet 
 
 
Liite 20. Raspberrypi2-konfiguraatiot SDN-testbed 
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root@raspberrypi-1:/home/pi# ovs-vsctl add-br of-switch 
root@raspberrypi-1:/home/pi# ovs-vsctl add-port of-switch eth0 
root@raspberrypi-1:/home/pi# ovs-vsctl add-port of-switch eth1 
root@raspberrypi-1:/home/pi# ifconfig of-switch 172.16.1.102/24 
root@raspberrypi-1:/home/pi# update-rc.d openvswitch-switch defaults 
 
Liite 21. Raspberrypi3-konfiguraatiot SDN-testbed 
 
root@raspberrypi-1:/home/pi# ovs-vsctl add-br of-switch 
root@raspberrypi-1:/home/pi# ovs-vsctl add-port of-switch eth0 
root@raspberrypi-1:/home/pi# ovs-vsctl add-port of-switch eth1 
root@raspberrypi-1:/home/pi# ovs-vsctl add-port of-switch eth2 
root@raspberrypi-1:/home/pi# ifconfig of-switch 172.16.1.103/24 
root@raspberrypi-1:/home/pi# update-rc.d openvswitch-switch defaults 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
