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Al-qur’an merupakan pedoman hidup umat islam, al-qur’an diturunkan kepada 
nabi Muhammad  ملسو هيلع هللا ىلص melalui perantara malaikat jibril. Al-qur’an terdiri dari 30 
juz, 114 surah dan 6236 ayat, al-qur’an sendiri diawali dengaan surah al-fatihah 
dan diakhiri dengan surah an-naas. Surah al-baqarah merupakan surah kedua 
dalam al-qur’an dan merupakan surah terpanjang dalam al-qur’an, surah al-
baqarah terdiri dari 286 ayat, al-qur’an sebagai sebuah buku yang tidak 
diklasifikasikan pada sebuah topik.  Seleksi fitur merupakan teknik yang 
digunakan untuk memilih fitur yang relevan,  dalam kasus klasifikasi teks 
metode seleksi fitur sering kali digunakan untuk meningkatkan akurasi dari 
suatu klasifikasi. Maka dari itu dalam penelitian ini akan dilakukan 
perbandingan waktu klasifikasi dan hasil akurasi metode seleksi fitur pada 
klasifikasi topik ayat al-qur’an surah al-baqarah. Metode seleksi fitur yang 
digunakan adalah information gain dan mutual information, untuk klasifikasi 
peneliti menggunakan metode C4.5. Penelitian ini akan membandingkan waktu 
klasifikasi dan hasil akurasi mana yang lebih baik antara  information gain + 
C4.5 dan mutual information + C4.5. Untuk mengetahui performa dari proses 
klasifikasi akan dimasukkan ke dalam confusion matrix. Dari hasil perhitungan 
confusion matrix didapatkan hasil akurasi yang kurang optimal, namun dari segi 
waktu klasifikasi metode seleksi fitur mutual information membutuhkan waktu 
yang lebih sedikit dibandingkan dengan information gain.  
 
 













Al-quran is the way of life for Muslims, al-quran was revealed to the prophet Muhammad 
-through the angel Gabriel. Al-quran consists of 30 juz, 114 surahs and 6236 verses, al ملسو هيلع هللا ىلص
quran itself begins with surah al-fatihah and ends with surah an-naas. Surah al-baqarah is 
the second surah in the al-quran and is the longest surah in the al-quran, surah al-baqarah 
consists of 286 verses, al-quran as a book that is not classified on a topic. Feature selection 
is a technique used to select relevant features, in the case of text classification the feature 
selection method is often used to improve the accuracy of a classification. Therefore, this 
research will compare the time of classification and the accuracy of the feature selection 
method on the topic classification of the verse al-quran surah al-baqarah. The feature 
selection method used is information gain and mutual information, for classification 
researchers use the C4.5 method. This study will compare the classification time and which 
accuracy results are better between information gain + C4.5 and mutual information + C4.5. 
To find out the performance of the classification process will be entered into a confusion 
matrix. From the results of the calculation of confusion matrix, the accuracy results are less 
than optimal, but in terms of time classification, the mutual information feature selection 
method requires less time than information gain. 
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