Introduction
A morphism ϕ from X into Y is a continuous map from X into Y which commutes 126 with the shift. This means that ϕ • σ A = σ B • ϕ.
127
Let k be a positive integer. A k-block of X is a factor of length k of an element of X. We denote by B(X) the set of all blocks of X and by B k (X) the set of k-blocks of X. A function f : B k (X) → B is called a k-block substitution. Let now m, n be fixed nonnegative integers with k = m + 1 + n. Then the function f defines a map ϕ called sliding block map with memory m and anticipation n as follows. The image of x ∈ X is the element y = ϕ(x) ∈ B Z given by
We denote ϕ = f . This map is a conjugacy since it is bijective, and its
142
inverse is the 1-block map g ∞ corresponding to the 1-block map which associates to the 143 symbol x 1 · · · x n of B the symbol x n of A.
144
Let G = (Q, E) be a graph. For an integer n 1, denote by G [n] the following graph 145 called the n-th higher edge graph of G. For n = 1, one has G [1] = G. For n > 1, the set 146 of states of G [n] is the set of paths of length n − 1 in G. The edges of G [n] are the paths 147 of length n of G. The start state of an edge (e 1 , e 2 , . . . , e n ) is (e 1 , e 2 , . . . , e n−1 ) and its 148 end state is (e 2 , e 3 , . . . , e n ).
149
The following result shows that the higher block shifts of an edge shift are again edge 150 shifts.
151
Proposition 2.4. Let G be a graph. For n 1, one has X
[n]
.
152
A shift of finite type need not be an edge shift. For example the golden mean shift of
153
Example 2.1 is not an edge shift. However, any shift of finite type comes from an edge 154 shift in the following sense.
155
Proposition 2.5. Every shift of finite type is conjugate to an edge shift.
156
Proof. We show that for every shift of finite type X there is an integer n such that X [n] is G as a graph labeled by ϕ. Suppose that ϕ −1 has memory m and anticipation n. Set
. Let W be the set of words of length m + n + 2 which are not the label 
181
The entropy of a shift space X is defined by
where s n = Card(B n (X)). The limit exists because the sequence s n is sub-additive
182
(see [19] Lemma 4.1.7). Note that since Card(B n (X)) Card(A) n , we have h(X) 183 log Card(A). If X is nonempty, then 0 h(X).
184
The following statement shows that the entropy is invariant under conjugacy (see [19] 185 Corollary 4.1.10).
186
Theorem 2.7. If X, Y are conjugate shift spaces, then h(X) = h(Y ).
187
Example 2.4. Let X be the golden mean shift of Example 2.1. Then a block of length 188 n + 1 is either a block of length n − 1 followed by ab or a block of length n followed by 189 a. Thus s n+1 = s n + s n−1 . As a classical result, h(X) = log λ where λ = (1 + √ 5)/2 190 is the golden mean.
191
An element x of a shift space X over the alphabet A has period n if σ period n.
194
The zeta function of a shift space X is the power series
where p n is the number of elements x of X of period n.
195
It follows from the definition that the sequence (p n ) n∈N is invariant under conjugacy,
196
and thus the zeta function of a shift space is invariant under conjugacy. Thus an in-split H is obtained from a graph G as follows: each state q ∈ Q is split 212 into copies which are the states of H in the set k −1 (q). Each of these states t receives a 213 copy of E q p (t) starting in r and ending in t for each r in k −1 (p).
214
Each r in k −1 (p) has the same number of edges going out of r and coming in s, for
215
any s ∈ R.
216
Moreover, for any p, q ∈ Q and e ∈ E q p , all edges in h −1 (e) have the same terminal 217 vertex, namely the state t such that e ∈ E q p (t). is defined by k(3) = k(4) = 1 and k(5) = 2. Thus the state 1 of G is split into two 221 states 3 and 4 of H, and the map h is associated to the partition obtained as follows: the 222 edges from 2 to 1 are partitioned into two classes, indexed by 3 and 4 respectively, and 223 containing each one edge from 2 to 1. In the picture, the partitions are indicated by colors.
224
The color of an edge on the right side corresponds to its terminal vertex. The color of an 225 edge on the left side is inherited through the graph morphism.
226
2 In this chapter, a partition of a set X is a family (X i ) i∈I of pairwise disjoint, possibly empty subsets of X, indexed by a set I, such that X is the union of the sets X i for i ∈ I.
The following result is well-known (see [19] ). It shows that if H is an in-split of a graph G, then X G and X H are conjugate. G, then h ∞ is a 1-block conjugacy from X H onto X G and its inverse is 2-block.
230
The map h ∞ from X H to X G is called an edge in-merging map and its inverse an 231 edge in-splitting map.
232
A column division matrix over two sets R, Q is an R × Q-matrix D with elements in 233 {0, 1} such that each column has at least one 1 and each row has exactly one 1. Thus, the 234 columns of such a matrix represent a partition of R into Card(Q) sets.
235
The following result is Theorem 2.4.14 of [19] .
236
Proposition 2.9. Let G and H be essential graphs. The graph H is an in-split of the graph G if and only if there is an R × Q-column division matrix D and a Q × R-matrix E with nonnegative integer entries such that
Example 2.7. For the graphs G, H of Example 2.6, one has M (G) = DE and M (H) = ED with
Observe that a particular case of a column division matrix is a permutation matrix.
237
The corresponding in-split (or merge) is a renaming of the states of a graph.
238
The notion of an out-merge is defined symmetrically. A graph morphism (h, k) from
239
H onto G is an out-merge from H onto G if for each p, q ∈ Q there is a partition
240
(E q p (r)) r∈k −1 (p) of the set E q p with the following property. For each r, t ∈ R, and p, q ∈ Q 241 with k(r) = p, k(t) = q, the restriction of the map h to the set F t r is a bijection onto 242 E q p (r). If this holds, then G is called an out-merge of H, and H is an out-split of G.
243
Proposition 2.8 also has a symmetrical version. Thus if (h, k) is an out-merge from
244
G onto H, then h ∞ is a 1-block conjugacy from X H onto X G whose inverse is 2-block.
245
The conjugacy h ∞ is called an edge out-merging map and its inverse an edge out-splitting 246 map.
247
Symmetrically, a row division matrix is a matrix with elements in the set {0, 1} such 248 that each column has at least one 1 and each row has exactly one 1.
249
The following statement is symmetrical to Proposition 2.9. Example 2.8. Let G and H be the graphs represented on Figure 3 . Here Q = {1, 2} and R = {3, 4, 5}. The graph H is an out-split of the graph G. The graph morphism (h, k) is defined by k(3) = k(4) = 1 and k(5) = 2. The map h is associated with the partition indicated by the colors. The color of an edge on the right side corresponds to its initial vertex. On the left side, the color is inherited through the graph morphism. One has M (G) = ED and M (H) = DE with
We use the term split to mean either an in-split or an out-split. 
The horizontal edges in the above diagram represent the edge in-splitting maps from 269 X G to X G and from X H to X H respectively.
270
The Classification Theorem. Two nonnegative integral square matrices M, N are elementary equivalent if there exists a pair R, S of nonnegative integral matrices such that
Thus if a graph H is a split of a graph G, then, by Proposition 2.9, the matrices M (G) has an effective characterization, by Franks' Theorem (Theorem 2.16).
291
Let A be an alphabet and a be a letter in A. Let ω be a letter which does not belong 
297
Let X be a shift space on the alphabet A. The symbol expansion of X relative to a is the least shift space X ′ on the alphabet B = A ∪ ω which contains the symbol expansion of 299 B(X). Note that if ϕ is a symbol expansion, it defines a bijection from B(X) onto B(X ′ ).
300
The inverse of a symbol expansion is called a symbol contraction.
301
Two shift spaces X, Y are said to be flow equivalent if there is a sequence X 0 , . . . , X n 302 of shift spaces such that X 0 = X, Y n = Y and for 0 i n − 1, either X i+1 is the 303 image of X i by a conjugacy, a symbol expansion or a symbol contraction. 
307
For edge shifts, symbol expansion can be replaced by another operation. Let G be a graph and let p be a vertex of G. The graph expansion of G relative to p is the graph G into p followed by a conjugacy which merges all the new symbols into one new symbol.
312
Conversely, let e be an edge of G. The symbol expansion of X G relative to e can be 313 obtained by a input split which makes e the only edge going into its end vertex q followed 314 by a graph expansion relative to q.
315
The Bowen-Franks group of a square n × n-matrix M with integer elements is the Abelian group equivalence.
319
The following result is due to Franks [14] . We say that a graph is trivial if it is reduced 320 to one cycle. 
324
In the case trivial graphs, the theorem is false. Indeed, any two edge shifts on strongly The case of arbitrary shifts of finite type has been solved by Huang (see [6, 8] Thus, according to Theorem 2.16, the edge shifts X G and X G ′ are flow equivalent.
335
Actually X G and X G ′ are both flow equivalent to the full shift on 5 symbols.
336

Automata
337
In this section, we start with the definition and notation for automata recognizing shifts,
338
and we show that sofic shifts are precisely the shifts recognized by finite automata (Propo-339 sition 3.3).
340
We introduce the notion of labeled conjugacy; it is a conjugacy preserving the label- 
Automata and sofic shifts
344
The automata considered in this section are finite automata. We do not mention the initial graph of A is the same as A except that the labels of the edges are not used.
349
An automaton is essential if its underlying graph is essential. The essential part of an 350 automaton is its restriction to the essential part of its underlying graph.
351
We denote by X A the set of biinfinite paths in A. 
366
Proof. The label of a biinfinite path in the automaton A does not contain a factor w in is accepted by A, which is a contradiction.
370
Next, consider a biinfinite word x = (x i ) i∈Z in X (W ) . For every n 0, there is a 371 path π n in the automaton A labeled w n = x −n · · · x 0 · · · x n because the word w n has no 372 factor in W . By compactness (König's lemma) there is an infinite path in A labeled x.
373
Thus x is in L A .
374
The following proposition states in some sense the converse. The adjacency matrix of the automaton A = (Q, E) is the Q × Q-matrix M (A) with elements in N A defined by
We write M for M (A) when the automaton is understood. The entries in the matrix M n ,
390
for n 0, have an easy combinatorial interpretation: for each word w of length n, the
is the number of distinct paths from p to q carrying the label w. 
Labeled conjugacy
397
Let A and B be two automata on the alphabet A. A labeled conjugacy from X A onto 398 X B is a conjugacy ϕ such that λ A = λ B ϕ, that is such that the following diagram is 399 commutative. We say that A and B are conjugate if there exists a labeled conjugacy
from X A to X B . The aim of this paragraph is to give two characterizations of labeled 401 conjugacy.
402
Labeled split and merge. Let A = (Q, E) and B = (R, F ) be two automata. Let G, H 403 be the underlying graphs of A and B respectively.
404
A labeled in-merge from B onto A is an in-merge (h, k) from H onto G such that for 405 each f ∈ F the labels of f and h(f ) are equal. We say that B is a labeled in-split of A,
406
or that A is a labeled in-merge of B.
407
The following statement is the analogue of Proposition 2.8 for automata. A, then the map h ∞ is a labeled conjugacy from X B onto X A .
410
Proof. Let (h, k) be a labeled in-merge from B onto A. By Proposition 2.8, the map h ∞ 411 is a 1-block conjugacy from X B onto X A . Since the labels of f and h(f ) are equal for 412 each edge f of B, this map is a labeled conjugacy.
413
The next statement is the analogue of Proposition 2.9 for automata. 
Proof. Suppose first that D and N are as described in the statement, and define a map
Indeed h is associated with the partitions defined by
For p ∈ Q and t ∈ R, we define N rt as follows. Set q = k(t). By definition of an in-merge, there is a partition (E 
for each f ∈ F the labels of f and h(f ) are equal. We say that B is a labeled out-split of A, or that A is a labeled in-merge of B.
418
Thus if B is a labeled out-split of A, there is a labeled conjugacy from X B onto X A . 
419
Proposition 3.6. The automaton B = (R, F ) is a labeled out-split of the automaton A = (Q, E) if and only if there is a Q × R-row division matrix D and an alphabetic
is the letter a m+1 . Observe that
produces k extensions according to the choice of the labeling. 
The following result is the analogue, for automata, of the Decomposition Theorem.
431
Theorem 3.8. Every conjugacy of automata is a composition of labeled splits and merges.
432
Proof. Let A and B be two conjugate automata. Let ϕ be a labeled conjugacy from A onto B. Let G 0 and H 0 be the underlying graphs of A and B, respectively. By the Decomposition Theorem 2.12, there are sequences (G 1 , . . . , G n ) and (H 1 , . . . , H m ) of graphs with G n = H m and such that G i+1 is a split of G i for 0 i < n and H j+1 is a split of H j for 0 j < m. Moreover, ϕ is the composition of the sequence of edge splitting maps from G i onto G i+1 followed by the sequence of edge merging maps from H j+1 onto H j . Let (h i , k i ), for 1 i n, be a merge from G i onto G i−1 and (u j , v j ), for 1 j m be a merge from H j onto H j−1 . Then we may define labels on the edges of G 1 , . . . , G n in such a way that G i becomes the underlying graph of an automaton A i and (h i , k i ) is a labeled merge from A i onto A i−1 . In the same way, we may define labels on the edges of H j in such a way that H j becomes the underlying graph of an automaton B j and (u j , v j ) is a labeled merge from B j onto B j−1 .
∞ , and ϕ is a labeled conjugacy, 433 we have λ A h ∞ = λ B u ∞ . This shows that the automata A n and B m are equal. Thus there 434 is a sequence of labeled splitting maps followed by a sequence of labeled merging maps 435 which is a equal to ϕ. Proof. Let A = (Q, E) and B = (R, F ). Let D be an R × Q nonnegative integral matrix and let N be an alphabetic Q × R matrix such that
Consider the map f from the set of paths of length 2 in A into F defined as follows (see Figure 8 on the left). Let p
Similarly, we may define a map g from the set of paths of length 2 in B into E by 
∞ (see Figure 8 on the right). We verify that ϕγ = Id F , γϕ = Id E
where Id E and Id F are the identities on E Z and F Z . Let indeed π be a path in X A and Figure 9 . Conjugacy of automata.
Minimal automata 460
In this section, we define two notions of minimal automaton for sofic shifts: the Krieger 461 automaton and the Fischer automaton. The first is defined for any sofic shift, and the 462 second for irreducible ones.
463
The main result is that the Fischer automaton has the minimal number of states among 464 all deterministic automata recognizing a given sofic shift (Proposition 4.6).
465
We then define the syntactic semigroup of a sofic shift, as an ordered semigroup.
466
We show that this semigroup is isomorphic to the transition semigroup of the Krieger states T , the set of finite words recognized by A is the set of labels of finite paths from i for a ∈ A (see the chapter of J.-É. Pin).
480
Let A = (Q, E) be a finite automaton. For a state p ∈ Q, we denote by
simply L p the set of labels of finite paths starting from p. The automaton A is said to be
483
A word w is synchronizing for a deterministic automaton A if the set of paths labeled w Proof. Let A = (Q, E) be a reduced deterministic automaton. Given any word x, we 488 denote by Q · X the set Q · x = {q · x | q ∈ Q}.
489 Let x be a word such that Q · x has minimal nonzero cardinality. Let p, q be two 490 elements of the set Q · x. If u is a word such that p · u is nonempty, then q · u is also 491 nonempty since otherwise Q · xu would be of nonzero cardinality less than Q · x. This 492 implies that L p = L q and thus p = q since A is reduced. Thus x is synchronizing. 
Krieger automata and Fischer automata
494
Krieger automata. We denote by A −N the set of left infinite words x = · · · x −1 x 0 . For
word defined by w i = y i+1 for i < 0 and w i = z i for i 0. Let X be a shift space. For
The Krieger automaton of a shift space X is the deterministic automaton whose states 500 are the nonempty sets of the form C X (y) for y ∈ A −N , and whose edges are the triples
501
(p, a, q) where p = C X (y) for some left infinite word, a ∈ A and q = C X (ya).
502
The definition of the Krieger automaton uses infinite words. One could use instead of the sets C X (y) for y ∈ A −N , the sets It is finite if and only if X is sofic.
509
Proof. Let A = (Q, E) be the Krieger automaton of X. Let p, q ∈ Q and let y, 
516
We say that a deterministic automaton A = (Q, E) over the alphabet A is a subau-
518
(p, a, q) ∈ E such that p ∈ Q one has q ∈ Q and (p, a, q) ∈ E ′ .
The following proposition appears in [22] and in [11] where an algorithm to compute 520 the states of the minimal automaton which are in the Krieger automaton is described. Proof. Let X be a sofic shift. Let y ∈ A −N and set y = · · · y −1 y 0 with y i ∈ A for i 0.
525
We show that the map C X (y) → s(y) is well-defined and injective. Suppose first that
for all m n. By compactness, there exists a z ∈ A N such that yuz ∈ X. Then
that the map is well-defined.
530
To show that it is injective, consider y, y
532
Since X is closed, this implies that y ′ · z ∈ X and thus z ∈ C X (y ′ ). The converse 533 implication is proved in the same way. computing the accessible nonempty sets of states, starting from the set {1, 2, 3, 4}.
537
The subautomaton with dark shaded states 1, 2, 3, 4 is strongly connected and rec- ducible if for any u, v ∈ B(X) there exists a w ∈ B(X) such that uwv ∈ B(X).
544
An automaton is said to be strongly connected if its underlying graph is strongly con-545 nected. Clearly a shift recognized by a strongly connected automaton is irreducible. 
576
Let A = (Q, E) and B = (R, (p) , a, h(q)) ∈ F . Thus any labeled in or out-merge is a reduction. However 579 the converse is not true since a reduction is not, in general, a conjugacy.
580
For any automaton A = (Q, E), there is reduction from A onto a reduced automaton 581 B. It is obtained by identifying the pairs of states p, q ∈ Q such that L p = L q .
582
The following statement is Corollary 3.3.20 of [19] . u be a word such that s · u = t. The set C X (ywu) depends only on the state t, and not on 593 the word u such that s · u = t. Indeed, for each right infinite word z, one has ywuz in X 594 if and only if there is a path labeled z starting at t. This holds because w is synchronizing.
595
Thus the map t → C X (ywu) is well-defined and defines a reduction from B onto the 596 Fischer automaton of X.
597
This statement shows that the Fischer automaton of an irreducible shift X is minimal 598 in the sense that it has the minimal number of states among all deterministic strongly 599 connected automata recognizing X.
600
The statement also gives the following practical method to compute the Fischer au-601 tomaton of an irreducible shift. We start with a strongly connected deterministic automa- 
Syntactic semigroup
605
Recall that a preorder on a set is a relation which is reflexive and transitive. The equiva- A congruence in an ordered semigroup S is the equivalence associated to a stable 613 preorder which is coarser than the preorder of S. The quotient of an ordered semigroup 614 by a congruence is the ordered semigroup formed by the classes of the congruence.
615
The set of contexts of a word u with respect to a set W ⊂ A + is the set Γ W (u) of 616 pairs of words defined by congruence.
621
Let A = (Q, E) be a deterministic automaton on the alphabet A. Recall that for 622 p ∈ Q and u ∈ A + , there is at most one path π labeled u starting in p. We set p · u = q if 623 q is the end of π and p · u = ∅ if π does not exist. The preorder defined on Proof. Let A be the minimal automaton of B(X), and let K be the Krieger automaton of 635 X. We have to show that for any u, v ∈ A + , one has u A v if and only if u K v.
636
Since, by Proposition 4.3, K is isomorphic to a subautomaton of A, the direct implication
this, let (ℓ, r) ∈ Γ B(X) (u). Then ℓur ∈ B(X). Then y · ℓurz ∈ X for some y ∈ A −N 640 and z ∈ A N . But since C X (yℓu) ⊂ C X (yℓv), this implies rz ∈ C X (yℓv) and thus 641 ℓvr ∈ B(X). Thus u B(X) v which implies u A v. automata by means of their adjacency matrices.
661
In this section, we will use for convenience automata in which several edges with the same source and target can have the same label. Formally, such an automaton is a pair A = (G, λ) of a graph G = (Q, E) and a map assigning to each edge e ∈ E of a label λ(e) ∈ A. The adjacency matrix of A is the Q × Q-matrix M (A) with elements in N A defined by (M (A) pq , a) = Card{e ∈ E | λ(e) = a}. 
Splitting and merging maps 670
Let A, B be two alphabets and let f : A → B be a map from A onto B. Let X be a shift 671 space on the alphabet A. We consider the set of words A ′ = {f (a 1 )a 2 | a 1 a 2 ∈ B 2 (X)} as a new alphabet. Let g : B 2 (X) → A ′ be the 2-block substitution defined by g(a 1 a 2 ) =
The in-splitting map defined on X and relative to f or to g is the sliding block map 
678
In addition, any renaming of the alphabet of a shift space is also considered to be an 679 in-splitting map (and an in-merging map).
680
Example 5.1. Let A = B and let f be the identity on A. The out-splitting of a shift X 681 relative to f is the second higher block shift of X.
682
The following proposition relates splitting maps to edge splittings as defined in Sec- conversely.
686
Proof. Let first G = (Q, E) be a graph, and let f : E → I be a map from E onto
block substitution defined by g(e 1 e 2 ) = f (e 1 )e 2 . Let G ′ = (Q ′ , E ′ ) be the graph on 689 the set of states Q ′ = I × Q defined for e ′ = f (e 1 )e 2 by i(e ′ ) = (f (e 1 ), i(e 2 )) and 690 t(e ′ ) = (f (e 2 ), t(e 2 )). Define h : E ′ → E and k : Q ′ → Q by h(f (e 1 )e 2 ) = e 2 for 691 e 1 e 2 ∈ B 2 (X G ) and k(i, q) = q for (i, q) ∈ I × Q. Then the pair (h, k) is an in-merge 692 from G ′ onto G and h ∞ is the inverse of g 1,0
∞ . Indeed, one may verify that (h, k) is a 693 graph morphism from G ′ onto G. Next it is an in-merge because for each p, q ∈ Q, the
695
Conversely, set G = (Q, E) and
onto G. Consider the map f : E → Q ′ defined by f (e) = r if r is the common end of the 697 edges in h −1 (e). The map α from E ′ to Q ′ × E defined by α(i) = (r, h(i)) where r is the 698 origin of i is a bijection by definition of an in-merge.
699
Let us show that, up to the bijection α, the in-splitting map relative to f is inverse 700 of the map h ∞ . For e 1 , e 2 ∈ E, let r = f (e 1 ) and e ′ = α −1 (r, e 2 ). Then h(e ′ ) = e 2 701 and thus h ∞ is the inverse of the map g
1,0
∞ corresponding to the 2-block substitution 702 g(e 1 e 2 ) = (r, e 2 ).
704
Symmetrically an out-splitting map is defined by the substitution g(ab) = af (b). Its
705
inverse is an out-merging map.
706
We use the term splitting to mean either a in-splitting or out-splitting. The same 707 convention holds for a merging.
708
The following result, from [21] , is a generalization of the Decomposition Theorem
709
(Theorem 2.12) to arbitrary shift spaces.
710
Theorem 5.2. Any conjugacy between shift spaces is a composition of splitting and merg-
711
ing maps.
712
The proof is similar to the proof of Theorem 2.12. It relies on the following lemma, higher block shift, we may assume that ϕ is a 1-block map. Using iteratively Lemma 5.3,
728
we can replace ϕ by a 1-block map whose inverse has memory 0. Using then iteratively 729 the dual of Lemma 5.3, we finally obtain a 1-block map whose inverse is also 1-block and 730 is thus just a renaming of the symbols.
731
Symbolic strong shift equivalence. Let M and M ′ be two alphabetic Q × Q-matrices over the alphabets A and B, respectively. We say that M and M ′ are similar if they are equal up to a bijection of A onto B. We write M ↔ M ′ when M and M ′ are similar. We say that two alphabetic square matrices M and M ′ over the alphabets A and B respectively are symbolic elementary equivalent if there exist two alphabetic matrices R, S over the alphabets C and D respectively such that
In this definition, the sets CD and DC of two letter words are identified with alphabets 732 in bijection with A and B, respectively.
733
We say that two matrices M, M ′ are symbolic strong shift equivalent if there is a 
736
We introduce the following notion. An automaton A on the alphabet A is said to be Let A be a bipartite automaton. Its adjacency matrix has the form 
749
Proof. Let Q = Q 1 ∪ Q 2 and A = A 1 ∪ A 2 be the partitions of the set Q and the 750 alphabet A corresponding to the decomposition A = (A 1 , A 2 ). It is clear that A 1 , A 2 are 751 deterministic and that they are strongly connected if A is strongly connected.
752
Let ϕ : X A1 → X A2 be the conjugacy defined as follows. For any y = (y n ) n∈Z
with z n = x 2n+1 x 2n is an element of X A2 . We define ϕ(y) = z. The analogous map
Assume that A is reduced. For p, q ∈ Q 1 , there is a word w such that w ∈ L p (A)
757
and w / ∈ L q (A) (or conversely). Set w = a 1 a 2 · · · a n with a i ∈ A. If n is even,
. Thus A 1 is reduced. One proves in the same way that A 2 is 761 reduced.
762
Suppose finally that A is synchronized. Let x be a synchronizing word and set 763 x = a 1 a 2 · · · a n with a i ∈ A. Suppose that all paths labeled x end in q ∈ Q 1 . Let 764 a n+1 be a letter such that q · a n+1 = ∅ and let a 0 be a letter such that a 0 x is the la-765 bel of at least one path. If n is even, then (a 1 a 2 ) · · · (a n−1 a n ) is synchronizing for A 1
766
and (a 0 a 1 ) · · · (a n a n+1 ) is synchronizing for A 2 . Otherwise, (a 0 a 1 ) · · · (a n−1 a n ) is syn-767 chronizing for A 1 and (a 1 a 2 ) · · · (a n a n+1 ) is synchronizing for A 2 . 
Proof. Let R, S be alphabetic matrices over alphabets C and D respectively such that M (A) ↔ RS and M (B) ↔ SR. Let C be the bipartite automaton on the alphabet C ∪ D which is defined by the adjacency matrix with similar adjacency matrices are obviously symbolic conjugate, the result follows. The following result is due to Nasu [21] . The equivalence between conditions (i) and
781
(ii) is a version, for sofic shifts, of the Classification Theorem (Theorem 7.2.12 in [19] ).
782
The equivalence between conditions (i) and (iii) is due to Krieger [18] .
783
Theorem 5.7. Let X, X ′ be two sofic shifts (resp. irreducible sofic shifts) and let A, A 
785
(i) X, X ′ are conjugate.
786
(ii) The adjacency matrices of A, A ′ are symbolic strong shift equivalent.
787
(iii) A, A ′ are symbolic conjugate.
788
Proof. We prove the result for irreducible shifts. The proof of the general case is in [21] .
789
Assume that X, X ′ are conjugate. By the Decomposition Theorem (Theorem 5.2), it 790 is enough to consider the case where X ′ is an in-splitting of X. Let f : A → B be a 791 map and let A ′ = {f (a 1 )a 2 | a 1 a 2 ∈ B 2 (X)} in such a way that X ′ is the in-splitting of X relative to f . Let C = A ∪ B and let Z be the shift space composed of all biinfinite 
Symbolic conjugate automata
802
The following result is due to Hamachi and Nasu [16] . It shows that, in Theorem 5.7, the 803 equivalence between conditions (ii) and (iii) holds for automata which are not reduced. 
806
The first element of the proof is a version of the Decomposition Theorem for automata. 
LetX (resp. Z) be the image of X (resp. of Z) under the in-splitting map relative to h (resp. k). Set
Then the 1-block conjugaciesφ =h ∞ andψ =k ∞ satisfy the conditions of the state-820 ment.
821
Proof of Theorem 5.9. Let A = (G, λ) and
Replacing we are reduced to the case where ϕ, ψ are renaming of the alphabets.
827
The second step for the proof of Theorem 5.8 is the following statement. 
830
Proof. Set A = (G, λ) and
By Proposition 5.1, the symbolic in-splitting map from X G onto X G ′ is also an in-splitting map. Thus there is an in-merge (h, k) from G ′ onto G such that the in-split from A onto A ′ has the form (h −1 ∞ , ψ). We define an alphabetic Q ′ × Q-matrix R and a Q × Q ′ -matrix S as follows. Let r, t ∈ Q ′ and let p = k(r), q = k(t). Let e be an edge of A ′ ending in r, and set a = λ(h(e))). Then the label of any edge going out of r is of the form f (a)b for some b ∈ A. Thus f (a) does not depend on e but only on r. We define a map π : Q ′ → B by π(r) = f (a). Then, we set
Let us verify that M (A ′ ) = RS and M (A) ↔ SR. We first have for r, t ∈ Q
and thus SR ↔ M (A) using the bijection a → af (a) between A and AB. In this section, we consider two particular families of automata: local automata and au- We say that an automaton A = (Q, E) is contained in an automaton
local. 
862
This shows that p = p ′ and q = q ′ .
863
The next statement is Proposition 10.3.10 in [4] . have the same length n. Let A = (Q, i, Q) be the (n, 0)-local deterministic automaton 877 defined as follows. The set of states is Q = A n \ W and there is an edge (u, a, v) for 878 every u, v ∈ Q and a ∈ A such that ua ∈ Av. Then A recognizes the set B(X). Since the 879 reduction of a local automaton is local, the minimal automaton of B(X) is local. Since 880 the Krieger automaton of X is contained in the minimal automaton of B(X), it is local.
881
If X is irreducible, then its Fischer automaton is also local since it is contained in the
882
Krieger automaton.
883
Conversely, Proposition 6.1 implies that a shift space recognized by a local automaton 884 is conjugate to a shift of finite type and thus is of finite type. is complete.
899
The following result is from [3].
900
Theorem 6.4. Any local automaton is contained in a complete local automaton.
901
The proof relies on the following version of the masking lemma. Proof. Let A = (Q, E), B = (R, F ) and it is conjugate to B ′ by Proposition 3.10.
907
We illustrate the proof of Proposition 6.5 by the following example. 
909
We have represented on the right of Figure 18 the completion of B as a complete local automaton with the same number of states. On the left, the construction of the proof of Proposition 6.5 has been carried on to produce a local automaton containing A. In terms of adjacency matrices, we have we obtain that A is contained in an automaton which is conjugate to the standard (m, n)-914 local automaton and which is thus complete. Otherwise, it is said to have infinite right delay.
919
Example 6.5. The automaton represented on Figure 19 has right delay 1. A shift space is said to have almost finite type if it can be recognized by a strongly 935 connected automaton with both finite left and finite right delay.
936
An irreducible shift of finite type is also of almost finite type since a local automaton 937 has finite right and left delay by Proposition 6.9.
938
Example 6.6. The even shift has almost finite type. Indeed, the automaton of Figure 5 on 939 the right has right and left delay 0.
940
The following result is from [20] . Let, in view of Proposition 6.6 u, v ∈ A * and p, q, q ′ ∈ Q with q = q ′ be such that
Since A is strongly connected, there is a word 947 w such that p · w = q.
948
Let B = (R, F ) be an automaton with finite right and left delay which recognizes X. By Proposition 6.7, we may assume that B is deterministic. Let ϕ : R → Q be a reduction from B onto A. Since R is finite, there is an x ∈ u + such that r · x = r · x 2 for all r ∈ R (this means that the map r → r · x is idempotent; such a word exists since each element in the finite transition semigroup of the automaton B has a power which is an idempotent). Set
For any t ∈ T , we have ϕ(t · vw) = q and thus 949 t · vwx ∈ T . For t, t ′ ∈ T with t = t ′ , we cannot have t · vwx = t ′ · vwx since otherwise
950
B would have infinite left delay. Thus the map t → t · vwx is a bijection of T .
951
Let t ′ ∈ T ′ . Since ϕ(t ′ · vw) = q, we have t ′ · vwx ∈ T . Since the action of 952 vwx induces a permutation on T , there exists t ∈ T such that t · vwx = t ′ · vwx. This 
961
The final subsection considers the characterization of sofic shifts with respect to the 962 families of ordered semigroups known as pseudovarieties. 
969
We give a short summary of Green relations in a semigroup (see [17] for example). 0 which is the zero of the semigroup S and is denoted 0.
983
A fixpoint of a partial map s from Q into itself is an element q such that the image of 984 q by s is q. The rank of an idempotent is equal to the number of its fixpoints. Indeed, in 985 this case, every element in the image is a fixpoint.
986
The preorder J on S is defined by s J t if S 1 sS 1 ⊂ S 1 tS 1 . Two elements 
1001
Proof. Let A = (Q, E) be a deterministic automaton on the alphabet A and let A ′ =
1002
(Q ′ , E ′ ) be its essential part. Let w ∈ A + be such that e = ϕ A (w) is an idempotent.
1003
Then any fixpoint of e is in Q ′ and thus e ′ = ϕ A ′ (w) an idempotent of the same rank as 
1047
Finally, two elements of S 1 which are D-equivalent in S are also D-equivalent in S 1 . Indeed, let s, t ∈ S 1 be such that sRLt. Let u, u ′ , v, v ′ ∈ S be such that suu ′ = s, v ′ vt = t, su = tv in such a way that sRsu and vtLt. Then su = vt implies that u, v are both in S 1 .
1048
Similarly suu ′ = s and v ′ vt = t imply that u ′ v ′ ∈ S 1 . Thus sDt in S 1 . This shows 1049 that a regular D class D of S contains exactly one D-class D 1 of S 1 (resp. D 2 of S 2 ).
1050
Moreover, an H-class of D 1 is also an H-class of D.
1051
Thus the three syntactic graphs are isomorphic. is a subsemigroup equipped with the restriction of the preorder.
