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Abstract: Interval methods for the simultaneous inclusion of polynomial zeros produce the approximations that 
contain the exact zeros providing not only error bounds automatically but also take into account rounding errors 
without altering the fundamental structure of the interval formula. However, at present, the computational costs of 
most interval methods are still great, in general. In this paper several effective algorithms which preserve the inclusion 
property concerning the complex zeros and which have a high computational efficiency are constructed. These 
algorithms combine the efficiency of ordinary floating-point iterations with the accuracy control that may be obtained 
by the iterations in interval arithmetic. Several examples are included to illustrate the efficiency and some advantages 
of the proposed combined methods. 
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1. Introduction 
A great importance of the problem of determining polynomial zeros in the theory and practice 
(e.g., in the theory of control systems, stability of systems, nonlinear circuits, analysis of transfer 
functions, various mathematical models, differential and difference equations, eigenvalue prob- 
lems and other disciplines) has led to the development of a great number of numerical methods 
in this field. “The problem is simple. It is so simple, in fact, that there is some hope that some 
day we may be able to solve it perfectly” (Henrici [9, p.l]). Twenty years after Henrici’s 
ingenious remark, we cannot be sure that a perfect zero-finding algorithm has been established. 
Numerical methods, which generally take the form of an iterative procedure, have become 
practically applicable together with the rapid development of digital computers some thirty years 
ago. 
It is not easy to choose the “best” algorithm for a given polynomial equation. Each algorithm 
usually possesses its own advantages and disadvantages. The selection of a zero-finding routine 
may depend heavily on extramathematical consideration such as speed and memory of the 
computing equipment and trustworthiness of the results. Anyone using a computing equipment 
has surely inquired about the effect of the rounding error. The computed solution of a 
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polynomial equation is only an approximation of the true solution, since there are errors 
originating from discretization or truncation and from rounding off. In order to acquire any 
information about the accuracy of the obtained complex approximation to the requested 
complex zero of a polynomial, the so-called (rectangular or circular) complex interval arithmetic 
can be usefully applied. It is interesting to note that circular arithmetic has just been introduced 
[7] as a necessary tool for the construction of an iterative procedure for determining all zeros 
simultaneously in terms of circular regions. In this paper we deal with complex interval 
arithmetic. We assume that this arithmetic is a well-established subject and we refer to [l] for 
more details. 
Most frequently the basis for the construction of simultaneous interval methods is a combina- 
tion of fixed-point relations and the inclusion property of interval arithmetic. The procedure is as 
follows. 
Let Ei, . . . . 5, be the zeros of a given polynomial and let zi, . _ . , z, be their approximations. 
In this paper we consider fixed-point relations of the form 
5icF(Ei, .*.Y <i-i> Z, ‘$i+i, ..a, t,), i=l, . . . . n. (1.1) 
Substituting the exact zeros by their approximations and putting z = zi in (1.1) we obtain an 
iterative scheme 
ii=F(z,, . ..) ZJ, i=l ) . ..) n, 0.2) 
in (ordinary) complex arithmetic, where z^i is a new approximation to the zero &. 
Assume now that we have found an array of n complex intervals Z,, . . . , Z, such that & E Z, 
(i=l, . . . . n). Substituting the zeros on the right-hand side of (1.1) by their inclusion regions 
and using the subset property, we obtain 
&EF(Zi, . . . . Zi_i, z, Zi+i, . . . . Z,), i=l, . . . . n. (1.3) 
Taking the set on the right of (1.3) as a new (circular or rectangular) approximation Zi to ti, we 
may construct an iterative method 
ifi=F(Z,, . . . . Zj_l, zi, Zj+l, . . . . Z,), i= 1, . . . . n, 0.4) 
in complex interval arithmetic, supposing that Zi, . . . , 2, are also complex intervals and taking 
z, to be the center of Zi. A suitable choice of F enables us to develop various iterative processes. 
Simultaneous iterative methods of the form (1.4) produce resulting disks or rectangles that 
contain the complex zeros of a polynomial. In this way we have the automatic determination of 
the upper error bounds given by radii or semidiagonals of inclusion complex intervals. Besides, 
there exists the ability to incorporate rounding errors without altering the fundamental structure 
of the interval formula (see [5,6,17,19]). 
The main objection of interval methods is their great computational amount of work because 
interval computations require too much extra operations. The aim of this paper is to present 
algorithms that possess the inclusion property concerning the zeros and, simultaneously, have a 
high computational efficiency. Following the idea of Caprani and Madsen [2], we have con- 
structed a few effective algorithms for the simultaneous inclusion of polynomial zeros, which 
combine the efficiency of ordinary floating-point iterations with the accuracy control that may 
be obtained by the iterations in interval arithmetic. Since computational costs of interval 
arithmetic are not small enough, it is desirable to apply the interval method as late as possible, at 
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the end of a combined procedure, providing in this manner the enclosure of zeros. In fact, 
interval arithmetic should take the role of an “a posteriori weapon”. 
The following procedure is used for the construction of combined methods: 
(1) Find initial disks of rectangles Z,(O), . . . , 2:” containing the zeros <i, . . . , 5, of a given 
polynomial. 
(2) Using some of the algorithms in ordinary (complex) arithmetic, compute the complex 
approximations z!“’ (i = 1 I > *-*> n) appearing in (1.4) to any desired accuracy (after m iterative 
steps), starting with the centers (‘) z, of the initial regions Z/O’ (i = 1, . . . , n). 
(3) In the final step, apply some of the interval methods (1.4) dealing with the initial complex 
intervals Zi”, . . . , ZA”’ and the improved complex approximations z!“). 
The combined methods may be expressed in the form 
Z!“,i’ = F( z{O’, . . .) z;:$, zp, z/$, . . .) z?)), I i = 1, . . .) n. 0.5) 
The upper “index” (m,l) indicates that the inclusion disk or rectangle Z!m,l) is obtained by m 
“point” iterations and one interval iteration. We emphasize that the contraction of the inclusion 
complex intervals Z:m,l) in (1.5) is attained due to the improved approximations z!“‘. The main 
(and the only) role of the initial complex intervals Z,(O), . . . , ZA”’ is to provide the encZosure of 
zeros. 
2. Some iterative methods for complex zeros of a polynomial 
It is well known that the operations of circular arithmetic are more simple and require less 
computational amount of work compared to rectangular arithmetic operations. For that reason, 
we will consider interval methods in terms of circular regions. However, the results and 
conclusions concerning these methods can be mainly applied to the corresponding methods 
realized in rectangular arithmetic. 
Let P be a manic polynomial of degree n > 3, 
P(Z)=z”+u,_*zn-l+ *** +a,z+a,= fi(z-,$)y 
j=l 
with real or complex zeros El, . . . , 5, having the respective multiplicities pi, . . . , pL, (pl 
+ . . . + pv = n). In this section we give a review of three kinds of algorithms for approximating, 
simultaneously, the complex zeros of the polynomial P: (1) algorithms in “point’‘-complex 
arithmetic denoted with the prefix “I”‘; (2) algorithms in circular interval arithmetic (with the 
prefix “I”); and (3) combined methods (with the prefix “K”). We present only a few iterative 
methods which possess a great efficiency and, for this reason, they are convenient for the 
construction of combined methods. The point approximations (complex numbers) will be 
denoted by lower case letters and the circular including disks by capital letters. For simplicity, 
we will omit the iteration index and write zi, Z,, ii, Zi instead of z!~), Z/“‘, z!~+‘), Zi(m+1), 
respectively. Let us introduce the notation: 
ph) 
4 = -Prp+J , (Schroeder’s correction [ 211) , 
Hi=2[$$/-(l+i)s]-‘, (Halley’scorrection[8]). 
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Methods in ordinary complex arithmetic 
Weierstrass’ method ([25,17,10] etc.): 
fi=zi- n 
p(zJ . 
II (‘i-‘;> ’ 
j=l 
j#i 
Schroeder’s method [21]: 
‘tzi> . ‘i=Zj+ Sj=Zi-/Lip,czi) , 
Maehly’s method ([12,19] etc.): 
z”i = zi + 
1 
S,-1 + t $ /ki(Zi - zj)-* ’ 
’ J-1 
j#i 
Maehly’s method with Schroeder’s correction [15]: 
ii = zi + 
1 
‘,-l+ t _ ~j(Zi-ZJ-S,)-l. 
1 ,-1 
Methods in circular interval arithmetic 
Weierstrass’ interval method [16,20,23]: 
gi=zi- n ‘(‘iI . 
II (zi-zj) ’ 
j=l 
j#i 
Schroeder-like interval method [5]: 
lzi = zi + 1 
%-‘+ $ - pj(zi-zj)-l ’ 
’ J-1 
j#i 
w 
W) 
t w 
tw 
(11) 
02) 
Halley-like interval method [24,17]: 
zi = zi + 
““) [ 1( ~~‘r;i~Zj~-‘~+ ~~~zi-zj~-2] . ‘13’ Hi-’ + 2P’(Zi) pi j=l ’ 
To increase the efficiency of algorithms for the simultaneous inclusion of polynomial complex 
zeros, we construct a few “hybrid” methods that combine some of the above presented 
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Table 1 
The combined methods 
(Kl) 62) (K3) (K4) (W (I=) (K7) 
(W1) (P1,12)* (P1,13)* (P3,I2) (P3J3) (P4,I2) (P4J3) 
algorithms in ordinary complex arithmetic and circular arithmetic. These combined methods are 
given in Table 1 by the ordered pairs of the corresponding methods. The first component of each 
pair denotes an iterative method in ordinary complex arithmetic, while the second component is 
an interval method which is applied in the final step. The symbol * in Table 1 points out that, in 
the case of multiple zeros, the Schroeder method (P2) is used instead of the Weierstrass method 
(PI). 
For example, the combined methods (K2), (K4) and (K6), based on the Schroeder-like interval 
method (12), have the form 
where z!~) are the improved complex approximations generated by some of the point algorithms 
(Pl) ((P’2) in the case of multiple zeros), (P3) and (P4) after M iterations. 
3. Computational efficiency of combined methods 
In this section we will compare the interval methods (Il), (12) and (13) and the combined 
methods (Kl), . . . , (K7) in view of their computational efficiency for various values of the 
polynomial degree and three types of digital computers, for demonstration. In order to simplify 
our consideration, only the case of simple zeros will be treated, which means that in the above 
formulas ((P2), (P3), (P4), (12) and (13)) one has to take Y = n and pi = - - * = p,, = 1. An 
estimation of computational efficiency of the considered methods provides their ranking, which 
is of interest in designing a package of algorithms for the simultaneous improvement of 
polynomial zeros, where the automatic selection is desired. 
Computational amount of work for the simultaneous methods has been considered in [13] for 
real zeros. For each of the basic arithmetic operations the processor time, needed for the 
execution of this operation, was taken into account by introducing the operation weight that is 
proportional to the number of elementary steps (period clocks) concerning the arithmetic unit of 
a computer, and normalized in reference to the addition. These weights are denoted by w,, ws, 
wM and wo for addition, subtraction, multiplication and division, respectively, setting w, = 1 
because of normalization. 
Let us turn now to the number of necessary arithmetic operations per iteration. We presume 
that the Homer scheme is used for the evaluation of the given polynomial and its derivatives (if 
they appear) and that the computer, used to realize algorithms, would execute only real 
arithmetic operations. 
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The computational costs of the evaluation of a polynomial of degree n at n complex points, 
using the Horner scheme, are equal to 
G(n) = ~~432~ + w,4n2. 
The other more economical schemes are known (see, e.g., [ll, Ch.2]), but we will use the Horner 
scheme for simplicity and the negligible influence of better schemes to the ranking of estimated 
algorithms. 
Denote the number of all basic operations (reduced to real operations), which are necessary in 
realization of one iteration, with A(n) (addition), S(n) (subtraction), M(n) (multiplication), 
D(n) (division). Then, the total costs of the evaluation (for all zeros) per iteration are equal to 
T(n) = WAA(n) + w&z) + w&M(n) + w,D(n). 
It is convenient to introduce the normalized costs of evaluation 
T(n) e(n) = G(n); 
that is 
e(n) = 
w&i(n) + w&n) + %4w4 + WA4 
G(n) (3.1) 
In practice, it is most frequently w, = ws, so that the total number of additions and 
subtractions will be denoted by AS(n). Besides, taking w, = w, = 1 because of normalization, we 
obtain G(n) = 4n*(l + wM) and (3.1) now becomes 
O(n) = 
AS(n) + w,M(n) + w@(n) 
4n*(l+ wM) . 
(3.2) 
We recall that the weights wM and wn in (3.2) are normalized in relation to w,. 
Investigating the problem of a genuine estimation of computational efficiency of an iterative 
method for solving equations, we have started from the fact that any method is more efficient, 
the smaller its computational amount of work for a given accuracy 8. Assuming that (complex) 
zeros of tested polynomials are normalized to lie in the unit disk and starting with the same 
initial approximations z,(O), . . . , z,$‘) to the zeros <i, . . . , E,,, a stopping criterion should be 
established according to the inequality 
max ~z(“)-&/<S=~O-~, 
l<i<n 
where m is the iteration index and q is the number of significant decimal digits at the 
approximations zirn), . . . , zcm). If 1 z!‘) - 5 I- 10-i and Y is the order of convergence of the n 
applied simultaneous iterative method, then the (theoretical) number of iterative steps, necessary 
for obtaining the accuracy 6, can be determined approximately as m = (log q)/(log r) (following 
from 10eq = 10-rm). 
A computational efficiency E 
computational cost 6’ considering 
steps; hence 
is, obviously, proportional to the reciprocal value of total 
a complete zero-finding procedure consisting of m iterative 
1 1 log r -__ 
E=mB=logq 8 * 
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Estimating iterative methods for some fixed accuracy 8 = 10pq, it is sufficient to compare the 
values of (log r)/B. Furthermore, to normalize values of E close to 1 we can calculate rl/’ 
instead of (log r)/O. Finally, according to the previous analysis and the results presented by 
Traub [22, Appendix C], NesdorC 1141, Kronsjo [ll, Ch. 31 and others, we may define the 
computational efficiency of a simultaneous iterative process (shorter SIP) for finding polynomial 
zeros: 
If r is the order of convergence of the simultaneous total-step iterative process SIP and fl( n) is 
the normalized cost of evaluation, then 
E(SIP, n) = rl’e(n) (3.3) 
will be called the coefficient of the efficiency of SIP ‘. 
The order of convergence and the number of basic operations AS(n), M(n) and D(n) for the 
methods (Pl), . . . , (P4) and (11) (12) and (13) are given in Table 2 as functions of the polynomial 
degree n. 
In view of (3.3) it is clear that the efficiency measure depends on the architecture of the 
arithmetic unit and on the software applied in the calculation of some library functions such as 
square root, sine, cosine, arctg (required in the implementation of zero-finding algorithms). The 
optimization of the number of arithmetic operations is also of importance. For this reason, the 
number of operations given in Table 2 for the algorithms presented above can insignificantly 
differ from the number obtained by some other procedure for counting over operations (for 
instance, applying some more economical schemes for the evaluation of polynomials (see [ll, Ch. 
21) and taking the square root of a real or complex number, for multiplication of two complex 
numbers (cf. [26]), optimizing some parts of the program in the implementation on a computer, 
etc.). Therefore, the listed number of operations has rather to be regarded as approximate. For 
the previous facts, slight variations of the values of the coefficients of efficiency, calculated by 
(3.3) (or by the corresponding formula (3.8) for the combined methods), are possible. In spite of 
that, the averaged values of the coefficients of efficiency, obtained by applying various comput- 
ing machines, provide reliable ranking of the estimated methods. 
In the following, the relation cx - /? will denote that (Y is of the same order of magnitude as p, 
that is (Y = O(p). 
Table 2 
The order of convergence and the number of basic arithmetic operations 
Methods 
(Pl)SP2) 
(P3) 
(P4) 
(11) 
02) 
(13) 
Order of 
convergence r 
2 
3 
4 
2 
3 
4 
AS(n) M(n) D(n) 
8n2 + n 8n2 +2n 2n 
13n2 - 3n 10n2 + 2n 2n2 +2n 
13n2 10n2 +4n 2n2 +4n 
22n2 - 6n 25n2 -6n 8n2 - n 
15n2 - 4n lln2 + 2n 3n2 +2n 
30n2 + 3n 29n2 +20n 7n2 + 8n 
’ For the single-step methods we use the R-order of convergence r(n), depending on the polynomial degree n, instead 
of r (see [18, Ch. 61). 
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Let (P) be the iterative point method with order of convergence k, and let z(O) be the initial 
approximation to the zero 5. For the improved approximation zcm), obtained after m iterations 
applying the iterative method (P), we have the estimation 
, ,w - 5 1 _ 1 z(O) - 5 ( kr. (3.4) 
Assume now that the iterative interval method (I) of the order of convergence k, produces the 
sequence (2’“‘) of circular inclusion approximations, starting from the initial disk Z(O). After m 
iterations one obtains 
,(m) _ (p’y, 
(3.5) 
where e(m) = rad 2’” (m = 0, 1, . . .). 
Let Z,(O), . . . , Zi”’ be the initial disks containing the zeros ti, . . . , 5, of a polynomial of degree 
n and let z(O) = mid Z/O’ (i = 1, . . . , n). Assume that the centers z,(O), . . . , zi”) are sufficiently 
good approximations to the zeros $i, . . . , 5, so that the iterative point method (P) is converging. 
Let us consider the combined method (PI) where the point method (P) is applied M times 
successively, and the interval method (I) only once, in the final (M + l)st step. The resulting 
inclusion disks will be denoted by Zi”,‘), . . . , Z:“,l) and their radii by ej”*l), . . . , ci”,l). Besides, 
we will use the notations 
c I’) = rad Z,“), i=l, . . . . n, pfJ) = mm #fJ) 
l<r<n 1 . 
In our analysis we will assume that the initial approximations are correct to one decimal place, 
that is, c(O) = rad Zj”’ - 10-i. If (I) is one of the interval methods (Il), (12) and (13), according to 
(3.4) and the convergence analysis of these methods presented in the papers [20,5,17], it is 
possible to give a general estimation concerning the combined method (PI) (I E {11,12,13}): 
E(~,l) _ (~(o))Wkb"+l 
> c(O) = fyixn EIO). 
. . (3.6) 
Suppose that the combined method (PI) has to produce the approximations to the zeros 
correct to at least q decimal places, assuming that E(O) - 10-i and all zeros are normalized to lie, 
for example, within the unit disk. From the relation 
EWJ) - 10-q 
and the estimation (3.6), we find (approximately) the number of “point” iterations 
M= +1. (3.7) 
The notation [a] in (3.7) denotes the greatest integer not exceeding a. 
Using the estimations (3.5) and (3.6) it is possible to appraise the “expected” accuracy for the 
interval methods (Il), (12) and (13) and the combined methods (Kl), . . . , (K7), given by the radii 
c(N) and E(~,‘) in the final step (assuming, again, e(O) - 10-l). The values of ecN) (for the interval 
methods) and E (“~l) (for the combined methods) are shown in Table 3. 
Clearly, the results displayed in Table 3 are rather theoretical ones. For comparison, we have 
solved the polynomial equation of degree 8 with simple complex roots using quad precision 
arithmetic (about 34 significant decimal digits). The values ecN) and ~(~2~) are shown in Table 4. 
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Table 3 
The “expected” accuracy of the interval and combined methods 
N 11 12 13 M Kl K2 K3 K4 K5 K6 K7 
1 1O-2 1O-3 10-4 1 1o-3 lop5 10-7 10-7 lo-lo 10-9 lo-‘3 
2 1o-4 1o-9 lo-‘6 2 1o-5 1o-9 10-19 10-2s 10-33 
3 10-s 10-Z’ 3 1o-9 10-l’ 
4 lo-‘6 4 10-l’ 
The symbol * points out that the combined methods (K6) and (K7) break down in the second 
iteration because of the limited precision of the used arithmetic and the presence of rounding 
errors. This is a typical example where the very fast convergence may even be an obstruction. 
Tables 3 and 4 merely demonstrate the ability of the considered methods in terms of the 
accuracy which can be expected in their application. But, a complete estimation of their 
efficiency requires also a computational cost of these methods. Definition of the coefficient of 
efficiency (3.3) cannot be applied to the methods (Kl), . . . , (K7) because they combine 
floating-point and interval arithmetic during the iterative procedure, which means that the 
iterative steps have different weights. For this reason, we introduce a global measure of 
efficiency for combined methods (and for interval methods too, for comparison), which takes 
into consideration the complete zero-finding procedure where the required accuracy determines 
the stopping criterion (and, consequently, the total number of iterations). In a certain sense, this 
measure is proportional to the reciprocal value of the total CPU-time (central processor unit 
time), necessary for finding all zeros with the desired accuracy. 
Let ws = w, = 1 and let wM and w,, be the operation weights for multiplication and division, 
normalized in relation to wA. Denote the normalized costs of evaluation per iteration for the 
point and interval methods with 19(~)(n) and 0°( n), respectively, where 
W(n) = 
AScp’( n) + W&V(~)(~) + w@~‘( n) 
G(n) 
3 
(p(n) = 
A$“( n) + w~M(~)(~) + wr,Dci)( n) 
G(n) 
> 
and G(n) = 4n2(1 + wM) as before. The number of operations for the point methods (with the 
upper index (p)) and the interval methods (with the upper index (i)) is given in Table 2. 
Table 4 
The real accuracy - the example of a polynomial equation of degree 8 
N I1 12 13 M Kl K2 K3 K4 K5 K6 K7 
1 8.2(-2) 8.1(-3) 1.3(-3) 1 1.3(-2) 3.7(-4) 4.1(-6) 7.9(-6) 1.2(-9) 9.2(-S) 1.7(-11) 
2 6.1(-4) 8.5(-S) 3.5(-13) 2 2.2(-4) 4.2(-S) 6.3(-12) 4.5(-17) 6.4(-26) * * 
3 7.5(-7) 7.3(-24) 3 1.5(-7) 1.7(-16) 2.4(-23) 
4 1.3(-14) 4 5.9(-15) 
A( - h) means: A.lOmh. 
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A measure of efficiency of any combined method (K) will be defined by 
E,((K), n) = ((k, - l)k,M+ l)l’(Me’P’(n)+B”‘(n)‘, (3.8) 
where M is the number of point iterations, given by (3.7), which is necessary (together with the 
final interval iteration) to provide the accuracy lop4 (at least 4 correct decimal digits of each 
zero). 
For comparison, we treat the corresponding measure of efficiency for the interval method (I) 
in a similar manner, using N interval iterations, and get 
E&I), n) = ( k;)1/(N8”‘(n)) = k;/@(‘)(“); (3.9) 
hence, we note that E,((I),n) reduces to (3.3). 
We computed the measures of efficiency E,((Ki),n) (i = 1, . . . , 7) by (3.8) and E,((Ij),n) 
(j = 1,2,3) by (3.9) for the computers HONEYWELL DPS 6/92, VAX 11/780 and IBM 4341, 
and for n = 5(1)15. We have chosen these three computing machines only for a demonstration, 
not as the representative ones. We used the following typical values of the operation weights for 
the mentioned computers: We = 3, wn = 5.62 (HONEYWELL DPS 6/92); We = 1.5, wr, = 5.25 
(VAX 11/780); We = 1.5, wn = 12.37 (IBM 4341) (assuming that w, = wA = 1). 
Four values of the required accuracy were used, 10-15, 10w2’, 1O-25 and 10e3’ (that is, q = 15, 
20,25, 30). Regarding any of the estimated methods we observed that the variations of the values 
of the computational efficiency are insignificantly changing n for each q = 15, 20, 25, 30 and for 
all the considered computers. This convenient fact enables us to form a rating of the considered 
interval methods (Il), (12) and (13) and the combined methods (Kl), . . . , (K7) related to their 
efficiency. Before doing this, as an example, we give Table 5 with the values E15, calculated for 
the VAX computer. 
Let q be fixed and let (E,(( m,),n), . . . , E,(( m,,),n)) (m, E { 11,12,13,Kl, . . . , K7)) be the 
ordered lo-tuplet whose components satisfy 
E&m,), n) >E,(b2)7 n) ’ . . . ’ E&m,,>, n>. 
Then R,=(m,, . . . . mlo) is the rating vector of the interval methods (Il), (12), (13) and the 
combined methods (Kl), . . . , (K7). Evidently, in view of (3.9), the efficiency Eq for interval 
Table 5 
The values of E,, for the interval and combined methods 
n 5 6 7 8 9 10 11 12 13 14 15 
(11) 1.074 1.073 1.073 1.073 1.072 1.072 1.072 1.072 1.072 1.072 1.072 
(12) 1.250 1.252 1.254 1.255 1.255 1.256 1.257 1.257 1.257 1.258 1.258 
03) 1.117 1.120 1.121 1.123 1.124 1.125 1.126 1.126 1.127 1.127 1.128 
WI 1.162 1.163 1.164 1.164 1.165 1.165 1.166 1.166 1.166 1.166 1.166 
uw 1.272 1.276 1.280 1.282 1.285 1.286 1.288 1.289 1.290 1.291 1.291 
W3) 1.181 1.185 1.188 1.190 1.192 1.193 1.195 1.196 1.197 1.197 1.198 
W4) 1.253 1.256 1.257 1.259 1.259 1.260 1.261 1.261 1.262 1.262 1.263 
W5) 1.175 1.178 1.180 1.182 1.183 1.184 1.185 1.186 1.187 1.187 1.188 
W6) 1.291 1.296 1.300 1.303 1.305 1.307 1.309 1.310 1.311 1.312 1.313 
(K7) 1.200 1.205 1.208 1.211 1.213 1.215 1.216 1.217 1.218 1.219 1.220 
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Table 6 
The rating vector R, 
HONEYWELL DPS 6/92 
q=lS 
K6 K6 
K2 K4( ~7) 
12 ( <13) K4( 213) K2(<7) 
K4( (13) 12(>13) 12 
K7 K7 
K5(<9) K3(>9) K5(<9) 
K3( ~9) K5(>9) K3( ~9) 
Kl Kl 
13 13 
11 11 
q = 20 q = 25 
K6 
K2 ( >, 7) K4( ~7) 
K4(>7) K2 ( < 7) 
12 
K7 
K3(>9) K3 
K5(>9) K5 
Kl 
13 
11 
q = 30 
K6 
K2( ~7) K4(<7) K2 ( z 7) 
K4(>7) K2(<7) K4( >7) 
12 
K7 
K5 
K3 
Kl 
13 
11 
VAX 11,‘780 IBM 4341 
q = 1530 q = 20,25 q=15 q = 20 q = 25 q = 30 
K6 K6 K2 K2 K2 K2 
K2 K2 K6 K6 K6 K6 
K4 K4 K4 K4 K4 K4 
12 12 12 12 12 12 
K7 K7 K7 K7 K3 K3 
K3 K3 K3 K3 K7 K7 
K5 Kl (<lo) K5(>10) K5 Kl Kl K1(<9) K5(>9) 
Kl K5 ( ~10) Kl(>lO) Kl K5 K5 K5( ~9) Kl(z9) 
13 13 13 13 13 13 
11 11 11 11 11 11 
The numbers in brackets denote the polynomial degree n indicating the dominant range. 
methods does not depend on q. The rating vector R,, shown in Table 6, determines the position 
of each method in reference to its efficiency for the given computer and the given accuracy 10eq. 
We present some conclusions which may be drawn from Table 6. 
(C,): The combined methods are more efficient compared to the interval methods (in the 
sense of the definitions (3.8) and (3.9)). Only the Schroeder-like interval method (12) can 
compete with the combined methods. 
(C,): The Schroeder-like interval method (12) requires the smallest number of operations 
among all interval methods (see [18, Ch. 61). For that reason, the combined methods (K6), (K2) 
and (K4), which use this interval method (see formula (2.1)), are the most efficient for all three 
computers as well as for all q and n. 
(C,): The combined method (K2) (that is, (PlJ2)) is the most efficient at the IBM computer 
due to the large operation weight wn for the IBM (wn = 12.37). Therefore, the point methods 
(P3) and (P4) are less efficient compared to (Pl) and (P2) which require the smallest number of 
divisions (only 2n for all n zeros). 
(C,): The inclusion of multiple zeros by the combined methods (Kl), (K2) and (K3) is not 
possible because the Weierstrass method (Pl) cannot be applied for multiple zeros. This fact is 
inconvenient because (K2) is one of the most efficient methods. However, using Schroeder’s 
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method (P2) which requires the same number of operations as Weierstrass’ method (Pl), this 
deficiency can be overcome in the case of the combine methods (K2) and (K3). 
(C,): The combined methods (K6) and (K7) converge very fast because the point algorithm 
(P4) has high order of convergence. But this (usually convenient) property may become even 
uncomfortable, leading to the break of the iterative process in the implementation of the 
methods (K6) and (K7) on computers with arithmetic of small precision (see Table 4 and the 
remark concerning the symbol *). 
4. Numerical results 
As described before, the initial distribution of starting approximations, necessary for the 
realization of any combined method, is as follows: let be given n initial disks Z,(O), . . . , Z(O) 
containing complex zeros [i, . . . , 6,. We apply some of the iterative methods in ordina’q 
complex arithmetic starting with the centers zj”) = mid Z,“’ (i = 1, . . . , n) and assume that the 
sequences (zj”‘) are convergent, that is, z,‘“’ + & (i = 1, . . . , n). In this paper we have not 
studied the initial conditions which provide a safe convergence of the complex approximation- 
iterative methods but we have only supposed that the initial disks Z{‘), . . . , Z(O) are sufficiently 
small and well-separated so that the convergence of point-iterative methods”can be expected. 
Actually, it is very difficult to establish computationally verifiable initial conditions ensuring a 
safe convergence in the case of (local convergent) iterative methods for complex zeros. The 
situation is even worse in the presence of multiplicities of these zeros. This subject will be treated 
in another paper and it refers to a modifications of Schroeder’s method (P2). The modified 
method has also a quadratic convergence if the multiplicity is known in advance. If a multiple 
complex zero of multiplicity I_L (< n) is isolated in a disk with center a and radius r, and the 
condition 
P(a) I I P’(a)< 2(8+&P) 
is satisfied, then the mentioned method of Schroeder’s type is convergent. 
The initial conditions which provide a safe convergence of the interval methods (11) (see 
[20,23]), (12) [5] and (13) [17] are of the form 
p(O) >f(n, p)r(O), 
where 
r(O) = ma r/O), ri(‘) = rad Z/O), p= max pi, 
lgi<n l<i<n 
: z E z!O) - z!O’ 
I J 
i#j i#j 
(4.1) 
In a certain sense, the inequality (4.1) regulates the separation of the disks Z,“’ from each other 
as well as the size of these disks. In practice, the condition (4.1) can be weakened, in other words, 
f( n ,p) may take remarkably smaller value. Testing a great number of polynomial equations we 
have found that the distribution of initial disks Z!” with the property (4.1) is sufficient to 
provide a convergence of most algorithms in ordinary complex arithmetic starting with zj”) = mid 
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Table I 
The largest radii rCM) and rCM,l) 
M=l M=2 M=3 M=4 
Interval method (11); r(w 0.201 1.91.10-2 4.98.10-5 1.54.10-9 
Combined method (Kl); ,.(W) 3.17.10-2 1.73.10-4 9.83.10-9 1.08.10p’6 
Z!‘). We will not discuss this subject further. Instead, the efficiency and the convergence 
pioperties of some combined methods will be demonstrated by means of a few numerical 
examples, which were programmed on FORTRAN 77 and realized on the Micro VAX II 
computer. To avoid the effect of rounding errors, quad precision arithmetic (about 34 significant 
decimal digits) was employed. The radius of a disk will be denoted by r instead of e (as used in 
Section 3). 
Example 1. The zeros cl,* = 1 &- 2i, t3 = - 1, & = 3 and t5 = 5i of the polynomial 
P(z) = z5 - (4 + 5i)z4 + (6 + 20i)z3 - (4 + 3Oi)z* - (15 - 20i)z + 75i 
are isolated in the disks Z!” = { z,(O); r/O’}, where r/O) = 0.35 (i = 1, . . . , 5) and 
z1(‘) = 1.2 + 2.2 i, ~4’) = 0.8 - 2.2 i, z$’ = - 1.2 - 0.1 i, 
zi”’ = 2.8 + 0.1 i, 22’) = 0.2 + 4.9 i. 
The largest radii rcM) and ycM,r) (M = 1 2 3 4) > 7 3 of inclusion disks, obtained by Weierstrass’ 
interval method (11) (applying M interval iterations) and by Weierstrass’ combined method (Kl) 
(applying M point iterations (Pl) and one (final) interval iteration (11)) are given in Table 7. 
We observe from Table 7 that the results of the combined method, obtained by M point 
iterations and one interval iteration, are only slightly worse compared to those produced by the 
interval method by applying M + 1 iterations in interval arithmetic. Accordingly, the efficiency 
of the combined method is considerably greater (see Table 6). 
For the sake of illustration, we give the inclusion disks Z1(4,1), . . . , Z5(4,1) produced by 
Weierstrass’ combined method: 
Zj4,1) = { 0.9999999999999999482 + 1.9999999999999999638 i; 1.08 . lo- l6 } , 
Zi4,1) = { 1.0000000000000000305 - 2.0000000000000000164 i; 8.68 *lo-” } , 
Zi4,1) = { - 0.9999999999999999963 - 3.54. lo-“i; 7.86 . lo-“}, 
Z~4~” = { 2.9999999999999999885 + 1.82 . lo-“i; 7.25 . lo-” } , 
Z5(4s1) = { 2.63 . lo-l9 + 5.0000000000000000003 i; 1.03 . lO_” } 
As pointed out in Section 3 (conclusion (C,)), the most efficient combined methods are based 
on the Schroeder-like interval method (12). For this reason, we will consider these methods (given 
by (2.1)) more extensively in the following two examples, with the notation: 
ycM)= maxi..;,, rad Z!M) . . is the largest radius of disks produced by the Schroeder-like 
interval method (12) at the ‘Mth iteration; 
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?(““,I) and #Mql) have a similar meaning for the combined methods (K2) (with (P2) instead of 
(Pl)) and (K4L respectively, where Schroeder’s and Maehly’s complex approximation methods 
are applied A4 times. 
Example 2. Consider the polynomial 
P(z) = zll +(-7+2i)z’O + (11 - 14i)z9 + (19 + 24i)zs+ (-70 + 24i)z7 
+(42 - 116i)z6 + (198 + 108i)z5 + (-234 + 280i)z4 + (-491 - 360i)z3 
+ (45 - 702i)z2 + (351- 270i)z + 135, 
whose factorization is 
P(z) = (z + 1)4(z - 3)3(z + i)2(z2 - 22 + 5). 
The initial inclusion disks were selected to be 
Z,(O) = { -0.7 + 0.3 i; 0.7)) Zj”) = (2.7 + 0.2 i; 0.7)) Z$O)= {0.2- 1.2i; 0.7}, 
Zl”’ = { 1 .l - 2.1 i; 0.7)) Z,(O) = (1.1 + 2.1 i; 0.7). 
Applying the interval method (12), after the first step we found Y(‘) = 9.0. 10p2. For the second 
iteration we obtained the following disks: 
Zi2)= { -1.000000039- 3.6.10e7i; 8.0. 10e7}, 
Zj2’ = { 2.999999906 + 5 .l . lo-‘i; 4.48 . 10m7 } , 
Zi2’ = { 1.79 . lop5 - 0.999977837 i; 1.27 . lop4 } , 
Zi2’ = { 1.000078637 - 1.999943391 i; 2.86 - 10m4}, 
Zi2’ = (0.999998794 + 1.999998722 i; 9.25 . lop6 } . 
For the combined method (K2), after one Schroeder’s point iteration and one Schroeder-like 
interval iteration, the value i(‘v’) was less than 5 . 10p3. Using two Schroeder’s point iterations, 
from (2.1) we obtained the inclusion disks as listed below: 
Z1(2,1) = { - 1.0000014 - 8.17 . 10p7i; 1.38 - 10e5 } , 
Zi2,1) = { 2.9999953 - 1.19 - 10m6i; 1.73 . lop5 } , 
Zj2,1) = { 5.24. lop6 - 0.9999955 i; 1.29 . lop5 } , 
Zi2,1) = (0.9999781 - 2.0000475 i; 7.66. 10p5}, 
Zi2,‘) = { 1.0000069 + 2.0000033 i; 1.61 . lop5 } . 
The combined method (K4) produced slightly better results compared to (K2), although only 
one point-iterative step was employed! By applying (K4) we obtained the following disks: 
Z1(131) = { - 0.999999971 + 1.39 . lOpsi; 2.78 . lop7 } , 
Zr,‘) = (3.000000064 - 1.42. 10e7i; 5.53. 10p7}, 
Z:‘,‘) = { - 1.91. 10e5 - 1.000012832 i; 4.31 . 10m5 }, 
Zjl,l) = (0.999997748 - 2.000004602 i; 7.54. 10p6}, 
Z:‘,l) = { 1.000000026 + 2.000000206 i; 4.34. 10p7}. 
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We note that these circular approximations are even better than those obtained by the 
Schroeder-like interval method (12) applying two interval iterations. Since the combined method 
(K4) requires a smaller number of operations, its efficiency is evident (see Table 6). 
Example 3. The Schroeder-like interval method (12) and the combined methods (K2) and (K4) 
were applied for solving the polynomial equation 
z9 + z8 + 46.~~ + 46z6 + 4362’ + 420~~ - 1950~~ - 2750.~~ + 68752 - 3125 = 0, (4.2) 
whose roots are E1 = 1, 52,3 = - 2 + i and & = f 5i with the multiplicities pL1 = 3, p2 = p3 = 1 
and p4 = ps = 2. The following initial disks for these zeros were taken: 
Z$“= (1.2 + 0.3 i; 1.5}, Zi”) = { -2.2 + 1.2 i; 1.5}, 24” = { -2.2 - 1.2 i; 1,5}, 
Zi”‘= {0.3+4.7i; 1.5}, Z:O’= {0.3-4.7i; 1.5). 
We analyzed the behaviour of the applied methods changing only the position of the centre of 
the disk Z,(O). Starting with the above given approximations, by the Schroeder-like interval 
method (12) we obtained: 
Zi2) = (1.000000044 + 2.97. 10P8i; 1.19. 10P7}, 
Zi2) = { - 1.99994983 + 0.99992107 i; 2.16. 10e4}, 
Zi2) = { - 1.99991838 - 0.99997813 i; 1.99. 10e4}, 
Zi2)= {2.29~10-7+5.00000006i; 7.08.10-7}, 
Zy)= { -1.9~10-8-5.000000021 i; 7.4.10P8}. 
The combined method (K2) produced: 
Zi2P1) = (0.9999999996 + 1.14. 10e9i; 1.18 - 10P8}, 
Zi2,1) = { - 2.0000105 + 0.9999789 i; 8.44. lo-‘}, 
Zj2,1) = { - 1.9999993 - 0.9999725 i; 8.05 . lO_‘}, 
Zi2,1) = (3.75. low6 + 4.999969 i; l.44.1O-s}, 
ZJ2,1) = { 1.6 . 10m6 - 4.9999996 i; 1.26 . lo-’ } . 
The combined method (K4) furnished the following circular approximations by only one point 
iteration: 
Zil,l) = { 1.0000000004 + 1.41 . 10P9i; 1.44 - 10P8}, 
Zil,l) = { - 1.999998432 + 0.999999961 i; 5.73 * 10P6}, 
Z$l,l) = { - 1.999998874 + 0.999998957 i; 4.56 . lop6 } , 
Zil,l) = { 1.76 . 10e8 + 4.999999985 i; 6.87 - 10m8 } , 
Zil,l) = { 1.74 . 10e8 - 4.999999996 i; 1.36 . lop7 } . 
For the combined method (K2) we found PC’,‘) = 8.61 - 10-3, while the Schroeder-like interval 
method (12) produced in the first iterative step r (‘) = 0 12 On the other hand, we observe that . . 
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Table 8 
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,.(M) 
i(M.1) 
F’ M.1) 
M=l M=2 
6.16.10-l 7.13.10-2 
2.53.10-2 1.94.10-4 
1.17.10-4 1.97.10-‘8 
M=3 
1.37.10-6 
1.83.10-” 
M=4 
division by zero-disk 
2.58.10-i6 
the disks Z!‘,“, generated by (K4), are smaller than those determined by (K2) using two 
Schroeder’s boint iterations as well as by the Schroeder-like interval method in two iterations. 
As noticed from this example, interval methods may converge very slowly at the beginning of 
the iterative process (for instance, Y (‘) = 0 12) because of the large initial disks or their “bad . 
separation”. But, the situation may be even worse; namely, the size of initial disks and their 
distribution can be such that the applied interval method does not converge. The following 
example illustrates the described situation. 
Dislocating only the centre of the initial disk Zi”) = { 1.2 + 0.3 i; 1.5) to be z1(‘) = - 0.2 - 0.7 i 
(and, consequently, changing the position of the new disk Zi”) = { -0.2 - 0.7 i; 1.5) in reference 
to the other disks), we obtain such a distribution of the initial disks which leads to the break of 
the interval method (12) because the denominator in (12) includes the number 0. At the same 
time, the combined method (K4) converges very fast with the same initial approximations. We 
found Y”(‘,‘) = 8.76 . 10e4 while two point iterative steps of Maehly’s type produced 
Z1(2,1) = {1.OOObOOOOOOOOOOOOOO58 - 8.26. 10Pi9i; 3.73. 10-‘8}, 
the disks 
Zi2,i) = { - 2.000000000000000296 + 1.000000000000000063 i; 4.23 . lOPi6 } , 
Zi2,i) = { - 2.000000000000000520 - 1.000000000000000120 i; 6.34. 10-i6}, 
Zj2,i) = { 1.21. 10e2’ + 4.99999999999999999996 i; 8 . 10P2’ } , 
Z5(2*1) = (2.13. 1O-2o - 4.99999999999999999996 i; 6.79. 10P2’}. 
This example, as well as many others of polynomial equations which were tested, points out the 
advantage of combined methods consisting of the convergence of these methods under weaker 
initial conditions compared to interval methods. 
We also solved the equation (4.2) with the unchanged disks Z$‘), Z$‘), Zj”, Zi”’ and (again) 
the new disk Z,(O) = L . 0 2 + 0 7 i; 1.5). The largest radii concerning the three applied methods are 
displayed in Table 8. 
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