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Abstract. Systems of interacting non relativistic fermions in d = 1, as well as spin chains or
interacting bidimensional Ising models, verify an hidden approximate Gauge invariance which can
be used to derive suitable Ward identities. Despite the presence of corrections and anomalies, such
Ward identities can be implemented in a Renormalization Group approach and used to exploit non-
trivial cancellations which allow to control the flow of the running coupling constants; in particular
this is achieved combining Ward identities, Dyson equations and suitable correction identities for
the extra terms appearing in the Ward identities, due to the presence of cutoffs breaking the local
gauge symmetry. The correlations can be computed and show a Luttinger liquid behavior charac-
terized by non universal critical indices, so that the general Luttinger liquid construction for one
dimensional systems is completed without any use of exact solutions. The ultraviolet cutoff can be
removed and a Quantum Field Theory corresponding to the Thirring model is also constructed.
1. Introduction
1.1 Luttinger liquids.
A key notion in solid state physics is the one of Fermi liquids, used to describe systems of inter-
acting electrons which, in spite of the interaction, have a physical behavior qualitatively similar to
the one of the free Fermi gas. In analogy with Fermi liquids, the notion of Luttinger liquids has
been more recently introduced, to describe systems behaving qualitatively as the Luttinger model,
see for instance [A] or [Af]; their correlations have an anomalous behavior described in terms of
non universal (i.e. nontrivial functions of the coupling) critical indices.
A large number of models, for which an exact solution is lacking (at least for the correlation
functions) are indeed believed to be in the same class of universality of the Luttinger model or
of its massive version, and indeed in the last decade, starting from [BG], it has been possible to
substantiate this assumption on a large class of models, by a quantitative analysis based on Renor-
malization Group techniques, which at the end allow us to write the correlations and the critical
indices as convergent series in the coupling. We mention the Schwinger functions of interacting
non relativistic fermions in d = 1 (modelling the electronic properties of metals so anisotropic to be
considered as one dimensional), in the spinless [BGPS], in the spinning case with repulsive interac-
tion [BoM], or with external periodic or quasi-periodic potentials [M]; the spin-spin correlations of
the Heisenberg XY Z spin chain [BM1], [BM2]; the thermodynamic functions of classical Ising sys-
tems on a bidimensional lattice with quartic interactions like the Eight-vertex or the Ashkin-Teller
models [M1]; and many others, see for instance the review [GM].
In all such models the observables are written as Grassmannian integrals, and a naive evaluation
of them in terms of a series expansion in the perturbative parameter does not work; it is however
possible, by a multiscale analysis based on Renormalization Group, to write the Grassmannian
integrals as series of suitable finitely many parameters, called running coupling constants, and this
expansion is convergent if the running coupling constants are small. The running coupling constants
obey a complicated set of recursive equations, whose right hand side is called, as usual, the Beta
function. The Beta function can be written as sum of two terms; one, which we call principal part
of the Beta function, is common to all such models while the other one is model dependent. It
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turns out that, if the principal part of the beta function is asymptotically vanishing, than the flow
of the running coupling constants in all such models can be controlled just by dimensional bounds,
and the expansion is really convergent; the observables are then expressed by explicit convergent
series from which the physical information can be extracted. On the other hand the principal part
of the Beta function coincides with the Beta function of a model, which we call reference model,
describing two kind of fermions with a linear ”relativistic” dispersion relation and with momenta
restricted by infrared and ultraviolet cutoffs, interacting by a local quartic potential.
In order to prove the vanishing of the Beta function of the reference model (in the form of the
bound (3.3) below), one can use an indirect argument, based on the fact that the reference model is
close to the Luttinger model, and then use the Luttinger model exact solution of [ML], see [BGPS],
[BM3].
In this paper we show that indeed the vanishing of the principal part of the Beta function can be
proved without any use of the exact solution, by using only Ward identities based on the approximate
chiral gauge invariance of the reference model.
As exact solutions are quite rare and generally peculiar to d = 1, while RG analysis and Ward
identities are general methods working in any dimension, our results might become relevant for the
theory of non-Fermi liquids in d > 1. We remember that there is experimental evidence for non
Fermi liquid (probably Luttinger) behavior in high Tc superconductors [A], which are essentially
planar systems.
Ward identities play a crucial role in Quantum Field Theory and Statistical Mechanics, as they
allow to prove cancellations in a non perturbative way. The advantage of reducing the analysis of
quantum spin chains or interacting Ising models to the reference model is that such model, formally
neglecting the cutoffs, verifies many symmetries which were not verified by the spin chain or spin
models; in particular it verifies a total gauge invariance symmetry ψ±x,ω → e±iαxψ±x,ω and chiral
gauge invariance ψ±x,ω → e±iαx,ωψ±x,ω. Such symmetries are hidden in Ising or spin chain models,
as they do not verify chiral gauge invariance, even if they are “close”, in an RG sense, to a model
formally verifying them.
1.2 The reference model.
The reference model is not Hamiltonian and is defined in terms of Grassmannian variables. It
describes a system of two kinds of fermions with linear dispersion relation interacting with a local
potential; the presence of an ultraviolet and an infrared cutoff makes the model not solvable.
Given the interval [0, L], the inverse temperature β and the (large) integer N , we introduce in
Λ = [0, L] × [0, β] a lattice ΛN , whose sites are given by the space-time points x = (x, x0) =
(na, n0a0), a = L/N , a0 = β/N , n, n0 = 0, 1, . . . , N − 1. We also consider the set D of space-time
momenta k = (k, k0), with k =
2pi
L (n +
1
2 ) and k0 =
2pi
β (n0 +
1
2 ), n, n0 = 0, 1, . . . , N − 1. With
each k ∈ D we associate four Grassmannian variables ψˆ[h,0]σk,ω , σ, ω ∈ {+,−}. Then we define the
functional integration
∫ Dψ[h,0] as the linear functional on the Grassmann algebra generated by the
variables ψˆ
[h,0]σ
k,ω , such that, given a monomial Q(ψˆ) in the variables ψˆ
[h,0]σ
k,ω , its value is 0, except
in the case Q(ψˆ) =
∏
k∈D,ω=± ψˆ
[h,0]−
k,ω ψˆ
[h,0]+
k,ω , up to a permutation of the variables. In this case the
value of the functional is determined, by using the anticommuting properties of the variables, by∫ Dψ[h,0]Q(ψˆ) = 1 .
The lattice ΛN is introduced only to allow us to perform a non formal treatment of the Grassman-
nian integrals, as the number of Grassmannian variables is finite, and eventually the limit N →∞
is taken, see [BM1].
We also define the Grassmannian field on the lattice ΛN as
ψ[h,0]σx,ω =
1
Lβ
∑
k∈D
eiσkxψˆ
[h,0]σ
k,ω , x ∈ ΛN . (1.1)
Note that ψ
[h,0]σ
x,ω is antiperiodic both in time and space variables.
11/ottobre/2018; 1:16 2
We define
V (ψ[h,0]) = λ
∫
dx ψ
[h,0]+
x,+ ψ
[h,0]−
x,+ ψ
[h,0]+
x,− ψ
[h,0]−
x,− (1.2)
and
P (dψ[h,0]) = N−1Dψ[h,0] · exp
{
− 1
Lβ
∑
ω=±1
∑
k∈D
Ch,0(k)(−ik0 + ωk)ψˆ[h,0]+k,ω ψˆ[h,0]−k,ω
}
, (1.3)
with N = ∏k∈D[(Lβ)−2(−k20 − k2)Ch,0(k)2] and ∫ dx is a shorthand for “a a0 ∑x∈ΛN”. The
function Ch,0(k) acts as an ultraviolet and infrared cutoff and it is defined in the following way.
We introduce a positive number γ > 1 and a positive function χ0(t) ∈ C∞(R+) such that
χ0(t) =
{
1 if 0 ≤ t ≤ 1 ,
0 if t ≥ γ0 , 1 < γ0 ≤ γ , (1.4)
and we define, for any integer j ≤ 0, fj(k) = χ0(γ−j |k|) − χ0(γ−j+1|k|). Finally we define
χh,0(k) = [Ch,0(k)]
−1 =
∑0
j=h fj(k) so that [Ch,0(k)]
−1 is a smooth function with support in the
interval {γh−1 ≤ |k| ≤ γ}, equal to 1 in the interval {γh ≤ |k| ≤ 1}.
We call ψ[h,0] simply ψ and we introduce the generating functional
W(φ, J) = log
∫
P (dψ)e−V (ψ)+
∑
ω
∫
dx[Jx,ωψ+x,ωψ−x,ω+φ+x,ωψ−x,ω+ψ+x,ωφ−x,ω] . (1.5)
+ +
− −
ω ω
Fig. 1: Graphical representation of the interaction V (ψ) and the density ψ+x,ωψ
−
x,ω
The Grassmannian variables φσx,ω are antiperiodic in x0 and x and anticommuting with themselves
and ψσx,ω, while the variables Jx,ω are periodic and commuting with themselves and all the other
variables. The Schwinger functions can be obtained by functional derivatives of (1.5); for instance
G2,1ω (x;y, z) =
∂
∂Jx,ω
∂2
∂φ+y,+∂φ
−
z,+
W(φ, J)|φ=J=0 , (1.6)
G4,1ω (x;x1,x2,x3,x4) =
∂
∂Jx,ω
∂2
∂φ+x1,ω∂φ
−
x2,ω
∂2
∂φ+x3,−ω∂φ
−
x4,−ω
W(φ, J)|φ=J=0 , (1.7)
G4ω(x1,x2,x3,x4) =
∂2
∂φ+x1,ω∂φ
−
x2,ω
∂2
∂φ+x3,−ω∂φ
−
x4,−ω
W(φ, J)|φ=J=0 , (1.8)
G2ω(y, z) =
∂2
∂φ+y,ω∂φ
−
z,ω
W(φ, J)|φ=J=0 . (1.9)
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ω ω
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y
ω
ω
Fig. 2: Graphical representation of the Schwinger functions G2,1ω , G
4,1
ω , G
4
ω , G
2
ω
If Q(ψ) is a monomial in the Grassmannian variables, it is easy to see that
∫
P (dψ) is given by
the anticommutative Wick rule; the corresponding propagator
gˆω(k) =
χh,0(k)
−ik0 + ωk (1.10)
is singular as L, β → ∞ at k = 0. The simplest way of computing the Grassmannian integral
(1.5) is to expand in power series of λ the exponential, obtaining many Grassmannian integrals
of monomials, which can be computed by the anticommutative Wick rule. This procedure makes
it possible to write series expansions for the Schwinger functions, for example those defined in
(1.6)-(1.9), and to prove that they are absolutely convergent, in the limit L, β →∞, for |λ| ≤ εh,
with εh → 0 as h → −∞; in other words, the estimated radius of convergence vanishes as the
infrared cutoff is removed. In this paper we will show that it is possible to modify the expansions,
through a resummation of the power series in λ, so that it is possible to prove that they are well
defined and convergent even when the infrared cutoff is removed (h → −∞); as a corollary we
prove vanishing of the Beta function in the form of the bound (3.3) below.
It is also possible to remove the ultraviolet cutoff, so constructing a relativistic quantum field
theory, the massless Thirring model [T]; this is shown in the Appendix. Note finally that the
reference model, if both the infrared and ultraviolet cutoffs are removed and the local potential is
replaced by a short-ranged one, coincides with the Luttinger model, which was solved in [ML]; the
presence of cutoffs makes however the model (1.5) not solvable.
1.3 Sketch of the proof: the Dyson equation.
This paper is the conclusion of our construction of d = 1 Luttinger liquids with no use of exact
solutions, started in [BM1], [BM2], [BM3], whose results will be used here.
The analysis starts by expressing the Grassmann integration in (1.5) as the product of many inde-
pendent integrations, each of them ”describing the theory at a certain momentum scale γj”, with j
an integer such that h ≤ j ≤ 0 and γ > 1. This allows us to perform the overall functional integra-
tion by iteratively integrating the Grassmanian variables of decreasing momentum scale. After |j|
integration steps one gets a Grassmannian integral still similar to (1.5), the main differences being
that the Grassmannian fields acquire a wave function renormalization Zj, the local terms quartic
in the ψ fields in the interaction have coupling λj (the effective interaction strength at momentum
scale γj) and the local terms Jψ+ω ψ
−
ω have coupling Z
(2)
j (the density renormalization). This itera-
tive procedure allows us to get an expansion, resumed in §2, for the Schwinger functions; they are
written as series in the set of parameters λj , j = 0,−1, ...h, called running coupling constants. It
was proved in [BM1] that, if the running coupling constants are small enough, such expansions are
convergent, as a consequence of suitable cancellations due to the anticommutativity of fermions.
However, the property that the running coupling constants are small is not trivial at all; it is
related to very complex and intricate cancellations at all orders in the perturbative series, eventually
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implying that the effective interaction strength λj stays close to its initial value λ for any j; while
one can easily check that cancellations are present at lowest orders by an explicit computation,
to prove directly that the cancellations are present at every order seems essentially impossible. In
order to prove that λj remains close to λ for any j, we use the fact that the Schwinger functions,
even if they are expressed by apparently very different series expansion, are indeed related by
remarkable identities; on the other hand the Fourier transform of Schwinger functions computed
at the cut-off scale are related to the running coupling constants or to the renormalization constants
at the cutoff scale (see Theorem 2.1), so that identities between Schwinger functions imply identities
between coupling or renormalization constants.
As Gˆ4 computed at the cutoff scale is proportional to λh, see (2.37) below, it is natural to write
(see §3) a Dyson equation for Gˆ4:
−Gˆ4+(k1,k2,k3,k4) = λgˆ−(k4)
[
Gˆ2−(k3)Gˆ
2,1
+ (k1 − k2,k1,k2)+
+
1
Lβ
∑
p
G4,1+ (p;k1,k2,k3,k4 − p)
]
,
(1.11)
relating the correlations in (1.6),(1.7),(1.8),(1.9); see Fig. 3.
Gˆ4+
k1+
k2
+
k3
−
k4
−
=
Gˆ2,1+
Gˆ2−
k1
+
k2
+
k4−
k1 − k2+
+
k3−
k3
−
+
Gˆ4,1+
k1
+
k2
+
k3
−
k4−
k4 − p
−
p
+
Fig. 3: Graphical representation of the Dyson equation (1.11);
the dotted line represents the “bare” propagator g(k4)
The l.h.s. of the Dyson equation computed at the cutoff scale is indeed proportional to the
effective interaction λh (see (2.37) below), while the r.h.s. is proportional to λ. If one does not
take into account cancellations in (1.11), this equation only allows us to prove that |λh| ≤ Ch|λ|,
with Ch diverging as h → −∞. However, inspired by the analysis in the physical literature, see
[DL], [S], [MD], we can try to express Gˆ2,1ω and Gˆ
4,1
ω , in the r.h.s. of (1.11), in terms of Gˆ
2
ω and Gˆ
4
ω
by suitable Ward identities and correction identities.
1.4 Ward identities and the first addend of (1.11).
To begin with, we consider the first addend in the r.h.s. of the Dyson equation (1.11). A
remarkable identity relating Gˆ2,1+ to Gˆ
2
+ can be obtained by the chiral Gauge transformation ψ
±
x,+ →
e±iαxψ±x,+, ψ
±
x,− → ψ±x,− in the generating functional (1.5); one obtains the identity (3.14) below,
represented pictorially in Fig. 4, with Dω(p) = −ip0 + ωp.
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Gˆ2,1+D+(p)
k q
p = k− q
= Gˆ2+
q
q
− Gˆ2+
k
k
+ ∆ˆ2,1+
k q
p
Fig. 4: Graphical representation of the Ward identity (3.14);
the small circle in ∆ˆ2,1+ represents the function C+ of (3.16)
The above Ward identity provides a relation between Gˆ2,1+ , Gˆ
2
+ and a correction term ∆ˆ
2,1
+ , which
can be obtained, through the analogue of (1.6), from a functional integral very similar to (1.5), with
the difference that
∑
ω
∫
dpdkJˆp,ωψ
+
k,ωψ
−
k−p,ω is replaced by
∫
dpdkC+(k,k − p)Jˆpψ+k,+ψ−k−p,+;
the function C+(k,k − p), defined in (3.16) below and represented by the small circle in Fig. 4,
is vanishing (like the term ∆ˆ2,1+ itself) if C
−1
h,0 = 1, that is the correction term would vanish if no
cutoffs (which break Gauge invariance) were present in the model.
Remark. The above Ward identity is usually stated in the physical literature by neglecting the
correction term ∆ˆ2,1+ ; we shall call in general formal Ward identities the Ward identities one obtains
by putting equal to 0 the correction terms. The formal Ward identities are generally derived, see
[DL], [S], [MD], by neglecting the cutoffs, so that the propagator becomes simply Dω(k)
−1 and
one can use the following relation
Dω(p)
−1(Dω(k)
−1 −Dω(k+ p)−1) = Dω(k)−1Dω(k + p)−1 . (1.12)
After the derivation of the formal Ward identities, the cutoffs are introduced in order to have non
diverging quantities; this approximation leads however to some well known inconsistencies, see [G].
The use of Ward identities is to provide relations between Schwinger functions, but the correction
terms (due to the cutoffs) substantially affect the Ward identities and apparently spoil them of
their utility. However there are other remarkable relations connecting the correction terms to the
Schwinger functions; such correction identities can be proved by performing a careful analysis of
the renormalized expansion for the correction terms, and come out of the peculiar properties of
the function C+(k,k − p), see [BM2] and section 4. For example, the analysis of [BM2] implies
that ∆ˆ2,1+ verifies the following correction identity, see Fig.5
∆ˆ2,1+ (p,k,q) = ν+D+(p)Gˆ
2,1
+ (p,k,q) + ν−D−(p)Gˆ
2,1
− (p,k,q) + Hˆ
2,1
+ (p,k,q) (1.13)
where ν+, ν− are O(λ) and weakly dependent on h, once we prove that λj is small enough for
j ≥ h, and Hˆ2,1+ (p,k,q) can be obtained through the analogue of (1.6), from a functional integral
very similar to (1.5), with the difference that
∑
ω
∫
dpdkJˆp,ωψ
+
k,ωψ
−
k−p,ω is replaced by∫
dpdkC+(k,k − p)Jˆpψ+k,+ψ−k−p,+ −
∑
ω
νω
∫
dpdkJˆpDω(p)ψ
+
k,ωψ
+
k−p,ω . (1.14)
The crucial point is that Hˆ2,1+ , when computed for momenta at the cut-off scale, is O(γ
θh) smaller,
with 0 < θ < 1 a positive constant, with respect to the first two addends of the r.h.s. of (1.13).
In other words the correction identity (1.13) says that the correction term ∆ˆ2,1+ , which is usually
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neglected, can be written in terms of the Schwinger functions Gˆ2,1+ and Gˆ
2,1
− up to the exponentially
smaller term Hˆ2,1+ .
∆ˆ2,1+
=
ν+D+Gˆ
2,1
+
+
ν−D−Gˆ
2,1
−
+
Hˆ2,1+
Fig. 5: Graphical representation of the correction identity (1.13);
the filled point in the last term represents (1.14)
Note that (1.13) was not explicitly stated in [BM2], but its proof, which we omit here too, is
implicitly contained in the proof of Theorem 4 of that paper. One has to use a strategy similar
(but much simpler) to that used in §4.3 below.
Inserting the correction identity (1.13) in the Ward identity (3.14), we obtain the new identity
(1− ν+)D+(p)Gˆ2,1+ (p,k,q) − ν−D−(p)Gˆ2,1− (p,k,q) = Gˆ2+(q)− Gˆ2+(k) + Hˆ2,1+ (p,k,q) . (1.15)
In the same way one can show that the formal Ward identity D−(p)Gˆ
2,1
− (p,k,q) = 0 becomes, if
the cutoffs are taken into account
(1− ν′−)D−(p)Gˆ2,1− (p,k,q) − ν′+D+(p)Gˆ2,1+ (p,k,q) = Hˆ2,1− (p,k,q) , (1.16)
where, by symmetry reasons, ν′± = ν∓ and H
2,1
− satisfying a bound similar to that of H
2,1
+ , when
computed for momenta at the cutoff scale.
Remark. By removing both the ultraviolet and the infrared cutoff, see the Appendix, the functions
Hˆ2,1± vanishes, if we fix the momenta to some cutoff independent values. Hence the formal Ward
identities are not true, even after the removal of the infrared and ultraviolet cutoff, but must be
replaced by (1.15) and (1.16), with Hˆ2,1± = 0. In other words, the presence of cutoffs produces
modifications to the formal Ward identities, which persist when the cutoffs are removed, a phe-
nomenon known as anomaly; in the case of Ward identities based on chiral gauge transformations,
one speaks of chiral anomaly, see [Z].
The identities (1.15) and (1.16) allow us to write Gˆ2,1+ in terms of Gˆ2 and Hˆ
2,1
± . If we put the
expression so obtained in the first addend of (1.11), we can prove that it is indeed proportional
to λ with the “right” proportionality constant, see (3.30), (3.31) below. Note that in (3.31) we
make reference to a bound explicitly proved in [BM2], which is expressed directly in terms of the
function ∆2,1+ . In the following section we shall explain how a similar strategy can be applied to
the second addend of (1.11).
1.5 Ward identities and the second addend of (1.11).
The analysis of the second addend of (1.11) is more complex, the reason being that p is integrated
instead of being fixed at the infrared cutoff scale, as it was the case for the first addend. If we
simply compute Gˆ4,1ω by our series expansion and we insert it in the second addend of (1.11), we
get a ”bad” bound, just by dimensional reasons. We can however derive a Ward identity for Gˆ4,1,
in the form of (3.17) below, see Fig. 6.
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Gˆ4,1+D+(p)
k1+
k2+ k3−
k4 − p−
p
= Gˆ4+
k1 − p
+
k2
+
k3
−
k4 − p
−
− Gˆ4+
k1
+
k2 + p
+
k3
−
k4 − p
−
+ ∆ˆ4,1+
k1+
k2+ k3−
k4 − p−
p
0 = k1 + k3 − k2 − k4
Fig. 6: Graphical representation of the Ward identity (3.17)
If we insert the above identity in the second addend of the Dyson equation, we get three terms
(all multiplied by λ); two of them, the ones involving the Gˆ4+ functions (which are of the form
g(k4)(Lβ)
−1
∑
p Gˆ
4
+D+(p)
−1), admit good bounds, see (3.33) below. On the contrary, the third
term, which is of the form g(k4)(Lβ)
−1
∑
p ∆ˆ
4,1
+ D+(p)
−1, has a ”bad” bound, see [BM3]. This is
not surprising, as also ∆ˆ4,1+ verifies a correction identity, which represents it in terms of Gˆ
4,1
+ and
Gˆ4,1− ; see (3.23) below and Fig. 7.
∆ˆ4,1+
=
ν+D+Gˆ
4,1
+
+
ν−D−Gˆ
4,1
−
+
Hˆ4,1+
Fig. 7: The correction identity for ∆ˆ4,1ω ; the filled point in the last term represents (1.14)
By combining the above equation and the Ward identities for Gˆ4,1+ and Gˆ
4,1
− we obtain, after
some algebra, an equation relating Gˆ4,1+ to Gˆ
4
+ and functions Hˆ
4,1
+ and Hˆ
4,1
− ; see (3.24) be-
low. Inserting this expression in the second addend of the r.h.s. of the Dyson equation, we
get our final expression, see (3.26) below, for the Dyson equation, containing several terms; among
them the ones still requiring a further analysis are the ones involving the functions Hˆ4,1± , namely
g(k4)(Lβ)
−1
∑
p Hˆ
4,1
± D+(p)
−1, represented as in Fig. 8.
11/ottobre/2018; 1:16 8
Hˆ4,1+
k1
+
k2
+
k3
−
k4−
k4 − p
−
p
+
Fig. 8: Graphical representation of the term containing Hˆ4,1±
The analysis of such terms is done in §4; we again start by writing for them a Dyson equation
similar to (1.11), in which the analogous of the first addend in the l.h.s. vanishes; this Dyson
equation allows to write this term in terms of a function G˜4 similar to G4.
G˜4+
k1+
k2
+
k3
−
k4
−
=
Hˆ4,1+
k1
+
k2
+
k3
−
k4−
k4 − p
−
p
+
Fig. 9: Graphical representation of the Dyson equation for the correction.
We can study G˜4 by a multiscale analysis very similar to the one for Gˆ
4; the presence of a ”special”
vertex (the one associated to the filled point in Fig 9) has however the effect that a new running
coupling appears, associated with the local part of the terms with four external lines among which
one is the dotted line in Fig. 9, to which the bare propagator gˆ(k4) is associated; we will call this
new running coupling constant λ˜j . It would seem that we have a problem more difficult than our
initial one, since we have now to control the flow of two running coupling constants, λj and λ˜j ,
instead of one. However, it turns out, see Lemma 4.2, that λj and λ˜j are not independent but
are essentially proportional; this follows from a careful analysis of the expansion for λ˜j , based on
the properties of the function Cω(k,k − p). One then gets for G˜4 a bound very similar to the
one for Gˆ4, except that λh is replaced by λ˜h (but λ˜h and λh are proportional) and there is no
wave function renormalization associated to the external line with momentum k4 (to such line is
associated a ”bare” instead of a ”dressed” propagator, like in Gˆ4). We can however identify two
class of terms in the expansion of G˜4, see Fig. 10, and summing them has the effect that also the
external line with momentum k4 is dressed by the interaction, and this allows us to complete the
proof that λh = λ+O(λ
2) for any h.
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−
λ˜j∗ λj∗
gˆ(h)
Fig. 10: The last resummation
Finally we show in the Appendix that a simple extension of our analysis implies that also the
ultraviolet cutoff can be removed, that is we can construct a QFT corresponding to the Thirring
model.
2. Renormalization Group analysis
2.1 Multiscale integration.
We resume the Renormalization Group analysis in [BM1] for the generating function (1.5). The
functional integration of (1.5) can be performed iteratively in the following way. We prove by
induction that, for any negative j, there are a constant Ej , a positive function Z˜j(k) and functionals
V(j) and B(j) such that
eW(φ,J) = e−LβEj
∫
PZ˜j ,Ch,j (dψ
[h,j])e−V
(j)(
√
Zjψ
[h,j])+B(j)(
√
Zjψ
[h,j],φ,J) , (2.1)
where:
1) PZ˜j ,Ch,j (dψ
[h,j]) is the effective Grassmannian measure at scale j, equal to, if Zj = maxk Z˜j(k),
PZ˜j ,Ch,j (dψ
[h,j]) =
∏
k:Ch,j(k)>0
∏
ω=±1
dψˆ
[h,j])+
k,ω dψˆ
[h,j]−
k,ω
Nj(k) ·
· exp
{
− 1
Lβ
∑
k
Ch,j(k)Z˜j(k)
∑
ω±1
ψˆ[h,j]+ω Dω(k)ψˆ
[h,j]−
k,ω
}
,
(2.2)
Nj(k) = (Lβ)−1Ch,j(k)Z˜j(k)[−k20 − k2]1/2 , (2.3)
Ch,j(k)
−1 =
j∑
r=h
fr(k) ≡ χh,j(k) , Dω(k) = −ik0 + ωk ; (2.4)
2) the effective potential on scale j, V(j)(ψ), is a sum of monomial of Grassmannian variables
multiplied by suitable kernels. i.e. it is of the form
V(j)(ψ) =
∞∑
n=1
1
(Lβ)2n
∑
k1,...,k2n
ω1,...,ω2n
2n∏
i=1
ψˆσiki,ωiWˆ
(j)
2n,ω(k1, ...,k2n−1)δ
(
2n∑
i=1
σiki
)
, (2.5)
where σi = + for i = 1, . . . , n, σi = − for i = n+ 1, . . . , 2n and ω = (ω1, . . . , ω2n);
3) the effective source term at scale j, B(j)(√Zjψ, φ, J), is a sum of monomials of Grassmannian
variables and φ±, J field, with at least one φ± or one J field; we shall write it in the form
B(j)(√Zjψ, φ, J) = B(j)φ (√Zjψ) + B(j)J (√Zjψ) +W (j)R (√Zjψ, φ, J) , (2.6)
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where B(j)φ (ψ) and B(j)J (ψ) denote the sums over the terms containing only one φ or J field,
respectively.
Of course (2.1) is true for j = 0, with
Z˜0(k) = 1, E0 = 0, V(0)(ψ) = V (ψ), W (0)R = 0,
B(0)φ (ψ) =
∑
ω
∫
dx[φ+x,ωψ
−
x,ω + ψ
+
x,ωφ
−
x,ω], B(0)J (ψ) =
∑
ω
∫
dxJx,ωψ
+
x,ωψ
−
x,ω .
(2.7)
Let us now assume that (2.1) is satisfied for a certain j ≤ 0 and let us show that it holds also with
j − 1 in place of j.
In order to perform the integration corresponding to ψ(j), we write the effective potential and the
effective source as sum of two terms, according to the following rules.
We split the effective potential V(j) as LV(j) +RV(j), where R = 1 − L and L, the localization
operator, is a linear operator on functions of the form (2.5), defined in the following way by its
action on the kernels Wˆ
(j)
2n,ω.
1) If 2n = 4, then
LWˆ (j)4,ω(k1,k2,k3) = Wˆ (j)4,ω(k¯++, k¯++, k¯++) , (2.8)
where k¯ηη′ = (ηpiL
−1, η′piβ−1). Note that LWˆ (j)4,ω(k1,k2,k3) = 0, if
∑4
i=1 ωi 6= 0, by simple
symmetry considerations.
2) If 2n = 2 (in this case there is a non zero contribution only if ω1 = ω2)
LWˆ (j)2,ω(k) =
1
4
∑
η,η′=±1
Wˆ
(j)
2,ω(k¯ηη′ )
{
1 + η
L
pi
+ η′
β
pi
k0
}
, (2.9)
3) In all the other cases
LWˆ (j)2n,ω(k1, . . . ,k2n−1) = 0 . (2.10)
These definitions are such that L2 = L, a property which plays an important role in the analysis
of [BM1]. Moreover, by using the symmetries of the model, it is easy to see that
LV(j)(ψ[h,j]) = zjF [h,j]ζ + ajF [h,j]α + ljF [h,j]λ , (2.11)
where zj , aj and lj are real numbers and
F [h,j]α =
∑
ω
ω
(Lβ)
∑
k:C−1
h,j
(k)>0
kψˆ
[h,j]+
k,ω ψˆ
[h,j]−
k,ω =
∑
ω
iω
∫
Λ
dxψ[h,j]+x,ω ∂xψ
[h,j]−
x,ω , (2.12)
F
[h,j]
ζ =
∑
ω
1
(Lβ)
∑
k:C−1
h,j
(k)>0
(−ik0)ψˆ[h,j]+k,ω ψˆ[h,j]−k′,ω = −
∑
ω
∫
Λ
dxψ[h,j]+x,ω ∂0ψ
[h,j]−
x,ω , (2.13)
F
[h,j]
λ =
1
(Lβ)4
∑
k1,...,k4:C
−1
h,j
(ki)>0
ψˆ
[h,j]+
k1,+
ψˆ
[h,j]−
k2,+
ψˆ
[h,j]+
k3,−
ψˆ
[h,j]−
k4,−
δ(k1 − k2 + k3 − k4). (2.14)
∂x and ∂0 are defined in an obvious way, so that the second equality in (2.12) and (2.13) is satisfied;
if N =∞ they are simply the partial derivative with respect to x and x0. Note that LV(0) = V(0),
hence l0 = λ, a0 = z0 = 0.
In the limit L = β = ∞ one has aj = zj as a trivial consequence of the symmetries of the
propagator. If L, β are finite this is not true and by dimensional arguments it follows that zj − aj
is of order γ−j max{L−1, β−1}.
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Analogously we write B(j) = LB(j) + RB(j), R = 1 − L, according to the following definition.
First of all, we put LW (j)R = W (j)R . Let us consider now B(j)J (
√
Zjψ). It is easy to see that the
field J is equivalent, from the point of view of dimensional considerations, to two ψ fields. Hence,
the only terms which need to be renormalized are those of second order in ψ, which are indeed
marginal. We shall use for them the definition
B(j,2)J (
√
Zjψ) =
∑
ω,ω˜
∫
dxdydzBω,ω˜(x,y, z)Jx,ω(
√
Zjψ
+
y,ω˜)(
√
Zjψ
−
z,ω˜) =
=
∑
ω,ω˜
∫
dp
(2pi)2
dk
(2pi)2
Bˆω,ω˜(p,k)Jˆ(p)(
√
Zjψˆ
+
p+k,ω˜)(
√
Zjψˆ
−
k,ω˜) .
(2.15)
We regularize B(j,2)J (
√
Zjψ), in analogy to what we did for the effective potential, by decomposing
it as the sum of LB(j,2)J (
√
Zjψ) and RB(j,2)J (
√
Zjψ), where L is defined through its action on
Bˆω(p,k) in the following way:
LBˆω,ω˜(p,k) = 1
4
∑
η,η′=±1
Bˆω,ω˜(p¯η, k¯η,η′) , (2.16)
where k¯η,η′ was defined above and p¯η = (0, 2piη
′/β). In the limit L = β =∞ it reduces simply to
LBˆω,ω˜(p,k) = Bˆω,ω˜(0, 0).
This definition apparently implies that we have to introduce two new renormalization constants.
However, one can easily show that, in the limit L, β →∞, Bˆω,−ω(0, 0) = 0, while, at finite L and
β, LBω,−ω behaves as an irrelevant term, see [BM1].
The previous considerations imply that we can write
LB(j,2)J (
√
Zjψ) =
∑
ω
Z
(2)
j
Zj
∫
dxJx,ω(
√
Zjψ
+
x,ω)(
√
Zjψ
−
x,ω) , (2.17)
which defines the renormalization constant Z
(2)
j .
Finally we have to define L for B(j)φ (
√
Zjψ); we want to show that, by a suitable choice of the
localization procedure, if j ≤ −1, it can be written in the form
B(j)φ (
√
Zjψ) =
∑
ω
0∑
i=j+1
∫
dxdy ·
·
[
φ+x,ωg
Q,(i)
ω (x− y)
∂
∂ψ+yω
V(j)(√Zjψ) + ∂
∂ψ−y,ω
V(j)(√Zjψ)gQ,(i)ω (y − x)φ−x,ω
]
+
+
∑
ω
∫
dk
(2pi)2
[
ψˆ
[h,j]+
k,ω Qˆ
(j+1)
ω (k)φˆ
−
k,ω + φˆ
+
k,ωQˆ
(j+1)
ω (k)ψˆ
[h,j]−
k,ω
]
,
(2.18)
where gˆ
Q,(i)
ω (k) = gˆ
(i)
ω (k)Qˆ
(i)
ω (k), with
gˆ(j)ω (k) =
1
Zj−1
f˜j(k)
Dω(k)
, (2.19)
f˜j(k) = fj(k)Zj−1[Z˜j−1(k)]
−1 and Q
(j)
ω (k) defined inductively by the relations
Qˆ(j)ω (k) = Qˆ
(j+1)
ω (k)− zjZjDω(k)
0∑
i=j+1
gˆQ,(i)ω (k) , Qˆ
(0)
ω (k) = 1 . (2.20)
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Note that gˆ
(j)
ω (k) does not depend on the infrared cutoff for j > h and that (even for j = h) gˆ(j)(k)
is of size Z−1j−1γ
−j, see discussion in §3 of [BM2], after eq. (60). Moreover the propagator gˆQ,(i)ω (k)
is equivalent to gˆ
(i)
ω (k), as concerns the dimensional bounds.
The L operation for B(j)φ is defined by decomposing V(j) in the r.h.s. of (2.18) as LV(j) +RV(j),
LV(j) being defined by (2.11).
After writing V(j) = LV(j) +RV(j) and B(j) = LB(j)+RB(j), the next step is to renormalize the
free measure PZ˜j ,Ch,j (dψ
[h,j]), by adding to it part of the r.h.s. of (2.11). We get
∫
PZ˜j ,Ch,j (dψ
[h,j]) e−V
(j)(
√
Zjψ
[h,j])+B(j)(
√
Zjψ
[h,j]) =
= e−Lβtj
∫
PZ˜j−1,Ch,j (dψ
[h,j]) e−V˜
(j)(
√
Zjψ
[h,j])+B˜(j)(
√
Zjψ
[h,j]) ,
(2.21)
where
Z˜j−1(k) = Zj(k)[1 + χh,j(k)zj ] , (2.22)
V˜(j)(√Zjψ[h,j]) = V(j)(√Zjψ[h,j])− zjZj [F [h,j]ζ + F [h,j]α ] , (2.23)
and the factor exp(−Lβtj) in (2.21) takes into account the different normalization of the two
measures. Moreover
B˜(j)(√Zjψ[h,j]) = B˜(j)φ (√Zjψ[h,j]) + B(j)J (√Zjψ[h,j]) +W (j)R , (2.24)
where B˜(j)φ is obtained from B(j)φ by inserting (2.23) in the second line of (2.18) and by absorbing
the terms proportional to zj in the terms in the third line of (2.18).
If j > h, the r.h.s of (2.21) can be written as
e−Lβtj
∫
PZ˜j−1,Ch,j−1(dψ
[h,j−1])
∫
PZj−1,f˜−1j
(dψ(j))
e−V˜
(j)
(√
Zj [ψ
[h,j−1]+ψ(j)]
)
+B˜(j)
(√
Zj [ψ
[h,j−1]+ψ(j)]
)
, (2.25)
where PZj−1,f˜−1j
(dψ(j)) is the integration with propagator gˆ
(j)
ω (k).
We now rescale the field so that
V˜(j)(√Zjψ[h,j]) = Vˆ(j)(√Zj−1ψ[h,j]) , B˜(j)(√Zjψ[h,j]) = Bˆ(j)(√Zj−1ψ[h,j]) ; (2.26)
it follows that (in the limit L, β =∞, so that aj = zj, see above)
LVˆ(j)(ψ[h,j]) = λjF [h,j]λ , (2.27)
where λj = (ZjZ
−1
j−1)
2lj . If we now define
e−V
(j−1)
(√
Zj−1ψ
[h,j−1]
)
+B(j−1)
(√
Zj−1ψ
[h,j−1]
)
−LβEj =
=
∫
PZj−1,f˜−1j
(dψ(j)) e−Vˆ
(j)
(√
Zj−1[ψ
[h,j−1]+ψ(j)]
)
+Bˆ(j)
(√
Zj−1 [ψ
[h,j−1]+ψ(j)]
)
,
(2.28)
it is easy to see that V(j−1) and B(j−1) are of the same form of V(j) and B(j) and that the procedure
can be iterated. Note that the above procedure allows, in particular, to write the running coupling
constant λj , 0 < j ≤ h, in terms of λj′ , 0 ≥ j′ ≥ j + 1:
λj = β
(h)
j (λj+1, . . . , λ0) , λ0 = λ, (2.29)
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The function β
(h)
j (λj+1, ..., λ0) is called the Beta function. By the remark above on the indepen-
dence of scale j propagators of h for j > h, it is independent of h, for j > h.
2.2 Tree expansion.
At the end of the iterative integration procedure, we get
W(ϕ, J) = −LβEL,β +
∑
mφ+nJ≥1
S
(h)
2mφ,nJ
(φ, J) , (2.30)
where EL,β is the free energy and S
(h)
2mφ,nJ
(φ, J) are suitable functional, which can be expanded, as
well as EL,β , the effective potentials and the various terms in the r.h.s. of (2.6) and (2.5), in terms
of trees (for an updated introduction to trees formalism see also [GM]). This expansion, which is
indeed a finite sum for finite values of N,L, β, is explained in detail in [BGPS] and [BM1], which
we shall refer to often in the following.
Let us consider the family of all trees which can be constructed by joining a point r, the root, with
an ordered set of n ≥ 1 points, the endpoints of the unlabelled tree, so that r is not a branching
point. Two unlabelled trees are identified if they can be superposed by a suitable continuous
deformation, so that the endpoints with the same index coincide.
n will be called the order of the unlabelled tree and the branching points will be called the non
trivial vertices. The unlabelled trees are partially ordered from the root to the endpoints in the
natural way; we shall use the symbol < to denote the partial order.
We shall consider also the labelled trees (to be called simply trees in the following), see Fig. 11;
they are defined by associating some labels with the unlabelled trees, as explained in the following
items.
r v0
v
j j + 1 hv −1 0 +1
Fig. 11: A tree τ and its labels.
1) We associate a label j ≤ 0 with the root and we denote Tj,n the corresponding set of labelled
trees with n endpoints. Moreover, we introduce a family of vertical lines, labelled by an integer
taking values in [j, 1], and we represent any tree τ ∈ Tj,n so that, if v is an endpoint or a non
trivial vertex, it is contained in a vertical line with index hv > j, to be called the scale of v, while
the root is on the line with index j. There is the constraint that, if v is an endpoint, hv > j + 1.
The tree will intersect in general the vertical lines in set of points different from the root, the
endpoints and the non trivial vertices; these points will be called trivial vertices. The set of the
vertices of τ will be the union of the endpoints, the trivial vertices and the non trivial vertices.
The definition of hv is extended in an obvious way to the trivial vertices and the endpoints.
Note that, if v1 and v2 are two vertices and v1 < v2, then hv1 < hv2 . Moreover, there is only one
vertex immediately following the root, which will be denoted v0 and can not be an endpoint; its
scale is j + 1.
2) There are two kind of endpoints, normal and special.
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With each normal endpoint v of scale hv we associate the local term LVˆ(hv)(ψ[h,hv−1]) of (2.27)
and one space-time point xv. We shall say that the endpoint is of type λ.
There are two types of special endpoints, to be called of type φ and J ; the first one is associated
with the terms in the third line of (2.18), the second one with the terms in the r.h.s. of (2.17).
Given v ∈ τ , we shall call nφv and nJv the number of endpoints of type φ and J following v in the
tree, while nv will denote the number of normal endpoints following v. Analogously, given τ , we
shall call nφτ and n
J
τ the number of endpoint of type φ and J , while nτ will denote the number of
normal endpoints. Finally, Tj,n,nφ,nJ will denote the set of trees belonging to Tj,n with n normal
endpoints, nφ endpoints of type φ and nJ endpoints of type J . Given a vertex v, which is not an
endpoint, xv will denote the family of all space-time points associated with one of the endpoints
following v.
3) There is an important constraint on the scale indices of the endpoints. In fact, if v is an
endpoint normal or of type J , hv = hv′ + 1, if v
′ is the non trivial vertex immediately preceding
v. This constraint takes into account the fact that at least one of the ψ fields associated with an
endpoint normal or of type J has to be contracted in a propagator of scale hv′ , as a consequence
of our definitions.
On the contrary, if v is an endpoint of type φ, we shall only impose the condition that hv ≥ hv′+1.
In this case the only ψ field associated with v is contracted in a propagator of scale hv− 1, instead
of hv′ .
4) If v is not an endpoint, the cluster Lv with frequency hv is the set of endpoints following the
vertex v; if v is an endpoint, it is itself a (trivial) cluster. The tree provides an organization of
endpoints into a hierarchy of clusters.
5) We associate with any vertex v of the tree a set Pv, the external fields of v. The set Pv includes
both the field variables of type ψ which belong to one of the endpoints following v and are not yet
contracted at scale hv (in the iterative integration procedure), to be called normal external fields,
and those which belong to an endpoint normal or of type J and are contracted with a field variable
belonging to an endpoint v˜ of type φ through a propagator gQ,(hv˜−1), to be called special external
fields of v.
These subsets must satisfy various constraints. First of all, if v is not an endpoint and v1, . . . , vsv
are the sv vertices immediately following it, then Pv ⊂ ∪iPvi . We shall denote Qvi the intersection
of Pv and Pvi ; this definition implies that Pv = ∪iQvi . The subsets Pvi\Qvi , whose union will be
made, by definition, of the internal fields of v, have to be non empty, if sv > 1, that is if v is a non
trivial vertex.
Moreover, if the set Pv0 contains only special external fields, that is if |Pv0 | = nφ, and v˜0 is the
vertex immediately following v0, then |Pv0 | < |Pv˜0 |.
2.3 Dimensional bounds.
We can write
S
(h)
2mφ,nJ
(φ, J) =
=
∞∑
n=0
−1∑
j0=h−1
∑
τ∈T
j0 ,n,2m
φ,nJ
|Pv0 |=2m
φ
∑
ω
∫
dx
2mφ∏
i=1
φσixi,ωi
nJ∏
r=1
Jx
2mφ+r
,ω
2mφ+r
S2mφ,nJ ,τ,ω(x) ,
(2.31)
where ω = ω = {ω1, . . . , ω2mφ+nJ }, x = {x1, . . . ,x2mφ+nJ } and σi = + if i is odd, σi = − if i is
even.
Let us define λ¯j = maxk≥j |λk|; in §3 of [BM1] it is proved that the kernels satisfy the following
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bound: ∫
dx|S2mφ,nJ ,τ,ω(x)| ≤ Lβ (Cλ¯j0 )nγ−j0(−2+m
φ+nJ )
2mφ∏
i=1
γ−hi
(Zhi)
1/2
·
·
nJ∏
r=1
Z
(2)
h¯r
Zh¯r
∏
v not e.p
(
Zhv
Zhv−1
)|Pv |/2γ−dv ,
(2.32)
where hi is the scale of the propagator linking the i-th endpoint of type φ to the tree, h¯r is the
scale of the r-th endpoint of type J and
dv = −2 + |Pv|/2 + nJv + z˜(Pv) , (2.33)
with
z˜(Pv) =
{
z(Pv) if n
φ
v ≤ 1 , nJv = 0 ,
1 if nφv = 0 , n
J
v = 1 , |Pv| = 2 ,
0 otherwise
(2.34)
and z(Pv) = 1 if |Pv| = 4, z(Pv) = 2 if |Pv| = 2 and zero otherwise.
As explained in §5 of [BM1], one can sum over the trees τ only if dv > 0. While it is not true in
general that dv > 0 in (2.32), it is true for the trees contributing to Gˆ
2,1
ω , Gˆ
2
ω , Gˆ
4
+ with external
momenta computed at the cutoff scale; hence by using the bound (2.32), one can prove, see [BM2]
§3.5, the following theorem.
Theorem 2.1 There exists ε0 such that, if λ¯h ≤ ε0 and |k¯| = γh, then
Gˆ2,1ω (2k¯, k¯) = −
Z
(2)
h
Z2hDω(k¯)
2
[1 +O(λ¯2h)] , (2.35)
Gˆ2ω(k¯) =
1
ZhDω(k¯)
[1 +O(λ¯2h)] , (2.36)
Gˆ4+(k¯,−k¯,−k¯) = Z−2h |k¯|−4[−λh +O(λ¯2h)] . (2.37)
The expansion for (2.35), (2.36), (2.37) in terms of the running coupling constant λj is convergent
if λj is small enough for all j ≥ h. This property is surely true if |h| is at most of order |λ|−1, but
to prove that it is true for any |h| is quite nontrivial, as it is consequence of intricate cancellations
which are present in the Beta function. In the following section we will show, by using Ward
identities and a Dyson equation, that indeed λj is small enough for all j ≥ h for any h, that is
uniformly in the infrared cutoff, so that the above theorem can be applied.
3. Vanishing of Beta function
3.1 The main theorem
The main result of this paper is the following theorem.
Theorem 3.1 The model (1.5) is well defined in the limit h→ −∞. In fact there are constants
ε1 and c2 such that |λ| ≤ ε1 implies λ¯j ≤ c2ε1, for any j < 0.
Proof - The proof of Theorem 3.1 is done by contradiction. Assume that there exists a h ≤ 0
such that
λ¯h+1 ≤ c2ε1 < |λh| ≤ 2c2ε1 ≤ ε0 , (3.1)
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where ε0 is the same as in Theorem 2.1. We show that this is not possible, if ε1, c2 are suitably
chosen.
Let us consider the model with cutoff γh. In the following sections we shall prove that, in this
model,
|λh − λ| ≤ c3λ¯2h+1 . (3.2)
However, as a consequence of the remark after (2.19), λj is the same, for any j ≥ h, in the model
with or without cutoff; in fact g(j)(k) does not depend on h for j > h, and λh only depends on the
propagators g(j)(k) with j > h by definition. Hence, from (3.2) we get the bound |λh| ≤ ε1+c3c22ε21,
which is in contradiction with (3.1) if, for instance, c2 = 2 and ε1 ≤ 1/(4c3).
Theorem 3.1 implies, as proved in [BM3], that
|βj,λ(λh, .., λh)| ≤ C|λh|2γτj , (3.3)
a property called vanishing of Beta function, which implies that there exists limj→−∞ λj and that
this limit is an analytic function of λ. In its turn, the existence of this limit implies that there
exist the limits
lim
j→−∞
log
Z
(2)
j−1
Z
(2)
j
= η2(λ) , lim
k→−∞
log
Zj−1
Zj
= η(λ) , (3.4)
with η(λ) = a2λ
2 +O(λ3) and η1(λ) = a2λ
2 +O(λ3), a2 > 0.
3.2 The Dyson equation.
Let us now prove the bound (3.2). We define
G4,1ω (z,x1,x2,x3,x4) =< ρz,ω;ψ
−
x1,+;ψ
+
x2,+;ψ
−
x3,−;ψ
+
x4,− >
T , (3.5)
G4+(x1,x2,x3,x4) =< ψ
−
x1,+ψ
+
x2,+;ψ
−
x3,−ψ
+
x4,− >
T , (3.6)
where
ρx,ω = ψ
+
x,ωψ
−
x,ω . (3.7)
Moreover, we shall denote by Gˆ4,1+ω(p;k1,k2,k3,k4) and Gˆ
4
+(k1,k2,k3,k4) the corresponding Fou-
rier transforms, deprived of the momentum conservation delta. Note that, as a consequence of
(1.1), if the ψ+ momenta are interpreted as “ingoing momenta” in the usual graph pictures, then
the ψ− momenta are “outgoing momenta”; our definition of Fourier transform is such that even
p, the momentum associated with the ρ field, is an ingoing momentum. Hence, the momentum
conservation implies that k1+k3 = k2+k4+p, in the case of Gˆ
4,1
ω (p;k1,k2,k3,k4) and k1+k3 =
k2 + k4 in the case of Gˆ
4
+(k1,k2,k3,k4).
It is possible to derive a Dyson equation which, combined with the Ward identity (4.9) of ref.
[BM3], gives a relation between G4, G2 and G2,1.
If Z =
∫
P (dψ) exp{−V (ψ)} and < · > denotes the expectation with respect to Z−1 ∫ P (dψ)
exp{−V (ψ)},
G4+(x1,x2,x3,x4) =< ψ
−
x1,+ψ
+
x2,+ψ
−
x3,−ψ
+
x4,− > −G2+(x1,x2)G2−(x3,x4) , (3.8)
where we used the fact that < ψ−x,ωψ
+
y,−ω >= 0.
Let gω(x) be the free propagator, whose Fourier transform is gω(k) = χh,0(k)/(−ik0+ωk). Then,
we can write the above equation as
G4+(x1,x2,x3,x4) = −λ
∫
dz g−(z− x4) < ψ−x1,+ψ+x2,+ψ−x3,−ψ+z,−ψ+z,+ψ−z,+ > +
+ λ G2+(x1,x2)
∫
dz g−(z− x4) < ψ−x3,−ψ+z,−ψ+z,+ψ−z,+ >=
= −λ
∫
dzg−1(z− x4) < [ψ−x1,+ψ+x2,+] ; [ψ−x3,−ψ+z,−ψ+z,+ψ−z,+] >T .
(3.9)
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From (3.9) we get
−G4+(x1,x2,x3,x4) = λ
∫
dzg−(z− x4) < ψ−x1,+;ψ+x2,+; ρz,+ >T< ψ−x3,−ψ+z,− > +
+ λ
∫
dzg−(z− x4) < ρz,+;ψ−x1,+;ψ+x2,+;ψ−x3,−;ψ+z,− >T + (3.10)
+ λ
∫
dzg−(z− x4) < ψ−x1,+;ψ+x2,+;ψ−x3,−;ψ+z,− >T< ρz,+ > .
The last addend is vanishing, since < ρz,ω >= 0 by the propagator parity properties. In terms of
Fourier transforms, we get the Dyson equation
−Gˆ4+(k1,k2,k3,k4) = λgˆ−(k4)
[
Gˆ2−(k3)Gˆ
2,1
+ (k1 − k2,k1,k2)+
+
1
Lβ
∑
p
G4,1+ (p;k1,k2,k3,k4 − p)
]
,
(3.11)
see Fig. 3.
Let us now suppose that |k4| ≤ γh; then the support properties of the propagators imply that
|p| ≤ γ+γh ≤ 2γ, hence we can freely multiply G4,1+ in the r.h.s. of (3.11) by the compact support
function χ0(γ
−jm |p|), with jm = [1+ logγ 2]+1, χ0 being defined as in (1.4). It follows that (3.11)
can be written as
− Gˆ4+(k1,k2,k3,k4) = λgˆ−(k4)
[
Gˆ2−(k3)Gˆ
2,1
+ (k1 − k2,k1,k2)+ (3.12)
+
1
Lβ
∑
p
χM (p)G
4,1
+ (p;k1,k2,k3,k4 − p) +
1
Lβ
∑
p
χ˜M (p)G
4,1
+ (p;k1,k2,k3,k4 − p)
]
,
where χM (p) is a compact support function vanishing for |p| ≥ γh+jm−1 and
χ˜M (p) =
jm∑
hp=h+jm
fhp(p) . (3.13)
Note that the decomposition of the p sum is done so that χ˜M (p) = 0 if |p| ≤ 2γh.
Remark. The l.h.s. of the identity (3.12) is, by (2.37), of order λhγ
−4hZ−2h ; if we can prove that
the l.h.s. is proportional to λ with essentially the same proportionality constants, we get that
λh ≃ λ. This cannot be achieved if we simply use (2.35), (2.36) and the analogous bound for
Gˆ4,1, given in Lemma A1.2 of [BM3]; for instance, by using (2.35) and (2.36), we see that the first
addend in the r.h.s. of (3.12) is of size γ−2hZ
(2)
h Z
−2
h λ[1 + O(λ¯
2
h)]. We have to take into account
some crucial cancellations in the perturbative expansion, and this will be done by expressing Gˆ2,1
and Gˆ4,1 in terms of other functional integrals by suitable Ward identities which at the end will
allow us to prove (3.2).
3.3 Ward identities.
By doing in (1.5) the chiral Gauge transformation ψσx,+ → eiσαx,+ψσx,+, ψσx,− → ψσx,−, one obtains,
see [BM2], the Ward identity, see Fig. 4
D+(p)G
2,1
+ (p,k,q) = G
2
+(q) −G2+(k) + ∆2,1+ (p,k,q) , (3.14)
with
∆2,1+ (p,k,q) =
1
βL
∑
k
C+(k,k − p) < ψˆ+k,+ψˆ−k−p,+; ψˆ−k,+ψˆ+q,+ >T (3.15)
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and
Cω(k
+,k−) = [Ch,0(k
−)− 1]Dω(k−)− [Ch,0(k+)− 1]Dω(k+) . (3.16)
In the same way, we get two other Ward identities
D+(p)G
4,1
+ (p,k1,k2,k3,k4 − p) = G4+(k1 − p,k2,k3,k4 − p)−
−G4+(k1,k2 + p,k3,k4 − p) + ∆4,1+ ,
(3.17)
D−(p)G
4,1
− (p,k1,k2,k3,k4 − p) = G4+(k1,k2,k3 − p,k4 − p)−
−G4+(k1,k2,k3,k4) + ∆4,1− ,
(3.18)
where ∆4,1± is the “correction term”
∆4,1± (p,k1,k2,k3) =
1
βL
∑
k
C±(k,k − p) < ψˆ+k,±ψˆ−k−p,±; ψˆ−k1,+; ψˆ+k2,+; ψˆ−k3,−; ψˆ+k4−p,− >T .
(3.19)
3.4 Counterterms
Eq. (3.17) can be written, by adding and subtracting suitable counterterms ν±, to be fixed
properly later, see Fig. 6
(1 − ν+)D+(p)Gˆ4,1+ (p,k1,k2,k3,k4 − p)− ν−D−(p)Gˆ4,1− (p,k1,k2,k3,k4 − p)
= Gˆ4+(k1 − p,k2,k3,k4 − p)− Gˆ4+(k1,k2 + p,k3,k4 − p) +H4,1+ (p,k1,k2,k3,k4 − p) ,
(3.20)
where by definition
H4,1+ (p,k1,k2,k3,k4−p) =
1
βL
∑
k
C+(k,k−p) < ψˆ+k,+ψˆ−k−p,+; ψˆ−k1,+; ψˆ+k2,+; ψˆ−k3,−; ψˆ+k4−p,− >T −
− 1
βL
∑
k
∑
ω
νωDω(p) < ψˆ
+
k,ωψˆ
−
k−p,ω; ψˆ
−
k1,+
; ψˆ+k2,+; ψˆ
−
k3,−
; ψˆ+k4−p,− >
T . (3.21)
In the same way, eq. (3.18) can be written as
(1− ν′−)D−(p)Gˆ4,1− (p,k1,k2,k3,k4 − p)− ν′+D+(p)Gˆ4,1+ (p,k1,k2,k3,k4 − p) =
= Gˆ4+(k1,k2k3 − p,k4 − p)− Gˆ4+(k1,k2,k3,k4) + Hˆ4,1− (p,k1,k2,k3,k4 − p) ,
(3.22)
where
H4,1− (p,k1,k2,k3,k4−p) =
1
βL
∑
k
C−(k,k−p) < ψˆ+k,−ψˆ−k−p,−; ψˆ−k1,+; ψˆ+k2,+; ψˆ−k3,−; ψˆ+k4−p,− >T −
− 1
βL
∑
k
∑
ω
ν′ωDω(p) < ψˆ
+
k,ωψˆ
−
k−p,ω; ψˆ
−
k1,+
; ψˆ+k2,+; ψˆ
−
k3,−
; ψˆ+k4−p,− >
T . (3.23)
If we insert in the r.h.s. of (3.20) the value of Gˆ4,1− taken from (3.22), we get
(1 +A)D+(p)Gˆ
4,1
+ (p,k1,k2,k3,k4 − p) = [Gˆ4+(k1 − p,k2,k3,k4 − p)− (3.24)
Gˆ4+(k1,k2 + p,k3,k4 − p)] +B[Gˆ4+(k1,k3 − p,k4 − p)− Gˆ4+(k1,k2,k3,k4)] + Hˆ4,1+ +BHˆ4,1− ,
where
A = −ν+ − ν−ν
′
+
1− ν′−
, B =
ν−
1− ν′−
. (3.25)
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If we insert in the last term of the r.h.s. of (3.12) the value of Gˆ4,1+ taken from (3.24), we get
− Gˆ4+(k1,k2,k3,k4) = (3.26)
= λgˆ−(k4)
[
Gˆ2−(k3)Gˆ
2,1
+ (k1 − k2,k1,k2) +
1
Lβ
∑
p
χM (p)G
4,1
+ (p;k1,k2,k3,k4 − p)
]
+
+
λgˆ−(k4)
(1 +A)
1
Lβ
∑
p
χ˜M (p)
Gˆ4+(k1 − p,k2,k3,k4 − p)− Gˆ4+(k1,k2 + p,k3,k4 − p)
D+(p)
+
+
λgˆ−(k4)
(1 +A)
1
Lβ
∑
p
χ˜M (p)
Gˆ4+(k1,k2,k3 − p,k4 − p)− Gˆ4+(k1,k2,k3,k4)
D+(p)
+
+
λgˆ−(k4)
(1 +A)
1
Lβ
∑
p
χ˜M (p)
Hˆ4,1+ (p;k1,k2,k3,k4 − p) +BHˆ4,1− (p;k1,k2,k3,k4 − p)
D+(p)
.
Note that
1
Lβ
∑
p
χ˜M (p)
Gˆ4+(k1,k2,k3,k4)
D+(p)
= 0 , (3.27)
since D+(p) is odd. Then, by using also the Ward identity (3.14), we get, if
ki = k¯i , k¯1 = k¯4 = −k¯2 = −k¯3 = k¯ , |k¯| = γh , (3.28)
the identity
− Gˆ4+(k¯1, k¯2, k¯3, k¯4) = λgˆ−(k¯4)Gˆ2−(k¯3)
G2+(k¯2)−G2+(k¯1)
D+(2k¯)
+ (3.29)
+ λgˆ−(k¯4)Gˆ
2
−(k¯3)
∆2,1+ (2k¯, k¯1, k¯2)
D+(2k¯)
+ λgˆ−(k¯4)
1
Lβ
∑
p
χM (p)G
4,1
+ (p; k¯1, k¯2, k¯3, k¯4 − p)+
+
λgˆ−(k¯4)
(1 +A)
1
Lβ
∑
p
χ˜M (p)
Gˆ4+(k¯1 − p, k¯2, k¯3, k¯4 − p)− Gˆ4+(k¯1, k¯2 + p, k¯3, k¯4 − p)
D+(p)
+
+
λgˆ−(k¯4)
(1 +A)
1
Lβ
∑
p
χ˜M (p)
Gˆ4+(k¯1, k¯2, k¯3 − p, k¯4 − p)
D+(p)
+
+
λgˆ−(k¯4)
(1 +A)
1
Lβ
∑
p
χ˜M (p)
Hˆ4,1+ (p; k¯1, k¯2, k¯3, k¯4 − p) +BHˆ4,1− (p; k¯1, k¯2, k¯3, k¯4 − p)
D+(p)
.
All the terms appearing in the above equation can be expressed in terms of convergent tree
expansions. The term in the l.h.s. of (3.29) is given, by (2.37), by
Gˆ4+(k¯1, k¯2, k¯3, k¯4) = γ
−4hZ−2h [−λh +O(λ¯2h)] . (3.30)
The two terms in the r.h.s., first line, are equal, by (2.36), to γ−4hZ−2h (λ+O(λ¯
2
h)). The first term
in the second line, by (2.36) and eq. (177) of [BM2], can be bounded as∣∣∣∣∣λgˆ−(k¯4)Gˆ2−(k¯3)∆
2,1
+ (2k¯, k¯1, k¯2)
D+(2k¯)
∣∣∣∣∣ ≤ Cλ¯2h γ
−4h
Z2h
, (3.31)
while the second term in the second line, by eq. (A1.11) of ref. [BM3], can be bounded as∣∣∣∣∣λgˆ−(k¯4) 1Lβ
∑
p
χM (p)G
4,1
+ (p; k¯1, k¯2, k¯3, k¯4 − p)
∣∣∣∣∣ ≤ Cλ¯3h γ
−4h
Z2h
(3.32)
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Moreover, by using Lemma A1.1 of [BM3], one sees that∣∣∣∣∣ 1Lβ
∑
p
χ˜M (p)
Gˆ4+(k¯1 − p, k¯2, k¯3, k¯4 − p)− Gˆ4+(k¯1, k¯2 + p, k¯3, k¯4 − p)
D+(p)
+
+
1
Lβ
∑
p
χ˜M (p)
Gˆ4+(k¯1, k¯2, k¯3 − p, k¯4 − p)
D+(p)
∣∣∣∣∣ ≤ Cλ¯h γ
−3h
Z2h
.
(3.33)
In the following sections we will prove the following Lemma.
Lemma 3.1 There exists ε1 ≤ ε0 and four λ-functions ν+, ν−, ν′+, ν′− of order λ (uniformly in
h), such that, if λ¯h ≤ ε1,∣∣∣∣∣λgˆ−(k¯4) 1Lβ
∑
p
χ˜M (p)
Hˆ4,1± (p; k¯1, k¯2, k¯3, k¯4 − p)
D+(p)
∣∣∣∣∣ ≤ Cλ¯2h γ
−4h
Z2h
(3.34)
The above Lemma, together with the identity (3.29), following from the Dyson equation and the
Ward identities, and the previous bounds, proved in refs. [BM2] and [BM3] and following from the
tree expansion, implies (3.2); this concludes the proof of Theorem 3.1.
4. Proof of Lemma 3.1
4.1 The corrections.
We shall prove first the bound (3.34) for H4,1+ ; the bound for H
4,1
− is done essentially in the same
way and will be briefly discussed later. By using (3.21), we get
gˆ−(k4)
1
Lβ
∑
p
χ˜M (p)D
−1
+ (p)Hˆ
4,1
+ (p;k1,k2,k3,k4 − p) =
= gˆ−(k4)
1
Lβ
∑
p
χ˜M (p)
1
Lβ
∑
k
C+(k,k − p)
D+(p)
< ψˆ+k,+ψˆ
−
k−p,+; ψˆ
−
k1,+
; ψˆ+k2,+; ψˆ
−
k3,−
; ψˆ+k4−p,− >
T +
−ν−gˆ−(k4) 1
Lβ
∑
p
χ˜M (p)
1
Lβ
∑
k
D−(p)
D+(p)
< ψˆ+k,−ψˆ
−
k−p,−; ψˆ
−
k1,+
; ψˆ+k2,+; ψˆ
−
k3,+
; ψˆ+k4−p,− >
T −
−ν+gˆ−(k4) 1
Lβ
∑
p
χ˜M (p)
1
Lβ
∑
k
< ψˆ+k,+ψˆ
−
k−p,+; ψˆ
−
k1,+
; ψˆ+k2,+; ψˆ
−
k3,−
; ψˆ+k4−p,− >
T . (4.1)
Let us define
G˜4+(k1,k2,k3,k4) =
∂4
∂φ+k1,+∂φ
−
k2,+
∂φ+k3,−∂Jk4
W˜
∣∣∣∣∣
φ=0
, (4.2)
where
W˜ = log
∫
P (dψˆ)e−T1(ψ)+ν+T+(ψ)+ν−T−(ψ)e−V (ψˆ)+
∑
ω
∫
dx[φ+
x,ωψˆ
−
x,ω+ψˆ
+
x,ωφ
−
x,ω] , (4.3)
T1(ψ) =
1
Lβ
∑
p
χ˜M (p)
1
Lβ
∑
k
C+(k,k− p)
D+(p)
(ψˆ+k,+ψˆ
−
k−p,+)ψˆ
+
k4−p,−
Jˆk4 gˆ−(k4) , (4.4)
T+(ψ) =
1
Lβ
∑
p
χ˜M (p)
1
Lβ
∑
k
(ψˆ+k,+ψˆ
−
k−p,+)ψˆ
+
k4−p,−
Jˆk4 gˆ−(k4) , (4.5)
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T−(ψ) =
1
Lβ
∑
p
χ˜M (p)
1
Lβ
∑
k
D−(p)
D+(p)
(ψˆ+k,−ψˆ
−
k−p,−)ψˆ
+
k4−p,−
Jˆk4 gˆ−(k4) . (4.6)
T1 T+ T−
Fig. 12: Graphical representation of T1, T+, T−; the dotted line carries
momentum k¯4, the empty circle represents C+, the filled one D−(p)/D+(p)
It is easy to see that G˜4+ is related to (4.1) by an identity similar to (3.9). In fact we can write
− G˜4+(k1,k2,k3,k4) = (4.7)
= gˆ−(k4)
1
Lβ
∑
p
χ˜M (p)
1
Lβ
∑
k
C+(k,k− p)
D+(p)
< [ψˆ−k1,+ψˆ
+
k2,+
]; [ψˆ+k,+ψˆ
−
k−p,+ψˆ
−
k3,−
ψˆ+k4−p,−] >
T +
− ν−gˆ−(k4) 1
Lβ
∑
p
χ˜M (p)
1
Lβ
∑
k
D−(p)
D+(p)
< [ψˆ−k1,+ψˆ
+
k2,+
]; [ψˆ+k,−ψˆ
−
k−p,−ψˆ
−
k3,+
ψˆ+k4−p,−] >
T −
− ν+gˆ−(k4) 1
Lβ
∑
p
χ˜M (p)
1
Lβ
∑
k
< [ψˆ−k1,+ψˆ
+
k2,+
]; [ψˆ+k,+ψˆ
−
k−p,+ψˆ
−
k3,−
ψˆ+k4−p,−] >
T ;
moreover, if we introduce the definition
δρp,+ =
1
βL
∑
k
C+(p,k)
D+(p)
(ψˆ+k,+ψˆ
−
k−p,+) , (4.8)
the term in the second line of (4.7) can be rewritten as
gˆ−(k4)
1
Lβ
∑
p
χ˜M (p) < [ψˆ
−
k1,+
ψˆ+k2,+]; [δρp,+ψˆ
−
k3,−
ψˆ+k4−p,−] >
T=
= g−(k4)
1
Lβ
∑
p
χ˜M (p)
[
< ψˆ−k1,+; ψˆ
+
k2,+
; δρp,+ >
T < ψˆ−k3,−ψˆ
+
k4−p,−
> + (4.9)
+ < δρp,+; ψˆ
−
k1,+
; ψˆ+k2,+; ψˆ
−
k3,−
; ψˆ+k4−p,− >
T
]
,
where we used the fact that p 6= 0 in the support of χ˜M (p) and < δρp,+ >= 0 for p 6= 0. A similar
decomposition can be done for the other two terms in the r.h.s. of (4.7); hence, by using (3.21),
we get
− G˜4+(k1,k2,k3,k4) = g−(k4)
1
Lβ
∑
p
χ˜M (p)
H4,1+ (p;k1,k2,k3,k4 − p)
D+(p)
+
+ χ˜M (k1 − k2)g−(k4)G2−(k3)
[
< ψˆ−k1,+; ψˆ
+
k2,+
; δρk1−k2,+ >
T − (4.10)
−ν+ < ψˆ−k1,+; ψˆ+k2,+; ρk1−k2,+ >T −ν−
D−(k1 − k2)
D+(k1 − k2) < ψˆ
−
k1,+
; ψˆ+k2,+; ρk1−k2,− >
T
]
We now put ki = k¯i, see (3.28). Since |k¯1 − k¯2| = 2γh, (3.13) implies that χ˜M (k¯1 − k¯2) = 0;
hence we get
−G˜4+(k1,k2,k3,k4) = g−(k4)
1
Lβ
∑
p
χ˜M (p)
H4,1+ (p;k1,k2,k3,k4 − p)
D+(p)
. (4.11)
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Remark. (4.11) says that the last line of the Dyson equation (3.29) can be written as a functional
integral very similar to the one for G4+ (we are essentially proceding as in the derivation of the
Dyson equation, in the opposite direction) except that the interaction V (1.3) is replaced by
V +T1−ν+T+−ν−T−; we will evaluate it via a multiscale integration procedure similar to the one
for G4+, and in the expansion additional running coupling constants will appear; the expansion is
convergent again if such new running couplings will remain small uniformly in the infrared cutoff.
4.2 The properties of Dω(p)
−1Cω(k,k− p).
We shall use some properties of the operator Dω(p)
−1Cω(k,k− p), which were proved in [BM2].
Let us consider first the effect of contracting both ψˆ fields of δρp,+ on the same or two different
scales; in the second case, we also suppose that the regularization procedure (to be defined later,
in agreement with this hypothesis) does not act on the propagator of higher scale. Hence, we have
to study the quantity
∆(i,j)ω (k
+,k−) =
Cω(k
+,k−)
Dω(p)
g˜(i)ω (k
+)g˜(j)ω (k
−) , (4.12)
where p = k+ − k−. The crucial observation is that
∆(i,j)ω (k
+,k−) = 0 , if h < i, j < 0 , (4.13)
since χh,0(k
±) = 1, if h < i, j < 0. Let us then consider the cases in which ∆
(i,j)
ω (k+,k−) is not
identically equal to 0. Since ∆
(i,j)
ω (k+,k−) = ∆
(j,i)
ω (k−,k+), we can restrict the analysis to the
case i ≥ j. We define
u0(k) =
{
0 if |k| ≤ 1
1− f0(k) if 1 ≤ |k| , uh(k) =
{
0 if |k| ≥ γh
1− fh(k) if |k| ≤ γh . (4.14)
Then we get, by using (2.19), the fact that Z−1 = Z0 = 1 and f˜j = fj for j = 0, h,
∆(0,0)ω (k
+,k−) =
1
Dω(p)
[
f0(k
+)
Dω(k+)
u0(k
−)− f0(k
−)
Dω(k−)
u0(k
+)
]
, (4.15)
∆(h,h)ω (k
+,k−) =
1
Dω(p)
1
Z˜h−1(k+)Z˜h−1(k−)
[
fh(k
+)uh(k
−)
Dω(k+)
− uh(k
+)fh(k
−)
Dω(k−)
]
, (4.16)
∆(0,h)ω (k
+,k−) =
1
Dω(p)
1
Z˜h−1(k−)
[
f0(k
+)uh(k
−)
Dω(k+)
− fh(k
−)u0(k
+)
Dω(k−)
]
, (4.17)
∆(0,j)ω (k
+,k−) = − 1
Zj−1
f˜j(k
−)u0(k
+)
Dω(p)Dω(k−)
, h < j < 0 , (4.18)
∆(i,h)ω (k
+,k−) =
1
Zh−1(k−)Zi−1
f˜i(k
+)uh(k
−)
Dω(p)Dω(k+)
, j = h < i ≤ −1 . (4.19)
As an easy consequence of the above equations, as shown in §4.2 of [BM2], one can write, for
0 ≥ j > h,
∆(0,j)ω (k
+,k−) =
p
Dω(p)
S(j)ω (k
+,k−) , (4.20)
where S
(j)
ω,i(k
+,k−) are smooth functions such that
|∂m+
k+
∂
mj
k−
S
(j)
ω,i(k
+,k−)| ≤ Cm0+mj
γ−j(1+mj)
Zj−1
. (4.21)
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Finally, it is easy to see that, if 0 > i ≥ h,
|∆(i,h)ω (k+,k−)| ≤ Cγ−(i−h)
γ−h−i
Zi−1
. (4.22)
Note that, in the r.h.s. of (4.22), there is apparently a Z−1h−1 factor missing, but the bound can
not be improved; this is a consequence of the fact that Z˜h−1(k) = 0 for |k| ≤ γh−1, see eq.
(63) of [BM2], and the support properties of uh(k). In any case, this is not a problem, since the
dimensional dependence of ∆(i,h) on the field renormalization constants is exactly Z−1. Note also
the presence in the bound of the extra factor γ−(i−h), with respect to the dimensional bound; it
will allow us to avoid renormalization of the marginal terms containing ∆(i,h).
4.3 The multiscale expansion of G˜4+(k¯1, k¯2, k¯3, k¯4): the first integration step.
The calculation of G˜4+ is done via a multiscale expansion; we shall concentrate on the differences
with respect to that described in §2, due to the presence in the potential of the terms T1(ψ) and
T±(ψ). Moreover we shall suppose that the momenta ki are put equal to k¯i, defined as in (3.28).
Let us consider the first step of the iterative integration procedure, the integration of the field
ψ(0); we shall describe only the terms linear in the external J field, the only ones contributing
to G˜4+ which were not already discussed. We call V¯(−1)(ψ[h,−1]) the contribution to the effective
potential of such terms and we write
V¯(−1)(ψ[h,−1]) = V¯(−1)a,1 (ψ[h,−1]) + V¯(−1)a,2 (ψ[h,−1]) + V¯(−1)b,1 (ψ[h,−1]) + V¯(−1)b,2 (ψ[h,−1]) , (4.23)
where V¯(−1)a,1 + V¯(−1)a,2 is the sum of the terms in which the field ψˆ+k¯4−p,− appearing in the definition
of T1(ψ) or T±(ψ) is contracted, V¯(−1)a,1 and V¯(−1)a,2 denoting the sum over the terms of this type
containing a T1 or a T± vertex, respectively; V¯(−1)b,1 + V¯(−1)b,2 is the sum of the other terms, that is
those where the field ψˆ+
k¯4−p,−
is an external field, the index i = 1, 2 having the same meaning as
before.
Note that the condition (3.28) on the external momenta ki forbids the presence of vertices of type
ϕ, if h < 0, as we shall suppose. Hence, all graphs contributing to V¯(−1) have, besides the external
field of type J , an odd number of external fields of type ψ.
Let us consider first V¯(−1)a,1 ; we shall still distinguish different group of terms, those where both
fields ψˆ+k,+ and ψˆ
−
k−p,+ are contracted, those where only one among them is contracted and those
where no one is contracted.
If no one of the fields ψˆ+k,+ and ψˆ
−
k−p,+ is contracted, we can only have terms with at least
four external lines; for the properties of ∆ij , at least one of the fields ψˆ+k,+ and ψˆ
−
k+p,+ must be
contracted at scale h. If one of these terms has four external lines, hence it is marginal, it has the
following form∫
dpχ˜M (p)ψˆ
+
−,k¯4−p
G
(0)
2 (k¯4 − p)gˆ(0)− (k¯4 − p)gˆ−(k¯4)Jˆk¯4
∫
dk
C(k,p)
D+(p)
ψˆ+k,+ψˆ
−
k+p,+ , (4.24)
where G
(0)
2 (k) is a suitable function which can be expressed as a sum of graphs with an odd number
of propagators, hence it vanishes at k = 0. This implies that G
(0)
2 (0) = 0, so that we can regularize
it without introducing any running coupling.
G
(0)
2
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Fig. 13: Graphical representation of (4.24)
If both ψˆ+k,+ and ψˆ
−
k−p,+ in T1(ψ) are contracted, we get terms of the form
W˜
(−1)
n+1 (k¯4,k1, ..,kn)gˆ−(k¯4)Jˆk¯4
n∏
i=1
ψˆεiki , (4.25)
where n is an odd integer. We want to define an R operation for such terms. There is apparently
a problem, as the R operation involves derivatives and in W˜ (−1) appears the function ∆(0,0) of
the form (4.20) and the cutoff function χ˜M (p), with support on momenta of size γ
h. Hence
one can worry about the derivatives of the factor χ˜M (p)pD+(p)
−1. However, as the line of
momentum k¯4 − p is necessarily at scale 0 (we are considering terms in which it is contracted),
then |p| ≥ γ−1 − γh ≥ γ−1/2 (for |h| large enough), so that we can freely multiply by a smooth
cutoff function χ¯(p) restricting p to the allowed region; this allows us to pass to coordinate space
and shows that the R operation can be defined in the usual way. We define
LW˜ (−1)4 (k¯4,k1,k2,k3) = W˜ (−1)4 (0, .., 0) , (4.26)
LW˜ (−1)2 (k¯4) = W˜ (−1)2 (0) + k¯4∂kW˜ (−1)2 (0) . (4.27)
Note that by parity the first term in (4.27) is vanishing; this means that there are only marginal
terms. Note also that the local term proportional to Jˆk¯4ψˆ
+
k¯4,−
is such that the field ψˆ+
k¯4,−
can be
contracted only at the last scale h; hence it has any influence on the integrations of all the scales
> h.
W˜
(−1)
4 W˜
(−1)
2
Fig. 14: Graphical representation of W˜
(−1)
4 and W˜
(−1)
2
If only one among the fields ψˆ+k,+ and ψˆ
−
k−p,+ in T1(ψ) is contracted, we note first that we cannot
have terms with two external lines (including Jˆk4); in fact in such a case there is an external line
with momentum k¯4 with ω = − and the other has ω = +; this is however forbidden by global
gauge invariance. Moreover, for the same reasons as before, we do not have to worry about the
derivatives of the factor χ˜M (p)pD+(p)
−1, related with the regularization procedure of the terms
with four external lines, which have the form∫
dk+ψˆ+k1,+ψˆ
−
k−,+ψˆ
+
k−+k¯4−k1,−
gˆ−(k¯4)Jˆk¯4χ˜M (k
+ − k−)gˆ(0)− (k¯4 − k+ + k−) ·
· G(0)4 (k+, k¯4,k1)
{
[Ch,0(k
−)− 1]D+(k−)gˆ(0)+ (k+)
D+(k+ − k−) −
u0(k
+)
D+(k+ − k−)
}
,
(4.28)
or the similar one with the roles of k+ and k− exchanged.
G
(0)
4
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Fig. 15: Graphical representation of a single addend in (4.28)
The two terms in (4.28) must be treated differently, as concerns the regularization procedure.
The first term is such that one of the external lines is associated with the operator [Ch,0(k
−) −
1]D+(k
−)D+(p)
−1. We define R = 1 for such terms; in fact, when such external line is contracted
(and this can happen only at scale h), the factor D+(k
−)D+(p)
−1 produces an extra factor γh in
the bound, with respect to the dimensional one. This claim simply follows by the observation that
|D+(p)| ≥ 1− γ−1 as p = k+ − k− and k+ is at scale 0, while k−, as we said, is at scale h. This
factor has the effect that all the marginal terms in the tree path connecting v0 with the end-point
to which is associated the T1 vertex acquires negative dimension.
The second term in (4.28) can be regularized as above, by subtracting the value of the kernel
computed at zero external momenta, i.e. for k− = k¯4 = k1 = 0. Note that such local part is given
by ∫
dk+χ˜M (k
+)gˆ
(0)
− (k
+)G
(0)
2 (k
+, 0, 0)
u0(k
+)
D+(k+)
, (4.29)
and there is no singularity associated with the factor D+(k
+)−1, thanks to the support on scale 0
of the propagator gˆ
(0)
− (k
+).
A similar (but simpler) analysis holds for the terms contributing to V¯(−1)a,2 , which contain a vertex
of type T+ or T− and are of order λν±. Now, the only thing to analyze carefully is the possible
singularities associated with the factors χ˜M (p) and pD+(p)
−1. However, since in these terms the
field ψˆ+
k¯4−p,−
is contracted, |p| ≥ γ−1/2, for |h| large enough, a property already used before;
hence the regularization procedure can not produce bad dimensional bounds.
We will define z˜−1 and λ˜−1, so that
L[V¯(−1)a,1 + V¯(−1)a,2 ](ψ[h,−1]) =
[
λ˜−1F¯
[h,−1]
λ (ψ
[h,−1]) + z˜−1ψˆ
[h,−1]+
k¯4,−
D−(k¯4)
]
gˆ−(k¯4)Jˆk¯4 , (4.30)
where we used the definition
F¯
[h,j]
λ (ψ
[h,j]) =
1
(Lβ)4
∑
k1,k2,k3:C
−1
h,j
(ki)>0
ψˆ
[h,j]+
k1,+
ψˆ
[h,j]−
k2,+
ψˆ
[h,j]+
k3,−
δ(k1 − k2 + k3 − k¯4) . (4.31)
Note that there is no first order contribution to λ˜−1, as follows from a simple calculation, so that
λ˜−1 is of order λ
2 or lower. We expect indeed that it satisfies a non zero lower bound of order λ2,
but this will not play any role in the following.
Let us consider now the terms contributing to V¯(−1)b,1 , that is those where ψˆ+k¯4−p is not contracted
and there is a vertex of type T1.
Besides the term of order 0 in λ and ν±, equal to T1(ψ
[h,−1]), there are the terms containing at least
one vertex λ; among these terms, the only marginal ones (those requiring a regularization) have
four external lines (including Jˆk4), since the oddness of the propagator does not allow tadpoles.
These terms are of the form∑
ω˜
∫
dpχ˜M (p)ψˆ
+
k+,ω˜
∫
dk+ψˆ+
k+−p,ω˜ψˆ
+
k¯4−p,−
gˆ−(k¯4)Jˆk¯4 ·[
F
(−1)
2,+,ω˜(k
+,k+ − p) + F (−1)1,+ (k+,k+ − p)δ+,ω˜
]
,
(4.32)
where F
(−1)
2,+,ω˜ and F
(−1)
1,+ are defined as in eq. (132) of [BM2]; they represent the terms in which
both or only one of the fields in δρp,+, respectively, are contracted. Both contributions to the r.h.s.
of (4.32) are dimensionally marginal; however, the regularization of F
(−1)
1,+ is trivial, as it is of the
form
F
(−1)
1,+ (k
+,k−) = [
[Ch,0(k
−)− 1]D+(k−)gˆ(0)+ (k+)− u0(k+)
D+(k+ − k−) G
(2)(k+) (4.33)
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or the similar one, obtained exchanging k+ with k−.
+
F
(−1)
2,+,ω˜ F
(−1)
1,+
Fig. 16: Graphical representation of (4.33)
By the oddness of the propagator in the momentum, G(2)(0) = 0, hence we can regularize such
term without introducing any local term, by simply rewriting it as
F
(−1)
1,+ (k
+,k−) = [
[Ch,0(k
−)− 1]D+(k−)gˆ(0)+ (k+)− u0(k+)
D+(k+ − k−) [G
(2)(k+)−G(2)(0)] . (4.34)
As shown in [BM2], by using the symmetry property
gˆ(j)ω (k) = −iωgˆ(j)ω (k∗) , k = (k, k0), k∗ = (−k0, k) , (4.35)
F
(−1)
2,+,ω˜ can be written as
F−12,+,ω˜(k
+,k−) =
1
D+(p)
[
p0A0,+,ω˜(k
+,k−) + p1A1,+,ω˜(k
+,k−)
]
, (4.36)
where Ai,+,ω˜(k
+,k−) are functions such that, if we define
LF−12,+,ω˜ =
1
D+(p)
[p0A0,+,ω˜(0, 0) + p1A1,+,ω˜(0, 0)] , (4.37)
then
LF−12,+,+ = Z3,+−1 , LF−12,+,− =
D−(p)
D+(p)
Z3,−−1 , (4.38)
where Z3,+−1 and Z
3,−
−1 are suitable real constants. Hence the local part of the marginal term (4.32)
is, by definition, equal to
Z3,+−1 T+(ψ
[h,−1]) + Z3,−−1 T−(ψ
[h,−1]) . (4.39)
Let us finally consider the terms contributing to V¯(−1)b,2 , that is those where ψˆ+k¯4−p is not contracted
and there is a vertex of type T+ or T−. If even this vertex is not contracted, we get a contribution
similar to (4.39), with ν± in place of Z
3,±
−1 . Among the terms with at least one vertex λ, there is,
as before, no term with two external lines; hence the only marginal terms have four external lines
and can be written in the form∫
dpχ˜M (p)Jˆk4 gˆ−(k4)
∫
dk+
∑
ω˜
ψˆ+
k+,ω˜ψˆ
−
k+−p,ω˜ ·
·
[
ν+G
(0)
+,ω˜(k
+,k+ − p) + ν−D−(p)
D+(p)
G
(0)
−,ω˜(k
+,k+ − p)
]
.
(4.40)
By using the symmetry property (4.35) of the propagators, it is easy to show that G
(0)
ω,−ω(0, 0) = 0.
Hence, if we regularize (4.40) by subtracting G
(0)
ω,ω˜(0, 0) to G
(0)
ω,ω˜(k
+,k+ − p), we still get a local
term of the form (4.39).
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By collecting all the local term, we can write
L[V¯(−1)b,1 + V¯(−1)b,2 ](ψ[h,−1]) = ν−1,+T+(ψ[h,−1]) + ν−1,−T−(ψ[h,−1]) , (4.41)
where ν−1,ω = νω + Z
3,ω
−1 +G
(0)
ω,ω(0, 0). Hence
V¯(−1)(ψ[h,−1]) = T1(ψ[h,−1]) + ν−1,+T+(ψ[h,−1]) + ν−1,−T−(ψ[h,−1])+
+
[
λ˜−1F¯
[h,−1]
λ (ψ
[h,−1]) + z˜−1ψˆ
[h,−1]+
k¯4,−
D−(k¯4)
]
gˆ−(k¯4)Jˆk¯4 + V¯(−1)R (ψ[h,−1]) ,
(4.42)
where V¯(−1)R (ψ[h,−1]) is the sum of all irrelevant terms linear in the external field J .
4.4 The multiscale expansion of G˜4+(k¯1, k¯2, k¯3, k¯4): the higher scales integration.
The integration of the field ψ(−1) is done in a similar way; we shall call V¯(−2)(ψ[h,−2]) the sum
over all terms linear in J . As before, the condition (3.28) on the external momenta ki forbids the
presence of vertices of type ϕ, if h < −1, as we shall suppose.
The main difference is that there is no contribution obtained by contracting both field variables
belonging to δρ in T1(ψ) at scale −1, because of (4.13). It is instead possible to get marginal terms
with four external lines (two is impossible), such that one of these fields is contracted at scale −1.
However, in this case, the second field variable will be necessarily contracted at scale h, so that we
can put R = 1 for such terms; in fact, the extra factor γ−(−1−h) coming from the bound (4.22)
after the integration of the last scale field, has the effect of automatically regularize them, and
even the terms containing them as subgraphs.
The terms with a T1 vertex, such that the field variables belonging to δρ are not contracted, can
be treated as in §4.3, hence do not need a regularization.
It follows that, if the irrelevant part V¯(−1)R were absent in the r.h.s. of (4.42), then the regulariza-
tion procedure would not produce any local term proportional to F¯
[h,−1]
λ (ψ
[h,−2]), starting from a
graph containing a T1 vertex.
It is easy to see that all other terms containing a vertex of type T1 or T± can be treated as in
§4.3. Moreover, the support properties of gˆ−(k¯4) immediately implies that it is not possible to
produce a graph contributing to V¯(−2), containing the z˜−1 vertex. Hence, in order to complete
the analysis of V¯(−2), we still have to consider the marginal terms containing the λ˜−1 vertex, for
which we simply apply the localization procedure defined in (4.26), (4.27). We shall define two
new constants λ˜−2 and z˜−2, so that λ˜−2(Z−2)
2 is the coefficient of the local term proportional to
F¯
[h,−1]
λ (ψ
[h,−2]), while z˜−2Z−2ψˆ
[h,−2]+
k¯4,−
D−(k¯4)gˆ−(k¯4)Jˆk¯4 denotes the sum of all local terms with
two external lines produced in the second integration step.
The above procedure can be iterated up to scale h + 1, without any important difference. In
particular, for all marginal terms (necessarily with four external lines) such that one of the field
variables belonging to δρ in T1(ψ) is contracted at scale i ≥ j, we put R = 1. We can do that,
because, in this case, the second field variable belonging to δρ has to be contracted at scale h, so
that the extra factor γ−(i−h) of (4.22) has the effect of automatically regularize their contribution
to the tree expansion of G˜4+(k¯1, k¯2, k¯3, k¯4), to be described later.
Note that, as in the case j = −1, there is no problem connected with the presence of the factors
χ˜(p) and D−(p)D+(p)
−1. In fact, if the field ψˆ+
k¯4−p,−
appearing in the definition of T1(ψ) or
T±(ψ) is contracted on scale j, each momentum derivative related with the regularization procedure
produces the right γ−j dimensional factor, since p is of order γj and the derivatives of χ˜(p) are
different from 0 only for momenta of order γh. If, on the contrary, the field ψˆ+
k¯4−p,−
is not
contracted, then the renormalization procedure is tuned so that χ˜(p) and D−(p)D+(p)
−1 are not
affected by the regularization procedure.
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At step −j, we get an expression of the form
V¯(j)(ψ[h,j]) = T1(ψ[h,j]) + νj,+T+(ψ[h,j]) + νj,−T−(ψ[h,j])+
+

λ˜jZ2j F¯ [h,j]λ (ψ[h,j]) +
−1∑
i=j
z˜iZiψˆ
[h,j]+
k¯4,−
D−(k¯4)

 gˆ−(k¯4)Jˆk¯4 + V¯jR(ψ[h,−1]) , (4.43)
where V¯jR(ψ[h,−1]) is thought as a convergent tree expansion (under the hypothesis that λ¯h is small
enough), to be described in §4.5. Since Z−1 = 1, this expression is in agreement with (4.42).
The expansion of G˜4+(k¯1, k¯2, k¯3, k¯4) is obtained by building all possible graphs with four external
lines, which contain one term taken from the expansion of V¯(h)(ψ(h)) and an arbitrary number of
terms taken from the effective potential V(h)(ψ(h)). One of the external lines is associated with the
free propagator g−(k¯4), the other three are associated with propagators of scale h and momenta
k¯i, i = 1, 2, 3.
Remark. With respect to the expansion forG4+, there are three additional quartic running coupling
constants, νj,+, νj,− and λ˜j . Note that they are all O(λ), despite of the fact that the interaction T1
has a coupling O(1); this is a crucial property, which follows from the properties in §4.2, implying
that either T1 is contracted at scale 0, or it gives no contribution to the running coupling constants.
At a first sight, it seems that now we have a problem more difficult than the initial one; we started
from the expansion for G4+, which is convergent if the running coupling λj is small, and we have
reduced the problem to that of controlling the flow of four running coupling constants, ν+,j , νj,−,
λj , λ˜j . However, we will see that, under the hypothesis λ¯h ≤ ε1, also the flow of νj,+, νj,−, λ˜j is
bounded; one uses the counterterms ν+, ν− (this is the reason why we introduced them in §3) to
impose that ν+,j , νj,− are decreasing and vanishing at j = h, and then that the beta functions for
λ˜j and λj are identical up to exponentially decaying O(γ
τj) terms.
4.5 The tree structure of the expansion.
In order to describe the tree expansion of V¯(j)(ψ[h,j]), j ∈ [h+ 1,−1], and G˜4+(k¯1, k¯2, k¯3, k¯4), we
have to modify the tree definition given in §2, after Fig. 11, in the following way.
1) Instead of two, there are six types of special endpoints. There are still the endpoints of type ϕ,
defined exactly as before, but there is no endpoint of type J . In addition, we have special endpoints
of type T1, T+, T−, λ˜ and z˜, associated in an obvious way with the five local terms of (4.43).
2) There are only trees with one and only one special endpoint of type different from ϕ.
3) The scale index is ≤ +1 for the endpoints of type T1, T+ or T− , while it is ≤ 0 for the endpoints
of type λ˜ or z˜. Moreover, the scale index of an endpoint v of type T1, T+, T− or λ˜ is equal to
hv′ + 1, if v
′ is the non trivial vertex immediately preceding v.
4) If the tree has more than one endpoint and one of them is of type z˜, the vertex v0 of the tree
must have scale h and its scale index is equal to any value between h+ 1 and 0.
5) Given a tree with one endpoint v1 of type T1 and scale index hv1 = +1, the R operation in the
non trivial vertices of the path C connecting v1 to v0 depends on the set P1 of external lines in the
vertex v′1 (of scale 0) immediately preceding v1.
If P1 contains no one of the two external lines of v1 belonging to the δρ part of the corresponding
T1(ψ) term, then R is defined in agreement with the localization procedure bringing to (4.38) for
all vertices v ∈ C, such that v > v2, v2 being the higher vertex, possibly coinciding with v′1, whose
set of external lines does not contain the field ψˆ+
k¯4−p
of T1(ψ). For the remaining vertices of C, R
is defined in the usual way.
If P1 contains both the two external lines of v1 belonging to δρ (hence the line of momentum
k¯4 − p can not belong to P1), we define R in agreement with the remark following (4.24), up to
the higher vertex v2 < v1, where at least one of the lines of δρ does not belong to P1 anymore. For
v ≤ v2, R is defined in the usual way.
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If P1 contains only one of the two external lines of v1 belonging to δρ and one defines v2 as before,
R is defined along C in agreement with the obvious generalization of (4.34), for v > v2. In v2 one
has to introduce a new label to distinguish two cases, related with the two different terms in the
braces of the r.h.s. of (4.28). In the first case, R = 1 for all v ≤ v2, in the second case R is defined
in the usual way.
If hv1 ≤ 0 and we define P1 and v2 as before, the set P1, as well as the set Pv for all v < v1, must
contain at least one of the two external lines of v1 belonging to δρ. Moreover, if P1 contains one
of these lines, then R = 1 for all v ≤ v2.
6) A similar, but simpler, discussion can be done for the trees containing an endpoint of type T±.
We do not give the details, but only stress that there is now no vertex v with |Pv| = 2 or |Pv| = 4,
for which R = 1.
4.6 The flow of νj,±.
The definitions of the previous sections imply that there is no contribution to νj,±, coming from
trees with a special endpoint of type λ˜ or z˜. Moreover, because of the symmetry (4.35) of the
propagators (see remark after (4.40)), νj,+ gets no contribution from trees with a special endpoint
of type νj,−, and viceversa. Finally, and very important, if a tree contributing to νj,± has an
endpoint of type T1, this endpoint must have scale index +1.
The following Lemma has an important role in the following.
Lemma 4.1 If λ¯h is small enough ( uniformly in h), it is possible to choose ν+ and ν− so that
νh,ω = 0 and
|νj,ω| ≤ c0λ¯hγθj , h+ 1 ≤ j ≤ 0 , (4.44)
where 0 < θ < 1/4, c0 is a suitable constant, independent of h, and ν0,ω = νω.
Proof - The previous remarks imply that there exists ε¯1 ≤ ε¯0, such that, if λ¯h ≤ ε¯1, we can
write
νj−1,ω = νj,ω + β
(j)
ν,ω(λj , νj,ω; . . . ;λ0, ν0,ω) , h+ 1 ≤ j ≤ 0 , (4.45)
with λ0 = λ, ν0,ω = νω and
β(j)ν,ω(λj , νj,ω; . . . ;λ0, ν0,ω) = β
(j,1)
ν,ω (λj ; . . . ;λ0) +
0∑
j′=j
νj′,ωβ˜
(j,j′)
ν,ω (λj ; . . . ;λ0) . (4.46)
Moreover given a positive θ < 1/4, there are constants c1 and c2 such that
|β(j,1)ν,ω (λj ; . . . ;λ0)| ≤ c1λ¯hγ2θj , |β˜(j,j
′)
ν,ω (λj ; . . . ;λ0)| ≤ c2λ¯2hγ2θ(j−j
′) . (4.47)
This follows from the fact that β
(j,1)
ν,ω and β˜
(j,j′)
ν,ω are given by a sum of trees verifying the bound
(2.32) with dv > 0, with at least an end-point respectively at scale 0 and at scale j
′, hence one can
improve the bound respectively by a factor γ2θj and γ2θ(j−j
′). In the following we shall call this
property the short memory property. Note that the bound of β˜
(j,j′)
ν,ω is of order λ¯2h, instead of λ¯h,
because of the symmetry (4.35), but a bound of order λ¯h would be sufficient.
By a simple iteration, (4.45) can also be written in the form
νj−1,ω = ν0,ω +
0∑
j′=j
β(j
′)
ν,ω (λj′ , νj′,ω; . . . ;λ0, ν0,ω) . (4.48)
We want to show that it is possible to choose ν0,ω, so that ν0,ω is of order λ¯h and νh,ω = 0. Since
this last condition, by (4.48), is equivalent to
ν0,ω = −
0∑
j=h+1
β(j)ν,ω(λj , νj,ω; . . . ;λ0, ν0,ω) , (4.49)
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we see, by inserting (4.49) in the r.h.s. of (4.48), that we have to show that there is a sequence
ν = {νj, h+ 1 ≤ j ≤ 0}, such that ν0,ω is of order λ¯h and
νj = −
j∑
j′=h+1
β(j
′)
ν,ω (λj′ , νj′ , .., λ0, ν0) . (4.50)
In order to prove that, we introduce the space Mθ of the sequences ν = {νj, h + 1 ≤ j ≤ 0}
such that |νj | ≤ cλ¯hγθj, for some c; we shall think Mθ as a Banach space with norm ||ν||θ =
suph+1≤j≤0 |νj |γ−θjλ¯−1h . We then look for a fixed point of the operator T : Mθ →Mθ defined as:
(Tν)j = −
j∑
j′=h+1
β(j
′)
ν,ω (λj′ , νj′ , .., λ0, ν0) . (4.51)
Note that, if λ¯h is sufficiently small, then T leaves invariant the ball Bθ of radius c0 = 2c1∑∞
n=0 γ
−n of Mθ, c1 being the constant in (4.47). In fact, by (4.46) and (4.47), if ||ν||θ ≤ c0, then
|(Tν)j | ≤
j∑
j′=h+1
c1λ¯hγ
2θj′ +
j∑
j′=h+1
0∑
i=j′
c0λ¯hγ
θic2λ¯
2
hγ
2θ(j′−i) ≤ c0λ¯hγθj , (4.52)
if 2c2λ¯
2
h(
∑∞
n=0 γ
−n)2 ≤ 1.
T is a also a contraction on Bθ, if λ¯h is sufficiently small; in fact, if ν, ν
′ ∈Mθ,
|(Tν)j − (Tν ′)j | ≤
j∑
j′=h+1
|β(j′)ν,ω (λj′ , νj′ , .., λ0, ν0)− β(j
′)
ν,ω (λj′ , ν
′
j′ , .., λ0, ν
′
0)|
≤
j∑
j′=h+1
0∑
i=j′
||ν − ν′||θλ¯hγθic2λ¯2hγ2θ(j
′−i) ≤ 1
2
||ν − ν′||θλ¯hγθj ,
(4.53)
if c2λ¯
2
h(
∑∞
n=0 γ
−n)2 ≤ 1/2. Hence, by the contraction principle, there is a unique fixed point ν∗
of T on Bθ.
4.7 The constants λ˜j and z˜j.
We shall now analyze the constants λ˜j and z˜j , h ≤ j ≤ −1, appearing in the expansion of
G˜4+(k¯1, k¯2, k¯3, k¯4). We shall do that by comparing their values with the values of λj and zj . We
start noting that the beta function equation for λj can be written as
λj−1 =
(
Zj
Zj−1
)2
λj + βj + β
(1)
j , (4.54)
where βj is the sum over the local parts of the trees with at least two endpoints and no endpoint
of scale index +1, while β
(1)
j is the similar sum over the trees with at least one endpoint of scale
index +1.
On the other hand we can write
λ˜j−1 =
(
Zj
Zj−1
)2
λ˜j + β˜j + β˜
(1)
j + β˜
(T )
j + β˜
(ν)
j , (4.55)
where
1) β˜j is the sum over the local parts of the trees with at least two endpoints, no endpoint of scale
index +1 and one special endpoint of type λ˜.
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2) β˜
(1)
j + β˜
(T )
j is the sum over the trees with at least one endpoint of scale index +1; in this case,
the special endpoint can be of type λ˜ or T1 and, if it is of type T1, its scale index must be equal
to +1. β˜
(1)
j and β˜
(T )
j are, respectively, the sum over the trees with the endpoint of type λ˜ or T1.
3) β˜
(ν)
j is the sum over the trees with at least two endpoints, whose special endpoint is of type
T±.
A crucial role in this paper has the following Lemma.
Lemma 4.2 Let α = λ˜h/λh; then if λ¯h is small enough, there exists a constant c, independent of
λ, such that |α| ≤ c and
|λ˜j − αλj | ≤ cλ¯hγθj , h+ 1 ≤ j ≤ −1 . (4.56)
Proof - The main point is the remark that there is a one to one correspondence between the
trees contributing to βj and the trees contributing to β˜j . In fact the trees contributing to β˜j have
only endpoints of type λ, besides the special endpoint v∗, and the external field with ω = − and
σ = − has to belong to Pv∗ . It follows that we can associate uniquely with any tree contributing to
β˜j a tree contributing to βj , by simply substituting the special endpoint with a normal endpoint,
without changing any label. This correspondence is surjective, since we have imposed the condition
that the trees contributing to β˜j and βj do not have endpoints of scale index +1. Hence, we can
write [(
Zj
Zj−1
)2
− 1
]
(λ˜j − αλj) + β˜j − αβj =
−1∑
i=j
βj,i(λ˜i − αλi) , (4.57)
where, thanks to the “short memory property” and the fact that Zj/Zj−1 = 1 + O(λ¯
2
j ), the
constants βj,i satisfy the bound |βj,i| ≤ Cλ¯jγ2θ(j−i), with θ defined as in Lemma 4.1.
Among the four last terms in the r.h.s. of (4.55), the only one depending on the λ˜j is β˜
(1)
j , which
can be written in the form
β˜
(1)
j =
−1∑
i=j
β′j,iλ˜i , (4.58)
the β′j,i being constants which satisfy the bound |β′j,i| ≤ Cλ¯jγ2θj, since they are related to trees
with an endpoint of scale index +1. For the same reasons, we have the bounds |β˜(T )j | ≤ Cλ¯jγ2θj,
|β(1)j | ≤ Cλ¯2jγ2θj. Finally, by using also Lemma 4.1, we see that |β˜(ν)j | ≤ Cλ¯j λ¯hγ2θj.
We now choose α so that
λ˜h − αλh = 0 , (4.59)
and we put
xj = λ˜j − αλj , h+ 1 ≤ j ≤ −1 . (4.60)
We can write
xj−1 = x−1 +
−1∑
j′=j

 −1∑
i=j′
βj′,ixi +
−1∑
i=j′
β′j′,i(xi + αλi) + β˜
(T )
j′ + β˜
(ν)
j′ − αβ(1)j

 . (4.61)
On the other hand, the condition (4.59) implies that
x−1 = −
−1∑
j′=h+1

 −1∑
i=j′
βj′,ixi +
−1∑
i=j′
β′j′,i(xi + αλi) + β˜
(T )
j′ + β˜
(ν)
j′ − αβ(1)j

 , (4.62)
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so that, if h+ 1 ≤ j ≤ −1, the xj satisfy the equation
xj = −
j∑
j′=h+1

 −1∑
i=j′
βj′,ixi +
−1∑
i=j′
β′j′,i(xi + αλi) + β˜
(T )
j′ + β˜
(ν)
j′ − αβ(1)j

 . (4.63)
We want to show that equation (4.63) has a unique solution satisfying the bound
|xj | ≤ c0(1 + |α|λ¯h)λ¯hγθj , (4.64)
for a suitable constant c0, independent of h, if λ¯h is small enough. Hence we introduce the Banach
space Mθ of sequences x = {xj , h+1 ≤ j ≤ −1} with norm ||x||θdef= supj |xj |γ−θjλ¯−1h and look for
a fixed point of the operator T : Mθ → Mθ defined by the r.h.s. of (4.63). By using the bounds
on the various constants appearing in the definition of T, we can easily prove that there are two
constants c1 and c2, such that
|(Tx)j | ≤ c1λ¯h(1 + |α|λ¯h)γθj + c2λ¯h
j∑
j′=h+1
−1∑
i=j′
γ2θ(j
′−i)|xi| . (4.65)
Hence, if we take c0 =Mc1, M ≥ 2, the ball BM of radius c0(1 + |α|λ¯h) in Mθ is invariant under
the action of T, if c2λ¯h(
∑∞
n=0 γ
−n)2 ≤ 1/2, since 1/2 ≤ (M − 1)/M . On the other hand, under
the same condition, T is a contraction in all Mθ; in fact, if x, x
′ ∈Mθ, then
|(Tx)j − (Tx′)j | ≤ c2λ¯2h||x− x′||
j∑
j′=h+1
−1∑
i=j′
γ2θ(j
′−i)γθi ≤ 1
2
||x− x′||λ¯hγθj , (4.66)
if c2λ¯h(
∑∞
n=0 γ
−n)2 ≤ 1/2. It follows, by the contraction principle, that there is a unique fixed
point in the ball BM , for any M ≥ 2, hence a unique fixed point in Mθ, satisfying the condition
(4.64) with c0 = 2c1.
To complete the proof, we have to show that α can be bounded uniformly in h. In order to do
that, we insert in the l.h.s. of (4.62) the definition of x−1 and we bound the r.h.s. by using (4.64)
and (4.65); we get
|λ˜−1 − αλ−1| ≤ c3λ¯h + c4|α|λ¯2h , (4.67)
for some constants c3 and c4. Since |λ−1| ≥ c5|λ|, λ˜−1 ≤ c6|λ| and λ¯h ≤ 2|λ| by the inductive
hypothesis, we have
|αλ−1| ≤ |λ˜−1|+ c3λ¯h + c4|α|λ¯2h ⇒ |α| ≤ (c6 + 2c3 + 2c4|α|λ¯h)/c5 , (4.68)
so that, |α| ≤ 2(c6 + 2c3)/c5, if 4c4λ¯h ≤ c5.
Remark. The above Lemma is based on the fact that λj and λ˜j have the same Beta function, up
to O(γθj) terms (note that this is true thanks to our choice of the counterterms ν±, which implies
that νj,± are O(γ
θj)). Hence if λj is small, the same is true for λ˜j .
We want now to discuss the properties of the constants z˜j, h ≤ j ≤ −1, by comparing them with
the constants zj, which are involved in the renormalization of the free measure, see (2.23). There
is a tree expansion for the zj, which can be written as
zj = βj + β
(1)
j , (4.69)
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where βj is the sum over the trees without endpoints of scale index +1, while β
(1)
j is the sum of
the others, satisfying the bound |β(1)j | ≤ Cλ¯2hγθj. The tree expansion of the z˜j can be written as
z˜j = β˜j + β˜
(ν)
j + β˜
(1)
j , (4.70)
where β˜j is the sum over the trees without endpoints of scale index +1, such that the special
endpoint is of type λ˜, β˜
(ν)
j is the sum over the trees whose special endpoint is of type T±, and β˜
(1)
j
is the sum over the trees with at least an endpoint of scale index +1 (in this case, if the special
endpoint is of type T1, its scale index must be +1, see discussion in §4.4).
Since there is no tree contributing to β˜
(1)
j without at least one λ or λ˜ endpoint and since all trees
contributing to it satisfy the “short memory property”, by using Lemma 4.2 (which implies that
|λ˜j | ≤ Cλ¯h), we get the bound |β˜(1)j | ≤ Cλ¯hγθj. In a similar manner, by using Lemma 4.1, we see
that |β˜(ν)j | ≤ Cλ¯2hγθj.
Let us now consider βj and β˜j . By an argument similar to that used in the proof of Lemma 4.2,
we can write
β˜j − αβj =
−1∑
i=j+1
βj,i(λ˜i − αλi) , (4.71)
where α is defined as in Lemma 4.2 and |βj,i| ≤ Cλ¯hγ2θj. Hence, Lemma 4.2 implies that
|z˜j − αzj | ≤ Cλ¯hγθj . (4.72)
4.8 The bound of G˜4+(k¯1, k¯2, k¯3, k¯4).
There are various classes of trees contributing to the tree expansion of G˜4+(k¯1, k¯2, k¯3, k¯4), de-
pending on the type of the special endpoint. Let us consider first the family Tλ˜ of the trees with
an endpoint of type λ˜. These trees have the same structure of those appearing in the expansion
of G4+(k¯1, k¯2, k¯3, k¯4), except for the fact that the external (renormalized) propagator of scale h
and momentum k¯4 is substituted with the free propagator gˆ−(k¯4). It follows, by using the bound
|λ˜j | ≤ Cλ¯h, that a tree with n endpoint is bounded by (Cλ¯h)nZ−1h γ−4h, larger for a factor Zh
with respect to what we need.
Let us now consider the family Tz˜ of the trees with a special endpoint of type z˜. Given a tree
τ ∈ Tλ˜, we can associate with it the class Tz˜,τ of all τ ′ ∈ Tλ˜, obtained by τ in the following way:
1) we substitute the endpoint v∗ of type λ˜ of τ with an endpoint of type λ;
2) we link the endpoint v∗ to an endpoint of type z˜ trough a renormalized propagator of scale h.
Note that Tz˜ = ∪τ∈Tλ˜Tz˜,τ and that, if τ has n endpoints, any τ ′ ∈ Tz˜,τ has n + 1 endpoints.
Moreover, since the value of k¯4 has be chosen so that fh(k¯4) = 1, gˆ
(h)
− (k¯4) = Z
−1
h−1gˆ−(k¯4); hence
it is easy to show that the sum of the values of a tree τ ∈ Tλ˜, such the special endpoint has scale
index j∗ + 1, and of all τ ′ ∈ Tz˜,τ is obtained from the value of τ , by substituting λ˜j∗ with
Λj∗ = λ˜j∗ − λj∗
∑−1
j=h z˜jZj
Zh−1
, (4.73)
see Fig. 10.
On the other hand, (4.72) and the bound Zj ≤ γ−Cλ¯2hj , see [BM1], imply that, if λ¯h is small
enough
−1∑
j=h
|z˜jZj − αzjZj | ≤
−1∑
j=h
Cλ¯hγ
θjZj ≤ Cλ¯h . (4.74)
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It follows, by using also the bound (4.56), that
Λj∗ = αλj∗
[
1−
∑−1
j=h zjZj
Zh−1
]
+
O(λ¯h)
Zh
. (4.75)
Moreover, since Zj−1 = Zj(1 + zj), for j ∈ [−1, h], and Z−1 = 1, it is easy to check that
Zh−1 −
−1∑
j=h
zjZj = 1 . (4.76)
This identity, Lemma 4.2 and (4.75) imply the bound
|Λj∗ | ≤ C λ¯h
Zh
, (4.77)
which gives us the “missing” Z−1h factor for the sum over the trees whose special endpoint is of
type λ˜ or z˜.
Let us now consider the family Tν of the trees with a special endpoint of type T±. It is easy to see,
by using Lemma 4.1 and the “short memory property”, that the sum over the trees of this class with
n ≥ 0 normal endpoints is bounded, for λ¯h small enough, by (Cλ¯h)n+1Z−1h γ−4h
∑−1
j=h Z
−2
j γ
2θ(h−j)
γθj ≤ (Cλ¯h)n+1Z−3h γ−(4−θ)h, which is even better of our needs.
We still have to consider the family T1 of the trees with a special endpoint of type T1. There is
first of all the trivial tree, obtained by contracting all the ψ lines of T1 on scale h, but its value is
0, because of the support properties of the function χ˜(p). Let us now consider a tree τ ∈ T1 with
n ≥ 1 endpoints of type λ, whose structure is described in item 5) of §4.5, which we shall refer to
for notation. If we put hv1 = j1 + 1 and hv2 = j2, then the dimensional bound of this tree differs
from that of a tree with n+1 normal endpoints contributing to G4+(k¯1, k¯2, k¯3, k¯4) for the following
reasons:
1) there is a factor Z−1h missing, because the external (renormalized) propagator of scale h and
momentum k¯4 is substituted with the free propagator gˆ−(k¯4);
2) there is a factor |λj1 |Z2j1 missing, because there is no external field renormalization in the
T1(ψ
[h,j]) contribution to V¯(j)(ψ[h,j]), see (4.43);
3) if P1 contains only one of the two external lines of v1 belonging to δρ, then there is a factor
γ−(j2−h) missing, because the absence of regularization in the vertices v ≤ v2, but this is compen-
sated by the same factor arising because of the bound (4.22), see discussion after (4.28) and in
§4.4, so that the “short memory property” is always satisfied;
4) there is a factor Z−1h missing, because of the remark following (4.22).
It follows that the sum of the values of all trees τ ∈ T1 with n ≥ 1 normal endpoints, if λ¯h is small
enough, is bounded by (Cλ¯h)
nγ−4h
∑0
j1=h
Z−2j1 γ
2θ(h−j1) ≤ (Cλ¯h)nγ−4hZ−2h .
By collecting all the previous bounds, we prove that the bound (3.34) of Lemma 3.1 is satisfied
in the case of H4,1+ .
Remark. In T1 and in the Grassmannian monomials multiplying νj,+, νj,−, an external line is
always associated to a free propagator gˆ−(k¯4); this is due to the fact that, in deriving the Dyson
equation (3.10), one extracts a free propagator. Then in the bounds there is a Zh missing (such
propagator is not “dressed” in the multiscale integration procedure), and at the end the crucial
identity (4.76) has to be used to “dress” the extracted propagator carrying momentum k¯4.
4.9 The bound in the case of H4,1− .
If we substitute, in the l.h.s. of (4.1) H4,1+ with H
4,1
− , we can proceed in a similar way. By using
(3.23), we get
gˆ−(k4)
1
Lβ
∑
p
χ˜M (p)D
−1
+ (p)Hˆ
4,1
− (p;k1,k2,k3,k4 − p) =
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= gˆ−(k4)
1
Lβ
∑
p
χ˜M (p)
1
Lβ
∑
k
C−(k,k− p)
D+(p)
< ψˆ+k,−ψˆ
−
k−p,−; ψˆ
−
k1,+
; ψˆ+k2,+; ψˆ
−
k3,−
; ψˆ+k4−p,− >
T +
−ν′−gˆ−(k4)
1
Lβ
∑
p
χ˜M (p)
1
Lβ
∑
k
D−(p)
D+(p)
< ψˆ+k,−ψˆ
−
k−p,−; ψˆ
−
k1,+
; ψˆ+k2,+; ψˆ
−
k3,+
; ψˆ+k4−p,− >
T −
−ν′+gˆ−(k4)
1
Lβ
∑
p
χ˜M (p)
1
Lβ
∑
k
< ψˆ+k,+ψˆ
−
k−p,+; ψˆ
−
k1,+
; ψˆ+k2,+; ψˆ
−
k3,−
; ψˆ+k4−p,− >
T . (4.78)
We define G˜4−(k1,k2,k3,k4) as in (4.2) with W˜ replaced by W˜− given by
W˜− = log
∫
P (dψˆ)e−T2(ψ)+ν
′
+T+(ψ)+ν
′
−T−(ψ)e−V (ψˆ)+
∑
ω
∫
dx[φ+
x,ωψˆ
−
x,ω+ψˆ
+
x,ωφ
−
x,ω] , (4.79)
T2(ψ) =
1
Lβ
∑
p
χ˜M (p)
1
Lβ
∑
k
C−(k,k− p)
D+(p)
(ψˆ+k,−ψˆ
−
k−p,−)ψˆ
+
k4−p,−
Jˆk4 gˆ(k4) , (4.80)
T+, T− being defined as in (4.5), (4.6). By the analogues of (4.9), (4.10) we obtain
−G˜4−(k1,k2,k3,k4) = g−(k4)
1
Lβ
∑
p
χ˜M (p)
H4,1− (p;k1,k2,k3,k4 − p)
D+(p)
. (4.81)
The calculation of G˜4−(k1,k2,k3,k4) is done via a multiscale expansion essentially identical to the
one of G˜4+(k1,k2,k3,k4), by taking into account that δρp,+ has to be substituted with
δρp,− =
1
βL
∑
k
C−(p,k)
D+(p)
(ψˆ+k,−ψˆ
−
k−p,−) . (4.82)
Let us consider the first step of the iterative integration procedure and let us call again V¯(−1)(ψ[h,−1])
the contribution to the effective potential of the terms linear in J . Let us now decompose
V¯(−1)(ψ[h,−1]) as in (4.23) and let us consider the terms contributing to V¯(−1)a,1 (ψ[h,−1]). The
analysis goes exactly as before when no one or both the fields ψˆ+k,− and ψˆ
−
k−p,− of δρp,− are con-
tracted. This is not true if only one among the fields ψˆ+k,− and ψˆ
−
k−p,− in T2(ψ) is contracted, since
in this case there are marginal terms with two external lines, which before were absent. The terms
with four external lines can be treated as before; one has just to substitute D+(k
−)gˆ
(0)
+ (k
+) with
D−(k
−)g
(0)
− (k
+) in the r.h.s. of (4.28), but this has no relevant consequence. The terms with two
external lines have the form∫
dk−ψˆ+
k¯4,−
gˆ−(k¯4)Jˆk¯4 χ˜M (k¯
4 − k−)G(0)1 (k−) ·
·
{
[Cεh,0(k¯4)− 1]D−(k¯4)gˆ(0)− (k−)
D+(k¯4 − k−) −
u0(k
−)
D+(k¯4 − k−)
}
,
(4.83)
where G
(0)
1 (k−) is a smooth function of order 1 in λ. However, the first term in the braces is equal
to 0, since |k¯4| = γh implies that Cεh,0(k¯4)− 1 = 0. Hence the r.h.s. of (4.83) is indeed of the form
∫
dk−ψˆ+
k¯4,−
gˆ−(k¯4)Jˆk¯4χ˜M (k¯4 − k−)G(0)1 (k−)
u0(k
−)
D+(k¯4 − k−) , (4.84)
so that it can be regularized in the usual way.
The analysis of V¯(−1)a,2 (ψ[h,−1]) can be done exactly as before. Hence, we can define again λ˜−1 and
z˜−1 as in (4.30), with λ˜−1 = O(λ) and z˜−1 = O(1).
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Let us consider now the terms contributing to V¯(−1)b,1 , that is those where ψˆ+k¯4−p is not contracted
and there is a vertex of type T2. Again the only marginal terms have four external lines and have
the form ∑
ω˜
∫
dpχ˜M (p)ψˆ
+
k+,ω˜
∫
dk+ψˆ+
k+−p,ω˜ψˆ
+
k¯4−p,−
gˆ−(k¯4)Jˆk¯4 ·
D−(p)
D+(p)
[
F
(−1)
2,−,ω˜(k
+,k+ − p) + F (−1)1,− (k+,k+ − p)δ−,ω˜
]
,
(4.85)
where we are using again the definition (132) of [BM2] (hence we have to introduce in the r.h.s. of
(4.85) the factor D−(p)/D+(p)). The analysis of the terms F
(−1)
1,− (k
+,k+ − p) is identical to the
one in §4.3, while, as shown in [BM2], the symmetry property (4.35) implies now that, if we define
F−12,−,ω˜(k
+,k−) =
1
D−(p)
[
p0A0,−,ω˜(k
+,k−) + p1A1,−,ω˜(k
+,k−)
]
, (4.86)
and
LF−12,−,ω˜ =
1
D−(p)
[p0A0,−,ω˜(0, 0) + p1A1,−,ω˜(0, 0)] , (4.87)
then
LF−12,−,+ = Z3,−−1
D−(p)
D+(p)
, LF−12,−,− = Z3,+−1 , (4.88)
where Z3,+−1 and Z
3,−
−1 are the same real constants appearing in (4.38). Hence, the local part of the
marginal term (4.85) is, by definition, equal to
Z3,+−1 T+(ψ
[h,−1]) + Z3,−−1 T−(ψ
[h,−1]) . (4.89)
The analysis of V¯(−1)b,2 can be done exactly as before, so that we can write for V¯(−1) an expression
similar to (4.42), with T2(ψ
[h,−1]) in place of T1(ψ
[h,−1]) and ν′−1,± in place of ν−1,±. One can
prove that, for simple symmetry reasons, ν′−1,± = ν−1,∓, if ν
′
± = ν∓, but this property will not
play any role, hence we will not prove it.
The integration of higher scales proceed as in §4.4. In fact, the only real difference we found in the
integration of the first scale was in the calculation of the O(1) terms contributing to z˜−1, but these
terms are absent in the case of z˜j , j ≤ −2, because the second term in the expression analogous
to (4.83), obtained by contracting on scale j < 0 only one of the fields of δρp,−, is exactly zero.
It follows that the tree structure of the expansion is the same as that described in §4.5 and the
constants ν′ω can be chosen again so that the bound (4.44) is satisfied even by the constants ν
′
j,ω.
In the analysis of the constants λ˜j and z˜j there is only one difference, concerning the bound (4.72),
which has to be substituted with z˜−1−αz−1 ≤ C, in the case j = −1, but it is easy to see that this
has no effect on the bound (4.77). It follows that the final considerations of §4.8 stay unchanged
and we get for G˜4−(k1,k2,k3,k4) a bound similar to that proved for G˜
4
+(k1,k2,k3,k4), so ending
the proof of Lemma 3.1.
Appendix A1. The ultraviolet problem and the Thirring model
Thanks to the linearity of the propagator, the above analysis can be used with no essential
modifications to construct the massless Thirring model (see for instance [Z]), by removing the
ultraviolet cutoff. We shall sketch here the main ideas; the details will be published elsewhere.
The Thirring model describes Dirac fermions in d = 1+1 interacting with a local current-current
interaction; its action is ∫
dx[−ψ¯x 6 ∂ψx − λ
4
Jµ(x)J
µ(x)] (A1.1)
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where 6 ∂ = γ0∂x0 + γ1∂x, x = (x0, x), ψ¯x = ψ+x γ0, ψx is a two component spinor field (to not be
confused with a Grassmannian field), Jµ(x) = ψ¯xγµψx and γ0 = σ1, γ1 = σ2 are Pauli matrices.
The generating functional of the Thirring model is the following Grassmannian integral with
infrared cutoff γh and ultraviolet cutoff γN , with h,N integers and N > 0
W(φ, J) = log
∫
PZN (dψ
[h,N ]) exp
{
− V (ψ[h,N ])+
+
∑
ω
∫
dx
[
Z
(2)
N Jx,ωψ
[h,N ]+
x,ω ψ
[h,N ]−
x,ω + φ
+
x,ωψ
[h,N ]−
x,ω + ψ
[h,N ]+
x,ω φ
[h,N ]−
x,ω
]}
,
(A1.2)
where PZN (dψ
[h,N ]) is given by (1.3), with Ch,0(k) replaced by Ch,N (k) =
∑N
j=h fj(k) and ψ
[h,0]σ
k,ω
replaced by
√
ZNψ
[h,N ]σ
k,ω , and V (ψ
[h,N ]) is given by
V (ψ[h,N ]) = λ˜N
∫
dx ψ
[h,N ]+
x,+ ψ
[h,N ]−
x,+ ψ
[h,N ]+
x,− ψ
[h,N ]−
x,− ; (A1.3)
ZN is the (bare )wave function renormalization, Z
(2)
N is the (bare )density renormalization and λ˜N
is the (bare) interaction. In order to get a nontrivial limit as N →∞, it is convenient to write λ˜N
and Z
(2)
N in terms of ZN and two new bare constants, λN and cN , in the following way:
λ˜N = (ZN )
2λN , Z
(2)
N = cNZN . (A1.4)
One expects that the model is well defined if λN and cN converge to finite non zero limits and
ZN → 0, as N →∞; moreover, in order to apply our perturbative procedure, λN has to be small
enough, uniformly in N .
The proof of this claim is essentially a corollary of the above analysis for the infrared problem.
The RG analysis in §2 can be repeated by allowing the scale index j to be positive or negative.
The Ward identity (3.14) holds with a factor ZN/Z
(2)
N multiplying G
2,1
+ and ∆
2,1
+ , and we get the
identity ∣∣∣∣∣ Z
(2)
h
cNZh
− 1
∣∣∣∣∣ ≤ Cλ¯2h . (A1.5)
In the same way, from the Dyson equation (identical to (1.11), with λNZN/Z
(2)
N in place of λ in
the r.h.s), and proceeding as in §3 and §4, we get that for any h one has |λh − λN | ≤ c3λ¯2h+1
(compare with (3.2)), so that the expansion is convergent, if λN is small enough. By (3.4), ZN
must be chosen so that ZNγ
Nη(λN ) is convergent for N → ∞ to some constant, which can be
fixed by requiring, for instance, that Z0 = 1. In the same way we can fix limN→∞ λN so that, for
instance, λ0 = λ, with λ small enough; of course λN = λ +O(λ
2). The choice of limN→∞ cN is a
free parameter, whose value has no special role.
Finally we shall discuss the form taken from Ward identities when the ultraviolet and the infrared
cutoff are removed. The analogous of (3.20) for the model (A1.2) is
ZN
Z
(2)
N
(1 − ν+)D+(p)Gˆ4,1+ (p,k1,k2,k3,k4 − p)−
ZN
Z
(2)
N
ν−D−(p)Gˆ
4,1
− (p,k1,k2,k3,k4 − p) (A1.6)
= Gˆ4+(k1 − p,k2,k3,k4 − p)− Gˆ4+(k1,k2 + p,k3,k4 − p) + ZNH4,1+ (p,k1,k2,k3,k4 − p) ,
with H4,1+ given by (3.21) with the cutoff function C
−1
h,0 replaced by C
−1
h,N . The counterterms ν± are
found by a fixed point method as in Lemma 4.1, with the only difference that the ultraviolet scale 0
is replaced by the scale N ; ν±, ν
′
± tend to a non vanishing well defined limit as N →∞, h→ −∞.
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In the same way the analogous of (3.22) is
ZN
Z
(2)
N
(1− ν′−)D−(p)Gˆ4,1− (p,k1,k2,k3,k4 − p)−
ZN
Z
(2)
N
ν′+D+(p)Gˆ
4,1
+ (p,k1,k2,k3,k4 − p)
= Gˆ4+(k1,k2,k3 − p,k4 − p)− Gˆ4+(k1,k2,k3,k4) + ZNH4,1− (p,k1,k2,k3,k4 − p) , (A1.7)
It is a straightforward consequence of our analysis (in particular of the short memory property
we used extensively throughout the paper) that in (3.20) and (3.22) for the model (A1.2), if the
external momenta have a fixed (i.e. independent from h,N) value, then
lim
N→∞
h→−∞
ZNHˆ
4,1
± (p,k1,k2,k3,k4 − p) = 0 . (A1.8)
Hence, if we sum the two Ward identities above and remember that ν+ = ν
′
− and ν− = ν
′
+, we
get, in the limit N →∞, h→ −∞
∑
ω=±
Dω(p)
1 − ν+ − ν′−
cN
Gˆ4,1ω (p,k1,k2,k3,k4 − p) = G4+(k1 − p,k2,k3,k4 − p)−
− Gˆ4+(k1,k2 + p,k3,k4 − p) + Gˆ4+(k1,k2,k3 − p,k4 − p)− Gˆ4+(k1,k2,k3,k4)
(A1.9)
The above Ward identity is identical to the formal one, obtained by a total gauge transformation,
except for the factor (1− ν+− ν′−)/cN multiplying G4,1; in other words, the formal Ward identity
holds when the cutoffs are removed, up to a finite interaction-dependent renormalization of the
density operator. A similar phenomenon appears also in perturbative QED [H] and is called soft
breaking of gauge invariance. Of course it is possible to choose Z
(2)
N so that the formal Ward
identity is verified, i.e. we can choose cN = (1− ν+ − ν′−).
On the contrary, the Ward identities (3.20) and (3.22), obtained by a chiral gauge transformation,
do not tend in the limit to the formal Ward identities (obtained by (3.20) and (3.22) putting
ν± = ν
′
± = 0); beside the renormalization of the density operator, an extra factor appears in the
identity, namely G4,1− in (3.20) or G
4,1
+ in (3.22). This phenomenon is called chiral anomaly, see
[Z], and is is present also in perturbative QED.
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