The exact solution of Schrödinger equation for atoms, molecules and extended systems continues to be a "Holy Grail" problem that the entire field has been striving to solve since its inception. Recently, breakthroughs have been made in the development of quantum annealing and coherent Ising machines capable of simulating hundreds of connected spins interacting with an Ising type Hamiltonian. One of the most vital questions pertaining to these new devices is: 'can these machine be used to perform electronic structure calculations?' Here we discuss the general procedure used by these devices and show that there is an exact mapping between the electronic structure Hamiltonian of the Hydrogen molecule and the Ising Hamiltonian.
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Determining solutions to the the Schrödinger equation is fundamentally difficult because the dimensionality of the corresponding Hilbert space increases exponentially with the number of particles in the system, which requires a commensurate increase in computational resources. Modern quantum chemistry -faced with difficulties associated with solving Schrödinger equations to an accuracy of ∼1 kcal/mole (known as chemical accuracy) -has largely become an endeavor to find approximate methods. A few products of this effort from the past few decades include: Ab initio, Density Functional, Density Matrix, Algebraic, Quantum Monte Carlo and Dimensional Scaling methods [1, 2, 3, 4] . However, all methods which have been devised to date face the unsurmountable challenge of computational resource requirements as the calculation is extended either to higher accuracy or to larger systems. Computational complexity in electronic structure [5, 6] suggests that these restrictions are a result of an inherent difficulty associated with simulating quantum systems.
Electronic structure algorithms developed for quantum computers provide a new promising route to advance the field of electronic structure calculations for large systems [7, 8] . Recently, there has been an attempt at using an adiabatic quantum computing model -as is implemented on the D-Wave machine -to perform electronic structure calculations [9] . The fundamental concept behind the adiabatic quantum computing (AQC) method is to define a problem Hamiltonian, H P , engineered to have its ground state encode the solution of a corresponding computational problem. The system is then initialized in the ground state of a beginning Hamiltonian, H B , which is easily solved classically; then the system is allowed to evolve adiabatically as: The largest scale implementation of AQC to hitherto is by D-Wave Systems [10, 11] . In the case of the D-Wave device, the physical process acting as adiabatic evolution is more broadly called quantum annealing (QA). The quantum processors manufactured by D-Wave are essentially a transverse Ising model with tunable local fields and coupling coefficients:
, where the parameters ∆ i , h i and J ij are physically tunable. The qubits (quantum bits) are connected in a specified graph geometry, allowing for the embedding of arbitrary graphs. Zoller and coworker presented a scalable architecture with full connectivity, which can only be implemented with local interactions [12] . The adiabatic evolution is initialized at H B = −h i σ i x and evolves into the problem Hamiltonian:
This equation describes a classical Ising model whose ground state is -in the worst case -NP-complete. Therefore any combinatorial optimization NP-hard problem may be encoded into the parameter assignments, {h i , J ij }, of H P and may exploit the adiabatic evolution under H(s) = (1 − s)H B + sH P as a method for reaching the ground state of H P . More recently, an optically-based coherent Ising machine was developed; this machine is capable of finding the ground state of an Ising Hamiltonian that describes a set of hundreds coupled spin-1/2 particles [13, 14, 15] . These challenging NP-hard problems are characterized by an unlikelihood of a solution defined by a polynomial-time algorithm, therefore solutions cannot be easily found using classical numerical algorithms in a reasonable time for large system sizes (N ) [13, 14, 15] . These special purpose machines may help in finding the solutions to some of the hardest problems in computing.
The technical scheme for performing electronic structure calculations on such an Ising-type machine can be summarized in the following four steps: First, write down the electronic structure Hamiltonian via the second quantization method in terms of creation and annihilation fermionic operators; Second, use the Jordan-Wigner or the Bravyi-Kitaev transformation to move from fermionic operators to spin operators [16] ; Third, Reduce the Spin Hamiltonian -which is a k-local in general -to a 2-local Hamiltonian. Finally, map the 2-local Hamiltonian to an Ising-type Hamiltonian with control errors consistent with chemical accuracy (∼ 10
Hartree).
Explicitly, this general procedure begins with a second quantization description of a fermionic system in which N single-particle states can be either empty or occupied by a spineless fermionic particle [17, 4] . One may then use the tensor product of individual spin orbitals written as |f n ...f 0 to represent states in fermionic systems, where f j ∈ {0, 1} is the occupation number of orbital j. Any interaction within the fermionic system can be expressed in terms of products of the creation and annihilation operators a † j and a j , for j ∈ {0, ..., N }. Thus, the molecular electronic Hamiltonian can be written as:
The above coefficients h ij and h ijkl are one-and two-electron integrals -which can be precomputed in a classical fashion -are an input to the quantum simulation. The next step is to employ a Pauli matrices representation of the creation and annihilation operators. We can then use the Bravyi-Kitaev transformation [16, 18] as mapping between the operator representation and Pauli matrices, {σ x , σ y , σ z }, which obey fermionic commutation relations. The molecular Hamiltonian takes the general form:
. Now, after having developed a k-local spin Hamiltonian (many-body interactions), one should use Hamiltonian gadget theory [19, 20] to reduce it to 2-local (two-body interactions) spin Hamiltonian; this is a requirement since the proposed experimental systems are typically limited to restricted forms of two-body interactions. Therefore, universal adiabatic quantum computation requires a method for approximating quantum manybody Hamiltonians up to an arbitrary spectral error using at most two-body interactions. Hamiltonian gadgets offer a systematic procedure through which to address this requirement. Recently, Cao et al [21] employed analytical techniques resulting in a reduction of the resource scaling as a function of spectral error for the most commonly used subdivisions, three-to two-body and k-body gadgets.
As an example, herein we present calculations for the hydrogen molecule, H 2 . Using the Bravyi-Kitaev transformation, the spin Hamiltonian for molecular hydrogen in the minimal (STO-6G) basis is given by: [18] 
Where -within the above -the parameters {f i } are related to the one-and two-electron integrals for a fixed bond length of the molecule. As showed in [7] , we notice that this Hamiltonian acts on off-diagonal elements for only two qubits 0, 2 and qubits 1 and 3 never flip. We can use this symmetry to reduce the Hamiltonian to the following effective Hamiltonian, acting only on two qubits:
By squaring the Hamiltonian H 0 and modifying it, one can get a new Ising Hamiltonian:
With:
We have succeeded to develop an exact mapping between the ground state energy of the hydrogen molecule and the Ising-type Hamiltonian. The ground state can be easily obtained and compared with the exact calculations as shown in Figure (1) . We include detailed procedure and proof in the Supplementary Material. This demonstrates that one can map the electronic ground state energy of a molecular Hamiltonian to an Ising-type Hamiltonian which could easily be implemented on presently available Ising machines. The development of these new Ising machines and the possibility of mapping the electronic structure problem into an Ising-type Hamiltonian may grant efficient ways to obtain exact solutions to the Schrödinger equation; this being one of the most daunting computational problem present in both chemistry and physics.
Supplementary Material 1. Detailed Procedure
Here we present steps to get the ground state of H H2 by using the new Ising Hamiltonian H 1 (Eq.6). 
Theoretical Proof
By replacing a with −b and b with a we have:
Thus |ψ 4 = −b|0, 1 + a|1, 0 is also eigenvector of H 0 with eigenvalue −C − g 3 . Now, by changing g 3 we can always make sure we can get the ground eigenvalue of H 0 by using the eigenvalue of H 1 . This can be proved as before, the four eigenvalue of H is g 1 + g 2 + g 3 , −g 1 − g 2 + g 3 , −g 3 − C and −g 3 + C. Here we set x 0 to be the eigenvalue of H 0 which corresponds to the ground eigenvalue of H 1 . Thus x 0 must make the function f (x) = x 2 + 2g 3 x to be the smallest, which means |x 0 + g 3 | should be the smallest. Thus when 3 (here we just assume g 3 > 0), x 0 = −g 3 − C and we can get x 0 by the ground eigenvalue of H 1 . when |g 1 | + |g 2 | + |g 4 | > |g 3 | we can increase g 3 with ∆ to make sure x 0 = −g 3 − ∆ − C and after we get x 0 we can add ∆ to get eigenvalue −g 3 − C. Finally, by comparing −g 3 − C and g 3 − g 1 − g 2 (or g 3 + g 1 + g 2 ) one get the ground eigenvalue of H 0 .
Electronic structure problem
We treat Hydrogen molecule in a minimal basis STO-6G. Considering spin functions, the four molecular spin orbitals in H 2 is:
|χ 3 = |φ u |α = |φ 1s 1 − |φ 1s 2
where |φ 1s 1 and |φ 1s 2 are spatial-function for two atoms respectively, and S = 1 φ 1s |φ 1s 2 where S is the overlap integral.
Thus we can write second quantization Hamiltonian of H 2 :
H H2 = h 00 a 
