Recently Hwang and Xu [1] gave a simple heuristic which determines a skip distance s' with diameter not exceeding -AN + 2(3N ) 1/4 + 4 for N large. This diameter compares favorably with the diameter 21N -2 associated with s*. Granted, Raghavendra, Gerla, and Avizienis [3] had no way to know or verify the later results in [1] . But the claim of optimality and near optimality in their Manuscript
that since ui 1 r(X), we have that Ir(X)l P 'r-'(uj)l =t+r.
(11) Surthermore, since t + r < t + ts -1 = t + T + p, by (1), we have that Ir(X)i < ts+r +p.
(12) By (11) and (12), it follows that Condition 2) of Theorem 1 cannot be satisfied for X, which contradicts the assumption that the system S is t/t2/r-diagnosable.
O
With Lemmas 4 and 5 in mind, we can now give the following definition for a system to be optimal.
Definition 7: A system S is said to be optimal regarding t/ts/rdiagnosability if each unit in S is tested by at most t' Units and each of the following holds. 1) S is t/(t, = r)/r-diagnosable whenever t' = t + r 2) S is t/(ts = t)/r-diagnosable whenevtr t' > t + r. Now we show that there exists at least one class of optimal systems. Theorem 2: Regarding t/t4/r-diagnosability, a Db,tq system [1] is optimal.
Proof: It is known [6] that a Da,t, system is ( which is shown to be compatible with the previously known t/t, diagnosability [7] and t/t5/t2-diagnosability [9] and encompasses them as special cases; and is also shown to significantly expand the domain of hybrid fault diagnosabilities. This is done from the perspective of correct diagnosis relative to syndrome space in the sense that by varying the r parameter, the syndrome space grows or shrinks correspondingly relative to its usefulness.
[ [5] showed that for N = 16, s* = 4 induces a diameter of value 6 while s = 7 induces a diameter of value 5. Therefore, the claims and proof of Raghavendra and Gerla cannot be correct. The recent paper by Raghavendra, Gerla, and Avizienis [3] correctly recognized that s* does not always yield the smallest diameter. However, the recognition is not completely satisfactory due to the following three ambiguities. 1) Throughout the paper they still referred to s* as optimal skip distance.
2) Even when they admitted the nonoptimality of s*, they still claimed (p. 48) that "the value L[NJ is optimal or nearly optimal for most values of N."
3) They derived se by minimizing the samne equation as in [2] . So it is unclear to the reader what is the cause of nonoptimality. (1) and then wrote "For d to be minimum, there exist several values of s for a given N. However, the value of s = [VNj is optimal or nearly optimal for most values of N, and it is not the optimal value when N is square of a number." The reader may get the impression that s* is sometimes not optimal because it does not minimize d in (1) , and in particular; it does not minimize d when N is a square.
The purpose of this comment is to clarify the above three points by pointing out that for almost all values of N s* is not optimal or near optimal; hence referring to s* as the optimal skip value is misleading. Furthermore, it can be shown that s = [<Nj always minimizes d in (1) . The reason that s* is not optimal lies with the routing strategy which determines (1) and has nothing to do with whether N is a square.
paper with respect to diameter seemed to be unsupported then and does riot look promising from the new evidence available now.
It should be& n-bted that the gkip distance s* proposed in [3] corresponds to a simple routing strategy whose performance, throughput, and reliability have been carefully analyzed in the paper. Thus, regardless of the nonoptimality in diameter, the proposed procedure may very well be a winning one in practice.
