After the original contributions of Hasegawa and Wakatani, basic two-field models such as the wave interaction mechanism. A major restriction in the original HM model is the lack of intrin-13 sic instability which is essential to maintain drift wave turbulence and plasma transport. We 
I. INTRODUCTION AND BACKGROUND

25
The self generation and amplification of zonal flows from the interplay with turbulent drift waves are 26 key constituents of particular interest in the investigation of magnetically confined plasmas [1] [2] [3] [4] [5] . This is 27 because the zonal flow -drift wave interaction mechanism is thought to have a critical role in the observed 28 level of heat and particle transport perpendicular to the projected magnetic surfaces [6] [7] [8] [9] [10] . Numerical the two model simulation results, a better understanding about the energy mechanism can be gained in 86 the roles of nonlinearity and instability generated in the plasma turbulence.
87
In the structure of this paper, background and basic ideas in the flux-balanced models are introduced 88 first in Section II. Then the growth rate and corresponding eigenstates are derived in a systematic 89 fashion for the linearized two-field HW model in Section III. The SUF -MHM model is constructed 90 based on the limit form of growth rate. Detailed numerical simulations of the models follow in Section
91
IV. The importance of the balanced flux correction is further emphasized in Section V. A summary 92 discussion is given in Section VI.
93
II. THE FLUX-BALANCED MODELS FOR PLASMA EDGE TURBULENCE
94
A. Review of the one-field and two-field models with balanced flux on magnetic surfaces
95
The Hasegawa-Wakatani models describe the coupled drift wave -zonal flow interactions with a 96 system of two fields 16, 18 . The system is defined on a shearless two-dimensional slab geometry, where 97 the magnetic field is embedded. In convention, x-coordinate corresponds to the radial direction and 
104
where ϕ is the electrostatic potential, n is the density fluctuation from background density n 0 (x), and 105 u ≡ ∇ ⊥ ϕ = (−∂ y ϕ, ∂ x ϕ) is the velocity field. The constant background density gradient κ = −∇ ln n 0 106 is defined by the exponential decay profile near the boundary n 0 (x) . D acts on the two states with the
107
Laplace operator as a homogeneous damping effect.
108
Drift wave instability is generated from the resistive electron parallel motion through the finite adiabaticity, α ∝ 1 η , treated as a constant and reciprocal to the resistivity η. The physical quantities ϕ and n are decomposed into zonal mean states ϕ, n and their fluctuations about the meanφ,ñ so that ϕ = ϕ +φ, n = n +ñ, f (x) = L −1 y � f (x, y) dy.
A modified Hasegawa-Wakatani (MHW) model was proposed in 18 by removing the zonal components 109 in the resistive coupling α (ϕ − n) to become α (φ −ñ) on the right hand side of (1b). It is shown that 110 this modification is essential for the generation of zonal jets.
111
As a further correction in the BHW model, the poloidally averaged density n along y-direction is removed from the potential vorticity q = ∇ 2 ϕ −ñ. The BHW model offers a more physically relevant formulation with several desirable properties 12,17 . Most importantly, it is shown from rigorous proof and numerical confirmation 17 that in the low resistivity limit, η → 0 so that α → ∞, the BHW model converges to the one-field equation as desired
which is called the modified Hasegawa-Mima (MHM) model. The modification as compared to the 112 standard HM model is by removing the zonal state ϕ in the definition of potential vorticity q above. to introduce an equivalent forcing operator simulating the drift wave instability in the two-field system.
119
One direct idea is to introduce the equivalent forcing on each spectral potential vorticity mode with an 120 unstable growth characterizing the drift wave instability in a precise way.
121
The systematic unstable forced modified Hasegawa-Mima (SUF -MHM) model is then introduced incorporating the basic idea illustrated above
with F a specific spatial nonlocal operator acting on the non-zonal potential vorticity modeq k to model 122 the drift instability (see Eqn. (13) below for the explicit formulation). For a precise modeling of 123 the instability effect, it is important to make sure that the added forcing F is free of any adjustable 124 parameters. One of the main tasks of this paper is to offer a systematic derivation of the suitable 125 unstable forcing form, consistent with the two-field BHW model as it approaches the adiabatic limit 126 α → ∞. This is achieved by considering the linearized dynamics of the two-field model and expanding 127 the leading order contribution in the low resistivity limit from the exact linear analysis of the growth 128 rate. It is found that the higher order contributions decay at a much faster rate as α → ∞. We will carry 129 out the detailed derivation in Section III and numerical tests of the SUF -MHM model in the Section
130
IV. Statistically consistent results with similar transient behavior are generated using this simplified 131 model compared with the BHW model for low resistivity regimes.
132
One important property to point out first for the forcing operator is the maintenance of Galilean invariance in the balanced formulation (3) under velocity boost V in the poloidal direction with the transformation
In fact, with the balanced particle response by removing the zonal mean state, the potential vorticity this HM model framework with balanced flux (3). This is also automatically satisfied for all the balanced 136 equations.
137
As a further comment, the same framework with an unstable forcing can be also applied to the features will be discussed thoroughly in Section IV.
151
We display the self-organization of the turbulent states in plasma flow evolution from direct simulation 152 results of both SUF -MHM and BHW models. The first two rows of Figure 1 show several snapshots of the ion vorticity ζ = ∇ 2 ϕ at several typical time instants before steady state is reached. fluctuating modes is closely related with the nonlinear energy transfer mechanism to zonal modes. model simulations with the parameters κ = 0.5, α = 5. The bottom row compares the equilibrium statistical energy spectra generated from the two models in both the radially averaged spectrum (including the fluctuating modes) and the zonal mode spectrum (only the zonal modes).
A. Instability analysis for the linearized HW system 182 Drift wave instability is due to the non-adiabatic resistive electron motion. We consider purely fluctuating states (φ,ñ) with zero background mean flow profile, ϕ ≡ 0, n ≡ 0, in order to focus on the linear instability from resistive drift waves. The HW models (1) yield the linearized system if we drop the nonlinear terms from the original equations values are small and nonlinear interactions have not taken over to add a major effect.
186
We assume that the linear solutions of fluctuating states with non-zonal modes k y � = 0 are taking the following single-mode forms (the subscript k for the single mode variables is neglected for simplicity)
where ω ≡ ω (k) is the wave frequency for the corresponding wavenumber. The dispersion relation can be found by plugging in the above single mode solution. The system decouples into independent subsystems for each single wavenumber since we do not consider the nonlinear terms in the linearized system. The linearized coefficients then form the 2 × 2 system for each wavenumber
Non-trivial solution (φ,n) � = 0 of the linearized HW model (4) yields the equation for the wave dispersion relation
y the wavenumber square and the dispersion relation ω * ≡ ω * (k; κ) for the one-field HM model drift waves
The background density gradient κ only contributes to the HM dispersion relation ω * without drift wave 187 instability. The particle resistivity parameter α adds instability into the system. The homogeneous 188 damping operator with strength D acts as a stabilizing effect of the system, acting strongest on the 189 small-scale fluctuating modes.
190
In general, the quadratic equation (5) gives two complex roots,
, where ω r and ω i are the corresponding real and imaginary components of the eigenvalues. In the resulting wave frequency, exp (−iωt) = exp (−iω r t) e ω i t , the real part ω r represents the wave dispersion, and the imaginary part ω i characterizes the growth rate (for positive value) or the damping rate (for negative value) due to the linear instability effect. The two eigenvalues ω ± correspond to the two branches of the eigenmodes representing the characteristic directions for unstable growth or stable damping, that is, In the above analysis, we first provide the general formulas for the linear instability in drift waves with combined effect of dissipations. Especially, D is fixed at a small value D = 5 × 10 −4 in Section IV as used also in 12,17 . In the absence of the dissipation effect D = 0, it is more straightforward to compute the dispersion relation from (5) for non-dissipative drift waves
Immediately, we can observe that in the high resistivity limit α = 0, the drift waves become non-
196
dispersive without any instability as ω = 0; and in the limit with no background density gradient κ = 0
197
so that ω * = 0, the wave dispersion frequency is purely imaginary as ω = −iα (1 + k −2 ) that is always 198 stable with a negative growth rate.
199
Now we calculate the explicit solutions for the eigenvalues and eigenvectors for the non-dissipative case of (5) and (6). By directly solving the quadratic equation with non-zero parameters α � = 0 and κ � = 0, the eigenvalues of the system for wavenumber k can be written explicitly as
where for simplicity in representation, we introduce the parameter Γ ≡ Γ � k;
κ α � only dependent on the ratio κ α of the two model parameters
And the two branches of the eigenvalues are determined by the parameter θ ± = Arg (−1 + 4γi). In the
200
form of the solution (7), for fixed wavenumber k, it first depends linearly on the adiabaticity parameter 201 α in the outside coefficient. While inside the square bracket, the instability feature is determined by the 202 operator defined by Γ only dependent on the ratio κ α .
203
Still, it is useful to get the explicit expressions for all the components of the solutions. Simple calculation gives that
The two branches of the solutions can be discovered by the signs of the sine and cosine functions 204 depending on the signs of k y . Putting all the expressions together, we derive the entirely explicit
205
formulas for the two branches of the eigenvalues as
2 . We introduce the additional parameters for dispersion and growth/damping, �, ς ± ,
207
which are only related with the ratio κ α
. For fixed κ, as α → ∞, we have γ → 0, then the corresponding 208 parameters approach the limit � → 0 and ς
Correspondingly using the formulas for the two eigenvectors (6), the two branches of unstable and stable eigenmodes can be written explicitly as
Note that the eigen-directions only depend on the ratio 
C. Leading order expansion of the dispersion relations at low resistivity
Above, we derived the explicit formulas for the eigenvalues and eigenvectors for any parameter values κ, α in linear instability analysis. Here, we are interested in the two-field HW model performance as it approaches the adiabatic limit with low resistivity η → 0 or α → ∞. As the system approaches the low resistivity regime α � 1, the above formula for the dispersion relation ω can be approximated in the leading order (by using the expansion (1 + x) 1/2 = 1 +
twice) near the value γ ∼ 0 using the following expansions
Putting the above leading order expansions back into the expression for the eigenvalues (8), we find approximation of the eigenvalues up to the order O (γ 3 ) as
Notice that in the parameter γ = κ α kyk 2 (1+k 2 ) 2 , the wavenumber dependence part is always bounded,
1. The parameter ratio κ α determines the bound of γ.
217
By substituting the explicit form of the parameter γ into the above expansions, we find the explicit forms for the wave frequency ω r together with the growth rate σ + and the damping rate σ − in the leading orders
From the above expression (10) for the wave frequency ω r , the leading order term just gives the dispersion with the damping rate σ − , the leading order gives an isotropic damping only dependent on the absolute 224 wavenumber value k. As α → ∞, this term becomes especially strong and dominant driving the energy 225 along this direction to zero rapidly.
226
Then, we consider the corresponding eigenvectors in this leading order expansions. Direct calculation from the previous formulas (9) gives the unstable and stable eigenmodes in the leading order expansion for the corresponding basis with growth and decaŷ
Consistent with our previous intuitive approximation, the leading order expansions of the eigenstates 227
give the exact HM potential vorticityq + = −k 2φ+ −φ + along the unstable direction, and the stable .
233
The convergence in the eigen-directions shows invariant performance with constant parameter ratio κ α .
234
We summarize the major results of the above analysis in Table I . 
Numerical illustration of the linear growth 236
We check the convergence of the expansion formulas with numerical computations. In Figure 2 , we Now we consider the inclusion of homogeneous damping effect DΔ on both the vorticity q and density n equations as in (1) . By introducing the single-mode states in the previous form with time dependent
the original linearized equation (4) gives the following form with the dissipation effect added
If we choose the dispersion relation ω exactly as the solution of the non-dissipative system (7), the coefficients are only subject to the damping effect with all the other terms canceled. The damping effect can be easily eliminated by introducing the damping contribution on the original expansion formula aŝ
Clearly in the unstable branch with growth rate σ + in (10), the damping operator acts as the balancing effect of the linear instability induced in the first order of σ + . For each wavenumber, the instability is withheld by the damping when
The marginal stability boundary is determined by the contour when equality in the above relation is entire energy mechanism will be described through the statistical characterization in Section IV C.
265
E. The systematic unstable forced Hasegawa-Mima model with explicit drift instability
266
The previous discussion offered an explicit form for the growth rate calculated from the expansion of 267 the two-field HW model in the low resistivity regime. The leading order eigenstate gives the Hasegawa-
268
Mima model at the zero resistivity limit, and the leading order growth rate introduces drift wave 269 instability to the state variables. Now the idea is to start with the leading order MHM model without 270 instability, and find the proper equivalent external forcing form to add to the MHM model that gives 271 the same energy mechanism as the drift wave instability introduced from the HW system.
272
From the idea in Equation (3), the internal drift wave instability can be directly modeled as an unstable forcing exerted on each non-zonal potential vorticity mode in the formγ kqk . At the low 274 resistivity limit, α → ∞ (or more generally κ/α → 0), linear stability analysis in Equation (11) solution derived from the leading order instability (10), while it is reasonable to neglect the contribution 282 from the stable branch at this limit due to its fast time decay rate σ − .
283
Therefore, the systematic unstable forced modified HM (SUF -MHM) equation proposed in Equation (3) can be rewritten explicitly in the following form
The same flux-balanced potential vorticity q = ∇ 2 ϕ −φ is introduced with special treatment for the zonal modes as in the MHM model. The explicit anti-damping effect from the leading order expansion of the growth rate injects energy to each non-zonal spectral mode to simulate the contribution from the unstable resistive drift wavesγ
The growthγ k from the unstable forcing is used to mimic the excitation of drift waves in the linearized An important quantity we would like to model from the one-field SUF -MHM model is the zonal particle flux Γ =ñũ = −ñ∂ yφ that quantifies the total zonal transport of particle density. In the HM electrostatic potential function ϕ 0 , the zonal particle flux vanishes at the adiabatic limit ϕ 0 = n 0 from the unstable branch of the model
The dominant particle flux should come from the next order expansion term in Equation (11). Using the expansion for the unstable eigenmode, we have the approximation for the density fluctuation in each single wavenumber moden
The above relation in fact represents the balance between the dispersive drift waves and the resistive particle feedback in a short time scale. Taking the contribution from the second component into account, the particle flux can be approximated by the first order correction for each spectral mode as
with n 2 = n 2 x + n 2 y and the summation taken over all permitted indexes m + n = k. Especially, we can compute the total particle flux by taking the summation about the zero mode m + n = 0
Consistent with the two-field model case, the total particle flux approximation (15) shows always a 294 positive particle transport toward the boundary direction from the unstable branch solution. As the 295 system approaches the adiabatic limit α → ∞, the particle flux becomes weaker and finally will vanish 296 at the zero resistivity. 
297
IV. NUMERICAL EXPERIMENTS LINKING THE SUF -MHM MODEL WITH THE
with the spatial variables 
311
In all the numerical tests, the initial state is set from a random Gaussian field with a small amplitude.
312
In this way, we are able to investigate the roles of linear instability and nonlinear interaction for the self-313 generation of dominant zonal structures starting from the small homogeneous state with little energy.
314
We focus on the model skill in creating zonal jets from the SUF -MHM model with the balanced flux 315 correction for q. Notice that without instability, the solution of the HM models will simply decay in 
348
For completeness, we also show the dynamical evolution of flow solutions from the two models in Further, we compare the equilibrium energy spectra achieved from both the two-field BHW model the decaying slopes in the inertial regime agree with each other through the two sets of models.
367
B. Approximation for the zonal particle transport
368
Next, we compute the zonal particle transport Γ = �ũñ using the approximation formulas (14) and
369
(15) for the SUF -MHM model. Figure 8 gives the time-series and snapshots of the approximated particle 370 flux in the leading order expansion at several measured time instants. Starting from the near-zero value 371 in the initial state, the particle flux jumps to large values as the non-zonal drift wave states are excited.
372
The zonal particle flux always reaches its strongest value before the zonal jets are completely formed.
373
Finally, the dominant zonal structure blocks the strong zonal transport of the particle density. Again,
374
the weaker turbulent case with κ = 0.5 shows quite similar particle flux structure as the two-field BHW 375 model (see Fig. 3 of 12 ). The stronger turbulence case κ = 1 with larger linear instability gets the 376 small-scale structures maintained in time and more zonal particle transport in the one-field model case.
377
In the SUF -MHM model approximation, still we observe that the total particle flux is not entirely C. Equilibrium third moment feedback and the statistical energy transfer mechanism
384
The statistical higher-order moment feedback generated from the SUF -MHM model is computed we show that the one-field SUF -MHM model with the balanced flux correction can effectively enhance 391 the zonal feedbacks from the higher-order moments.
392
To characterize the statistical energy exchange between different scales, we look at the statistics EE k in the first two moments defined in each spectral modeφ k of the electrostatic potential
where we use the pointed bracket, �·�, to denote the statistical ensemble-averaged solutions. The statistical energy equation for the SUF -MHM model (13) can be derived by multiplyingφ * k on both sides of the equation for each projected mode
where 
V. THE ROLE OF THE BALANCED FLUX CORRECTION IN THE MODELS
436
In the construction of both the BHW model (1) and the MHM model (2), the crucial role in using 437 the balanced potential vorticity q is emphasized. The profound changes introduced due to this sim- 
The potential vorticity q defined above is without the balanced correction to remove the zonal mean transfer of energy to form the zonal structure is effectively weakened. It is found that only homogeneous 449 turbulence can be generated from forcing the CHM model without the balanced flux correction.
450
In the left panel of Figure 13 , the time-series of the total energy and energy in zonal modes are B. Dynamical difference between the HW models at low resistivity
468
In the last part, we comment about the important role of the balanced flux model in guaranteeing 469 the exact convergence to the MHM model at the low resistivity limit using a large value of α = 5 (see MHW model gets much stronger energy in the fluctuations and stronger particle flux at the same time.
473
By checking the snapshots at a long simulation time, the BHW model finally reduces to an almost zonal 474 state with tiny zonal particle flux, while fluctuations are maintained in the MHW model with large is not fully modeled.
479
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