I. INTRODUCTION
A JOINT time-frequency distribution is a good tool to process a non-stationary signal and may illustrate the evolution of the instantaneous frequency of the signal with respect to time [1] - [3] . A time-frequency distribution is particularly effective in analyzing a linear frequency modulated (LFM) signal that appears as a slant line in the time-frequency domain. For a signal composed of multiple LFM components with nonoverlapped instantaneous frequency functions, a linear timefrequency distribution and a smoothed bilinear time-frequency distribution may be able to extract the auto terms and suppress the cross terms [1] , [3] - [7] . However, when instantaneous frequency functions are cross each other or very close, cross terms are inevitable for bilinear time-frequency distributions, while a linear time-frequency distribution smears their auto terms. In this case, a time-frequency rate representation (TFRR) may be more effective [8] - [10] , in particular, for a polynomial phase signal (PPS).
For a single component PPS, there are many parameter estimation methods. The maximum likelihood (ML) estimator [11] and the nonlinear instantaneous least squares (NILS) estimator [12] have good performance but high computational complexity. Fractional Fourier transform (FrFT) and discrete chirp-Fourier transform (DCFT) have low computational complexity but are only for the second order PPS [13] - [15] . For higher order PPS, representations based on phase differentiation are developed by converting the higher order PPS to the first order harmonic signals iteratively, such as, high-order ambiguity function (HAF) [16] - [18] , polynomial Wigner-Ville distribution (PWVD) [19] , cubic phase function (CPF) [9] , and high resolution TFRR (HR-TFRR) [10] . Among these methods, CPF, a typical TFRR, attracts much attention to estimate the high order phase parameters of a PPS [20] - [25] .
For a multi-component PPS, the methods mentioned above may have cross terms. HAF has been extended to analyze a multi-component PPS [26] - [28] . Latter, the integrated CPF, the product CPF, and the coherently integrated CPF are devised to estimate the second order parameters of a multi-component PPS [29] - [31] . These methods use the accumulation to enhance the auto terms and suppress the cross terms. In other words, they have no capability of interpreting TFRR image visually. To suppress the cross terms in the time-frequency rate domain, some approaches are developed. For a PPS with non-overlapped components in the time-frequency domain, a TFRR without cross terms is given in [32] . It is to decompose a signal in the timefrequency domain to calculate CPF of individual components. A TFRR algorithm, that combines local polynomial Fourier transform and L-phase distribution, is proposed for multi-component high-order PPS [33] . But it needs to estimate the phase parameters of each component by multi-dimensional search. Recently, a smoothed HR-TFRR is proposed to suppress the cross terms in the time-frequency rate domain [10] . This bilinear transform is realized by a convolution of two linear transforms. However, matching the components in the two linear transforms is difficult, when the number of components is not small.
In this paper, we propose four kinds of smoothed TFRRs (STFRRs) to suppress the cross terms in the time-frequency rate domain. We first present two types of ambiguity functions of TFRR (AF-TFRR): AF-TFRR 1 and AF-TFRR 2 . In AF-TFRR domain, the auto terms concentrate at zero Doppler while the cross terms spread all over the Doppler region. Then, a mask is devised to extract the auto terms and suppress the cross terms in AF-TFRR domain. According to a relationship between AF-TFRRs and TFRRs, we use the masked AF-TFRR to obtain STFRRs: SCPF 1 , SCPF 2 , SHR-TFRR 1 , and SHR-TFRR 2 . Therein, the subscript '1' denotes STFRRs resulting from AF-TFRR 1 , the subscript '2' denotes those resulting from AF-TFRR 2 , SCPF 1 and SCPF 2 are due to CPF, while SHR-TFRR 1 and SHR-TFRR 2 are based on HR-TFRR. STFRRs can suppress cross terms effectively when a signal consists of multiple LFM components or multiple cubic phase components with small third order parameters (i.e., the third order parameter is smaller than the 1/10 of its dynamic ranges [18] ).
Furthermore, for the signal consisting of multiple cubic phase components with large third order parameters, we propose timechirp rate representation (TCRR) to illustrate the evolution of the chirp rate with respect to time. Similar to the realization of STFRR, we propose a smoothed TCRR (STCRR) to suppress the cross terms, where a mask in the ambiguity domain of TCRR is used. Therefore, we use STCRRs to estimate the third order parameter. Then, STFRRs are applied to the dechirped signal to get the second order parameter.
The remainder of this paper is organized as follows. In Section II, we define two types of AF-TFRRs and analyze their performances in estimating the third order parameter. Then we give a relationship between TFRRs and AF-TFRRs. In Section III, STFRRs based on the masked AF-TFRR are obtained to suppress the cross terms. Meanwhile, STCRRs are also provided to suppress the cross terms of TCRR. Next, In Section IV, some simulation results of both STFRR and STCRR, including time-frequency rate resolution, cross terms suppression, as well as parameter estimation performance of AF-TFRRs and STFRRs, are shown. Finally, the conclusion is given in Section V.
II. AMBIGUITY FUNCTION OF TFRR

A. The Existing TFRRs
A TFRR transforms a signal into the time-frequency rate domain to demonstrate the change of the instantaneous frequency rate with respect to time. In general, there are mainly two kinds of TFRRs: one is CPF [9] , the other is HR-TFRR [10] . A brief introduction of them is given in the following.
Consider a cubic phase signal
where ϕ(t) is the phase function and {A, a 0 , a 1 , a 2 , a 3 } are arbitrary parameters. Note that a 3 is the chirp rate defined as the third derivative of the phase function. The instantaneous frequency function of s(t) is given by
The instantaneous frequency rate function of s(t) is expressed as
The existing TFRRs are based on the multi-linear product of the signal
where τ is the time lag, (·) * represents the conjugate operator. By (4), CPF is given by [9] CPF(t, Ω) = 
where μ = 2(a 2 + 3a 3 t) − Ω. HR-TFRR is presented in [10] :
where
As shown in (5) and (6), the peaks of CPF and HR-TFRR appear along the line 2(a 2 + 3a 3 t) = Ω, which is the instantaneous frequency rate function of the signal. As shown in [10] , the HR-TFRR has analytical formula, higher frequency rate resolution, and smaller computational complexity; while CPF can estimate the phase parameter a little more accurately. Additionally, when a multi-component signal is analyzed by CPF or HR-TFRR, the cross terms are serious at the time instants where the two instantaneous frequency functions are cross or very close. In the following, we will propose two AF-TFRRs to analyze a multi-component signal.
B. The Proposed AF-TFRR
We give an alternative discrete form of (4) as follows
It is clear that the highest order in terms of n is 1. Thus, in order to estimate the third order parameter, we propose AF-TFRR 1 by applying the discrete Fourier transform (DFT) with respect to n to (8),
where ϕ 1 = e j 2a 2 τ 2 and N is the length of the signal. Then, introducing a constant time lag τ 1 to (8) yields
Similar to Z 1 (n, τ), the parameter of Z 2 (n, τ) with respect to τ 2 is the instantaneous frequency rate of the signal. Thus, we can get another realization of TFRRs by replacing Z 1 (t, τ) with Z 2 (n, τ) in (5) and (6), respectively.
Similarly, by applying the DFT to Z 2 (n, τ), we propose AF-TFRR 2 , i.e.,
where υ = τ 2 − τ 2 1 and ϕ 2 = e j 2a 2 υ . Clearly, AF-TFRR 1 and AF-TFRR 2 reach their global maximums at 6a 3 τ 2 = ω and 6a 3 υ = ω, respectively. Therefore, AF-TFRRs can be used to estimate the third order parameter for a given τ = τ 0 , which is given by
.
Remark 1: When a signal has an additive complex white Gaussian noise v(n), we have a noisy signal f (n) = s(n) + v(n). In this case, AF-TFRR of the noisy signal can be considered as a summation of AF-TFRR of s(n) and a random function. The random function is
As shown above, AF-TFRRs of s(n) have their global maximums to estimate the third order parameter. The random function (14) will cause the global maximums shifted by an amount Δω. The mean square errors (MSEs) of the estimators (12) and (13) 
Both (16) and (17) are obtained at τ 0 = 0.2N to minimize the MSE. AF-TFRRs can be directly obtained by the fast Fourier transform (FFT). Although CPF [34] and HR-TFRR [10] can also be realized by FFT, interpolations are needed and they need to use two time bins to estimate the third order parameter. In the third order parameter estimation, the computational complexity of the proposed methods is N/2logN/2 + 3/2N, while that of the method based on CPF or HR-TFRR is NlogN/2 + 5N. Therefore, the proposed methods can estimate the third order parameter faster.
C. Relationship Between TFRRs and AF-TFRRs
It is clear that AF-TFRRs and TFRRs share the same integrand. AF-TFRRs are realized by DFT of Z k (n, τ), k = 1, 2, with respect to n, while TFRRs result from the integration with respect to τ. Therefore, from AF-TFRRs, we obtain CPF by
where the operator IDFT ω denotes the inverse DFT with respect to ω. Meanwhile, HR-TFRR is also derived from AF-TFRRs
where the operator DFT τ 2 means DFT with respect to τ 2 and can be realized by the nonuniform fast Fourier transform [35] , [36] .
III. SMOOTHED TFRRS
As discussed in [10] , when two components are cross or close together in the time-frequency domain, serious cross terms appear between the two components in the time-frequency rate domain. This will make the auto terms hardly to be identified. Therefore, suppressing the cross terms in the timefrequency rate domain is of great importance in analyzing a multi-component signal.
Consider a multi-component signal with cross instantaneous frequency functions,
For the sake of simplicity in description, we let the number of components I = 2, then
Cross terms (21) where
, the auto and cross terms can be expressed in detail:
, and Σ 3 = a 3,1 + a 3,2 . After some mathematical manipulations, we obtain the highest orders in terms of n, which are shown in Table I . From Table I , we see that the auto terms have lower order in terms of n, while the cross terms have higher orders.
Similarly, Z 2 (n, τ) has the following expression when the signal consists of two components,
Cross terms (23) where (23), after some algebra, the same results are obtained as that in Table I , namely, the orders of the cross terms are higher than those of the auto terms by at least one.
A. Smoothed TFRRs Without Cross Terms
As shown in Table I , the difference between the auto and cross terms is the highest orders in terms of n. Thus, AF-TFRR can be used to separate them.
AF-TFRR 1 of (20) is calculated as
where δ(·) is Dirac delta function. In (24) , the auto terms concentrate according to τ 2 , while the cross terms do not. Thus, the region of auto terms can be extracted by Hough transform or Viterbi algorithm [37] , which is not considered in this paper, due to the high computational complexities.
When the signal is composed of two LFM components, i.e., a 3,1 = a 3,2 = 0, AF-TFRR 1 is given by
As a consequence, the auto terms concentrate at zero Doppler while the cross terms do not. Because the 10th and the 12th For a signal composed of LFM components with cross instantaneous frequency functions, we give an approach to suppress the cross terms of TFRRs in the following.
Step 1: Calculate the discrete AF-TFRR k (m, τ), k = 1, 2, in which the auto terms concentrate at zero Doppler while the cross terms do not.
Step 2: Define a mask,
where L is a parameter to define the mask region.
Step 3: Multiply AF-TFRRs with the mask to suppress the cross terms, resulting in the masked AF-TFRRs:
Step 4: (18) and (19), we have STFRRs as
In the masked AF-TFRRs, most cross terms are suppressed. As a result, STFRRs have little cross terms.
Illustration example: Fig. 1(a) illustrates the Wigner-Ville distribution (WVD) of a signal composed of two LFM components, whose instantaneous frequency functions are cross each other. Therein the amplitude of the first component is 1 and that of the second one is 0.5. The other parameters of the two LFM components are defined in Section IV. As shown in Fig. 1(a) , it is difficult to separate the components in the timefrequency domain. Because the components are cross each other, the cross terms are difficult to eliminate. Fig. 1(b) demonstrates AF-TFRR 1 of the signal. As shown in Table I , the auto terms are constants when a 3,i = 0. Therefore, they are located in the zero Doppler region in AF-TFRR 1 , shown as a line. In Fig. 1(b) , two slang lines correspond to the 10th and the 12th terms in (22) , and some speckles correspond to the other cross terms. Clearly, in AF-TFRR 1 , the auto terms are separated from the most of the cross terms. In addition, after analyzing the signal by (23), we find that AF-TFRR 2 has the same performance with AF-TFRR 1 . Fig. 1(c) and (d) illustrate the masked AF-TFRR 1 and the rest of AF-TFRR 1 . Fig. 1(e) and (f) present the results of Fig. 1(c) and (d) based on the relationship (29). In Fig. 1(e) , we can see that the two lines correspond to the two components and the cross terms are very weak. Consequently, TFRR obtained from the masked AF-TFRR can be considered as the sum of TFRRs of two individual components. Thus, the mask can suppress the cross terms effectively by eliminating the cross terms in AF-TFRR domain.
To quantify the performance of STFRRs in suppressing cross terms, we define signal-to-interference rate (SIR) as [10] SIR(dB) = 10 lg T otal energy of auto terms T otal energy of cross terms .
SIRs of Fig. 1 (e) and (f) are 10.6177 dB and −0.573 dB, respectively, while that of the original TFRR is 2.6085 dB. This indicates that the mask in AF-TFRR 1 domain is very effective in suppressing the cross terms.
B. Smoothed TCRR Without Cross Terms
As for a cubic phase signal, the auto terms have order one, i.e., linear, in terms of n in (21) and (23) , which can be seen from Table I as a 3,i = 0. In AF-TFRR domain, it appears as a curve varies with τ 2 . When the third order parameter is small, the auto terms can be still extracted by the mask with a larger L in (26) . However, L cannot be very large, because it should avoid cross terms. In other words, STFRR has bad performance when the third order parameter is large. For a signal with large third order parameter, we propose STCRR to suppress the cross terms. First, we reduce the order of Z k (n, τ) with respect to n by
Using (31), we get TCRR as
or Employing DFT to (31) with respect to n yields the ambiguity function of TCRR (AF-TCRR) (34) where the auto terms concentrate around zero Doppler and are separated from the cross terms. Therefore, using the mask defined in (26), we get the discrete masked AF-TCRR MAF-TCRR k (m, τ) to suppress the cross terms in this domain and then STCRR is obtained as
For a signal with multiple components, we first use (35) or (36) to estimate the third order parameter. Then, the second order parameter is estimated by (28) or (29) using the dechirped signal.
IV. SIMULATION RESULTS
In this section, we evaluate the proposed STFRRs and STCRRs by several examples. All signals used in this section are sampled with 1Hz sampling rate and each signal has 255 samples. For the sake of clarity, we only consider signals with two or three components in this part. 
A. Performance of STFRRs
As described in [10] , cross terms are serious at the time instants where two instantaneous frequency functions are cross or very close. Here, we consider a signal composed of two LFM components with parameters: A 1 = 1, A 2 = 0.5, a 0,1 = a 0,2 = 0, a 1,1 = 0.3π, a 1,2 = π/6, a 2,1 = −π × 10 −3 , a 2,2 = π × 10 −3 . The time-frequency distribution has been shown in Fig. 1(a) , which has two crossing instantaneous frequency functions. In the following, we attempt to analyze the signal in the time-frequency rate domain.
The proposed STFRRs are compared with CPF and HR-TFRR, which are shown in Fig. 2 . CPF and HR-TFRR of the signal are given in Fig. 2(a) and (d) , respectively. Despite that the two components are not cross each other any more in timefrequency rate domain, the cross terms, including the spurious peaks and speckles, are very serious. The existence of cross terms makes CPF and HR-TFRR difficult to be interpreted. In order to suppress the cross terms, we present the proposed SCPF 1 and SHR-TFRR 1 of the signal in Fig. 2(b) and (e), respectively, which are obtained by L = 2 in (26). Compared with CPF and HR-TFRR, the cross terms of SCPF 1 and SHR-TFRR 1 between the two components are almost completely suppressed. However, the procedure of suppressing the cross terms spreads the support regions of the auto terms, especially for SCPF 1 . Meanwhile, we use the proposed SCPF 2 and SHR-TFRR 2 at τ 1 = 1 to suppress the cross terms, which are illustrated in Fig. 2(c) and (f), respectively. We see that the cross terms between the two auto terms are suppressed effectively. Similar to SCPF 1 and SHR-TFRR 1 , the auto terms spread at the time instants where the two instantaneous frequency functions are cross, especially for SCPF 2 .
SIRs of the original TFRRs and the proposed smoothed versions are provided in Table II . Therein, the energy of an auto term is defined by the energy in 5 successive frequency rate bins, centered at the instantaneous frequency rate function. Total energy of auto terms is obtained by summing the energy of each auto term. The energy except that of the auto terms belongs to cross terms.
As shown in Table II , SHR-TFRRs have about 10 dB improvement in SIR. This implies that the proposed SHR-TFRRs are very effective to suppress the cross terms. Although the proposed SCPFs do have the ability to suppress the cross terms, their SIRs have no improvement. That is because suppressing cross terms makes the auto terms spread heavily.
Adding white Gaussian noise at SNR = 0 dB to the signal above with A 1 = A 2 = 1 yields a noisy signal. Fig. 3 shows the proposed STFRRs, CPF, and HR-TFRR of the noisy signal. As shown in Fig. 3 , CPF and HR-TFRR are corrupted by noise and cross terms obviously. For the proposed SCPF 1 and SHR-TFRR 1, the cross terms are suppressed and noise is reduced. However, the auto terms are weakened and their support regions are spread. Compared with SCPF 1 and SHR-TFRR 1 , the proposed SCPF 2 and SHR-TFRR 2 can hold the property of auto FIG. 3 terms and suppress the cross terms and noise. In other words, STFRRs based on AF-TFRR 2 perform better than those based on AF-TFRR 1 in noisy environment. Moreover, comparison between the CPF-based approaches and the HR-TFRR-based approaches indicates that the auto terms of the latter are much more concentrated than those of the former. Table III presents SIRs of all TFRRs of the noisy signal. SIR of SHR-TFRR 1 improves about 3 dB compared with HR-TFRR, while SHR-TFRR 2 outperforms SHR-TFRR 1 by 3 dB. Even though the smoothing procedure spreads the auto terms, SIRs of SCPFs improve a little. This means that the CPF-based STFRRs can reduce the noise effectively. In summary, STFRRs based on AF-TFRR 2 work better than those based on AF-TFRR 1 in noisy environment. This is because introducing lag τ 1 makes the noise uncorrelated any more.
In the following, we apply the proposed STFRRs to a signal with three LFM components. The signal is a result of adding the previous signal with A 1 = A 2 = 1 by another LFM component, which is generated by the MATLAB code 'fmlin(255, 0, 0.1)' [38] . Fig. 4(a) shows WVD of the signal. Therein, three components are visible and each two instantaneous frequency functions are cross. Fig. 4(b) shows AF-TFRR 1 , where it is hardly to identify the auto and cross terms due to that too many components appear. Fig. 5 demonstrates the proposed STFRRs and the original TFRRs for the three-component signal. In CPF and HR-TFRR, the auto terms are surpassed by the cross terms and cannot be identified. In the proposed SCPF 1 , SCPF 2 , SHR-TFRR 2, and SHR-TFRR 1 , we see the three components clearly. This means that they can suppress the cross terms effectively even when there are many components. SIRs of all TFRRs for the three-component signal are listed in Table IV . SHR-TFRRs improve SIR by about 7 dB. However, although SCPFs suppress the cross terms visually, they reduce SIR a little. The reason is that SCPFs spread the auto terms at the time instants where the instantaneous frequency functions are cross or very close. We compare TFRRs in another aspect: the integrated and the product versions of TFRRs. The integrated TFRR results from adding the absolute value of TFRRs along time axis [10, 29] , and the product TFRR is obtained by multiplying the time bins at 30, 80, 128, 175, and 220 [25] . Fig. 6 shows the integrated and the product versions of TFRRs for the first signal with A 1 = A 2 = 1, the noisy signal, and the three-component signal used above. For the CPF-based methods, the performance is not very good in the integrated and the product versions, since the suppression of the cross terms spreads the auto terms heavily (Fig. 6(a) and (c) ). For the HR-TFRR-based methods, STFRRs perform approximately the same in the noiseless cases ( Fig. 6(d) and (f)), and much better than HR-TFRR. When the signal is corrupted by the white Gaussian noise, the integrated and the product SHR-TFRR 2 have better performances than those based on SHR-TFRR 1 . This implies that the introduction of the lag in (10) makes the proposed methods more robust against the noise.
For a signal with multiple cubic phase functions, we use the same signal as [10] , namely,
+ e j 2π (π /6n −0.0029n 2 +0.000002n CPF and HR-TFRR of the signal are shown in Fig. 7(a) and (d), respectively. It is seen that the two components are not parallel in TFRR domain. Fig. 7(b) and (e) present SCPF 1 and SHR-TFRR 1 , respectively, implying that they suppress the cross terms clearly. Fig. 7(c) and (f) show SCPF 2 and SHR-TFRR 2 , respectively. Compared with the original TFRRs, the smoothed operation can suppress the cross terms well, although it spreads the auto terms, especially for a method based on CPF. Based on the simulation results, STFRRs, including SCPF 1 , SCPF 2 , SHR-TFRR 1 , and SHR-TFRR 2 , still work well for the signal with multiple cubic phase components.
All the proposed methods can suppress cross terms effectively. However, there are some differences. First, STFRRs based on HR-TFRR have higher frequency rate resolution than those based on CPF. Second, the auto terms of STFRRs based on CPF spread more seriously than those based on HR-TFRR, at the time bins where the instantaneous frequency functions are cross each other. Third, STFRRs based on AF-TFRR 2 are more robust against the white Gaussian noise than those based on AF-TFRR 1 .
In summary, SHR-TFRR 2 has the best performance among the proposed methods in both the cross terms suppression and the noise reduction.
B. Performance of STCRRs
In this part, we will give a numerical example to verify STCRRs in suppressing cross terms when a signal is composed of multiple cubic phase components with large third order parameters.
Consider a signal composed of two cubic phase components with parameters: Fig. 8(a) shows the smoothed pseudo WVD (SPWVD) of the signal. We see that the two instantaneous frequency functions are cross at several time points. Fig. 8(b) presents AF-TCRR 1 . Theoretically, the auto terms lie around zero Doppler, while the cross terms spread all over the Doppler region. However, it is hard to see in Fig. 8(b) , due to the heavy multi-linear property. Fig. 9 demonstrates the results of TCRRs. Fig. 9 (a) and (d) show TCRRs directly calculated from (32) and (33), where we see the heavy cross terms surpassing the auto terms. Fig. 9(b) and (e) demonstrate SCPF-TCRR 1 and SHR-TFRR-TCRR 1 , respectively, where two components are very clear. This means that the smoothing procedure suppresses cross terms effectively. SCPF-TCRR 2 and SHR-TFRR-TCRR 2 perform a little better than SCPF-TCRR 1 and SHR-TFRR-TCRR 1 , respectively. In addition, it is clear that STCRRs based on HR-TFRR outperform those based on CPF in terms of suppressing the cross terms. SIRs of TCRRs are illustrated in Table V . SHR-TFRR-TCRR 1 and SHR-TFRR-TCRR 2 improve about 5.5 and 6.3 dB of SIR, respectively. Although, the cross terms are suppressed, the CPF-based TCRRs do not improve SIR. The reason is that the CPF-based TCRRs spread the auto terms heavily. Table V also indicates that SHR-TFRR-TCRR 2 performs the best among TCRRs in terms of suppressing cross terms and concentrating auto terms.
C. Parameter Estimation
As described in Section II, AF-TFRRs can be used to estimate the third order parameter of a cubic phase signal embedded in additive white Gaussian noise. Fig. 10(a) and (b) show MSEs of the estimated parameter by (12) and (13), respectively, where the simulation results are obtained by 1000 Monte Carlo tests. As shown in Fig. 10 , the simulation results coincide highly with the theoretical ones at high SNR. Fig. 10(c) compares the two parameter estimate approaches with others, such as HAF, CPF, and HR-TFRR. At high SNRs, the proposed approaches have almost the same MSE with HAF and CPF, and are a little better than HR-TFRR. Although the thresholds of the proposed approaches are a little higher than the CPF and HR-TFRR, they are the most time-saving. This is because the proposed approach is realized by using FFT directly without interpolation. By reducing the cross terms, the proposed methods can be used to estimate the parameters of multi-component PPSs. Considering the signal used in Fig. 2 with A 1 = A 2 = 1, Fig. 11 shows MSE for the second order parameter estimation of the first LFM component, using the integrated TFRRs. At high SNR, all TFRRs have the same estimate results. It is shown that SNR threshold of the integrated TFRRs based on AF-TFRR 1 is the highest. The integrated TFRRs based on AF-TFRR 2 make the thresholds lower and close to CPF or HR-TFRR. This means that the additional noise or cross terms in (4) increases SNR threshold, the SNR thre-shold can be reduced by the introduction of the lag in (10) . However, our aim is to suppress the cross terms to make TFRR of a multi-component signal equal to the sum of TFRRs of individual components, which is for the decomposition of a signal with cross components in the timefrequency domain. To this end, (4) and (10) are better choices and the proposed methods can achieve the goal easily.
V. CONCLUSION
TFRR, which shows the change of the instantaneous frequency rate of a signal with respect to time, is a powerful tool to analyze a non-stationary signal. However, TFRR may suffer from cross terms when the instantaneous frequency functions of components are cross or very close. In this paper, four STFRRs are proposed to suppress the cross terms. We define two types of AF-TFRRs. In AF-TFRRs, the auto terms concentrate at 0 Doppler while the cross terms do not when a signal is composed of multiple LFM components or cubic phase components with small third order parameters. Then, a mask is devised to extract the region where the auto terms locate in. By the masked AF-TFRR, the proposed STFRRs are obtained. Simulation results show that STFRRs suppress the cross terms effectively and introducing a time lag in the second AF-TFRR makes STFRRs more robust against noise. In addition, STFRRs based on HR-TFRR have much concentrated auto terms than those based on CPF. Moreover, both the proposed AF-TFRRs can be used to estimate the third order parameter. Although they are a little worse than the CPF-based approach at high SNRs, they have a lower computational complexity.
Furthermore, we propose TCRR to give the change of the chirp rate with respect to time. Similar to STFRRs, using the mask in AF-TCRR domain, STCRRs are proposed to suppress the cross terms. STCRRs work well when the signal is composed of multiple cubic phase components.
APPENDIX
In this appendix, we derive MSE of the third order parameter estimate. Consider that AF-TFRR 1 (ω, τ 0 ) of s(n) is noise-free and its magnitude has the global maximum at ω 0 = 6a 3 τ 0 2 . The random function ΔAF-TFRR 1 (ω, τ 0 ) shifts the global maximum by an amount Δω. A first-order approximation for Δω is given by [39] Δω ≈ − β(ω 0 ) α(ω 0 ) 
When N is large, we obtain the following results: 
Substituting them into (38) , (39) , and (37) 
This means that the proposed estimator is unbiased.
