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Abstract
The fundamental precision limit of an interferometer is crucial since it bounds the best
possible sensitivity one could achieve using such a device. This thesis will focus on several
different interferometers and try to give the ultimate precision bounds by carefully counting
all the resources used in the interferometers.
The thesis begins with the basics of the quantum state of light. The fundamentals of
quantum metrology are also reviewed and discussed. More specifically, the terminology of
classical and quantum Cramér-Rao bound and classical and quantum Fisher information
are introduced.
Chapter 3 discusses the conclusive precision bounds in two-mode interferometer such
as Mach-Zehnder interferometer (MZI) and SU(1,1) interferometer. I revisit the quantum
Fisher information approach of these two interferometers and show the discrepancy of phase
sensitivity on the physically same setup. Then I establish fundamental precision estimation
bounds for such device, due to the reason that many works of literature fail to accurately
count the resources and knowledge of phase-to-be-estimated used in the interferometers.
The analysis suggests that for a MZI, one can never do better than SNL in phase sensitivity,
when an input to one of the two ports is the vacuum. If one does not allow the detector
to use any external phase reference or power resource, then the precision is limited by
the SNL. For a SU(1,1) interferometer, firstly, when one of the input states is restricted
to be a vacuum state, I showed that by using either the phase-averaging method or the
quantum Fisher information matrix method, different phase configurations of the SU(1,1)
interferometer result in the same QFI. Secondly, I compared the results of the phase-
averaging method and the quantum Fisher information matrix method, and then I argued
that for an SU(1,1) interferometer, phase averaging or quantum Fisher information matrix
method is generally required, and they are equivalent. Finally, I used the quantum Fisher
information matrix method to calculate the precision limit for other common input states,
such as two coherent state inputs or coherent state with squeezed vacuum inputs.
viii
In chapter 4, I will consider a passive multi-mode interferometer for multiparame-
ter phase estimation. It was suggested that optical networks with relatively inexpen-
sive overhead—single photon Fock states, passive optical elements, and single photon
detection—can show significant improvements over classical strategies for single-parameter
estimation, when the number of modes in the network is small. In this chapter, I an-
alytically compute the quantum Cramér-Rao bound to show these networks can have a
constant-factor quantum advantage in multi-parameter estimation for even large number
of modes. Additionally, I provide a simplified measurement scheme using an array of single
photon detectors and only one number-resolving detector that is capable of approximately
obtaining this sensitivity for a small number of modes. Remarkably, supersensitivity can




The discovery of quantum mechanics enables us to further explore the properties of
objects in a much smaller scale. Classical metrology considers the accuracy of the estima-
tion, which is typically limited. The most fundamental setup of metrology is a two-mode
Mach-Zehnder (MZ) interferometer, which has an unknown phase difference between its
two arms. The goal is to estimate this phase with high precision, which could lead to
great interest in a variety of fields such as quantum laser radar (LADAR) [1, 2], quantum
lithography [3, 4], and gravitational wave detection [5, 6].
When considering the whole metrology setup using semi-classical theory, i.e., we treat
light using classical theory while treat the detection scheme by quantum theory, the uncer-
tainty of the measurement typically is bounded by shotnoise, which is given by ∆ϕ = 1/
√
n̄,
where n̄ is the average photon number of the resource used in the interferometer. For a long
time, shotnoise was considered to be the ultimate limit of any metrology device. However,
when considering metrology technology using quantum theory as a whole, one can achieve
better estimation precision than shotnoise [7].
For example, by using laser light in one arm, and vacuum in the other arm of the MZI,
together with intensity detection, one gets back the shotnoise limit (SNL), which is given
by 1/
√
nα, where nα is the average photon number of the laser light. However, by utilizing
quantum states and quantum detection schemes, it has been shown that one can beat the
shotnoise and achieve better sensitivity, or even the Heisenberg limit (HL), which is given
by ∆ϕ = 1/n̄.
Typically, the sensitivity of the metrology setup is determined by the input state, the
interaction of the phase and input state, as well as the detection method. For instance, in
1981, Caves showed that by using non-classical states of light such as squeezed vacuum [8],
one could beat the SNL. Later, different states such as N00N states [9], twin Fock states
[10] and two-mode squeezed states [11] were shown to be useful when one tries to beat SNL
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and even achieve Heisenberg sensitivity.
The other way to beat SNL is to use active elements in an interferometer. One such
interferometer is called a SU(1,1) interferometer, introduced by Yurke et al. in 1986 [12],
where the beam splitters in the MZI are replaced by an active element, such as an optical
parametric amplifier (OPA) or four-wave mixer, which are mathematically characterized by
the group SU(1,1). These interferometers can achieve Heisenberg sensitivity even if inputs
are both vacua. Since first proposed, the phase sensitivity of the SU(1,1) interferometer
has been extensively studied both in theory and experiment.
To calculate the estimation precision of the interferometer, one can use the error prop-
agation formula for a given measurement scheme [13]. However, to find the best possible
estimator for the given system, one needs to exhaust all possible measurement strategies,
which renders the problem nearly impossible to solve. However, with the help of quan-
tum Fisher information (QFI) [14], one could find the ultimate precision bounds of the
phase sensitivity without determining a measurement. Then the sensitivity is given by the
quantum Craḿer-Rao (QCRB) bound [14, 15], ∆2φ ≥ 1/FQ, where FQ is the QFI.
This thesis is structured as follows: In Chapter 2, I will discuss the different quan-
tum states of light along with their application in a Mach-Zehnder interferometer. The
fundamentals of quantum metrology are also reviewed and discussed. I will also introduce
the terminology of classical and quantum Cramér-Rao bound and classical and quantum
Fisher information. In Chapter 3, I will revisit the QFI approach to the calculation of the
precision of the parameter estimation in Mach-Zehnder interferometer and SU(1,1) inter-
ferometer. Then I will show that by utilizing phase-randomizing or quantum Fisher infor-
mation approach, one can bound the precision of parameter estimation tighter for SU(1,1)
interferometer, and recover the no-go theorem for MZI. In Chapter 4, I will consider a
passive multi-mode interferometer for multiparameter phase estimation. I will analytically
compute the quantum Cramér-Rao bound to show these networks can have a constant-
factor quantum advantage in multi-parameter estimation for even large number of modes.
2
Additionally, I will provide a simplified measurement scheme using an array of single pho-
ton detectors and only one number-resolving detector that is capable of approximately
obtaining this sensitivity for a small number of modes.
3
Chapter 2
Preliminaries of Quantum Optics and Quantum
Metrology
2.1 Introduction
In this chapter, I will review the basics of quantum optics such as quantum states of
light. Later I will also discuss the fundamentals of quantum metrology.
2.2 Quantization of Electromagnetic Field
To quantize the electromagnetic field of light, one can first start with the quantiza-
tion of the classical electromagnetic field equation of motion, namely Maxwell’s equations.
Assuming that there are no sources of radiation, thus the Maxwell equations become,









∇ · ~B = 0, (2.3)
∇ · ~E = 0, (2.4)
where ~B = µ0 ~H and ~D = ε0 ~E. Here ~E and ~B represent electric and magnetic field,
respectively, while µ0 and ε0 represent the magnetic permeability and dielectric permittivity
of free space, respectively. In addition, µ0ε0 = 1/c
2, where c is the speed of light in free
space.
Then by introducing the magnetic potential ~A and electric potential V (~r), one obtains






Combining these two equations, one gets





The above equation is Maxwell’s wave equation under the Coulomb Gauge condition in
free space. Then considering a one-dimensional cavity with length L, with the radiation
field’s direction of propagation along the z direction and polarized along the x direction,





where kl and Ql are the wave number and amplitude of the lth mode, respectively, and
Al =
√
2ω2l /(V ε0). Since the one-dimensional boundary condition must be met, kl =




























where pl = q̇l. Then it is clear that the single-mode field is equivalent to a harmonic























In order to quantize the single-mode field, one can then introduce the canonical commuta-
tion relation,
[q̂i, p̂j] = i~δij, (2.14)











(ωlq̂l − ip̂l). (2.16)
The annihilation operator âl and creation operator â
†















Thus, one successfully quantized the electromagnetic field.
2.2.1 Fock States
In the last section, I reviewed the quantization of the electromagnetic field and in-
troduced the annihilation operator â, creation operator â†, and Hamiltonian Ĥ. Let me
now introduce the Fock states, the eigenstates of Hamiltonian Ĥ, and denote them as |n〉.
One particular property of the Fock state is that it has a well-defined number of particles.
Accordingly, let us define the particle number operator N̂ = â†â which satisfies
N̂ |n〉 = n |n〉 . (2.19)
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The action of the creation and annihilation operators on the Fock state |n〉 is given by
â†|n〉 =
√









From the equation above, one can also derive some properties of the Fock state. First,
the Fock state is orthonormal:
〈n|m〉 = δnm, (2.23)
and the Fock state basis is complete:
∞∑
n=0
|n〉 〈n| = Î . (2.24)
2.2.2 Coherent States
In this section, I will introduce another common field, which is called coherent state.
The coherent states are based on the coherence quantum theory, and they represent the
theoretical model of a laser. The definition of a coherent state is given by the annihilation
operator
â |α〉 = α |α〉 . (2.25)
Therefore, one can see that the coherent state is an eigenstate of the annihilation operator.













One can see that coherent states do not have a definite photon number, and, if the photon
number is measured, its distribution follows the Poisson statistics,




with standard deviation of ∆n = |α| =
√




= 〈α| â†â |α〉 = |α|2. (2.28)
In addition, the coherent states can be generated by displacing the vacuum state |0〉 with
a displacement operator D̂(α) as
|α〉 = D̂(α)|0〉, (2.29)
where the displacement operator D̂(α) is defined as D̂(α) = exp(αâ† − α∗â).
The coherent state has the following properties: First, the coherent state is non-
orthogonal:




|β|2 + α∗β). (2.30)




|α〉 〈α|d2α = Î . (2.31)
Third, the coherent state is a minimum uncertainty state and has equal uncertainties





























































From the previous section, we know that the coherent state is a minimum uncertainty
state, where the fluctuations of X̂1 and X̂2 quadratures are the same. However, there exist
other minimum uncertainty states, and their quadratures are not the same. One can call
one of these states the squeezed state |α, ξ〉. For now I will focus on single-mode squeezed
states. The squeezed states can be generated from a physical process called squeezing,












where ξ = re2iφ is the squeezing parameter. The squeezed state can be generated in two
ways: either first squeeze then displace, or first displace then squeeze. More specifically,
|α, ξ〉 = Ŝ(ξ)D̂(α) |0〉 = D̂(α)Ŝ(ξ) |0〉 . (2.41)
It is easy to show that the average photon number in |α, ξ〉 is given by
〈α, ξ| N̂ |α, ξ〉 = sinh2r + |α|2. (2.42)
Here one can define Ŷ1 + iŶ2 = (X̂1 + iX̂2)e
−iφ = âe−iφ, so that the quantum fluctuations














By comparing Eq. (2.43) with Eq. (2.44) for the coherent state, one can see that one of
the quadratures is squeezed, while the other one is anti-squeezed. Note that, when α = 0,
this special squeezed state is called squeezed vacuum state, which could also be expanded
in the Fock state basis as













Last but not least, the two-mode squeezing operator is given by
Ŝ2(ξ) = exp(ξ
∗âb̂− ξâ†b̂†), (2.46)
where ξ = |ξ|eiθ. The simplest non-classical two-mode Gaussian state, which is called two-
mode squeezed vacuum state, can be generated from the vacuum by a two-mode squeezing
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operation, so that
|ξ〉2 = Ŝ2(ξ)|0, 0〉, (2.47)






(−1)neiθ tanhn ξ|n, n〉. (2.48)
The two-mode squeezed vacuum state is not a product of squeezed states in modes a and
b, but rather it is correlated between them being a superposition of terms with the same
number of photons in both modes.
2.2.4 Thermal State
Finally, another common light state that one will encounter is the thermal state. The











where Ĥ = ~ω(â†â + 1
2





Pn |n〉 〈n| , (2.50)
where

























|n〉 〈n| . (2.54)








− 〈n̂〉2 = n̄+ n̄2. (2.55)
2.2.5 Wigner Function of States
Figure 2.1: Wigner function of the vacuum state. It is a Gaussian-shaped distribution
centered at the origin of the phase space.
Since â† and â can be written in terms of the phase-space operators x̂ and p̂, it is easy
to show that different states can also be represented in phase-space. More specifically, one
can use the Wigner function to describe different quantum states. The Wigner distribution
is a quasi-probability distribution, since values of the Wigner function can be negative,
which is not possible in classical probability theory. The definition of the Wigner function
12
Figure 2.2: Wigner function of single photon Fock state. One can see that near the center
of the phase space, the value of the Wigner function becomes negative, which indicates the
quantumness of the Fock state.
is given by


























is the Wigner operator. From the equation above, one can see that the Wigner function is a
function that describes the quantum distribution in classical phase space. If one integrates






W (x, p)dp. (2.58)






W (x, p)dx. (2.59)
To begin with, I will provide the Wigner function for some of the quantum states I
13






















Also note that, when n = 0, one gets back the Wigner function of the vacuum state. In
Fig. 2.2, one can see that the Wigner function of the Fock state goes negative, which also













In Fig. 2.3, one can see that the Wigner function of the coherent state is the displaced
vacuum.











As shown in Fig. 2.4, the Wigner function of the single-mode squeezed vacuum state no
longer has a circularly symmetric shape. Rather, it is squeezed along a direction specified
by the squeezing angle.
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Figure 2.3: Wigner function of the coherent state. Here, α = 2. Thus, the Wigner function
of the coherent state is just the Wigner function of the vacuum state shifted along the x-axis
by
√
2α ≈ 2.82 units.








2.3.1 Basic Example of Metrology
Here, let me start the discussion of quantum metrology by discussing the most basic
model of the Mach-Zehnder interferometer, which is shown in Fig. 2.6. Two input states
ρ1 and ρ2 interfere on the first beam-splitter (BS), then interact with two unknown phases
θ and δ, then again interfere on another BS, and finally reach the detector 1 and detector
2. The metrology task is to estimate the phase difference between the two arms, namely,
φ = θ − δ.
15
Figure 2.4: Wigner function of the single-mode squeezed vacuum state. Here, r = 1 and,
since the squeezing angle is already fixed to π, the squeezing is along the p axis.
The action of the MZI can be analyzed with the Jordan-Schwinger representation in




(â†b̂+ b̂†â), Ĵy =
1
2




In this definition, a balanced beam splitter is a rotation around the x axis by π/2: U =
exp[−iπ
2
Ĵx], and the phase delay is a ϕ rotation around the z axis, with U = exp[−iϕĴz].
For the most standard metrology task, one can use a measurement of the photon-number
difference at the output, which is equivalent to Ĵz measurement as n̂A − n̂B = 2Ĵz.
Then the precision of estimating ϕ can now be quantified via a simple error-propagation
formula:
∆ϕ =
(∆Jz)∣∣∣d〈Ĵz〉dϕ ∣∣∣ . (2.67)
With the input state as |α〉|0〉 in mode A and mode B in Fig. 2.6, by using the error
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Figure 2.5: Wigner function of the thermal state. One can see that the shape is also
Gaussian but it is larger than the vacuum state.
propagation method with intensity different measurement, where Ô = â†â − b̂†b̂, one has
(∆O) = |α| and








where the average photon number is N̄ = |α|2. When ϕ = π/2, one obtains the so-called
shotnoise limit (SNL).
Even though the error propagation formula is very easy to understand, the calculated
precision depends on the actual measurement scheme. That is to say, if one needs to find the
best precision of an interferometer, one needs to determine an optimal measurement, which
is nearly impossible to do, since there could be infinite number of different measurement
schemes.
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Figure 2.6: The Mach-Zehnder interferometer with two input light modes a, b, and two
output modes a′, b′. In a standard configuration, a coherent state of light |α〉 is sent into
mode a. In order to obtain quantum enhancement, one needs to make use of the b input
port also, sending e.g. the squeezed vacuum state |ξ〉.
2.3.2 Classical Estimation Theory
Classically, one has a data set which consists of N copies of independent identically
distributed random variables drawn from a probability density function (PDF), pϕ(X),
where the PDF is solely depending on an unknown parameter φ to estimate. Then the goal
of the estimation is to construct an estimator ϕ̃N(x) to get the most accurate estimation.
One approach is to use the Fisher information to determine such an optimal estimator.
One could construct the classical Cramér-Rao Bound (CRB) that lower-bounds the

















2.3.3 Quantum Estimation Theory
The Quantum Cramér-Rao Bound (QCRB) is the quantum generalization of the clas-
sical CRB, which sets the lower bound of the variance of estimation for all possible locally








For pure states ρϕ= |ψϕ〉〈ψϕ|, the QFI simplifies to




Even better, in common cases, specifically in the context of optical interferometry, when





for the pure state estimation case, ρ = |ψ〉〈ψ|, the QFI is proportional to the variance of
Ĥ:
FQ(|ψϕ〉) = 4∆2H = 4(〈ψ|Ĥ2|ψ〉 − 〈ψ|Ĥ|ψ〉). (2.74)
However, it is important to point out that sometimes QFI calculation results can be
misleading. Since QFI optimizes over all possible measurement schemes, it could potentially
include some cases that one has prior knowledge of the parameter one is trying to estimate
beforehand. Thus, in order to make sure the QFI calculation is valid and possible, one
needs to specify a measurement which could attain the QCRB set by QFI.
By utilizing the QFI method, one can then examine if a quantum state could help us.
With the input state as |α〉|ξ〉 in mode A and mode B in Fig. 2.6, one can then calculate
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the QFI of the setup, which is given by
∆2φ =
1
|α|2e2r + sinh2 r
. (2.75)






|α|2 + sinh2 r
. (2.76)
One can see that for any r > 0, ∆2φ < ∆2φSNL. Thus, one can say that by using a
quantum state, one can beat the SNL and achieve better sensitivity. Furthermore, when






Therefore, by using QFI, one can easily find the best precision of an interferometer without
determining a measurement.
2.4 Summary
In this chapter, the quantization of the electromagnetic field is reviewed, and then
different states of light are presented and discussed. Furthermore, the basics of classical
estimation theory and quantum estimation theory are discussed. These definitions and
tools will be useful in the next chapters, where I discuss the conclusive precision limit of
two-mode interferometers and multimode interferometers.
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Chapter 3
Conclusive Precision Bounds of Two-Mode
Interferometers
3.1 Introduction
Metrology, like other fields in physics, has been re-investigated by laws of quantum
mechanics. The fundamental setup of a metrology device is a Mach-Zehnder interferometer
(MZI). MZIs are widely used in the study of phase estimation. By utilizing only classical
resources, the precision of estimation or sensitivity of this device is bounded by ∆2φ ≥
1/n̄, where n̄ is the average photon number inside the interferometer. This bound is
referred to as the shotnoise limit (SNL) [8]. However, this is not the ultimate limit. If
one deploys quantum resources, then one can beat the SNL and reach the Heisenberg
limit (HL), ∆2φ ≥ 1/n̄2 [8]. The estimation precision of the interferometer can be given
by the error propagation formula for a given measurement scheme [13]. However, this
approach cannot determine the optimal sensitivity without optimizing over all possible
measurement schemes. To circumvent this problem, Braunstein and Caves introduced
quantum Fisher information (QFI), which depends only on the input state and not on a
particular measurement scheme [14]. The ultimate precision bounds of the phase sensitivity
is then given by the quantum Craḿer-Rao (QCRB) bound [14, 15], ∆2φ ≥ 1/FQ, where FQ
is the QFI. For MZI, where all elements in the setup are passive, the SNL can be beaten
by use of exotic quantum states: squeezed states [8], N00N states [9], twin Fock states [10]
and two-mode squeezed states [11] 1.
Particularly, in Ref. [8], if the MZI is fed with a strong coherent state of light in one
input port and vacuum in the other, then such a design would always only ever achieve the
shotnoise limit (SNL). Then it is showed if you put squeezed vacuum into the unused port,
you could beat the SNL. Several implementations of this squeezed vacuum scheme have
1This chapter is partially based on the contents of: Takeoka, M., Seshadreesan, K. P., You, C., Izumi,
S., & Dowling, J. P. “Fundamental precision limit of a Mach-Zehnder interferometric sensor when one of
the inputs is the vacuum.” Phys. Rev. A 96.5 (2017): 052118. Reprinted by permission the American
Physics Society. http://journals.aps.org/copyrightFAQ.html
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already been demonstrated in the GEO 600 gravitational detector, and plans are underway
to utilize this approach in the LIGO and VIRGO detectors in the future [16, 17].
It then appeared, that in the lore of quantum metrology, this result was extended —
without proof — to the following no-go theorem: If you put quantum vacuum into one
input port of a balanced MZI, then no matter what quantum state of light you put into the
other input port, and no matter what your detection scheme, the sensitivity can never be
better than the SNL. Often the proof of this theorem is cited to be the original 1981 paper
by Caves [8], but upon further inspection, no such general claim is made there. A quantum-
Fisher-information-based proof of this no-go theorem appeared in Pezzé and Smerzi [18],
Lang and Caves [19], and later in Liu et al., [20], but is not explored in full generality as I
do here.
The statement proved here is the following: If the unknown-phase-shifts are in both the
arms of the MZI, then the no-go theorem holds no matter whether the MZI is balanced or
not. However, if the unknown phase shift is in only one of the two arms, then the no-go
theorem does not hold. The two models for the unknown phase shift unitary operation in
the MZI are known to yield different values for the QFI in estimating the phase difference
between the two arms [21, 22]. This discrepancy has been thought of as a flaw in the
interpretation of the QFI [21], or being related to assumptions made about the input states
and the measurements [22]. In contrast, here I point out that the two phase shift unitaries
correspond to physically different types of sensors, and that their choice should depend on
the concrete application scenario. The model where the unknown phase shift is in both
the arms corresponds intrinsically to a two-parameter estimation problem. In this case, I
prove that the no-go theorem holds, independently of whether the MZI is balanced or not,
by carefully considering the phase-sum parameter (often regarded as the “global phase”)
along with the phase difference.
The other way of beating SNL is to use active elements in an interferometer. One of
such interferometer is called a SU(1,1) interferometer, introduced by Yurke in 1986 [12],
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where the beam splitters in the MZI are replaced by an active element, such as an optical
parametric amplifier (OPA) or a four-wave mixers, which are mathematically character-
ized by the group SU(1,1). These interferometers can achieve Heisenberg sensitivity even
if inputs are both vacua. Since first proposed, the phase sensitivity of the SU(1,1) inter-
ferometer has been extensively studied both in theory and experiment. Plick et al. [23]
showed that coherent state inputs with intensity measurement could achieve higher sensi-
tivity which was experimentally demonstrated by Ou [24]. Li et al. [25, 26] calculated the
phase sensitivity of the SU(1,1) interferometer with coherent and squeezed vacuum states
as inputs and homodyne and parity measurement as detection when the unknown phase
shift is applied in one of the arms. They gave the QFI-based analysis as well. Gong et
al. [27] also did the QFI analysis for coherent and squeezed states where the unknown phase
shifts are applied in both arms. More recently, there has been an interest in other variant
termed as pumped-up and truncated SU(1,1) [28, 29, 30, 31].
One issue in the SU(1,1) interferometer is that the QFI gives different precision limits
with different configurations of the unknown phases, even for the same physical setup. For
example, as mentioned recently by Gong et al. [27], three different phase configurations
would yield three different QFIs with the same setup for most of the Gaussian state inputs.
This issue was also observed in the MZI setting, and Jarzyna and Demkowicz-Dobrzański
[21] pointed out that without proper consideration of external phase reference, the physi-
cally same setup lead to different QFIs in MZI. That is, naive calculation of QFI sometimes
misleadingly overestimates the precision limit in the sense that, to achieve it, one requires
hidden uncounted resource in measurement. They also proposed a technique to rule out
these hidden resources by averaging the phase of the input states. Related to this, a rigor-
ous justification of the fundamental precision limit of the MZI when one of the inputs is a
vacuum was recently discussed [32].
The chapter is organized as follows. In Sec. 3.2, I will introduce the model and revisit
the QFI analysis of the MZI and SU(1,1) interferometer with various input states and
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unknown-phase models and point out the inconsistencies in the precision limits. In Sec.
3.3, to rule out the use of extra resources (phase and power), I use the phase averaging
method to calculate the QFI when inputs are arbitrary state and a vacuum state. Our
result unifies the inconsistencies in the QFIs and gives tighter result than previous analysis.
In Sec. 3.4 I first draw connections between phase averaging method and multi-parameter
estimation approach. I show that these two methods give identical results for this particular
inputs. Furthermore, the bound I derive is valid even allowing external resources. In Sec.
3.5, using multi-parameter estimation approach, I derived precision bounds for two non-
vacuum inputs in SU(1,1) interferometer and give tighter bounds than previously reported.
Finally, in Sec. 3.6 I will summarize our results.











Figure 3.1: (a) Mach-Zehnder interferometer phase estimation, and the two different phase
shift models: phase shift(s) are applied in (b) two arms, or (c) one arm of the interferometer.
A schematic of the Mach-Zehnder (MZ) interferometer based sensing setup I consider
is illustrated in Fig. 3.1 (a). Two input modes A and B are interfered via a beam splitter
with transmittance T , and then put into the phase shift unitary operation Ûφ followed by
some measurement. In addition to this standard setting, I restrict one of the input states to
always be the quantum vacuum state, whereas the other input can be an arbitrary quantum
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state (possibly mixed).
A similar setup was considered by Lang and Caves [19] (see also Refs [18, 20]), with
inputs in a tensor product of an arbitrary pure state |χ〉 and a coherent state |α〉, and a
beam splitter of transmittance T = 1/2. They considered the phase shift unitary operator
Ûφ = e
iĝsφseiĝdφd as shown in Fig. 3.1 (b), where φs and φd are the phase sum and difference
of the two modes, respectively, ĝs = (â
†â + b̂†b̂)/2, ĝd = (â
†â − b̂†b̂)/2. These two phase
shift parameters reflect the unknown phase shifts in the two arms of the MZI, φ1 and φ2, as
φs = φ1 +φ2, φd = φ1−φ2 (see Fig. 3.1(b)). â† (b̂†) and â (b̂) are creation and annihilation
operators in mode A (B), respectively.
Then the authors showed that for a coherent state input with α = 0, i.e. for the vacuum
input, the quantum Fisher information (QFI) for the phase difference turns out to be the
average photon number of the input:
FQ(|χ〉, ĝd) = 〈χ|n̂|χ〉 = n̄χ, (3.1)
where n̂ = â†â. This result suggests that the precision of the phase sensing is shotnoise
limited when one of the input ports contains only vacuum (and the other mode contains
any pure state), since the QCRB is ∆2φ ≥ 1/FQ.
The above result still leaves open questions such as, does the no-go theorem hold when
the interferometer is not balanced? and does it also hold when the phase shift unitary
operator is chosen differently?
3.2.2 No-go theorem extended: Preliminary analysis
Firstly, for the phase shift unitary operator ĝd, when T deviates from 1/2, the QCRB
already appears to beat the SNL. Keeping T as a free parameter, and using the fact that
the QFI of a pure state in estimating a phase shift generated by a generator ĝ is given by
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4 (〈ĝ2〉 − 〈ĝ〉2), one arrives at
FQ(|χ〉, ĝd, T ) = {1− (1− 2T )2}n̄χ + (1− 2T )2Vχ. (3.2)
(See Appendix B for the derivation.) This beats the SNL for any non-50/50 beam splitter
quite spectacularly. For example, with T → 0, the QCRB approaches ∆2φ = 1/Vx < 1/n̄χ
for some inputs such as squeezed vacuum [11].
Secondly, as pointed out and rigorously discussed in Ref. [21], a different choice of the
phase shift unitary can give a different value for the QFI. For example, in lieu of the phase
shift operator ĝd, one can instead choose Ûφ = e
iĝ1φA , where ĝ1 = â
†â, such that phase shift
is generated only in one arm. The QFI for the phase shift unitary operator ĝ1 is found to
be
FQ(|χ〉, ĝ1) = n̄χ + Vχ, (3.3)
where Vχ = 〈χ|n̂2|χ〉 − 〈χ|n̂|χ〉2 is the photon number variance of |χ〉 (see Appendix B for
the derivation). This is obviously different from Eq. (3.1), and again implies a sub-SNL
result, since Vχ > n̄χ is possible for some inputs, as mentioned above.
These results, extrapolated from Ref. [19], are thus perplexing 2, since seemingly both
Eqs. (3.2) and (3.3) suggest the possibility of sub-SNL precision phase sensing even with
vacuum input into one of the input ports.
3.2.3 SU(1,1) Model
A schematic of the SU(1,1) interferometer is shown in Fig. 3.2. Two input modes
interact via optical parametric amplifier (OPA) with gain parameter g, and then go through
a phase shift on one or both of the arms. After the phase shifts, the measurement is
performed. Note that the measurement often consists of a second OPA with pumping of π
phase difference than the first one followed by detectors.













Figure 3.2: Schematic of a SU(1,1) interferometer with different phase shift models: phase
shift in upper arm only (ĝu model), phase shift in lower arm only (ĝl model), phase shift
equally splitted in both arms (ĝs model), unknown phase shifts in both arms (ĝs−ĝd model).
The relation between the output and input modes of the OPA is given by:
â1 = cosh(g) â0 + e
iθ sinh(g) b̂†0, (3.4)
b̂1 = cosh(g) b̂0 + e
iθ sinh(g) â†0,




i ) are the annihilation and creation operators in mode A (B), re-
spectively, and the subscripts 0 and 1 represent the input and the output of the OPA,
respectively (see Fig. 3.2). g and θ are the parametric gain and phase of the OPA, respec-
tively.
The unknown phase shifts to be estimated are modeled in different ways. The choice
of the models depend on what type of application scenario one has in mind [32]. When the
unknown phase shift φ occurs only in the upper arm, it is modeled by unitary operation
Ûuφ = e
iĝuφ with generator ĝu = â
†
1â1. If the phase shift is in only in the lower arm, one
has Û lφ = e
iĝlφ with generator ĝl = b̂
†
1b̂1. Sometimes, the unknown phase shift is equally
split into two arms, then Û sφ = e




1b̂1)/2. In some applications,
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different unknown phase shifts occur in the each arms. The unitary operator is then given
by Ûφ = e




1b̂1)/2 and φ1 and φ2 are the unknown
phases in the two arms. These phases are also described by the phase sum φs = φ1 + φ2,
and the phase difference φd = φ1−φ2. Note that the first three cases are basically a single-
parameter estimation problem and the last one is a two-parameter estimation problem.
3.2.4 Review of the previous QFI approach
Here I review the previous QFI approach to determine the sensitivity bound for the
single-parameter SU(1,1) interferometric sensing. When the state before the measurement
is a pure state, |ψφ〉AB = e−iĝφ|ψ〉AB, the QFI is given by [14]
FQ = 4(〈ψ|ĝ2|ψ〉 − 〈ψ|ĝ|ψ〉2). (3.5)
By using Eq. (3.4) and Eq. (3.5), when the input states are both vacuum states, all
different phase configurations yield the same QFI:
FQ = nκ(nκ + 2), (3.6)
where nκ = 2 sinh
2(g) is the average photon number of the output state. That is, the
precision bound is independent of what model one chooses.
However, the situation starts to change when one of the input mode is not a vacuum
state.
For example, in Ref. [27], the authors calculated the QFI from Eq. (3.5), where one
input is a coherent state and the other is a coherent or squeezed state. To simplify, taking
one input to be coherent state |β〉 with nβ = |β|2 and the other to be a vacuum, the QFIs
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in Ref. [27], for generators ĝu, ĝl, and ĝs are reduced to,
FQ(ĝu) = nβ cosh 4g + sinh
2 2g + nβ(1− 2 cosh 2g), (3.7)
FQ(ĝl) = nβ cosh 4g + sinh
2 2g + nβ(1 + 2 cosh 2g), (3.8)
FQ(ĝs) = nβ cosh 4g + sinh
2 2g, (3.9)
which suggests that a choice of the phase shift model changes the QCRB of the phase
estimation even using the same physical setup. Then one may ask a question: do they
reflect tight precision limits? In other words, is there any possibility of overestimating the
bound by use of hidden resources at the measurement? In the next section, I show that
after ruling out any external resources, the QCRBs are unified and tighter than any of the
above bounds.
3.3 Single-phase Estimation with Vacuum and Arbitrary State
3.3.1 Mach-Zehnder Interferometer
The ĝ1 model is a single-parameter estimation problem. Thus, (3.3) is directly applied
to the QCRB, which suggests sub-SNL sensitivity with input states of high Vχ, i.e., states
with high photon number fluctuation, e.g., squeezed vacuum. Then, as mentioned in the
introduction, the QFI-only approach may have the pitfall that the optimal POVM attaining
the QCRB might contain huge amount of hidden resources as pointed out by Jarzyna and
Demkowicz-Dobrzański [21]. In other words, one might fool oneself into thinking, via
the QFI-only approach, that there is some quantum metrological advantage, where none
actually exists.
There are two remedies. The first is to rule out any external resource that might give
some phase information to the measurement device in implementing the optimal POVM.
Such a rule-out protocol was introduced by Jarzyna and Demkowicz-Dobrzański [21] where
the issue is resolved by introducing the phase-averaging of the two-mode input state via a
common phase shift. The QFI of the phase-averaged input gives the proper phase-sensing
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limit without any external phase reference.
The second remedy, the one I recommend, is that if one wishes to claim a quantum
metrological advantage from a QFI-only calculation, then a detection scheme that actually
hits the related QCRB must be provided, so that all resources hidden in the associated
POVM may be laid bare for all to see. This allows one to fairly count all the resources
used in the interferometer. (For example, in Ref. [11], the QFI calculation is backed up by
providing a detection scheme, the parity operator, hitting the QCRB).
Here I apply these two remedies separately. First, I employ the phase-averaging ap-
proach [21] to eliminate any hidden resource in the POVM. I briefly sketch the calculation
in the following and describes the details in Appendix D. Consider the input state of
ρ̂in ⊗ |0〉〈0| where ρ̂in =
∑∞
n,m cnm|n〉〈m| is an arbitrary state and |n〉 is the n-photon
number basis. The phase-averaging operation drops off its non-diagonal terms. After the
phase-averaging, the first beamsplitter and the φ phase shifting, the input is transformed
to Ψφavg =
∑∞
n=0 pn|ψn(φ)〉〈ψn(φ)|AB, where |ψn(φ)〉 and |ψn′(φ)〉 are orthogonal for n 6= n′.









Q (|ψn(φ)〉), and after some calculations, one sees F
(1)
Q (|ψn(φ)〉) = 4nT (1− T ),
which is maximized at T = 1/2, and is equal to n, as it should be (see Appendix D).








npn = n̄, (3.10)
where n̄ is the average photon number of ρ̂in, and thus one finds that the phase sensitivity
is lower bounded as ∆2φA ≥ 1/n̄. That is, if the optimal POVM is not allowed to have
external phase information, the estimation precision is limited by the shotnoise limit.
3.3.2 SU(1,1) Interferometer
In this section, I consider a slightly more general situation than that in the previous
section. I consider the single-phase estimation of the SU(1,1) interferometer where one
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input (mode A) is an arbitrary state ρ̂χ and the other (mode B) is a vacuum |0〉〈0|.
As pointed out in Refs. [21, 32], the QFI-only approach sometime falsely suggests
a quantum advantage, as the optimal measurement saturating the bound may include
uncounted resources, such as an external strong local oscillator. The possibility of this
overestimation is circumvented by eliminating the common reference frame between the





where |n〉 is the n-photon number state. The reference frame between the inputs and the
























pn|n〉〈n|A ⊗ |0〉〈0|B, (3.12)
where V̂ Aϕ = e
iϕâ†â, V̂ Bϕ = e
iϕb̂†b̂, and pn = cnn is a real positive number satisfying
∑
n pn = 1
[32, 33].
























cn,k|k + n〉A ⊗ |k〉B, (3.14)
which follows from the fact that the photon number difference between two arms is con-
served [12]. Note that cn,k is a function of the OPA phase θ. This means that one only
averages the input phases but not the OPA phase θ. That is, one is allowed to use the
reference frame θ and corresponding extra resources at the measurement step as it is in the
original proposal of the SU(1,1) interferometric sensing [12].
By using the convexity of the QFI [34, 35] and noticing that |ψn〉 and |ψn′〉 are distin-




pnFQ (|ψn〉) . (3.15)
I justify the statement more carefully: in the lhs of Eq. (3.15), Ψavg is used as an input.
Denote the state after the phase shift as Ψavg(φ) =
∑
n pn|ψn(φ)〉〈ψn(φ)|. Then in principle,
each |ψn(φ)〉 contained in Ψavg(φ) is perfectly and coherently distinguishable by applying
projectors Pm =
∑∞
j=0 |m + j〉〈m + j| ⊗ |j〉〈j| (in other words, applying quantum non-
demolition measurement on that basis). That is, one can distinguish |ψn(φ)〉 in a post-
selective way and then conditionally choose the measurement for phase estimation. This
situation is basically the same as what is in the right hand side of Eq. (3.15), where one
choose |ψn〉 a priori as an input with weight pn and then apply appropriate measurements
to each of them. Therefore, the right hand side of Eq. (3.15) is always reachable with Ψavg.
Combining this fact with the convexity of the QFI, one obtains the equality in Eq. (3.15).
For the phase shift in upper arm only model ĝu, the QFI of |ψn〉 is given by












= n2 cosh4(g) + (n+ 1) cosh2(g) sinh2(g)
+ 2n cosh2(g) sinh2(g) + sinh4(g). (3.18)
Thus,
F uQ (|ψn〉) = 4(n+ 1) sinh2(g) cosh2(g) = (n+ 1)nκ(nκ + 2). (3.19)
Consequently, the QFI of the phase-averaged input state is given by
F uQ (Ψavg) =
∞∑
n=0
pn(n+ 1)nκ(nκ + 2)
= (n̄χ + 1)nκ(nκ + 2), (3.20)
where n̄χ =
∑
n npn is the average photon number of ρ̂χ.
Similarly, for the phase shift in lower arm only model ĝl, the phase-averaged input state
yields,
F lQ (Ψavg) = (n̄χ + 1)nκ(nκ + 2). (3.21)
Finally, for the equally-split phase shift model ĝs one gets,
F sQ (Ψavg) = (n̄χ + 1)nκ(nκ + 2). (3.22)
The results in Eqs. (3.20–3.22) show that, once one rules out the use of external references
(resources such as phase and power) at the measurement, all these models give the same
QFI. Note that by taking n̄χ → 0, i.e. setting the two inputs both vacuum, one recovers
Eq. (3.6).
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When the input state in mode A is a coherent state |α〉, one has
FαQ = (nα + 1)nκ(nκ + 2). (3.23)
This is tighter than any QFIs without phase-averaging mentioned in the previous section
[Eqs. (3.8–3.9)]. That is, to achieve the QFIs in Eqs. (3.8–3.9), external (but uncounted)
resources at the measurement are required. Note that our bound in Eq. (3.23) is tight in
the sense that it is saturated by the parity detection [26].
From Eq. (3.20) one can see that, when one of the input is a vacuum, the QFI is
proportional to n̄χ but does not depend on the structure of ρ̂χ. This means that if one
fixes the OPA gain g, then the best strategy is to use a state with higher average photon
number. In other words, no nonclassicality of the input state can boost the sensitivity,
when the other input is a vacuum. This situation has some similarity with the MZI case
[32], where if one of the inputs is vacuum, one cannot beat the shotnoise limit by any
nonclassical input from the other port. Also, if one restricts the total amount of resources
used in both the input state and the OPA, then the best strategy is to concentrate all the
power resource into the OPA.
3.4 Two-phase Estimation with Vacuum and Arbitrary State
3.4.1 Mach-Zehnder Interferometer
The MZI sensing with the ĝs-ĝd model in its full generality is a two-parameter estimation
problem since there are two unknown parameters, φs and φd, in the system. Although only
the phase difference φd is of interest, this two-parameter model allows us to explicitly
include the fact that one does not know φs in prior. This generally limits the precision
limit of sensing φd especially when φd and φs are correlated. Therefore, a two-by-two
quantum Fisher information matrix (QFIM) is considered. The problem in Eq. (3.2) is in
fact due to the ignorance of the phase sum φs
3. In multi-parameter estimation, the QCRB
3In Ref. [19], the QFIM of the system considered was calculated. However, they reduce it to the single-
parameter estimation (i.e. drop off the terms for φs) which looses the tightness of the bound. Note that
34
is given by Σ ≥ F−1Q , where Σ is the covariance matrix of the estimator including both φs





where s and d correspond to φs and φd. The first diagonal element of F−1Q corresponds to




For an arbitrary mixed quantum state, the QFIM is in general not easy to calculate.
However, the optimal input state that maximizes FQ is always given by a pure-state input.
This is the consequence of the convexity of the QFIM: for ρ̂φ = pσ̂φ + (1− p)τ̂φ,
FQ(ρ̂φ) ≤ pFQ(σ̂φ) + (1− p)FQ(τ̂φ), (3.26)
holds. This can be proved by using the monotonicity of the QFIM under the completely
positive trace preserving (CPTP) map [36, 37] and extending the proof of the convexity for
the QFI [38] (see Appendix C). The statement basically says that a statistical mixture of
the input states will never increase the QFIM and thus implies that the QFIM is maximized
with a pure state input. The optimal pure state for the QFIM is also optimal for the multi-
parameter QCRB since the QFIM is a positive matrix and for positive matrices A and B,
B−1 ≥ A−1 holds if and only if A ≥ B.
Therefore, by considering a pure input state |χ〉, the elements of the QFIM are given
by
Fij = 4 (〈ĝiĝj〉 − 〈ĝi〉〈ĝj〉) , (3.27)
this problem does not appear in Eq. (3.1) since with T = 1/2, the non-diagonal term of the QFIM goes
to zero and thus the problem reduces to two independent single-parameter estimations. Nevertheless, in
Ref. [19], they also consider the non-vacuum input case where the bound may have some looseness.
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where i, j takes s and d. We can calculate Fdd, Fss, Fds, and Fsd explicitly (see Appendix
B. Note that Fdd corresponds to Eq. (3.2)) and then inserting these into (3.25), one gets
∆2φd ≥
1
4T (1− T )n̄χ
, (3.28)
where the minimum of the right hand side is obtained with T = 1/2 as 1/n̄χ, which is the
SNL, as it should be. That is, no matter how highly nonclassical the input state ρ̂in is,
and no matter what POVM you deploy, the SNL cannot be surpassed for ĝd so long as
the other input to the interferometer is the vacuum state. Thus, this result establishes the
no-go theorem in its most general form, which includes the beam splitter transmissivity as
a free parameter.
3.4.2 SU(1,1) Interferometer
In the last section, I consider single-phase estimation and use the phase-averaging
method to calculate the QFI of the SU(1,1) interferometer, where the input state is given
by an arbitrary state and a vacuum state. For the ĝu and ĝl models, all the phase shift is
located in only one of the arms. In other words, I assume that one knows there is no phase
shift in the other arm.
The ĝs only model is also a single-parameter estimation since one assumes the common
unknown phase shift occurs in both arms. That is, one (implicitly) assumes that the phase
difference φd = φ/2− φ/2 = 0 is known a priori. However, in many applications, different
phase shift occurs in each arm, or equivalently, both the phase sum (φs) and phase difference
(φd) are unknown. Then one needs to consider the two-parameter estimation problem, even
if only one of them is of interest.
In this section, I consider the estimation of φs and φd with the SU(1,1) interferometer
where again one input is an arbitrary state and the other is a vacuum. Without loss
of generality, one can restrict the former to be a pure state |χ〉 (this is justified by the
convexity of the quantum Fisher information quantities, for example, see Ref. [32]).
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The QCRB for multi-parameter estimation is calculated through the quantum Fisher
information matrix (QFIM) [15, 39]. For the estimation of φd and φs, its QFIM is given





where Fij = 4 (〈ĝiĝj〉 − 〈ĝi〉〈ĝj〉) and the subscripts s and d denote φs and φd, respectively.
In the MZI case, one is usually interested in the estimation of only φd. Then its QCRB





Only when the beam splitter of the MZI is 50/50, do the off-diagonal elements vanish since
Fsd = Fds = 0, and then Eq. (3.30) simplifies to ∆
2φd ≥ F−1dd . That is, one does not need
to care if φs is known a priori to find the ultimate precision limit of estimating φd. In
general, however, one needs to take into account the full QFIM, i.e. the precision limit of
estimating φd depends on the presence or absence of the information of φs.
The same situation is applied to the SU(1,1) interferometer.
Since the only interesting quantity to measure in the SU(1,1) interferometer is the





Applying our input states |χ〉⊗ |0〉 into the QFIM elements for the SU(1,1) interferometer,
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one has
Fdd = Vχ, (3.32)
Fds = Fsd = Vχ cosh(2g), (3.33)
Fss = Vχ cosh
2(2g) + (1 + n̄χ) sinh
2(2g), (3.34)
where n̄χ is the average photon number of state |χ〉 and Vχ = 〈χ|n̂2|χ〉 − 〈χ|n̂|χ〉2 is the
photon number variance of |χ〉. Plugging them into Eq. (3.31), one gets
∆2φs ≥
1
(n̄χ + 1)nκ(nκ + 2)
. (3.35)
The above calculation reveals a critical role of the non-diagonal terms Fds and Fsd. In
fact, they contribute to cancel out Vχ from Eq. (3.35). As a consequence, the expression
of Eq. (3.35) coincides with the one for the single-parameter estimation with the phase
averaging [Eqs. (3.20–3.22)]. Thus any nonclassicality of |χ〉 does not help to boost the
sensitivity. Also it should be noted that if one ignore the non-diagonal terms, i.e. implicitly
assuming that φd is known a priori, one could get higher QFI than Eq. (3.35), which
misleadingly overestimates the precision limit.
Finally, I discuss why the QCRB of the single-parameter estimation with the phase-
averaging and the two-parameter estimation coincide when one of the inputs is vacuum.














































where the second equality follows from the fact that the phase shift does not change the
38
vacuum state and the third equality holds since the two-mode squeezing (OPA) operation
commutes with the phase shift V̂ Aθ V̂
B
−θ. This shows that the phase averaging is effectively
equivalent to adding another unknown phase θ in upper arm (mode A) and unknown
phase −θ in lower arm (mode B). That is, the interferometer’s phase difference is set to be
unknown and thus the problem is equivalent to the estimation of two unknown parameters,
φs and φd = 2θ [41]. This results in the same precision bound for these two different
problems. Note that the above only holds when one of the inputs is a vacuum but may not
hold for more general inputs.
3.5 Non-vacuum Inputs for SU(1,1) Interferometer
3.5.1 Two coherent states
In this section, I generalize the above results for SU (1,1) Interferometer such that both
inputs are non-vacuum. I consider the two-parameter estimation, i.e. φs and φd are both
assumed to be unknown. For simplicity, I assume θ = 0. When the input state is a tensor
of two coherent states, |α〉A ⊗ |β〉B, where α and β are both complex, following the QFIM
approach in the previous section, one gets
∆2φs ≥ F−1coh, (3.37)
where
Fcoh =




+ nκ(nκ + 2) + 2Re(αβ) sinh(4g),
and nin = |α|2 + |β|2. If |α|2 = 0 or |β|2 = 0, one gets back Eq. (3.20). Note that Eq. (3.38)
is always tighter than the one in Ref. [27]. This discrepancy comes from the fact that
Ref. [27] treated the problem effectively as a single-parameter estimation (i.e. implicitly
assuming that φd is known a priori). Also, when nκ = 0, and there is no OPA, then the
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This result matches with the “one-mode” interferometer model described in Ref. [41].
For given nκ and nin, Fcoh is maximized when two inputs have the same amplitude and
conjugate phase, i.e. α = |α|eiϕ and β = |β|e−iϕ with |α| = |β|. Then Eq. (3.38) reduces
to be




nκ(nκ + 1)(2nκ + 1),
where note that sinh(4g) = 4
√
nκ(nκ + 1)(2nκ + 1). One observes that F
max
coh is basically
proportional to n2κ and nin. Thus, if one restricts only the total input power to the system
ntot = nκ+nin, it suggests one should concentrate all power to the parametric gain to max-
imize the quantum advantage beyond the shot noise limit. If instead one has a restriction
on nκ due to practical reasons, the coherent state input still can boost the sensitivity by a
factor proportional to nin.
3.5.2 Coherent state and squeezed vacuum
I further extend the analysis for the input of coherent state and squeezed vacuum:
|α〉A ⊗ |ξ〉B. For simplicity, one assumes α is real. By using QFIM method, one gets the
estimation of the phase sum φs as in Eq. (3.31), is bounded by the QFI:
F 1Q = sinh
2(2g)
[





4 |α|2 + 2 sinh2(2r)
,
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where r is the squeezing strength of the squeezed vacuum |ξ〉. When any or both of the
input state is vacuum, i.e, r = 0 or |α|2 = 0, one gets back Eq. (3.20). In addition, when
g = 0, this means that the two modes don’t interact before the measurement step, and
when either r = 0 or |α|2 = 0, one gets F = 0, which is consistent with our intuition.
It is worthwhile to compare the above result with that of Li et al.’s. The QFI in Ref.
[26] is given by:
F 2Q = sinh
2(2g)
[










The difference between F 1Q and F
2
Q is given by:
F 1Q − F 2Q = − cosh2 2g
[




4 |α|2 + cosh(4r)− 1
] , (3.43)
One can see the difference is always negative, which suggests that our phase sensitivity,given
by F 1Q, provides a tighter QCRB.
It is also interesting to compare the bound in Eq. (3.41) with the classical Fisher
information (CFI) of parity detection, which is the known best strategy in ideal scenario




|α|2 e2r + cosh2(r)
]
. (3.44)
Obviously, F 1Q is larger than Fcl, which suggests that the parity measurement is indeed not
the optimal measurement in this case. Note that for multi-parameter estimation problems,




In this chapter, I revisited the quantum Fisher information approach to establish a fun-
damental precision estimation bounds for Mach-Zehnder and SU(1,1) interferometers. For
MZI, firstly, if both arms of the MZI have different unknown phase shifts in the application
and the input to one of the two ports is vacuum, then no matter what the input in the
other port is, and no matter the detection scheme, one can never better the SNL in phase
sensitivity. This statement holds even if the first beamsplitter of the MZI is non-50:50. The
proof is based on the fact that it is intrinsically a two-parameter estimation problem. That
is, one cannot ignore the phase sum φs in the analysis though it is often treated as a “global
phase” and ignored in real experiments. This type of sensing includes gravitational wave
detection [16, 17], long-baseline interferometry [46], and differential interference contrast
microscopy [47, 48], for example. In these applications, if one input is vacuum, our result
rules out the possibility of doing something “quantum” at the detector (such as putting in
a squeezer or doing photon addition or subtraction) to beat the SNL.
Secondly, if only one of the MZI arms has an unknown phase shift in the application,
then the ultimate precision limit depends on the detector restriction. If one does not allow
the detector to use any external phase reference and power resource, then the precision is
limited by the SNL. However, if the detector is allowed to use such resources, then one can
beat the SNL in terms of the total resource used at the input and detector. The explicit
sensing scheme which uses squeezers for both input and detector is given. This type of
sensing includes simple MZI devices measuring sample’s density, pressure, temperature,
etc, and also LIDAR-type sensing [49]. In these applications, only if nonclassical light is
introduced into at least one input port, is there a hope to beat the SNL by doing something
quantum at the detector, even if the other port is vacuum.
For SU(1,1) interferometer, firstly, when one of the input states is restricted to be a
vacuum state, I showed that by using either the phase-averaging method or the quantum
Fisher information matrix method, different phase configurations of the SU(1,1) interfer-
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ometer result in the same QFI. In this case, the QFI is linearly proportional to the average
photon number of the second input state, and quadratically proportional to the aver-
age photon number generated by the OPA. This suggests that when fixing the squeezing
strength of the OPA, to achieve higher sensitivity, one simply needs to inject a state with
higher average photon number. Secondly, I compared the results of the phase-averaging
method and the quantum Fisher information matrix method, and then I argued that for a
SU(1,1) interferometer, phase averaging or quantum Fisher information matrix method is
generally required, and they are essentially equivalent. Finally, I used the quantum Fisher
information matrix method to calculate the precision limit for other common input states,
such as two coherent state inputs or coherent state with squeezed vacuum inputs.
43
Chapter 4
Multiparameter Estimation with Single Photons
4.1 Introduction
Phase parameter estimation with optical interferometry has long been a cornerstone for
studying systems of both theoretical and practical interest, even as early as the Michelson-
Morley experiment in 1887. Since the discovery of quantum optical interferometry, it
has been shown that strategies utilizing non-classical states of light can be used for both
single and multiple parameter estimation to theoretically allow for advantages in precision
over classical methods [50, 51, 52, 10, 53, 7, 54, 55]. These quantum advantages are of
particular interest for applications where the target is especially photosensitive, such as in
the imaging of biological tissue, where estimating multiple parameters simultaneously is a
fundamental task [56, 57, 58, 59, 60]. Unfortunately, many of the quantum states required
to enable these strategies are notoriously difficult to create or are extremely sensitive to
noise, therefore limiting the systems of interest in which quantum optical interferometry
might be realistically advantageous [61, 62, 35, 63, 64, 49, 11, 65]. The search continues
to find architectures and states, which can achieve some level of super-sensitivity (beating
the equivalent of the shotnoise limit), but can be readily made and are robust to noise1.
Meanwhile, experimental BosonSampling is claimed to be a leading candidate for show-
ing post-classical computation [66, 67, 68, 69, 70, 71, 72, 73]. This has been a major
motivating factor for a renewed interest in linear optical systems, although the claims
for demonstrating imminent quantum supremacy is still under debate [74, 75]. Much of
the interest in BosonSampling arises due to the great progress on the development and
improvement of single-photon sources [76, 77, 78, 79, 80]. These sources, together with
high-efficiency detectors and waveguides, which can be integrated onto an all-optical chip,
1This Chapter is based on the contents of: C You, S Adhikari, Y Chi, M L LaBorde, C T
Matyas, C Zhang, Z Su, T Byrnes, C Lu, J P Dowling and J P Olson. Multiparameter es-
timation with single photons–linearly–optically generated quantum entanglement beats the shot-




allow for an impressive level of fidelity in comparison to networks utilizing nonlinear optical
elements and photon-number resolving detectors that are often necessary for implementing
quantum metrology architectures. It was recently shown in Refs. [81, 82] that multimode
interferometric devices comprised of only these simple linear components, including quan-
tum Fourier transform interferometers (QUFTI), can be used to achieve super-sensitivity
for single parameter estimation. Moreover, a recent experiment has further proved the
quantum advantage of these purposed schemes [83]. A similar device with photon-number
resolving measurements was shown to be supersensitive for multiparameter estimation [50].
In each case, however, the maximum number of modes which admitted an improvement
over the shotnoise limit was small.
In this chapter, I consider an analogous architecture that admits super-sensitivity for
multi-parameter estimation while maintaining a relatively modest experimental overhead.
Our analytic computation of the Fisher information for our device (Fig. 4.1) shows that
the sensitivity continues to beat the shotnoise limit—even in the limit of a large number
of modes. Additionally, I show that our designs scale surprisingly well under photon loss
and non-deterministic photon production from a source.
4.2 Multi-parameter Estimation in a Parallel QuFTI
In this current section I consider an architecture for an interferometer similar to our
single parameter estimation strategy originally described in Ref. [82], where instead I now
consider an estimate of multiple independent phases simultaneously. The interferometer
consists of m mode with a photon in each mode with input |ψin〉 = |1〉⊗m, as shown in
Fig. 4.1. The input is fed into a particular passive linear optical unitary Û = V̂ Φ̂V̂ †, where






and Φ̂ = {Φk`} is a m ×m diagonal matrix of d independent phases ~ϕ = {ϕj}dj=1 which
one would like to estimate. Φ̂ is diagonal and has the form,
Φk` =
{
δk` · eiϕk k ≤ d
δk` k > d
. (4.2)
Other than the form of Φ̂, the above is identical to our previous QuFTI of Ref. [82], which
leads us to refer to this device as a “parallel QuFTI”. In Section 4.3, I will consider several
different measurement strategies ranging from photon counting with number-resolution
to on-off photodetection, which only distinguishes vacuum from a non-zero number of
photons. For each strategy, the resulting probability distribution obtained from repeated
measurements then acts as a measure of the unknown p hases.
The output state |ψout〉 of the interferometer is,
|ψout〉 = Û |ψin〉 =
∑
i




where the sum is over all possible output photon configurations |n(i)〉 = |n(i)1 , . . . , n
(i)
m 〉 with





The coefficients γ(i) of every output configuration are related to matrix permanents
of matrices closely related to Û [84]. More precisely, for the photon configuration i and
associated matrix permanent perm(W (i)), if one denotes the jth row vector of Û as uj,
then W (i) consists of n
(i)
j rows of uj (note that matrix permanents are invariant under row










Note that although the computational complexity of matrix permanents is in general #P -
hard to compute, even in the average case, matrices with certain symmetries may still be
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Figure 4.1: Architecture of the proposed parallel QuFTI optical interferometer, which
simultaneously measures d independent unknown phases {ϕj}dj=1. The interferometer con-
sists of m modes with an input of m single photons, |1〉⊗m. The unitary V̂ (and its
conjugate) is a quantum Fourier transform implemented with a network of beamsplitters
and phase shifters. Several detection strategies for the output are presented in Section 4.3.
For comparison, the architecture of the sequential QUMI is shown in Appendix G, Fig.
G.1.
tractable, such as the configuration |n〉 = |1, 1, . . . , 1〉 when d = 1 [81].
Recall that our goal is to use the interferometer described above to estimate the d
unknown phases ~ϕ. For a given measurement scheme, the Cramér-Rao bound limits the








where ν is the number of independent trials, and the matrix F~ϕ = {F clasi,j } is the classical












where p(x|~ϕ) = |〈x|ψout〉|2, which is the probability of observing outcome x conditioned on
~ϕ. Because of the dependence of the Fisher information on ~ϕ, it may be the case that the
measurement precision is best near certain values of ~ϕ, as in Refs. [81, 85].
The quantum Cramér-Rao bound (QCRB) [15] lower-bounds the uncertainty of esti-
mating ~ϕ from a given quantum state that encodes information about ~ϕ, but is independent
of any measurement scheme and dependent only on the probe state. The QCRB is identical
to Eq. (4.5), except that the Fisher information matrix F clasi,j is replaced by the quantum




〈ψout|(LiLj + LjLi)|ψout〉. (4.7)
where Li = 2(|∂ϕiψout〉〈ψout|+ |ψout〉〈∂ϕiψout|). Subsequently, I will refer to F~ϕ = {F
quant
i,j }
to mean the QFI matrix. It is worth noting that the dimension of both the Fisher infor-
mation matrix and the QFI matrix is equal to the number of phases one is estimating (d
in our case).
It was shown by Humphreys et al. [50] that for arbitrary pure input states of multi-mode


























j [86]. Calculating the QFI for the setup with a k-photon Fock state in
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every mode, one obtains,


























Details of the calculation can be found in Appendix F. Computing its inverse [87], one finds






































In this chapter, I will consider the case that k = 1, since on-demand single-photon sources
are quickly becoming experimentally viable. While larger Fock state generation remains a
challenge [88], it is interesting to see that, since |∆~ϕ|2 scales inversely with k2, indicating
that an asymptotic improvement approaching the Heisenberg limit is possible if such states
could be easily prepared.
4.3 Measurement Strategies
To examine the sensitivity of the described multi-arm interferometer, I will first com-
pare the QFI for several different phase estimation strategies, assuming that the QCRB
can be saturated in each case. Suppose there are m modes, and I wish to simultaneously
measure d phases, where d < m (at least one arm must be used as a reference). For k = 1,
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where ν1 denotes the number of measurements for the parallel QuFTI.
To show any advantage for our scheme, one must compare our setup to other relevant
architectures, which are limited in the same resources. One may consider a strategy using
an identical interferometer, except where only a single phase is estimated at a time. Such
a strategy is simply a sequential version of the scheme developed by Olson et al. [81]. I
will refer this comparator scheme as “sequential QUMI” for the remainder of this chapter.
Another comparison is made to the classical strategy where the inputs are uncorrelated
coherent states ⊗mi=1 |αi〉.
To make a fair comparison, I will restrict that these three different schemes should
use the same amount of photons. For the sequential QUMI, since one have d phases to

















where ν2 is the number of repetitions of this protocol, and I have used the result of Ref. [81]
to compute the sensitivity. For ν2 = 1, the total number of photons used in sequential
QUMI measurement is md.
For the parallel QuFTI, a single measurement requires m photons. Thus, for a fair













Finally, for the classical strategy, I let the average photon number of the input n̄ =
50
∑m
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Figure 4.2: Total variance (∆~ϕ2) with different metrological strategies when estimating
multiple (d = m − 1) parameters. The QCRB for the parallel QuFTI strategy (pink,
Eq. 4.13) gives the lowerbound on the variance for any measurement scheme. The One-
NRD (purple), SPD (green) and NRD (orange) are obtained from numerically optimizing
ϕ from the classical CRB (Eq. 4.5). For comparison, the coherent state strategy (blue,
Eq. 4.16) and sequential QUMI (red, Eq. 4.14) are shown.
Now that the variance of each strategy is expressed in terms of the same number of pho-
tons (namely, mdν2), one can easily compare them. In the case that d = 1, the sequential
QUMI and parallel QuFTI are identical strategies, and the comparison against the classical
strategy mirrors the prior result from Ref. [81], which showed an improvement over the
classical strategy only for m < 7. However, as one scales up d along with m, one sees that
the parallel QuFTI, the scheme I propose in this chapter, continues to improve relative to
the classical strategy. Indeed, setting d = m−1 yields the maximum improvement over the
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classical case, where our parallel QuFTI achieves an asymptotic improvement of a factor
of four in the total variance (see Fig. 4.2).
However, one should provide an actual detection scheme, rather than only providing a
QFI calculation alone, to make a useful comparison. This is because, while the QFI gives a
theoretically attainable bound on the sensitivity, one wishes to consider detection schemes,
which can be realistically implemented [32]. For the sequential QUMI and coherent state
strategies, single-photon detectors (SPD) and homodyne detection make up the QCRB-
saturating measurement schemes, respectively. For the parallel QuFTI, I will consider
several cases. Note that to compute the sensitivity of these specific detection schemes, I
numerically compute the minimum of the classical Fisher information F clas corresponding
to these schemes. However, numerically computing these values for a large number of modes
was problematic due to the complex landscape optimization of the Fisher information. In
addition to the overhead of calculating the matrix permanents, the optimization showed a
sensitive dependence to the phases making it a numerically intensive task.
First, one sees that a detection scheme corresponding to an array of m photon number-
resolving detectors (NRDs) nearly achieves the QCRB of our parallel QuFTI (for values
I was able to compute). There exists high-efficiency NRDs, which could be either imple-
mented by tungsten transition edge sensor [89] or titanium-based transition edge sensors
[90]. However, NRDs are known to be far more costly and difficult to implement exper-
imentally than SPDs. Moreover, the current NRD has a low counting rate [91]. While
an array of SPDs performed well for QUMI (single phase estimation), SPDs unfortunately
perform quite poorly for estimating multiple phases simultaneously even for small m.
To bridge the gap between these two measurement schemes, I propose a new measure-
ment scheme which is far less experimentally demanding. I consider a combination of a
single NRD in one arm together with SPDs in the remaining arms. Using this scheme, I
note a sensitivity at par with the NRD case for small numbers of modes. One can see why
this may be the case for a small number of modes—because of the symmetry of the QFT,
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regardless of the phases, any cyclic permutation of event outcomes are equally likely (for
instance, if m = 3, the (1,2,0), (0,1,2) and (2,0,1) outcomes occur with the same frequency).
Of course, with the increase in the number of modes, the number of distinguishable events
reduces, and one expects the sensitivity to worsen if one do not include more NRDs. Fur-
thermore, the presence of a single NRD can be approximated experimentally by mixing the
target mode with a series of vacuum modes using beamsplitters, and placing SPDs at the
output of each of these modes, as was done in Ref. [92].
4.4 Probabilistic Photon Sources
The parallel QuFTI, particularly for a small number of modes with few NRDs, is readily
implementable in a laboratory with available technology. One of the main requirements
needed for our scheme is the generation of indistinguishable photons. There have been
many proposals for single photon sources using atoms [93], molecules [94], color centers in
diamond [95], quantum dots [73, 96], and spontaneous parametric down conversion (SPDC)
[85]. Because many of these techniques produce single photons probabilistically, an input
state consisting of m photons is not always guaranteed.
Although it may be expected that truly on-demand sources will be available in the
near future, I nonetheless consider a “scattershot” input state to take into account the
probabilistic nature of photon generation. A similar approach was recently proposed and
demonstrated to improve the sampling efficiency for BosonSampling [85, 97]. In an
analogous way, I show that our scheme can still provide a sub-shotnoise sensitivity even
when the photon sources are not necessarily reliable on-demand sources.
In a scattershot scenario, photon pairs are emitted from a source (for instance, a SPDC)
with some non-unit probability. A detection event of the one photon heralds the injection
of the twin photon into a specific port of the interferometer. In this way, at a given time,
one can keep track of the modes which received an input photon and the total number of
photons present inside the interferometer. With knowledge of the input, one can still make
inferences about the phase, albeit with a lower sensitivity than an input with a full array
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Figure 4.3: Total variance (∆~ϕ2avg) for scattershot four-mode, three-phase parallel QuFTI
using all NRD detection scheme (blue line) and one-NRD detection scheme (green line)
with photon source efficiency p compared to the minimum variance for a lossless coherent
source (black) with average photon number n̄ = 4.
of m deterministic photon sources.
Consider a source of m SPDC where the probability of generating a particular input
configuration is pi. For each input configuration, one can compute the associated variance
∆~ϕ2i from the classical Fisher information, so that the average variance ∆~ϕ
2







where the summation is over the total number of input configurations.
I numerically consider the case of a four-mode, three-phase parallel QuFTI with prob-
abilistic photon sources, where for simplicity all sources have an equal probability p of
emitting a heralded photon. As one can see in Fig. 4.3, even for a source efficiency around
50%, one can still beat a lossless coherent source, if one possesses a full NRD measurement.
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Yet even for a single NRD, a source of 65% efficiency can still achieve supersensitivity.
4.5 Summary
In this chapter, I have considered a passive multi-mode interferometer for multipa-
rameter phase estimation. I have shown that the quantum Cramér-Rao bound admits an
asymptotic constant factor improvement in the sensitivity by a factor of 4, which can be
approximately obtained for a small number of modes with an array of single photon detec-
tors and only one number-resolving detector. Remarkably, supersensitivity can be observed
even with inefficient but heralded single photon sources.
As the number of modes increases, one expects that a single NRD will be insufficient to
capture the required information that allows the device to be supersensitive. A future anal-
ysis of the scaling of the number of NRDs necessary to maintain supersensitivity would be
useful to determine if this device would then imply a truly scalable quantum measurement




In this dissertation, I discussed several topics in the field of quantum metrology. The
basics of the quantum state of light and quantum metrology are reviewed and discussed.
In Chapter 3, I revisited the quantum Fisher information approach to the two-mode in-
terferometer. More specifically, I considered the Mach-Zehnder interferometer and SU(1,1)
interferometer. I tried to establish a fundamental precision estimation bound for such a
device, motivated by the fact that many previous works in this field fail to accurately count
the resources used in the interferometers. For the MZI, one can never do better than the
SNL in phase sensitivity, when the input to one of the two ports is the vacuum. If one does
not allow the detector to use any external phase reference and power resource, then the
precision is limited by the SNL. For the SU(1,1) interferometer, first, when one of the input
states is restricted to be a vacuum state, I showed that by using either the phase-averaging
method or the quantum Fisher information matrix method, different phase configurations
of the SU(1,1) interferometer result in the same QFI. Second, I compared the results of the
phase-averaging method and the quantum Fisher information matrix method, and found
that for an SU(1,1) interferometer, phase averaging or quantum Fisher information matrix
method is generally required, and they are essentially equivalent. Finally, I used the quan-
tum Fisher information matrix method to calculate the precision limit for other common
input states, such as two-coherent-state inputs or coherent state with squeezed vacuum
inputs.
In Chapter 4, I considered a passive multi-mode interferometer for multiparameter
phase estimation. I have shown that the quantum Cramér-Rao bound admits an asymptotic
constant factor improvement in the sensitivity by a factor of 4, which can be approximately
obtained for a small number of modes with an array of single photon detectors and only
one number-resolving detector. Remarkably, supersensitivity can be observed even with
inefficient but heralded single photon sources.
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Appendix B
QFI for the MZI with a Vacuum Input
Here we derive Eqs. (3) and (2) in the main text. Consider |χ〉⊗ |0〉 as an input to the




where |α〉 is a coherent state with complex quadrature amplitude α. Then the average








































|α|2 + |β|2 − 2α∗β
)]
− n̄2χ, (B.3)
where we use the fact that n̂2 = â† 2â2 + â†â.









where R = 1− T .
QFI with ĝ1 [Eqs. (3)]
The quantum Fisher information (QFI) is calculated from






















































= T 2〈χ|n̂|χ〉2. (B.7)
In total, we have
FQ(|χ〉, ĝ1, T ) = 4(〈Φ|ĝ21|Φ〉 − 〈Φ|ĝ1|Φ〉2) = 4
{
T 2Vχ + T (1− T )n̄χ
}
. (B.8)
For T = 1/2, it is Vχ + n̄χ and thus we get Eq. (3).
QFIM for ĝd and ĝs [Eqs. (2)]
For pure states, the elements of the QFIM are given by
Fij = 4 (〈ĝiĝj〉 − 〈ĝi〉〈ĝj〉) , (B.9)
where i, j takes s and d.
Recall that ĝd = (â













































|α|2 + |β|2 − 2α∗β
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4〈Φ|ĝ2s |Φ〉 = 〈χ|n̂2|χ〉, (B.11)







































|α|2 + |β|2 − 2α∗β
)]
= (1− 2T )〈χ|n̂|χ〉, (B.13)
and similarly,
2〈Φ|ĝs|Φ〉 = 〈χ|n̂|χ〉. (B.14)
By using the above results, we have
Fdd = FQ(|χ〉, ĝd, T )







1− (1− 2T )2
}
n̄χ + (1− 2T )2Vχ, (B.15)
Fss = 〈χ|n̂2|χ〉 − 〈χ|n̂|χ〉2
= Vχ, (B.16)
Fds = Fsd = −(1− 2T )〈χ|n̂2|χ〉 − (1− 2T )〈χ|n̂|χ〉2
= −(1− 2T )Vχ. (B.17)
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Appendix C
Convexity of QFI Matrix
Here we prove the convexity of the quantum Fisher information matrix (QFIM):
FQ(ρ̂ϕ) ≤ pFQ(σ̂ϕ) + (1− p)FQ(τ̂ϕ), (C.1)
for ρ̂ϕ = pσ̂ϕ + (1 − p)τ̂ϕ. Here ρ̂ϕ, σ̂ϕ, and τ̂ϕ are (maybe mixed) quantum states where
ϕ = {ϕ1, . . . , ϕM} is a set of M unknown parameters.
To begin with, we briefly review the definition and the structure of the QFIM that we
will use in the proof. Detailed review on the QFI and QFIM can be found for example in
Ref. [35, 15, 37]. The QFIM for ρ̂ϕ is given by an M ×M matrix FQ(ρ̂ϕ) = [Fij(ρ̂ϕ)]ij






































We also use an important property of the QFIM: monotonicity under completely positive
trace preserving (CPTP) map L [36, 37],
FQ(ρ̂ϕ) ≥ FQ(L(ρ̂ϕ)). (C.6)
The proof of the convexity of the QFIM is basically given by extending the proof for
the QFI (i.e. single-parameter case) in Ref. [38]. Consider the bipartite state ρ̃ABϕ =
p|e0〉〈e0|A⊗ σ̂Bϕ + (1− p)|e1〉〈e1|A⊗ τ̂Bϕ , where |ek〉 is an orthonormal basis in A. Note that
TrA[ρ̃
AB
ϕ ] = ρ̂
B
ϕ . Then we have
FQ(ρ̃ABϕ ) = pFQ(σ̂Bϕ ) + (1− p)FQ(τ̂Bϕ ). (C.7)
This is justified by the following observation. Since |ek〉 is independent of the unknown
parameters ϕi, ρ̃
(i)
ϕ = p|e0〉〈e0| ⊗ σ̂(i)ϕ + (1− p)|e1〉〈e1| ⊗ τ̂ (i)ϕ , for any i. Also the spectral de-
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i |λτi 〉〈λτi | are the spectral decompositions of σ̂ϕ and τ̂ϕ, re-
spectively. Plugging them into the expression of QFI in Eq. (C.5), we get
Fij(ρ̃
AB
ϕ ) = pFij(σ̂
B
ϕ ) + (1− p)Fij(τ̂Bϕ ). (C.8)
Since this holds for all i and j, we get Eq. (C.7).
By using Eq. (C.7), the monotonicity (C.6), and the fact that partial trace is a CPTP
map, we have
FQ(ρ̂Bϕ ) ≤ FQ(ρ̂ABϕ )
= pFQ(σ̂Bϕ ) + (1− p)FQ(τ̂Bϕ ), (C.9)
which completes the proof of the convexity of the QFIM.
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Appendix D
QFI of MZI for ĝ1 with Phase Randomizing
Here we give a complete calculation of the QFI for the generator ĝ1 = â
†â with phase






























pn|n〉〈n|A ⊗ |0〉〈0|B, (D.2)
where V̂ Aθ = e
iθâ†â, V̂ Bθ = e
iθb̂†b̂, and pn = cnn is a real positive number satisfying
∑
n pn = 1.























×T j/2(1− T )(n−j)/2|j〉A ⊗ |n− j〉B.
(D.4)
By using the convexity of the QFI and noticing that |ψn(φ)〉 and |ψn′(φ)〉 are orthogonal












Q (|ψn(φ)〉) . (D.5)
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Thus our remaining task is to calculate F
(1)









T j (1− T )n−j = nT, (D.6)









T j (1− T )n−j
= n(n− 1)T 2, (D.8)
and the QFI evaluated as 4 (〈ĝ21〉 − 〈ĝ1〉2) is found to be
F
(1)
Q (|ψn(φ)〉) = 4
(




n(n− 1)T 2 + nT − n2T 2
}
= 4nT (1− T ) . (D.9)







= 4n̄T (1− T ), (D.10)
The maximum is attained at T = 1/2 and is equal to n̄.
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Appendix E
Calculation of QFI for SU(1,1) Interferometers
Phase in Upper Arm









For simplicity, let us break down the calculation step by step. For the calculation of











Only one term gives a non-zero element, giving
〈Ψin|a†1a1|Ψin〉 = 〈0| ⊗ 〈χ|(b0b
†
0 sinh
2 r)|0〉 ⊗ |χ〉
= sinh2 r〈χ|b0b†0|χ〉
= sinh2 r(〈b†0b0〉+ 1).
(E.3)
The (a†1a1)








































2ν∗2a0a0b0b0 + u |ν|2 ν∗a0b0b0b†0
+ u2 |ν|2 a†0a0b0b
†



















2 r cosh2 r)|0〉 ⊗ |χ〉
= sinh2 r cosh2 r〈0|a0a†00〉〈χ|b0b
†
0|χ〉










= sinh4 r〈χ|(b†0b0 + 1)(b
†
0b0 + 1)|χ〉
= sinh4 r〈χ|(b†0b0)2 + 2b
†
0b0 + 1|χ〉





Then, the first term of the QFI is given by:
〈Ψin|(a†1a1)2|Ψin〉 = sinh4 r(〈(b
†
0b0)
2〉+ 2〈b†0b0〉+ 1) + sinh2 r cosh2 r(〈b
†
0b0〉+ 1) (E.7)
Hence, the Quantum Fisher information (QFI) is:




+ 2〈b†0b0〉+ 1)− 4(sinh2 r(〈b
†
0b0〉+ 1))2
Phase in Lower Arm
Similar to the last calculation, let’s break down the calculation step by step. . The











Only two of the term gives a non-zero element.





〈0| ⊗ 〈χ|a0a†0 sinh2 r|0〉 ⊗ |χ〉 = sinh2 r. (E.10)
Hence,
〈Ψin|b†1b1|Ψin〉 = cosh2 r〈b
†
0b0〉+ sinh2 r (E.11)
Similarly, (b†1b1)
2 can be written as:
(b†1b1)






























































†)2 |0〉 ⊗ |χ〉 = sinh4 r,





)2 |0〉 ⊗ |χ〉 = 〈(b†0b0)2〉 cosh4 r,



















− 4(sinh2 r + 〈b†0b0〉 cosh2 r)2
(E.15)
Phase in Both Arms




















−iθ cosh r sinh r + 2a0b0e
iθ sinh r cosh r.
(E.16)
Only two of them gives a non-zero term.
〈0| ⊗ 〈χ|b0b†0 cosh 2r|0〉 ⊗ |χ〉 = cosh 2r〈b
†
0b0〉+ cosh 2r, (E.17)




1b1|Ψin〉 = cosh 2r〈b
†





2|Ψin〉 = 4sinh4r + 4sinh2rcosh2r〈b0†b0〉+ cosh22r〈(b†0b0)2〉
+ 4sinh2rcosh2r〈b0†b0〉+ 4sinh2rcosh2r.
(E.20)


























Calculation of QFI Matrix



















































The second term here is essentially just the square of Eq. (F.2), and equal to k2, hence,
= k2 +
∑m
q,p,q 6=p(Vl,pV̄l,qVn,qV̄n,p)k(k + 1) (F.7)




































If l − n = 0, i.e. for the diagonal entries of Fquantϕ , the summand is 1 and hence the sum

















Let p − q = r, and note that r 6= 0. There are m-many {p, q} pairs whose difference is r

















where we have used the fact that the sum over all powers of any kth root of unity is equal
to one. Thus, the terms of the QFI matrix simplify to,
[F~ϕ]l,n =
{
4k(k + 1) · m−1
m
l = m
4k(k + 1) · − 1
m




Figure G.1: Architecture of the sequential QUMI optical interferometer, which indepen-
dently measures d independent unknown phases {ϕj}dj=1. The interferometer consists of
m modes with an input of m single photons, |1〉⊗m. The unitary V̂ (and its conjugate)
is a quantum Fourier transform implemented with a network of beamsplitters and phase
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