Abstract. The aim of this paper is to present a connection between the concepts of determining nodes and inertial manvolds with that of finite difference and finite volumes approximations to dissipative partial differential equations. In order to illustrate this connection we consider the ID Kuramoto-Sivashinsky equation as a instructive paradigm. We remark that the results presented here apply to many other equations such as the ID complex Ginzhurg-Landau equation, the Chafe-Infante equation, etc.
Introduction
In this paper we consider certain class of one-dimensional dissipative evolution partial differential equations (PDEs)-that have an Inertial Manifold (IM) . An IM for a dissipative evolution equation has the following properties:
(i) it is a finite-dimensional Lipschitz manifold, (ii) which is positively invariant under the flow induced by the solutions of the equation and (iii) it attracts all the solutions with an exponential rate (cf Constantin et al 1988 , Foias et al 1988d .
Up to now, inertial manifolds have been constructed in the phase space as graphs of functions. Typically, such a function determines the high Fourier modes (high wavenumbers) in terms of the lower Fourier modes (lower wavenumhers). In this paper we will present a different representation of the IM. More precisely, we will show that the functions, which are points on the IM, are determined in a unique fashion by their values in a fixed number of points in the domain (nodes). That means that one can parametrize the IM in terms of nodal values of those functions that are on the IM. Also, we will see that the number of these points is comparable with the dimension of the IM (theorem 3.1). We also show that a similar result is available if we consider the averaged values (finite volumes) o f the functions at the points instead of the nodal values. We remark that in the latter case the number of points necessary for the parametrization is less than that in the former (theorem 3.2). The above representation of IMs enables us to introduce a new dynamical system of the evolution of the nodal values, and respectively the averaged nodal values (finite volumes), of the solutions which is equivalent to the dynamical system of the PDE. We remark that the Kuramoto-Sivashinsky equation is just an illustrative example and that our results apply directly to many other dissipative equations such as the I D complex Ginzburg-Landau equation (cf Doering et a/ 1988, Ghidaglia and Hkon 1987) , the Chafee-Infante equation (cf Jolly 1989) , etc. Let us mention here that this work was inspired from the work of Foias and Temam (1984) on the existence of finite number of determining nodes for the Navier-Stokes equations. An upper bound for the number of determining nodes for the ZD Navier-Stokes equations can he found in Jones and Titi (1990) . The concept of determining nodes is important from the practical point of view. This is because experimental data , in general, is collected from measurements at a finite number of points, such as the temperature, the velocity, etc. However, we would like to emphasize that the number of determining nodes cannot always be very low (see .
In order to approximate the evolution of nodal values it is natural, for instance, to use the semi-finite difference scheme. However, while introducing the semi-finite difference scheme one should keep in mind the dynamical features of the PDE---especially the dissipation. In section 4 we present a dissipative semi-finite difference scheme of order O(h'1'). It Is remarkable that other schemes, which are of the same order, could lead to numerical artefacts as it is shown, computationally as well as analytically, in Foias et al (1990) .
In recent years a number of approximate inertial manfolds and their induced approximate inertial forms were introduced in the literature (see e.g. Fabes el U / 1990, Foias et a / 1987 , 19884 1989 , Foias and Temam 1988 , Marion 1989 , Temam 1988b iiti irxu, irrua). Since aii these approximate iMs are based on a Gaierkin type of approximation, they are sometimes called nonlinear Galerkin methods. It has been shown analytically that the nonlinear Galerkin schemes converge to the real solution (cf Marion and Temam 1989) , and that they converge with a faster rate than the standard Galerkin approximation (cf Marion and Titi 1990) . Also, they have been implemented in real computations (cf Foias et a / 1988a, Jauherteau et al 1990, Jolly ei ril :%Ga,b), and gave soins encouraging issiiks.
The dissipative semi-finite difference scheme, introduced in section 4, is a small perturbation of evolution equation of the nodal values, so in view of the above one can consider it as an approximate inertial form for the Kuramoto-Sivashinsky equation. Moreover, we expect it to capture the 'essential dynamics' of the Kuramoto-Sivashinsky by virtue of the recent work of Pliss and Sell (1990) .
an ordinary differential system which approximates the dynamics on the slow-motion manifold, was recently used by Fusco and Hale (1989) 
The problem (2.1) is known to be well posed and has a regular global solution (cf Scheurer 1984, Tadmor 1986 ). We denote the solution of (2.1) u(t) = S(t)u, ; S(t) is a semigroup of nonlinear operators. We denote It is known that if we restrict ourselves to the invariant subspace of odd functions then the dynamical system defined by S ( t ) , the semigroup of solution operator, is dissipative. More precisely, let (1988, 1989) , Mallet-Paret and Sell (1988) . In this paper we will follow the spectral barriers method which was introduced by Constantin et al (1989) . First we remark that for technical reasons one needs to prepare equation (2.1) in order to construct its IM. Namely, one needs to truncate, in a smooth way, the nonlinear term outside of a 'large' set, say 1, which contains the absorbing set g o n g , (e.g. one can choose $3 to be double the size of 1 , n II). Both equations, the prepared and the original, are identical inside $3, consequently, they will have the same long time dynamics (global attractor). In fact, since 1 , n 1, is invariant then both equations will have the same flow inside go n B,. In general, there are few ways to prepare an equation, however, in principle, they are all similar. In this paper we will always refer to the preparation suggested by Constantin et a1 (1989) In the next theorem we recall the exponential tracking property or the asymptotic completeness property of IMS from Foias et a1 (1989) (see also Constantin er a1 1988, 1989) . Theorem 2.3. solution u(t) of (2.1), which lies on the inertial manifold, such that (1988a).
ourge!veg in this paper ?O the ifiv. ri. . t subspzce of f.s&ons .y. 1"
For every soiution uirj of ( U ) there exist a time 1 -(lu(u)l) > 0 ana a
where C, is a positive constant which depends on lu(0)l.
Let US denote by P, the orthogonal projection from the Hilbert space H onto the subspace H , := span{w, ,..., w,}. Then one seeks the IM as a graph of a global Lipschitz function
The reduction of the Kuramoto-Sivashinsky equation to the IM, inside the absorbing ball, is given by the inertial from (2.4) (2.5) dp dt 
Since the IM in our case is a graph of a global Lipschitz function, Q, we obtain
(2.9)
We then combine (2.7), (2.8) and (2.9) to get (2.6).
U
We would like to mention here that a similar result regarding the existence of finite number of determining modes was first established for the Navier-Stokes equation by Foias and Prodi (1967) . even though the existence of IMS to the Navier-Stokes determining modes for the Navier-Stokes equation was given in Foias et al (1983) . Following the latter work Nicolaenko et al (1985) established an explicit estimate for the number of determining mode for the Kuramoto-Sivashinsky equation. Since in their approach they take advantage of the nice upper bounds available for the time averaging of certain norms of the solutions, they get a smaller estimate for the number of &!e-ixixg -odes :has !he oxe we p:esext ix theczm 2.4. Sixce !he :M in ~i i i case is constructed in the space of Fourier modes, theorem 2.4 brings no surprises. Nevertheless, the idea of its proof, which is a nice application of the exponential tracking property, will be applied later in subsection 3.1 to the determining nodes and which is extendible to other parametrizations of the IM.
equaiioiis: is an probier,, Laier an expiicii esiimaie for ihe number of Remark 2.1. (i) We denote A@) = S ( t ) ( g 0 n 57, n A). It is clear from theorem 2.1 that A([) t A ( s ) for t 2 s > 0. Also, by applying the usual energy estimates and Sobolev imbedding theorems one can easily infer that
A ( t ) c C ; J O , L ] ) = vcECm([O,LI) : V (~' ( O ) = V (~) ( L )
for k=O,1,2, ... 
Nodal values and finite volumes

The evolution of nodal values
In this subsection we will derive a dynamical system which is defined by the evolution of the nodal values of the solution of (2.1) at N fixed nodes (i.e., at N fixed points in the interval [O,L)). We also verify that this dynamical system is equivalent to the flow on the invariant part of the IM which is contained in go n (i.e., on A n Bo n B l , see theorem 2.1). As a result one concludes that the whole dynamics is determined by the evolution of these nodal values. We denote yk = i(xk-l fx,) for k = 1,2,. .. , N .
Since w E D(A) (see theorem 2.2) we have
Add the above inequalities to obtain apply the Cauchy-Schwarz inequality
From the above and equality (3.3) we get
We apply the Cauchy-Schwarz on the summation, and since w ( x ) is periodic, we get C Foias and E S Titi (3.4) which concludes our proof.
U
We fix N large enough to satisfy (3.2). It is clear from (3.2) and theorem 2.2 that .for large L one can choose N -L3 to satisfy (3.2). To simplify our notation we set 0 for 0,.
We fix to > 0 and we set A, = A@,) (see remark 2.1). On @(A(,) we define the semiflow z(t)t, = @(s(t)(@-'(<,))) vc9 E c IR,
On account of remark 2.1 it is easy to see that z(t) is well defined for all t > 0.
Moreover, by virtue of lemma 3.1, S(t)lAo and z(t) are conjugate dynamical systems (i.e. topologically equivalent). 
Recall from remark 2.1 that for every uo E A o , S ( t ) u o E do, for all t > 0, and S(t)u, is analytic in t with values in D(A2)
.
u ( t , x ) = S(t)(u,(x)) is a classical solution of (2.1). Accordingly, if we set t(t) = X(t)to,
for to E @(Ao), and U ( x ; t ( t ) ) = @-'(t(t)), then U satisfies 
+ g u ( x j ; t ( t ) ) + ~U ( x j ; t ( f ) )
+ u ( x j ; t ( t ) ) --( x j ; t ( t ) ) ax =O. 
(t) = ( U ( x j ; t ( t ) ) ) % i ' ,
then (3.6) is equivalent to the reduction of (2.1) to the IM, i.e. (3.6) is equivalent to the inertial form (2.4).
Next we show that the number of determining nodes for the Kuramoto-Sivashinsky equation is at most equal to M the dimension of the IM. But, U,@) and u,(t) are solutions on the IM; therefore, by (3.9) and theorem 3.1 we reach
We remark that the first result in this direction was established for the ZD NavierStokes equation by Foias and Temam (1984) (see also Jones and Titi (1990) ). One can give an alternative proof to the above corollary, independent of the theory of IMs, following Foias and Temam (1984) .
The evolution offinite volumes
Letting ' p E Hiec((O,L)) we denote by 1-m We combine (3.10) with (2.7) and (2.8) to get (3.8). with that of RN.
Proof: The idea of the proof is similar to that of theorem 3.1. Let u1,u2 E A, set w = U -U 2. theorem that
C Foias and E S Titi
In particular, it is very easy to see by using the integral mean value
thus, GNjNIA is Lipschitz continuous.
as before, from the Poincari inequality we have Now, we would like to show that GN has a Lipschitz continuous inverse. Let w be hence we sum the above inequalities with respect to j to get (3.14)
As in theorem 3.1 we interpolate to obtain we substitute (2.2) to conclude our proof.
0
One can interpret theorems 3.1 and 3.2 as parametrizations of the IM in terms of the nodal values and the finite volume, respectively. However, as indicated by (3.2) and (3.13) the parametrization based on the local averages is better in terms of the number o i parameters necessary ior the representation.
We fix N large enough satisfying (3.13), then on GN(A0) we define the semiflow -
z(t)q0 =G,+.(S(t)(q'(q,,))) vq0 E G~( A~) t R~
By virtue of theorem 3.2 S(t)lMo and x(t) are conjugate dynamical systems. Moreover, if we set q(t) = E(t)qo, for q0 E GN(AO), and U ( x ; q ( t ) ) =Gi!(q(t)), then U satisfies for t > 0.
By taking the averages in (3.15) and by using a l a U(x;tl(t))zU(x; V ( t ) ) = ---w x ; we obtain the result that the evolution of the finite volumes, q(t) = (u(xi;q(t))):j', satisfies
Here again equation (3.16) is equivalent to reduction of (2.1) to the IM, i.e. it iS equivalent to the inertial form (2.4).
Semi-finite difference approximation
It was remarked in subsection 3.1 that
t j ( t ) = U ( x j ; c ( t ) )
for j = O , l , ..., N -I .
(4.1)
is an odd function of x (i.e., U ( x ; { ( t ) ) = -U ( L -x ; < ( t ) ) , see section 2) then it is clear from (4.1) that t . = -t N -j f o r j = l , 2 , ..., N-I { ahd to =o.
(4.2)
Also, since U ( x ; < ( t ) ) is a periodic function (i.e., U ( x + L ; < ( t ) ) = U ( x ; < ( t ) ) , we can extend t(t) periodically to a 'double infinite' sequence such that ti+,=tifor j=0,*1,*2 ,... .
(4.3)
With this in mind, we use the centred difference operators to approximate equation (3.6), namely for j = 0, 1, . . . , N -1, subject to (4.3).
Remark 4.1. Because of the particular choice of discretization of the nonlinear term in (4.6) (see also (4.8) and (4.9)), we will be able to show later that the system (4.7)
has a global solution for all t E I R , . By virtue of the uniqueness theorem of ordinary differential equations, it is clear that if {(O) satisfies (4.2) then also {(t), the solution of (4.7), satisfies (4.2) for all t E R , . Furthermore, it will be shown later that in this case (i.e., when (4.2) holds) the system (4.7) is dissipative and has an absorbing ball (theorem 4.1). We would like to remark that for discretizations of the nonlinearity, of order O(h2), which are different from that in (4.6), such as the corresponding semi-discrete system is not dissipative, and in certain cases it might blow up in finite time as it is indicated computationally as well as analytically in . (4.8)
Therefore, on account of (3.16),(4.4)-(4.6) and (4.8), one can consider the system (4.7) as a semi-discrete finite difference approximation to (3.12) with 5 replaced by q. However, in this case one can take N = M while in the case of (3.6) N m 2nM.
(ii) Since the vector field in (4.7) is a small perturbation, of order L'/'h'/' of the vector fields in (3.6) and (3.16), we expect, in view of the recent work of Pliss and Sell (1990) , that the 'essential dynamics' of (4.7) and equations (3.6) and (3.16) to be isomorphic, for h small enough. This means that the finite difference scheme (4.7) provides a good approximation to the qualitative dynamics of (2.1). Therefore, in this case, the finite difference scheme in (4.7) gives a qualitative approximation to the dynamics (for related results concerning approximating the dynamics of the NavierStokes equations; see e.g. Constantin et al (1984) , Heywood and Rannacher (1986) and Titi (1987 Titi ( , 1990b ).
(iii) On account of the above, equation (4.7) represents an approximate inertial form to equation (2.1). There are several methods that have been used for the construction of approximate inertial manifolds and their associate approximate inertial forms. Almost all these methods are based on a nonlinear Galerkin type of approximation, see e.g. Fabes et al (1990) , Foias et al (1987 Foias et al ( , 1988a Foias et al ( , 1988b Foias et al ( , 1988d , Marion (1989) , Marion and Temam (1989) , Pliss and Sell (1990) , Temam (1988b) and Titi (1988 Titi ( ,1990a .
We denote by S$d,per = {all the double infinite odd periodic sequences of period N (i.e. that satisfy (4.2) and (4.3))}.
We will represent the elements of S&pcr by N-dimensional vectors 5 = (ti)%' with the understanding that 5 satisfies (4.2) and can be extended by (4.3). -1 
Inertial manifolds for the semi-finite difference approximation
In this section we will show that the dissipative semi-finite difference scheme in (4.7) or (4.13) has an inertial manifold, provided N is large enough. Proof: We will not go through all the details of the proof. To complete the details see for instance Constantin et al (1988, 1989) or Foias et al (1988d,1989) , Since the system (4.7) is dissipative, as it was shown in theorem 4.1, we will only show that the operator Ai has large spectral gaps, and satisfies what is known as the gap condition.
Recall Following any of the proofs in the above references, the spectral gap in (5.4) can be made arbitrary large, by choosing N >1, to satisfy all the conditions required for the existence of an IM.
Following one can show the exponential tracking property. 0
Remark 5.1. In view of theorem 5.1 one can follow the works of Foias et al (1987, 1988b, 1989) , Marion and Temam (1989) and Titi (I988,1990a) , and introduce approximate inertial manifolds for the semi-finite difference scheme (4.7), and implement the combined finite difference and approximate inertial manifold schemes in real computations.
