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次に 1/2< a S 1において， (1.1)を虚部が一定の線分に沿って解析接続することにより log〈(s)を定義する．
したがって log((s)は単連結領域




以下，本稿を通して Rを長方形 {x+ iy E C I a S x S b, c S y S d}, μdをd次元 Lebesgue測度，
dzl = (21r)-1dxdyとする．
定理 1(Bohr-Jessenの極限定理 [2]).実数a>1/2, T > 0に対して，


















P",T(R) = P"(R) + 0 (伽(R)+ l)(logT)-A(c,)+e) 
が十分大きいT>Oに対して成立する．ただし
A(a) = { (a-1)/(3 + 2a) a> 1のとき，
(4a -2)/(21 + Sa) 1/2 <a<:: 1のとき
とする．また impliedconstant はぴと€ のみに依存する．
本稿は筆者による [10]の概説であり， Hurwitzゼータ関数
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命名された「M 関数」と呼ばれる関数の最古の例である．本稿では Hurwitzゼータ関数のM 関数を扱うが，





定理 3.実数a>1/2, T > 0に対して，
pび，T(R;a)=伍{t E [O,T] I ((a+ it, a:) ER} 
と定める．また aを超越数と仮定する．このとき以下が成り立つ．
(1)実数a>1/2を固定する．このとき極限値
P,,(R;a) = i鷹凡，T(R;a:) 
が存在する．
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(2)任意の u> 1/2に対して，次を満たす連続関数Ma(・;a): C→良こ。が存在する：




{log(n + a)}n:::oの一次独立性が必要となるが，この性質を保証するために aを超越数と仮定するのである．
なお， R.Garunkstis氏と A.Laurincikas氏 [4]により， Pa,T(・;a)を(C,B(rc))上の確率測度とみなした
とき，それがT→ 00のときにある確率測度に弱収束するという主張のみであれば， aに何の仮定も要さずに
証明できるということが知られている．すなわち，確率測度 Pa(・;a)で， Pa(DA;a)= 0を満たす任意の
Borel集合Aについて， T→ 00のとき Pa,T(A;a)→ Pa(A;a)が成り立つものが存在する．しかし，彼らの
手法を用いても， aが超越数でない場合には極限測度Pa(・;a)が十分に具体的には与えられず，絶対連続性
といった性質を証明するには至っていない．
定理 2の類似である以下の結果は筆者 [10,Theorem 1.3]による．
定理 4.実数u> 1/2を固定する．また aをS-numberと仮定する．このとき任意の E>Oに対して，
Pa,T(R; a) = Pa(R; a)+ 0 (伽(R)+ l)(logT)―1/4+<) 
が十分大きい T>Oに対して成立する．ただし impliedconstantは6 とll,Eのみに依存する．
S-numberの正確な定義は次節で行うが，任意の S-numberは超越数であること， Lebesgue測度 0の例外
を除くほとんどすべての実数は S-numberであること，さらに例えばe= exp(l)はS-numberであることを
注意しておく．また，定理4と同種のアイデアにより，次の結果 [10,Theorem 1.6]も証明できる．
定理 5.領域｛び十itE reIびlく(Y< CY2, 0 < t < T}における ((s,a)の零点の個数を N(T,び1,び2;a)とする．
実数1/2< u1くび2を固定する．また aをS-numberと仮定する．このときある絶対定数A>Oが存在し，
N(T,u心；a)= CT+ 0 (T(logT)-A) 
が成り立つ．ただし impliedconstantはCY1,CY2とaのみに依存し，定数C= C(u1, u2; a) 2: 0は
C(び立2;a)=~1~2 (fc 1oglz贔Mu(z;a)ldzl)面
により与えられる．
単に aを超越数とした場合には， T→ 00のとき N(T,び1,び2;a)~ CTとなることが証明できる．これ
は本質的には Borchsenius-Jessen[3]によるものである．実際には彼らは Riemannゼータ関数の a-point
(a i= 0)の個数を扱っていたが，全く同じ手法が Hurwitzゼータ関数の零点の個数にも適用できるのである．
さて，定理4,定理5どちらの証明も，次の命題 [10,Theorem 3.1]に基づいている．
命題 6.実数u> 1/2を固定し， 0< 0+8 < 1/4を満たす実数0,8> 0をとる．また aをS-numberと仮定
する．このときある T。=To(び，0,8,a)> 0が存在して， T2: Ti。, lzl~(logT)8 のとき，
1 T = 
リ叫(〈(a+it,a))dt=IT J,。(lzl(n+ a戸） +o(exp(— ½(IogT)°/2)) 
゜ n=O 
(2.1) 
を満たす．ただし impliedconstantはaのみに依存する．また複素数 Z = X + iy, W = U + ivに対して
応(w)= exp(i(xu + yv))と定め， Jo(t)は位数0の第一種 Bessel関数である．
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Fourier解析の手法により，命題6から

















l T N 
:c; rf叫(((a+it, a))dt --Tl応(L(n+a)―(a国） dt 
n=O 
; JT N 十一叫(L(n+a)―(a+it))dt-IT Jo(lzl(n + a)―a) 
n=O n=O 
00 
+ I J。(lzl(n+ a)-a) -IT Jo(lzl(n + a戸）
n=O n=O 
=E1+島 +E3
として，各 Ei,E2, 恥を評価することを目標とする．これらの評価の中で aが 8-numberであるという
仮定を用いるのは， E2に対してのみである．実際， E1はく(s,a)のある種の平均値定理を用いて， E3は
Bessel関数の幾つかの性質を用いて評価できる．本稿では証明は割愛するが，具体的には命題6の設定の下，
N = lexp((logT)3812)」として，任意の 0< aさ1に対して
E国 ≪aexp (-½(IogT)°/2) 
が証明できる ([10,Propositions 3.3, 3.7]). ゆえに命題6はその finitetruncated versionに帰着される．
命題 7.実数a>1/2を固定し， 0< 0+i5 < 1/4を満たす実数0,i5>〇をとる．また aを8-numberと仮定
する．このときある T。=To(a, 0, i5, a) > 0が存在して， T2Ti。,lzl :c; (logT)6のとき，
T N N 





を満たす．ただし N= lexp((logT)3012)」とし， impliedconstantはaのみに依存する．
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証明の手がかりとなるのが次の補題 [7,Lemma 2]である．
補題 8.関数fo(t),.. , /N(t)を艮上で定義された周期 1の関数とする．このとき実数'YO,・・・,'YNがQ上で
一次独立であれば，
T N 叫 fI fn(叫）dt= fi/ f讃）d0 




fn(t) =叫((n+ a)―"e21rit), 1 1n = --log(n + a) 
21r 
}~moo~1T 化（哀(n+a)-(a+it))dt=ft[応((n+ a) びe2";0)d0
を得る．ただし 'Yo,・・・,'YNの一次独立性を保証するために， aは超越数であると仮定する．適切な変数変換に
よって /叫((n+ a)―a e2",0)d0 = Jo(lzl(n + a)-a) 
が成り立つことも容易に分かるので，結呆として
1 
N }~moo T JT化（シn+a)―(a+it))dt=IJ Jo(lzl(n+a戸）
゜ n=O n=O 
(3.2) 
を得る．しかし実際には自然数NはN= lexp((logT)3812)」と Tに依存し，また (3.2)では (3.1)のような
誤差項の評価もできないので，ーエ夫が必要である．そのために， T'2::Tなる T'を任意にとり，差





命題 9.実数び>1/2を固定し， 0< 0+8 < 1/4を満たす実数0,8> 0をとる．また aをS-numberと仮定
する．このときある T。=To(u, 0, 8, a) > 0が存在して， T'2'.T 2'.Ti。,lz :; (logT)8のとき，
腐＝；［恐n+a)―(*t))dt-~iT'昏n+a)― (<Iサt))dt
≪exp (-½(logT)012) 
を満たす．ただし N= lexp((logT)3012)」とし， impliedconstantは絶対定数である．
以下，記号の簡略化のために
N 






= L¾i(~rげ）V F(t)ザ (tt+ o('; 立~IF(t)IM)
O'.".μ 十v<M
が十分大きい偶数M=2m > 0に対して成り立つ．したがって，誤差昆は
腐= L¾i(号）µ(号）VH(μ,v)+o(エf(~1T IF(t)IMdt + f,1T'IF(t)IMdt)) (3.4) 
O'.".μ+v<M 
と計算される．ただし






の評価の方法のみを見れば十分であろう．さて，(μ,v) =J (0, 0)であるとき，
1 T v 
テJ F(t)ザ (t)dt =区・・・こ こ・・・区
1 
゜ O<'.m1<::N O<::mμ タNO<::n,<::N OSnvSN 
（四+a)"・・・(mμ+a)" 
X 1 1 JT cmi+a)・ ・・（四+a))itdt
伽 +a)"・・・(nッ十a)"T。 (n1 + a)・・(nッ十a)
が成り立つ．ただしμ=0の場合には (m1+a)・(mμ+a)=O,v=Oの場合には(n1+a)・(n,,,+a)= 0 
と解釈し，その和は無視するものとする．もし (m1+ a)・(mμ+a)=(n1 +a)・(n,,+a)であれば，
_! JT ((四+a)・.・(叩 +a))it 1 JT' (m1 + a)・・・（叩+a) it 




1 T (mi+ a)・・・(mμ+ a) 1 (m1 +a) .・（四+a)―1'
テla((n1 +a) .・(n,, + a)) dt≪ テlog(n1 +a)・・・(n,,, + a) 
同様に T'2:Tより
~lT'(り +a)···(mµ+a)yt 1 (四 +a)・・・(mμ+a)―1 
） 
dt≪-log 
n1 +a)・・(nッ十a T' (n1 +a)・・(n,,+a) 
1 (m1 +a) .• (mμ+ a) -1 < -log 
-T (n1 +a)・.. (n,, + a) 
が成り立つ．したがって
H(μ,v)≪ ~ L ・ L L ・ こ 1 
O:Sm1:SN O:Sm心 NO:Sn心N O:S叫夕N (m1+a)a・・・(mμ+a)び
(m1+a)…(mμ+a)-f-(n1 +a)・・(nv+<>)
-1 
1 (m1 + a)・(mμ+a)
x log 





伽 +a). ・(mμ+ a)―1 
伽 +a). ・(nv + a) 
の上からの評価である．つまりはその逆数の下からの評価を考えればよいので，まず
log (m1 +a)・・・(mμ+ a) l(m1 +a)・・・(mμ+ a) -(n1 +a)・・・(nッ+a)I＞ 










補題 10([5]). 多項式P(x)E Z[x]に対し，その次数を n,高さを hとする．このとき P(a)=J 0なる任意の
代数的数 aに対して，
IP(a)Iこ>{(n+ l)h}l-d("l(d(a) + 1)―n/2H(a)―n 
が成り立つ．ただし d(a),H(a)はそれぞれaの次数と高さとする．




A. Sourmelidis氏と J.Steuding氏によって進められている．その手法にも補題 10が用いられていることは
注目すべき点である．





P(訓が0でない最小の値をとるものとして定義する．そして，正の実数Wn,h(Oを等式 IP(OI= h―nwn,h({) 
によって定める．次数n以下，高さ h以下の整数係数多項式は有限個しか存在しないので，少なくとも一つの
上記のような P(x)がとれるが，その選び方は一般には一意ではない．しかし Wn,hに）はその定義により wと
n, hのみによって定まる実数であることに注意する．いま，
叫()= limsupwn,h((), w(() = limsupw虚）
h→ = n→~ 
とおく．また v(~) = inf{n I wn(~) = oo}とする．
定義 11(Mahlerの分類 [8]).複素数(を以下のょうに分類する
• w が A-number であるとは，叫~) = 0, v(~) = ooを満たすことである．
• wがS-numberであるとは， 0< w(~) < oo, v(~) = ooを満たすことである．
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• w が T-number であるとは， w(~) = oo, v(~) = ooを満たすことである．








IP(a)I = l(m1 +a)・・・(mμ+ a) -(n1 +a)・・・(nv + a)I 








IP(a)I 2'h―nw'(a) = (2N)―w'(a)M2 
が成り立つことが分かる．ゆえに (3.6)により，適当な実数fl(a)> 0により，
log 回 +a)・・・（四+a) 2>N項 (a)M2
伽 +a)・・・(叩 +a)
を得る．これを (3.5)に用いれば，適当な No(a.a)に対して N:;;,N,。(a.a)のとき
H(μ,v)≪ 打L 1 M NO(a)M2く_!_N(O(a)+l)M2 






0 + 28 < 1/2 -(3/4)0であるので，実数71=71(0,8)を0+ 28 < 71< 1/2 -(3/4)0を満たすようにとること
ができる．そこでM = 2l(logT)'1」とおく．これと lzl:; (logT)8, N = lexp((logT)38/2)」により，
(1 + lzl2im N(!1(a)+l)M2 
T 
≪exp (— ½(log T)812) 
がT2'. T0(u, 0, 8, a)に対して成り立つことが結論づけられる．本稿では省略するが，同様の手法で aが
S-numberのとき， TミTo(u,0, 8, a)に対して
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