We use the deformation methods to obtain the strictly log concavity of solution of a class Hessian equation in bounded convex domain in R 3 , as an application we get the Brunn-Minkowski inequality for the Hessian eigenvalue and characterize the equality case in bounded strictly convex domain in R 3 .
Introduction
The convexity is an issue of interest for a long time in partial differential equation. It connects the geometric properties to analysis inequalities. In 1976, Brascamp and Lieb [2] establish the log-concavity of the fundamental solution of diffusion equation with convex potential in bounded convex domain in R n . As a consequence, they proved the log-concavity of the first eigenfunction of Laplace equation in convex domains. At the same time, they obtained the Brunn-Minkowski inequality for the first eigenvalue as following:
where t ∈ [0, 1], K 0 , K 1 are nonempty convex bodies in R n . In fact, in that paper they proved that this inequality holds for all compact connected domain having sufficiently regular boundary. One always is interesting on the equality case. For example, Jerison [7] pointed out that it is related to uniqueness of the solution for the Minkowski problem about λ. In [5] , Colesanti provides a new proof of (1.1) for convex bodies, and essentially tells us that equality holds if and only if K 0 is homothetic to K 1 . At the same time, he asked whether the same kind of result holds for a class of fully nonlinear elliptic operator called Hessian operators other than Laplace operator. If we consider the following eigenvalue problems for bounded strict convex domain K ⊂ R n with C ∞ boundary,
where S k is the so-called Hessian operators. For k = 1, . . . , n, and a C 2 function u, the k-th Hessian operator S k (D 2 u) is the k-th elementary symmetric function of the eigenvalues of the Hessian matrix of u. Also if u satisfies S i (D 2 u) > 0 for all 1 i k, then we call u an admissible solution of (1.2) (see for example [4] ). Equivalently we can define
where the inf is taken over the functions u ∈ C 2 (K) ∩ C(K), admissible and u = 0 on ∂K.
Obviously this functional λ(K) is homogeneous of order −2k.
Note that when k = 1, the last equation (1.2) is corresponding to the Laplace operator, the Brunn-Minkowski inequality for λ(K) is just (1.1). When k = n, Eq. (1.2) is corresponding to the Monge-Ampère operator, the Brunn-Minkowski inequality of the λ(K) had obtained in Salani [14] , i.e. λ − 1 2n (K) is concave in K, and the equality holds if and only if K 0 is homothetic to K 1 .
Wang [16] proved for 1 < k < n, up to a positive factor, for Eq. (1.2) exists a unique negative admissible solution u ∈ C ∞ (K) ∩ C 1,1 (K). Furthermore Eq. (1.2) exists exactly one positive eigenvalue in a convex domain with smooth boundary (in fact, the result by Wang is true for a larger class of domains). In this paper, we use Wang's result to deal with the case k = 2 in 3-dimensional convex domain. Theorem 1.1. Suppose K is a bounded smooth strict convex domain in R 3 , and u ∈ C ∞ (K) ∩ C 1,1 (K) is the unique (up to a positive factor) admissible solution of
With this result we will prove the Brunn-Minkowski inequality for the positive eigenvalue of S 2 operator. Our method is from Colesanti [5] and Salani [14] . 
(1.5)
Moreover equality holds if and only if
The plan of the paper is as follows. In Section 2, we prove the Hessian of v has constant rank if the function v in Theorem 1.1 is convex, this is essential for our paper. In Section 3, combing the boundary estimates we use the deformation process to get the function v is strict convex, then we complete the proof of Theorem 1.1. In the last section, we prove the Brunn-Minkowski inequality and characterize the equality case.
A constant rank theorem
In this section we establish a constant rank theorem for the convex solution of the related nonlinear elliptic equation.
In what follows, S n denotes the set of the symmetric n × n matrices, and S n + (S n ++ ) is the subset of the semipositive (positive) definite matrices.
Let K ⊂ R 3 be any bounded domain. Note that if let v = − log(−u), then Eq. (1.4) is equivalent to
where Tr(A) denotes the trace of matrix A, and P (∇v) = (P ij ) is a matrix with
It follows that P is semipositive definite, and Tr(P D 2 v) = One of main ingredients of the proof of Theorem 1.1 is a constant rank theorem, which states as follows (see e.g. [3] and [9] ). Some related results have been obtained in [11] . 
, and we shall use the following notations:
We shall show that
in an open small neighborhood O of z 0 . Since φ 0 in K and φ(z 0 ) = 0, it then follows from the strong minimum principle that φ(z) ≡ 0 in O. In order to prove (2.3) at an arbitrary point z ∈ O, as in Caffarelli-Friedman [3] , we choose the normal coordinate, i.e. we perform a rotation T z about z so that in the new coordinates W is diagonal at z and v 11 v 22 v 33 at z. Consequently we can choose T z to vary smoothly with z. If we can establish (2.3) at z under the assumption that W is diagonal at z, then go back to the original coordinates we find that (2.3) remains valid with new coefficients c 1 , c 2 in (2.2), depending smoothly on the independent variable. Thus it remains to establish (2.3) under the assumption that W is diagonal at z.
Since rank is at least 2, there exists a positive constant C, which depends only on v C 4 , such that v 11 v 22 C at z. In the following, all calculations are working at the point z using the notation " ", with the understanding that the constants in (2.3) are under control.
Next we compute φ, its first and second derivatives in the directions e i , e j , we find
and
Differentiating Eq. (2.1) along e 3 once we get
In this paper, the summation convention over repeated indices will be employed. From (2.4)-(2.5), and since (v ij ) is diagonal at z, one can see
Differentiating Eq. (2.1) along e 3 twice to get
it follows that
which together with (2.6) imply
Now we compute the partial derivatives of F along (v ij ), it follows that 
14)
The last "∼" comes from the original equation 
Proof of Theorem 1.1
In this section, we shall use the deformation process to prove Theorem 1.1. The constant rank theorem is a very powerful tool to produce strict convex solution for nonlinear elliptic equation, see for example Caffarelli and Friedman [3] , Korevaar and Lewis [9] and Guan and Ma [6] . Here we follow the approach of Korevaar and Lewis [9] and Ma and Xu [11] to get the result. First we need understand the radial solution of Eq. (1.4) defined on ball. Then we study the geometrical properties of the solution near the convex boundary.
The following lemma is well known, for completeness we give the proof along the idea of McCuan [12] (see pp. 172-173 in [12] ).
Proof. By the uniqueness of solution for Eq. (1.4) up to a constant factor, we know the solution u is a radial function. We set
Since
For v = − log(−ϕ), we have
So Eq. (1.4) on u transforms to the following equation on v.
2)
It follows that
, then by L'Hopital rule provides that
We assume by contradiction the existence of a smallest positive r o for which v (r o ) = 0. We know v (r) > 0 for 0 < r R and v (r) > 0 for 0 < r < r o . Differentiating (3.2) and evaluating at r = r o , we obtain [3] or [8] .) Let Ω ⊂ R n be smooth, bounded and strictly convex (i.e. all the principal curvature of ∂Ω are positive).
where ν is the exterior normal to ∂Ω. Let
and let v = f (u). Then for small enough ε > 0 the function v is strictly convex in a boundary strip Ω\Ω ε if f satisfies
Remark 3.3. In Korevaar [8] , the function u ∈ C 2 (Ω). But we can follow the calculation in Caffarelli and Friedman [3] to know the similar result is true in our case
Now we use the deformation technique combined with Theorem 2.1 (constant rank theorem) to obtain the proof of Theorem 1.1 as in Korevaar and Lewis [9] and Ma and Xu [11] . For completeness we repeat partly their proof.
Proof of Theorem 1.1. Now if K is the ball B R (o), by Lemma 3.1, for the solution u of (1.4), we have v = − log(−u) is a strict convex function in B R (o) . For an arbitrary bounded strict convex domain K, set K t = (1 − t)B R (o) + tK, 0 t 1. Then from the theory of convex bodies (see for example Sections 1.7, 1.8 and 2.5 in the book [15] , and Section 3.1 in the book [17] ). We can deform B R (o) continuously into K by the family (K t ), 0 t < 1, of strictly convex domain in such a way that ∂K t → ∂K s as t → s in the sense of Hausdorff distance, whenever 0 s 1. And the deformation also is chosen so that ∂K t , 0 t < 1, can be locally represented for some α, 0 < α < 1, by a function whose norm in the space C 2,α of functions with Hölder continuous second derivatives depends only on δ, whenever 0 < t δ < 1.
Suppose
is the admissible solution of (1.4), v t := − log(−u t ) and H t is the corresponding Hessian matrix of v t . First H 0 is positive definite, and from the boundary estimates (Lemma 3.2) we have H δ is positive definite in an ε neighborhood of ∂K δ . From the a priori estimates of the solution u on the Hessian equation [16] , we know this bounded depends only on the uniformly bounded geometry of K t which depends on the geometry K and t.
We conclude that if v(., s) is strictly convex for all 0 s < t, then v(., t) is convex.
So if for some δ, 0 < δ < 1, H δ is positive semi-definite but not positive definite in K δ , we say it is impossible by constant rank theorem (Theorem 2.1) and boundary estimates (Lemma 3.2). We conclude H δ is positive definite. Then v = − log(−u) is strictly convex in K. 2
Proof of Theorem 1.2
The aim of this section is to prove Theorem 1.2. Now we state some element propositions on the convexity of the matrix functions. First we recall Jensen's inequality for means (see [2] ). If a, b are real positive numbers, α ∈ [−∞, +∞] and λ ∈ (0, 1), we define
Jensen's inequality for means implies that
In particular, the arithmetic-geometric mean inequality holds
Lemma 4.1. If f (x) is a positive concave function in
Proof. Note that the condition of f means
thus we have 
then the two equalities in (4.3) must hold at the same time, which means f is not strictly concave then either is convex in A ∈ S 3 ++ , and
Proof.
++ from the appendix in [1] . Now we concentrate the proof of the first part.
By Lemma 4.1, it is sufficiently to prove that f (A) −1 =
is concave in A. Since P ∈ S 3 + , so it can be written as O P O T with OO T = I and P , the diagonal matrix of the eigenvalues of P . Then we have
Hence without loss of generality we may assume P = P is a diagonal matrix, in our case, which is diagonal(|∇v| 2 , |∇v| 2 , 0). We are going to show that 
Remark 4.4.
Note that actually we have C 1 = C 2 = P 33 = 0, C 3 = P 11 = P 22 = |∇v| 2 = 0, and the equality in (4.8) Along the ideas of Colesanti [5] and Salani [14] , now we will prove Theorem 1.2.
Proof of Theorem 1.2. For i = 0, 1, let K i be a convex domain in R 3 , and let u i be the solution of
where P = (P ij ) with P ij = |∇v| 2 δ ij − v i v j . In Section 2 we have proved v i is strictly convex
By the boundary condition verified by v i , we have
Let us now consider the conjugate function v * i of v i :
For the basic properties of this function we refer to [13] ; here we just put out some points connected with our concerns. Note that v * i is defined on the image of K i through the gradient map of v i , which is, by (4.12), the whole R 3 . Moreover as v i is strictly convex, v i ∈ C 1 (R 3 ), and ∇v * i is the inverse map of ∇v i :
In particular this identity and (4.11) imply that v * i ∈ C 2 (R 3 ) and 1 . Now we introduce a new function w in K t in the following: 14) w is called the infimal convolution of v 0 and v 1 in K t . It is a strictly convex function, and from the boundary conditions in problem (4.10) it can be deduced that 
Now (4.11), (4.13), and (4.16) imply that w * is C 2 (R 3 ), strictly convex and
Consequently, w ∈ C 2 (int(K t )). Let us fix z ∈ K t , by the definition of w and the boundary conditions in (4.10), there exist unique x ∈ int(K 0 ) and y ∈ int(K 1 ) such that z = (1 − t)x + ty and
By the Lagrange multipliers theorem one deduces immediately that
On the other hand,
Hence by the injectivity of ∇w we have
Therefore,
Note that (4.18), (4.20) imply the matrix P satisfies
Now we state the following Claim A.
If Claim A is true, then we definē
soū(z) has the following properties:
(4.24)
By multiplying both sides of the inequality above by −ū and then integrate over K t to obtain max i∈{0,1} (4.25) where the last inequality follows from the definition of λ in (1.3). Hence
In order to get the Brunn-Minkowski inequality, we just replace K 0 with K 0 , K 1 with K 1 and t with t in which 
In order to prove Claim A, (4.23), we only need to prove
Since we have (4.21), it follows that
using Proposition 4.5, we have
then we have (4.28) and finish the proof of this case.
Case 2.
At the point z ∈ K t with Dw(z) = 0.
In this case, we know from (4.18)-(4.20), there are unique x ∈ K 0 and y ∈ K 1 such that z = (1 − t)x + ty and Dv 0 (x) = Dv 1 (y) = 0.
Using Proposition 4.3 we have
Consequently it follows from (4.10) that
where the last inequality still comes from Proposition 4.3. So we now get the following inequality
and complete the proof of Claim A. 2
Up to now, we complete the proof of the Brunn-Minkowski inequality.
Prescribing the equality case. Now we will deal with the equality case in Theorem 1.2.
, then the equality holds in (1.5) by the homogeneity of λ(.) and by the invariance with respect to translation.
Conversely, if equality holds in (1.5), then the arguments in previous show that equality must hold in (4.26), up to a normalization of the involved sets. Namely, let K 0 , K 1 and t be as in (4.27) and let
Thanks to the homogeneity of λ we may assume
Hence reduce the equality to the case in which the bodies K 0 , K 1 and K t have the same eigenvalue 1.
We shall prove the following Claim B.
Claim B. For x ∈ K 0 and y ∈ K 1 such that z = (1 − t)x + ty and Dv 0 (x) = Dv 1 (y) = Dw(z), we have
If we have Claim B, then as in Colesanti (p. 129 in [5] ), we conclude that
⇒ ∇v * 0 (ρ) = ∇v * 1 (ρ) +ρ, ∀ρ and for some fixedρ ∈ R 3 . 
Finally we have
For simplicity, let 
