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Abstract—Jolfaei et al. used feedback to create transmit signals
that are simultaneously useful for multiple users in a broad-
cast channel. Later, Georgiadis and Tassiulas studied erasure
broadcast channels with feedback, and presented the capacity
region under certain assumptions. These results provided the
fundamental ideas used in communication protocols for networks
with delayed channel state information. However, to the best of
our knowledge, the capacity region of erasure broadcast channels
with feedback and with a common message for both receivers
has never been presented. This latter problem shows up as a
sub-problem in many multi-terminal communication networks
such as the X-Channel, and the two-unicast problem. In this
work, we present the capacity region of the two-user erasure
broadcast channels with delayed feedback, private messages,
and a common message. We consider arbitrary and possibly
correlated erasure distributions. We develop new outer-bounds
that capture feedback and quantify the impact of delivering
a common message on the capacity region. We also propose
a transmission strategy that achieves the outer-bounds. Our
transmission strategy differs from prior results in that to achieve
the capacity, it creates side-information at the weaker user such
that the decodability is ensured even if we multicast the common
message with a rate higher than its link capacity.
Index Terms—Erasure broadcast channel, common message,
delayed feedback, capacity region.
I. INTRODUCTION
The broadcast channel (BC) is one of the first multi-terminal
networks studied in Information Theory [1]. Recently, this
problem with available channel state feedback has attracted
more interest [2], [3], [4], [5], [6] as it plays an essential
role in understanding the feedback capacity region of several
fundamental problems in network information theory, such as
the Interference Channel, the X-Channel, and the two-unicast
problem. Of particular interest, is the erasure BC in which
each wireless link is on (active) or off (dropped) according to
some probability distribution. In a packet-based communica-
tion network, each hop can be modeled as a packet erasure
channel [7], and thus, studying the erasure BCs provides
a good understanding of multi-session uni-casting in small
wireless networks [2], [3], [4].
Jolfaei et al. [8] leveraged delayed channel state information
(CSI) to create transmit signals that are simultaneously useful
for multiple users in a broadcast channel. Later, Georgiadis and
Tassiulas [2] studied erasure broadcast channels with feedback,
and presented the capacity region under certain assumptions.
These results presented the key ideas used in communication
protocols for networks with delayed CSI. In [5], the auhors
showed that the delayed CSI can still be very useful and
can change the achievable degrees-of-freedom (DoF). This
discovery generated a momentum in studying the DoF region
and the approximate capacity region of of multi-terminal
wireless networks with delayed CSI.
Despite all the attention the (erasure) BC has attracted over
the decades, we were unable to find the characterization of
the capacity region of this problem with feedback when the
transmitter has a common message for both receivers as well
as a private message for each. This problem naturally arises
in more complicated problems such as the X-Channel and the
two-unicast problem, highlighting its importance. In this work,
we present the capacity region of the two-user erasure BC with
delayed feedback, private and common messages. We compare
our results to the findings of [2] in Section IV.
In particular, we provide a new set of outer-bounds to
capture and to quantify the ability of the transmitter in per-
forming interference alignment when channel state is known
with delay and when each receiver must be able to decode the
common message. These outer-bounds illustrate the impact
of delivering a common message on the overall maximum
achievable rates. Intuitively, delivering a common message
to both receivers reduces the transmitter’s ability to perform
interference alignment and the achievable region shrinks. In
fact, we show that the maximum sum-capacity (including the
common rate) is attained when there is no common message,
and decreases as the common message rate increases.
The capacity-achieving transmission strategy differs from
prior results. One idea is to modify prior results by adding
a segment to send the common message after the capacity-
achieving scheme for private messages, using an erasure code
with the rate corresponding to the weaker receiver. This idea
achieves the capacity when the erasure probabilities are equal.
However, when erasure probabilities are different, this scheme
is no longer optimal. In Section V-B, we will show how
to transmit the common message at a higher rate and yet
ensure decodability at the weaker receiver. The key is to
properly produce side-information of the common message at
the weaker receiver during the re-transmission of private bits.
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II. PROBLEM FORMULATION
As in Fig.1, we consider the two-user binary erasure BC in
which one transmitter wishes to transmit messages W1 and W2
to two receiving terminals Rx1 and Rx2, respectively, as well
as one common message W0 to both receivers, over n channel
uses. Here, Wi is uniformly distributed over
{
1, 2, . . . , 2nRi
}
,
for i = 0, 1, 2, and messages are distributed independently.
Three messages are mapped to the channel input X[t] ∈ F2,
the binary field, and the corresponding received signals at Rx1
and Rx2 respectively are
Y1[t] = S1[t]X[t] and Y2[t] = S2[t]X[t], (1)
where {Si[t]} denotes the Bernoulli (1 − δi) process that
governs the erasure at Rxi, and it is distributed i.i.d. over
time. When Si[t] = 1, Rxi receives X[t] noiselessly, and when
Si[t] = 0, the received signal is mapped to an erasure. We
also assume δ12 = P{S1[t] = 0, S2[t] = 0}. The messages
are distributed independently from the channel realizations.
Tx
W0, W1, W2
Xn
Y1n Y2n
S1n S2
n
Rx1 Rx2
W0, W1 W0, W2^ ^ ^ ^
Fig. 1. Two-user erasure BC with delayed CSI and a common message.
We assume both receivers feed back their states and thus,
the transmitter knows the channel state information (CSI) in
scenario “DD,” where both S1[t] and S2[t] are known with
unit delays. The constraint imposed on the encoding function
ft(.) at time index t is
X[t] = ft
(
W1,W2,W0, S
t−1
1 , S
t−1
2
)
, (2)
where St−1i = (Si[1], . . . , Si[t− 1]), i = 1, 2. We assume that
the full CSI, Sn = (Sn1 , S
n
2 ), is known at each receiver, and
the corresponding error probability constraints at Rxi is
Pr
{
(Wi,W0) 6= gi(Y [1:n]i , Sn)
}→ 0,
as n → ∞, where gi(.) is the decoding function at receiver
i, i = 1, 2. The capacity region is the closure of the collection
of all rate triples (R1, R2, R0) satisfying the error probability
constraints.
III. MAIN RESULTS
Our main result is identifying the capacity region for Fig 1.
Theorem 3.1: For the binary erasure broadcast channel under
scenario DD, the capacity region with a common message W0
and private messages W1,W2, is the collection of all non-
negative (R1, R2, R0) satisfying
R1
1− δ12 +
R2 +R0
1− δ2 ≤ 1, (3)
R1 +R0
1− δ1 +
R2
1− δ12 ≤ 1. (4)
Without loss of generality, we assume δ1 ≤ δ2, and define
R¯
4
=
(δ1 − δ12)
(δ2 − δ12) (1− δ2). (5)
½ 
R0+R1+R2    0.63½ 
R0 = 0
R0 = 1/16
R1
R2
~
R0+R1+R2    0.62~
R0+R1+R2    0.50~~
achievable region of [2]:
Fig. 2. Increasing the common rate, R0, decreases the maximum sum rates.
The capacity regions, with R0 < R¯, are drawn for δ1 = 0.4, δ2 = 0.6, and
δ12 = δ1δ2. This figure also depicts the achievable region of [2] for the given
parameters and will be discussed later.
The capacity region’s shape differs whether the common
message rate meets R0 < R¯ or not. Fig. 2 illustrates the
capacity region when R0 < R¯ ≈ 0.178 with δ1 = 0.4,
δ2 = 0.6, and δ12 = δ1δ2. Intuitively, delivering more common
rate should decrease the overall maximum achievable rates. In
Fig. 2 as R0 increases, the region shrinks, and the maximum
achievable sum-rate (including the common rate) for R0 = 0
and R0 = 1/16 are approximately 0.63 and 0.62, respectively,
which represents a decrease. If we further increase R0 such
that R0 ≥ R¯, the capacity region will have a triangular shape
as shown in Fig. 3 for δ1 < δ2 where only (3) is active.
Appendix A provides more details.
Our converse is the extension of the proof of the outer
bound for X-channel in [9] to different erasure probabilities
δ1 6= δ2 and correlated links δ12 6= δ1δ2. The details are given
in Section V-A. Note that when R0 6= 0, the converse is not
provided in [2] or any other prior work to the best of our
knowledge. As for the achievability, one can add a segment
which uses an erasure code with rate min{1− δ1, 1− δ2} for
sending the common message after the capacity-achieving re-
transmission scheme for only private messages. When δ1 = δ2,
this simple scheme achieves the capacity region in Theorem
3.1. However, when δ1 6= δ2, transmitting the common
R1
R2
(3)
trivial
See Section 
IV.B
(4)
Fig. 3. Capacity region for R0 ≥ R¯. In this case, for δ1 < δ2, only (3) is
active. The trivial corner point is (R1, R2) = (0, 1− δ2 −R0).
message with rate min{1 − δ1, 1 − δ2} = 1 − δ2 is no
longer optimal. In V-B, we will show how to transmit the
common message at the higher rate of (1−δ1) and yet ensure
decodability at the weaker receiver, i.e. Rx2. The key is to
properly produce side-information of the common message at
receiver 2 during the re-transmission of private bits.
IV. COMPARISON TO PRIOR RESULTS OF [2]
Authors in [2] present a similar region, see (7) in [2], to that
of Theorem 3.1 of this work. Thus, we ought to compare the
two results. There are two issues regarding (7) in [2]. First,
this is claimed as an achievable region and no outer-bound
is provided. Second, and more importantly, no details of the
achievability proof is presented and we believe the claim is
flawed. The authors of [2], only mention: “In Phase 3 employ
linear random coding of packets Kr1 , K
r
2 , k12, i.e., include
the multicast session packets in the process,” to support their
claim. In the notation of [2], Kri denotes the recycled bits
and k12 is the common message. As we will show in our
achievability, this idea achieves the capacity when the erasure
probabilities are equal. However, when erasure probabilities
are different, this scheme is no longer optimal. The achievable
region based on the scheme of [2] is illustrated in Fig. 2
and is strictly smaller than the capacity region derived in
this work. In Section V-B, we will show how to transmit the
common message at a higher rate and yet ensure decodability
at the weaker receiver. The key is to properly produce side-
information of the common message at the weaker receiver
during the re-transmission of private bits. See Remark 5.2 in
Section V-B for more details.
V. PROOF OF THEOREM 3.1
A. Converse
To derive (3), let β = (1− δ12) / (1− δ2). We have
n (R1 + β {R2 +R0}) = H (W1) + β {H (W2) +H (W0)}
(a)
= H (W1|W0,W2) + β {H (W2) +H (W0|W2)}
(b)
≤ I (W1;Y n1 |W0,W2, Sn) +
β {I (W2;Y n2 |Sn) + I (W0;Y n2 |W2, Sn}) + nn
= H (Y n1 |W0,W2, Sn) + βH (Y n2 |Sn)
− β {H (Y n2 |W2, Sn)− I (W0;Y n2 |W2, Sn)}+ nn
(d)
≤ βH (Y n2 |Sn) + nn
(e)
≤ nβ(1− δ2) + nn = n(1− δ12) + nn (6)
where n → 0 as n→∞; (a) follows from the independence
of messages; (b) follows from Fano’s inequality and messages
are independent of channel realizations; (d) follows from
Claim 5.1 below; (e) holds since
H (Y n2 |Sn) ≤
n∑
t=1
H (Y2[t]|Sn) ≤ n(1− δ2). (7)
Dividing both sides of (6) by n(1− δ12) and letting n→∞,
we get (3). Similarly, we can obtain (4).
Now, we prove step (d) of (6) in the following claim.
Claim 5.1: For the binary erasure broadcast channel under
scenario DD and with a common message W0 and two private
messages W1 and W2,
H (Y n1 |W0,W2, Sn)−
β {H (Y n2 |W2, Sn)− I (W0;Y n2 |W2, Sn)} ≤ 0. (8)
Proof: Note that proving (8) is equivalent to proving
H (Y n1 |W0,W2, Sn)− βH (Y n2 |W0,W2, Sn) ≤ 0 (9)
since
H (Y n2 |W0,W2, Sn) = H (Y n2 |W2, Sn)−I (W0;Y n2 |W2, Sn) .
Then, we have
H (Y n2 |W0,W2, Sn)
=
n∑
t=1
H
(
Y2[t]|Y t−12 ,W0,W2, Sn
)
(a)
=
n∑
t=1
H
(
Y2[t]|Y t−12 ,W0,W2, St
)
(b)
=
n∑
t=1
(1− δ2)H
(
X[t]|Y t−12 ,W0,W2, S2[t] = 1, S1[t], St−1
)
(c)
=
n∑
t=1
(1− δ2)H
(
X[t]|Y t−12 ,W0,W2, St
)
(10)
where (a) follows from the fact that signal Y2[t] at current
time t is independent of future channel states; (b) holds since
Pr (S2[t] = 1) = (1 − δ2); (c) is true since transmit signal
X[t] is independent of current the channel state at time t.
Now, we can have (9) as
n∑
t=1
(1− δ2)H
(
X[t]|Y t−12 ,W0,W2, St
)
(d)
≥
n∑
t=1
(1− δ2)H
(
X[t]|Y t−11 , Y t−12 ,W0,W2, St
)
(e)
=
n∑
t=1
(1− δ2)
(1− δ12)H
(
Y1[t], Y2[t]|Y t−11 , Y t−12 ,W0,W2, St
)
(f)
=
n∑
t=1
(1− δ2)
(1− δ12)H
(
Y1[t], Y2[t]|Y t−11 , Y t−12 ,W0,W2, Sn
)
(g)
=
(1− δ2)
(1− δ12)H (Y
n
1 , Y
n
2 |W0,W2, Sn)
≥ 1
β
H (Y n1 |W0,W2, Sn) , (11)
where (d) holds since conditioning reduces entropy; (e) holds
since Pr (S1[t] = S2[t] = 0) = δ12; (f) is true since all signals
at current time t are independent of future channel states; (g)
follows from the chain rule and the final lower-bound comes
from the non-negativity of the entropy function for discrete
random variables.
B. Achievability
We divide the achievability into two cases according to
whether or not the common message rate R0 is larger than
R¯ defined in (5). We will illustrate the simpler case R0 > R¯
first, and then the other case, i.e. R0 ≤ R¯.
Case I R0 > R¯: In this case, as shown in Fig. 3, one can
easily check that only outer-bound (3) is active. From (3), the
corner point R1 = 0, R2 = (1 − δ2)(1 − R0) can be trivially
achieved by time sharing between the codewords for private
message W2 and common message W0. Thus, we focus on
the non-trivial corner point given by
R∗1 = (1− δ12)
(
1− R0
(1− δ2)
)
, R∗2 = 0. (12)
To achieve this point, we allocate k1 private bits for user 1
and k0 = (R0/R∗1)k1 common bits for both users. Then, we
adopt the following transmission scheme.
Phase 1: Send the k1 private bits for user 1 in
n1 =
k1
1− δ12 (13)
time slots, and we have
k1|2 =
(δ1 − δ12)
1− δ12 k1 (14)
bits that are mis-sent to receiver 2 and needed at receiver 1.
Remark 5.1: To keep the description of the protocol simple,
we use the expected value of the number of bits in different
states, e.g., (14). A more precise statement would use a
concentration theorem result such as the Bernstein inequality
to show the omitted terms do not affect the overall result and
the achievable rates [10]. If at any point the number of bits is
not an integer number, we can use d·e, the ceiling function,
and the results remain unaffected in the limit.
Phase 2: In this phase, we have two segments, namely
Segment a and b.
Phase 2, Segment a: Encode k1|2 mis-sent private bits to re-
ceiver 1 using erasure code with rate 1−δ1 (rate (1−δ1) linear
code with each entry of its generator matrix randomly gener-
ated from an i.i.d. Bernoulli random variable with parameter
1/2), which takes
n2a =
(δ1 − δ12)
(1− δ1)(1− δ12)k1 (15)
time slots. At the same time encode
k0,2a = n2a(1− δ2) = (1− δ2)(δ1 − δ12)
(1− δ1)(1− δ12) k1 (16)
common bits using erasure code with rate (1− δ2). Send the
XOR of above two encoded sequences.
Phase 2, Segment b: In this segment, we encode all k0 com-
mon bits using random linear codes with length
n2b =
k0
(1− δ2) − n2a, (17)
and send the encoded bits. Note that n2b is shorter than
k0/(1−δ2), and compared with the simple scheme mentioned
at the end of Section III, the transmission rate at this segment
is higher than min{1− δ1, 1− δ2} = 1− δ2.
Achievable rate calculation: First note that the mis-sent k1|2
private bits are already known at receiver 2 in Phase 1, and
thus, receiver 2 gets k0,2a = n2a(1− δ2) common bits at the
end of Phase 2, Segment a. Also with the help of these k0,2a
bits, receiver 2 can successfully decode all k0 common bits
from n2b(1− δ2) received bits in Phase 2, Segment b.
Receiver 1 first decodes the common message. To ensure
correct decoding of all k0 common bits at receiver 1, we need
k0
n2b
= (1− δ2) + k0,2a
n2b
< (1− δ1), (18)
where the equality comes from (16) and (17), and the inequal-
ity is verified in Appendix B. After removing the interference
resulting from the common message at receiver 1 during
Segment a, all mis-sent k1|2 private bits can be decoded. Then,
user 1 will be able decode its private message.
Finally, we calculate the achievable rate of the aforemen-
tioned scheme. The total time slots needed are
n = n1 + n2a +
k0
(1− δ2) − n2a
=
k1
1− δ12 +
k0
(1− δ2)
=
k1
1− δ12 +
k1
(1− δ2)
R0
(1− δ12)(1− R0(1−δ2) )
=
(1− δ2)k1
(1− δ12)(1− δ2 −R0) , (19)
where the third equality comes from k0 = (R0/R∗1)k1 and
(12). It can be easily checked that the achievable private rate
k1/n equals the target R∗1, and thus, k0/n = R0.
Case II R0 ≤ R¯: In this case, both outer-bounds (3) and (4)
are active, and the maximum sum-rate corner point is
R∗1 =
(1− δ1)(δ2 − δ12)− (δ1 − δ12)R0
(1− δ12)− (1−δ1)(1−δ2)(1−δ12)
,
R∗2 =
(δ1 − δ12)(1− δ2)− (δ2 − δ12)R0
(1− δ12)− (1−δ1)(1−δ2)(1−δ12)
. (20)
Note that since δ2 ≥ δ1, we have R∗1 ≥ R∗2 from (1−δ1)(δ2−
δ12) ≥ (1−δ2)(δ1−δ12) and −R0(δ1−δ12) ≥ −R0(δ2−δ12).
To achieve the corner point in (20), we fix k1 private bits
for receiver 1, and allocate
k0 =
R0
R∗1
k1 and k2 =
R∗2
R∗1
k1, (21)
common bits and private bits for receiver 2 respectively. The
re-transmission scheme comes as follows.
Phase 1: This phase is exactly the same as that of Case I.
Phase 2: In this phase, we send out private bits for receiver
2 using
n2 =
k2
1− δ12 (22)
time slots, and at the end of this phase, we have
k2|1 =
(δ2 − δ12)
1− δ12 k2 (23)
bits mis-sent to receiver 1.
Phase 3: This phase has three segments.
Phase 3 Segment a: Encode the k2|1 bits needed for receiver
2 using erasure code at rate (1− δ2), and encode
(1− δ1)
(1− δ2)k2|1 (24)
bits from k1|2 bits needed for receiver 1 at rate (1− δ1). Send
the XOR of the encoded bits. The total length is
n3a =
k2|1
(1− δ2) (25)
time slots.
Phase 3 Segment b: The total length of this segment is
n3b =
1
(1− δ1)
(
k1|2 − (1− δ1)
(1− δ2)k2|1
)
(26)
time slots. We encode the remaining
k1|2 − (1− δ1)
(1− δ2)k2|1 (27)
bits needed for receiver 1 using an erasure code with rate
(1− δ1), and encode
k0,3b = (1− δ2)n3b = (1− δ2)
(1− δ1)k1|2 − k2|1 (28)
bits from k0 using an erasure code with rate (1 − δ2). Send
the XOR of the encoded bits.
Note that n3b ≥ 0 since
k1|2 ≥ 1− δ1
1− δ2 k2|1. (29)
To see this, note that from (20) and (21)
k1
k2
=
R∗1
R∗2
=
(1− δ1)(δ2 − δ12)− (δ1 − δ12)R0
(1− δ2)(δ1 − δ12)− (δ2 − δ12)R0
≥ (1− δ1)(δ2 − δ12)
(1− δ2)(δ1 − δ12) ,
where the inequality holds since (δ1− δ12)R0 ≥ (δ2− δ12)R0
from δ1 < δ2. Then, we have
δ1(1− δ2)
(1− δ1)(1− δ12)k1 ≥
(1− δ1)δ2
(1− δ2)(1− δ12)k2,
which turns to (29) by the definitions of k1|2 and k2|1. We
also note that k0,3b ≤ k0 as shown in Appendix C.
Phase 3 Segment c: We encode all k0 common bits using
random linear code with length
n3c =
k0
(1− δ2) − n3b, (30)
and send the encoded bits.
Remark 5.2: In [2], authors do not incorporate common bits
in Phase 3 Segment b, and as a result, the corresponding n3c
will be longer by n3b, resulting in sub-optimal achievable rates
when δ1 6= δ2, see Fig. 2 for an example.
Achievable rate calculation: At the end of Phase 3, receiver
2 decodes all k0 common bits from n3c(1− δ2) bits received
in Segment c and k0−k0,3b available side information known
from Segment b. The decodability is ensured by (28) and (30).
Also, receiver 2 has k2|1 bits for its private message from
Segment a since k1|2 mis-sent bits are already known. Together
with (1− δ2)n2 received bits in Phase 2, all k2 private bits is
successfully decoded at receiver 2.
After Segment c of Phase 3, receiver 1 can first successfully
decode k0 common bits since
k0
n3c
= (1− δ2) + k0,3b
n3c
≤ 1− δ1, (31)
where the equality comes from (28) and (30) and the proof of
the inequality is given in Appendix D. Receiver 1 then removes
the interference resulting from the common bits in Segment b
of Phase 3 and together with received bits in Segment a and
Phase 1, it can decode its intended k1 private bits.
Finally, we calculate the achievable rates. The total com-
munication time is
n = n1 + n2 + n3a + n3b + n3c
(a)
= n1 + n2 + n3a +
k0
(1− δ2)
(b)
=
k1
1− δ12 +
k2
1− δ12 +
k2|1
(1− δ2) +
k0
(1− δ2)
(c)
=
k1
1− δ12 +
R0
R∗1
+
R∗2
R∗1
(1− δ2) k1, (32)
where (a) is from (30), (b) is from (13)(22)(25), and (c) is
from (21) and (23). Thus, the achievable rate for receiver 1 is
k1
n
=
R∗1
R∗1
1−δ12 +
R0+R∗2
(1−δ2)
= R∗1, (33)
where the last equality is valid since the corner point
(R0, R
∗
1, R
∗
2) is on the boundary of (3). From (21), we achieve
k2/n = R
∗
2 for private message for receiver 2 and k0/n = R0
for the common message.
APPENDIX
A. Impact of increasing the common rate
Case I R0 > R¯: In this case, from (12), we have
R∗1 +R
∗
2 +R0 = (1− δ12)−
δ2 − δ12
1− δ12 R0, (34)
which is a decreasing function in R0 since δ12 ≤ δ2.
Case II R0 ≤ R¯: In this case, from (20), we have
R∗1 +R
∗
2 +R0
=
(1− δ1)(δ2 − δ12) + (1− δ2)(δ1 − δ12)−AR0
(1− δ12)− (1−δ1)(1−δ2)(1−δ12)
, (35)
where
A =
(δ1 − δ12)(δ2 − δ12)
(1− δ12) ≥ 0. (36)
Thus, (R∗1 +R
∗
2 +R0) is a decreasing function in R0.
B. Proof of (18)
Note that showing (18) is equal to showing
k0,2a
n2b
< (δ2 − δ1). (37)
To do this, from R0 ≥ R¯, we have
1
R0
− 1
(1− δ2) <
(δ2 − δ1)
(1− δ2)(δ1 − δ12) ,
where the assumption δ1 ≤ δ2 is applied. With k0 =
(R0/R
∗
1)k1 and (12), the above inequality becomes
(δ1 − δ12)
(1− δ12) k1 <
(δ2 − δ1)
(1− δ2) k0,
and together with (15), we have
(1− δ1)n2a < (δ2 − δ1)
(1− δ2) k0,
which can be re-organized as
(1− δ2)n2a ≤ (δ2 − δ1)
(
k0
(1− δ2) − n2a
)
.
Now applying (17), we get (1− δ2)n2a < (δ2− δ1)n2b which
validates (37) since n2a(1− δ2) = k0,2a by selection.
C. Proof of k0,3b ≤ k0
δ2 − δ1
1− δ1 ≤ 1
⇒ (δ2 − δ1)(δ1 + δ2 − 2δ12 − δ1δ2 + δ
2
12)
(1− δ1)(δ1 + δ2 − 2δ12 − δ1δ2 + δ212)
≤ 1
⇒ (1− δ1)(δ2 − δ12)
2 − (1− δ2)(δ1 − δ12)2
(1− δ1) ((1− δ12)2 − (1− δ1)(1− δ2)) ≤ 1
⇒ (1− δ2)(δ1 − δ12)R
∗
1
(1− δ1)(1− δ12)R0 −
(δ2 − δ12)R∗2
(1− δ12)R0 ≤ 1
⇒ 1− δ2
1− δ1 k1|2 − k2|1 ≤ k0
⇒ k0,3b ≤ k0. (38)
D. Proof of (31)
Note that proving (31) is equal to proving
(δ2 − δ1) ≥ k0,3b
n3c
. (39)
To do this, we have
(δ2 − δ1)k0 = (δ2 − δ12)
(1− δ12)− (1−δ1)(1−δ2)(1−δ12)
(1− δ1)(δ2 − δ12)
(1− δ12) k0
− (δ1 − δ12)
(1− δ12)− (1−δ1)(1−δ2)(1−δ12)
(1− δ2)(δ1 − δ12)
(1− δ12) k0,
(40)
since
(δ2 − δ1)
{
(1− δ12)2 − (1− δ1)(1− δ2)
}
=(1− δ1)(δ2 − δ12)2 − (1− δ2)(δ1 − δ12)2.
Together with (20) and (21), (40) comes to
(δ2 − δ1)k0 = (1− δ2)(δ1 − δ12)
(1− δ12) k1 −
(1− δ1)(δ2 − δ12)
(1− δ12) k2,
which implies
(δ2 − δ1)k0 = (1− δ2)k1|2 − (1− δ1)k2|1
from (14) and (23). Divide both sides of the above equality
with (1− δ2), together with the second equality of (28),
(δ2 − δ1)
(
k0
(1− δ2) − n3b
)
= (1− δ2)n3b.
Then, from (30) and the first equality of (28), we have (39).
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