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a b s t r a c t
The connections among the n-dimensional fuzzy set, Zadeh fuzzy set and the finite-valued
fuzzy set are established in this paper. The n-dimensional fuzzy set, a special L-fuzzy set, is
first defined. It is pointed out that the n-dimensional fuzzy set is a generalization of the
Zadeh fuzzy set, the interval-valued fuzzy set, the intuitionistic fuzzy set, the interval-
valued intuitionistic fuzzy set and the three dimensional fuzzy set. Then, the definitions
of cut set on n-dimensional fuzzy set and n-dimensional vector level cut set of Zadeh fuzzy
set are presented. The cut set of the n-dimensional fuzzy set and n-dimensional vector level
set of the Zadeh fuzzy set are both defined as n + 1-valued fuzzy sets. It is shown that a
cut set defined in this way has the same properties as a normal cut set of the Zadeh fuzzy
set. Finally, by the use of these cut sets, decomposition and representation theorems of the
n-dimensional fuzzy set and newdecomposition and representation theorems of the Zadeh
fuzzy set are constructed.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Zadeh [1] and Goguen [2] proposed the concepts of fuzzy sets and L-fuzzy sets in 1965 and 1967, respectively. Since then,
several special L-fuzzy sets such as the interval-valued fuzzy set [3], the intuitionistic fuzzy set [4], the three dimensional
fuzzy set [5], the interval-valued intuitionistic fuzzy set [6] and the type 2 fuzzy set [7] have been proposed. Great
progress, both in theory and in application, has been made based on these L-fuzzy sets. Some of the examples are; fuzzy
reasoning [8–10], fuzzy clustering [11], pattern recognition based on fuzzy sets [12,13] and fuzzy control [14–17].
Recently, it has been shown that finite valued fuzzy sets and L-fuzzy sets are intimately connected [18–25]. Yuan and
coworkers have made several contributions in this direction. Yuan et al. [26] proposed the four cut set of the Zadeh fuzzy
set and obtained decomposition and representation theorems based on this cut set. In addition, they also showed the
connections between Zadeh fuzzy sets and the classical sets (or two valued sets). In another paper, Yuan et al. [24] defined
the cut set of interval-valued fuzzy sets and intuitionistic fuzzy sets as a 3-valued fuzzy set and the decomposition and
representation theorems of these fuzzy sets based on the cut set were obtained. Yuan and Li [25] defined the cut set of an
interval-valued intuitionistic fuzzy set as a 5-valued fuzzy set. The concept of three-dimensional fuzzy sets was proposed
by Li et al. [5]. The cut set of the three dimensional fuzzy set was defined as the 4-valued fuzzy set and the decomposition
and representation theorems of the three dimensional fuzzy set based on the cut set were constructed, and thus revealed
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the connections between the three dimensional fuzzy set and the 4-valued fuzzy set. Yuan et al. [27] introduced the concept
of the interval-valued level cut set on the Zadeh fuzzy set, which was defined as the 3-valued fuzzy set. New decomposition
and representation theorems of Zadeh fuzzy sets based on these cut sets were obtained and thus showed the connections
between Zadeh fuzzy sets and the 3-valued fuzzy set. Li et al. [5] pointed out that the Zadeh fuzzy set is a one-dimensional
fuzzy set, the interval-valued fuzzy set and the intuitionistic fuzzy set are both two dimensional fuzzy sets, and the interval-
valued intuitionistic fuzzy set is a four dimensional fuzzy set. These results suggest that we should introduce the concept of
an n-dimensional fuzzy set.
One of the very important concepts is the cut set corresponding to the L-fuzzy set. The cut set of Zadeh fuzzy set played a
significant role in fuzzy topology [28,29], fuzzy algebra [30,31], fuzzymeasure and fuzzy analysis [32–36], fuzzy optimization
and decision making [37,38], fuzzy reasoning and control [39–42], and so on. Therefore, in order to show the connections
between finite valued fuzzy sets and n-dimensional fuzzy sets, the definition of a cut set of an n-dimensional fuzzy set must
be first defined.
After somepreliminaries in Section 2, the n-dimensional fuzzy sets and their cut sets are introduced in Section 3. Section 4
introduces and discusses the properties of the vector valued cut sets of Zadeh fuzzy sets. These cut sets are defined as finite
valued fuzzy sets (n+ 1-valued fuzzy sets). It is shown that cut sets defined in this way have the same properties as normal
cut sets of Zadeh fuzzy sets. Based on these cut sets, the decomposition and representation theorems for n-dimensional
fuzzy sets are established. New decomposition and representation theorems for the Zadeh fuzzy set are also constructed in
Sections 7 and 8. Finally, in Section 9, some conclusions are given.
2. Preliminary
In this paper, let X be a set. L1 = [0, 1], L2 = {(a, b)|a, b ∈ [0, 1], a+ b ≤ 1},
L2 = {[a−, a+]|0 ≤ a− ≤ a+ ≤ 1}, L3 = {(a1, a2, a3)|0 ≤ a1 ≤ a2 ≤ a3 ≤ 1},
L4 = {([a−, a+], [b−, b+])|a−, a+, b−, b+ ∈ [0, 1], a+ + b+ ≤ 1}.
Definition 2.1 ([1]). Themapping A : X → [0, 1] is called a Zadeh fuzzy set over X . The set of all Zadeh fuzzy sets is denoted
as F (X).
Definition 2.2 ([2]). Let L be a complete lattice, the mapping A : X → L is called a L-fuzzy set. The set of all L-fuzzy sets is
denoted as LX .
Definition 2.3 ([3,20]). The mapping A : X → L2 is called an interval-valued fuzzy set over X and denoted as A(x) =
[A−(x), A+(x)],∀x ∈ X , where 0 ≤ A−(x) ≤ A+(x) ≤ 1. The set of all interval-valued fuzzy sets is denoted as LX2 .
Definition 2.4 ([4]). The mapping A : X → L2 is called an intuitionistic fuzzy set over X and denoted as A(x) =
(µA(x), νA(x)),∀x ∈ X , where µA(x)+ νA(x) ≤ 1. The set of all intuitionistic fuzzy sets is denoted as LX2 .
Definition 2.5 ([5]). The mapping A : X → L3 is called a three-dimensional fuzzy set over X and denoted as A(x) =
(A1(x), A2(x), A3(x)),∀x ∈ X , where 0 ≤ A1(x) ≤ A2(x) ≤ A3(x) ≤ 1. The set of all three-dimensional fuzzy sets is
denoted as LX3 .
Definition 2.6 ([6,25]). The mapping A : X → L4 is called an interval-valued intuitionistic fuzzy set over X and denoted as
A(x) = ([µ−A (x), µ+A (x)], [ν−A (x), ν+A (x)]), ∀x ∈ X,
where µ+A (x)+ ν+A (x) ≤ 1. The set of all interval-valued intuitionistic fuzzy sets is denoted as LX4 .
Definition 2.7 ([26]). Let A ∈ F (X), λ ∈ [0, 1].
(1) We call
Aλ = {x|x ∈ X, A(x) ≥ λ}, Aλ = {x|x ∈ X, A(x) > λ}
be λ-upper cut set and λ-strong upper cut set of A, respectively.
(2) We call
Aλ = {x|x ∈ X, A(x) ≤ λ}, Aλ = {x|x ∈ X, A(x) < λ}
be λ-lower cut set and λ-strong lower cut set of A, respectively.
(3) We call
A[λ] = {x|x ∈ X, λ+ A(x) ≥ 1}, A[ λ] = {x|x ∈ X, λ+ A(x) > 1}
be λ-upper Q -cut set and λ-strong upper Q -cut set of A, respectively.
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(4) We call
A[λ] = {x|x ∈ X, λ+ A(x) ≤ 1}, A[ λ] = {x|x ∈ X, λ+ A(x) < 1}
be λ-lower Q -cut set and λ-strong lower Q -cut set of A, respectively.
Let
3X =
{
A|A : X →
{
0,
1
2
, 1
}
is a mapping
}
,
4X =
{
A|A : X →
{
0,
1
3
,
2
3
, 1
}
is a mapping
}
,
5X =
{
A|A : X →
{
0,
1
4
,
1
2
,
3
4
, 1
}
is a mapping
}
.
According to the operations of Zadeh fuzzy sets, 3X , 4X and 5X can form De Morgan algebras respectively. Then we have the
following definitions:
Definition 2.8 ([24]). Let A ∈ LX2 , λ ∈ [0, 1].
(1) If Aλ, Aλ ∈ 3X and
Aλ(x) =
{1 µA(x) ≥ λ
1/2 µA(x) < λ ≤ 1− vA(x)
0 λ > 1− vA(x),
Aλ(x) =
{1 µA(x) > λ
1/2 µA(x) ≤ λ < 1− vA(x)
0 λ ≥ 1− vA(x).
Then Aλ and Aλ are called λ-upper cut set and λ-strong upper cut set of A, respectively.
(2) If Aλ, Aλ ∈ 3X and
Aλ(x) =
{1 vA(x) ≥ λ
1/2 vA(x) < λ ≤ 1− µA(x)
0 λ > 1− µA(x),
Aλ(x) =
{1 vA(x) > λ
1/2 vA(x) ≤ λ < 1− µA(x)
0 λ ≥ 1− µA(x).
Then Aλ and Aλ are called λ-lower cut set and λ-strong lower cut set of A, respectively.
(3) If A[λ], A[ λ] ∈ 3X and
A[λ](x) =
{1 λ+ µA(x) ≥ 1
1/2 vA(x) ≤ λ < 1− µA(x)
0 vA(x) > λ,
A[ λ](x) =
{1 λ+ µA(x) > 1
1/2 vA(x) < λ ≤ 1− µA(x)
0 vA(x) ≥ λ.
Then A[λ] and A[ λ] are called λ-upper Q -cut set and λ-strong upper Q -cut set of A, respectively.
(4) If A[λ], A[ λ] ∈ 3X and
A[λ](x) =
{1 λ+ vA(x) ≥ 1
1/2 µA(x) ≤ λ < 1− vA(x)
0 µA(x) > λ,
A[ λ](x) =
{1 λ+ vA(x) > 1
1/2 µA(x) < λ ≤ 1− vA(x)
0 µA(x) ≥ λ.
Then A[λ] and A[ λ] are called λ-lower Q -cut set and λ-strong lower Q -cut set of A, respectively. Similarly, we can define the
cut sets of the interval-valued fuzzy sets [24].
Definition 2.9 ([5]). Let A ∈ LX3 , λ ∈ [0, 1].
(1) If Aλ, Aλ ∈ 4X and
Aλ(x) =

1 A1(x) ≥ λ
2/3 A1(x) < λ ≤ A2(x)
1/3 A2(x) < λ ≤ A3(x)
0 λ > A3(x),
Aλ(x) =

1 A1(x) > λ
2/3 A1(x) ≤ λ < A2(x)
1/3 A2(x) ≤ λ < A3(x)
0 λ ≥ A3(x).
Then Aλ and Aλ are called λ-upper cut set and λ-strong upper cut set of A, respectively.
(2) If Aλ, Aλ ∈ 4X and
Aλ(x) =

1 A3(x) ≤ λ
2/3 A2(x) ≤ λ < A3(x)
1/3 A1(x) ≤ λ < A2(x)
0 A1(x) > λ,
Aλ(x) =

1 A3(x) < λ
2/3 A2(x) < λ ≤ A3(x)
1/3 A1(x) < λ ≤ A2(x)
0 A1(x) ≥ λ.
Then Aλ and Aλ are called λ-lower cut set and λ-strong lower cut set of A, respectively.
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(3) If A[λ], A[ λ] ∈ 4X and
A[λ](x) =

1 λ+ A1(x) ≥ 1
2/3 A1(x) < 1− λ ≤ A2(x)
1/3 A2(x) < 1− λ ≤ A3(x)
0 λ+ A3(x) < 1,
A[ λ](x) =

1 λ+ A1(x) > 1
2/3 A1(x) ≤ 1− λ < A2(x)
1/3 A2(x) ≤ 1− λ < A3(x)
0 λ+ A3(x) ≤ 1.
Then A[λ] and A[ λ] are called λ-upper Q -cut set and λ-strong upper Q -cut set of A, respectively.
(4) If A[λ], A[ λ] ∈ 4X and
A[λ](x) =

1 λ+ A3(x) ≤ 1
2/3 A2(x) ≤ 1− λ < A3(x)
1/3 A1(x) ≤ 1− λ < A2(x)
0 λ+ A1(x) > 1,
A[ λ](x) =

1 λ+ A3(x) < 1
2/3 A2(x) < 1− λ ≤ A3(x)
1/3 A1(x) < 1− λ ≤ A2(x)
0 λ+ A1(x) ≥ 1.
Then A[λ] and A[ λ] are called λ-lower Q -cut set and λ-strong lower Q -cut set of A, respectively.
Definition 2.10 ([25]). Let A be an interval-valued intuitionistic fuzzy sets and
A(x) = ([µ−A (x), µ+A (x)], [ν−A (x), ν+A (x)]), ∀x ∈ X .
(1) If Aλ, Aλ ∈ 5X and
Aλ(x) =

1 µ−A (x) ≥ λ
3/4 µ−A (x) < λ ≤ µ+A (x)
1/2 µ+A (x) < λ ≤ 1− ν+A (x)
1/4 1− ν+A (x) < λ ≤ 1− ν−A (x)
0 λ > 1− ν−A (x),
Aλ(x) =

1 µ−A (x) > λ
3/4 µ−A (x) ≤ λ < µ+A (x)
1/2 µ+A (x) ≤ λ < 1− ν+A (x)
1/4 1− ν+A (x) ≤ λ < 1− ν−A (x)
0 λ ≥ 1− ν−A (x).
Then Aλ and Aλ are called λ-upper cut set and λ-strong upper cut set of A, respectively.
(2) If Aλ, Aλ ∈ 5X and
Aλ(x) =

1 ν−A (x) ≥ λ
3/4 ν−A (x) < λ ≤ ν+A (x)
1/2 ν+A (x) < λ ≤ 1− µ+A (x)
1/4 1− µ+A (x) < λ ≤ 1− µ−A (x)
0 λ > 1− µ−A (x),
Aλ(x) =

1 ν−A (x) > λ
3/4 ν−A (x) ≤ λ < ν+A (x)
1/2 ν+A (x) ≤ λ < 1− µ+A (x)
1/4 1− µ+A (x) ≤ λ < 1− µ−A (x)
0 λ ≥ 1− µ−A (x).
Then Aλ and Aλ are called λ-lower cut set and λ-strong lower cut set of A, respectively.
(3) If A[λ], A[ λ] ∈ 5X and
A[λ](x) =

1 λ+ µ−A (x) ≥ 1
3/4 µ−A (x) < 1− λ ≤ µ+A (x)
1/2 µ+A (x) < 1− λ ≤ 1− ν+A (x)
1/4 ν−A (x) ≤ λ < ν+A (x)
0 λ < ν−A (x),
A[ λ](x) =

1 λ+ µ−A (x) > 1
3/4 µ−A (x) ≤ 1− λ < µ+A (x)
1/2 µ+A (x) ≤ 1− λ < 1− ν+A (x)
1/4 ν−A (x) < λ ≤ ν+A (x)
0 λ ≤ ν−A (x).
Then A[λ] and A[ λ] are called λ-upper Q -cut set and λ-strong upper Q -cut set of A, respectively.
(4) If A[λ], A[ λ] ∈ 5X and
A[λ](x) =

1 λ+ ν−A (x) ≥ 1
3/4 ν−A (x) < 1− λ ≤ ν+A (x)
1/2 ν+A (x) < 1− λ ≤ 1− µ+A (x)
1/4 µ−A (x) ≤ λ < µ+A (x)
0 λ < µ−A (x),
A[ λ](x) =

1 λ+ ν−A (x) > 1
3/4 ν−A (x) ≤ 1− λ < ν+A (x)
1/2 ν+A (x) ≤ 1− λ < 1− µ+A (x)
1/4 µ−A (x) < λ ≤ µ+A (x)
0 λ ≤ µ−A (x).
Then A[λ] and A[ λ] are called λ-lower Q -cut set and λ-strong lower Q -cut set of A, respectively.
Definition 2.11 ([27]). Let A ∈ F (X) and α = [a1, a2] ∈ L2. Then
(1) If Aα, Aα ∈ 3X and
Aα(x) =
{1 A(x) ≥ a2
1/2 a1 ≤ A(x) < a2
0 A(x) < a1,
Aα(x) =
{1 A(x) > a2
1/2 a1 < A(x) ≤ a2
0 A(x) ≤ a1.
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Then Aα and Aα are called interval-valued level upper cut set and interval-valued level strong upper cut set of A, respectively.
(2) If Aα, Aα ∈ 3X and
Aα(x) =
{1 A(x) ≤ a1
1/2 a1 < A(x) ≤ a2
0 A(x) > a2,
Aα(x) =
{1 A(x) < a1
1/2 a1 ≤ A(x) < a2
0 A(x) ≥ a2.
Then Aα and Aα are called interval-valued level lower cut set and interval-valued level strong lower cut set of A, respectively.
(3) If A[α], A[α] ∈ 3X and
A[α](x) =
{1 A(x)+ a1 ≥ 1
1/2 a1 < 1− A(x) ≤ a2
0 A(x)+ a2 < 1,
A[α](x) =
{1 A(x)+ a1 > 1
1/2 a1 ≤ 1− A(x) < a2
0 A(x)+ a2 ≤ 1.
Then A[α] and A[α] are called interval-valued level upper Q -cut set and interval-valued level strong upper Q -cut set of A,
respectively.
(4) If A[α], A[α] ∈ 3X and
A[α](x) =
{1 A(x)+ a2 ≤ 1
1/2 a1 ≤ 1− A(x) < a2
0 A(x)+ a1 > 1,
A[α](x) =
{1 A(x)+ a2 < 1
1/2 a1 < 1− A(x) ≤ a2
0 A(x)+ a1 ≥ 1.
Then A[α] and A[α] are called interval-valued level lower Q -cut set and interval-valued level strong lower Q -cut set of A,
respectively.
3. The n-dimensional fuzzy sets and their cut sets
Let Ln = {(a1, a2, . . . , an)|0 ≤ a1 ≤ a2 ≤ · · · ≤ an ≤ 1}. We set operations in Ln as follows:
(1) (a1, a2, . . . , an) ≤ (b1, b2, . . . , bn)⇔ ai ≤ bi(i = 1, 2, . . . , n).
(a1, a2, . . . , an) ≺ (b1, b2, . . . , bn)⇔ ai < bi(i = 1, 2, . . . , n).
(a1, a2, . . . , an) < (b1, b2, . . . , bn)⇔ ai ≤ bi(i = 1, 2, . . . , n) and ai < bi for some i.
(2) Let αt = (at1, at2, . . . , atn) ∈ Ln(t ∈ T ), Then∨
t∈T
αt ,
(∨
t∈T
at1,
∨
t∈T
at2, . . . ,
∨
t∈T
atn
)
,
∧
t∈T
αt ,
(∧
t∈T
at1,
∧
t∈T
at2, . . . ,
∧
t∈T
atn
)
.
(3) Let α = (a1, a2, . . . , an) ∈ Ln, then αc = (1− an, 1− an−1, . . . , 1− a1).
(4) 1 = (1, 1, . . . , 1), 0 = (0, 0, . . . , 0).
Then (Ln,
∨
,
∧
, c, 1, 0) form a De Morgan algebra.
Definition 3.1. Let X be a set and LXn = {A|A : X → Ln is a mapping}. A ∈ LXn is called a n-dimensional fuzzy set of X and
denoted as
A(x) = (A1(x), A2(x), . . . , An(x)), ∀x ∈ X .
Remark 3.1. (1) By Definition 3.1, we know that LXn can form a De Morgan algebra according to operations in Ln;
(2) When n = 1, LX1 is the set of Zadeh fuzzy sets; When n = 2, LX2 is isomorphic to LX2 (the set of interval-valued fuzzy sets)
and LX2 (the set of intuitionistic fuzzy sets), respectively; When n = 4, LX4 is isomorphic to LX4 (the set of the interval-valued
intuitionistic fuzzy sets). Therefore, the concept of the n-dimensional fuzzy set is a generalization of the concept of some
L-fuzzy sets such as the Zadeh fuzzy set, the interval-valued fuzzy set (the intuitionistic fuzzy sets), the 3-dimensional fuzzy
set and the interval-valued intuitionistic fuzzy set et al.
(3) The cut sets of the Zadeh fuzzy set are defined as classical sets (2-valued sets), which can be considered a mapping
f : [0, 1]X × [0, 1] → 2X , where 2X = {A|A ⊂ X} is the power set of X .
(4) The cut sets of intuitionistic fuzzy sets and the interval-valued fuzzy sets are defined as 3-valued fuzzy sets, which can
be considered mappings
F1 : LX2 × [0, 1] → 3X , F2 : LX2 × [0, 1] → 3X .
(5) The cut sets of the three-dimensional fuzzy sets are defined as 4-valued fuzzy sets, which can be considered a mapping
G : LX3 × [0, 1] → 4X .
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(6) The cut sets of interval-valued intuitionistic fuzzy set are defined as 5-valued fuzzy sets, which can be considered a
mapping
H : LX4 × [0, 1] → 5X .
Therefore, we have the following conclusions:
(a) Zadeh fuzzy set A is a one-dimensional fuzzy set, its cut set Aλ is 2-valued set, i.e., Aλ ∈ 2X .
(b) The intuitionistic fuzzy set (interval-valued fuzzy set) A is a two-dimensional fuzzy set, its cut set Aλ is a three-valued
set, i.e., Aλ ∈ 3X .
(c) The cut set Aλ of the three-dimensional fuzzy set A is a four-valued fuzzy set, i.e., Aλ ∈ 4X .
(d) The interval-valued intuitionistic fuzzy set A is a four-dimensional fuzzy set, its cut set Aλ is 5-valued set, i.e., Aλ ∈ 5X .
From these discussions, we have known that the cut set of a n-dimensional fuzzy set should be n + 1-valued fuzzy set.
Therefore, we give the following definitions:
Definition 3.2. Let n+ 1X = {A|A : X → {0, 1n , 2n , . . . , n−1n , 1} is a mapping}, i.e., n+ 1X is a set of the n+ 1-valued fuzzy
subsets over X . Then n+ 1X can form a De Morgan algebra according to the operations of Zadeh fuzzy sets.
Definition 3.3. Let A ∈ LXn and λ ∈ [0, 1]. We write A(x) = (A1(x), A2(x), . . . , An(x)) for any x ∈ X . Then
(1) If Aλ, Aλ ∈ n+ 1X and ∀x ∈ X
Aλ(x) =

1 A1(x) ≥ λ
n− 1
n
A1(x) < λ ≤ A2(x)
· · · · · ·
1
n
An−1(x) < λ ≤ An(x)
0 λ > An(x),
Aλ(x) =

1 A1(x) > λ
n− 1
n
A1(x) ≤ λ < A2(x)
· · · · · ·
1
n
An−1(x) ≤ λ < An(x)
0 λ ≥ An(x).
Then Aλ and Aλ are called λ-upper cut set and λ-strong upper cut set of A, respectively.
(2) If Aλ, Aλ ∈ n+ 1X and ∀x ∈ X
Aλ(x) =

1 An(x) ≤ λ
n− 1
n
An−1(x) ≤ λ < An(x)
· · · · · ·
1
n
A1(x) ≤ λ < A2(x)
0 λ > A1(x),
Aλ(x) =

1 An(x) < λ
n− 1
n
An−1(x) < λ ≤ An(x)
· · · · · ·
1
n
A1(x) < λ ≤ A2(x)
0 λ ≥ A1(x).
Then Aλ and Aλ are called λ-lower cut set and λ-strong lower cut set of A, respectively.
(3) If A[λ], A[ λ] ∈ n+ 1X and ∀x ∈ X
A[λ](x) =

1 λ+ A1(x) ≥ 1
n− 1
n
A1(x) < 1− λ ≤ A2(x)
· · · · · ·
1
n
An−1(x) < 1− λ ≤ An(x)
0 λ+ An(x) < 1,
A[ λ](x) =

1 λ+ A1(x) > 1
n− 1
n
A1(x) ≤ 1− λ < A2(x)
· · · · · ·
1
n
An−1(x) ≤ 1− λ < An(x)
0 λ+ An(x) ≤ 1.
Then A[λ] and A[ λ] are called λ-upper Q -cut set and λ-strong upper Q -cut set of A, respectively.
(4) If A[λ], A[ λ] ∈ n+ 1X and ∀x ∈ X
A[λ](x) =

1 λ+ An(x) ≤ 1
n− 1
n
An−1(x) ≤ 1− λ < An(x)
· · · · · ·
1
n
A1(x) ≤ 1− λ < A2(x)
0 λ+ A1(x) > 1,
A[ λ](x) =

1 λ+ An(x) < 1
n− 1
n
An−1(x) < 1− λ ≤ An(x)
· · · · · ·
1
n
A1(x) < 1− λ ≤ A2(x)
0 λ+ A1(x) ≥ 1.
Then A[λ] and A[ λ] are called λ-lower Q -cut set and λ-strong lower Q -cut set of A, respectively.
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Remark 3.2. (1) The cut set of an n-dimensional fuzzy set is an n+ 1-valued fuzzy subset. (2) When n ∈ {1, 2, 3, 4}, the cut
sets in Definition 3.3 are the same as the cut sets in [5,26,24,25], respectively. Therefore, the Definition 3.3 is a generalization
of the cut sets in articles [5,24–26].
By Definition 3.3, we have the following properties:
Property 3.1. (1) Aλ ⊂ Aλ;
(2) λ1 < λ2 ⇒ Aλ1 ⊃ Aλ2 , Aλ1 ⊃ Aλ2 , Aλ1 ⊃ Aλ2 ;
(3) A ⊂ B⇒ Aλ ⊂ Bλ, Aλ ⊂ Bλ;
(4)
(
A
⋃
B
)
λ
= Aλ⋃ Bλ, (A⋃ B)λ = Aλ⋃ Bλ, (A⋂ B)λ = Aλ⋂ Bλ, (A⋂ B)λ = Aλ⋂ Bλ;
(5) (Ac)λ = (A1−λ)c, (Ac)λ = (A1−λ)c ;
(6)
(⋃
t∈T At
)
λ
⊃⋃t∈T (At)λ, (⋃t∈T At)λ =⋃t∈T (At)λ, (⋂t∈T At)λ =⋂t∈T (At)λ, (⋂t∈T At)λ ⊂⋂t∈T (At)λ;
(7) Aλ∧µ = Aλ⋃ Aµ, Aλ∧µ = Aλ⋃ Aµ, Aλ∨µ = Aλ⋂ Aµ, Aλ∨µ = Aλ⋂ Aµ.;
(8) Let λt ∈ [0, 1](t ∈ T ), a =∧t∈T λt , b =∨t∈T λt . Then we have⋃
t∈T
Aλt ⊂ Aa,
⋂
t∈T
Aλt = Ab,
⋃
t∈T
Aλt = Aa,
⋂
t∈T
Aλt ⊃ Ab;
(9) A1 = ∅, A0 = X.
Proof. (1)–(3), (7) and (9) are obvious.
(4) Let A, B ∈ LXn , we write
A(x) = (A1(x), A2(x), . . . , An(x)) , B(x) = (B1(x), B2(x), . . . , Bn(x)) ∀x ∈ X .
Then (A ∪ B)(x) = (A1(x) ∨ B1(x), A2(x) ∨ B2(x), . . . , An(x) ∨ Bn(x)). Thus
(A ∪ B)λ(x) = 1⇔ A1(x) ∨ B1(x) ≥ λ⇔ A1(x) ≥ λ or B1(x) ≥ λ
⇔Aλ(x) = 1 or Bλ(x) = 1⇔ (Aλ ∪ Bλ)(x) = Aλ(x) ∨ Bλ(x) = 1.
For k = 1, 2, . . . , n− 1,
(A ∪ B)λ(x) = n− kn ⇔ Ak(x) ∨ Bk(x) < λ ≤ Ak+1(x) ∨ Bk+1(x)
⇔ (Ak(x) < λ ≤ Ak+1(x), Bk(x) < λ) or (Ak(x) < λ, Bk(x) < λ ≤ Bk+1(x))
⇔
(
Aλ(x) = n− kn , Bλ(x) ≤
n− k
n
)
or
(
Aλ(x) ≤ n− kn , Bλ(x) =
n− k
n
)
⇔(Aλ ∪ Bλ)(x) = Aλ(x) ∨ Bλ(x) = n− kn .
(5) Since Ac(x) = (1− An(x), 1− An−1(x), . . . , 1− A1(x)), we have that(
Ac
)
λ
(x) = 1⇔ 1− An(x) ≥ λ⇔ 1− λ ≥ An(x)⇔ A1−λ = 0
⇔ (A1−λ)c (x) = 1− A1−λ(x) = 1.
For k = 1, 2, . . . , n− 1,(
Ac
)
λ
(x) = n− k
n
⇔ 1− An−k+1(x) < λ ≤ 1− An−k(x)⇔ An−k(x) ≤ 1− λ < An−k+1(x)
⇔A1−λ(x) = n− (n− k)n =
k
n
⇔ (A1−λ)c (x) = 1− A1−λ(x) = 1− kn = n− kn .
Since (Ac)λ ,
(
A1−λ
)c ∈ n+ 1X , we have that (Ac)λ = (A1−λ)c .
(6) Let At ∈ LXn , we write At(x) =
(
At1(x), A
t
2(x), . . . , A
t
n(x)
)
, then(⋃
t∈T
At
)
(x) =
(∨
t∈T
At1(x),
∨
t∈T
At2(x), . . . ,
∨
t∈T
Atn(x)
)
,(⋂
t∈T
At
)
(x) =
(∧
t∈T
At1(x),
∧
t∈T
At2(x), . . . ,
∧
t∈T
Atn(x)
)
.
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Thus
(⋃
t∈T (At)λ
)
(x) = 1⇒∨t∈T (At)λ (x) = 1⇒ ∃t ∈ T , (At)λ (x) = 1
⇒ ∃t ∈ T , At1(x) ≥ λ⇒
∨
t∈t
At1(x) ≥ λ⇒
(⋃
t∈t
At
)
λ
(x) = 1.
For k = 1, 2, . . . , n− 1,(⋃
t∈T
(At)λ
)
(x) = n− k
n
⇒
∨
t∈T
(At)λ (x) = n− kn
⇒
(
∀t ∈ T , (At)λ (x) ≤ n− kn
)
and
(
∃t ∈ T , (At)λ (x) = n− kn
)
⇒ (∀t ∈ T , Atk(x) < λ) and (∃t ∈ T , Atk(x) < λ ≤ Atk+1(x))
⇒
∨
t∈T
Atk(x) ≤ λ ≤
∨
t∈T
Atk+1(x)⇒
(⋃
t∈T
At
)
λ
(x) ≥ n− k
n
.
Since
⋃
t∈T (At)λ ,
(⋃
t∈T At
)
λ
(x) ∈ n+ 1X , we have that⋃t∈T (At)λ ⊂ (⋃t∈T At)λ.
Next we show that
(⋃
t∈T At
)
λ
=⋃t∈T (At)λ.
In fact,(⋃
t∈T
At
)
λ
(x) = 1⇔
∨
t∈T
At1(x) > λ
⇔ ∃t ∈ T , At1(x) > λ⇔ ∃t ∈ T , (At)λ (x) = 1⇔
(⋃
t∈T
(At)λ
)
(x) =
∨
t∈T
(At)λ(x) = 1.
For k = 1, 2, . . . , n− 1,(⋃
t∈T
At
)
λ
(x) = n− k
n
⇔
∨
t∈T
Atk(x) ≤ λ <
∨
t∈T
Atk+1(x)
⇔ (∀t ∈ T , Atk(x) ≤ λ) and (∃t ∈ T , Atk(x) ≤ λ < Atk+1(x))
⇔
(
∀t ∈ T , (At)λ (x) ≤ n− kn
)
and
(
∃t ∈ T , (At)λ (x) = n− kn
)
⇔
(⋃
t∈T
(At)λ
)
(x) =
∨
t∈T
(At)λ (x) = n− kn .
Sine
(⋃
t∈T At
)
λ
,
⋃
t∈T (At)λ ∈ n+ 1X , we have that
(⋃
t∈T At
)
λ
=⋃t∈T (At)λ.
(8)
(⋃
t∈T Aλt
)
(x) = 1⇒∨t∈T Aλt (x) = 1⇒ ∃t ∈ T , Aλt (x) = 1⇒ ∃t ∈ T , A1(x) ≥ λt ≥ a⇒ Aa(x) = 1.
For k = 1, 2, . . . , n− 1,(⋃
t∈T
Aλt
)
(x) = n− k
n
⇒
∨
t∈T
Aλt (x) =
n− k
n
⇒
(
∀t ∈ T , Aλt (x) ≤
n− k
n
)
and
(
∃t ∈ T , Aλt (x) =
n− k
n
)
⇒ (∀t ∈ T , Ak(x) < λt) and (∃t ∈ T , Ak(x) < λt ≤ Ak+1(x))
⇒ Ak(x) ≤
∧
t∈T
λt = a ≤ Ak+1(x)⇒ Aa(x) ≥ n− kn .
Sine Aa,
⋃
t∈T Aλt ∈ n+ 1X , we have that
⋃
t∈T Aλt ⊂ Aa.
Next we show that
⋂
t∈T Aλt = Ab.
In fact,(⋂
t∈T
Aλt
)
(x) = 1⇔
∧
t∈T
Aλt (x) = 1⇔ ∀t ∈ T , Aλt (x) = 1⇔ ∀t ∈ T , A1(x) ≥ λt
⇔ A1(x) ≥
∨
t∈T
λt = b⇔ Ab(x) = 1.
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For k = 1, 2, . . . , n− 1,(⋂
t∈T
Aλt
)
(x) = n− k
n
⇔
∧
t∈T
Aλt (x) =
n− k
n
⇔
(
∀t ∈ T , Aλt (x) ≥
n− k
n
)
and
(
∃t ∈ T , Aλt (x) =
n− k
n
)
⇔ (∀t ∈ T , Ak+1(x) ≥ λt) and (∃t ∈ T , Ak(x) < λt ≤ Ak+1(x))
⇔Ak(x) <
∨
t∈T
λt = b ≤ Ak+1(x)⇔ Ab(x) = n− kn .
Since Ab,
⋂
t∈T Aλt ∈ n+ 1X , we have that
⋂
t∈T Aλt = Ab.
Others are similar. 
Similarly, we have the following properties.
Property 3.2. (1) Aλ ⊂ Aλ.
(2) λ1 < λ2 ⇒ Aλ1 ⊂ Aλ2 , Aλ1 ⊂ Aλ2 , Aλ1 ⊂ Aλ2 .
(3) A ⊂ B⇒ Bλ ⊂ Aλ, Bλ ⊂ Aλ.
(4)
(
A
⋃
B
)λ = Aλ⋂ Bλ, (A⋃ B)λ = Aλ⋂ Bλ, (A⋂ B)λ = Aλ⋃ Bλ, (A⋂ B)λ = Aλ⋃ Bλ.
(5) (Ac)λ = (A1−λ)c, (Ac)λ = (A1−λ)c .
(6)
(⋃
t∈T At
)λ =⋂t∈T (At)λ, (⋃t∈T At)λ ⊂⋂t∈T (At)λ, (⋂t∈T At)λ ⊃⋃t∈T (At)λ, (⋂t∈T At)λ =⋃t∈T (At)λ.
(7) Aλ∧µ = Aλ⋂ Aµ, Aλ∧µ = Aλ⋂ Aµ, Aλ∨µ = Aλ⋃ Aµ, Aλ∨µ = Aλ⋃ Aµ.
(8) Let a =∧t∈T λt , b =∨t∈T λt . Then⋃t∈T Aλt ⊂ Ab,⋃t∈T Aλt = Ab,⋂t∈T Aλt = Aa,⋂t∈T Aλt ⊃ Aa.
(9) A0 = ∅, A1 = X.
Property 3.3. (1) A[ λ] ⊂ A[λ].
(2) λ1 < λ2 ⇒ A[λ1] ⊂ A[λ2], A[ λ1] ⊂ A[ λ2], A[λ1] ⊂ A[ λ2].
(3) A ⊂ B⇒ A[λ] ⊂ B[λ], A[ λ] ⊂ B[ λ].
(4)
(
A
⋃
B
)
[λ] = A[λ]
⋃
B[λ],
(
A
⋃
B
)
[ λ] = A[ λ]
⋃
B[ λ],
(
A
⋂
B
)
[λ] = A[λ]
⋂
B[λ],
(
A
⋂
B
)
[ λ] = A[ λ]
⋂
B[ λ].
(5) (Ac)[λ] =
(
A[ 1−λ]
)c
, (Ac)[ λ] = (A[1−λ])c .
(6)
(⋃
t∈T At
)
[λ] ⊃
⋃
t∈T (At)[λ],
(⋃
t∈T At
)
[ λ] =
⋃
t∈T (At)[ λ],
(⋂
t∈T At
)
[λ] =
⋃
t∈T (At)[λ],
(⋂
t∈T At
)
[ λ] ⊂
⋂
t∈T (At)[ λ].
(7) A[λ∧µ] = A[λ]⋂ A[µ], A[ λ∧µ] = A[ λ]⋂ A[µ], A[λ∨µ] = A[λ]⋃ A[µ], A[ λ∨µ] = A[ λ]⋃ A[µ].
(8) Let a =∧t∈T λt , b =∨t∈T λt . Then⋂t∈T A[λt ] = A[a],⋂t∈T A[λt ] ⊃ A[ a],⋃t∈T A[λt ] ⊂ A[b],⋃t∈T A[ λt ] = A[ b].
(9) A[ 0] = ∅, A[1] = X.
Property 3.4. (1) A[ λ] ⊂ A[λ].
(2) λ1 < λ2 ⇒ A[λ1] ⊃ A[λ2], A[ λ1] ⊃ A[ λ2], A[ λ1] ⊃ A[λ2].
(3) A ⊂ B⇒ A[λ] ⊃ B[λ], A[ λ] ⊃ B[ λ].
(4)
(
A
⋃
B
)[λ] = A[λ]⋂ B[λ], (A⋃ B)[ λ] = A[ λ]⋂ B[ λ], (A⋂ B)[λ] = A[λ]⋃ B[λ], (A⋂ B)[ λ] = A[ λ]⋃ B[ λ].
(5) (Ac)[λ] = (A[ 1−λ])c, (Ac)[ λ] = (A[1−λ])c .
(6)
(⋃
t∈T At
)[λ] =⋂t∈T (At)[λ], (⋃t∈T At)[ λ] ⊂⋂t∈T (At)[ λ], (⋂t∈T At)[λ] ⊃⋃(At)[λ], (⋂t∈T At)[ λ] =⋃t∈T (At)[ λ].
(7) A[λ∧µ] = A[λ]⋃ A[µ], A[ λ∧µ] = A[ λ]⋃ A[µ], A[λ∨µ] = A[λ]⋂ A[µ], A[ λ∨µ] = A[ λ]⋂ A[µ].
(8) Let a =∧t∈T λt , b =∨t∈T λt . Then⋂t∈T A[λt ] = A[b],⋂t∈T A[λt ] ⊃ A[ b],⋃t∈T A[λt ] ⊂ A[a],⋃t∈T A[ λt ] = A[ a].
(9) A[ 1] = ∅, A[0] = X.
Remark 3.3. (1) From Properties 3.1–3.4, we know that each kind of cut set on the n-dimensional fuzzy set has similar
properties.
(2) We have known from [5,24–26]that the cut sets of n-dimensional fuzzy sets have the same properties as those of Zadeh
fuzzy sets or intuitionistic fuzzy sets.
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4. The vector valued level cut sets of Zadeh fuzzy sets
In this section, vector valued level cut sets of Zadeh fuzzy sets will be introduced and their properties will be discussed.
In the following part, we let all α, β, λ, µ belong to Ln. We first give the following definition:
Definition 4.1. Let A be a Zadeh fuzzy set, i.e., A ∈ F (X), α ∈ Ln and α = (a1, a2, . . . , an). Then
(1) If Aα, Aα ∈ n+ 1X and
Aα(x) =

1, A(x) ≥ an
n− 1
n
, an−1 ≤ A(x) < an
· · · · · ·
1
n
, a1 ≤ A(x) < a2
0, A(x) < a1,
Aα(x) =

1, A(x) > an
n− 1
n
, an−1 < A(x) ≤ an
· · · · · ·
1
n
, a1 < A(x) ≤ a2
0, A(x) ≤ a1.
Then Aα and Aα are called vector valued level upper cut set and vector valued level strong upper cut set of A respectively.
(2) If Aα, Aα ∈ n+ 1X and
Aα(x) =

1, A(x) ≤ a1
n− 1
n
, a1 ≤ A(x) < a2
· · · · · ·
1
n
, an−1 ≤ A(x) < an
0, A(x) ≥ an,
Aα(x) =

1, A(x) < a1
n− 1
n
, a1 < A(x) ≤ a2
· · · · · ·
1
n
, an−1 < A(x) ≤ an
0, A(x) > an.
Then Aα and Aα are called vector valued level lower cut set and vector valued level strong lower cut set of A respectively.
(3) If A[α], A[α] ∈ n+ 1X and
A[α](x) =

1, A(x)+ a1 ≥ 1
n− 1
n
, a1 < 1− A(x) ≤ a2
· · · · · ·
1
n
, an−1 < 1− A(x) ≤ an
0, A(x)+ an < 1,
A[α](x) =

1, A(x)+ a1 > 1
n− 1
n
, a1 ≤ 1− A(x) < a2
· · · · · ·
1
n
, an−1 ≤ 1− A(x) < an
0, A(x)+ an ≤ 1.
Then A[α] and A[α] are called vector valued level upper Q -cut set and vector valued level strong Q -upper cut set of A
respectively.
(4) If A[α], A[α] ∈ n+ 1X and
A[α](x) =

1, A(x)+ an ≤ 1
n− 1
n
, an−1 ≤ 1− A(x) < an
· · · · · ·
1
n
, a1 ≤ 1− A(x) < a2
0, A(x)+ a1 > 1,
A[α](x) =

1, A(x)+ an < 1
n− 1
n
, an−1 < 1− A(x) ≤ an
· · · · · ·
1
n
, a1 < 1− A(x) ≤ a2
0, A(x)+ a1 ≥ 1.
Then A[α] and A[α] are called vector valued level lower Q -cut set and vector valued level strong Q -lower cut set of A
respectively.
We have the following properties.
Property 4.1. (1) Aα ⊂ Aα .
(2) α ≤ β ⇒ Aα ⊃ Aβ , Aα ⊃ Aβ;α ≺ β ⇒ Aα ⊃ Aβ .
(3) A ⊂ B⇒ Aα ⊂ Bα, Aα ⊂ Bα .
(4)
(
A
⋃
B
)
α
= Aα⋃ Bα, (A⋃ B)α = Aα⋃ Bα, (A⋂ B)α = Aα⋂ Bα, (A⋂ B)α = Aα⋂ Bα .
(5) (Ac)α = (Aαc )c, (Ac)α = (Aαc )c .
(6)
(⋃
t∈T At
)
α
⊃⋃t∈T (At)α, (⋃t∈T At)α =⋃t∈T (At)α, (⋂t∈T At)α =⋂t∈T (At)α, (⋂t∈T At)α ⊂⋂t∈T (At)α .
(7) Aλ∧µ = Aλ⋃ Aµ, Aλ∧µ = Aλ⋃ Aµ, Aλ∨µ = Aλ⋂ Aµ, Aλ∨µ = Aλ⋂ Aµ.
452 Y.-g. Shang et al. / Computers and Mathematics with Applications 60 (2010) 442–463
(8) Let λt ∈ Ln(t ∈ T ), α =∧t∈T λt , β =∨t∈T λt . Then⋃t∈T Aλt ⊂ Aα,⋂t∈T Aλt = Aβ ,⋃t∈T Aλt = Aα,⋂t∈T Aλt ⊃ Aβ .
In general,
Aλ =
⋂
α<λ
Aα =
⋂
α≺λ
Aα =
⋂
α<λ
Aα =
⋂
α≺λ
Aα; Aλ =
⋃
λ<α
Aα =
⋃
λ≺α
Aα =
⋃
λ<α
Aα =
⋃
λ≺α
Aα.
(9) A1 = ∅, A0¯ = X.
Proof. We only need to prove that (Ac)α =
(
Aαc
)c , others are obvious.(
Ac
)
α
(x) = 1⇔ 1− A(x) ≥ an ⇔ A(x) ≤ 1− an ⇔ Aαc (x) = 0⇔
(
Aαc
)c
(x) = 1;
For k = 1, 2, . . . , n− 1,(
Ac
)
α
(x) = n− k
n
⇔ an−k ≤ 1− A(x) < an−k+1 ⇔ 1− an−k+1 < A(x) ≤ 1− an−k
⇔Aαc (x) = kn ⇔
(
Aαc
)c
(x) = n− k
n
.
Since (Ac)α ,
(
Aαc
)c ∈ n+ 1X , we have that (Ac)α = (Aαc )c . 
Similarly, we have that the following properties.
Property 4.2. (1) Aα ⊂ Aα .
(2) α ≤ β ⇒ Aα ⊂ Aβ , Aα ⊂ Aβ;α ≺ β ⇒ Aα ⊂ Aβ .
(3) A ⊂ B⇒ Bα ⊂ Aα, Bα ⊂ Aα .
(4)
(
A
⋃
B
)α = Aα⋂ Bα, (A⋃ B)α = Aα⋂ Bα, (A⋂ B)α = Aα⋃ Bα, (A⋂ B)α = Aα⋃ Bα .
(5) (Ac)α = (Aαc )c, (Ac)α = (Aαc )c .
(6)
(⋃
t∈T At
)α =⋂t∈T (At)α, (⋃t∈T At)α ⊂⋂t∈T (At)α, (⋂t∈T At)α ⊃⋃t∈T (At)α, (⋂t∈T At)α =⋃t∈T (At)α .
(7) Aλ∨µ = Aλ⋃ Aµ, Aλ∨µ = Aλ⋃ Aµ, Aλ∧µ = Aλ⋂ Aµ, Aλ∧µ = Aλ⋂ Aµ.
(8) Let α =∧t∈T λt , β =∨t∈T λt . Then⋃t∈T Aλt ⊂ Aβ ,⋃t∈T Aλt = Aβ ,⋂t∈T Aλt = Aα,⋂t∈T Aλt ⊃ Aα .
In general,
Aλ =
⋂
λ<α
Aα =
⋂
λ≺α
Aα =
⋂
λ<α
Aα =
⋂
λ≺α
Aα; Aλ =
⋃
α<λ
Aα =
⋃
α≺λ
Aα =
⋃
α<λ
Aα =
⋃
α≺λ
Aα;
(9) A0 = ∅, A1 = X.
Property 4.3. (1) A[α] ⊂ A[α].
(2) α ≤ β ⇒ A[α] ⊂ A[β], Aα ⊂ Aβ;α ≺ β ⇒ A[α] ⊂ A[β].
(3) A ⊂ B⇒ A[α] ⊂ B[α], A[α] ⊂ B[α].
(4)
(
A
⋃
B
)
[α] = A[α]
⋃
B[α],
(
A
⋃
B
)
[α] = A[α]
⋃
B[α],
(
A
⋂
B
)
[α] = A[α]
⋂
B[α],
(
A
⋂
B
)
[α] = A[α]
⋂
B[α].
(5) (Ac)[α] = (A[αc ])c, (Ac)[α] = (A[αc ])c .
(6)
(⋃
t∈T At
)
[α] ⊃
⋃
t∈T (At)[α],
(⋃
t∈T At
)
[α] =
⋃
t∈T (At)[α],
(⋂
t∈T At
)
[α] =
⋂
t∈T (At)[α],
(⋂
t∈T At
)
[α] ⊂
⋂
t∈T (At)[α].
(7) A[λ∧µ] = A[λ]⋂ A[µ], A[ λ∧µ] = A[ λ]⋂ A[µ], A[λ∨µ] = A[λ]⋃ A[µ], A[ λ∨µ] = A[ λ]⋃ A[µ].
(8) Let λt ∈ Ln(t ∈ T ), α = ∧t∈T λt , β = ∨t∈T λt . Then ⋃t∈T A[λt ] ⊂ A[β],⋂t∈T A[λt ] = A[α], ⋃t∈T A[ λt ] =
A[β],
⋂
t∈T A[ λt ] ⊃ A[α].
In general,
A[λ] =
⋂
λ<α
A[α] =
⋂
λ≺α
A[α] =
⋂
λ<α
A[α] =
⋂
λ≺α
A[α];
A[ λ] =
⋃
α<λ
A[α] =
⋃
α≺λ
A[α] =
⋃
α<λ
A[α] =
⋃
α≺λ
A[α];
(9) A[1] = X, A[ 0] = ∅.
Property 4.4. (1) A[α] ⊂ A[α].
(2) α ≤ β ⇒ A[α] ⊃ A[β], A[α] ⊃ A[β];α ≺ β ⇒ A[α] ⊃ A[β].
(3) A ⊂ B⇒ B[α] ⊂ A[α], B[α] ⊂ A[α].
(4)
(
A
⋃
B
)[α] = A[α]⋂ B[α], (A⋃ B)[α] = A[α]⋂ B[α], (A⋂ B)[α] = A[α]⋃ B[α], (A⋂ B)[α] = A[α]⋃ B[α].
(5) (Ac)[α] = (A[αc ])c, (Ac)[α] = (A[αc ])c .
(6)
(⋃
t∈T At
)[α] =⋂t∈T (At)[α], (⋃t∈T At)[α] ⊂⋂t∈T (At)[α], (⋂t∈T At)[α] ⊃⋃t∈T (At)[α], (⋂t∈T At)[α] =⋃t∈T (At)[α].
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(7) A[λ∨µ] = A[λ]⋂ A[µ], A[ λ∨µ] = A[ λ]⋂ A[µ], A[λ∧µ] = A[λ]⋃ A[µ], A[ λ∧µ] = A[ λ]⋃ A[µ].
(8) Let α =∧t∈T λt , β =∨t∈T λt . Then⋃t∈T A[λt ] ⊂ A[α],⋃t∈T A[ λt ] = A[α],⋂t∈T A[λt ] = A[β],⋂t∈T A[ λt ] ⊃ A[β].
In general,
A[λ] =
⋂
α<λ
A[α] =
⋂
α≺λ
A[α] =
⋂
α<λ
A[α] =
⋂
α≺λ
A[α];
A[ λ] =
⋃
λ<α
A[α] =
⋃
λ≺α
A[α] =
⋃
λ<α
A[α] =
⋃
λ≺α
A[α];
(9) A[0] = X, A[ 1] = ∅.
5. The decomposition theorems of n-dimensional fuzzy sets
In this section, we will obtain the decomposition theorems of n-dimensional fuzzy sets.
Definition 5.1. The mapping
fi : [0, 1] × (n+ 1X )→ LXn , (λ, A) 7→ fi(λ, A) (i = 1, 2, . . . , 8)
is defined follows:
f1(λ, A)(x) =

(λ, λ, . . . , λ, λ), A(x) = 1
(0, λ, . . . , λ, λ), A(x) = n− 1
n· · · · · ·
(0, 0, . . . , 0, λ), A(x) = 1/n
(0, 0, . . . , 0, 0), A(x) = 0
f2(λ, A)(x) =

(1, 1, . . . , 1, 1), A(x) = 1
(λ, 1, . . . , 1, 1), A(x) = n− 1
n· · · · · ·
(λ, λ, . . . , λ, 1), A(x) = 1/n
(λ, λ, . . . , λ, λ), A(x) = 0
f3(λ, A)(x) =

(0, 0, . . . , 0, 0), A(x) = 1
(0, 0, . . . , 0, 1− λ), A(x) = n− 1
n· · · · · ·
(0, 1− λ, . . . , 1− λ, 1− λ), A(x) = 1/n
(1− λ, 1− λ, . . . , 1− λ, 1− λ), A(x) = 0
f4(λ, A)(x) =

(1− λ, 1− λ, . . . , 1− λ, 1− λ), A(x) = 1
(1− λ, 1− λ, . . . , 1− λ, 1), A(x) = n− 1
n· · · · · ·
(1− λ, 1, . . . , 1, 1), A(x) = 1/n
(1, 1, . . . , 1, 1), A(x) = 0
f5(λ, A)(x) =

(1− λ, 1− λ, . . . , 1− λ, 1− λ), A(x) = 1
(0, 1− λ, . . . , 1− λ, 1− λ), A(x) = n− 1
n· · · · · ·
(0, 0, . . . , 0, 1− λ), A(x) = 1/n
(0, 0, . . . , 0, 0), A(x) = 0
f6(λ, A)(x) =

(1, 1, . . . , 1, 1), A(x) = 1
(1− λ, 1, . . . , 1, 1), A(x) = n− 1
n· · · · · ·
(1− λ, 1− λ, . . . , 1− λ, 1), A(x) = 1/n
(1− λ, 1− λ, . . . , 1− λ, 1− λ), A(x) = 0
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f7(λ, A)(x) =

(0, 0, . . . , 0, 0), A(x) = 1
(0, 0, . . . , 0, λ), A(x) = n− 1
n· · · · · ·
(0, λ, . . . , λ, λ), A(x) = 1/n
(λ, λ, . . . , λ, λ), A(x) = 0
f8(λ, A)(x) =

(λ, λ, . . . , λ, λ), A(x) = 1
(λ, λ, . . . , λ, 1), A(x) = n− 1
n· · · · · ·
(λ, 1, . . . , 1, 1), A(x) = 1/n
(1, 1, . . . , 1, 1), A(x) = 0.
Then we have the following decomposition theorems of the n-dimensional fuzzy sets:
Theorem 5.1. Let A be an n-dimensional fuzzy set, then we have
(1) A =⋃λ∈[0,1] f1(λ, Aλ) =⋂λ∈[0,1] f2(λ, Aλ).
(2) A =⋃λ∈[0,1] f1(λ, Aλ) =⋂λ∈[0,1] f2(λ, Aλ).
(3) If the mapping H : [0, 1] → n+ 1X satisfies Aλ ⊂ H(λ) ⊂ Aλ, then
(a) A =⋃λ∈[0,1] f1(λ,H(λ)) =⋂λ∈[0,1] f2(λ,H(λ));
(b) λ1 < λ2 ⇒ H(λ1) ⊃ H(λ2);
(c) Aλ =⋂α<λ H(α), Aλ =⋃α>λ H(α).
Proof. (1) Let B =⋃λ∈[0,1] f1(λ, Aλ) and B(x) = (B1(x), B2(x), . . . , Bn(x)). Then
B1(x) =
∨
{λ|Aλ(x) = 1} =
∨
{λ|A1(x) ≥ λ} = A1(x);
Bk(x) =
∨{
λ|Aλ(x) ≥ n− k+ 1n
}
=
∨
{λ|Ak(x) ≥ λ} = Ak(x) (k = 2, . . . , n).
Thus, A = B =⋃λ∈[0,1] f1(λ, Aλ).
Let C =⋂λ∈[0,1] f2(λ, Aλ) and C(x) = (C1(x), C2(x), . . . , Cn(x)). Then
Ck(x) =
∧{
λ|Aλ(x) ≤ n− kn
}
=
∧
{λ|Ak(x) < λ} = Ak(x) (k = 1, 2, . . . , n).
Thus, A = C =⋃λ∈[0,1] f2(λ, Aλ).
(2) The proof is similar to that of (1).
(3) (a) By Aλ ⊂ H(λ) ⊂ Aλ, we have
f1(λ, Aλ) ⊂ f1(λ,H(λ)) ⊂ f1(λ, Aλ),
f2(λ, Aλ) ⊂ f2(λ,H(λ)) ⊂ f2(λ, Aλ).
Thus
A =
⋃
λ∈[0,1]
f1(λ, Aλ) ⊂
⋃
λ∈[0,1]
f1(λ,H(λ)) ⊂
⋃
λ∈[0,1]
f1(λ, Aλ) = A,
A =
⋂
λ∈[0,1]
f2(λ, Aλ) ⊂
⋂
λ∈[0,1]
f2(λ,H(λ)) ⊂
⋂
λ∈[0,1]
f2(λ, Aλ) = A.
Therefore, A =⋃λ∈[0,1] f1(λ,H(λ)) =⋂λ∈[0,1] f2(λ,H(λ)).
(b) λ1 < λ2 ⇒ H(λ1) ⊃ Aλ1 ⊃ Aλ2 ⊃ H(λ2).
(c) For α < λ, H(α) ⊃ Aα ⊃ Aλ. Thus⋂α<λ H(α) ⊃ Aλ. On the other hand, by H(α) ⊂ Aα and (8) of Property 3.1, we
have that
⋂
α<λ H(α) ⊂
⋂
α<λ Aλ = Aλ. Therefore Aλ =
⋂
α<λ H(α).
For α > λ, Aλ ⊃ Aα ⊃ H(α). Thus Aλ ⊃ ⋃α>λ H(α). On the other hand, by H(α) ⊃ Aα and (8) of Property 3.1, we have
that
⋃
α>λ H(α) ⊃
⋃
α>λ Aα = Aλ. Therefore Aλ =
⋃
α>λ H(α). 
Similarly, we have that
Theorem 5.2. Let A be an n-dimensional fuzzy set, then we have
(1) A =⋃λ∈[0,1] f3(λ, Aλ) =⋂λ∈[0,1] f4(λ, Aλ).
(2) A =⋃λ∈[0,1] f3(λ, Aλ) =⋂λ∈[0,1] f4(λ, Aλ).
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(3) If the mapping H : [0, 1] → n+ 1X satisfies Aλ ⊂ H(λ) ⊂ Aλ, then
(a) A =⋃λ∈[0,1] f3(λ,H(λ)) =⋂λ∈[0,1] f4(λ,H(λ));
(b) λ1 < λ2 ⇒ H(λ1) ⊂ H(λ2);
(c) Aλ =⋂α>λ H(α), Aλ =⋃α<λ H(α).
Theorem 5.3. Let A be an n-dimensional fuzzy set, then we have
(1) A =⋃λ∈[0,1] f5(λ, A[λ]) =⋂λ∈[0,1] f6(λ, A[λ]).
(2) A =⋃λ∈[0,1] f5(λ, A[ λ]) =⋂λ∈[0,1] f6(λ, A[ λ]).
(3) If the mapping H : [0, 1] → n+ 1X satisfies A[ λ] ⊂ H(λ) ⊂ A[λ], then
(a) A =⋃λ∈[0,1] f5(λ,H(λ)) =⋂λ∈[0,1] f6(λ,H(λ));
(b) λ1 < λ2 ⇒ H(λ1) ⊂ H(λ2);
(c) A[λ] =⋂α>λ H(α), A[ λ] =⋃α<λ H(α).
Theorem 5.4. Let A be an n-dimensional fuzzy set, then we have
(1) A =⋃λ∈[0,1] f7(λ, A[λ]) =⋂λ∈[0,1] f8(λ, A[λ]).
(2) A =⋃λ∈[0,1] f7(λ, A[ λ]) =⋂λ∈[0,1] f8(λ, A[ λ]).
(3) If the mapping H : [0, 1] → n+ 1X satisfies A[λ] ⊂ H(λ) ⊂ A[λ], then
(a) A =⋃λ∈[0,1] f7(λ,H(λ)) =⋂λ∈[0,1] f8(λ,H(λ));
(b) λ1 < λ2 ⇒ H(λ1) ⊃ H(λ2);
(c) A[λ] =⋂α<λ H(α), A[ λ] =⋂α>λ H(α).
Remarks 5.1. (1) From Theorems 5.1–5.4, we know that the decomposition theorems of the n-dimensional fuzzy sets have
been established.
(2) In Definition 5.1, if we use λA and λ ◦ A to denote f1(λ, A) and f2(λ, A) respectively, i.e., λA , f1(λ, A), λ ◦ A , f2(λ, A).
Then Theorem 5.1 can be rewritten as
A =
⋃
λ∈[0,1]
λAλ =
⋂
λ∈[0,1]
λ ◦ Aλ, A =
⋃
λ∈[0,1]
λAλ =
⋂
λ∈[0,1]
λ ◦ Aλ,
which are consistent with the decomposition theorems of Zadeh fuzzy sets [26].
(3) Theorems 5.2–5.4 can be expressed in the same way. Therefore, we can conclude that for n-dimensional fuzzy sets, each
kind of cut set corresponds to two kinds of decomposition theorem. It follows that the n-dimensional fuzzy sets have eight
kinds of decomposition theorems altogether.
6. The representation theorem of n-dimensional fuzzy sets
In order to establish the representation theorems of n-dimensional fuzzy sets, we first give the definition of nested sets.
Definition 6.1. Let H : [0, 1] → (n+ 1)X be a mapping. If
λ1 < λ2 ⇒ H(λ1) ⊃ H(λ2).
Then H is called an n+ 1-valued order nested set on X . We useU(X) to denote the set of all n+ 1-valued inverse order sets
of X .
For example, when A ∈ LXn , we let H1(λ) = Aλ,H2(λ) = A[λ] for any λ ∈ [0, 1]. Then Hi ∈ U(X) (i = 1, 2).
InU(X), we define
(a) H1 ⊂ H2 ⇔ H1(α) ⊂ H2(α).
(b)
⋃
t∈T Ht :
(⋃
t∈T Ht
)
(α) =⋃t∈T Ht(α); (⋂t∈T Ht) (α) =⋂t∈T Ht(α).
(c) Hc : Hc(α) = (H(1− α))c; X(α) = X,∅(α) = ∅,∀α ∈ [0, 1].
ThenU(X),
⋃
,
⋂
, c, X,∅ is a De Morgan algebra.
Theorem 6.1. Let Ti : U(X)→ LXn be a mapping (i = 1, 2), where
T1(H) =
⋃
λ∈[0,1]
f1(λ,H(λ)), T2(H) =
⋂
λ∈[0,1]
f1(λ,H(λ)).
Then
(1) T1(H) = T2(H);
(2) T1(H)λ =⋂α<λ H(α), T1(H)λ =⋃α>λ H(α);
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(3) T1 is a surjection and
T1
(⋃
t∈T
Ht
)
=
⋃
t∈T
T1(Ht); T1
(⋂
t∈T
Ht
)
=
⋂
t∈T
T1((Ht)); T1(Hc) = (T1(H))c .
Proof. (1) Let A = T1(H). We first show Aλ ⊂ H(λ) ⊂ Aλ.
In fact, let A(x) = (A1(x), A2(x), . . . , An(x)), then
Ak(x) =
∨{
α ∈ [0, 1]|H(α)(x) ≥ n− k+ 1
n
}
(k = 1, 2, . . . , n)
when H(λ)(x) = n−k+1n , we have Ak(x) ≥ λ. It follows that Aλ(x) ≥ n−k+1n (k = 1, 2, . . . , n).
Duo to Aλ,H(λ) ∈ n+ 1X , we have H(λ) ⊂ Aλ.
On the other hand, Aλ(x) = n−k+1n ⇒ Ak(x) > n−k+1n ⇒ there exists α > λ such that H(α) ≥ n−k+1n ⇒ H(λ)(x) ≥
H(α)(x) ≥ n−k+1n (k = 1, 2, . . . , n).
Duo to Aλ,H(λ) ∈ n+ 1X , we have Aλ ⊂ H(λ).
From Theorem 5.1, we have T1(H) = T2(H).
(2) From Theorem 5.1, we have that T1(H)λ =⋂α<λ H(α), T2(H)λ =⋃α>λ H(α).
(3) Let A ∈ LXn ,H ∈ U(X) such that H(λ) = Aλ. From Theorem 5.1, we have T1(H) = A. Thus T1 is a surjection. Next, we will
show that T1 preserves the operations. Let Ht ∈ U(X)(t ∈ T ). From Theorem 5.1 and (8) of Property 3.1, we have that
T1
(⋃
t∈T
Ht
)
λ
=
⋃
α>λ
(⋃
t∈T
Ht
)
(α) =
⋃
α>λ
⋃
t∈T
Ht(α) =
⋃
t∈T
⋃
α>λ
Ht(α) =
⋃
t∈T
T1(Ht)λ =
(⋃
t∈T
T1(Ht)
)
λ
.
T1
(⋂
t∈T
Ht
)
λ
=
⋂
α>λ
(⋂
t∈T
Ht
)
(α) =
⋂
α>λ
⋂
t∈T
Ht(α) =
⋂
t∈T
⋂
α>λ
Ht(α) =
⋂
t∈T
T1(Ht)λ =
(⋂
t∈T
T1(Ht)
)
λ
.
Thus T1
(⋃
t∈T Ht
) =⋃t∈T T1(Ht), T1 (⋂t∈T Ht) =⋂t∈T T1(Ht).
Duo to the same reason, we have
T1(Hc)λ =
⋂
α<λ
H(α) =
⋂
α<λ
(H(1− α))c =
( ⋃
1−α>1−λ
H(1− α)
)c
= (T1(H)1−λ)c
= ((T1(H))c)λ.
So T1(Hc) = (T1(H))c . 
Corollary 6.1. We define the relation ∼ inU(X) as
H1 ∼ H2 ⇔ T1(H1) = T1(H2).
Then ∼ is an equivalent relation onU(X), and factor set U(X)/ ∼∼= LXn .
Remark 6.1. The corollary implies that an n-dimensional fuzzy set is actually an equivalent class of n+ 1-value nested set.
Theorem 6.1 is established based on Theorem 5.1 and Property 3.1. Similarly, we can get the following theorems based
on Theorem 5.2 and Property 3.4.
Theorem 6.2. Let Ti : U(X)→ LXn be a mapping (i = 7, 8), where
T7(H) =
⋃
λ∈[0,1]
f7(λ,H(λ)), T8(H) =
⋂
λ∈[0,1]
f8(λ,H(λ)).
Then
(1) T7(H) = T8(H);
(2) T7(H)[λ] =⋂α<λ H(α), T8(H)[ λ] =⋃α>λ H(α);
(3) T7 is a surjection and
T7
(⋃
t∈T
Ht
)
=
⋂
t∈T
T7(Ht); T7
(⋂
t∈T
Ht
)
=
⋃
t∈T
T7((Ht)); T7(Hc) = (T7(H))c .
Next, we give the definition of n+ 1-valued order nested set.
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Definition 6.2. Let H : [0, 1] → n+ 1X be a mapping. If
λ1 < λ2 ⇒ H(λ1) ⊂ H(λ2).
Then H is called a n+ 1-valued order nested set on X . We use V(X) to denote the set of all n+ 1-valued inverse order sets
of X .
For example, when A ∈ LXn , we let H1(λ) = Aλ,H2(λ) = A[λ] for any λ ∈ [0, 1]. Then Hi ∈ V(X) (i = 1, 2).
In V(X), we define
(a) H1 ⊂ H2 ⇔ H1(α) ⊃ H2(α).
(b)
⋃
t∈T Ht :
(⋃
t∈T Ht
)
(α) =⋂t∈T Ht(α);⋂t∈T Ht : (⋂t∈T Ht) (α) =⋃t∈T Ht(α).
(c) Hc : Hc(α) = (H(1− α))c; X(α) = ∅,∅(α) = X,∀α ∈ [0, 1].
Then (V(X),
⋃
,
⋂
, c, X,∅) is a De Morgan algebra.
Based on Theorem 5.2–Theorem 5.3 and Property 3.2–Property 3.3, we can construct the following theorems.
Theorem 6.3. Let Ti : V(X)→ LXn be a mapping (i = 3, 4), where
T3(H) =
⋃
λ∈[0,1]
f3(λ,H(λ)), T4(H) =
⋂
λ∈[0,1]
f4(λ,H(λ)).
Then
(1) T3(H) = T4(H);
(2) T3(H)λ =⋂α>λ H(α), T4(H)λ =⋃α<λ H(α);
(3) T3 is a surjection and
T3
(⋃
t∈T
Ht
)
=
⋃
t∈T
T3(Ht); T3
(⋂
t∈T
Ht
)
=
⋂
t∈T
T3((Ht)); T3(Hc) = (T3(H))c .
Theorem 6.4. Let Ti : V(X)→ LXn be a mapping (i = 5, 6), where
T5(H) =
⋃
λ∈[0,1]
f5(λ,H(λ)), T6(H) =
⋂
λ∈[0,1]
f6(λ,H(λ)).
Then
(1) T5(H) = T6(H);
(2) T5(H)[λ] =⋂α>λ H(α), T5(H)[ λ] =⋃α<λ H(α);
(3) T5(T6) is a surjection and
T5
(⋃
t∈T
Ht
)
=
⋂
t∈T
T5(Ht); T5
(⋂
t∈T
Ht
)
=
⋃
t∈T
T5((Ht)); T5(Hc) = (T5(H))c .
Remark 6.2. By Theorems 6.1–6.4, we have established representation theorems of the n-dimensional fuzzy sets,which are
extensions of results in [5,24].
7. The decomposition theorems of Zadeh fuzzy sets based on vector valued level cut sets
We first present the following definition:
Definition 7.1. Let gi : Ln × n+ 1X → F (X) (i = 1, 2, . . . , 8) be mapping and α = (a1, a2, . . . , an) ∈ Ln, A ∈ n+ 1X . We
set
g1(α, A)(x) =

an, A(x) = 1
an−1, A(x) = n− 1n· · · · · ·
a1, A(x) = 1n
0, A(x) = 0;
g2(α, A)(x) =

1, A(x) = 1
an, A(x) = n− 1n· · · · · ·
a2, A(x) = 1n
a1, A(x) = 0;
458 Y.-g. Shang et al. / Computers and Mathematics with Applications 60 (2010) 442–463
g3(α, A)(x) =

0, A(x) = 1
a1, A(x) = n− 1n· · · · · ·
an−1, A(x) = 1n
an, A(x) = 0;
g4(α, A)(x) =

a1, A(x) = 1
a2, A(x) = n− 1n· · · · · ·
an, A(x) = 1n
1, A(x) = 0;
g5(α, A)(x) =

1− a1, A(x) = 1
1− a2, A(x) = n− 1n· · · · · ·
1− an, A(x) = 1n
0, A(x) = 0;
g6(α, A)(x) =

1, A(x) = 1
1− a1, A(x) = n− 1n· · · · · ·
1− an−1, A(x) = 1n
1− an, A(x) = 0;
g7(α, A)(x) =

0, A(x) = 1
1− an, A(x) = n− 1n· · · · · ·
1− a2, A(x) = 1n
1− a1, A(x) = 0;
g8(α, A)(x) =

1− an, A(x) = 1
1− an−1, A(x) = n− 1n· · · · · ·
1− a1, A(x) = 1n
1, A(x) = 0.
Then we have the following decomposition theorems:
Theorem 7.1. Let A ∈ F (X), then
(1) A =⋃α∈Ln g1(α, Aα) =⋂α∈Ln g2(α, Aα);
(2)
⋃
α∈Ln g1(α, Aα) =
⋂
α∈Ln g2(α, Aα);
(3) Let H : Ln → n+ 1X be a mapping such that Aα ⊂ H(α) ⊂ Aα . Then
(I) A =⋃α∈Ln g1(α,H(α)) =⋂α∈Ln g2(α,H(α));
(II) α ≺ β ⇒ H(α) ⊃ H(β);
(III) Aλ =⋂α≺λ H(α), Aλ =⋃λ≺α H(α).
Proof. (1) When α ∈ Ln, we write α = (a1, a2, . . . , an). Then(⋃
α∈Ln
g1(α, Aα)
)
(x) =
∨
α∈Ln
g1(α, Aα)(x)
= (∨{an|Aα(x) = 1}) ∨
(
∨
{
an−1|Aα(x) = n− 1n
})
∨ · · · ∨
(
∨
{
a1|Aα(x) = 1n
})
= (∨{an|A(x) ≥ an}) ∨ (∨{an−1|an−1 ≤ A(x) < an}) ∨ · · · ∨ (∨{an−1|a1 ≤ A(x) < a2})
= A(x).
Thus A =⋃α∈Ln g1(α,H(α)).
Similarly, we have that(⋂
α∈Ln
g2(α, Aα)
)
(x) =
∧
α∈Ln
g2(α, Aα)(x)
= (∧{a1|Aα(x) = 0}) ∧
(
∧
{
a2|Aα(x) = 1n
})
∧ · · · ∧
(
∧
{
an|Aα(x) = n− 1n
})
= (∧{a1|A(x) < a1}) ∧ (∧{a2|a1 ≤ A(x) < a2}) ∧ · · · ∧ (∧{an|an−1 ≤ A(x) < an})
= A(x).
Thus A =⋂α∈Ln g2(α,H(α)).
Proof of (2) is similar.
(3) (I) By Aα ⊂ H(α) ⊂ Aα , we have that
g1(α, Aα) ⊂ g1(α,H(α)) ⊂ g1(α, A(α)), g2(α, Aα) ⊂ g2(α,H(α)) ⊂ g2(α, Aα).
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Then
A =
⋃
α∈Ln
g1(α, Aα) ⊂
⋃
α∈Ln
g1(α,H(α)) ⊂
⋃
α∈Ln
g1(α, Aα) = A;
A =
⋂
α∈Ln
g2(α, Aα) ⊂
⋂
α∈Ln
g2(α,H(α)) ⊂
⋂
α∈Ln
g2(α, Aα) = A;
Thus A =⋃α∈Ln g1(α,H(α)) =⋂α∈Ln g2(α,H(α)).
(II) α ≺ β ⇒ H(α) ⊃ Aα ⊃ Aβ ⊃ H(β).
(III) when α ≺ λ, we have H(α) ⊃ Aα ⊃ Aλ. It follows that⋂α≺λ H(α) ⊃ Aλ.
On the other hand, from H(α) ⊂ Aα and Property 4.2(8), we have that ⋂α≺λ H(α) ⊂ ⋂α≺λ Aα = Aλ. Thus Aλ =⋂
α≺λ H(α)H(α).
Similarly, we have that Aλ =⋃λ≺α H(α). 
In a similar way, we have that
Theorem 7.2. Let A ∈ F (X), then
(1) A =⋃α∈Ln g3(α, Aα) =⋂α∈Ln g4(α, Aα);
(2) A =⋃α∈Ln g3(α, Aα) =⋂α∈Ln g4(α, Aα);
(3) Let H : Ln → n+ 1X be a mapping such that Aα ⊂ H(α) ⊂ Aα . Then
(I) A =⋃α∈Ln g3(α,H(α)) =⋂α∈Ln g4(α,H(α));
(II) α ≺ β ⇒ H(α) ⊂ H(β);
(III) Aλ =⋂λ≺α H(α), Aλ =⋃α≺λ H(α).
Theorem 7.3. Let A ∈ F (X), then
(1) A =⋃α∈Ln g5(α, A[α]) =⋂α∈Ln g6(α, A[α]);
(2) A =⋃α∈Ln g5(α, A[α]) =⋂α∈Ln g6(α, A[α]);
(3) Let H : Ln → n+ 1X be a mapping such that A[α] ⊂ H(α) ⊂ A[α]. Then
(I) A =⋃α∈Ln g5(α,H(α)) =⋂α∈Ln g6(α,H(α));
(II) α ≺ β ⇒ H(α) ⊂ H(β);
(III) A[λ] =⋂λ≺α H(α), A[ λ] =⋃α≺λ H(α).
Theorem 7.4. Let A ∈ F (X), then
(1) A =⋃α∈Ln g7(α, A[α]) =⋂α∈Ln g8(α, A[α]);
(2) A =⋃α∈L g7(α, A[α]) =⋂α∈L g8(α, A[α]);
(3) Let H : Ln → n+ 1X be a mapping such that A[α] ⊂ H(α) ⊂ A[α]. Then
(I) A =⋃α∈Ln g7(α,H(α)) =⋂α∈Ln g8(α,H(α));
(II) α ≺ β ⇒ H(α) ⊃ H(β);
(III) A[λ] =⋂α≺λ H(α), A[ λ] =⋃λ≺α H(α).
Remark 7.1. (1) From Theorems 7.1–7.4, we know that the new decomposition theorems of Zadeh fuzzy sets based on
vector valued level cut sets have been established.
(2) If we use αA and α◦A to denote g1(α, A) and g2(α, A) respectively, i.e., αA , g1(α, A), g2(α, A) , α◦A, then Theorem 7.1
can be rewritten as:
A =
⋃
α∈Ln
αAα =
⋂
α∈Ln
α ◦ Aα, A =
⋃
α∈Ln
αH(α) =
⋂
α∈Ln
α ◦ H(α).
Which are consistent with the normal decomposition theorems of Zadeh fuzzy sets [26].
(3) Theorems 7.2–7.4 can be expressed in the same forms. Therefore we can conclude that each kind of interval-valued level
cut set corresponds to two decomposition theorems.
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8. The representation theorems of Zadeh fuzzy sets based on vector valued level cut sets
We first give the following definition:
Definition 8.1. Let H : Ln → n+ 1X be a mapping. Let Si ∈ F (X) and
Si(H) =
⋃
α∈Ln
gi(α,H(α)) (i = 1, 3, 5, 7); Si(H) =
⋂
α∈Ln
gi(α,H(α)) (i = 2, 4, 6, 8).
Definition 8.2. Let H : Ln → n+ 1X be a mapping. If α ≺ β ⇒ H(α) ⊃ H(β), then H is called a Ln-inverse order vested set
over X .
If α ≺ β ⇒ H(α) ⊂ H(β), then H is called a Ln-order vested set over X .
Lemma 8.1. Let H : Ln → n+ 1X be a mapping. Then
(1) S1(H) = S2(H)⇔ ∃A ∈ F (X) such that Aα ⊂ H(α) ⊂ Aα,∀α ∈ Ln.
(2) S3(H) = S4(H)⇔ ∃A ∈ F (X) such that Aα ⊂ H(α) ⊂ Aα,∀α ∈ Ln.
(3) S5(H) = S6(H)⇔ ∃A ∈ F (X) such that A[α] ⊂ H(α) ⊂ A[α],∀α ∈ Ln.
(4) S7(H) = S8(H)⇔ ∃A ∈ F (X) such that A[α] ⊂ H(α) ⊂ A[α],∀α ∈ Ln.
Remark 8.1. Let H : [0, 1] → 2X be a mapping and
T1(H) =
⋃
α∈[0,1]
aH(a), T2(H) =
⋃
α∈[0,1]
a ◦ H(a).
Then we have the following equivalent conditions [26,33]:
Condition 1. H is an inverse order nested set, i.e., a < b⇒ H(a) ⊃ H(b);
Condition 2. T1(H) = T2(H);
Condition 3. ∃A ∈ F (X) such that Aα ⊂ H(α) ⊂ Aα .
Therefore,U(X) in representation theorems on Zadeh fuzzy sets satisfies the following condition [26]:
U(X) = {H| The mapping H : [0, 1] → 2X is an inverse order nested set}
= {H| The mapping H : [0, 1] → 2X satisfies T1(H) = T2(H)}.
However, the following example will show that the Condition 1 is not equivalent with the Condition 2 for Ln-inverse order
nested set.
Example 8.1. Let X = {x}. For α = (a1, a2), we set H(α) as follows:
H(α)(x) =

1, a2 ≤ 12
1
2
,
1
2
< a2 < 1
0, a2 = 1.
Then H is an L2-inverse order nested set. However, we have that S1(H)(x) = 1, S2(H)(x) = 0. Therefore, before establishing
representation theorems, we describeU(X) by use of Condition 2 as above. Thus we set
U
j
i(x) = {H|H : Ln → n+ 1X is a mapping and Si(H) = Sj(H)}.
Remark 8.2. By Lemma 8.1 and Theorems 7.1–7.4, we have that:
H ∈ U21(X) (or H ∈ U87(X))⇒ H is an Ln-inverse order nested set over X;
H ∈ U43(X) (or H ∈ U65(X))⇒ H is an Ln-order nested set over X;
We set operations inU21(X) andU
8
7(X) as follows:⋃
γ∈Γ
Hγ :
(⋃
γ∈Γ
Hγ
)
(α) =
⋃
γ∈Γ
Hγ (α);
⋂
γ∈Γ
Hγ :
(⋂
γ∈Γ
Hγ
)
(α) =
⋂
γ∈Γ
Hγ (α);
Hc : Hc(α) = (H(αc))c; X(α) ≡ X,∅(α) ≡ ∅, ∀α ∈ Ln.
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And we set operations inU43(X) andU
6
5(X) as follows:⋃
γ∈Γ
Hγ :
(⋃
γ∈Γ
Hγ
)
(α) =
⋂
γ∈Γ
Hγ (α);
⋂
γ∈Γ
Hγ :
(⋂
γ∈Γ
Hγ
)
(α) =
⋃
γ∈Γ
Hγ (α);
Hc : Hc(α) = (H(αc))c; X(α) ≡ ∅,∅(α) ≡ X, ∀α ∈ Ln.
Then we have the following lemma.
Lemma 8.2. (1)
(
U
j
i(X),
⋃
,
⋂
, c, X,∅
)
(i = 1, j = 2 or i = 7, j = 8) is a De Morgan algebra.
(2)
(
U
j
i(X),
⋃
,
⋂
, c, X,∅
)
(i = 3, j = 4 or i = 5, j = 6) is a De Morgan algebra.
Proof. Let Hγ ∈ U21(X)(γ ∈ Γ ), then S1(Hγ ) = S2(Hγ ). Thus there exists Aγ ∈ F (X)(γ ∈ Γ ) such that (Aγ )α ⊂ Hγ (α) ⊂
(Ar)α,∀α ∈ Ln By Property 4.2(6), we have that(⋃
γ∈Γ
Aγ
)
α
=
⋃
γ∈Γ
(Aγ )α ⊂
⋃
γ∈Γ
Hγ (α) ⊂
⋃
γ∈Γ
(Aγ )α ⊂
(⋃
γ∈Γ
Aγ
)
α
;
(⋂
γ∈Γ
Aγ
)
α
⊂
⋂
γ∈Γ
(Aγ )α ⊂
⋂
γ∈Γ
Hγ (α) ⊂
⋂
γ∈Γ
(Aγ )α ⊂
(⋂
γ∈Γ
Aγ
)
α
;
Thus
⋃
γ∈Γ Hγ ∈ U21(X),
⋂
γ∈Γ Hγ ∈ U21(X).
Let Hγ ∈ U21(X), then S1(H) = S2(H). Thus there exists A ∈ F (X) such that
Aα ⊂ H(α) ⊂ Aα, ∀α ∈ L.
Then (Ac)α = (Aαc )c ⊂ (Hc)(α) = (H(αc))c ⊂ (Aαc )c = (Ac)α . Thus Hc ∈ U21(X).
From the discussions as above, we can easily show that (Uji(X),
⋃
,
⋂
, c, X,∅) is a De Morgan algebra.
Proofs of others are clear. 
Theorem 8.1. Let Si : U21(X)→ F (X) be a mapping (i = 1, 2) as follows
S1(H) =
⋃
α∈Ln
g1(α,H(α)); S2(H) =
⋂
α∈Ln
g2(α,H(α)).
Then (1) S1 is a surjection; (2) S1(H)λ =⋂α≺λ H(α), S1(H)λ =⋃λ≺α H(α)
(3) S1
(⋃
γ∈Γ Hγ
)
=⋃γ∈Γ S1(Hγ ); S1 (⋂γ∈Γ Hγ ) =⋂γ∈Γ S1(Hγ ); S1(Hc) = (S1(H))c .
Proof. (1) Let A ∈ F (X) and H(α) = Aα,∀α ∈ Ln. Then S1(H) = A.
From Theorem 7.1 we know that (2) is clear;
(3) Let Hγ ∈ U21(X)(γ ∈ Γ ). By Theorem 7.1 and Property 4.1, we have that
S1
(⋃
γ∈Γ
Hγ
)
λ
=
⋃
λ≺α
(⋃
γ∈Γ
Hγ
)
(α) =
⋃
λ≺α
⋃
γ∈Γ
Hγ (α) =
⋃
γ∈Γ
⋃
λ≺α
Hγ (α) =
⋃
γ∈Γ
S1(Hγ )λ =
(⋃
γ∈Γ
S1(Hγ )
)
λ
.
S1
(⋂
γ∈Γ
Hγ
)
λ
=
⋂
α≺λ
(⋂
γ∈Γ
Hγ
)
(α) =
⋂
α≺λ
⋂
γ∈Γ
Hγ (α) =
⋂
γ∈Γ
⋂
α≺λ
Hγ (α) =
⋂
γ∈Γ
S1(Hγ )λ =
(⋂
γ∈Γ
S1(Hγ )
)
λ
.
From Theorem 7.1, we have that S1
(⋃
γ∈Γ Hγ
)
=⋃γ∈Γ S1(Hγ ), S1 (⋂γ∈Γ Hγ ) =⋂γ∈Γ S1(Hγ ).
Similarly,
S1(Hc)λ =
⋂
α≺λ
Hc(α) =
⋂
α≺λ
(H(αc))c =
( ⋃
λc≺αc
H(αc)
)c
=
(⋃
λ≺α
H(α)
)c
= ((S1(H))c)λ.
It follows that S1(Hc) = (S1(H))c . 
Corollary 8.1. We set inU21(X) : H1 ∼ H2 ⇔ S1(H1) = S1(H2).
Then∼ is an equivalent relation over U21(X) and the factor set U21(X)/ ∼ is isomorphic to F (X).
Therefore, a Zadeh fuzzy set can be seen as an equivalent class of Ln-inverse order nested set.
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Similarly, we have the following theorems:
Theorem 8.2. Let U43(X)→ F (X) be a mapping (i = 3, 4) as follows
S3(H) =
⋃
α∈Ln
g3(α,H(α)); S4(H) =
⋂
α∈Ln
g4(α,H(α)).
Then (1) S3 is a surjection;
(2) S3(H)λ =⋂λ≺α H(α), S3(H)λ =⋃α≺λ H(α).
(3) S3
(⋃
γ∈Γ Hγ
)
=⋃γ∈Γ S3(Hγ ); S3 (⋂γ∈Γ Hγ ) =⋂γ∈Γ S3(Hγ ); S3(Hc) = (S3(H))c .
Theorem 8.3. Let U65(X)→ F (X) be a mapping (i = 5, 6) as follows
S5(H) =
⋃
α∈Ln
g5(α,H(α)); S6(H) =
⋂
α∈Ln
g6(α,H(α)).
Then (1) S5 is a surjection;
(2) S5(H)[λ] =⋂λ≺α H(α), S5(H)[ λ] =⋃α≺λ H(α)
(3) S5
(⋃
γ∈Γ Hγ
)
=⋂γ∈Γ S5(Hγ ); S5 (⋂γ∈Γ Hγ ) =⋃γ∈Γ S5(Hγ ); S5(Hc) = (S5(H))c .
Theorem 8.4. Let U87(X)→ F (X) be a mapping (i = 7, 8) as follows
S7(H) =
⋃
α∈Ln
g7(α,H(α)); S8(H) =
⋂
α∈Ln
g8(α,H(α)).
Then (1) S7 is a surjection;
(2) S7(H)[λ] =⋂α≺λ H(α), S7(H)[ λ] =⋃λ≺α H(α)
(3) S7
(⋃
γ∈Γ Hγ
)
=⋂γ∈Γ S7(Hγ ); S7 (⋂γ∈Γ Hγ ) =⋃γ∈Γ S7(Hγ ); S7(Hc) = (S7(H))c .
Remark 8.3. From Theorems 8.1–8.4 we know that the representation theorems of Zadeh fuzzy sets based on vector valued
level cut sets have been established.
9. Conclusions
To generalize the various fuzzy set concepts such as the Zadeh fuzzy set, interval-valued fuzzy set, intuitionistic fuzzy
set, interval-valued intuitionistic fuzzy set and three dimensional fuzzy set; the n-dimensional fuzzy set is proposed in this
paper. Furthermore, we defined the cut sets of the n-dimensional fuzzy set and the interval-valued level cut sets of the Zadeh
fuzzy set. These cut sets were defined as the n + 1-valued fuzzy set and have the same properties as those of the normal
cut sets of the Zadeh fuzzy set. New decomposition and representation theorems were established based on these newly
defined cut sets. The investigations in this paper established the connections among the Zadeh fuzzy set, the n-dimensional
fuzzy set and the finite-valued fuzzy set.
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