The Controller Area Networks (CAN) are widely used in industrial Networked Control Systems (NCSs), such as construction machineries, hybrid vehicles, robotics, and other applications. The message response time (MRT) or communication delay is the main issue to degrade the performance of CAN-based NCSs since its exact value is time-varying and unpredictable. The online acquisition of exact MRT can be quite helpful for the delay compensation of NCSs. However, since the clocks on different nodes are asynchronous, the MRT acquisition in CAN is a challenging work. The current delay acquisition methods for asynchronous systems are not suitable for the delay compensation in CAN-based NCSs because they either increase the bus load of CAN or cannot acquire the exact MRT in real time. In this paper, we propose a novel online real-time MRT estimation method for periodic CAN messages based on the analysis of message traces on CAN bus. The proposed method can estimate the exact MRT of the received message instance in real time without increasing the bus load and can be conveniently embedded into the CAN nodes without requiring additional equipment. In order to validate the proposed method, practical experiments are carried out and the experimental results show that the proposed method can effectively estimate the exact MRT of periodic CAN messages.
Introduction
The Networked Control Systems (NCSs) based on Controller Area Networks (CAN) have been widely used in construction machineries, hybrid vehicles, robotics, and other applications. In these NCSs, the feedback signals and control commands carried by CAN messages will suffer from time-varying and unpredictable communication delay or message response time (MRT). When using the random delayed feedback signals and control commands in the control loop, the performance of NCSs will be degraded, and, ultimately, the comfortability, operability, and service life of the equipment will be significantly degraded [1, 2] . How to reduce the adverse impacts of random communication delay in NCSs has become an important research issue. In recent years, many studies have been devoted to the delay in NCSs. Mathematical Problems in Engineering methods, such as predictive control method, one of the most important issues is to obtain the exact delay of the received data packet in real time.
In order to achieve the real-time delay compensation, the delay acquisition should satisfy the following requirements:
(i) The delay should be acquired in real time. That means the delay of a received message instance should be identified immediately after its receiving completion.
(ii) The acquired delay should be accurate enough. If the acquired delay is too inaccurate, the NCSs' performance may be degraded further by the delay compensation. The more accurate the delay is, the better the compensation effect can be achieved.
(iii) The delay acquisition method should not increase the bus load since the communication performance of CAN is greatly affected by its bus load due to the limited bandwidth.
However, due to some limitations, it is a challenging work to acquire the exact delay in the case of meeting the above requirements. As the traffic congestion on CAN bus, which greatly affects the delay, is random, the exact MRT of a data packet cannot be theoretically calculated or predicted. In addition, as the clocks of CAN nodes are asynchronous, the MRT is also difficult to measure. Therefore, it is necessary to study how to acquire the exact MRT of periodic CAN messages in real time without increasing the bus load.
In existing literatures, some methods are proposed to acquire the communication delay in asynchronous clock systems. The clock synchronization methods given by [14, 15] can greatly reduce the difficulty to obtain the delays, but more bus bandwidths and processor resources are required due to the use of synchronous messages. In [16, 17] , the authors use the measured round-trip time (RTT) delay in delay compensation. Since the local timestamp is added to each data packet in the RTT measurement, the bus load will also increase. Besides, the lack of identification of each delay part (sensor-to-controller delay and controller-to-actuator delay) will limit its use in some real-time delay compensation methods [7, 11, 13] .
Among the literatures about message response time of CAN, the majority are focused on the analysis of MRT in the worst case [18, 19] when using different methods (e.g., stochastic method [20] , statistic method [21] , and offset based method [22] ) and considering different limitations (e.g., communication errors [23] , queue policies [24] , priority inversion [25] , and other limitations [26, 27] ). Little attention has been paid to the acquisition of the exact MRT of CAN. Since the actual MRT varies widely and the worst-case MRT is an upper boundary, the compensation effect will be greatly limited when using the worst-case MRT in delay compensation. In severe cases, the NCSs' performance may be degraded further. The average MRT obtained by the method given in [28] also will limit the compensation effect. The most relevant work to this trace is given in [26] , where the MRT is obtained by reconstructing the arrival time, which is the start moment of MRT, based on the analysis of message traces. However, as the reconstruction of arrival time needs two reference message instances that satisfy certain conditions and are separated by a period of time, the MRT of message instances between the reference message instances cannot be estimated in real time at their corresponding receiving completion moments. This makes it unsuitable for real-time delay compensation in NCSs.
As it can be seen from the literatures, all the current delay acquisition methods are not suitable for the real-time delay compensation in CAN-based NCSs since they either increase the bus load or cannot acquire the exact MRT in real time. Therefore, the objective of this paper is to propose a novel MRT estimation method, which can estimate the exact MRT of CAN in real time without increasing the bus load. In this paper, a more in-depth analysis of message traces is conducted, where the possible traffic congestion on CAN bus is studied by taking the message transmission order and message contents into consideration. Based on the analysis, a novel MRT estimation method is proposed, where the MRT is estimated by estimating each component of it in most cases and is estimated by using an incremental method in other cases. The proposed method has three advantages over the existing methods: (1) it only needs to monitor the message traces on CAN bus. The bus load will not increase and no additional bandwidth of CAN bus is required. (2) At the receiving completion moment, the exact MRT of the received data packet can be estimated immediately. (3) It can be conveniently embedded into the destination node as a software package. No additional equipment is required.
The rest of this paper is organized as follows. In Section 2, the system model is introduced, followed by the analysis of MRT composition and message traces in Section 3. Then, in Section 4, the novel online real-time MRT estimation method is introduced. The experiments are carried out in Section 5 to demonstrate the proposed method, where the estimation accuracy and general applicability of the proposed method are discussed. In Section 6, some practical issues are discussed. Conclusion and future work are given in Section 7.
System Model
In this paper, we consider a system model widely used in CAN-based NCSs. In the system, a set of nodes are connected to a CAN bus, and each node has asynchronous clock and starts with arbitrary phase. In addition to periodic message, each node may also send sporadic message which is triggered by the events that only happen when certain conditions are satisfied. The period of each periodic message is a multiple of the minimum message period. In the source node, represented as node in Figure 1 , the periodic messages are sent by a single task, which is named as TxTask and has a task cycle equal to the greatest common divider of the message periods in node . During each task cycle, all the periodic messages to be sent are enqueued at the same time by TxTask. In TxTask, the messages are copied into the sending buffers according to their queuing order. When all buffers are occupied, the residual messages wait for buffer releases and are copied into the buffer once it becomes empty. Once a message is copied into a buffer, it is ready to be transmitted and becomes nonabortable. The messages that have not been copied into buffers until a new task cycle starts will be aborted. The messages in the sending buffers of the same node are transmitted according to priority policy or FIFO policy. In the destination node, the receiving task is interrupt-driven. Since the delay caused by polling receiving process can be measured in the destination node, we do not consider the polling receiving case in this paper. The main notations used throughout this paper are as follows: the term denotes the task cycle of node (or the source node). The term , denotes the th task cycle. The term , ( = 1, 2, . . . , , ) denotes the instance of message , sent during , . The term , denotes the start moment of the TxTask in , . Message represents an arbitrary message to be analyzed. The terms and denote the MRT and the message period of message , respectively.
In addition to the notations, the important definitions used in this paper are as follows. Definition 1. The MRT of a message instance is defined as the time from the start of the TxTask sending it to the receiving completion moment of it on the destination node.
Definition 2.
The base rate message is defined as the message which is sent by the source node in each task cycle no matter whether the other messages are sent.
The assumptions used in this paper are as follows:
(i) There is no communication error in the CAN.
(ii) The deadline of each periodic message is no larger than its period and each periodic message can meet its deadline. (iii) The copy time of each message is smaller than the minimum transmission time of a message.
(iv) The periodic messages to be sent by a node during the same task cycle are sent without offset.
(v) For each node, there is at least one base rate message.
(vi) There is no clock drift and jitter of message period.
Among the assumptions, the first three are made to constrain the applicability of our method. The other three are made to simplify the following analysis. As the first three assumptions can be satisfied in most well-designed NCSs and the following analysis can be extended to the cases where the last three assumptions cannot be satisfied (the extension will be discussed in Section 6), our method is applicable in most cases.
Analysis of MRT and Message Traces

Analysis of Message Response Time.
According to the system model, the message sent from one node to another node will experience several delay links shown in Figure 2 . The delay links are described as follows:
task : the response time of TxTask.
ws : the time used to wait for an empty sending buffer by message .
cs : the time used to copy the message from the application layer to the sending buffer.
: the queuing delay of message in the sending buffer, which consists of the blocking time caused by the message being transmitted and the interference caused by other messages when message is ready for the transmission.
: the transmission time of message on the CAN bus. 
where , called processing time, is the total process time in source node and destination node and 0 , called interference, is the total time required by the messages preempting message to be transmitted since message was sent by the TxTask. In (1), since processing time can be preestimated experimentally because it is determined by the property of CAN nodes, and transmission time can be accurately calculated according to the contents in message in real time, the main obstacles to estimate the MRT lie on the real-time estimations of blocking time and interference 0 . Since and 0 are caused by traffic congestion, they can be identified by analyzing the message traces (including reception timestamp, message ID, transmission order, and data contents) on CAN bus based on the arbitration mechanism given in [29] . Besides, since the messages that delayed message are transmitted before message , and 0 can be identified in real time. Therefore, we estimate by estimating/calculating each component of it in this paper instead of reconstructing its start moment as [26] does. By doing so, can be obtained in real time. In addition, as only the message traces are monitored and no auxiliary timestamps or messages are sent on CAN bus, the bus load will not increase. The details of the message traces analysis for the estimation of and 0 are given in the following subsection.
Analysis of Message Traces.
On CAN bus, the messages will be transmitted according to the arbitration mechanism given in [29] and form message blocks, which consist of one or more consecutively transmitted messages and are separated by bus idles (longer than 3 bits' time), as shown in Figure 3 . Usually, the messages that participate in the arbitration will be transmitted in the same message block. So, we identify the blocking time and the interference 0 by analyzing the message traces in the same message block as message .
In practical CAN, the composition of message block will have different forms. Due to the space limitation, we only analyze the most general form in this paper. In the later Step 1 Step 2 Step 3 analysis, the source node and destination node represent the source node and destination node of message unless specifically noted. Besides, the sporadic messages are not considered in the analysis but in the MRT estimation.
Based on the given system model, the periodic messages sent in the same task cycle by the source node will be transmitted in the same message block (e.g., 1 , 3 , and 5 in Figure 3 ). However, in a message block, there may be messages sent by the source node in different task cycles. The general case of message traces in a message block is given in Figure 4 , where the periodic messages sent during the task cycles from , − to , + by the source node are transmitted in the same message block that also contains the messages sent by other nodes.
In Figure 4 , the messages with thick outline represent the messages sent by the source node. Message instance is the most front one of the message instances sent by the source node in the message block. Message , denotes a base rate message (based on the fifth assumption). As shown in Figure 4 , before , there are message instances from the same node with it, such as − , , , , and + , . In order to identify whether these message instances have competitive relationships with , the arbitration situation in the source node is required. However, on the destination node, the arbitration situation in the source nodeis hard to identify. Therefore, it is difficult to analyze the competitive relationships between and the message instances before it one by one. In order to simplify the analysis, we use as a reference message instance and transfer the MRT estimation from to since there is no message instance from the same node before . During the transfer, the base rate message , is used as a bridge since its instances will be received by the destination node in the same task cycles as they are sent. The MRT correlation between and is derived as follows.
Step 1. Since is sent in the same task cycle as , , the start moments of their MRT are the same (based on the fourth assumption). Hence, we can get the following correlation:
where and , are the MRTs of and , , respectively.
In order to determine the message instance , corresponding to automatically, we define a variable Index. The Index is set to be zero when a message block that contains message has only one instance of , . When receiving a new message instance of , , the Index increases by 1 and is assigned to the instance of , . Then, the instance of , corresponding to the th received instance of message is the instance with Index equal to ⋅ , where ∈ + and = / . If there is no instance of , before in the message block, this step can be omitted.
Step 2. If there are multiple instances of , before , we can get the following correlation (use the sixth assumption):
where
and is the number of instances of , before , in the message block. Parameter can be determined by the Index value. If there are no multiple instances of , before , this step can be omitted.
Step 3. Since is sent in the same task cycle as − , , we can get the following correlation (use the fourth assumption):
where is the MRT of . Based on the above three steps, we can get the MRT correlation between and : Since (5) is derived only based on the message traces monitored before the reception of , it can be obtained in real time. In (5), is unknown. In order to estimate it, we identify the congestion situation of by analyzing the possible location situations of in a message block, as shown in Figure 5 . The scenarios are described as follows.
Scenario 1.
is the first message in the message block. In this scenario, it will not be delayed by any other messages.
Scenario 2.
The message instance transmitted adjacently before , denoted by , is the first message instance in the message block. In this scenario, is at most delayed by .
Scenario 3.
There are more than one message instance transmitted before in the message block. In this scenario, if the priority of is lower than , is at most delayed by when is ready for the transmission.
According to the above scenarios, we can get the possible congestion situations of , as shown in Table 1 . The term is the transmission time of . The terms and 0 are the blocking time and interference of , respectively. According to Table 1, if is in congestion situation 1, 2, or 3, its MRT can be estimated, and then the MRT of can be estimated according to (5) . However, if is in congestion situation 4, its MRT cannot be estimated. We use an incremental estimation to estimate the MRT of in this situation. The details of MRT estimation are given in the next section.
Proposed Methodology
Based on the previous analysis, we propose a method to estimate the MRT of message in two ways according to the actual congestion situation of the reference message instance, as shown in Figure 6 . If the reference message instance is not in congestion situation 4, the MRT of message is estimated by estimating that of the reference message instance. Otherwise, it is estimated by using an incremental estimation. It is noted that if the sporadic messages sent by the source node are received before message in the message block, the MRT of message is also estimated by the incremental estimation. The details are given in the following.
Estimating the MRT of Message by Estimating That of the
Reference Message Instance. In this way, the MRT of message is estimated according to (5) . The estimation formula iŝ
where is the transmission time of . In (6), onlyn eeds to be estimated because the reception timestamps, and , and the parameter can be directly acquired from the message traces. Furthermore, since the interference 0 equals zero and the transmission time can be accurately calculated according to the definition of data frame and stuffing mechanism given in [29] by using the contents in , only the processing timêand the blocking timêneed to be estimated. The details are given in the following.
(i) Estimating the Processing Timê. In our method, the processing timêis preestimated and set to be constant in the MRT estimation. First, we conduct an experiment where only the source node and the destination node are connected to the CAN bus. The source node periodically sends two consecutive messages with random data by using the same sending buffer. The destination node records the message traces. By subtracting the transmission time of the second message from the time interval between the reception timestamps of these two messages in each period, we can get some samples of . Then, we use the finite Gaussian Mixture model to fit the probability distribution function (pdf) of :
where ∑ =1 = 1, the parameter is determined by -means clustering algorithm, and the parameters ( , ) are learned by using Expectation Maximization algorithm. Finally, we use the expectation given in (8) to estimate :
The lower boundary 1 and upper boundary 2 are set to be the minimum and maximum sample values.
(ii) Estimating the Blocking Timê. Since the exact ready moment of the reference message instance for the transmission cannot be identified in congestion situations 2 and 3, we assume that it is ready at any moment during the current transmission with the same probability. Then, we can estimatê by using the uniform distribution to describe the pdf of ready moment:̂=
It is noted that (9) may cause an estimation error up to ± /2.
Estimating the MRT of Message by Using the Incremental
Estimation. The time interval between two consecutively received instances of message , called measured period, can reflect the MRT variation of message [30] . So, the MRT can be estimated by the incremental estimation as follows:
wherêl st and lst are the MRT and the receiving completion timestamp of the instance of message received last time, respectively. The term is the measured period of . The lower boundary min and upper boundary max are used to constrain the cumulative estimation error when the incremental estimation is continuously used for a long time. They are determined according to the actual message traces:
The term is the transmission time of message which is the first one of the messages that has lower priority than in the direction from to the first message in the message block. If all the messages before in the message block have higher priority than , message denotes the first message in the message block. The term is the reception timestamp of message . The minimum MRT min occurs in the scenario where message is not delayed by other messages. The maximum MRT max occurs in the scenario where the messages between and all delay .
Estimation Error Analysis. When the MRT of message is estimated by estimating that of the reference message instance, the estimation error is
where and are the resolution of the time stamping clock on the destination node and the timer clock on the source node, respectively. The terms and denote the estimation errors of̂and̂, respectively. In (12) , is caused by the randomness of node's properties, and is caused by the unknown ready moment of . Usually, the resolutions of clocks are small and the randomness of node's properties is not obvious. So the estimation error is mainly caused by . According to (9) , the value range of the estimation error is
Since is related to baud rate, the boundary of estimation error in this way will decrease as baud rate increases. When the MRT of message is estimated by using the incremental estimation, the estimation error is
where lst is the estimation error of the instance of message received last time. From (14), we can see that cumulative estimation error may be caused by the continuous use of the incremental estimation for a long time. The worst estimation error in this way is
However, in practical applications, the incremental estimation will not be continuously used for a long time because of varies of random factors. So the estimation error is mainly affected by the estimation error of the blocking timê .
Experiments and Results
In order to validate the proposed method, experiments are carried out in this section. Firstly, by comparing the MRT estimated by our method and the worst-case MRT with the actual MRT, the estimation accuracy of our method is analyzed. Then, in order to assess the general applicability of our method, we apply it to the messages in the CAN systems with different baud rates and bus loads. Finally, we conduct a case study on condition monitoring to see whether the estimation error is acceptable or not.
Experimental Platform.
The topology of the experimental platform is shown in Figure 7 . The CAN system used in the platform is constructed according to the actual CAN system in a hybrid excavator. Table 2 gives part of the total 41 messages in the CAN system. The baud rate is 250 Kbps. The message sending order and processing time are preidentified. To obtain the actual MRT as a reference to evaluate the estimation accuracy, we add a wire between the test node and "monitor A" and send a sync pulse before each instance of the message, which is to be analyzed, through the wire. The sync pulse is solely for result comparison with actual MRT, and it will not be needed in practical applications. In the test, "monitor A" measures the actual MRT by calculating the time interval between the arrivals of sync pulse and message instance and sends the actual MRT to the PC through RS232 immediately. At the same time, the PC records the message traces on CAN bus by "monitor B." A software application developed by us is installed on the PC to receive the actual MRT and estimate the MRT in real time according to the monitored message traces. The actual MRT and the estimated MRT are saved in pairs. Each test lasts for 5 minutes.
Evaluation of Estimation Accuracy.
In order to evaluate the estimation accuracy of our method, we apply it to an arbitrary message. In the test, the message with priority 4 is used as an example. In Figure 8 , the MRT estimated by our method (represented as eMRT) and the worst-case MRT obtained according to [18] (represented as WCMRT) are compared with the actual MRT. The instances shown in Figure 8 are part of the acquired data in the experiment. From Figure 8 (a), the actual MRT of different message instances varies obviously at random receptions. The WCMRT cannot reflect the variation of the actual MRT and will cause large error in most cases (up to 1.971 ms). However, if the eMRT is used to represent the actual MRT, the variation of MRT will be detected with certain accuracy (smaller than 0.4 ms). According to the estimation error shown in Figure 8(b) , the absolute estimation error of eMRT is small and bounded, and the estimation error of eMRT is much smaller than that of WCMRT. For most samples, the estimation error is close to the average error which is about tens of microseconds. Only few samples will have an estimation error much larger than the average error, such as the 41st instance in Figure 8 (b). These imperfect samples (for the sake of simplicity, we call the samples that have obvious larger error imperfect samples) The maximum positive estimation error which is used to assess the worst underestimation of our method mn
The maximum negative estimation error which is used to assess the worst overestimation of our method exp The expectation of estimation error which is used to assess the average estimation accuracy va The variance of estimation error which is used to assess the stability of estimation accuracy are always caused by the obvious variation of congestion situation. Under such conditions, the blocking time is likely to be close to the maximum value or minimum value. When we use the intermediate value to estimate it, the estimation error can be up to half the transmission time which is about 0.32 ms in the 250 Kbps system. This is why the estimation errors of the imperfect samples are usually close to half the transmission time. The quantitative values (acquired from the total experiment data set) of the evaluation parameters, which are described in Table 3 , are provided in Table 4 from which we can see that the average estimation error is at about tens of microseconds and the error boundaries are at about ±0.35 ms. Moreover, the small variance of estimation error indicates that the stability of estimation accuracy is good.
Evaluation of the General Applicability.
In order to check whether the proposed method is applicable for different messages in a CAN system, we apply it to the messages with different priorities and different sending orders. When checking the effects of message priority, we apply it to the messages with priorities 4, 6, and 13, which have the same message sending order. When checking the effects of message sending order, we apply it to the message with priority 9 in different tests where it is sent by node 4 with sending orders 1, 2, and 4. The probability distributions of the estimation error of each message are given in Figures 9(a) and 9(b) , from which we can see that the main estimation error ranges of each message are the same although the probability of each range has some differences. The estimation error of most samples is in the range from −0.05 ms to 0.05 ms. The probabilities of this range for each message are close to each other. According to Table 5 , the worst estimation errors of each message are smaller than the boundaries (about ±0.35 ms). The average estimation error and the variance of estimation error are also very small. So the proposed method is effective to estimate the MRT of any periodic message in a specific CAN system. In order to check the general applicability of the proposed method to different applications, we apply it to the messages obtained from the CAN systems which have different baud rates and bus loads. When checking the effects of baud rate, we set the baud rate of the test CAN to be 125 Kbps, 250 Kbps, and 500 Kbps in three tests by modifying the software in each node, respectively. In each test, we apply the proposed method to the message with priority 4. When checking the effects of bus load, we change the bus load by removing some nodes from the test CAN. The average bus load is set to be 23.68%, 30.80%, and 42.88% in three tests, correspondingly. The corresponding transient peak bus loads are 31.77%, 63.84%, and 50.82%, respectively. According to the analysis of estimation error in Section 4, the maximum estimation error will reduce as the baud rate increases. However, according to the experimental results given in Figure 9 (c) and Table 5 , the average estimation error and overall distribution of estimation error are not affected by baud rate, that is, because the imperfect samples do not occur in the tests. From Figures 9(c) and 9(d) and Table 5 , the average error and error distribution are all at the same level, and the maximum errors are all smaller than the boundary (about ±0.35 ms). So we can conclude that the proposed method can be used in different applications.
Case Study on Condition
Monitoring. In order to check whether the estimation accuracy of our method is acceptable in practical applications, we conduct a case study in this section. In the test, a triangular wave with unit amplitude and 25 Hz frequency is carried by the message to be analyzed which has priority 4. The original sampled signal (OSS) and the corrected signal (CS) are compared with the actual signal (AS) in Figure 10 . The AS is the signal sent by the source node with the designed period, 10 ms. The OSS is the signal which uses the reception timestamp as the sending moment for each sample value. The CS is the signal which uses the moment obtained by subtracting the eMRT from the reception timestamp as the sending moment for each sample value. According to the recorded message traces, the message instances that carry the sample data shown at 0 ms, 40 ms, 60 ms, 80 ms, and 100 ms in Figure 10 are not preempted by other message instances, while the others are preempted by two message instances. Due to the notable interference differences, the OSS is obviously distorted, as shown in Figure 10 . However, by using the eMRT to correct the sampled signal, the distortion and the latency of sampled signal are greatly reduced. By comparing the CS with the AS, we can see that the distortion caused by the estimation errors is minor and can be ignored in practical applications.
Discussion
Compared with the MRT acquisition method given in chapter 7 of [26] , our method is essentially different although both of these approaches estimate the MRT of CAN messages based on the analysis of message traces on CAN bus. Due to the different estimation ideas and analysis methods of message traces, our method can estimate the MRT in real time while that of [26] cannot. In [26] , the MRT is estimated by reconstructing the arrival time (the start of MRT). In the reconstruction of arrival time, two message instances, which satisfy certain conditions and are separated by a period of time, are used as the references. Based on the reference message instances, the arrival time of message instances is reconstructed. Since the determination of two reference message instances is a prerequisite, the arrival time of the message instances between the reference message instances cannot be reconstructed at their receiving completion moments because the second reference message instance is unavailable (since it has not been received) at that time. Hence, the MRT cannot be estimated in real time by the method given in [26] . For our method, as the MRT is estimated by estimating each component of it, the arrival time needs not to be identified. The focus of message traces analysis changes from the reconstruction of arrival time to the identification of traffic congestion on CAN bus. As the message instances that may cause delay to message must be transmitted before message , we only need to analyze the message instances received before message . Therefore, the MRT of a message instance can be estimated at its receiving completion moment by our method. Hence, our method can meet the real-time requirement of delay acquisition while that of [26] cannot.
In our method, the message traces analysis based on message block is the base. In practice, the constitution of message block may have various forms due to random traffic congestion and different sending model. In this paper, due to the limited space, we only discussed the general case in the case of making some assumptions. Nevertheless, our method can also be extended to the other cases. For example, in the message traces analysis given in Section 3, we assume that the periodic messages to be sent by a node during the same task cycle are sent without offset and the source node has at least one base rate message. If these assumptions are not satisfied, few changes can be made to validate our method. Specifically, if the periodic messages to be sent by a node during the same task cycle are sent with offset, the sending offset between and , and that between and − , can be added to (2) and (4), respectively. If the source node has no base rate message, the message that has the minimum period in the source node can be used as a bridge and the MRT correlation can be derived by three similar steps where the corresponding sending offsets between message instances are added to (2) and (4), and the minimum message period in the source node is used in (3) instead of . As the sending offsets between the periodic messages from the same node are always deterministic, they can be identified online. Therefore, the changes can be achieved. In addition to the above assumptions, we also ignore the jitter of task cycle and the clock drift that will occur in practical applications. In well-designed NCSs, as the jitter of task cycle and the clock drift are usually strictly suppressed to make the message period as accurate as possible, they are unlikely to cause large error to the message period. Since the number of multiple instances in a message block is unlikely to be very big and the incremental estimation is unlikely to be continuously used for a long time in most cases, the jitter of task cycle and the clock drift are unlikely to cause large cumulative error to the estimated MRT in our method. If the estimation accuracy needs to be improved further, one can take the clock drift into consideration by using the actual task cycle, which can be obtained in a similar way as the acquisition of actual message period in [26] , in (3) instead of .
Conclusions
In this paper, we proposed a novel online real-time MRT estimation method for periodic CAN messages in order to help the real-time delay compensation in CAN-based NCSs where the exact network delay should be obtained in real time without increasing the bus load. Firstly, by analyzing the composition of MRT, we figured out that the MRT can be estimated in real time by estimating its components instead of reconstructing its start moment as the existing literature does. Then, by analyzing the message traces from the perspective of online real-time implementation, a reference message instance, based on which the idea of MRT estimation was put forward, was derived. The possible congestion situations of the reference message instance were also discussed. Then, the online real-time MRT estimation method, which estimated the MRT in two ways according to the actual congestion situation of the reference message instance, was proposed based on the previous analysis. Finally, experiments were conducted on a platform constructed according to the CAN system of a hybrid excavator to validate the proposed method. The estimation accuracy and the general applicability of the proposed method were checked. The experimental results showed that the MRT estimated by our method agreed well with the actual MRT. Future work includes applying the proposed method to practical CAN-based NCSs to improve the system performance.
