Abstract. In this paper we present a numerical scheme to calculations of the left fractional integral. To calculate it we use the fractional Simpson's rule (FSR). The FSR is derived by applying quadratic interpolation. We calculate errors generated by the method for particular functions and compare the obtained results with the fractional trapezoidal rule (FTR).
Introduction
Fractional calculus is a generalization of ordinary differentiation and integration to non-integer order. The subject is as old as the differential calculus. Fractional calculus is a very useful tool in many scientific areas [1] [2] [3] [4] . The fractional derivatives and integrals are a natural extension of the well-known integer order derivatives and integrals.
Recently, the numerical methods are used intensively and successfully to solve the fractional integral and differential equations [5] [6] [7] [8] [9] . However, it is still hard to develop numerical methods for some fractional equations. Bearing in mind the above-mentioned facts, many authors propose different approaches to discretization and numerical evaluation of the fractional operators [6] [7] [8] [9] [10] [11] .
In this paper, we propose a new approach to numerical fractional order integration. We apply methodology that is a fractional equivalent to the Simpson's rule. This method is based on quadratic interpolation.
Basic definitions
Now we will introduce the following definition and properties of fractional integration. The left Riemann-Liouville fractional integral of order α + ∈ ℝ is defined as follows (see [12] ):
where Γ(⋅) denotes the Gamma function.
In the further part of this paper we will use the following properties of the left Riemann-Liouville fractional integral:
Fractional Simpson's rule
Let us assume that the interval
by using the nodes i t i t = ∆ , for i = 0,1,...,N. We wish to compute an approximation of the fractional integral (1) . By the additivity of integration, we may write the left fractional integral (1) as a sum of integrals
Next, we replace function f by the quadratic polynomial, which takes the same values as f at the end points t 2j and t 2j+2 and the midpoint t 2j+1 .
( )
Then we denote the function values as f k = f (t k ) and put interpolation (6) into the expression (5) 
Calculating the integrals included in (7) we obtain following approximation of the left fractional integral: 
Results

Example 1.
Let us consider the function f (t) = sin(t), in Tables 1 and 2 we present the approximate values of the fractional integral Table 2 The numerical values and errors for integral ( ) The errors were calculated using the following formula:
In this case we consider the function f(t) = cos(t). We present the approximate values of the fractional integral Table 3 . Table 3 The numerical values and errors for integral The numerical values were computed using the FSR and the errors were calculated using the following formula
Example 3.
In the last example we consider the function f (t) = exp(t). We present the approximate values of the fractional integral Table 4 . Table 4 The numerical values and errors for integral The numerical values were computed using the FSR and the errors were calculated using the following formula 
Conclusions
In this paper a new formula for numerical calculation of fractional integrals was presented. We derived our numerical scheme using quadratic interpolation. We compared the FSR with FTR. In comparison with FTR [11] , our method (FSR) is more accurate. The approximation derived in this paper can be used directly in numerical methods for the solution of fractional order integral equations. Our results can be also extended to the right fractional integrals and to the fractional derivatives.
