Active appearance model (AAM) representations have been used to great effect recently in the accurate detection of expression events (e.g., action units, pain, broad expressions, etc.) 
Introduction
Central to the success of an automatic facial expression detector is the face alignment/registration algorithm and the visual features derived from it. As expressions can be subtle, high accuracy is desired so that the correspondence between various facial features and muscles contracting and Figure 1 . This figure depicts AAM representations employed in the current state-of-the-art expression detection algorithms. Column (a) depicts the initial scenario in which all shape and appearance is preserved. In (b) geometric similarity is removed from both the shape and appearance; and in (c) shape (including similarity) has been removed leaving the average face shape and what we refer to as the the canonical appearance. Features derived from the representations in columns (b) and (c) are used in AAM expression detection systems. Two central questions addressed in this paper are: (i) how sensitive are AAM representations to registration noise, and (ii) are their alternate representations that can give greater invariance?
controlling the face can be maintained, enhancing the ability of a classifier to detect the facial expression correctly. To facilitate this, active appearance models (AAMs) [7] have been widely used in the field of affective computing as they provide dense registration accuracy (i.e. 60-70 points on the face) so that these correspondences are kept allowing comparisons of the relevant areas to be performed [2, 3, 13, 15] .
It has been well established [2, 15] when performing expression detection using AAM derived representations (i.e. decoupled shape and appearance features, see Figure 1 ) that: (i) dense registration is preferable to coarse registration, and (ii) improved alignment accuracy is correlated with improved detection performance. This is a desired result if we have an automatic dense face alignment algorithm that can exhibit "human like" accuracy (i.e. performance that is indistinguishable from the error seen across multiple human labelers). Unfortunately, this type of accuracy is still not a reality for dense facial registration algorithms where one has to fit to a wide number of subjects, with high variability in expression, pose, camera conditions and illumination. Approaches such as Constrained Local Models [18] and Bayesian Tangent Shape Models (BTSM) have recently demonstrated impressive dense alignment performance, however, their performance is still poor for subtle facial deformations.
Due to these limitations it is common practice that subject dependent AAM models for registration/tracking are used for facial expression detection. These subject dependent models are tuned specifically to the subject, camera conditions, and illumination of the target image sequence to be tracked [2, 13, 15] and are able to exhibit "human like" accuracy. This tuning is accomplished through the judicious hand labeling of key frames in the target image sequence. Anywhere up to 5% of images in a given sequence need to be manually labelled so that appearance variabilities such as illumination, appearance, camera and pose are suitably countered for. In applications in the fields of behavioral science and others where time can be taken to gain an accurate and objective measure, this is viable solution. However, for commercial applications such as marketing, security/law enforcement [17] , driver safety [19] , health-care [14] and consumer electronics (e.g. digital cameras) [20] (e.g. Figure 2) , a more generic or subject independent face alignment approach is required as: (i) the face needs to be registered quickly, and (ii) it also needs to generalize across the target population and amongst a host of different imaging conditions (e.g., illumination, pose, camera, etc.).
In this paper we argue that expression detection results, comparable to state of the art AAM expression detection methods with "human like" registration, can be obtained using local spatial invariant representations. Our central contributions in this paper are:- Figure 2 . Examples of where detecting facial expressions are being used: (clockwise from top left) (a) health-care such (e.g. pain detection), (b) marketing (e.g. reaction to product), (c) driver safety (e.g. driver intent/fatigue detection), and (d) consumer electronics (e.g. smile detection on digital cameras). In these scenarios a subject independent approach to face alignment is required for practical reasons.
Local Distribution Features
Under the assumption that there will always be some degree of registration error in a target face image it is useful to explore features that give invariance to registration. Holistic invariant features are difficult to derive as one rarely has prior knowledge of how the image geometrically deforms holistically. Instead, it is simpler to adopt a strategy where a single complex holistic deformation in an image, such as those found in facial expressions, can always be broken down into multiple simple deformations (e.g., optical flow where a single complex deformation can be defined as multiple, one for each pixel, locally constrained translations). Representing an image as a "super vector" of concatenated local region features that are invariant to simple deformations (e.g., translation), an argument can then be made that this super vector will exhibit invariance to more complex holistic registration errors.
Many different techniques for describing local image regions have been proposed in literature. The simplest feature is a vector of raw appearance pixels. However, if an unknown error in registration occurs their is an inherent variability associated with that true (i.e. correctly registered) local image appearance. Due to this variability, an argument can be made that these local pixel appearances are more aptly described by a distribution rather than a static observation point. We investigate two popular methods in vision for obtaining distribution features that exhibit good local spatial invariance: (i) Histogram of Oriented Gradients (HOG), and (ii) Gabor magnitudes.
Histogram of Orientated Gradients:
Histogram of Oriented Gradient grids (HOG) [8] , are a close relation of the descriptor in Lowe's seminal SIFT approach [12] to code visual appearance. Briefly, the HOG method tiles the input image with a dense grid of cells, with each cell containing a local histogram over orientation bins. At each pixel, the image gradient vector is calculated and converted to an angle, voting into the corresponding orientation bin with a vote weighted by the gradient magnitude. The orientation bins were evenly spaced over 0 o −180 o (unsigned gradient). Histograms were obtained at different discrete scales using a Gaussian gradient function (in x-and y-) with the variance parameter σ 2 defining the scale. These scale specific histograms are all concatenated into a single feature vector. Shift invariance is naturally encoded in this type of feature through the size of the cell from which the histograms are derived. The larger the cell size, the greater the shift invariance. In this work we used a cell size of 12 × 12 over 3 frequencies and 4 rotations.
Gabor Magnitudes: In the 2D spatial domain, a Gabor wavelet is a complex exponential modulated by a Gaussian,
where x = x cos(θ) + y sin(θ), y = −x sin(θ) + y cos(θ), x and y denote the pixel positions, ω represents the centre frequency, θ represents the orientation of the Gabor wavelet, while σ denotes the standard deviation of the Gaussian function. Please refer to [9] on strategies for spacing the filters in the 2D spatial frequency domain for a fixed number of scales and orientations. These filters are in quadrature where the real part of the filter is even symmetric and the imaginary part of the filter is odd symmetric. When convolved with an input image the the scalar magnitude value of the resultant complex response can be interpreted as the correlation matrix (i.e. distribution) of the local region (defined by the σ), for the image components resonating with the central frequency (defined by ω) in the direction of (θ). Like for HOG features the magnitude values for each orientation and central frequency are concatenated into a vector. In this paper, we used 8 different rotations and 8 different frequencies.
AAM Representations
Active Appearance Models (AAMs) have been shown to be a good method of aligning a pre-defined linear shape model that also has linear appearance variation, to a previously unseen source image containing the object of interest. In general, AAMs fit their shape and appearance components through a gradient-descent search, although other optimization methods have been employed with similar results [7] .
The shape s of an AAM [7] is described by a 2D triangulated mesh. In particular, the coordinates of the mesh vertices define the shape s = [
where n is the number of vertices. These vertex locations correspond to a source appearance image, from which the shape was aligned. Since AAMs allow linear shape variation, the shape s can be expressed as a base shape s 0 plus a linear combination of m shape vectors s i :
where the coefficients p = (p 1 , . . . , p m ) T are the shape parameters. These shape parameters can typically be divided into rigid similarity parameters p s and non-rigid object deformation parameters
. Similarity parameters are associated with a geometric similarity transform (i.e. translation, rotation and scale). The object-specific parameters, are the residual parameters representing non-rigid geometric variations associated with the determing object shape (e.g., mouth opening, eyes shutting, etc.). Procrustes alignment [7] is employed to estimate the base shape s 0 .
Keyframes within each video sequence were manually labelled, while the remaining frames were automatically aligned using a gradient descent AAM fitting algorithm described in [16] . Once we have tracked the subject's face by estimating the shape and appearance AAM parameters, we can use this information to derive the following features:
• SPTS: The similarity normalized shape, s n , refers to the 68 vertex points in s n for both the x-and y-coordinates, resulting in a raw 136 dimensional feature vector. These points are the vertex locations after all the rigid geometric variation (translation, rotation and scale), relative to the base shape, has been removed. The similarity normalized shape s n can be obtained by synthesizing a shape instance of s, using Equation 2, that ignores the similarity parameters p.
• SAPP: The similarity normalized shape, a n , refers to the where all the rigid geometric variation (translation, rotation and scale) has been removed. It achieves this by using s n calculated above and warps the pixels in the source image with respect to the required translation, rotation and scale. This is the type of approach is employed by most researchers [4, 20] , as only coarse registration is required (i.e. just face and eye locations). When out-of-plane head movement is experienced some of the face is partially occluded which can affect performance, also some non-facial information is included due to occlusion.
• CAPP: The canonical normalized appearance a 0 refers to where all the non-rigid shape variation has
(c) Figure 3 . In our first experiment we compared the SAPP and CAPP features from the AAM across various geometric noise levels, which is symptomatic of poor registration in subject independent algorithms: (a) ideal tracking, (b) 5 RMS-PE, (c) 10 RMS-PE, (d) 15 RMS-PE, (e) 20 RMS-PE, (f) 25 RMS-PE, and (g) 30 RMS-PE. From this you can see when the amount of noise is increased, the piece-wise affine warp which synthesizes the CAPP image causes significant deformation to the face which is much noisier representation than the SAPP image.
been normalized with respect to the base shape s 0 . This is accomplished by applying a piece-wise affine warp on each triangle patch appearance in the source image so that it aligns with the base face shape. In previous work [1] , it was shown by removing the rigid shape variation, poor performance was gained.
In this paper, we are interested in analyzing the change in performance of the different appearance features (SAPP and CAPP) when face alignment is poor, as is sometimes experienced in using subject independent or generic methods.
Experimental Setup
In this paper, we conducted experiments for the task of facial action unit (AU) detection. These experiments were set up to compare the difference between subject dependent (e.g. AAM) and subject independent (e.g. Viola-Jones, CLM) face alignment algorithms, and their subsequent visual features. We had two main interests here: 1) comparing different AAM pixel representations across noise levels (SAPP vs CAPP), and 2) comparing these pixel representations against shift invariant features (i.e. HOG and Gabor magnitudes).
To facilitate these goals, we added various amounts of geometric noise to the test images. To do this, the similarity normalized base template had an inter-ocular distance of 50 pixels. For a fair comparison, we took into account differing face scales between testing images. This is done by first removing the similarity transform between the estimated shape and the base template shape and then computing the RMS-PE between the 68 points. We obtained the poor initial alignment by synthetically adding affine noise to the ground-truth coordinates of the face. We then perturbed these points with a vector generated from white Gaussian noise. The magnitude of this perturbation was controlled to give a desired root mean squared (RMS) pixel error (PE) from the ground-truth coordinates (which were the AAM tracked landmarks). During learning, the initially misaligned images were defined to have between 5-30 RMS-PE. This range of perturbation was chosen as it approximately reflects the range of alignment error that can be experienced using subject independent face alignment algorithms. Examples of the poor tracking is given in Figures  3 and 4 . In our experiments all the training images were clean (i.e. zero noise) and they were tested across different noise levels (i.e. 5-30 RMS-PE). After all images were registered they were downsampled to 35 × 30 pixels 1 .
Database:
In this paper we used the extended Cohn-Kanade (CK+) database [13] , which contains 593 sequences from 123 subjects. The image sequence vary in duration (i.e. 10 to 60 frames) and incorporate the onset (which is also the neutral frame) to peak formation of the facial expressions. For the 593 posed sequences, full FACS coding of peak frames is provided. Approximately fifteen percent of the sequences were comparison coded by a second certified FACS coder. Inter-observer agreement was quantified with coefficient kappa, which is the proportion of agreement above what would be expected to occur by chance [10] . The mean kappas for inter-observer agreement were 0.82 for action units coded at apex and 0.75 for frame-by-frame coding.
Classification using Support Vector Machines:
Support vector machines (SVMs) have been proven useful in a number of pattern recognition tasks including face and facial action recognition. SVMs attempt to find the hyperplane that maximizes the margin between positive and negative observations for a specified class. A linear SVM classification decision is made for an unlabeled test observation x * by,
where w is the vector normal to the separating hyperplane and b is the bias. Both w and b are estimated so that they minimize the structural risk of a train-set, thus avoiding the possibility of overfitting to the training data. Typically, w is not defined explicitly, but through a linear sum of support vectors. A linear kernel was used in our experiments due to its ability to generalize well to unseen data in many pattern recognition tasks [11] . LIBSVM was used for the training and testing of SVMs [6] .
For AU detection, we just used a linear one-vs-all twoclass SVM (i.e. AU of interest vs non-AU of interest). For the training of the linear SVM for each of the AU detectors, all neutral and peak frames from the training sets were used. The frames which were coded to contain the AU were used as positive examples and all others were used as negative examples, regardless if the AU occurred alone or in combination with other AUs.
Benchmarking Protocol and Evaluation Metric:
To maximize the amount of training and testing data, we used the leave-one-subject-out cross-validation configuration. This means for AU detection, 123 different training and testing sets need to be used. The area underneath the receiver-operator characteristic (ROC) curve (A ) was used as it has been used to assess the performance of automatic facial expression detection systems [4] . The A metric ranges from 50 (pure chance) to 100 (ideal classification) 2 . Results were averaged across these sets.
Results and Discussion
In our experiments we tested across all noise levels for 17 AUs 3 . Results are shown in Table 1 . As you can see there is a gradual drop-off in performance as the amount of noise is increased. A clearer picture emerges when we analyze the average AU performance across these noise levels, which is shown in Figure 5 4 . The first thing to note is the performance of both the AAM representations (SAPP=red, CAPP=blue). As you can see from these two curves, the performance is very similar. This begs the question, what is the benefit of the CAPP approach? The answer to this is quite simple, when there is large amounts of head motion and out-of-plane head rotation, the CAPP features are far more superior than the SAPP features as they can project all features into a uniform view. We will be investigating the problem of out-of-plane head motion in our future work.
What is interesting though, is that both the shift invariant features (which were processed using the SAPP images, as this is what occurs when using a coarse face alignment approach such as Bartlett et al. [5] ), remain somewhat invariant to this type of noise. This gives an insight in why the method of Bartlett et al. [5] only employs a very coarse registration method (i.e. Viola-Jones face detector followed by eye detector ), in conjunction with their Gabor filter approach. In most of the work in which this system is applied on, there is very little head motion and so having coarse registration (noise from 0-15 RMS-PE), you will suffer little degradation in performance by employing shift-invariant features. So in this paradigm, there is no real benefit gained from a more sophisticated synthesized view such as the CAPP features. However, as mentioned earlier, this approach can not be used when there is a lot of head motion.
Conclusions and Future Work
In this paper we showed that when we have perfect alignment or very close to it, similar to the alignment we get when we employ an subject dependent approach to face alignment such as AAMs, there is little benefit in employing shift-invariant features such as Gabor magnitudes or histogram of orientated gradients (HOG). However, when there is noise present in the alignment, which is the case when utilizing subject independent or generic algorithms such as Viola-Jones or CLM, a robust solution is to use these shift-invariant features. But the main point is that these shift invariant features do not gain you an improvement in performance, just robustness when there is misalignment. 3 These AUs were chosen as they had more than 20 examples in the CK+ dataset. These AUs were: 1, 2, 4, 5, 6, 7, 9, 11, 12, 15, 17, 20, 23, 24 , 25 and 27 4 The average is across all 17 AUs and it is a weighted one based on the number of positive examples (N). In our future work, we hope to conduct these comparisons on spontaneous data which contains subtle expressions, illumination as well as head motion variations. We intend to use the CLM and AAM so that a full comparison can be made. In this paper, we have seen the benefit of using shift-invariant features in the spatial domain. In future, we also plan to look into the problem of making the features/classifier shift invariant in the temporal domain which has the potential to improve AU and expression detection performance. Once these areas can be fully explored and quantified, a better understanding on which approach can be best used for a particular application can be made. 
