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В В Е Д Е Н И Е
В соответствии с реш ениям и партии  [1] в последнее десяти* 
лстие развер н у л ась  б о льш ая  р аб о та  по внедрению средств 
электронно-вы числительной техники во все сф еры  общ ествен­
ного производства . С оздаю тся  информ ационно-вы числительны е 
центры на предприятиях , в м инистерствах, научных у ч р еж д е ­
ниях и учебны х заведен иях . В стран е  ведутся  работы  по с о з д а ­
нию единой общ егосударственной сети вы числительны х центров. 
Ш ироко внедрилась  вы чи слительн ая  техника и в инж енерную  
деятельность. С егодня ни один проект, ни одна р а зр а б о т к а  
практически  не обходятся  без расчетов на ЭВМ , все ш ире осу­
щ ествляется  переход  к автом ати зац и и  проектирования.
Все это стало  возм ож н ы м  б л а го д а р я  р а зр а б о т к е  и серийно­
му производству  Э В М  третьего поколения с развиты м и п ери ф е­
рийными средствам и и системами передачи данны х. С овм ест­
ное использование  вычислительны х м аш и н и средств передачи  
д ан ны х  о ткры вает  новые возм ож н ости  в решении к а к  вопросов 
сбора, хранения , расп ределен и я  информации, т ак  и вопросов 
коллективного  пользован ия  растущ им и вы числительны ми р е ­
сурсами.
Н али чи е  системы передачи  д ан н ы х  позволяет  перейти от л о ­
кальн ы х вы числительны х центров, в которы х сам процессор и все 
периферийны е устройства  находятся  в одном месте, к  р а с п р е ­
деленны м  на значительной  территории многом аш инны м  ко м п ­
лексам . Т ак и е  распределен ны е ком п лексы  оолучи ли  назван и е  
сети Э В М .  Р а з р а б о т к е  и внедрению  подобных сетей п ред ш ест­
вовали  многочисленные научны е исследования , когда  р а зр а б а -  
1 ты вали сь  методы ан ал и за ,  оценки и у п равлен и я  отдельны ми 
р еж и м ам и  работы  их весьма дорогостоящ и х элементов. М етоды  
■ базировались , к а к  правило, на использовании традиц ионн ы х 
ф ункц иональн ы х представлени й процессов и их п р е о б р а з о в а ­
ний, которы е не позволяю т исследовать  х ар актер и сти ки  комп- 
; лексов в смы сле их пропускной способности, времени реакц ии
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й прочих показателей , связанны х  с з а д ач а м и  исследования 
операций.
П а р а л л е л ь н о  с созданием  методов исследования  конкретных 
вы числительны х ком плексов  и сетей Э В М  ш ло развитие  специ­
альны х м атем атических  дисциплин, таких  ка к  теория массо­
вого обслуж ивани я , линейное и нелинейное п р о гр ам м и р о в а ­
ние и т. п. О смы сление и использование  и н ж ен ер ам и  идей и 
методов, накопленны х в ходе р азви ти я  этих м атем атических 
дисциплин, способствовало  улучш ению качества  проектны х р е ­
шений и сокращ ению  сроков проектирования.
Р а з р а б о т к а  слож ны х  вычислительны х систем и сетей ЭВМ  
п о р о ж д ает  не только  технические, но и научные проблемы, 
связан н ы е  с анали зом  и синтезом м атем атических  моделей 
ф ункционирования , а т а к ж е  разр або тк о й  на их базе  ан али ти ч е­
ских подходов и статистического м одели рован ия  систем. Н е ­
редко в р езу л ьтате  совместной р аботы  инж енеров  и м а те м а т и ­
ков возни каю т новые м атем атические  идеи и методы. Т а к о е ( 
взаим одействие  привело к стрем ительном у росту числа п у б л я -j 
каций в области  вычислительной техники и п ри м ы каю щ их к ней 
м атем атических  дисциплин.
Н есм отря  на значительны е успехи в области  создан ия  м ате ­
матических методов описания и ан а л и за  информ ационно-вы чис­
лительны х систем и сетей, до сих пор не р а зр а б о т а н ы  полно-, 
стью ф о р м ал и зо ван н ы е  и н ж енерны е методики проектирования 
таки х  систем. Это объясн яется  больш им количеством ф акторов, 
которые необходимо учитывать, а т а к ж е  слож ностью  в заи м о св я ­
зей м еж д у  ними. К а к  п ок азы вает  п ракти ка , создание  а д е к в а т ­
ных моделей слож ны х систем по временным и м атери альн ы м  
з а т р а та м  соизмеримо с разр або тк о й  и созданием  самой системы.
В этих условиях общ епринятой  явл яется  м ногоэтапн ая  про­
цедура  исследования  и п роекти рования  слож ны х  систем, осно­
в а н н ая  на деком позиции слож ной  системы на р я д  более простых 
подсистем и использовании аналитических  и им итационны х мо­
делей, описываю щ их функционирование отдельны х подсистем 
и принципы их взаим освязи . В р а м к а х  такого  подхода можно; 
говорить о возм ож н ости  р азр аб о тк и  стан дартн ы х  м атем ати ч е ­
ских конструкций, пакетов  при кладн ы х  програм м  и т. п., что, 
в свою очередь, обеспечило бы необходимую автом атизац ию  
процесса м одели рован ия  и при няти я  проектных решений. У к а ­
за н н а я  концепция, сф о р м у л и р о ван н ая  в виде м ногоэтапной про­
цедуры а н а л и за  и синтеза  операционны х хар ак тер и сти к  с л о ж ­
ной территориально  распределенной системы сбора  и о б р аб о тк и  
информации, л егла  в основу настоящ ей книги.
В качестве  типового п ри м ера  будем рассм атр и в ать  систему) 
п редназначенную  д л я  сбора и обработки  данны х, получаемых
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при испы таниях и ш татной эк сп л у атац и и  летательн ы х  а п п а р а ­
тов (Л А ) .  Т аки е  системы состоят из назем ны х  пунктов приема 
п передачи информации, центров ком м утации  сообщений, цен т­
ров обработки  ин ф орм аци и  и абонентской сети пользователей . 
Т аки м  образом , мы имеем слож ную  сеть сп еци али зированн ы х и 
{универсальных вы числительны х средств, п редназначенны х д ля  
р еш ен и я  з а д ач  сбора и обработки  телеметрической, внеш нетра- 
(екторной, ком ан дной  ин ф орм аци и  и об сл у ж и ван и я  ее потреби ­
телей. П ричем  все эти зад ач и  реш аю тся  преимущ ественно, в 
реальном  м асш табе  времени. С учетом данной специфики по­
строения системы сбора  и обработки  ин ф орм аци и  у к а з а н н а я  
выш е п роц едура  проекти рования  м о ж ет  быть п ред ставлен а  в 
виде  схемы (рис. В 1) .  Н а  рисунке п о к а за н а  типовая  последо­
в ател ьн о сть  этапов  п роекти рования  системы с учетом их взаи- 
{мосвязи и распределен ия  функций м еж д у  ними.
' Н а  п ерво м  этап е  р еш ается  за д а ч а  ф орм и рован и я  исходных 
^данных в виде структуры  и п ар ам етр о в  инф орм ационны х пото­
мков, поступаю щ их от внешних источников ин ф орм аци и  (ком п ­
лекс Л А ) .  З десь  ж е  реш аю тся  зад ач и  вы работки  оптим альной 
стратегии взаим одействия  Л А  и назем н ы х  средств приема. В з а ­
и м о д ей стви е  указан н ы х  средств явл яется  слож ны м  и н ф о р м а ­
ци онны м  процессом, оценка качества  которого д о л ж н а  п рово­
ди ться  на основе зад ан н ого  м н о ж ества  критериев. З а д а ч а  поис­
ка  оптим альны х стратегий у п равлен и я  информ ационны м  п р о ­
цессом, которая  ф орм ули руется  к а к  з а д а ч а  плани рования , не 
м ож ет  быть реш ен а  непосредственно в р а м к а х  теории р асп и ­
саний м етодам и п арам етрической  оптимизации. Д ан н у ю  зад ач у  
п р ед л агается  р еш ать  на базе  человеко-маш инного  подхода к 
поиску наилучш их стратегий у п равлен и я  ресурсами ком п лекса  
технических средств приема информ ации. Р о л ь  человека  при 
этом состоит в нахож дени и  целей уп равлени я, р ан ж и р о ван и и  
критериев эф ф ективности  и вы боре пороговых значений у п р а в ­
ляю щ их п ар ам етр о в  при зад ан н ы х  ограничениях. Д еятельн ость  
человека, приним аю щ его решение, п р отекает  в диалоговом  ре­
ж и м е  с ЭВМ , реали зую щ ей  п рограм м у  эвристического поиска 
оптим альны х стратегий. Конечным итогом процедуры  поиска 
оптим альны х стратегий явл яется  локальн о-оп ти м альн ы й  в а ­
риант распределен ия  ресурсов технических средств наземного  
ком п лекса  во времени и пространстве.
Вторым  этапом  в процедуре синтеза  системы явл яется  гене­
раци я  п редварительн ы х альтерн ати вн ы х  вариантов  структуры  
сети передачи данны х. Эти вар и ан ты  о т р а ж а ю т  представлени я  
разр або тч и ка  и строятся  на базе  имею щ ихся прототипов и в о з ­
можностей современны х технических средств. П ри этом учиты ­
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Рис. В1. Схема проектирования
}ей, т ак  и возм ож н ость  распределен ия  информ ационны х по­
токов.
Н а  третьем этап е  д л я  каж до го  из альтерн ати вны х  вариантов , 
Полученных на втором этапе, реш ается  з а д а ч а  оптимизации 
карактеристик сети передачи  данны х, в кл ю чаю щ ая  оп ти м и за ­
цию топологической схемы системы, выбор пропуск­
ных способностей к ан ал о в  связи  и оптим альное  распределен ие  
сетевого граф и ка .  И тогом  явл яется  н ахож ден и е  и н ф орм ац и он ­
ной нагрузки  на ка ж д ы й  узел  обработки . Т аки м  о бразом  осу ­
щ ествляется  деком пози ция  системы на отдельны е подсистемы 
обработки  информации.
Н а  четвертом и пятом э тап ах  осущ ествляется  выбор техн и ­
ческих средств и синтез у п р ав л яю щ и х  алгоритмов ав то м ати зи ­
рованных систем обработки  ин ф орм аци и (А С О И ). Эти две  з а ­
дачи тесно в заи м освязан ы , т а к  к а к  выбор технических средств 
часто предопределяет  и состав специального  матем атического  
обеспечения, вкл ю чая  и у п р ав л я ю щ и е  алгоритмы . Они могут 
быть реш ены на основе итерационного  процесса  синтеза и а н а ­
лиза  м оделей ф ункц иони рования  узлов  обработки  — А С О И . 
Р езультаты , полученные на последних этапах , д аю т  в о з м о ж ­
ность вы брать  конкретны й состав технической базы  узлов  о б р а ­
ботки, структуру и п ар ам етр ы  у п р ав л яю щ и х  алгоритмов.
Следую щ ий, шестой этап  п р ед п олагает  проведение и м и та ­
ционного м одели рован ия  синтези рован ны х в ари ан тов  узлов о б ­
работки, что позволяет:
подтвердить обоснованность приняты х аналитических м оде­
лей и приняты х ограничений;
дополнить р езультаты  аналитических  исследований м а ш и н ­
ным экспериментом  в достаточно узком  д и ап азо н е  варьируем ы х 
п арам етров  при м одифицированном  представлени и о структуре 
и п ар ам етр ах  уп р авл яю щ и х  алгоритмов ком плексов  обработки;
вы явить «узкие» места ком плексов  обработки  и д ать  р еко ­
м ендации по их ликвидации.
С труктура  настоящ его  пособия в основных чертах  воспрои з­
водит указан н у ю  п оследовательность  этапов  процесса проекти ­
рования. Ввиду того, что книга носит учебный хар актер ,  она 
сн аб ж ен а  достаточны м  количеством примеров, больш инство из * 
которых доведено до числовых расчетов хар актер и сти к  иссле­
дуем ы х систем.
О граниченный объем книги не позволяет  д ат ь  исч ерпы ваю ­
щ ее описание пакетов  п ри кладн ы х  програм м  аналитического  и 
имитационного моделирования , однако, авторы  надею тся , что 
п редлож енны й м атер и ал  в определенной мере будет  служ и ть  
ориентиром в исследовании слож ны х территориально  р ас п р е д е ­
л е н н ы х  систем сбора и обработки  информации.
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Г л а в а  1
П Л А Н И Р О В А Н И Е
И Н Ф О Р М А Ц И О Н Н О Г О  В З А И М О Д Е Й С Т В И Я  
Л Е Т А Т Е Л Ь Н Ы Х  А П П А Р А Т О В  ( Л А )
С И З М Е Р И Т Е Л Ь Н Ы М И  П У Н К Т А М И
1.1. ЗАДАЧА РАСПРЕДЕЛЕНИЯ ВЫЧИСЛИТЕЛЬНЫХ РЕСУРСОВ
ИЗМЕРИТЕЛЬНЫХ ПУНКТОВ НА МНОЖЕСТВЕ ЛА
П роведен ие  испытаний Л А  сопряж ен о  с использованием  
большого количества  ап п аратурн ы х  средств, распределен ны х на 
большой территории. О рган и зац и я  согласованной и вы сокоэф ­
фективной работы  всех средств при одновременном проведении 
испытаний и ш татной эксп луатац и и  п а р а л л е л ь н о  больш ого к о ­
личества объектов  (ЛА ) требует  р азр аб о тк и  теоретических 
основ плани рования  и уп равлен и я  работой всего ком п лекса  тех ­
нических средств [2 , 3 ] .
В силу больш ой размерности, м ногокритериальности  и с л о ж ­
ного х ар а к т е р а  информ ационного  взаим одействия  Л А  и средств 
Наземного ком плекса, з а д а ч а  п л ан и рован и я  их оптим ального  
взаимодействия является  весьма слож ной  и не поддается  р еш е­
нию известными методами. П оэтому ни ж е п р ед л агается  у п р о ­
щенная м етодика, основанн ая  на деком позиции общей зад ач и  
на две  частные, достаточно слабо  связан н ы е  м еж ду  собой, ко- 
горые м ож но р еш ать  последовательно. Р езу л ьтато м  реш ения 
первой зад ач и  явл яется  расписание взаим одействия  Л А  с и зм е ­
рительными пунктам и или пунктам и при ем а ин форм ации с уче- 
гом врем енны х и пространственны х ограничений, н ал а га е м ы х  
граекториями ЛА, географ ическим и п олож ен иям и  пунктов п р и ­
ема ин форм ации и особенностями проводимы х экспериментов. 
Вторая з а д а ч а  закл ю чается  в оптимизации загрузки  а п п а р а т у ­
ры каж до го  изм ерительного  пункта  и оптим изации его в за и м о ­
действия с группой Л А  при условии, что распределен ие  сеансов 
связи Уже проведено.
З а д а ч а  назн ачени я  сеансов связи  (СС) с объектам и  на оп­
ределенные изм ери тельны е пункты (И П )  сводится к со ставл е ­
нию врем енны х граф и ков  работы  назем ны х средств в соответст­
вии с задан ной  п рограм м ой  проведения экспериментов с Л А  и 
оперативными потребностями пользователей . П од  п о л ьзо вате ­
лями в дан ном  случае  будем понимать специалистов, п р о в о д я ­
щих испытания Л А  или их ш татную  эксплуатац ию .
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С оставленное расписание д о л ж н о  в наибольш ей степени от 
печать всем зап росам  пользователей , по возмож ности  полно \ 
равномерно за г р у ж а т ь  технические средства  системы и обеспе 
чивать своевременное выполнение технологических операций 
проводимых при испытаниях ЛА.
П опы таем ся  ф о р м ал и зо в ать  эту задачу . П усть зад ан о  мно 
ж ество  изм ерительны х пунктов {М} со своими географическим} 
координатам и и множ ество  об ъ ектов, которы е двигаю тся  по из; 
вестным траектори ям  0 £ (/ =  1 , М ) .  И м еется  множ ество  заяво} 
{Z}, которы е несут требовани я  на организац ию  проведения опре 
делен ны х актов взаим одействия  м еж ду  объектом  (объектами- 
и изм ерительны м  пунктом (пунктами) в определенном интер 
вале  времени /,• — tj+n . Т ребуется  составить расписан ие  работь 
изм ерительны х пунктов с об ъ ектам и  с учетом н ахож ден и я  обй 
ектов в период работы  в зонах  видимости И П  таким  о б р аз о в  
чтобы некоторый ф ункционал , оцениваю щ ий качество  составлен 
ного расписания, принял  экстрем альн ое  значение на задан но: 
м нож естве  критериев {А }.
О ценка расписан ия  м ож ет  проводиться, например, по таки} 
п о казател ям , как:
удовлетворение м аксим альн ого  количества  за я в о к  на выпол 
нение работ  (с учетом приоритета  з а я в о к ) ;
назначение миним ального  количества  И П  по к а ж д о Ц  
виду работ;
м акси м ал ь н ая  ком пактность  сеансов связи; 
м ак си м ал ь н ая  за гр у зк а  средств И П ; 
равном ерность  загр у зки  И П .
Конечно, этот перечень не исчерпы вает  всех возм ож н ы х  ndj 
ка зател ей  оценки качества  составленного расписания. Нетрудп! 
заметить , что в больш инстве п оказателей , оцениваю щ их эффек 
тивность плани рования , в прямой или косвенной ф орм е вклк | 
чается  п ок азател ь  степени загруж ен н ости  системы, поэтому padj 
смотрим его несколько подробнее. :
Ц елесооб разн о  оценивать степень загрузки  И П , системы в цс| 
лом, а т а к ж е  равном ерность  загр у зки  с помощ ью  безразмерны , 
парам етров , учиты ваю щ их весовые коэфф ициенты  по каждом; 
из средств И П  или всей системы в целом. В качестве  таки: 
весовых коэфф ициентов м ож но принять относительную стон 
мость i-ro компонента (средства  И П ) .  Степень загр у зки  систо 
мы мож но в этом случае о х ар ак тер и зо в ать  параметров 
F — с р е д н е в з в еш е н н о й  з а г р у з к о й  системы,  который определя 
ется к а к
F =  £  p t U t ,
1=1
где pi — относительная стоимость г-го компонента;
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п  — число средств И П ;
Ui — коэфф ициент использования  во времени t-ro ком п о­
нента .
Т аким  образом , коэфф ициент F  хар актер и зу ет  степень ис­
пользования  (загрузки ) системы (И П )  в целом. Он изм еняется  
от 0 (в неиспользуемой) до 1 в полностью загр у ж ен н о й  системе.
В качестве  кри тери я  равном ерности  загр у зки  удобно и сп оль­
зовать  коэффициент деба ла нса ,  который определяется  ка к
B =  ( F - U i Y p f t P .
В ы р аж ен и е  в круглы х скобках  есть м ера  отклонения загрузки  
Тго компонента U i  от средневзвеш енной загр у зк и  системы F. 
К ак  и в случае подсчета коэф ф иц иента  F, эти индивидуальны е 
отклонения суммирую тся с весами р г-. Н орм ирую щ и й м нож итель  
обеспечивает  изменение В от 0 (для  полностью с б а л а н с и р о в а н ­
ной системы) до 1 в случае  м аксим альн ого  ди сбал ан са .  Д л я  
полностью сбаланси рованной  системы соблю дается  Ui — Ft д л я  
всех i, то есть за гр у зк а  к аж до го  компонента  р ав н а  средн евзве­
шенной загр у зке  системы. М акси м ал ьн о  р а зб ал а н си р о в а н а  т а ­
к ая  система, в которой
  ТП
Ui — 1 (/ =  1, ш ); 2  pi =  0,5
и
Ui =  0 (i =  m  +  1, /г) ; 2  Р» =  0,5 ,
l —m +  l
т а к  что
I m п
F =  Ъ  U i p i +  2  Ui Pi  =  0,5 +  0 =  0,5 ;
i = 1  i =m + 1
m n
В  — 2 [ ( 0 , 5 — l ) 2 2  Pi +  (0,5 — 0 ) 2 2  p . ]1' 8 *
1= 1 l=m + l
=  2[ (0,25-0,5) +  (0,25-0,5]V2 =  1.
Ф изически случай м акси м альн ого  д е б а л а н с а  о т р а ж а е т  си ту а ­
цию, когда одна часть  компонентов системы, стоимость которой 
составляет  50% стоимости всей системы, за г р у ж е н а  на 100%, а 
о стал ьн ая  часть не за г р у ж е н а  вовсе. Этот случай м ож н о п рои л­
лю стрировать  примером, вы числительной системы, состоящ ей из 
двух  идентичных ЭВМ , когда  на рассм атр и ваем о м  временном 
и н тервале  д л я  реш ения поставленной зад ач и  достаточно и сп оль­
зовать  лиш ь одну Э В М  из двух, имею щ ихся в наличии.
Введенны е вы ш е критерии о т р а ж а ю т  основные требовани я, 
п р ед ъ яв ляем ы е  к качеству  план и рован и я  в заим одействия  о б ъ е к ­
тов с назем ны м и средствам и  ком андно-изм ерительного  ко м п ­
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лекса. О днако  на пути синтеза самого  алгори тм а  плани рования ' 
возни каю т существенные трудности в связи  с м ногокритериаль- 
ностью зад ач и  и сильным влиянием  субъективны х ф акторов  при 
окончательном  принятии решения. В этих условиях  попытка 
использовать  классические методы упорядочивания , р ас п р е д е ­
ления, теории расписаний и т. п. н атал к и вается  на серьезные^ 
трудности.
В качестве  альтерн ати вы  ниж е п редлож ен  адаптивны й под-: 
ход с использованием  человеко-маш инного  взаим одействия , по­
казав ш и й  во многих случаях  свою высокую эффективность. Р о л ь  
человека зак л ю ч ается  в выборе и назначении величин у п р а в ­
л яю щ их п арам етров , которые использую тся при работе  ал го р и т ­
ма, оценке вариантов  полученного расписан ия  и ряде  других 
операций.
Описание  алгоритма п л а н и р о в а н и я
И сходн ы м и д ан ны м и при п лани ровании  явл яется  следую щ ая  
инф орм аци я:
1. П р о гр а м м а  полета  и взаим одействия  каж д о го  объекта  со 
средствам и  наземного  комплекса .
2. С остав  и расп олож ен и е  средств наземного  комплекса.
3. З а я в к и  на вклю чение в план  определенны х работ, п рово­
дим ы х объектом  во взаим одействии  со средствам и наземного  
комплекса .
4. И н ф о р м ац и я  о ранее  р а зр аб о тан н ы х  п л ан ах  в заи м од ей ст ­
вия, объектов  и средств назем ного  ком п лекса  и сведения о ходе 
выполнения этих планов к текущ ем у моменту времени.
П р ед л агаем ы й  алгоритм  п лан и рован и я  по своей сути я в л я ­
ется- переборным. Вся и м ею щ аяся  ин ф орм ац и я  упорядочена  
в нескольких табли ц ах .  Д л я  работы  алгоритм а  требуется  три 
типа таблиц :
та б л и ц а  возм ож н ы х  сеансов связи  (ТВС) ;
т а б л и ц а -п л а н ;
т аб л и ц а  за я в о к  на о б служ и ван и е  (Т ЗО ) .
П р и в я зк а  ко времени осущ ествляется  путем разби ен и я  ин­
т ер в ал а  план и рован и я  на дискретны е п ром еж утки  времени и 
вы деления необходимого числа таки х  дискретны х ин тервалов  
на выполнение той или иной задачи .
Т абли ц а  ТВС (табл. 11) содерж и т  информ ацию  о времени 
видимости к аж до го  объекта  последовательно  со всех И П  и со­
ставляется  на основе програм м ы  полета  каж д о го  объекта  и р е ­
ш ения навигационны х зад ач  .
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В том случае, если в данны й интервал времени определен" 
ный объект  находится  в зоне видимости какого-нибудь И П , то 
в соответствующей клетке  таблиц ы  ставится 1, в противном 
случае — 0 .
В табл . 1.2 содерж ится  информация о состояний средств н а ­
земного ком плекса  в определенные моменты времени.
Т а б л и ц а  1.2
Таблица - план
Номер Номер Номер, Временной интервал









В соответствующие клетки таблицы проставляется  1, если 
какое-либо средство И П  не может находиться в р абочем  состоя-
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кйи в дан ны й ин тервал  времени (отсутствует, не работает , н а ­
ходится на п р о ф и л акти ке  и т. п .) ,  О — если средство о ж и дает  
поступления зад ан и я ,  и, наконец, № об —  номер объекта , если 
средство зан ято  обслуж и ван и ем  о бъекта  с соответствую щ им 
номером.
Н акон ец , последняя  та б л и ц а  (табл. 1.3), к оторая  явл яется  
наиболее  информативной.
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П о р я д о к  заполнен ия  этой табли ц ы  следую щий. П оступивш ая  
з а я в к а  содерж и т  сведения о номере объекта , д л я  которого будет 
производиться  п л ан и р о ван и е  его взаи м одей стви я  со средствам и 
ком андно-изм ерительного  ком п лекса , приоритет  объекта , а т а к ­
ж е  ин тервал  времени, в течение которого ж ел ател ь н о  ор ган и ­
зовать  его обслуж ивани е. К ром е этой информации, в з а я в к е  со­
д ер ж и тся  врем я обслуж и ван и я ,  т. е. время, в течение которого 
необходимо производить передачу  ин ф орм аци и  с борта  или на 
борт Л А , перечень средств наземного  ком п лекса , с которы ми 
будет взаим одействовать  Л А  в течение сеанса связи. Г р аф ы  7 
и 8 зап о л н яю т  в процессе работы  алгоритма.
О пи сание  п л а н и р у ю щ е г о  алгоритма
П осле  заполнен ия  таблиц , описание которых приведено в ы ­
ше, алгоритм  п лан и рован и я  производит уп орядочи ван ие  всех 
зая в о к  по приоритетам . Т аким  образом , п л ани рование  н а ч и н а ­
ется с з а я в о к  высшего приоритета . И з  табл и ц ы  з а я в о к  на о б ­
слу ж и ван и е  вы бирается  п ервая  з а я в к а  и определяется , каки е  
ресурсы и в как ое  врем я она за п р а ш и в а л а .  И спользуя  эти д а н ­
ные, алгоритм  план и рован и я  по Т В С  определяет  И П , в зоне к о ­
торого находится  объект  в за п р а ш и в а е м ы й  про м еж у то к  в р е м е ­
ни. Если объ ект  находится  ср азу  в зоне радиовидим ости  двух
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И П , то в соответствии с текущ ей загрузкой  этих Й П  д ля  в з а и ­
модействия с объектом  вы деляется  наименее загруж енн ы й. П ри 
этом в соответствую щ ей граф е  И П  загрузку , которую средство 
имело до прихода дан ной  заявки , слагаю т с ресурсом; потреб­
ным д л я  ее обработки, после  чего производят  проверку  д о с т а ­
точности ресурсов средств И П  д ля  об сл у ж и ван и я  пришедшей 
заявки .
Е сли за г р у зк а  средства  не превы ш ает единицы, то прини­
мается реш ение об обслуж ивани и  заявки  дан н ы м  средством, и 
в столбцах 7 и 8 Т З О  п роставляю тся  соответственно «1» и но­
мер И П , прои зводящ его  обслуж ивание. В противном случае, а 
также, если в зад ан н ы м  момент времени объект  не м о ж ет  у с т а ­
новить связь  ни с одним И П , алгоритм н ачинает  поиск в о зм о ж ­
ности проведения сеанса  связи  д л я  этого о б ъ екта  с лю бы м И П  
в соседних с запрош енны м  ин тервалах  времени, и процедура 
повторяется. Конечно, подобное «расширение» запрош енного  
ин тервала  возм ож н о лиш ь до определенных пределов, т а к  к ак  
пользователь  системы вр яд  ли будет удовлетворен, если заяв к а ,  
обслуж ить  которую  требовалось  в н ач але  суток, получит воз­
можность о б сл у ж и ваться  в конце суток.
Д л я  устран ения  возникновения подобных ситуаций в ал го ­
ритм вводится дополнительны й парам етр  — д оп уск  на р а с ш и ­
рение  вре мен но го  интервала,  т а к  что з а я в к а  м ож ет  быть обслу­
ж ен а  только в пределах  этого временного и н тервала . Величина 
этого допуска явл яется  одним из у п р ав л яю щ и х  п арам етров  и 
м ож ет н азн ач аться  лицом, ответственным за  плани рование  по 
согласованию  с п ользователям и . М ож н о использовать  д ва  в а ­
рианта алгоритм а  плани рования: в первом из них величина д о ­
пуска за д ае тс я  пользователем  и зап и сы вается  в Т З О  (гр аф а  6 ). 
Н апример, если там  у к а за н о  77 =  2, a D T  =  2, то ж елательн о , 
чтобы объект  был обслуж ен во временной ин тервал  (77) под 
номером 2 , а если такой  возмож ности  нет, то либо в первый, 
либо в третий временной и н тервал  (так  ка к  допуск на время 
обслуж и ван и я  D T  =  2 ) .
Второй в ар и ан т  ал го р и тм а  о б служ и ван и я  не п р ед у см атр и ­
вает такого  априорного за д ан и я  д опуска  на о б сл у ж и ­
вание, а производит «расш ирение»  и н тер вал а  планирования , 
исходя из оптим альности  п лан а  в целом.
Д л я  дости ж ен и я  больш ей равном ерности  загрузки  в ал го ­
ритме п л ан и р о ван и я  п редусм атри вается  введение еще одного 
управляю щ его  п а р а м е т р а ,  которы й то ж е  за д а е т с я  человеком и 
м ож ет м еняться  в ходе проведения плани рования . Это т а к  н а ­
зы ваем ая  критическая  загр уз ка .  Е е  значение  принимается  р а в ­
ным некоторой полож ительн ой  величине F K  <  1, причем з н а ­
чения F K  могут н азн ачаться  независим о д л я  каж дого  И П  и да-
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&е Для к а ж д о го  отдельного средства, входящ его  в состав И П .
Алгоритм план и рован и я  при введении этого п ар ам етр а  р е а ­
лизуется  следую щ им  образом . П осле  ввода исходных д ан ны х  
проверяется  условие достаточности ресурсов д л я  обслуж и ван и я  
объекта . Е сли  оно вы полняется , проверяется  более строгое у с ­
ловие F K  <  1, т. е. проверяется , превосходит ли ф акти ческ ая  
за гр у зк а  Критическую. Если за г р у з к а  ниж е критической, то 
з а я в к а  приним ается  на О бслуж ивание дан н ы м  И П  или средст­
вом. В противном случае  происходит расш и рение  и н тер вал а  в 
Пределах Допуска, осущ ествляется  поиск подходящ их И П  и по­
вторяется  оп и сан ная  процедура.
П о  окончании работы  алгори тм а  в табли ц е  за я в о к  будет 
со дер ж аться  ин ф орм ац и я  о месте и времени о б служ и ван и я  к а ж ­
дого объекта . Если слож и тся  т а к а я  ситуация, что какое-либо 
средство И П  в один и тот ж е  момент времени об сл у ж и вает  н е ­
сколько объектов, то вступает  в действие алгоритм  оптимизации 
работы  плани рую щ его  алгоритм а , описанный ниже. В случае, 
если составить удовлетворяю щ ий п ользователей  план  все равно 
не удается , то м ож ет  быть сдел ан а  попытка расчленить сеанс 
связи д л я  некоторых, объектов  на отдельны е части и попы таться  
найти удовлетворительны й план  д л я  отдельного И П .
О п тим и зация  план а  проводится  с использованием  описанных 
выше критериев: загр у зк и  системы F K  и д еб а л а н с а  системы В.  
У к азан н ы е  критерии о т р а ж а ю т  эф ф ективность  и сп ользован ия  • 
технических средств системы, но практически  не учиты ваю т ин­
тересов пользователей , р ади  которы х и проводится  п л а н и р о в а ­
ние. Д л я  устран ения  у казан ного  несоответствия введем  еще д ва  
критерия. П ервы м  из них будет критерий,  учит ываю щий к о л и ­
чество об сл у ж е н н ы х  з а я в о к  за  перио д п л а н и р о в а н и я
у    Z q
Z ’
где Z Q и Z  — соответственно число обслуж енны х . и принятых 
к п лани рованию  заявок .
В качестве  второго кри тери я  будем исп ользовать  в е л и ч и н у  
среднего  отклонения  выделенного и н тер вал а  о б сл у ж и в ан и я  к 
запрош енном у  по м нож еству  приняты х к обслуж и ван и ю  заявок :
D T  =  2
ITI'— TI I
1-1 * *
где k  — общ ее  число ин тервалов;
TI '  — за к а за н н ы й  ин тервал ;
TI  — назначенны й ин тервал ;
Z  — общ ее число заяво к ,  приняты х к планированию . 
Ф изический смысл этого кри тери я  ясен, если полож ить  k = \ .
Тогда D T  р авн яется  числу интервалов, на  которое было в сред­
нем сдвинуто о б служ и ван и е  объ екта  по отношению к зап р о ш ен ­
ному и н тер вал у  при составлении плана .
С вертку  у к азан н ы х  критериев  будем осущ ествлять  в виде 
аддитивной формы:
Е с =  2  * / £ / ,
/=1
где Е,- —  частный кри тери й  ;
Я/ — коэф ф иц иент  относительной важности*
Д л я  ум еньш ения субъективности  оценок в определении Я/ 
мож ет быть исп ользован  метод, зак л ю ч аю щ и й ся  в р а н ж и р о в а ­
нии частных критериев, а затем  присвоении им оценок в б а л л а х  
но определенной ш кале .
П оиск оптим ального  п л ан а  прои зводят  на м нож естве  планов , 
сф орми рованны х в ходе р аботы  ал го р и тм а  п л ан и р о в ан и я  при 
различны х значениях  критической загр у зки  и д опуска  на  в р е ­
менной ин тервал . Н а й д я  оп тим альны й план, мы получаем  р а с ­
писание работы  средств назем ного  ком п лекса  с летател ьн ы м и  
апп аратам и , что позволяет  определить  информ аци онную  н а ­
грузку на к а ж д ы й  И П . Д а л ее ,  имея значения  и н ф о р м а ц и ­
онной нагрузки  д л я  всех И П , мы м ож ем  определить  врем енны е  
п арам етры  п рохож ден и я  з а я в о к  через И П , реш ить з а д а ч у  оп ти ­
м ального вы бора  технических4 средств д л я  И П , а т а к ж е  р я д  
других задач .
1.2. ОПТИМАЛЬНОЕ ПЛАНИРОВАНИЕ ВЗАИМОДЕЙСТВИЯ  
■ ГРУППЫ ЛА С ИЗМЕРИТЕЛЬНЫМ ПУНКТОМ
Р ассм отри м  за д ач у  оптим ального  п лан и р о ван и я  в з а и м о д е й ­
ствия объектов  (Л А ) с одним изм ери тельн ы м  пунктом. П од  
взаим одействием  будем пон им ать  п ередачу  ин ф орм аци и с б о р та  
о бъекта  на  изм ери тельны й пункт по р ади о к ан ал у .
П усть за д ан ы  моменты входа  объектов  в зону р а д и о в и д и м о ­
сти /*. и моменты вы хода ty . (/ =  1 , m ) .  Т огда  в течение в р е ­
мени Ti — ty. — А-г объ ект  м ож ет  в заи м о д ей ство вать  с И П .  И н ­
тервал  [Д .,  — зон а  ради ови ди м ости  д л я  /-го объекта . В о б ­
щем случае эти и н тервалы  д л я  некоторой части объектов  м огут  
пересекаться. И зм ери тельн ы й  пункт м о ж ет  осущ ествлять  о д н о ­
временное в заим одействие  с k  об ъ ек там и . Е сли  число п е р е с е ­
каю щ ихся зон ради овидим ости  5  >  k, то возн и каю т  п р о б л е м ы  
реализаци и  взаим одействия  И П  с группой из 5  о б ъ ек то в .  
В этом случае  необходимо р е ш а т ь  з а д а ч у  оптим ального  п л а н и ­
рования работы  И П  с объ ектам и . Р ассм о тр и м  ее в сл ед у ю щ ей  
конкретной постановке.
П редп олож и м , что взаим одействие  объекта  с £ £  
щ ествляться  на ин тервале  \ t , v в те« “ е ^  е У бота и п  
Мойи т /  произвольной длительности  (р • >
^  —  , 
f j — t i ' ' 1 "" h i
т< -  h .
Рис. 1.1. Интервал взаимодействия
с объектом  на [ 4 ^ ,  tVi ] м ож ет  преры ваться . Обозначим суммар* 
ную длину  и н тер в ал а  т /  через xi  :
xi =  2  • ( 1-1)i
Т аки м  образом , xi — сум м арное  врем я взаим одействия  /-го 
объекта  с И П  в зоне радиовидим ости  [ 4 . ,  ty . ] .
П р едп олож и м , что на Xi н ал о ж ен о  ограничение Xi <  т ,, т. е. 
Xi м ож ет  при ним ать  значения  от 0 до п ,  причем т/ <  4 .  С ф о р ­
мулируем теперь за д ач у  оптим ального  п лан и рован и я  взаимо-
д ей ствия объектов и И П  к а к  з а д а ч у  вы бора  значений
Xi (/ =  1, m ) ,  д о ставл яю щ и х  м аксим ум  функции
т
Е  =  2  а,-е,- (*,•) ( 1.2 )
при ограничениях  вида
О <  xi <  т4- ; ( 1.3)
Ti <  T i ; (1.4)
/ =  1, /72 ,
где <?, (хг) — функция, в ы р а ж а ю щ а я  полож ительны й эф ф ек т  от 
в заим одействия  /-го о бъекта  с И П  в зависимости  от времени Xi, 
отводимого чна д ан ное  взаимодействие. В частности, а  (хг) м о­
ж ет  в ы р а ж а т ь с я  через объем  и н ф орм аци и ,-передаваем ой  с борта
объекта  на И П  за  время Xi (наприм ер, a  (xi) =  Кх,-,.где Vi —
скорость передачи ин ф о р м ац и и );  а,- — коэфф ициент  относитель­
ной важ н ости  /-го объекта .
В у к азан н ы е  вы ш е ограничения (1 .3), (1.4) в явном виде 
не входит ограничение на количество одновременно взаи м о д ей ­
ствующ их с И П  объектов, что явл яется  наи более  существенным 
ф актором  при ф ор м ал и зац и и  и решении поставленной зад ач и  
п лани рования . К ром е того, нами пока не определен интервал, 
на котором производится  планирование. О пределим  интервал, 
рассм отрев  д и агр ам м у , иллю стрирую щ ую  р асполож ен ие  зон 
радиовидим ости  объектов относительно И П  (рис. 1.2).
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В представленном  примере мы имеем ш есть объектов  со сво­
ими зонам и  ради овидим ости  Т и Т2, Тъ, ..., Гб. В д ан н ом  случае  
весь р ассм атр и ваем ы й  ин тервал  возм ож н ого  взаим одействия  m  
объектов (т  =  6 ) с И П  [ Ц ,  ^ 6] м ож но р азб и ть  на три н езав и ­
симых и н тер вал а  :
[ ^ i  > ^/3] >
ГЛ4 > >
ty6\ .
Их м ож но р ассм атр и в ать  к а к  сам остоятельны е  ин тервалы  
плани рования . П ричем , если k =  2, то сф о р м у л и р о ван н ая  з а ­
д ач а  имеет смысл только  д ля  первого из у казан н ы х  интервалов, 
т ак  к ак  в этом случае  s  >  k .
Таким образом , д л я  ф орм ирования  ин тервалов  п л а н и р о в а ­
ния необходимо выполнить следую щ ие операции:
найти и н тервал  возм ож ного  взаим одействия  т  объектов 
с И П  :
[min {tx }, m ax  {ty }];
l 1 i 1
разбить  найденный и н тервал  на независим ы е (непересекаю - 
щиеся) интервалы , на которых, в свою очередь, н аб лю д ается  
пересечение до  s > k  зон ради о ви д и м о сти ;
каж ды й  из найденны х таким  образом  и н тервалов  будет 
являться  интервалом , на котором необходимо реш ить за д ач у  
оптимального плани рования  (1.2) — (1.4) .
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m i n U  X - t  tX} = m a x { t ^
Рис. 1.3. Интервал планирования
Д л я  реш ения  зад ач и  (1.2) — (1.4) м ож но предлож и ть  квази- 
оптим альны й алгоритм  следую щ его вида:
1. Р азб и ть  ин тервал  [min{^ }, т а х ( 4 . } 1  на последователь-
I 1 i 1
ность см еж ны х интервалов , границ ы  которых оп ределяю тся  м о ­
ментам и tx . ,  tyt , В частности, д л я  рассм атри ваем ого  при м ера  
(рис. 1.3) будем иметь ин тервалы  [ Ц ,  / J ,  [/х., ty^  
ftyO tye 1 •
2. З а д а ч у  п лан и рован и я  (1.2) — (1.4) будем р еш ать  п оследо­
вательно д л я  полученных интервалов , начиная  с первого. Р е ­
зультаты  п л ан и р о ван и я  д л я  к а ж д о го  из и н тервалов  явл яю тся  
исходными дан н ы м и  д л я  последую щ его и н тер вал а  п л ан и р о ­
вания .
Рассм отри м  произвольны й /-й интервал . П усть  его д ли н а  /у. 
О бозначим  через S,- число пересекаю щ и хся  зон радиовидим ости  
на данном  интервале, а через ху — аналог  переменной X/ д ля  
/ го ин тервала . Введем в рассм отрени е  функцию
sj
Е j — сi (х у ) .
О граничения  д ля  ху имею т вид
х У < т У ,  х у < г / ,  (1.5)
sj
^ х у < £ г / ,  " ( 1.6 )
где тУ =  т i —  2  x i1 .
i=i
О граничения (1.5), (1.6) равносильны  условию работы  И П  одно­
временно с k  об ъ ектам и  на ин тервале  /у. В сам ом  деле, если k — 1, 
то р асп р ед ел яем ы й  ресурс д л я  ху ( i — l , s y) равен  rh т- е. величине 
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интервала. Если k  =  S/, то ф актически  д л я  каж д о го  о бъекта  
отводится и н тервал  п лан и рован и я  величиной /у, т. е. к а ж д ы й  
парам етр  x j  м ож ет  приним ать  значение от 0 д о /7. Если 1 < k < s h 
т0 frr . — сум м арны й временной ресурс п лан и рован и я  д л я  s,- 
объектов, гаран ти рую щ и й  р аботу  И П  одновременно с k  о б ъ е к ­
тами. '
З а д а ч у  н ахож ден и я  т а x E j  молено решить, воспользовавш ись  
процедурой динам ического  програм м и рован и я ,  описанной в 3-й 
главе, введя дискретизаци ю  перем енны х x j .
3. В результате  последовательного  реш ения зад ач и  н а х о ж ­
дения m ax  Я,- д ля  всех ин тервалов  г/ получим искомые значения
xi = y i xj ,  i =  1, m . (1.7)
J
К вазиоп ти м альн ость  п редлож енн ого  алгори тм а  обусловлена  
тем, что ^  m a x  Ej  не о б язательн о  явл яется  глобальны м  макси- 
i
мумом Е.
Р еш ен ие  зад ач и  н ахож ден и я  т а х Е  прям ы м  способом при 
нелинейных e i ( x t) требует  сущ ественных за т р а т  вы чи слитель­
ного х ар актер а .
В том случае, если е Д л у )— линейные функции вида ViXi,  
за д ач а  поиска т а х Е  молсет р ассм атр и в аться  к а к  за д а ч а  ли н ей ­
ного п рограм м и рован и я  с целевой функцией
d sj
Е  =  S  2  Vi xi* ,
/=  1 i (г e= /)
где на переменные x j  (i — 1 ,m; j  — l ,d ) ,  н алож ен ы  следую щ ие 
о г р а н и ч е н и я :
d
У, x j  <  X i ;
/ =  1
‘V
2  x j  <  k f j ,
t (г e  /)
где i e  j  обозначает , что i-й объект  расп олож ен  в /-м ин тервале  
времени длиной г / ; d  — количество таких  интервалов.
Д л я  упрощ ения записи мол<но представить указан н у ю  выш е 
задачу  в одноиндексном виде, введя д ля  всех x j  сквозную ну­
мерацию  .
Г л а в а  2
Т О П О Л О Г И Ч Е С К А Я  О П Т И М И З А Ц И Я  С И С Т Е М  С Б О Р А , 
П Е Р Е Д А Ч И  И  О Б Р А Б О Т К И  И Н Ф О Р М А Ц И И
2.1. ЗАДАЧИ ТОПОЛОГИЧЕСКОЙ ОПТИМИЗАЦИИ
Н епреры вное  услож нен ие  систем сбора, передачи и о б р аб о т ­
ки информ ации (С С П О И ) неи збеж н о приводит к увеличению 
удельного веса м еж элем ентной  сети связи  в общ ем б ал ан се  м а ­
териальны х  за т р а т  на создание систем. П оэтом у пр о б л ем а  про­
странственной организац ии  С С П О И  (рис. 2.1) и связан н ы е  с 
ней вопросы оптимального  р азм ещ ен и я  ее компонентов стан о ­
вятся  все более актуальны м и.
П од  топологической оптимизацией  С С П О И  поним аю т по­
строение топологической схемы системы, облад аю щ ей  сетыо 
связи м инимальной стоимости. Топологическая  схем а С С П О И
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характеризует  пространственную  организац ию  системы, а им ен­
но: топологию сети связи, разм ещ ен и е  компонентов системы в 
пространстве, а т а к ж е  трасси ровку  линий связи. П од топо­
ло ги ей  сети св язи  поним аю т структуру соединений объектов 
системы, т. е. совокупность отношений, п оказы ваю щ их, какой 
объект системы с к ак и м  объектом  связан  и как о ва  слож ность 
этой связи. Топология сети связи описывает  структуру соеди­
нений, но не указы вает  полож ение  объектов системы в п рост­
ранстве. Это полож ен ие  описывает  план  разм ещ ен и я ,  с о д е р ж а ­
щий координаты  объектов  системы в пространстве. Описание 
пространственной организац ии  системы будет не полным, если 
мы не за д ад и м  трасси ровку  линий связи. Т р ас сировк а  л и н и й  
связи  — это геометрически определенный способ соединения 
объектов системы. Т рассировка  имеет метрический и топологи­
ческий  аспекты. П ервы й аспект  связан  с выбором метрики д ля  
оценки расстояни я  м еж д у  соединяем ы ми объектам и , второй 
обусловлен ограничениям и на п р о к л ад к у  линий связи  в м он­
таж ном  пространстве.
В процессе топологической оптим изации С С П О И  необходи­
мо решить следую щ ие зад ач и  :
синтезировать топологию сети связи С С П О И  ; 
вы брать  м одель трасси ровки  линий связи ; 
разм естить  объекты  системы в пространстве  по критерию 
минимума стоимости сети связи.
Ясно, что у к азан н ы е  зад ач и  взаи м освязан ы . И х реш ение 
начнем с построения модели топологической схемы С С П О И .
2.2. МОДЕЛЬ ТОПОЛОГИЧЕСКОЙ СХЕМЫ ССПОИ
Д л я  обеспечения электрической связи  м еж д у  объектам и  си ­
стемы достаточно за д ат ь  кон ф и гурац ию  м еж объектн ы х  соеди­
нений в виде дерева . П оэтом у м одель сети связи С С П О И  м о ж ­
но представить в , виде древовидной иерархической системы 
(рис. 2 .2 ), нулевой уровень которой образую т  неподвиж ны е 
объекты системы (изм ери тельны е и абонентские пун кты ), а ос­
тальны е R  уровней иерархии составляю т объекты , полож ением  
которых можно вар ьи р о вать  (в данном  случае  это Э В М  и узлы  
ком м утации).  О бъекты  нулевого уровня  будем н азы вать  непе-  
р е м ещ аем ы м и  объектам и , а объекты  остальн ы х уровней — 
перемещаемыми.
Если уровни иерархии, имею щ ие неполный набор модулей, 
Доукомплектовать т а к  н азы ваем ы м и  п севдообъектам и  (П О ) и 
пронумеровать все объекты  системы на к а ж д о м  г уровне 
(г =  0, 1 ,2 , . . . ,  R)  от 1 до М г, вкл ю ч ая  П О , то сеть связи  С С П О И  





Рис. 2.2. Модель сети связи иерархической системы; О — пе- 
перемещаемые объекты; □  — перемещаемые объекты; 
ф  — псевдообъекты
где V  =  [iiot j  —  м атри ца  координ ат  н еп ерем ещ аем ы х объектов
системы; здесь  « о-0 =  [л;0;0 , y QU , zor-0] — координ аты  объекта  
с номером /0 в системе координ ат  м онтаж ного  пространства;
U — [uriг\ — м атри ца  коорди н ат  перем ещ аем ы х  объектов  систе­
мы: з д есь Uriг — \x, jn  i/rin  z,-ir \ — координ аты  объекта  г у р о в ­
ня (г =  l , R )  с номером ir (6  =  1 , M r) ;
Е  =  [егь]  —  м а тр и ц а  связанности; здесь  erir( r = \ , R ,  ir= T j № r) —  
количество объектов  (г— 1)-го  уровня, связанны х  с ir объектом  г 
уровня. У к азан н ы е  объекты  ( г — 1)-го уровня имею т номера, 
п р и н а д л е ж ащ и е  следую щ ем у индексному м н о ж е с т в у :
/  ( г — 1, 6-) =  {k -f- 1, k  -f- 2 , ..., k  +  eri r}, k  =  2 , erj , (2 . 1)
•S =  [ s n r ] — м атр и ц а  удельны х стоимостей линий связи; 
здесь Sri г — стоимость единицы дли ны  линии связи  [ед/м], исхо­
дящ ей  от 6-го  о б ъ екта  г Уровня (6  =  1 M r ,  г =  О, R ) . Ч а с то  н у л е ­
вую строку этой м атри цы  з а д аю т  отдельно матрицей  5 0 =  [so^ ] .
М атри ц ы  Е  и S описываю т топологию сети связи  С С П О И , 
м атри цы  U0 и U  з а д аю т  план  р азм ещ ен и я  объектов  системы в 
м онтаж ном  пространстве.
О днако  д л я  оценки стоимости сети связи  С С П О И  помимо 
топологии и план а  разм ещ ен и я  объектов  необходимо знать  м о ­
дель  трасси ровки  м еж объектн ы х  линий связи. К а к  у ж е  о тм еч а ­
лось выше, трасси ровка  линий связи  имеет топологический и 
метрический аспекты. М етрический аспект  обусловлен  метрикой
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('или ф ункцией), согласно которой оценивается  расстояни е  м еж ­
ду соединяемыми объектам и . Н аи б о л ее  популярны  и наи более  
изучены метрики вида 1Р, р >■ 1, определяем ы е  ф орм улой
hi  =  ( | * . - * / Г +  I г / i  — Ы " +  \z ‘ —  z i\p) Ч" ,  ( 2 . 2 )
а т а к ж е  чебы ш евская  м етрика, о п р ед ел яем ая  ф орм улой  
1и =  m ax  (\Xi —  Xj\, \yi —  yj\, \zi —  z}\) .
Здесь  Ui — расстояние м еж д у  об ъ ектам и  i и /  в трехмерном
пространстве.
З ам етим , что при р =  2 это обы чная  евкли д ова  м етрика, а 
при р — 1 — ортогон альн ая  м етрика, н а зы в а е м а я  т а к ж е  п р я м о ­
угольной метрикой или метрикой городских к в ар тал о в .  В р е ­
альной ситуации н еи збеж н ы  отклонения от и деализированн ой  
модели, какой  явл яется  та или д р у га я  м етрика, к а к  по с о о б р а ­
ж ениям  экономического х а р а к т е р а ,  т а к  и в связи  с ограниче­
ниями на трасси ровку  (например в случае, когда  молено «сре­
зать» угол или требуется  обойти преп ятствие) .  Д л я  учета  таких 
отклонений иногда п р ед л агаю т  исп ользовать  в качестве  метрики 
линейную ком бинацию  ортогональной  и чебы ш евской метрик. 
О днако использование взвеш енной метрики д л я  расчета  топо­
логических схем слож ны х  С С П О И  приводит к непреодолимы м 
трудностям вычислительного хар ак тер а .
В настоящ ей главе  будут  р ассм атр и в аться  вопросы р а з м е ­
щ ения объектов С С П О И  в двухмерном  пространстве. Д л я  оц ен ­
ки расстояний м еж д у  об ъ ектам и  системы будут исп ользоваться  
ортогон альная  и евкли дова  метрики
—У 1—У
hi  =  \Xi —  Xj\ +  \yt— y/\ =  IIгг, — и,H i , (2.3)
h i = V  ( X i - X i ) * +  ( f t - у , ) 2 (2.4)
в зависимости от конкретной с и т у а ц и и .
М атри ц ы  Е, S ,  U0, U совместно с м етри кам и (2.3), (2.4) з а ­
д аю т  модель топологической схемы С С П О И .
2.3. ОБЩАЯ ПОСТАНОВКА ЗАДАЧИ
В общем виде задача- синтеза  топологической схемы С С П О И  
(см. рис. 2 . 1) ф орм ули руется  следую щ им  образом :
определить количество, р азм ещ ен и е  и структуру соединений 
Э В М  и узлов  ком м утации  (УК) при минимуме стоимости сети 
связи системы, чтобы: 1 — все объекты  системы л е ж а л и  в р а з ­
решенных областях ;  2 — все И П  были связан ы  с Э В М  либо н а ­
прямую, либо через УК; 3 — вы полнялись  ограничения  на к о м ­
мутационную  способность каж до го  У К и пропускные способно­
сти линий связи.
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В символьном виде эта з а д а ч а  м ож ет  быть зап и сан а  так:
Здесь  Q сети ■— стоимость сети связи  к а к  функция от топологии 
сети связи системы и план а  разм ещ ен и я  ее объектов;
D es — множ ество  возм ож н ы х  топологий сети связи  С С П О И , 
обусловленное реальны м и возм ож н остям и  интерфейса, ком м у­
тационной способностью УК и пропускными способностями л и ­
ний связи ;
D u — о бласть  метрического пространства , доступная  д ля  р а з ­
м ещ ения  модулей системы (м он таж н ое  пространство) .
Т аким  образом , з а д а ч а  синтеза топологической схемы з а ­
клю чается  в определении топологии сети связи системы (Е , 5 )  
и план а  разм ещ ен и я  ее объектов  ( U ) . Условия реального  про­
ектирован ия  исклю чаю т возм ож н ость  совместного решения 
указан н ы х  з а д ач  и п редопределяю т п оследовательн о-и терац и ­
онную процедуру проведения  метрико-топологических п р ео б ­
разовани й  сети связи  системы.
Один из возм ож н ы х подходов к решению зад ач и  (2 .4 ) — (2.6) 
закл ю чается  в выполнении следую щ их этапов:
Э т а п  1. О пределение начальной  топологии С С П О И .
Э т а п 2 . О птим альное  р азм ещ ен и е  объектов С С П О И  в мон­
таж н о м  пространстве.
Э т а п  3. К оррекц ия  топологии сети связи С С П О И  с в о з ­
вратом  на этап  2 .
Э тап ы  2 и 3 повторяем  циклически до тех пор, пока не п о ­
лучим устан овивш ееся  решение.
В настоящ ей  главе  будем п р и дер ж и ваться  у к азан н ой  схемы 
решения. И зл о ж ен и е  м ате р и а л а  построим в последовательности 
по мере во зр астан и я  трудности реш ения: с н ач ала  рассм отрим  
за д ач у  р азм ещ ен и я  системы с зад ан н о й  топологией сети связи 
п без пространственны х ограничений, д ал е е  рассм отрим  за д ач у  
разм ещ ен и я  с пространственны ми ограничениям и (2.7), после 
чего перейдем к собственно за д ач е  синтеза  топологической схе­
мы С С П О И . Т акое  построение м а те р и а л а  целесообразн о  с двух  
точек зрения, т а к  как , во-первых, п озволяет  и зл а га т ь  м атери ал , 
н а р а щ и в а я  его сложность, во-вторых, обеспечивает  п реем ствен­
ность методов и алгоритмов.




{Е, S} 6= D es 
U e z D u .
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24.  БЕЗУСЛОВНОЕ ОПТИМАЛЬНОЕ РАЗМЕЩЕНИЕ
Постановка за да чи
При оптимизации С С П О И  варьи руем ы м  п ар ам етр о м  я в л я ­
ется только м атри ц а  U  физических координ ат  объектов  системы, 
а состав ап п аратуры  и структура  электрических соединений о б ъ ­
ектов системы (топология) считаю тся известными. З а д а ч а  опти­
мального р азм ещ ен и я  непосредственно вы тек ает  из общ ей 
задачи  синтеза топологической схемы (2.5) — (2.7) при условии, 
что матрицы  Е  и 5  известны, и ф орм ули руется  следую щ им о б ­
разом.
Н айти такой план р азм ещ ен и я  объектов системы U  =  [ur’ir ], 
г  == 1,/?, ir =  1 ,М Г, д л я  которого обобщ енная  стоимость сети 
связи
достигает миним ального  значения  и ограничения на р а з м е щ е ­
ние объектов вы полняю тся ;
З а д а ч а  (2 .8 ) — (2.9) явл яется  зад ач ей  нелинейного п р о гр ам м и ­
рования с ограничениями, образую щ им и невы пуклую  область  
допустимых решений. Ф ункция Qcem {U) явл яется  многоэкст- 
ремальиой, кром е того, реш ение зад ач и  зависи т  от вида исп оль­
зуемой метрики (2 .2 ).
П р едл агаем ы й  в настоящ ей  главе  метод реш ения зад ач и
(2.8) — (2.9) зак л ю чается  в поиске безусловного оптимального  
плана Uopt , минимизирую щ его (2 .8 ) д л я  метрики (2 .3 ) при сн я ­
тых пространственны х ограничениях (2.9), и коррекции этого 
решения специальны м и методам и на область  допустим ы х р е ­
шений (2 .9 ).
Метод б ез ус л о вн о г о  оптимального р а з м е щ е н и я
• V
О бозначим  Qrir (мг+ ь ; л+1 ) стоимость ф р агм ен та  сети связи, 
связанного с ir-м объектом  г уровня  иерархии сети связи, ка к  
функцию п олож ен ия  гу+гго о бъекта  ( г + 1)-го уровня  и е р а р ­
хии. Здесь  i r е /  (г, iV+i), i r+ 1 =  1, 2, . . . , M r+ i . О б ъ ект  с н ом е­
ром ir+l я в л яется  верш иной у казан н о го  ф р агм ен та .  П о к а з а н
Q сегЛЩ = 2
9?—1 J (Р   in)
(2.8)
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пример разби ен и я  сети связи  на ф рагм ен ты  (рис. 2 .3). Тогда 
сум м арную  стоимость сети связи  мож но представить следующим 
образом:
Рис. 2.3. Пример разбиения сети связи на фрагменты
Суть м етода оптимального  разм ещ ен и я  зак л ю ч ается  в све­
дении многопарам етрической  функции сети связи  (2 .8 ) к одно­
п арам етрической  (Зсети («я, i) ,  которая  д л я  каж д о го  значения)
Ur, 1 имеет м иним ально  возм ож н ое  значение  стоимости сети 
связи. Этот переход производится  последовательно  за  R  ш агов 
в предполож ении, что на к а ж д о м  r -м ш аге  (г =  1,#') все ф р а г ­
менты имею т м иним альную  стоимость д л я  данного  полож ения 
верш ины ф рагм ента . О птим альны е координ аты  объектов  систе­
мы определяю т после м инимизации функции Q сети (« /ы )  •
Если м етрика, по которой подсчиты ваю т дли ны  меж объект- 
ных линий связи, явл яется  ортогональной  (2.3), то указан ны й 
переход сделать  наиболее  просто. В этом случае, в силу специ­
фики метрики, 1
ГШП Qcera (^0  =  niin QceTn(-^0 ~Ь ППП Qcem (^0 •>
U X У
и о б щ ая  процедура  оптим изации разб и вается  на 2 независимые 
процедуры  по осям х  и у  соответственно (здесь X,  Y  — м атрица 
абсцисс и ординат  объектов  системы соответственно).
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Н и ж е приведена запись метода оптимального размещ ении 
для  оси х  в виде рекуррентной  процедуры  оптим изации [43]. Д ля  
простоты записи производны е d  Q (x r+u ir+l) l d x r +i, ir+1 обо­
значены к а к  Q (xr+i, i ) •
Н ачал ьн ы е  условия: г =  1 ,
—  S 0i  П р и  X u .  <  Xq;
П min (у \ _  J 0 0
0l0 4 4 I + S o / 0 при x lit > x 0i 0
(2 .10)
Д алее ,  д л я  г — 1,2, ..., R  последовательно  находим:
а) производные от стоимости ф рагм ентов:
Qrlr ( Х п г ) =  Ц  , ( Х п  ) , .  (2.11)
/г_ ,  < = / ( r - l , i r) r_1 r
ir = 1, 2, ...,Mr ;








—g  L - r  «
U r ;d '
Puc. 2.4. Производная от стоимости фрагмента сети связи: а — в си­
стеме координат; б — на отрезке прямой
б) а +  , а ~  — корни уравнений (рис. 2.4,а)
Qrir {Хг; г ) =  ( i t ) sri r , ir =  1> 2 , ..., M r ; (2 . 12)
в) координ аты  объектов, минимизирую щ ие стоимости соот-
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ветствукяцих ф рагм ентов  сети связи к а к  функции от положения 
верш ин этих ф рагм ен тов  :
a 7ir , при х г+1, t r+l <  a ~ t r ;
* r+ i , / r+P при x r+ u i r+l < = [ а “, , а +  ] ;(л*г+ь/г+1) =Г1. '-ЛГ+ 1>, Г + 1
^  , при Xr+i, 1г+г >  ; (2.13)
ir €= /  (г, f'r+l), 6-+1 =  1,М,+1,
г) производны е от стоимостей ф рагм ентов  сети связи  как  
функции координ ат  полож ен ия верш ин этих ф рагм ентов  (см. 
рис. 2.4,а) : Q ™‘rn {xr+u tr+\ ) ’=>
( Sriт > при Jfr+i «г+1 <  а г7 г ;
“  Qrir(Xrir ) \ x f i r = X r + u i r ¥ l , при Xr+uir+l^ [ a - l f K a+i r ];
( +Sr«>, при Xr+iyir+1 >  a f i r j (2.14)
ir ^ J  (r,ir+1), ir+1 =  1,Л4г+1 .
П осле  указан н ы х  преобразован и й  на R  ш аге  проц едуры  оп ­
тим изации в пункте «а» получим производную  от стоимости сети 
связи всей системы в виде суммы производны х от стоимостей 
ф рагм ен тов  сети, верш и нам и  которы х  яв л яется  объект  
R  уровня  :
MR- i
)=. S 3 (**,.)•
R -l
П оскольку  R -й уровень иерархии сети связи  я в л яе т с я  п о сл ед ­
ним, ТО Sr , 1 =  0 .
Р е ш а я  в пункте «б» уравнение
Q £ th (x r , i) = 0 ,  (2.15)
находим оптим альное  значение абсциссы  о б ъ екта  R  уровня:
. (С ледует  отметить, что условию (2.15) м о ж е т  соответство­
вать  целый ин тервал  оси х.  О бозначи м  гран и ц ы  этого интер-
1. Op t ^  „в а л а  a ^ j ,  , тогда  в качестве  х m  м ож н о б р а т ь  лю бое 
значение  из и н тер вал а  [ а ^ , а ^ ]  ) .  П о д ст а в л я я  зн ач ен и е  х  
в рекуррен тн ое  соотношение (2.13), получим оп ти м ал ьн ы е  а б с ­
циссы объектов  ( R — 1)-го  уровня:
Opt o p t . o p t . . :— г -l
XR~ 1. Ir - \  =  (X R, l)> 1r~ 1 =  С _ i  .
З а т е м  д л я  к а ж д о го  значения  r =  R  — 2, R  —  3, ..., 1, путем 
последовательн ы х  подстановок к а ж д о го  нового зн ач ен и я  в в ы ­
р аж ен и е  (2.13), находим оп тим альны е абсциссы  о б ъ екто в  си­
стемы на всех уровнях  иерархии :
opt _  ^ o p t , o p t .
ir+1 = 1,M,+1 , ir ^  J (r, i r + i )  ,
П роцедура  оптимизации по оси у  полностью повторяет  рассмот-
PeHg^ р езультате  будем иметь план  р азм ещ ен и я  объектов 
системы
н ор' =  [ « Т  ь  (2 Л 6 >
имеющий м иним альную  стоимость сети связи  д л я  орто го н ал ь ­
ной метрики (2.3) [43]. Если р ассм атр и в ать  полученный «орто­
гональный» план  (2.16) при евклидовом  способе оценки меж - 
объектных расстояний (2 .4) , то он, в общ ем случае, будет иметь 
большую стоимость сети связи, чем чисто «евклидовы й» план, 
полученный при оптим изации функции (2 .8 ) с евклидовы м и р а с ­
стояниями. О дн ако  с практи ческой  точки зрени я  в больш ин­
стве случаев «ортогональный» план  с евклидовы м и р ассто ян и я ­
ми оказы вается  предпочтительнее чисто «евклидового» п лана . 
Это вы звано тем, что, во-первых, линии связи  никогда не п р о ­
клады ваю тся  виатяг, т. е. необходим а н екоторая  технологиче­
ская «слабина»  линий связи , которая  есть у «ортогонального» 
плана и полностью отсутствует  у «евклидового»; во-вторых, 
«ортогональный» план  более  геометрически правильны й, чем 
«евклидовый», что я в л яе т с я  сущ ественным аргум ентом  в его 
пользу при трасси ровке  ком м уникаций.
Рассм отрен ную  проц едуру  поиска «ортогонального» п лан а  
(2.10) — (2.14) ц елесообразн о  вы полнять  графически . П ри  этом 
производные от ф р агм ен то в  сети связи  удобно и зо б р а ж а т ь  о т ­
резкам и  прямой с ук а за н и е м  на к а ж д о м  из них значений прои з­
водной (рис. 2.4,6) — это уп р о щ ает  и д ел а е т  н аглядн ы м  процесс 
сум м ирования и реш ен ия  уравнени й  (2 . 12).
П р и м е р  [45]. Н а  рис. 2.5 приведена cxexvia электрических 
соединений С С П О И . К о о р д и н аты  изм ерительны х пунктов (И П ) ,
ИП и  ПП(нулевой у р о в е н ь )
1~й
уровень Гу к ~\ 1 э вмЛ  ч
2~й уровень I У* I /
Рис. 2.5. Структура сети связи ССПОИ (к примеру)
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Метрические характеристики И П  и АП











1*0 — о о 
*
Уо<0 soi(i
1 ИП 3 8 1
2 » 3 10 1
3 » 7 14 1
; 4 » 5 5 1
5 » 9 11 1
6 » 8 16 1
; ? » 10 18 1
8 » 20 13 1
9 » 21 18 1
10 » 22 12 1
11 АП 11 3 1
12 1 » 12 6 1
13 » 16 2 1
14 » 18 7 1
абонентских пунктов (АП) и стоимостные характери сти ки  л и ­
ний связи  приведены  в табл . 2.1. У дельная  стоимость м аги ст ­
рал и  р а в н а  3 ед/м.
Т ребуется  найти тако е  полож ение  узлов  ком м утации  (УК) и 
ЭВМ , при котором обеспечивается  минимум стоимости всей сети 
связи.
Р е ш е н и е .  М атр и ц ы  связанности  и удельной слож ности 
д л я  дан ной  системы имею т следую щ ий в и д :
Е =
[3 3]
И н дексны е м н ож ества  находим  по ф орм уле  (2.1) :
/ ( 0 , 1 )  =  { 1 ,2 ,3 ,4 ,  5}, / ( 0 , 2 )  = { 6 , 7 , 8 , 9 , 1 0 } ,
/  (0,3) =  {11, 12, 13, 14}, /  (1,1) =  { 1 ,2 ,3 } .
О птим и зацию  начнем с поиска оп тим альны х абсцисс У К  и 
ЭВМ . Д л я  к а ж д о го  п-го о б ъ екта  1-го уровня  (/* =  1 , 2 , 3 ) ,  со- 
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Гласно (2.11) находим йрОизводные от стоимости соответствую ­
щих ф рагм ентов
4 и х ( х ц х) =  2  0 07  ( х и , )  .
1 t0 e = / ( 0 , i , )  oz° 1
Эти производные будем о бозн ачать  о тр езкам и  оси с у казан и ем  
значений производной на к а ж д о м  из них ' ( с м .  рис. 2 .4). Р е ш а я  
• уравнение ( х ц 1 ) =  ( ± )  S h j  =  ± 3  д л я  =  1 , 2 , 3  после­
довательно находим  к о р н и :
cij2 =  ^ , а +  — 7 ,
=  1 0 , ! а +  =  21 ;
а ^ = П ,  =  18 (рис. 2.6, а, б, в) .
С огласно в ы р аж ен и ю  (2.13) оптим альны е  абсциссы 
x opt (x2i) , i\ — 1 ,2 ,3  равн ы
\ 3 ,  х2 < 3 ;
(Хи)  =  х2 е = [ 3 ,7 ] ;
I 7, *2 >  7 ;
Г 10, *2 <  10;
х °п “  { *2, х2 е [ 1 0 ,  2 1 ] ;
( 21 , х2 >  21 ;
( И ,  * 2 < И ;
ХТ  ^  =  |  Л'2, х2 €=[11, 18];
( 18, х2 >  18.
П роизводны е от стоимостей ф рагм ен тов  равны  (рис. 2.6, г, д, е ) :
3 ,  x2i <  3 ;
ЛШ1П , . I . / ч |
Оц (^21) Он (* п )  1 Хц— 5 Х-21 е= [3, 7 ] ;
+  3 , x2i >  7 ;
— 3 ,  x:2i <  10 ;
0 j 2 (х21) = |  O12 (xi2) jx)3>=xal) x2i €= [1 0 ,2 1 ] ;
+  3 ,  Х21 >  21 ;
— 3 ,  *2I <  11 ;
Oig (-^21) —j 0l3 (X13) |х13=ха1) Л'21 e  [11, 18];
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Рис. 2.6. Пример расчета оптимальных координат объектов системы по оси х
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С уммируя вы численны е йройзводны е и учиты вая , что второй 
уровень иерархии сети связи  я в л яется  последним, будем иметь
q T  (*21) =  2  ОпГ (*2i) (рис. 2.6,ж )  .
й е= 7 (1 ,1)
О п ти м ал ьн ая  абсцисса  определится  из условия
q 7 ( * 2i) = °1 * 21' ~~ ЛЮбое на ОТРезке  t 11’ 121- П усть Х°1[= 11- 
Тогда, в о зв р а щ ая с ь  к вы р аж ен и ям , полученным д л я  х г^  (h —
’ Opt п  o p t 1 . Opt . .
=  1 ,2 ,3 )  , будем иметь х п  =  7, х 12 =  11, х 13 =  11 .
А налогично д л я  оси Y : у £ ' -  10, y f t ' =  10,
yt(yT) = 13' »»<*«) - 7-
П олученны й «ортогональны й» план  приведен на рис. 2.7. 
С у м м ар н ая  стоимость сети связи  с евклидовы м и расстояни ям и  
д ля  этого п л ан а  { U °pt) =  . . . .  Д л я  сравнения, сум ­
м арн ая  стоимость сети связи  с ортогон альны м и расстояни ям и  
Q f f i ’ ( У 01>') =  125 ед.
Рис. 2.7. Ортогональный план размещения объектов ССПОИ с ев­
клидовыми расстояниями: □  — ЭВМ; ■  — УК, О — ИП и АП
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2.5. РАЗМЕЩЕНИЕ ПРИ ПРОСТРАНСТВЕННЫХ  
ОГРАНИЧЕНИЯХ
В отличие от зад ач и  безусловного оптим ального  размещен 
ния, реш ение которой в силу метрики (2.3) расп алось  на две 
незави си м ы е процедуры  по соответствую щ им осям координат, 
за д а ч а  (2.8) — (2.9) явл яется  зад ач ей  векторной оптимизации
- ‘У
в том смысле, что компоненты векторов Urir — [x rir> У п п \
г =  \ ,R,  ir = l , M r  св язан ы  пространственны м и ограничениями
(2.9). П оследн ее  не позволяет  получить простые соотношения, 
подобные (2.10) — (2.14).
Будем  искать реш ение зад ач и  (2.8) — (2.9) к а к  реш ение сле ­
дую щ ей рекуррентной  зад ач и  о п т и м и з а ц и и :
ГШП { 2  S г—j ; ir_  j || Mf—lj /г_2 Uri f li “Ь Srir || Uri г
un r & D u  l r - l
' ь i r-\-i II) > r ~  ir £= J (r, ir+i), ir+i ~  \ , M r+\ . (2.17)
Здесь  Urir — вектор координ ат  объектов  р азм ещ аем о го  уровня, 
—> —>
Ur—i* iT—\ » и -щ +ь  ir+l — оценки векторов  координ ат  объектов 
с м еж н ы х  уровней.
Выбор оценок и г - и  ir_ x и ur+ u i r+ l  зависи т  от того, каким  
образом  при коррекции осущ ествляется  д ви ж ен и е  по уровням  
системы — от И С  к объекту  верхнего уровня  или наоборот. 
Если д ви ж ен и е  н ачинается  от объектов  первого уровня, т. е. 
г =  1, 2 , то на к а ж д о м  ш аге  г реш ения рекуррентной з а д а ­
чи (2.17) в качестве  оценок векторов координ ат  объектов  с м е ж ­
ных уровней целесообразн о  вы б рать  следую щ ие :
LLr—l) ir — l ~  Ur-~ 1 , i"r_ i j
/ \  /Ч
Ur+l, i r 4 l =  ir +  l >
—>
где и ? - 1 , lV_ j — реш ен ие  зад ач и  (2.17) на преды дущ ем  ш аге 
г - 1  ;
“♦opt
u r+v  ir +1 — элем енты  (г +  1)-й  строки безусловной опти­
м альной  м атри ц ы  (2.16) .
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Если коррекция  начинается  с определения допустимы х к о о р ­
динат* объекта  уровня  R,  т. е. r =  R,  R —  1, 1, то на к а ж ­
дом г -м ш аге  реш ения зад ач и  (2.17) в качестве  оценок
и г - ы г - 1  и “'+ Ь ' г т 1 следует брать  векторы
' /ч
—>  —>op t
Ur— 1 )  ir — l =  u r—I1) i r - i - i ?
—» —>op t
1 Ur-f-Ь ir-\ \ U r-l-I f ir-\-i ?
где*и°1 ^  i j — элем ент  ( г — 1)-й строки м атри цы  (2 .1 6 ) ;
m?+ij /г+1 “  реш ение зад ач и  (2.17) на преды дущ ем  шаге.
Граничные условия д л я  обоих алгоритмов
—>■ —►
Wo ('о =  Мо 'о
_  °Р1UR+ь / # +1 — .
Первый алгоритм  коррекции будем обозначать  (1 ■->/?), а вто ­
рой — ( /?—>-1). В ы р аж ен и е  в круглы х скобках  озн ачает  н а ­
правление д ви ж ен и я  коррекции согласно иерархии сети связи.
С ледует отметить, что в общем случае  и* R) ф  u*(R , 
где u * ^ R) и — допустимы е реш ения зад ач и  (2.8) — (2.9),
полученные с помощ ью  алгоритмов (1 ->-R) и (/?-> 1) соответ­
ственно. Эти реш ения могут быть существенно неоптимальны. 
Д ействительно, после алгоритмов коррекции ( \ - > R )  и (/?->-1) 
объекты С С П О И  в общ ем случае будут находиться  в н ер ав н о ­
весном состоянии из-за  того, что реш ение зад ач и  (2.17) на к а ж ­
дом г -м ш аге  ищ ут при условии неизменности оценок ir _ { 
и ur+i, ir ,л  . В самом деле, одна из этих оценок (в зависимости 
от н ап равлени я  коррекции) на следую щ ем ш аге  зад ач и  (2.17) 
сама является  оптим изируем ы м  п арам етром  и м ож ет  и зм ер ять ­
ся. П оэтому целесообразн о  еще р аз  проделать  процедуру к о р ­
рекции, но в нап равлени и , противополож ном  п реды дущ ем у  и т. д. 
До тех пор, пока не получим установивш ееся  решение. О бразн о  
говоря, происходит «встряхивание»  иерархической  системы в ы ­
ведением из равновесия  объектов  исходного уровня (r — R  или 
r ~  1 — согласно н ап равлен и ю  коррек ц и и ),  в р езультате  чего 
образуется «волна» перемещ ений объектов, ко то р ая  доходит
37
до граничного уровня, «о тр аж ается»  и д в и ж ется  в обратном 
направлении. Если модули исходного уровня  д л я  «отраженной» 
волны р азм ещ ен ы  неоптимальны м  образом , то д ви ж ен и е  возоб- 
новляется  и так  до тех пор, пока не образуется  установивш ееся 
реш ение — « с т о я ч а я »  в о л н а .  Т ак  к а к  при к а ж д о й  э л е ­
м ентарной коррекции (1 ->/?) или (R-*-1) р еш ается  з а д а ч а  ми­
нимизации (2.17), то величина Qce™ не м ож ет  возрастать , т. е.
Qce™ («*<*--*'•"•*«>) > Qce™ _ .
Qc„„ >Qc,™
Следует  отметить, что установивш ееся  решение £/*(оо) зависит 
от того, в как ом  н ап равлени и  — (/?-»-1) или ( 1->/?) начата  
коррекция; алгоритм ы  ( /? -» - 1 -»-/?-»— , 1 - > - / ? - > 1 -»— ) в об­
щ ем случае д ад у т  различны е  результаты , причем, априори 
трудно отдать  предпочтение тому или иному алгоритм у  к о р ­
рекции. По этой причине при решении зад ач и  (2.8) — (2.9) це ­
лесообразн о  использовать  оба алгоритм а. О кон чательное  р еш е­
ние определим при сравнении результатов .
М о д е л и  р а з р е ш е н н ы х  областей
Н етрудно  заметить , что на к аж д о м  этапе  решения задачи) 
(2.17) в м онтаж ном  пространстве  Г)и минимизируется  функция! 
вида I
Q (и) = У, s, || U , - и И, (2.18)!
( Е /
•—̂ —iv
т. е. определяется  вектор и* — [х *, у*] е  D u, при котором Q ( и ) , 
м иним альна . Е сли  область  D u м ногосвязна и представлен а  Р
разреш ен ны м и областям и , то д л я  поиска и* необходимо пере­
брать  Р  «подозрительных» на экстрем ум  точек, доставляю щ их
минимум функции Q (и)  на соответствую щ ей разреш енной об­
ласти.
Если разреш ен н ы е  области имею т вид прямоугольников, ори­
ентированны х п ар ал л ел ь н о  координатны м  осям, то д л я  метри­
ки (2.3) «подозрительные» точки будут иметь следую щ ие коор­
динаты  [43]:
( Лрь При Х °^  <  Хр\ ,
Хр* =  I x opt, при x opt е  [хРх, х рп],
1 XpQ, при Xopt >  Хрп ,
(2.19)
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Ур\ > при у  




= \Ур\, Ура ] ,
Здесь  и ор! opt
Ур* = \ у
у Ра, при y opt >  у р2 ■
^optj — безусловный оптимум функции (2.18); 
к х  урЪ у р,2 — концы отрезков проекции прям оугольника  
р (р  _  fjp'j  на соответствующ ие координ атн ы е оси. Точкой гл о ­
бального оптимума Q (и)  на области  D u будет одно из значений
—> •—>  ̂ ^ ^
Ц]*, W2 ’> ^3 > •••> ^Р '
П ростота  вычисления особых точек (2.19) д ля  ориентиро­
ванных прямоугольников д ел ает  целесообразной  аппроксим ацию  
области D u набором прямоугольников, ориентированны х п а р а л ­
лельно осям коорди н ат  (рис. 2 .8). С ледует  отметить, что ориен­
тированные прям оугольники позволяю т проводить ап п р о кси м а­
цию D u с любой степенью точности. П р а в д а ,  при этом следует 
учитывать, что увеличение числа прям оугольников  ведет к р а с ­
ширению м нож ества  «подозрительны х» точек, в результате  чего
увеличивается  и врем я поиска и* .
У
■ ®  N
©
Рис. 2.8. Аппроксимация монтажного пространства ориентиро­
ванными прямоугольниками
В некоторых случаях  д л я  к аж д о го  объекта  С С П О И  вы де­
ляется своя собственная р а зр еш ен н ая  область, ко то р ая  м ож ет  
пересекаться или не пересекаться  с разреш ен ны м и областям и  
Других объектов. Если к а ж д а я  собственная  область  п р ед став ­
ляет собой прямоугольник , то з а д а ч а  (2.8) — (2.9) с помощ ью
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м етода (2.10) — (2.14) м ож ет  быть реш ена с абсолю тной точно 
стыо. Д остаточн о  ввести в рассм отрение совокупности т а к  на 
зы ваем ы х  «вешек», расп олож ен н ы х  в верш и нах  прямоугольна 
ков, и соединить их с соответствую щ ими объектам и  линиям» 
связи, имею щ ими удельную  стоимость 5 тах (рис. 2.9) :
R -1  Мг
s „ „ >  2  2  s r, .
г-0 1=1 '
Рис. 2.9. К введению «вешек»: ■  — перемещаемый объект, О — «вешка», 
=  — линия связи от вешки
П ри этом «вешки» д л я  С С П О И  р ассм атр и в аю т  к а к  объекта 
неп ерем ещ аемого  (нулевого) уровня  н ар авн е  с И П  и внешними 
устройствам и Э В М  (А П ).  В работе  [43] д о казан о ,  что в этом 
случае з а д а ч а  с пространственны м и ограничениям и (2.8) — (2.9) 
ф о рм альн о  сводится к метрически эквивалентной  за д ач е  безус­
ловной оптимизации (2 .8 ) и м ож ет  быть реш ена  с помощью 
м етода (2.10) — (2.14).
Алгоритм оптимального  р а з м е щ е н и я  
при  пространственных ог р а н и чен и ях
Н а основании результатов , полученных в преды дущ ем пунк­
те, р а зр а б о т а н  простой алгоритм  оптимального  размещения 
объектов  иерархических систем при наличии пространственных 
ограничений на их разм ещ ен ие . А лгоритм  закл ю чается  в кор­
рекции на область  D u «ортогонального» п лан а  размещения 
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'о б ъ екто в  системы (2.16), полученного с помощ ью  метода
' (2 Ю ) (2.14). К оррекц ия  состоит в установлении соответствия
'[между объектам и  системы и разреш ен ны м и о б ластям и  (п р я м о ­
у г о л ь н и к а м и ) ,  после чего пространственны е ограничения з а м е ­
н я ю т с я  связям и  с соответствующ ими «веш кам и»  (см. рис. 2 .9), 
р  "задача (2 .8 ) — (2 .9 ) ф орм альн о  сводится к метрически экви- 
?валентной за д ач е  безусловного оптим ального  разм ещ ен и я  (2 .8 ). 
\ А лгоритм состоит из подготовительного этап а  и 3-х этапов 
[ношения [43].  1
(  Н а  подготовительном этапе  м он таж н ое  пространство  и и ап ­
п р о к с и м и р у е тс я  набором  ориентированны х прям оугольников  
| (см . рис. 2 .8). Н а  1-м этап е  строится безусловный оптим альны й 
!«ортогональны й» план р азм ещ ен и я  объектов системы (2.16). 
П а  2-м этапе  устан ав ли в ается  соответствие м еж д у  п ер ем ещ ае­
м ы м и  объектам и  системы (в безусловном оптим альном  разм е- 
Зщснии) и разреш ен н ы м и  областям и . П ри  этом д л я  каж до го  
П ерем ещ аем ого  объ екта  системы р еш ается  за д а ч а  (2.17), и р а с ­
с м а т р и в а е м о м у  объекту  ставится  в соответствие та область  (п р я ­
м о у го л ь н и к )  м о н таж н ого  пространства  D u, в которой леж и т  ре- 
; шение указан ной  задачи . Н а  3-м этапе  ка ж д ы й  вы бранны й п р я ­
м оугольн и к  зам ен яется  парой «вешек» (см. рис. 2 .9), располо- 
|женных в его верш инах  и соединенных с соответствующ им о б ъ ­
е кто м  линиями связи  с удельной слож ностью  5 гаах. П осле  
ртого за д ач а  (2.8) — (2.9) ф орм альн о  сводится к з а д а ч е  безус­
л о в н о г о  оптимального  разм ещ ен и я ,  д ля  реш ения которой 
применим метод (2.10) — (2.14) .
2.6. АЛГОРИТМЫ ОПТИМАЛЬНОГО РАЗМЕЩЕНИЯ
НЕДРЕВОВИДНЫХ СИСТЕМ
Д о сих пор рассм атр и вал и сь  С С П О И  с древовидной стр у к­
турой соединений. Это явл яется  оп равданны м , поскольку  д р е ­
вовидная кон ф и гурац ия  соединений достаточна  д ля  обеспечения 
, электрической связи  м еж д у  о б ъ ектам и  системы.
I О днако на практи ке  м о н таж  оборудовани я  зач астую  ведут 
конструктивными блокам и  (стой кам и ),  объедин яю щ им и в себе 
несколько объектов системы. П оследн ее  м о ж ет  привести к о б ­
разованию  зам кн у ты х  контуров в структуре соединений «стоеч­
ного» вари ан та  системы. П оявлен ию  контуров способствует 
такж е  подклю чение объектов  системы к одному и тому ж е  и с ­
точнику питания. О днако  наличие контуров не п редставляет  
принципиальных трудностей д л я  алгоритмов оптим ального  р а з ­
мещения, описанны х в п п .  2.4, 2.5, поскольку  недревовидной 
структуре соединений м ож н о  поставить в соответствие м етриче­
ски эквивалентную  древови дн ую  структуру.
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Экв ива ле нтные  за м ен ы
Д л я  сети с ортогональны м и расстояни ям и  (2.3) рассмотри,^ 
некоторые способы зам ен ы  недревовидны х структур эквивалент- 
иыми древовидны ми. С н а ч а л а  рассмотрим структуру, содержа- 
щую трехзвенны е контуры  (ортогональны е «треугольники»), 
Вы делим один из «треугольников» с п а р а м е тр ам и  S13, s 23, s 31i- 
Q a ,  где Sij — у д ел ьн ая  стоимость линии связи  м еж д у  соответ) 
ствую щ ими верш инам и; — с у м м ар н ая  стоимость линий, об­
разую щ их «треугольник» (рис. 2 .10,а ) .  Этот «треугольник» мет­
рически эквивалентен  «звезде» с центральной точкой (точкой 
Ш тей н ер а ) ,  соединенной с к а ж д о й  вершиной «треугольника^ 
лучом, имею щим удельную  стоимость, равную  сумме удельны* 
стоимостей сторон «треугольника», связан н ы х  с этой вершино]’ 
(рис. 2 . 10,б , в ) :
s 1 =  512 +  S31; S2 — S12 +  5-231 S3 — S31 +  S23 . (2 .20l|
тональная» звезда
М етрическая  эквивалентность  означает, что Q a =  Q * ,  где Q * -  
су м м ар н ая  стоимость линий, образую щ и х  «звезду». Очевидности 
этого резу л ьтата  д л я  ортогональной  метрики (2.3) не требуе- 
д о к азател ь ств  [43].
Н а  основании сказан ного  м ож но сф орм ули ровать  следующий 
алгоритм  р азм ещ ен и я  С С П О И  с трехзвенны м и контурами: |
1. К аж д ы й  «треугольник» в структуре сети связи системь 
зам енить  эквивалентной  «звездой» с п а р а м е т р ам и  (2 .20 ).
2. Д л я  полученной древовидной сети связи системы приме: 
нить метод  (2.10) — (2.14) .
3. В полученном решении провести обратны е зам ен ы  «звезД' 
на соответствующ ие «треугольники».
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П оскольку  метод (2.10) — (2.14) оптимален , а «звезды» для 
метрики (2.3) метрически экви вален тн ы  «треугольникам», то 
полученный «ортогональный» план  р азм ещ ен и я  системы с тр е х ­
звенными кон турам и  будет оптим альны м  (для  ортогональной 
[метрики) .
Соединение объектов системы но евклидовой метрике при ­
ведет к уменьш ению  стоимости сети связи. П р а в д а ,  она будет 
несколько больш е стоимости наилучш его «евклидового» плана, 
полученного д л я  системы с трехзвенны м и кон турам и  (конечно, 
если такой план  удалось  бы получить).
П е р е м е н н а я  ф ик сация
П ри наличии многозвенных и влож ен н ы х  контуров реш ение 
несколько услож н яется .
Рассм отри м  сеть связи, со дер ж ащ у ю  L  контуров и М  п ер е­
мещ аем ы х объектов. П усть п ерем ещ аем ы е  объекты  имею т но ­
мера, об разую щ ие множ ество  /  =  {1,2 ,... , М ) . О бозначим  // — 
степень /-го объекта  (количество объектов  из м н ож ества  / ,  
смеж ны х с j -м об ъ екто м ) .  З аф и кси р у ем  несколько объектов  
системы с ном ерам и из м нож ества  J * a J .  В этом случае  к а ж ­
дый объект  /  е  /  м ож но интерп ретировать  ка к  // объектов  н у ­
левого уровня (неперем ещ аем ы х) с одними и теми ж е  к о о р д и ­
натами Uj =  [Xj, у / ] . П ри  этом все контуры, в состав которых 
входит у-й объект  (рис. 2 . 11) , р азом кн утся .
Объект л/*2 
зафиксиробан
Рис. 2.11. Переход от многоконтурной сети связи к древовидной
Выберем м нож ество  /* таким  образом , чтобы ф и ксац ия  о б ъ ­
ектов с ном ерам и из /* п р ев р ати л а  структуру сети связи  систе­
мы в древовидную. А налогичны м об разом  вы берем  м н о ж ест­
во но у ж е  из оставш егося  м н ож ества  объектов. П ри  этом 
Г)/** =  0 .  Д л я  п р ео б р азо ван и я  структуры  сети связи системы 
в Древовидную достаточно за ф и к си р о в ать  объект  с ном ерам и 
из множ ества /* либо из /**. Но д л я  этого необходимо знать  
к°ординаты  этих объектов.
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П усть  каким -либо  образом  получена н ач аль н ая  оценка коор
д инат  и * ,  j  <= /* полож ен ия  объектов с ном ерам и из множес-у 
ва J*. Выполним следую щ ие действия : Я
1. О б ъ яви м  объекты  из м н ож ества  /* неп ерем ещ аем ы м и об!
ектам и нулевого уровня  с коорди н атам и  u*j, j  е  /* (т. е. заф щ  
сируем эти объекты ) и перейдем от исходной многоконтурно* 
сети связи  к сети с древовидной иерархической структурой 
соединений (см. рис. 2 . 11) .
2. С помощ ью  метода (2.10) — (2.14) вычислим координат* 
перем ещ аем ы х  объектов  системы д л я  полученной структур;' 
соединений: ' :
—>
Uj, j  е  /  \  / ,
при этом будут вычислены координ аты  объектов, имею щие н<
м ера из м нож ества  /**: u k**, поскольку /** с= J \  /
3. О бъяви м  объекты  с ном ерам и из м нож ества  /** непер!
м ещ аем ы м и с коорди н атам и  и,**, k  е  /**, а объекты  с номеру 
ми из м нож ества  /* освободим. |
4. Д л я  вновь полученной древовидной иерархической стру! 
туры сети связи  вычислим координ аты  п ер ем ещ аем ы х  о б ъ ект !
с помощ ью м етода (2.10) — (2.14): «/, j e i \  J**, при этом буду
оценены координаты  объектов  с ном ерам и  из м н ож ества  J 
—̂
и,*, /  е  / ,  поскольку /* с= /  \  /** .
В результате  проведенной итерации будем иметь оценку ис
л ож ен и я  всех объектов  системы: U — [Uj] ,  j  <= / .  Д л я  уточнена 
этой оценки вновь обратим ся  к п. 1 и т. д. до тех пор, пока н 
некоторой /е-й итерации ни получим устан овивш ееся  решенш
Ц ( к )  _  ( / ( f t — 1 )  #
ИКоличество итераций зависи т  от начальной оценки и* ,
В качестве  оценки начального  полож ен ия объектов  системы И 
лесообразн о  взять  «ортогональны й» план  (2.16), получений 
для _ р ассм атр и в аем о й  системы с L  разом кн уты м и контурами 
структуре  м еж о б ъ ектн ы х  соединений.
О бозначим  погреш ность оценки стоимости сети связи сией 
мы д л я  метрики (2.3) :
6 q!s ’ =  (q 's ' - ^ q T )  i q T >
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!десь Q™ln =  Qs { U°pt) — м и н и м ал ьн ая  стоимость сети связи
системы;
I ЛI Q(k) =  Q s i U W )  — стоимость сети связи  системы на /г-й
| итерации.
Поскольку метод  (2 . 10) — (2.14), используемы й д л я  получения 
щ ен к и  U W,  оптимален, то б Q lsk) <  Ь Q ' f - ' h  т. е. алгоритм
ш. 1— 4 сходится.
Сходимость предлож енн ого  алгори тм а  до конца не исследо- 
зана, но удалось  п оказать , что д л я  систем с трехзвенны м и кон- 
гурами д л я  метрики (2.3) он д ае т  точное решение: g  k, 8 Q s k =  0. 
Этот ф ак т  в работе  [43] установлен  путем сопоставления р е ­
зультатов, полученных с помощ ью  алгоритм а  пп. 1— 4 и а л го ­
ритма, основанного на зам ен е  «треугольников» «звездами». 
Точное решение достигалось  у ж е  после д в у х — трех итераций.
П р и м е р  оптимизации системы 
с н е др ево ви дн ой  топологией сети свя зи  [43]
О птимизация р азм ещ ен и я  системы (табл. 2.2) со структурой 
соединений, содер ж ащ ей  трехзвенны й цикл (рис. 2 . 12,а) ,  про ­
водилась двум я  способами.















1 2 3 4 5
1 5 5 2
2 15 35 3
1 . 3 35 30 1
4 20 25 2
5 35 10 3
6 45 0 2
7 50 65 1
2 8 60 75 2
9 70 85 3
10 85 90 2
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Окончание таблицы 2.2
1 2 .3 1 4 5
11 105 95 1
2
12 90 80 3
13 75 70 2
14 125 55 1
15 115 40 2
16 130 20 2
17 150 15 3
18 160 35 2
3 19 160 50 1
20 170 50 3
21 155 70 3
22 130 80 2
а
Рис, 2.12. Пример замены «треугольника» «звездой»: а — структура 
соединений до замены; б — после замены; в — иерархия сети связи
после замены
) способ  з а к л ю ч а л с я  в зам ен е  «треугольника»  эквивалент­
ной «звездой» (рис. 2 .12), после чего з а д а ч а  ф орм альн о  своди­
лась к з а д ач е  безусловного оптимального  разм ещ ен ия .
2 способ  состоял в попеременном ф иксировании объектов с 
ном еоам и  1 и 2 (/*  =  {1}, /** =  {2}). Н а  к а ж д о й  итерации ф и к ­
си ровался  один из объектов (№ 1  или № 2 ),  в р езультате  чего 
cTDVKTvpa системы при обретала  древови дн ы й х ар ак тер  
(пис 2 13) И з а д а ч а  р азм ещ ен и я  такой  системы р еш ал ась  с по- 
1  г п т  пью метода (2 . 10) —  (2 .1 4 ) . П ри этом на к а ж д о й  итерации 
соответствующ ий объект  (№  1 или №  2 ) ф икси ровался  с коор­
динатам и полученными на преды дущ ей итерации. Н а  первой 
итерации нач альн ое  полож ение  объекта  №  1 вы бран о  с к о о р д и ­
натами: * =  0, у  =  0. О кончательное  (установивш ееся) решение 
было получено на третьей  итерации и полностью  совпало с р е ­
шением, полученным первы м способом (рис. 2 .14).
э в л г  - /
Э А М - 2
















































































2 7. ПОСТРОЕНИЕ НАЧАЛЬНОЙ ТОПОЛОГИИ
СЕТИ СВЯЗИ
В пп. 2.4 2.6 рассм атр и в ал и сь  вопросы разм ею ени я  С С П О И
три зад ан н о й  топологии сети связи, т. е. м атри ц ы  Е, S  сч и та ­
лись известными. Н а  знан ие  топологии сети связи  были т а к ж е  
ориентированы все излож ен н ы е  алгоритм ы  оптим ального  р а з ­
мещения. О днако  проектировщ ику, р а зр а б а т ы в а ю щ е м у  С С П О И  
■> самого н ачала ,  топология сети связи  системы, к а к  правило, 
неизвестна. В озни кает  з а д а ч а  ее определения. П ри  этом п о яв ­
ляются определенны е трудности, поскольку  д л я  построения оп­
тимальной топологии сети связи  необходимо зн ать  план  р а з м е ­
щения объектов системы, а д л я  построения п л ан а  последнего 
необходимо знать  топологию сети связи.
Д л я  р азр ы в а  этого круга  в заи м о связан н ы х  з а д ач  ни ж е п р ед ­
лагается алгоритм  построения начальной топологии сети связи, 
.юнованный на ин терпретации кратчай ш его  дерева , построен­
ного на м нож естве И П , в виде иерархической  системы с непе- 
ремещ аемыми и перем ещ аем ы м и  о б ъ ектам и  (см. рис. 2 .2 ).
Выбор начальной топологии С С П О И  п р ед п о л агает  у стан о в ­
ление соответствия м еж д у  И П  и У К  и построение топологии м а ­
гистрали, объедин яю щ ей  Э В М  с У К  (см. рис. 2 .1). П ри  этом 
будем считать, что полож ен ие  И П  и А П  известно, т. е. эти о б ъ ­
екты являю тся  неп ерем ещ аемы м и . О бозначим  м нож ество  И П  
<ак Л'0, Д л я  построения кратч ай ш его  д ер ев а  на м нож естве  Х 0 
необходимо найти такую  систему дуг, чтобы: 1 — лю бы е д ва  
элемента из Х0 были бы связаны ; 2 — о б щ ая  д ли н а  всей сети 
|вя зи  бы ла м иним альна . Этим условиям  удовлетворяет  алгоритм  
Прима [46], которы й предписы вает  следую щ ие действия: на 
множестве исходных объектов  (в дан ном  случае  на м н о ж ест ­
ве Х 0) строится полный граф , и на  первом ш аге  алгори тм а  
выделяется ребро  гр аф а ,  им ею щ ее наименьш ую  длину. Д а л ее ,  
ia каж до м  последую щ ем ш аге  из оставш ихся  ребер полного 
'раф а  вы бирается  ребро с наименьш ей длиной и проверяется , 
эбразует ли это ребро цикл с ф рагм ентом  гр аф а ,  состоящ им из 
занее выделенных ребер. Если цикл не образуется , то р а с с м а т ­
риваемое ребро вы деляется , в противном случае — о т б р а с ы в а ­
ется. Алгоритм П р и м а  за в е р ш а е т  свою р аботу  после перебора 
эсех ребер полного гр аф а .  М нож ество  вы деленны х ребер пол- 
юго граф а  будет соответствовать искомому кр атч ай ш ем у  д е р е ­
ву, которое будем об о зн ачать  G (0) (рис. 2 .15,а) .
Д ал ее  д л я  построения начальной топологии сети связи  необ­
ходимо провести следую щ и е п р ео б р азо ван и я  н ад  полученным 
херевом G<°) :
каж дом у элем енту  а е  Х0, явл яю щ ем у ся  внутренним узлом  
.дерева G<°>, поставим  в соответствие дополнительны й узел  (так
49
н азы ваем ую  «точку Ш тейн ера»)  таким  образом , чтобы в ито| 
все элем енты  м нож ества  X Q ок азал и сь  внешними у зл ам и  в но® 
полученного д ер ева  Gm) (рис. 2.15,6) ;
считая  элем енты  м нож ества  Х 0 нулевым уровнем  иерархи) 
р асп олож и м  точки Ш тейн ера  по уровням , сохран яя  неизменна' 
структуру соединений д ер ева  (рис. 2.15,в ) ;  при этом кол:,
чество уровней иерархии будет ' 1
Я  =  [ г  m a x / 2 ] ,
1де г щах — количество узлов в самой длинной цепи дерева 
!•] — ц ел ая  часть «•» ;
Рис. 2.15. Задание начальной топологии сети связи: а — кратчай­
шее дерево, построенное на множестве ИП ( 9  — И П ); б — введение 
точек Штейнера (Л  — точки Штейнера); в — распределение точек 
Штейнера по уровням иерархии (О — псевдоточки)
недостаю щ ие объекты  на у ровн ях  иерархии представим  псе*« 
д ето ч кам и  и пронумеруем  все точки Ш тейн ера  на к а ж д о м  Е  
уровне (г = IJR) от 1 до М т. П олученную  структуру нетруД* 
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тя определения  м атри ц ы  удельны х стоимостей линий связи  S 
обходимо установить соответствие м еж д у  точкам и  Ш тейн ера  
реальны м и объектам и  С С П О И  (см. рис. 2 .1). В рассм атри вае-  
>м случае  физическими а н ал о гам и  точек Ш тейн ера  являю тся  
бо УК, либо р а зъ е м ы  на магистрали . П ри  этом сеть связи, 
ъ ед и н я ю щ ая  точки Ш тейнера , экви вал ен тн а  системной маги- 
рали, к которой в лю бом месте могут п одклю чаться  ЭВМ . 
эсле идентиф икации точек Ш тейн ера  не составляет  тр у да  оп- 
делить удельн ы е стоимости всех линий связи  С С П О И  с уче- 
м информационной производительности И П , ком м утационной 
особности У К  и технологических хар ак тер и сти к  проводных 
ний связи.
Н а  этом построение начальной  топологии сети связи  С С П О И  
1Жно считать законченны м. П олученны й результат :  Е & \  5 (0) — 
ляется  опорным реш ением  зад ач и  построения топологической 
емы С С П О И .
2.15,в, м атри ц а  Е  будет иметь следую щий вид:
2.8. СИНТЕЗ ТОПОЛОГИЧЕСКОЙ СХЕМЫ ССПОИ
Синтез топологической схемы С С П О И  п о д р азу м ев ает  реше- 
е следую щих в заи м о св язан н ы х  задач :
выбор необходимого коли чества  У К  и распределен ие  И П  
ж д у  ними (составление ком м утационной табли ц ы ) ; 
выбор структуры  м агистрали , объедин яю щ ей  все У К  с ЭВМ ; 
разм ещ ен ие  объектов  С С П О И  в м он таж н ом  пространстве  
критерию минимума стоимости сети связи.
 ̂В общих чертах  алгоритм  синтеза топологической схемы 
^ПОИ был рассм отрен  в п. 2.3. А лгоритм  состоит из 3-х 
апов :
1 этап — определение начальн ой  топологии С С П О И ;
2 этап — оптим альное  р азм ещ ен и е  объектов С С П О И  в м он­
таж н о м  пространстве;
3 этап — коррекция  топологии сети связи  С С П О И .
Д в а  последних э тап а  циклически повторяю тся.
П ервый этап ал го р и тм а  подробно рассм отрен  в преды дущ ем  
раграфе. Р езу л ьтато м  его выполнения будет С С П О И  с п ара-  
лрами Uо, £(°), S(°), где U0 — м атри ц а  ф изических координ ат  
1 и АП; {£«», 5 (0)}— н а ч а л ь н а я  топология сети связи  С С П О И , 
ответствуюгцая кратч ай ш ем у  дереву  GL0) , построенному на
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м нож естве  И П . О п тим и зация  р азм ещ ен и я  такой  системы j 
втором этапе  алгори тм а  при ведет  к построению допустимо] 
п лан а  разм ещ ен и я  объектов  системы £/(1) *, о б ращ аю щ его  в м 
нимум стоимость сети связи  системы. П ри  этом стоимость се 
связи  скл ад ы вается  из следую щ их величин : 1
где (Зле— су м м ар н ая  стоимость линий связи м еж д у  И П  и yj 
АП и Э В М  (периф ерий ная  сеть );  •
Q маг — стоимость системной магистрали , объедин яю щ ей   ̂
У К  и Э В М . (
А лгоритмы  оптим ального  р азм ещ ен и я  подробно рассмотк 
ны в пп. 2.4— 2 .6 . ■
С ледует  отметить, что при оптим изации разм ещ ен и я  с и а  
мы с топологией кр атч ай ш его  д ер ев а  С ш ) построенного j 
м нож естве  И П , точки Ш тейн ера  (У К  и р азъ ем ы  на магистрал) 
будут иметь тенденцию к слиянию, поскольку, к а к  правил 
удельн ая  стоимость линий связи  периферийной сети мены- 
удельной стоимости системной м агистрали . С тяги вание  магис 
рали  приведет  к концентрации У К  в некоторых точках  прое 
ранства , которы е будем н азы вать  центрами коммутации  cod 
щ е н и й  (Ц К С ) .  П о окончании второго этап а  м аги стр ал ь  прим? 
конфигурацию  дерева ,  построенного на м нож естве  Ц К С .
В силу оптим альности  алгоритм ов  разм ещ ен и я  (см. пп. 2.4-г 
2 .6 ) полученный план  £/(1> будет наилучш им д л я  системы 
топологией сети связи  5 (0), Е ^ \  т. е. д л я  этой топологии невО[ 
м ож н о  построить план разм ещ ен и я  объектов, облад аю щ и й  ст<|, 
мостью сети связи  меньшей, чем (2 .2 1 ). О днако , если измени* 
топологию сети связи  системы, то стоимость сети м ож н о умет 
шить. В самом деле, на втором этап е  алгори тм а  при оптимиа1 
ими р азм ещ ен и я -и зм ен я ю тся  расстояния  м еж ду  объектам и  с 
стемы, в р езультате  чего н ач аль н ая  топология сети связи  Е (!* 
S (0) м о ж ет  о к азаться  неоптимальной д л я  нового п лан а  разм^ 
щ ения объектов £/(1). Улучш ения топологии сети м ож но достич^ 
во-первых, за  счет п ер ераспределен ия  И П  м еж д у  Ц К С , во-втс 
рых, з а  счет построения кратчай ш его  д ер ева  на м нож естве  ЦК 
(оптим изац ия  м аги стр ал и ) .  У казан н ы е  зад ач и  реш аю тся  я* 
третьем  э т а п е  алгоритм а. , 1
Д л я  п ерераспределен ия  И П  м еж д у  Ц К С  достаточно най* 
x tj, i — 1,2 , ..., Mq, j =  1, 2 ,..., N k ,  м иним изирую щ ие |
* Здесь и в дальнейшем индекс в круглых скобках означает номг 
итерации рассматриваемого алгоритма.
(2.2:
М 0 N k 
Р л с  =  2  Я и (2 .2!
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ри условиях
? м 0 ш —
2  X i j k j ^ k j C y K ,  j =  \ , Nk ,  (2.23)
■ ;= i
д е Д4() — количество И П , АС— количество Ц К С ; 
ij Г 1, если i-й И П  подклю чен к /-му  Ц К С ,
Xij ~  ( 0 , в противном слу ч а е  ;
qij _  стоимость линии связи  м еж д у  г-м И П  и / - м Ц К С ;
■̂ — и н ф орм аци онная  производительность /-то И П ;
/̂ ■ — количество стан дартны х  У К  в j -u  Ц К С ;
СуК— пропускная способность одного У К .
З а д а ч а  (2.22), (2.23) явл яется  задач ей  линейного п р о гр а м ­
мирования транспортного  типа. Р а з р а б о т а н ы  методы, даю щ и е  
:е точное решение Х ор1=  3 [®3 •
О бозначим Qj2) =  Р л с (2б°р‘ . и(1))- П РИ этом справедливо
неравенство Qjfc <  Qj }q > поскольку решение x opl; является  н а й ­
му чшим.
П остроение кратчай ш его  д ер ев а  на м нож естве  Ц К С  приве- 
1ст к м агистрали  стоимостью Q <2)r c  Q (Ja[ .
П ерераспределени е  ИГ1 и оптим изации м агистрали  даст  
з итоге новую топологическую схему С С П О И  с п ар ам етр ам и  
Uо, U (l), Е (2\-  5 (2), которая  будет иметь стоимость сети связи 
СЙ-и <  • П ричем, уменьш ение стоимости сети д остиг­
нуто исклю чительно за  счет изменения топологии сети связи  
(разм ещ ение объектов  осталось неи зм ен ны м ). Д л я  новой топ о­
логии сети связи преж ний план р азм ещ ен и я  объектов  Ц (1) будет, 
з общем случае, неоптимальны м, поскольку построен д л я  д р у ­
гой топологии. П оэтом у целесообразн о  вернуться  ко второму 
утапу алгоритм а и провести р азм ещ ен и е  системы с п а р а м е т р а ­
ми U0> £ ( 2\  5 (2>. П олученный план  р азм ещ ен и я  объектов  си­
стемы Ц(2) будет иметь СТОИМОСТЬ сети СВЯЗИ Q се)1и1Ш<  Qcein 
поскольку используем ы е алгори тм ы  р азм ещ ен и я  оптимальны.
Д альн ей ш ее  уменьш ение стоимости сети связи  С С П О И  в о з ­
можно за  счет нового п ерераспределен ия  И П  м еж ду  вновь о б ­
разовавш и м ися  Ц К С  и построения на них кратч ай ш его  д е р е за  
Магистрали, после чего вновь воспользоваться  алгори тм ам и  оп­
тимального разм ещ ен и я  и т. д.
Таким образом , на к аж д о й  итерации алгори тм а  синтеза т о ­
пологической схемы С С П О И  вы полняю тся  следую щ ие действия:
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сн ач ала  по критерию  м иним ум а стоимости сети вы бирается  • 
пология сети связи  (2-й этап ) ,  затем  проводится оптималь* 
р азм ещ ен и е  С С П О И  с вы бран ной  топологией (3-й этап ) .  Е 
полнение условия *” <  @мТ"й1)т1П обеспечивает сходимос 
алгоритм а  за  конечное число ш агов. И тер ац и я  /С, на котор 
не происходит д альн ейш его  ум еньш ения  стоимости сети свя 
явл яется  последней. П олученны й в итоге план  размещ ен 
объектов системы U (k) будет о б лад ать  наименьш ей стоимост]
.̂mlnсети связи  QceTH ,
Г  л а в  а 3
В Ы Б О Р  И  О П Т И М И З А Ц И Я  П А Р А М Е Т Р О В  С Е Т И  
П Е Р Е Д А Ч И  Д А Н Н Ы Х
3 1 СЕТИ ПЕРЕДАЧИ ДАННЫХ. ОСНОВНЫЕ ПОНЯТИЯ
Р ассм отрен ны е в 1-й главе  методики план и рован и я  позво- 
яют оценить информ ационную  нагрузк у  на автом атизи рован-  
ую систему обработки  ин ф орм аци и  (А С О И ) к а ж д о го  из И П  
'соответствую щ ую  составляю щ ую  сум м арного  внешнего трафи- 
а сети передачи данных.
Основа данной сети — А С О И  И П , А С О И - последую щ их 
ровней обработки  измерительной информации, а т а к ж е  комму- 
ационные Э В М  ( К) .  У к азан н ы е  технические средства  я в л я ­
ется узлам и  сети и связан ы  м еж ду  собой с помощ ью  кан ало в  
Передачи сообщений (К П ) и связны х процессоров (С П ) .  В це- 
юм указан ны й ком плекс технических средств м ож н о отнести 
; сетям ЭВ М  (рис. 3.1). В такой  сети но к а н а л а м  передаю тся  
юобщения в виде дан н ы х  измерений, команд, запросов  и т. п.
Рис. 3.1. Структура системы сбора, передачи и обра­
ботки информации
К ом м утац ионн ы е Э В М  реш аю т  зад ач и  м арш рутизац ии  сое 
шений, а связны е процессоры обеспечиваю т ввод и вьщ 
сообщений, которы е возни каю т на входе или выходе Э В М  ка; 
дого узла . С точки зрени я  ан а л и за  и вы бора  п арам етров  тс 
нических средств, входящ их в дан ную  сеть ЭВМ , ее удоб; 
р азб и ть  на сеть передачи  д ан ны х  и на совокупность А С О И , ц 
торые составляю т  подсеть ресурсов обработки.
Сети пе редач и д а н н ы х  м ож но разбить  на три типа: сети 
ком м утацией  к ан ало в  (цепей), сети с ком м утацией  сообщ ещ  
сети с ком м утацией  пакетов.
Сеть с коммутацией  к а н а л о в  в н ач але  устан ав ли в ает  ве< 
путь из соединенных цепей от источника к адресату . П осле  эт| 
го начинается  п ередача  д ан н ы х  и все к а н а л ы  этого пути испол 
зую тся одновременно. Весь путь используется  только  даннь! 
источником до тех пор, пока тот его не освободит. Т огда  в 
кан алы , входящ ие в этот путь, вновь доступны д л я  исполь^ 
вани я  их другим и источниками. К ом м утац ия  к ан ало в  широ|( 
используется  в телеф онны х системах. ]
П ри коммутации сообщ ен ий  в определенны й момент време!1 
используется  только  один к а н а л  сети д л я  передачи сообщещ1 
от источника к адресату . Сообщ ение на к а ж д о м  ш аге  выбираг 
ка н а л  и передается  по нему от у зл а  к узлу. Если выбраннь1 
к а н а л  занят , то сообщ ение о ж и дает  в очереди, и, наконец, ког/ 
к а п а л  освобож дается , п ередача  возобновляется .
Н аи более  уни версальн ы м  и гибким способом передачи  да 
ных в сети Э В М  явл яется  коммутация  пакетов.  Он напоминае' 
в основном, ком м утацию  сообщений, но сообщ ения разбиваютс 
на меньш ие части, н азы ваем ы е  пакетами.  Эти пак еты  нумер; 
ются и с н аб ж аю тся  адресом  (к а к  и при ком м утации  сообщ 
ний) и п р о к л ад ы ваю т  себе путь по сети, которая  их коммутируе 
К ак  и в случае  ком м утации сообщ ений пакеты  могут находит; 
ся в очереди, о ж и д а я  освобож ден ия  выбранного, к ан а л а .
Т аки м  образом , множ ество  пакетов  одного и того ж е  cool 
щ ения м ож ет  п ер ед аваться  одновременно, что явл яется  одни 
из главны х преимущ еств  данного  типа коммутации. Д л я  ци4 
ровой передачи данны х, что типично д л я  сетей ЭВМ , боле 
предпочтительно использование ком м утации  сообщений и пай 
тов. Вместе с тем, если поток д ан ны х  имеет группирующукх 
структуру (что хар актер н о  д л я  данны х, вы ходящ их из ЭВМ; 
то тогда разум н ы м  явл яется  выбор ком м утации  пакетов.
В общем случае  сеть передачи д ан ны х  с о с т а в л я ю т : 
ф изич еская  сеть, состоящ ая из ком м утационны х Э В М  и к? 
налов связи; 1
потоки сообщений, которые описываю тся местом их возник
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'товения, местом назначения, временем  возникновения, длиной 
•1 приоритетным классом;
г м нож ество операционны х правил, согласно которым о б р а б а ­
тывается поток этих сообщений.
К последнему м нож еству  относятся процедуры  вы бора  мар- 
п р у та ,  процедуры уп равлен и я  потоками, дисциплины  о б сл у ж и ­
ла ния очередей и т. п.
П р о ц е д у р а  в ы б о р а  м а р ш р у т а  сообщ ении п р ед ставл яет  собой 
правила вы бора  (согласно некоторому алгоритму) следую щ его 
узла, в который сообщ ение придет на своем пути по сети. 
Ф и к с и р о в а н н о й  процедурой вы бора  м арш рутов  будем н азы вать  
1акую, при которой д л я  данной пары  источник - адресат  на 
-ети имеется только один путь.
Если в процедуре разреш ен о  использовать  более одного пути, 
го ее назы ваю т  п р о ц е д у р о й  в ы б о р а  м а р ш р у т о в  д о п у с к а ю щ е й  
альтернативы.  Выбор альтерн ати вны х  путей среди дей ствую ­
щих цепочек кан ало в  мож но осущ ествлять  либо детерминиро- 
ванно, либо случайно. Если алгоритм  вы бора  м арш рутов  осно­
ван на решениях относительно некоторы х п ар ам етр о в  потоков 
данных в сети и (или) выхода из строя узлов или кан алов , то 
соответствующую процедуру вы бора  м арш рутов  м ож н о  н азвать  
д и н а м и ч е с к о й ,  или ад а п т и в н о й  .
П роцедура  у правлени я  потоками п р ед ск азы вает  и предот­
вращ ает  перегрузки путем регулирования  значений интенсивно­
сти входных потоков сети.
Г-
3.2. МОДЕЛЬ СЕТИ ПЕРЕДАЧИ ДАННЫХ.
ЗАДАЧИ ПРОЕКТИРОВАНИЯ
Эффективное проектирование  сетей передачи дан н ы х  с к о м ­
мутацией пакетов и сообщений явл яется  весьма слож ной з а д а ­
чей в связи с большим количеством п арам етров , слож ной  с тр у к ­
турой и стохастическим х ар актер о м  потоков данны х. В данной 
главе рассм атри ваю тся  некоторы е из наиболее  типичных и в а ж ­
ных задач , которые возникаю т в процессе проекти рования  [9], 
такие  к а к :
выбор пропускных способностей (В П С ) кан ало в  передачи 
Данных ;
распределение потоков дан ны х (Р П )  в сети .
Более тщ ательн ы е  ф орм ули ровки  за д ач  мы д ад и м  после р а с ­
смотрения принятой м атем атической  модели сети передачи 
[данных.
Выберем в качестве  единственного критерия  качества  ф у н к ­
ционирования сети передачи д ан н ы х  среднюю з а д е р ж к у  сообщ е­
ния в сети Т. Д л я  п о л у ч е н и я ' аналитической  ф орм ы  зависимо-
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сти Т  рассм отрим  следую щ ую  модель сети, имею щ ую  М  каг|£ 
лов и N  у злов  [9]. К а н а л ы  являю тся  бесш ум ны м и и абсолю т^ 
падеж ны м и , а проп ускная  способность i-го к а н а л а  рав}^ 
Ci (бит/с) . Все N  узлов, соответствую щ ие цен трам  коммутац^, 
сообщений, п р ед п олагаю т  абсолю тно надеж ны м и . Считаете] 
что врем я обработки  сообщ ений в у зл а х  явл яется  постоянно] 
в е л и ч и н о й  и обычно п р ед п олагается  п р ен еб р еж и м о  малой. Крр 
ме того, в модели имеются очереди к к а н а л а м  и за д ер ж к и  пр 
передаче. П оток сообщений, поступаю щ их в сеть из внешне)-, 
источника, приним аю т стац ионарн ы м  пуассоновским со средщр 
значением  у/ь (сообщений в секунду) д л я  тех сообщений, kotJ 
рые возни каю т в узле  /  и п ред н азн ач аю тся  д л я  у зл а  к. Полнц 
внешний т р аф и к  у (су м м ар н ая  интенсивность потоков, пост 
л аю щ их в сеть) м ож но определить по ф орм уле  ,
Д л и н ы  всех сообщений одинаковы  и распределен ы  по экс]? 
пенциальному закон у  со средним значением  S  — 1 / р бит. 
р азм ещ ен и я  сообщений, о ж и даю щ и х  освобож ден ия  к а н а л а ,  
п ользуется  п ам ять  неограниченной емкости. П редп о л о ж и м  тар 
же, что процедура вы бора  м арш рутов  ф икси рованная , т. е. д* 
данной п ары  источник-адресат  на сети имеется только  одет 
п у т ь . .
Обозначим через я//г путь, по которому идут сообщения, во1 
пикаю щ ие в узле  / и н ап р авл яю щ и еся  в узел  к  ( тр аф и к  / — № 
Считаем, что i -й к а н а л  с пропускной способностью С,- включ(1 
в путь Щк, если сообщ ения, идущ ие по этому пути, п р о х о д 1 
у казан н ы й  кан ал ;  при этом используется  обозначение С/ е  л},} 
П оэтом у ясно, что средн яя  интенсивность потока сообщений),1 
в г-м к а н а л е  д о л ж н а  равн яться  сумме средних интенсивности 
потоков сообщений, проходящ и х через этот кан ал ,  т. е. 1
(Зг/
) к
/, к  : C r e  Щк ■
О пределим за д е р ж к у  сообщ ения к а к  полное время, которР- 
сообщ ение проводит в сети. Н аи больш и й  интерес д л я  нас  пре^< 
ставл яет  средн яя  з а д е р ж к а  сообщ ения Г, ко то р ая  при нята  нам,! 
за  главную  х ар актер и сти ку  сети. О бозначим  через Zjk среднюй 
за д е р ж к у  сообщения, возникаю щ его  в у зле  j и имею щего уз$ 
назн ачени я  k .
Величины Т и Zjk связан ы  равенством
N N
Y =  S  S y/*- (3.




к ка к  д о тя  Vik/y полного входящ его  т р а ф и к а  сообщений имеет 
среднем зад ер ж к у ,  равную  z jk и п редставляю щ ую  собой сумму 
>едних зад ер ж ек ,  испы ты ваем ы х сообщ ением при передаче  
1 различны м  ка н а л а м  пути л/* .
О бозначим через Д  время, затр ачен н о е  сообщ ением на ожп- 
зние и процесс передачи по i-му кан алу . Тогда м ож н о ЗаИИ-
ЗТЬ, ЧТО Zj k  =  5  •
L С i S  71 jk
ледовательио, из ф орм улы  (3.3) получим
N  N
2  г , .
/= 1 k = i  i - . C i ^ U j k
[змеипм порядок сум м ирования, в р езультате  чего будем иметь 
м
т =  2  - т  2  2  у/*» ( / - /г • ^  ^  я/й) .
/=1 1 j k
) последнюю ф орм улу  подставим вы р аж ен и е  (3.2), тогда
м
Г = 2 А  Г, .  (3.4)
/=1 '
Теперь средняя " з а д е р ж к а  Т р а зл о ж е н а  на компоненты, от- 
юсящиеся к отдельным к а н а л а м .  Д л я  вычисления средней за- 
сржки Д , относящ ейся к одиночному кан алу ,  «погруж енному» 
> сеть, можно воспользоваться  результатом  ан а л и за  экспонен­
циальной сети Д ж е к с о н а  [‘11]. суть которого в том, что погру- 
кенный к ан ал  м ож ет  рассм атр и ваться  к а к  к ан ал ,  действую щ ий 
;езависимо от сети, но с пуассоновским потоком на входе. Ин- 
енсивность этого потока равн а  интенсивности, зад ав а е м о й  се- 
ыо. В дан ны х сетях врем я о б служ и ван и я  явл яется  незави си ­
мой случайной величиной.
В нашем случае врем я об сл у ж и ван и я  данного  сообщ ения 
з различных к а н а л а х  прям о связано  с длиной сообщ ения и 
фиксированными значениям и  пропускной способности кан алов , 
и связи с этим говорить о независимости времени обслуж и ван и я  
.ооощения в различны х к а н а л а х  здесь нельзя. К ром е того, ин- 
гервал времени м еж д у  м ом ентами поступления двух  последо­
вательных сообщений в данны й к а н а л  не м ож ет  быть меньше, 
чем время о бслуж и ван и я  первого из них в у казан н о м  кан але .
ак как  время о б служ и ван и я  этого сообщ ения в его следую щ ем 
к ан але  непосредственно связано  с п реды дущ им  временем его о б ­
служивания, процесс поступления сообщ ений в узел  сети не я в л я ­
ется независимым от времени об сл у ж и ван и я  сообщ ения в дан- 
ном узле.
О днако, если сообщ ения, уходящ ие из у зл а  по данном у 
налу, приш ли к узлу  из р азн ы х  кан ало в  или, если сообщен 
прош едш ие по одному и тому ж е  кан алу , отп равляю тся  в п 
иые кан алы , то д л я  сетей со средней связанностью  (т. е. у* 
сети д о л ж н ы  иметь более чем один входной к а н а л  и более i 
один выходной) справедли во  следую щ ее п редполож ен ие  о не 
висимости. Всякий раз, когда сообщ ение приним ается  в у- 
внутри сети, вы бирается  его новая  дли н а  b согласно плотно 
вероятностей f  (b ) ~  , b >  0 .
Таким  образом , утвер ж дается ,  что всякий раз, когда со 
щ ение приним ается  в узле, новая  дли н а  сообщений выбирае- 
| !  енерируется) в соответствии с указан н ы м  расп р ед ел ен а  
л о т я  это утверж ден ие  и не соответствует действительности, т 
к а к  сообщ ения сохраняю т дли ну  при "их прохож дении по се 
вычисление величины Т  производится  при этом с достаточ; 
степенью точности.
П ользуясь  указан н ы м  у тверж ден ием  о независимости , мо*. 
но рассм атр и вать  наш у сеть как  сеть Д ж е к с о н а ,  и вычисление! 
производит;-., представив  одиночный погруж енны й к а н а л  к а к  с* 
стему массового о б служ и ван и я  М / М / 1. Тогда I
О кончательное вы р аж ен и е  д л я  за д ер ж к и  сообщ ения в сети 
лучим, используя  ф орм улы  (3.4) и (3.5) ,
3.3. ВЫБОР ПРОПУСКНЫХ СПОСОБНОСТЕЙ КАНАЛОВ СВЯЗИ
Р е ш е н и е  з а д а ч и  в у с л о в и я х  п о л н о й  апр ио рно й и н ф орм ац «г
И спользуя  м атем атическую  модель сети, представленну 
выше, сформулируем  з а д ач у  вы бора  пропускных способносте 
(В П С ) следую щ им образом .
Д ан о :  потоки (АД и структура  сети . ]
М иним изировать : Т .
В арьирую тся: ( Q . ' (ЗТ
м .
О гр ан и ч ен и я : D ( Q ) ,  Q  >  — ,
/=1 и-
1д е  D  з а д а н н а я  стоимость создан ия  сети передачи данны х.
di(Ci )  функция стоимости создан ия  Тго к а н а л а  с выбранно|
пропускной сп о соб н остью . !
м
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А. _  стоимость создан ия  к а н а л а  в расчете  на единицу про-
где цускной способности д л я  i -то к ан а л а .
r  пеальных условиях, к а к  правило, реш ение сф ормулирован-  
- выше зад ач и  В П С  нуж но искать на ограниченном множеств 
110И искРетнь1Х значений пропускных способностей {С/*}, где 
значение, обусловленное типовой ап п аратурой  и стандар- 
’ j на организац ию  передачи д ан н ы х  в сети ЭВМ .
га‘ Для простоты рассм отрим  в н ач але  з а д ач у  В П С , когда  в ы ­
бираемые пропускные способности могут иметь лю бы е неотри­
цательные значения.
Средняя дли н а  сообщ ения, к а к  оыло ск азан о  ранее, р авн а  
11\х 7а — интенсивность потока сообщений, проходящ его  по 
7mv каналу. Т огда  Д / ц  — среднее число битов в секунду, про- 
чолящих через /-й к ан ал ,  и, следовательно, лю бое^реализуем ое  
решение зад ач и  В П С  до лж н о  быть таким , чтобы i-й к а н а л  имел 
пропускную способность не меньшую, чем Д7ц, т. е. необходимо
выполнение условия  С/ / ц •
Итак, мы имеем в ы р аж ен и е  д л я  за д е р ж к и  сети Т :
Известны топология сети и интенсивность потоков сообщений 
в кан алах  {*}. Н еобходим о вы б рать  оптим альны е пропускные 
способности к а н а л о в  {С;}, (i — 1,М), которы е м иним изи ровали  
бы зад ер ж к у  передачи  ин ф орм аци и сети Т .
Д л я  реш ения  зад ач и  используется  метод  неопределенных 
яножителей Л а г р а н ж а .  С оставим  функцию  Л а г р а н ж а
где  ̂ — неопределенны й м нож итель  Л а и г р а н ж а .
П родиф ф еренц ируем  функцию  G по к а ж д о й  из переменных 
С, (/ =  1,М) и при равн яем  производны е нулю. П олучим систе­
му М  уравнений :
м
ограничение по стоимости D =  2  di С(- .
— (ЗД =  0, i =  1 ,М .
61
Р е ш а я  систему относительно £ if получаем
c ‘ = ~ ! r +  V — > < =  М ? . (3.9) :V- V f i l l  г й, '  '
Теперь, если найти коэф ф иц иент  (3, то вы р аж ен и е  (3.9) стане, 
решением поставленной задач и .  Д л я  этого ум нож им  обе часг 
в ы р аж ен и я  (3.9) на Д  и просум м ируем  по / от 1 до М  : 
м М \ а 1 м  ______
2  di Cl =  S  +  l7= L =  2  V U d i
i - i  i=l м- У  И|д, i=i
К а к  следует  из ф орм улы  (3.8), л евая  часть последнего равенст) 
ва р ав н а  D,  п о э т о м у :
м
D - x  {U d i lv )
i = 1
V F ^ l м  • (ЗЛ0’2 У  fa di 
/ = 1
М Xd-
О бозначим  D  — через D e и назовем  величину D e доба
i = 1 11
вочной стоимостью. П редстави м  в ы р аж ен и е  (3.10) в выражени? 
(3.9) и получим оптим альное  реш ение зад ач и  В П С  :
=  ^  +  О-:
* У Xjdj 
j =  i
П р о ан ал и зи р у ем  равенство  (3.11). П ри  таком  наборе  npoj 
пускных способностей к а ж д ы й  к а н а л  будет  иметь по крайне!1 
мере пропускную способность Д /р .  Отметим, что стоимость мш: 
ним альной пропускной способности /-го к а н а л а  р авн а  \  di l и 
В зяв  сумму по всем к а н а л а м ,  м ож н о  зам етить , что п олная  стой) 
мость сети д о л ж н а  быть больш е этой суммы, чтобы средня? 
з а д е р ж к а  сети б ы ла  величиной конечной. Р азн о сть  м еж ду  пол| 
ной и м ин им альной  допустимой стоимостями равн а  De и зада} 
с-тся соотношением
i = 1
D e =  D - ^ ( ~ ^ L  . (ЗЛ2):
П одставив  вы р аж ен и е  (3.11) в ф орм улу  д л я  за д е р ж к и  сет| 
(3.6), получим величину за д е р ж к и  Т  при вы бран ны х  значений 
пропускных способностей :
/=1
в ы раж ен и е  (3.13) д ает  м ин им альную  средню ю з а д е р ж к у  сети, 
опускные способности которой вы бран ы  оптимально. В ел и ­
чина D e играет  здесь  важ н у ю  роль: n p n D e - + 0  средн яя  з а д е р ж к а  
чо0бщения Т неограниченно во зрастает , если D e >  0, з а д а ч а  
рП С  имеет р еал и зу ем о е  решение (т. е. Т <  оо). Если D e <  О, 
о зад ач а  В П С  не имеет реализуем ого  решения. Условие D e =  О 
т 3ывается у с л о в и е м  устойчивости  (стабильности) системы.
1 В ы ш еизлож енное  реш ение зад ач и  В П С  явл яется  идеальны м , 
к как  в общ ем случае  значения  пропускных способностей не- 
чьзя считать непрерывными. И х  необходимо вы бирать  из неко ­
торого задан н ого  ограниченного дискретного  м н ож ества  ввиду 
того, что система строится из стан дартны х  узлов  и блоков. П о-,  
этому практически д л я  реш ения зад ач и  В П С  приходится п р и ­
влекать более слож ны й м атем атический  ап п арат . Д л я  этих 
целей возм ож н о использование  м етода динам ического  п р о гр а м ­
мирования [12].
Рассмотрим следую щ ую  процедуру динам ического  п р о гр а м ­
мирования [13].
Найти х и х 2, хм, удовлетворяю щ ие условиям
n  • ч
^ d i X i < b ,  (3.14)
; = i
Xi >  0, i = \ J J  (все xi —  целые) (3.15)
и минимизирующие
Т =  £  Ti (xi) . (3.16)
i = 1
Будем считать все di и Ь целыми. Вектор оптим альны х решении
X* =  (xi*, х 2*, ..., x N*) м ож но найти с помощ ью  следую щей вы ­
числительной процедуры.
Введем в рассм отрени е  последовательность  функций
/=•* (6) =  m in  ( S  Г, (3.17)/ = 1
где минимум берется  по неотрицательны м  целы м значениям  Xi, 
Л2, ..., Xk, уд овлетворяю щ им  условию
2 d lXi =  l ,  (3.18)
_ ; '= 1
при этом 0 <  !  <  b . (3.19)
функции (3.17) определим  последовательно  с помощ ью р е к у р ­
рентных соотношений, которы е получаем  в ходе следую щ их рас-
k
суждений: F k ( | )  есть минимум 'функции V =  2  Т / (х;) от k
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переменных x lt х 2, x k> удовлетворяю щ их условию  (3.18) 
В ы берем  значение Xk\ з аф й кси р о в ав  его, будем минимизиро' 
вать  V  по всем остальны м  переменны м Х\, ..., X k- i  - П ри  этоц 
в силу условия  (3.18) величины Хи •••> х ц - \  будут зависеть  о  
вы бран ного  значения  П редстави м  себе, что минимизации 
вы полнена д л я  всех возм ож н ы х  значений x k. Тогда наименьшее 
из всех полученных значений V  будет  равно F k (S), и мы най­
д ем  совокупность значений х ь х 2, ..., х к, м инимизирую щ ую  V, 
Т аки м  образом , вы бирается  и вы числяется  величина
m in  ( 2  Г, {xj) )  =  T k (x k) +  m in  ( У т ,  (Xj) , (3.20)
xft~i Jm"1 x"-"xk- \ j "  i
где слагаем о е  T k (Xk) вынесено из-под зн ак а  минимума, посколь­
ку не зависи т  от x lf х 2, ..., X k - \ .  К огда Xk вы брано, значения  х и 
х 2, Xk- ъ  кром е условий целочисленности и неотрицательно­
сти, д о л ж н ы  удовлетворять  неравенству
к—1
2 ^ /  х } < l  —  d k x k , (3.21)
а это означает, что в вы р аж ен и и  (3.20) второе слагаем ое  справа 
есть F k- 1 ( | — dkXk) .  Учитывая, что j
m in  2  Tj (Xj) =  m in  ( T k (x k) +  m in  2  Tj (x /) )  , (3.22)
j  =  l  X /{ X t , . . . , X ^ _ ^ i  =  l
приходим  к рекуррентному соотношению
F k (g) =  m in  {Tk {Xk) +  F k _ { { l  —  d k x M))  , (3.23)
xu
где x k м о ж ет  приним ать  целочисленны е значения  от 0 вплоть 
до [!/<4], a [%/dk] о зн ач ает  целую часть числа 'gldk. Причем
<3-24)
Ф ункцию  / д ( | )  определяю т непосредствен но:
/ ц ( | )  =  m in Tyix i )  , (3.25)
О <  х { <  [ I fd {],
учитывая, что д о лж н о  вы полняться  условие d\ Х\ <  I  д ля  всех 
£ =  0, 1, ..., Ь. З н а я \ F i ( | ) ,  определяем  функцию  У2Ш  согласно; 
ф орм уле  (3.23) :
F2 {\;) =  m in  {Т2 {х2) +  F\ ( |  — d,2 x 2) ) ,  (3.26)|
т а к  ж е  д л я  всех |  =  0, 1, ..., b .
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Затем  определяем  функцию  F 3(| )  и т. д., наконец,
F n (%) =  m in (T n {x n ) +  F n - i  ( i  — dN x N))  . (3.27)
N
рпя  нас важ н о , что m in  2  ^ ( * 0  =  FN (b) .
:Л Л х. /=i
(Оптимальное решение х Д  * Д  ..., x N* находим следующим об- 
1оазом.
i Значение (или значения  ХдД при котором  достигается  r N (o),  
(есть хы* =  (6 ) .  Т а к  к а к  х Д  известно, то остальн ы е перем ен­
ные долж н ы  у д овлетворять  условию
2  dj Xj <  b — d N x% , (3.23)
/ = i
w - i
и потому в ы р аж ен и е  2  Д' (х/) д о лж н о  достигать  м инимума на 
/=1 '
множестве неотриц ательны х  целы х чисел, у довлетворяю щ и х  
этому условию, а согласно в ы р а ж е н и я м  (3.17) — (3.18), этот 
минимум есть F n- i  (b —  d N x N*) . Тогда значение  x N- t , 
п р и  котором минимум достигается , есть x N~\  (b — d N x *N) . И так ,  
получаем
x *n - \  =  x N- \  (b — dtf x% ) ; ‘ (3.29)
иными словами, чтобы найти х%—\ , мы д о лж н ы  в табл и ц е  д л я  
\xn - u взять число, соответствую щ ее Ъ =  Ь —  d N x N* .
Аналогично получим х % -2 =  x N-2  (b — d N XN* — d N- i = x % f - i ) .  
Для i =  1, 2, ..., N — 1 найдем
X%—i — Хм—i (b  2  dN —o.X*N—o)' (3.30)
a=0
Таким образом, получаем  оптим альное  решение х Д  хД, •••. * n* 
[задачи (3.14) — (3.16).
Описанная п роц едура  динам ического  п р о грам м и рован и я  при ­
менима к реш ению  за д ач и  В П С , если переменны е Xi р а с с м а т ­
ривать к ак  вы б и раем ы е  значения  пропускных способностей к а ­
нала связи Си О днако  в процедуре п р едполагается , что п ер е ­
менные xi могут при ним ать  все целые значения  от 0 до оо. В 
нашем случае мы имеем, к а к  правило, весьм а  ограниченное 
множество возм ож н ы х  дискретны х значений пропускных спо­
собностей. К ром е того, элем енты  м нож ества  {С*}  кратны , к а к  
правило, некоторому м и н им альном у значению  из этого м но­
жества .
В этих условиях  и зл о ж ен н ая  п роц едура  несколько ви д о и з­
меняется, в частности за  счет того, что на к а ж д о м  ш аге  вы чис­
ления функции F k {l)  п о явл яю тся  ограничения на  во зм о ж н ы е  
значения С учетом сказан ного  рассм отри м  пример, иллюст-
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Пирующий соответствую щ ую моди ф и каци ю  представленной ^  
ше процедуры  динам ического  п рограм м ировани я .
П усть за д ан ы  функции T \ ( x i ) ,  Т2(х2), Т3(х3), Т4(х4). Ари 
менты х и х 2, х ъ, х 4 могут приним ать  значения  из задан н ого  мцс 
ж еств а  целых чисел Х 0 =  (1 0 ,2 0 ,3 0 ) ;  b =  150; d { =  1, dz ■
</3 =  4, d 4 =  2 .
Т ребуется  найти значения  х\,  хг, х 3> х 4, минимизирующц 
сумму вида  Т =  У, TL(Xi) при v  d t X i < b  .
1 i = 1
Н а  основании известных Ti(x i)  (i =  1,4) и Х 0 м ож но сост; 






7', (х) Ы х ) Ы х ) Ы х )
10 1 10 2 5
20 2 3 4 10
30 10 1 6 3
лицы  содерж и т  знач 
ния функции F 1 ( | ) ,  С( 
ответствую щ ие знач( 
ния аргум ента  х  eci 
*i (!)•
- Вычислим д ал е е  зн| 
чения F2 (£) и х 2 (gj 
д л я  чего составу  
табл . 3.2. П ри  фи$ 
сированном значении! 
ищ ем величину F2 ($ 
явл яю щ у ю ся  миним!
мом функции (3.26). Зн ач ен и я  |  помечены в табл и ц е  звездочка 
Т а б л и ц а  3.2
Поиск F2 ( | )  и значения F2. (%), х2 ( | )
l —d2 х2
Т2{х2) +F1 ( | —(12 х2)
х2= 10 л-2=20 *2 =  30
10 11; 40* 4; 70* 2; 100*
20 12;50* 5; 80* 3;110*
30 20;60* 13; 90* 11;120*
С ледуем  отметить, что £ м ож ет  
изм ен яться  в п ределах  от 0 до 150, 
но функции Ti (х[) определены  только 
в точках  10, 20, 30, поэтому на п ер ­
вом ш аге  д и ап азо н  изменения £ =  
=  [40... 120]. А налогично строим 
табл . 3.3, откуда находим значения  








40 11 10 |
50 12 10
60 20 10 j.
70 4 20 |
80 5 20 I
90 13 20
100 2 30 1
110 3
осо
120 11 30 [ 
-------4
Т а б л и ц а  3.3













т (*з) + Нг (£ х3)
Хъ = 10 Л'3 =  20 *3 =  30
40 13 80* 15;120* —
50 14 90* 16;130* —
60 22 100* 24;140* —
70 6 1 1 0 * 8;150* —
80 7 120* — —
90 15 130* — —
100 4 140* — —
110 5 150*
Наконец, чтобы определить  /ч (£ )  Для единственного зн а ч е ­
ния аргумента | =  150, составляем  табл . 3.4.
Из табл . 3.4 следует,
Т а б л и ц а  3.4ЧТО U (150) =  16. С оот­
ветствующее значение 
х4* = х 4 (150) =  2 0 .
Теперь м ож н о н а й ­
ти искомые значения  
х* ,  х 2*, *3*:
1. И з табл . 3.3 н ах о ­
дим я 3* :
*з* =  *з (Ь — *4* d 4) =  
= х г (150 — 40) =
=  х3 (ПО) =  10.
Поиск F4(%)




.fe­ ll to о
оСОII■ч*
90 — — 17;150*
110 — 16;150* —
130 20;150* — —
2. Из табл . 3.2 находим Ага4':
*2* =  *2 (b— x 4*d4— x 3*d3) =  х 2 (150— 40— 40) =  х 2(70) =  20 .
3. Н аконец , находим последнее значение  х *  :
х *  =  (b —  x 4*d4 —  x 2*d3 —  x 2*d2) / d x =  (150— 140) / 1 =  10. 
Итак; * i* =  10, x 2* =  20, *3* =  Ю, х А* =  2 0 .
S  d i X i -  150; Г =  S  T i ( x t) =  16.
/=i i=i
П олученное м иним альное  значение Т  совп адает  со значением  
Функции Б е л л м а н а  (см. табл . 3,4).
Рассм отренную  процедуру  динам ического  п р о грам м и рован и я  
за счет некоторого у слож н ен и я  вы числительного  алгори тм а  
можно м оди ф и цировать  д л я  случая, когда дискретное  множ ество
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возм ож н ы х значений переменны х х г- ( /=  i,iV) (для  зад ач и  ВПС- 
дискретное мнолеество значений пропускных способностей) им 
ет производную  структуру (за  исклю чением требований це^ 
ч и слен н ости ) .
Р е ш е н и е  з а д а ч и  в у с л о в и я х  ри ск а
З а д а ч у  вы бора  пропускных способностей (В П С ) ,  рассмотрен, 
ную выше, реш ал и  в предполол<ении, что внешний тр аф и к  {у/!г| 
известен с точностью д о  своих постоянных значений. Н а  прак. 
тике ж е  мол<ет возникнуть ситуация, когда  {у,7г} известен с тот 
иостыо до распределен ия  вероятностей на некоторых интерва­
лах  [{min у/^}, { т а х у /7>}]. В этом случае  с учетом фиксированного 
м ар ш р у та  распределен ия  внеш него т р а ф и к а  мож но осуществить 
выбор {Сг-}, рассм отрев  м акси м ал ьн о  в озм ож н ы е значения  ин­
тенсивностей {Я;} в к а н а л а х  связи  (п редполагаю тся  наихудшие 
условия эк сплуатац ии  сети с в я зи ) .  С другой стороны, было бы 
разум н ы м  попы таться  найти, хотя бы п ри ближ енно , оптималь­
ные {С/} с учетом априорной ин форм ации о вероятностном  ха­
р актер е  {у/Д. З а д а ч а  В П С  в этих условиях  м ож ет  иметь раз­
личные постановки. Р ассм о тр и м  одну из них.
П ри  задан н ой  структуре сети и фиксированном алгоритме 
м арш рути зац и и  необходимо в ы б рать  таки е  значения  пропуск­
ных способностей к а н а л о в  связи  {С;}, д л я  которых стоимость 
м
сети D  =  2  di C i  бы ла  бы минимальной, а вероятность того, что
г = 1
средн яя  задерл<ка в сети Т превысит некоторое зад ан н о е  макси­
м альн ое  значение Т mах, б ы ла  бы не больш е задан н ой  Р д. Д а н ­
ную постановку  зад ач и  мол-сно представить  в виде
м
mi п П = 2 Д - С / ,  (3.31)
{С .} < =  1
Р { Т > Т тм} < Р „  (3.32)
™ах <  C i , (3.33)[X
C i € = { C / * }  г =  1 , 2 , . . . , М .
И з условия  зад ач и  видно, что в связи  с конечностью мно- 
леества {С*}  она не всегда мол<ет иметь физически реализуемое 
решение. Реш ен ие  зад ач и  В П С  в дан ной  постановке предп ола­
гает, в частности, необходимость определения P { T > T max).
Н апом ни м , что средн яя  задерл-ска в сети Т  оп ределяется  ш 
в ы р аж ен и я  (3.6) :
• м
г 1 v
rne Y =  2  2  У I k  ;1ДС j - l  ft_l
Яг =  2 2  Y/*> i ’ k  '. CiEE. Kjk •
j  Ь
П редполож им, что у/* незави си м ы е случайны е величины, 
дисперсии и м атем атическ ие  о ж и д ан и я  которы х соизмеримы.* 
Число кан ало в  и пар источник— адресат  достаточно велико. 
Тогда согласно центральной  предельной теорем е теории в е р о я т ­
ностей [15] случайны е величины у, {7;} подчиняю тся н о р м а л ь ­
ному закон у  распределен ия . П а р а м е тр ы  этих законов р а с п р е ­
деления — м атем атические  о ж и дан и я  и дисперсии — находятся  
соответствующим сум м ированием  м атем атических  ож и дани й  и 
дисперсий случайных величин у//г. Вектор (ш ах  Я/} м ож но найти, 
исходя из полученных закон ов  распределен ия  д ля  {Яг}, н ап р и ­
мер, по п рави лу  «3 о» .
В общем случае величины у, [Яг) зависимы е, т ак  ка к  к а ж ­
дый траф и к  j  — k  м ож ет  п р о к л ад ы вать  себе путь в сети по не­
скольким к ан а л а м .
Д л я  оценки Р  {7 >  7тах} необходимо определить вид р ас п р е ­
деления случайной величины 7, например, ка к  функцию  п л о т­
ности распределен ия  вероятностей /г ( 7 ) .  Если пренебречь з а ­
висимостью величин у, {Я/}, то закон  распределен ия  д л я  7  м о ж ­
но найти на основании следую щего. И звестно  [16], что, если 
имеются незави си м ы е непреры вны е случайны е величины х  и у  
с соответствующими плотностями вероятностей f  (х ) и g  ( у ) , 
то плотность вероятности случайной величины со =  х / у  опреде­
ляется из в ы р аж ен и я
Ф М  =  j  | " ~ Н  d z .  (3.34)
В оспользовавш ись им, м ож но найти плотность вероятности 
для величины Я / / (р С ;  — Яг). Тогда, согласно цен тральной пре-
дельной теореме, сумму вида R  =  Д ,  — ? м ож н о  считать нор­
мально распределенной величиной. В итоге с помощ ью  в ы р а ­
жения (3.34) молено найти закон  расп ределен и я  д ля  7  =  R / y .
В общем случае, с учетом зависимости  случайны х величин, 
входящих в вы р аж ен и е  д л я  7, з а д а ч а  оты скания  за к о н а  -распре­
деления /г (7 )  м о ж ет  быть реш ена  с помощ ью  методики, и зл о ­
женной в работе  [16']. М етоди ка  п ред усм атривает , в частности, 
нахождение моментов расп ределен и я  случайной величины —  р е ­
зультата нелинейного п р ео б р азо в ан и я  системы случайных вели ­
чин и аппроксим аци ю  ее распределен ия  с помощ ью сп ец и аль ­
ных семейств кривы х П ирсона или Д ж о н со н а .
IV N
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Д ру ги м  реальны м , хотя и весьма трудоем ким  способом опре. 
д елен ия  \т{Т),  явл яется  метод статистических испытаний, ц 
этом случае  находится  гистограм м а, я в л я ю щ а я с я  оценкой плог. 
ности вероятности [т(Т) при различны х допустимы х {CJ и 7’П1. 
при зад ан н ы х  {fjk (y/*))- П о лучен н ая  гистограм м а  м о ж ет  бы'д 
апп роксим ирован а , например, на основе у ж е  упом януты х с?, 
мейств кривы х или с помощ ью известных стан дартн ы х  законов 
распределения .
П редп олож им , что в резу л ьтате  применения одного из выцц 
описанных подходов получено в ы р аж ен и е  д л я  плотности веро 
ятности f T(Т)  и соответствую щ ий ин тегральны й закон  распре 
делен ия  F T(T) .  Тогда Р {Т >  Т  max} =  l ~ F T (Т тах) .
Р еш ен ие  зад ач и  (3.31) — (3.33) м ож н о найти, воспользоваа 
шись, например, м оди ф и цирован ны м  методом В ей см ан а  [14] 
П ри этом за д а ч а  нелинейного про гр ам м и р о ван и я  с ограниче 
ниями сводится к з а д а ч е  без ограничений. Это достигается  з! 
счет введения функции ш тр а ф а  Ф, д л я  которой п роводится  ми 
н и м и з а ц и я :
Ф ( С , г )  =  D ( C )  +  6 r G ( C )  , (3.35)
где
м
D (С)  =  S
G ( C )  =  F T (Т  J ax ) — 1 +  Р л ,
П ричем  6 =  0, _ссли G (С)  >  0, 6 = 1 ,  если G (С) <  0. Пере 
мепиые С,-(1 = 1,М) могут при ним ать  значения  из заданной
дискретного  м н о ж ества  {С,*}, причем С,- >  -1ах Xl t {г} — поэтапнс
н
в о зр а с таю щ ая  последовательность, г° — ---------- _̂________
. G (С0) d  (С0)
нач альн ое  значение.
П оиск минимума Ф ведут с помощ ью  м етода  Хука и Дживс; 
из некоторой начальной  точки {С,0, С2° , ..., См°}. П осле  того, кап 
ш тр а ф н а я  функция п ерестает  улучш аться , использую т алгоритм 
П О И С К - С его помощ ью  н ах о д ят  новую н ачальн ую  точку, и! 
.который вновь п роводят  поиск методом Х ука и Д ж и в с а .  Про 
цедура  поиска м ин им ум а Ф (С ,  г) зак а н ч и в ае т с я ,  если оба  алго 
ритм а д аю т  один и тот  ж е  резу л ьтат .  Е сли  р езу л ьтато м  поиск; 
методом Хука и Д ж и в с а  я в л яется  такой  набор  пропускны х спо 
собностей {CJ, д л я  которы х G ( С ) < 0 ,  то п реж н ее  значение ! 
корректи рую т путем ум н ож ен и я  на некоторы й м асш таб н ы й  мгЮ; 
ж и тель , значение которого  больш е 1. Н овое  значение  г  исполу 
зую т на следую щ ем  ш аге. 1
П редп олож им , что м нож ество  д опусти м ы х  значений пропуск 
ных способностей {С*}  упорядочено по во зр астан и ю  элементов 
О бщ ее их число к м .
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Поиск м иним ум а функции ш тр а ф а  Ф с помощ ью  метода 
Уука и Д ж и в с а  проводят  следую щ им образом . В ы числяю т Ф в 
'"очальной точке {С;°}> и это значение приним аю т за  временный 
минимум. З а те м  д ел ается  ш аг  (в области  {С/*}) в сторону у в е ­
личения аргум ента  (перем енной),  наприм ер С\ . Величины д р у ­
гих переменных при этом остаю тся неизменными. В ы числяю т Ф 
р этой точке: если полученное значение  меньше, чем временный 
минимум, то координ аты  этой новой точки зап о м и н аю т  и зн а ч е ­
ние ф  в ней при ним аю т за  новый временны й минимум, если 
больше, то д ел ается  ш аг  в сторону ум еньш ения  переменной и 
значение Ф в этой точке сравн и ваю т  со значением  в начальной.
Вновь либо вы би раю т  (фиксирую т) новый временный м ини­
мум, либо сохраняю т старый. З атем  те ж е  операции п р од елы ­
вают для следую щ ей переменной и т. д. до i =  М.  В результате  
/ы получаем новую точку, значение  функции Ф в которой м ень­
ше, чем в начальной. И з этой точки по переменным, которые 
изменили свое значение  в ходе поиска, делаем  ш аг  в найденном 
.дачном нап равлени и. Те переменные, которы е не изменили 
:воего значения в ходе поиска, т а к  и остаю тся без изменения. 
Гак мы получаем  новую точку и вы числяем  значение ф у н к ­
ции Ф. Если оно меньше, чем последний временный минимум, 
го его принимаю т за  временный минимум. В противном случае 
сохраняется преж ний минимум. Д а л е е  увеличиваем  весовой 
коэффициент г и вновь производим поиск временного минимума. 
II так до тех пор, пока значения  переменны х в конце этап а  
поиска отличаю тся от значений переменных в н ач але  этапа. 
Если ж е  точки в н ач ал е  и в конце этап а  совпали, то переходим 
к алгоритму П О И С К -
В качестве м инимизируемой функции берем только ( G (С) . 
За исходную принимаем  точку, полученную на последнем этапе  
■поиска по методу, Хука и Д ж и в с а .  Текущ ую  переменную при ре ­
ализации П О И С К — Ci вы бираем  последовательно  из условия 
min (ф) с тем, чтобы обеспечить выполнение ограничений (3.33)
при наименьшей скорости возрастан и я  D ( С ) . Д л я  к а ж д о й  из 
переменных ш аги  в области  {С/*} дел аю тся  в н ач ал е  в д ва  р аза  
больше, чем в методе Хука и Д ж и в с а .  П осле  того, как  проделаны  
•наги по всем М  переменным, из полученной точки проводим 
поиск с ш агом в три р а за  больш им и т. д. до тех пор, пока з н а ­
чение ш ага  не станет  равны м  1гм — 1. П ри этом, если при со­
вершении ш ага  мы вы нуж дены  выйти за  пределы  допустимой 
°бласти, то перем енн ая  приним ает  одно из своих предельно д о ­
пустимых значений — СД, С км*- В р езу л ьтате  прим енения  а л го ­
ритма П О И С К  получаем  точку, в которой значение функции 
^!трафа меньше, чем на последнем этапе  поиска Хука и Д ж и в с а .  
Полученная точка служ ит  исходной д л я  нового этап а  поиска м е­
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тодом Хука и Д ж и в с а .  П ри переходе к новому этапу поиска Ху^. 
и Д ж и в с а  сохраняем  значение г преж него  этапа.
Р еш ение зад ач и  закан чи вается  либо при равенстве  зиаченц; 
функции Ф д л я  двух  смеж ны х этапов  поиска методом Хука ) 
Д ж и в с а ,  либо по задан ном у числу этапов поиска.
3.4. ОПТИМАЛЬНОЕ РАСПРЕДЕЛЕНИЕ ПОТОКОВ
В СЕТИ ПЕРЕДАЧИ ДАННЫХ
Р ассм отри м  задачу , обратную  за д а ч е  вы бора  пропускные 
способностей (см. и. 3.3).
Н еобходимо решить зад ач у  оптим ального  распределен ия  по. 
токов ( Р П ) ,  когда за д ан а  топология сети, внешний т р аф и к  
и набор пропускных способностей к а н а л о в  {Сг}. П отоки необхо 
димо распределить  таким  образом , чтобы миним изировать  сред 
т о ю  з а д е р ж к у  Т .
В ы би рая  пропускные способности, мы считали, что маршру 
ты в сети ф иксированы, т. е. д ля  к аж д о го  тр аф и ка  /  — k  предпо. 
л агал ся  только один маршрут.
П ри решении зад ач и  Р П  д ля  к аж д о го  внешнего трафика 
j — k  м ож ет  быть более одного пути.
В качестве  исходного вы р аж ен и я  д ля  Т  примем, как  и преж 
де, вы раж ен и е  (3.6). О бобщ енный алгоритм  решения зад ач и  РП 
представлен в работе  [9].
Рассм отри м  вы раж ени е  д ля  Т: оно п редставляет  собой сум 
му слагаем ы х, ка ж д о е  из которых зависи т  лишь от потока i
одном кан але . К ром е того, д .̂ - £ '  , / =  1 ,2 ,... ,  Ж
Из вы р аж ен и я  видно, что частные производны е д ля  любого ка 
нала  неотрицательны, следовательно, Т  — вы пуклая  функцш 
потоков. Если за д ач а  минимизации Т имеет реализуем ое  рейд 
ние, то любой локальны й минимум является  глобальны м  миш* 
мумом д л я  Т.
А лгоритм Р П  основывается  на т а к  н азы ваем ом  методе от 
к л о н е н и я  потоков.  Его суть зак л ю чается  в следующем. Каждом; 
кан алу  сети соответствует «длина» U ,
U =  д Т-— . л (3.361
д (Wn) " 1
С помощ ью ф орм улы  (3.36) м ож н о находить кратчай ш и е  пути 
связы ваю щ и е  две лю бы е верш ины  / и /е. К ратчайш ий путь яв 
ляется  сам ы м  деш евы м  и лучш им в см ы сле снижения Г, по нем! 
м ож ет отклоняться  часть потока. Н еобходим о найти ее и откло 
нить, «пустить» по кратч ай ш ем у  пути. Н а й д я  новые «длины» $
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уповании новых, отклоненны х потоков, процедуру следует  п о ­
к о р и т ь ,  определяя  новую отклоненную  часть потока и т. п.
Алгоритм р а с п р е д е л е н и я  потоков ( Р П )
Введем вектор потока на п -й итерации алгори тм а  следую ­
щего вида:
( Мя) Ч л) '
/ ‘"’ - l - i r .  ~ Г ’- ’ А - ) ’ 0 .3 7 )
где i -я компонента Яг('г)/ц — су м м ар н ая  интенсивность потока в /-м 
канале сети на п -й итерации.
Н ачальн ы й вектор (поток) / (°) будем считать реализуем ы м . 
Это значит, что д л я  к а ж д о й  компоненты вектора / (°) сп р ав ед ­
ливо соотношение
j (°)
“ Г" <  Ь  • (3 -38 )
Тогда Р П  мож но п редстави ть  в виде следую щ ей п о след ователь­
ности шагов:
1. П олож и ть  п =  0 .
2. Д л я  каж дого  / =  1, 2, ..., М  найти
/. =
Н С -  (Я(/ г)/и)р
3. О пределить f>n :
м д(«)
=  S  h ~ •,г = 1
4. Р е а л и зо в а т ь  алгоритм  поиска кратчай ш его  м арш рута  
в сети, используя дли ны  б .
Пусть фг- — результирую щ ий поток, проходящ ий по i-му  к а ­
налу, которы й получается , если весь поток н а п р ав л я е тся  по 
этим кратчай ш и м  путям. О бозначим  такой вектор потоков через
ф =  (фь ф2. •••> фм).
5. Н айти  bn :
м
Ьп =  // фг ■
/ =  1
6. П р а в и л о  о с т а н о в к и .  Если — bn <  s, где е > 0  — 
ьь!бранный допуск, то алгоритм  за к а н ч и в ае т  работу. В против- 
!‘°м случае перейти к ш агу  7.
7. Н айти  такое  значение а  из и н тер вал а  0 <  а <  1, д л я  ко­
торого поток (1 — а) Цп) +  а  ф миним изирует  Т. П усть это оп- 
Тймальное значение обозначено через а*. Его м ож но найти с п ом о­
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щью любого м етода поиска (наприм ер с помощ ью м етода чис^ 
Ф ибоначчи [48]) .
8. О тклонение потоков: полож ить  /(«+1)*=(1— a*)f{n) +  а*ф
9. П о л о ж и ть  п  — п  +  1. П ерейти к ш агу  2.
К а к  у ж е  было у казан о ,  данны й алгоритм  дает  реш ение толь, 
ко в случае  реализуем ого  начального  потока / (0).
А лгоритм оты скания  реализуем ого  начального  потока за 
клю чается  в следую щ ем. Введем некоторый м асш табн ы й  коэф. 
фициент h  <  1 . С его помощ ью  можно, последовательно  изме. 
пять поток в сети, добиваясь , чтобы он постепенно «вписался* 
в систему ограничений вида Я;/р <  Сф ( / = 1 , М ) .  Конкретна? 
р еал и зац и я  данного  принципа и зл о ж ен а  ниже.
Алгоритм на хож ден ия  р е а л и з уе м о г о  потока
1. П ол о ж и м  п =  0, h0 =  1. П р едп олож и м , что мы имеем не­
которы й н ачальны й (не об язательн о  реали зуем ы й ) поток
/ N
/<о> Т а к  к а к  h 0 =  1, то поток, который направ­
ляется  в сеть, равен  f (0). ;
2. П усть
Если On/hn<  1, то полож ить  / (0) =  fW jh n  (если это_произошлс 
на ш аге  п  =  0, то это значит, что Яг(0)/ц  <  С/. i =  \ М ,  то есть 
jiO) — поток реализуем  и равен  / (0> =  /(°)//т0 =  f<°)) .  С Т О П  — эт; 
реализуем ы й поток. Если a„/hn >  1, то необходимо уменьшит: 
к п, а именно полож ить  h n+\ =  h n [ 1 — е? (1— о п)] /о п, где ъ\ — за 
дан ны й допуск, такой, что 0 <  е? <  1 .
3. П о л о ж и ть  £(«+*) =  (—у ~ )  f {n)- С ум м арн ы й  т р а ф и к  этой
потока y h n. С ледует  помнить, что это реализуем ы й поток, не 
он меньш е реального . I
4. В зяв  в качестве  исходного поток g (n+1), провести onepai 
цию по его отклонению, выполнив ш аги  2, 4, 7, 8 алгоритм а  РЕ 
Н айти  соответствую щ ий поток ф и оп тим альное  значение  а * Щ 
кие, чтобы поток f n+l — (1 — а*) g  (га+1) +  а*ф  мин им изи ровал  г
Если /1 =  0, то перейти к ш агу  6; в остальны х случаях  net 
рейти к ш агу  5.
5. Если
АГ
I S M -Ф *  — # ( я + 1 ) ) 1  < 0  и  \hn+i —  hn\ <  6  ,
i=i
где б — вы бран ны е  допуски, то С Т О П  — з а д а ч а  не имей 
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мнения (реализуем ого  потока) при д опусках  0  и б. В о с т ал ь ­
ных случаях  перейти к ш агу  6 .
Н 6. П олож и ть  п — п +  1 и перейти к ш агу  1.
Следует отметить, что условие проверки  окончания  работы  
,,г0ритма на ш аге  5 означает, что, во-первых, сум м арное  при ­
ращение за д ер ж к и  меньш е задан н ого  0 , т. е. потоки <р и g4«+0 
мало отличаю тся друг  от д р у га  и, во-вторых, изменение м а с ­
штабного коэф ф иц иента  h слиш ком несущ ественно д л я  того, что­
бы пытаться провести еще одну итерацию .
П р и м е р .  О ты скание реализуем ого  начального  потока.
Пусть д ан а  сеть передачи  данны х, которую  м ож н о п р е д с та ­
вить следующим неориентированны м граф о м  (рис. 3 .2). К р у ж ­
ками обозначены узлы  сети. Р е б р а  г р а ф а  — к а н а л ы  передачи 
данных. Н у м ер ац и я  узлов  и к ан ало в  ясна из рисунка.
Задан  входной тр а ф и к  сети: у43 =  40, уы =  60, р  =  0,5, сум ­
марный тр аф и к  у  =  100.
З ад ан ы  пропускные способности кан алов :  С\ =  80, Cq — 150; 
С3 =  95; C^ =  60; С5 =  110; С6 =  120 .
П редполож им, что входной т р аф и к  за р а н е е  распределен  по 
сети так, что интенсивности в ка ж д о м  к а н а л е  равны  соответст­
венно: U  =  30, ка =  30, к$ =  50, к^ =  20, Я5 =  50, к 6 =  50. Тогда  
мы имеем следую щ ий н ачальны й поток в сети
/ (0) =  ( т ; т Н  т З  т 4 т " ) = ( 6 0 ’ 6 0 ;  1 0 0 ;  4 0 ;  1 0 0 ;  1 0 0 ) -
Попы таемся скорректи ровать  н ач аль н ы е  условия, оты скав  
реализуемый н ачальны й поток.
Зад ади м  81 =  0,3 .
Тогда
1. л  =  0; Л0 =  1; /<°> =  (60; 60; 100; 40; 100; 100).
/  х у »  \  /  6 0  . 6 0  .  1 0 0  .  4 0  .  1 0 0 .  1 0 0  \
2. а0 = max = max  ̂80 5 150’ 9 5 ’ 60’ 110’ 120/
5=5 1,05 ^  1, 1; а 0//г0 >  1, тогда
h{ = ho- .П — в (1 — q0)l _  1 + 0 , 3 - 0,1 ... = 0>94 ^
Оо 14
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3. gW =  (h jh o )  /<°> =  0,94 (60; 60; 100; 40; 100; 100) =
=  (56,4; 56,4; 94; 37,6; 94; 94) .
A t — _______________     § 9 ____________ _____ о  o n  1 9 •
1 7 (Cl — gj0 )2 !00 (80 —56,4)2
/  C*_____ __ _________mo________  л rvAi .
i2 l i C i - g p )3 100 (150—56,4)2 ' U,UU ’
J  ____  95__ _ Л QJ-
3 _  100 (95—94)2 ~  ’ ’
^  =  100 (60—37,6)2 =  0)0012 ;
^  =  iOO (110—94)2 =  0,004 ’
=  100 (120—94)2 =  0,001 7 ‘
Ч тобы  найти кратчай ш и й  путь в сети д ля  распределения 
т р аф и к а  у 43 и ysi в наш ем  примере достаточно рассм отреть  все 
возм ож н ы е  пути д ви ж ен и я  сообщ ений от 4-го у зл а  к 3-му и о: 
5-го к 1-му.
Рассм отри м  вновь граф  сети с учетом найденных расстоя' 
ний. К р атчай ш ее  расстояние (4->3) — это путь по к а н а л а м  6, о.
Соответственно кратчай ш ее  расстояние ( 5 - И )  =  6, 2.
С учетом величины м асш табн ого  коэф ф ициента  1ц наш
т р аф и к  в сети ум еньш ился и стал  равны м  у4з/== ^ 1У4з, у ь \ = к \ Ъ \  
Теперь необходимо его пустить по найденным кратчайшим
м ар ш р у там . Если мы это сделаем , то найдем  вектор потока 
Ф =  (0; 112,8; 0; 0; 75,2; 188). Н ай д ем  теперь такое  а  =  а", 
чтобы поток / (1) =  (1 — а * )  g (1) +  а *  ср м иним изировал  Т .
У читы вая иллю стративность  данного  при м ера ,  поиск а *  бу­
дем вести методом перебора среди небольшого числа значений 
п о к азав  лиш ь тенденцию  к уменьш ению  Т.
И так , полож им  а =  0 .
м
-г ■ пи m т  1 V  ^  1 I 56)4 ' 56,4 |
Тогда/ - g  > Т — у  2 а и,Ci — hi 94 \ 80—" 56,4 150 — 56,4 1i = 1
94 , 37,6 , 94 , _  94 =  lj0g
| 95 — 94 1 60 — 37,6 1 110 — 94 1 120 — 94
П р и  а  =  0 ,1  -
/(1) =  0 , 9 g 6 )  +  0 ,1  ср =  ( 5 4 ;  6 5 , 2 8 ;  9 0 ;  3 6 ;  9 7 , 5 2 ;  1 0 8 , 8 ) ;
Т =  0 , 3 9 8 .
При а = 0,15
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f(0 =  0 , 8 5 g ( ' )  +  0 , 1 5 Ф =  ( 5 1 ;  6 7 , 9 2 ;  8 5 ;  34; 9 6 , 2 8 ;  1 1 3 , 2 ) ;
T =  0,444 .
При а  =  0,12
/0) =  0,88£«> +  0,12 ср =  (52,8; 66,3; 8,8; 35,2; 97; 110; 56);
Т =  0,357 .
П редполож им , мы остановились на а  — 0,12, считая, что по­
то к  / (1) ПР И а ~  0 . 1 2  д ае т  м иним альное  значение д л я  Т. Теперь 
, о л о ж и м  ti =  п  +  1 =  1 и перейдем к ш агу  2  .
Имеем /(О =  (52,8; 66,3; 88; 35; 97; 110; 56);
_  / 52,8 . 66,3 . 88 . 35,2 . 97 . 110,56 \ п  п о ~
Oi т а х  ( 80 * j,go 5 95 1 60 » п о » 120 ] —
Непосредственно из того, что ев =  0,926, реализуем ости  потока 
ие следует, т ак  к а к  мы имеем Дело с потоком, уменьш енны м 
в соответствии с величиной м асш табн ого  коэф ф иц иента  h x. П о ­
этому вычисляем =  0,985 <  1! З н ач и т  поток реализуем . 
Величину реализуем ого  потока получим, р азд ел и в  к аж ду ю
компоненту вектора  / (|) на h {. И так , / (0) =  4 - — (52,8; 66,3; 88; 35; * п 1
2; 97; 110; 56) — р е а л и з у е м ы й  поток.
Г л а в а  4
О П Р Е Д Е Л Е Н И Е  П А Р А М Е Т Р О В  
М Н О Г О К А Н А Л Ь Н О Й  М Н О Г О Ф А З Н О Й  С И С Т Е М Ы  
О Б Р А Б О Т К И  И Н Ф О Р М А Ц И И  
В  Р Е Ж И М Е  Р А З Д Е Л Е Н И Я  В Р Е М Е Н И
4.1. МОДЕЛЬ СИСТЕМЫ
В гл аве  и зл о ж ен а  одна из упрощ енны х м етодик а н ал и за  в 
синтеза  хар актер и сти к  А С О И , м атем ати ч еск ая  м одель которой 
рассм атр и вается  к а к  м н огоф азн ая ,  м н о го кан аль н ая  система 
массового о б сл у ж и ван и я  (С М О ) с простейш ими потоками и 
экспоненц иальны м  р аспределен ием  времени обслуж и ван и я .  Эти 
допущ ен ия  обусловлены  тем, что, с одной стороны, позволяют 
упростить м атем атическую  м одель СМ О, а с другой  — приводят 
к получению гаран ти рован н ы х , т. е. верхних оценок, таки х  по­
казател ей  качества  А С О И , к а к  врем я о ж и дани я , дли н а  очере­
ди и т. п. К ром е того, введение у к азан н ы х  допущ ений вполне 
целесообразно , т а к  к а к  р азл и ч н ы е  характери сти ки  системы об­
сл у ж и в ан и я  м ало  зав и ся т  от за к о н а  распределен ия  времени 
обслуж и ван и я ,  а зависят , главн ы м  образом , от среднего значе­
ния [15]. И, наконец, погреш ность реш ения при зам ен е  непуас- 
ооновских потоков пуассоновскими с теми ж е  интенсивностями, 
к а к  правило, находится  в п р ед ел ах  точности исходных дан­
ных [1 7 ] .
С труктура  процессов об сл у ж и ван и я  рассм атр и ваем о го  вари 
ал та  А С О И  представлен а  на рис. 4.1. Д а н н а я  система состой 
из н аб о р а  процессоров (Г1), реали зую щ и х  ф азу  обработки , ка 
кал о в  обмена и ввода  — вы вода  (К ) ,  осущ ествляю щ их связ: 
пользователей , и внеш ней п ам яти  с оперативной п ам ятью  систе­
мы. М одель  взаим одействия  пользователей  с системой пред' 
с тав л я е т  собой сум м арны й поток зад ан и й  с интенсивностью Явг
Т ехническая  р е а л и за ц и я  А С О И  такого  типа м о ж ет  быт 
осущ ествлена  на базе  м ногомаш инного  ком плекса , используй 
щего Э В М  третьего поколения, например, типа ЕС.
Х арактер  процесса ф ункц иони рования  дан ной  системы еле 
дующ ий. Н а  вход А С О И  поступает  поток зад ан и й  от пользовз 
тс-лей на об р аб о тку  (интенсивность сум м арного  потока заДа, 
ний А, вх ) • - К а ж д о е  за д ан и е  (за я в к а  на реш ение определенно' 



































в оперативное запом и н аю щ ее  устройство (О З У ).  П осле  этого 
за д ан и е  поступает  на ф азу  обработки  ( I I ) .  В ф азе  обработки 
зад ан и е  поступает в любой из свободных процессоров (П ) .  Здесь 
р еали зуется  р еж и м  разделен и я  времени, т. е. зад ан и е  обраба­
ты вается  не более чем Q n единиц времени: Qn — кван т  времени 
обработки . Если выделенный зад ан и ю  кван т  времени Q n ока­
з а л с я  достаточным  д ля  его обработки , то зад ан и е  покидает  фазу 
обработки  и поступает в ф азу  вы вода ( I I I ) .
Если  по окончании кван та  времени, зад ан и е  полностью не 
обработано , то оно поступает в ф азу  обмена  ( IV ,а ) .  З д есь  ре­
ализуется  перепись пром еж уточны х результатов  во внешнюю 
п ам ять  (В П ) .  И з В П  за д ан и я  поступаю т на доо бр аб о тку  воден 
из процессоров ч е р е з 'к а н а л ы  ф азы  обмена (IV ,б).
В д ан ной  модели принято, что до о бр аб аты ваб м ы е  задания 
встаю т в общую очередь с впервы е поступаю щ ими заданиями, 
их вы бираю т оттуда в процессоры в п орядке  поступления. На 
всех ф а з а х  о б служ и ван и я  в дан ной  системе при нята  дисципли­
на «первый приш ел — первый обслуж ен».
В д альн ей ш ем  при расчетах  будем использовать  следующие 
основные обозначения: Q ri— величина кван та  обработки  в про­
цессоре (с);  к вк — интенсивность сум м арного  входного потока 
з ад ан и й  от пользователей  (1 /с);  р п — коэфф ициент  загрузки 
ф азы  обработки; г выв— среднее врем я (с), з атр ач и в аем о е  ка­
налом  на вы вод единицы о б ъ ем а  ин ф орм аци и (б ай т) ;  N выв — 
среднее количество байтов, вы водим ы х из системы по одному 
задан ию ; N обм — среднее количество байтов, характеризую щее 
процесс обмена м еж д у  оперативной и внеш ней п ам ятью  по од­
ному задан и ю ; Т0 — требуем ое  среднее .время (с) обработки 
з а д а н и я  в процессоре (без учета к в а н то в а н и я ) ;  г вв — среднее 
время (с), затр ачи в аем о е  к ан ало м  па ввод единицы о б ъ ем а  ин­
ф орм ац ии  (б ай т) ;  г обм— среднее врем я д ля  ф азы  обмена: 
/V’bb— средний объем  ин форм ации (б ай т) ,  вводимой по каж до­
му из зад ан и й ; р выв — коэфф ициент  загрузки  фазы 
вы вода; р0бм— коэфф ициент загрузки  ф азы  обмена:
рвв — коэфф ициент загр у зки  ф азы  ввода; ка — интенсивность 
потока задан ий , поступаю щ их в очередь на обработку  в первый 
раз; к  обм 1 — интенсивность потока задан ий , вы водим ы х во 
внеш ню ю пам ять; к 0бм2 — интенсивность потока задан ий , посту­
паю щ их на д ообработку ; М п — количество процессоров в фазе 
обработки; М  вв — количество к а н а л о в  ф азы  ввода; А1ВЫВ — ко­
личество к ан ало в  ф азы  вы вода; М обм ь  М обм2 — количество 
к а н а л о в  ф азы  обмена; 1/р — среднее врем я  о б служ и ван и я  за­
д ан и я  в соответствую щ ей фазе .
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4.2. МЕТОДИКА ОЦЕНКИ ХАРАКТЕРИСТИК  
Я ВЫБОРА ПАРАМЕТРОВ СИСТЕМЫ
З а д а ч и  а н а л и з а  и в ы б о р а  па ра ме т ро в
Необходимо на основании зад ан н ы х  технических требований 
к системе и принятой м одели  ф ункционирования  оценить:
количественный состав технических средств системы (коли ­
чество процессоров, к ан ал о в  ввода-вы вода , о б м ен а ) ;
временные парам етры , х ар актер и зу ю щ и е зад ер ж ки , возни­
кающие при выполнении зад ан и й  на различны х ф азах ;  
интегральны е п о казател и  за д ер ж к и  в системе.
И с х о д н ы е  д а н н ы е
Будем п редполагать , что за д а н а  ном ен к латура  технических 
средств д л я  построения А С О И , т. е. вы бран ы  типы процессора 
и каналов ввода-вы вода , обмена.
Таким образом , зад ан ы : \
В  — быстродействие процессора, опер/с; 
гвв =  f выв =  г обм (с) п редполагается , что д л я  операций в во ­
да-вывода и обмена использую т однотипные к а н а л ы ) .
Относительно х ар актер и сти к  взаим одействия  пользователей  
с системой зад ан ы :
л вх — интенсивность входного потока задан ий , 1/с;
0  — трудоем кость  алгоритмов обработки  зад ан и й  в п роц ес­
соре, опер;
Л'вв =  А выв , байт;
N  обм , байт;
рп — допустимый коэфф ициент загрузки  процессора;
Qn — величина к ван та  обработки , с .
Поскольку з а д ан ы  величины В  и 0 ,  м ож ем  определить
Т0 =  в / В  .
П реж де чем перейти к непосредственному рассм отрению  м е­
тодики расчета  хар актер и сти к  и вы бору  п ар ам етр о в  системы, 
сделаем р яд  зам ечан ий . • *
Так к а к  система об сл у ж и ван и я  рассм атр и вается  в стац и о­
нарном реж и м е  и п редп олагается  отсутствие потерь задан ий , то 
справедливы следую щ ие соотношения (см. рис. 4 .1):
^ВХ ~  В̂ЫХ > (ТП)
^обм ~  Авых • (Т-2)
Кроме того учтем, что д л я  р е ж и м а  р азд ел ен и я  времени при
^споненциальном ' распределен ии  времени обработки  в ер о я т ­
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ность того, что за д ан и е  покинет систему после окончания кван, 
та  обработки  Q„, составляет
Р ш =  l - e -11' 5" ,  (4.3)
где р 0 =  IJT0 .
Тогда Хвых =  As Р  вых ; с учетом соотношений (4.1) и (4.2)
• ^обм =  ^вх (& 1)» где k  — 1 jPftbix'
О п р е д е л е н и е  количественного состава 
технических средств системы
О ценку необходимого коли чества  процессоров и к ан ал о в  бу 
дем  производить, исходя из вполне естественного и обоснован 
кого требовани я  сбаланси рованности  по за гр у зк е  различны] 
ф аз  системы. П оскольк у  в исходных дан н ы х  мы имеем значешц 
допустимого коэф ф иц иента  загр у зки  ф а зы  обработки  р п, то вы 
ш еу казан н о е  требовани е  м о ж ет  быть в ы р аж ен о  системой нера 
венств вида
Рвв Р п 
Рвыв ^  рп 
Р o6mi Р п
Р обмз ^  р П 
Р вв рп
(4.4]
1. Оценим потребное число процессоров М п д л я  ф а зы  обра 
ботки. Д л я  этого учтем, что
 ̂ П Мп ^обр 5
где цобр =  4/Т обр >
р, обр— р езульти рую щ ая  интенсивность обработки  в процес­
соре с учетом кван тован ия .
Величину М  п найдем  из в ы р аж ен и я
л • k 'к_____________  Ь.__<  0 (4.51
м п ^ а  М пН  ^ п* v
В вы р аж ен и и  (4.5) использовано то обстоятельство',  что р 0бр 
— \iok,  т а к  к а к  распределен ие  времени обработки  в главно1 
процессоре с учетом кван то ван и я  имеет  вид
! - в - м  , ° ^ < Q n  <4 '{I А > Г>  Ч п I
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а среднее значение р асп ред елен и я  (первый н ачальны й момент) 
^обр =  1 /  М-обр ~  1 /  Цо & • (4*7)
Кроме того, о г =  т обр в СИЛУ экспоненциальности  распре-
* Гобр
деления. Н ай ден н ое  значение М а округлим  до бли ж ай ш его  
целого числа.
После этого сделаем  пересчет коэф ф иц иента  загр у зки  д л я  
фазы обработки . Н ай д ем  ф актическое  значение  д л я  >рп из в ы ­
ражения (4.5), подставив  в него округленное  значение  М„.  Н а й ­
денное значение  обозначи м  через р* .
2. Ч исло к а н а л о в  ввода  и вы вода  (М  в в , М вьт) определяем  
из соотношений
  ^вых ^выв ГВы в  * 1Л 0
Рвыв — -------- М ~ ^ ~ ---------  ^  11 ВЫВ
  В̂Х У̂вв ГВВ ^  л л\
Рвв —  ЦТ <  Р п 5 (4>9)
вв
3. Д л я  определения числа к ан ало в  обмена  рассм отри м  ср ед ­
нее время, необходимое д л я  реал и зац и и  обм ен а  О ЗУ -В П : 
t обм ~ ^  дост "I- 1 пер> где t пер =  7V0<зм ^обм > д̂ост среднее время 
доступа к В П  — врем я, необходимое д л я  поиска соответствую ­
щей зоны во В П  при записи или считывании. Оно зави си т  от 
типа внешних накопителей и дисциплины  доступа  [18].
Если не р ассм атр и в ать  врем я доступа к ВП, то
^обм ^  (& 1) N  обм Г обм / л  1 л \
р»бм. =  J I W 06M1 “ -----------м,̂ ----------- <Р“ - <4Л °)
Тогда из условия (4.10) определяем  M o6mi. А налогично н ах о ­
дим число к ан ало в  д л я  второй ф а зы  обмена М обм 2 .
Оценка характеристик ф у н к ц и о н и р о в а н и я  подсистем
П роводим ан ал и з  хар ак тер и сти к  ф ункционирования  к аж до й  
из подсистем (ф аз )  А С О И .
Н еобходимо оценить:
средние за д е р ж к и  в обслуж и ван и и  зад ан и й  — tW) tq ; 
средние квад рати ческ и е  отклонения (с.к.о.) з а д е р ж е к  —
$tw, Gtq ;
средние д ли ны  очередей — ю, q ;
коэффициенты  исп ользован ия  процессоров и к ан ал о в  — £ исп. 
П риведем  необходимые расчетны е соотношения д л я  м ного­
канальных СМ О при обслуж и ван и и  в по р яд ке  поступления
^Вероятность того, что все о б сл у ж и ваю щ и е устройства  д а н ­
ной ф азы  заняты ,
B p =  P { q > M } =  % P { q  = n)  ( 4 . 1 1 )
где М  — число о бслуж и ваю щ и х  устройств данной ф азы  (про 
цессоров или к а н а л о в ) ;
q — количество , задан ий , находящ и хся  на о б сл у ж и в ан и и ]  
о ж и даю щ и х  в очереди.
П ри  м алом  М  величина В р м ож ет  быть подсчитана по фор 
муле
( Мр ) м „ -  1
Вп =
где
М.! (I — р) Р ° Р м  1 — р 
(М р) м Р0
(4.12
Рм  = М!
М-1 
2  ( М  р ) п 
п= О
+ (Мр)*1 I
Ж! (1 - р )
р — коэфф ициент загрузки  соответствую щ ей ф азы : р- =
В ероятность того, что зан ято  ровно п о б служ и ваю щ и х  уст 
ройств,
(р М ) пРп
М \  М " - м
1 <  п <  М  
п >  М  .
(4.14)
В общ ем случае В р находим из следую щ его вы р аж ен и я
М - 1
В,
s j  ( М  р)'
п — О п\
1




S ( M  р ) п
п = О /  п = 0 1-
О бозначим : ш — число задан и й , ж д у щ и х  обслуживания;
tw — врем я о ж и дан и я  о б служ и ван и я; q — число ж д у щ и х  и об­
сл у ж и ваем ы х  задан ий ; tq — сум м арн ое  время о ж и дан и я  и об­
служ и ван и я .  Тогда
РW = в, (4.16)
(4.22)
а ‘" =  4/ М  1 - р Д  ^  ( 2 - Д 7 )  + 4 4 г ( 1 ~ р ) 2 - (4.23)
Среднее число за н я т ы х  устройств (кан алов )  об сл у ж и ван и я
М - 1
М =  У  Р п п  +  М  £  Р п . (4.24)
/2=1 П = М
Коэффициент и сп ользован ия  устройства  о б служ и ван и я
* . »  =  ! •  (4.25)
В соотношениях (4.12) — (4.25) X — интенсивность потока зада-. 
I)цйг поступаю щего на д ан ное  устройство, об сл у ж и ван и я ;  д ля  
устройства ввода_>„ =  л вх ; в ф азе  обработки  X Хвх fe; в кд н ал е  
обмена X =  Хвх (k —  1) и т. д.
Оценка интегральных характеристик
ф у н к ц и о н и р о в а н и я  системы
На преды дущ ем  этап е  а н ал и за  получены оценки качества  
функционирования системы д ля  каж до й  из ф аз  обслуж и ван и я .
Для интегральной оценки качества  А С О И  необходимо оп р е ­
делить. характери сти ки  времени пребы вания  за д ан и я  от м о м ен ­
та входа в систему до  м ом ента  вы хода  из нее. Это врем я пре­
бывания мож но н азв ать  вр ем ене м  р е а к ц и и  А С О И  на за д а н и е  
пользователя.
Для определения  среднего значения  и дисперсии времени 
необходимо определить  среднее и дисперсию  числа циклов, к о ­
торые соверш ает за д ан и е  в системе, п реж де  чем покинет ее.
Распределение числа циклов в силу отсутствия «последствиям 
при экспоненциальном распределен ии  времени полной о б р аб о т ­
ки является геометрическим, т. е. вероятность соверш ения  m  
пнклов обработки  в процессоре определяется  согласно в ы р а ­
жению
р  =  П _ Р 'l 'п— 1 р
1  п г  — V 1 1 ВЪ!Х )  1 ВЫХ *
Среднее и дисперсию  числа циклов находят  из в ы р а ж е ­
ний [19]
ОО 1 _
J V „ = 2  пг Р т =  р—  =  / г ,
т=1 ^вых
, г» —  ; (4.27Г
°П2=  Ё  пг2 P m — (Л Д )2 =  k  {k — 1)
/72 = 1
85
Тогда среднее и дисперсия сум м арного  времени обработки  м0> 
гут быть найдены  из соотношений [20]
Т* =  T N n =  Т п к ,
=  k ( к — 1) Т 2 +  Qj Ti ,
I ДО Т п — tw -f- Т обр •
Величину tw определим  из соотношения (4.19), a f o6p — из вы. 
р аж е н и я  (4.7). Ч исло  процессоров было определено ранее  из 
вы р аж ен и я  (4.5)
где определяется  из ф орм улы  (4.22), а а |  =  T l 6p. С о ­
верш енно аналогично д л я  ф а зы  обмена  среднее число циклов 
обмена - *4
Л'обм** ]£  —,1 ) Р  ВЫК (1 — =  ( £ -- 1) ,
■<V = Ё  (( — 1 ) 2 Р ВЫХ (I — ^,ь,х ) —1 —  (Л?о0„ ) 2 =  fe ( * _  1) .
'тобм / =  1
Д а л ее ,  если допустить, что число к а н а л о в  вы вода  из внешней 
п ам яти  равно  числу к ан ало в  ввода, то Г 2обм =  2 Г обм ( k — 1) ,
а*обм="  2 ( k — I) (к Т 20бм +  о 2^ ) , 
где значения  Г обм, о 2 подсчиты ваю т из соотношений (4.20)
1 Обм
и (4.23).
Тогда сум м арное  врем я реакции А С О И
Т г  = Г В. +  Г п'> +  2 Г обм ( £ — 1) +  f BbIB 
' и а 1 =  +  к [ ( И —  1) Т \  +  a J J  +  _|_
+  2 ( 6 - 1 )  (ИТ%Ы + о « обм ) ,
где Г ВВ, Г ВЫВ , о 2вв, а ^ ыв определяю т при оценке качества  функ­
ционирования соответствую щ их ф аз  из соотношений (4.20),
(4.23).
f л а в  a 5
о п р е д е л е н и е  П А Р А М Е Т Р О В  
/ А В Т О М А Т И З И Р О В А Н Н О Й  С И С Т Е М Ы  
О Б Р А Б О Т К И  И Н Ф О Р М А Ц И И  ( А С О И )
5./. ПОСТАНОВКА ЗАДАЧИ ОПТИМИЗАЦИИ ПАРАМЕТРОВ
Оптимизацию п ар ам етр о в  конкретного в ар и ан та  построения 
АСОИ проводят  на основе м атем атической  модели этой систе­
мы, которая связы вает  основные технические п а р а м е тр ы  опти­
мизируемой системы с множ еством  ограничений, н ал агаем ы х  
при проектировании, с внеш ними п ар ам етр ам и , а т а к ж е  с п о к а ­
зателями качества  проектируемой системы. З а д а ч а  оптимизации 
является м а к с и м а л и з ац и я  или м ин им изаци я  принятого критерия 
эффективности А С О И . В общ ем виде за д а ч а  оптимизации 
АСОИ м ож ет быть сф о р м у л и р о ван а  в следую щ ем  виде.
З адан  некоторый критерий эф ф ективности  А С О И
где Хи Ха, ..., x k — п а р а м е тр ы  системы.
Д ля  н ахож ден и я  оптим альной  системы требуется  найти в ек ­
тор технических п ар ам етр о в  х  =  х * \  х 2*, ..., x k*, при котором 
заданный п о к азател ь  эф ф ективности  п ри ним ает  экстрем альн ое  
значение на м нож естве  допустимы х векторов
где — н а л а га е м ы е  ограничения; 
bi — граничны е з н а ч е н и я , 
i — номер ограничений .
Существенно в а ж н ы м  при рассм отрении зад ач и  оптимизации 
является тот факт , что часть п ар ам етр о в  А С О И  м ож ет  при ни­
мать только целочисленны е или дискретны е значения. П ри  оп­
тимизации такого  рода  систем возни каю т специфические т р у д ­
ности, закл ю чаю щ и еся  в том, что возм ож н ость  применения к л а с ­
сических, основанны х на диф ф еренц ировании , методов оптим и­
зации практически исклю чается .
Н аиболее  целесообразн о  реш ать  описанный кл асс  з а д ач  
методом динам ического  п р о грам м и рован и я  или случайного по ­
иска [7, 12].
Р ассм атр и в аем ы е  в ар и ан ты  построения А С О И  могут о тли ­
чаться числом и производительностью  ЭВМ , типом и х а р а к т е ­
Е  — Е  (x î, х 2, •••, х к) , (5.1)
Е  =  extr (Е ( х ) ); 




ристиками запом и наю щ их  устройств, операционны ми система 
ми и т. д. Все эти величины д о лж н ы  входить в вектор тех^, 
чсских парам етров  системы. О днако  в этом случае  в силу боль. 
твой разм ерности  и сложной, а порой и неизвестной на стадц{ 
проекти рования  взаи м освязи  м еж д у  п о к азател ям и  эффектиц. 
кости и техническими п ар ам етр ам и  А С О И , за д а ч а  анализ, 
системы очень трудна. П оэтом у мы рассм отрим  боле| 
простой случай, когда А С О И  является  однопроцессорной, а ] 
качестве  основных технических п арам етров  вы ступаю т быстро 
действие процессора, дисциплина  о б служ и ван и я  и порядок  на 
значения  приоритетов потокам заявок . Эти технические пара 
метры  системы в наибольш ей степени влияю т на временны, 
характеристики  А С О И , которы е являю тся  определяю щ и м и в си 
стем ах  оперативной обработки  информации. О рганизуя  и ана 
лизи руя  обслуж и ван и е  при сделанны х допущ ениях, сопостави: 
величину вы игры ш а, получаемого  от использования  той или ино: 
дисциплины, с з а т р а т а м и  ресурсов на ее реализаци ю .
Ограниченность реальны х  х арактери сти к  и структуры  кон 
кретной системы, а т а к ж е  и сп ользуем ая  дисциплина обслужи 
вания  сн и ж аю т  идеальную  эф ф ективность  на некоторую вели 
чину, которую р ассм атр и ваю т  к а к  ф у н к ц и о н а л  потерь, завися 
щий от потока за я в о к  и п ар ам етр о в  системы. П отери можн 
представить суммой следую щ их составляю щ их: потери от ожи 
д ан и я  за я в к а м и  н ач а л а  обслуж и ван и я ,  от простоя обслуживал: 
щего прибора, от преры вани я  обслуж и ван и я ,  вы званного  при 
бытием зая в о к  высшего приоритета. Н ер а в н о ц е н н о с т ь 'за я в о к  п 
допустимому времени ож и дан и я  позволяет  изм енять  суммар 
иые потери в обслуж ивани и  заяво к ,  д а ж е  при фиксированны 
структурны х х ар актер и сти к ах  системы, меняя  дисциплину о£ 
слу ж и ван и я  или последовательность  вы бора  за я в о к  при зада> 
ной дисциплине.
П роектирован ие  А С О И  обычно ведут в условиях  нротивс 
борства двух  ф акторов . С одной стороны, чем более быстрс 
действую щий процессор мы выберем, тем меньш е будут велич* 
кы среднего сум м арного  ш тр а ф а  из-за  ож и дан и я  за я в о к  в оче 
редях, а с другой стороны, чем вы ш е быстродействие процес 
сора, тем больш е вероятность его простоев, что естественн 
вы текает  из стохастического х а р а к т е р а  поступления за я в о к  в ш  
стему. П оэтом у вполне логично п редполож и ть  существовани 
некоторого оптимума, позволяю щ его  определить компромиссно 
значение быстродействия процессора с учетом вышеназванные 
противоречий. В качестве  кри тери альн ой  функции при такоэ 
подходе м ож ет  быть использован ф ункц ионал  вида [5].
м
С в {5) =  ро Г] (В)  +  2  jj; Xi C0i(s) {В)  , (5.4;
i=i
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м , 1 N М
где „ (В)  =  1 -  X  я,- Т , -  1 -  (4-) S  Я,- в , - ; (5.5)
т. 01 — среднее врем я о б служ и ван и я  и трудоем кость вынол- 
‘ " нения за я в о к  /-го типа ;
В/, o)i — ш т Р а Ф за  единицу времени о ж и дан и я  и средн яя  дли- 
1" тельпость о ж и дан и я  за я в о к  /-го типа;
j\4 — число типов з а я в о к ;
h — интенсивность поступления за я в о к  /-го т и п а ;
6’ — индекс используемой дисциплины  о б сл у ж и в а н и я .
Таким образом , п о к азател ь  эф ф ективности  является
функционалом, зави сящ и м  от трех величин: дисциплины  обслу­
живания, быстродействия, порядка  н азн ачени я  приоритетов.
Как было отмечено выше, реш ение зад ач и  оптим изации в о б ­
щем виде достаточно слож но в силу ее ком бинаторного  х а р а к ­
тера и большой разм ерности .
Характер ограничений, общий вид которых запи сан  в форме 
(5.3), м ож ет  быть различны м . В А С О И , ка к  правило, зад аю тся  
ограничения па врем енны е характеристики . М ож н о  вы делить 
два типа А СО И : с абсолютными  ограничениями па врем я п р е ­
бывания з а я в о к /к о г д а  требовани я  по времени о ж и д ан и я  д о л ж ­
ны выполняться д л я  всех заявок ,  и с относительными  о гр ан и ­
чениями, когда ограничения н ал агаю тся  на средине врем ена  
пребывания заявок . В озм ож ен и третий случай, когда огр ан и ­
чения вообще не н ак лад ы ваю тся .  У читы вая перечисленны е ф а к ­
торы, целесообразн о  д л я  реш ения зад ач и  применить у п р о щ ен ­
ную методику [5 ] .
Идея состоит в разбиении  общей зад ач и  на ряд  частных, 
показатели эф ф ективности  которых за в и с я т  лиш ь от одного п а ­
раметра. Так, на первом этапе  находят  ниж ню ю  границу  бы ст­
родействия системы из условия  наличия стационарного  р еж и м а  
тли выполнения ограничений на врем я ож и дан и я ,  если они су- 
1 шествуют, и зак о н а  сохранения времени ож и дан и я .  Н а  втором 
этапе ищут дисциплину о б служ и ван и я  при ф икси рованном  бы ст­
родействии. П ричем  с целы о облегчения поиска достаточно 
простой дисциплины  найденное на преды дущ ем  этап е  значение 
минимального бы стродействия несколько за в ы ш ае т с я  (на 
Ю—2 0 % ) .  И, наконец, на последнем этап е  д л я  выбранной 
Дисциплины находят  так  н азы ваем о е  оптим альное  быстродейст- 
Бие, т. е. «завы ш енное» на преды дущ ем  ш аге  быстродействие 
мы снова пы таем ся  несколько уменьш ить, имея в виду огр ан и ­
чение на врем я ож и дан и я ,  ниж ню ю  границу  бы стродействия и 
Руководствуясь экономическими соображ ен и ям и  о наиболее  пол- 
иой загр у зк е  процессора.
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5.2. ОПРЕДЕЛЕНИЕ МИНИМАЛЬНО ДОПУСТИМОГО 
БЫСТРОДЕЙСТВИЯ ПРОЦЕССОРА
Д л я  определения  нижней оценки бы стродействия рассмо) 
рнм А С О И  с многомерным потоком за я в о к  интенсивность!, 
/,{ (/ =  \ ,М)  и п ар ам етр ам и  трудоемкости алгоритмов обра. 
ботки за я в о к  типа i — 0,- и 0 / (2), где 0/<2) — второй начальна 
момент.
М ин им ально  возм ож н ое  быстродействие д ля  случая  отсут 
ствия ограничений на врем я ож и дан и я  определяем  почти три 
ьильно из условия наличия  стац ионарного  реж и м а  в А СО И , т.с
м
2  h  Ti <  i ,/ = 1 ____
учитывая, что 7 5 = 0 /  / Bi (i — 1,M) окончательно получим
м
В  тиуЛ* А/0 /  . (5.6
/ = 1
Если па среднее врем я о ж и дан и я  (или п ребы вания)  заявок 
налож ен ы  ограничения, например: (Oj <  оц*; ©2 <  со2*; ...;j
сом <  со** , то постановка зад ач и  несколько слож нее. В этом! 
случае  м ож но воспользоваться  закон ом  сохранения  времени!
о ж и дан и я
м
р/ СО/ =  R  0)0 =  c o n s t , (5.7)!
1=1
где р/ =  % i T t ; !
R  — Pi +  р2 +  ... +  р м ; 
о)о — среднее врем я о ж и дан и я  з а я в о к  при бесприоритетном| 
обслуж ивании, оп ределяем ое  к а к
v  Ti(i) р  ^  1 со0 ^  ) 7\ <С 1 . (о.о]|
С учетом ограничений на среднее врем я о ж и дан и я  заявок] 
со/ <  со/* равенство  (5.8) мож но переписать  в виде
м
р/ со/* >  R  соо ,
t=i
м
т. е. У  р/ (со/* — ©о) >  0 (5.9)
<=i
Т аким  образом , если неравенство  (5.9) выполнимо, то среДй 
м нож ества  дисциплин о б сл у ж и ван и я  сущ ествует та к а я ,  д л я  КО' 
торой вы полним ы  все ограничения вида ©/ <  со/* .
И з  в ы р аж ен и я  (5.9) нетрудно определить  и значения  В  ф
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япя чего в него следует  подставить вы р аж ен и е  (5.8) и произ- 
естп необходимые ал гебраические  прсообразоваиия  [5 ] :
1 м
В  min ~п~ hi 0 /  +
1 / = 1
_ /  м
У /  J *  м 2 2  h e w- 4 - 2  ht Q i ( %   )•  (5.10)
* = l l~ X 2  Л;0/ОЛ* 'l=r 1
fja практике значение  В  min обычно вы би раю т  с запасом
jq 20% по отношению к вычисленному по ф орм уле  (5.10) с тем,
чтобы расш и рить  кл асс  дисциплин, у довлетворяю щ и х  п остав ­
ленным условиям.
5 .3 . ВЫБОР ДИСЦИПЛИНЫ ОБСЛУЖИВАНИЯ
Задачи  вы бора  дисциплины  о б служ и ван и я  и распределен ия  
приоритетов м еж д у  потокам и за я в о к  (если в ы б ран а  п ри ори ­
тетная дисциплина) реш аю т  обычно после вы бора  минимального  
быстродействия процессора. О бе эти зад ач и  носят  ко м б и н ато р ­
ный характер . Отметим, что в силу конечности числа п ер еста ­
новок на s (число возм ож н ы х  дисциплин) или из М  (число по­
токов информ ации) о п ти м ал ьн ая  дисцип лина  или оптим альная  
последовательность приоритетов всегда существует.
З ад ач а  вы бора  дисциплины  о б служ и ван и я  реш ена  только 
для случая отсутствия ограничений па врем я пребы вания  (о ж и ­
дания) з а я в о к  в А С О И  д л я  к л асса  абсолю тны х и относитель­
ных приоритетов. Д л я  сравнени я  дисциплин об сл у ж и ван и я  м о ж ­
но использовать критерий вида  (5.4). Б олес  того, поскольку 
первое сл агаем о е  в этом критерии не зависи т  от дисциплины  
обслуживания, то д ля  оценки мож но исп ользовать  лиш ь второе 
слагаемое у к азан н ого  критерия.
С равни вая  последовательно  беснриоритстную  дисциплину и 
дисциплину с относительными приоритетами, а затем  д исцип ли­
ну с относительными и абсолю тн ы м и при оритетам и, мы придем 
к одним и тем лее достаточн ы м  условиям  вы игры ш а от вв еде ­
ния относительных приоритетов по отнош ению  к бесприоритет- 
ной дисциплине и абсолю тны х приоритетов по отношению к  от­
носительным, а именно:
a i l  Ti >  ttj+i /  Ti+U i — 1, 2, ..., М —  1 . (5.11)
Приведенное неравенство  не зави си т  от интенсивностей входных 
потоков за я в о к  и высш их моментов расп ределен и я  д ли тел ьн о ­
стей обслулш вания , в нем go, co+ i — ш тр аф ы  за  з а д е р ж к у  за- 
я*ок соответствую щ его типа.
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Теперь перейдем к выбору оптимальной последовательно* 
приоритетов. Д о сих пор предполагалось , что последоватс-р 
ность приоритетов совпадает  с последовательностью  1, 2, 
Потери, связанные с о бразован ием  очереди, зави сят  только 
среднего времени ож и дани я , т. е. мы снова мож ем  в качеств 
критериальной функции использовать  второе слагаем ое  фу,,,.1 
пии (5.4). З а д а ч а  состоит в вы боре такой  последовательное^, 
приоритетов, которая минимизирует средние потери. Д л я  
вода условии оптимального н азн ачени я  приоритетов поменящ 
порядок приоритетов за я в о к  ( к — 1)-го и /г-го типов. Это прч 
ведет к новым средним потерям С'. З н а к  разности С— С' покв 
жст, как  изменятся потерн от перемены п орядка  приоритето; 
П роведя  необходимые подстановки и преобразован и я ,  можц 
показать , что С >  С'  тогда  и только  тогда, когда
«А /  Г& >  (хан-i /  T’/t+ j > (5.12)
т. е. средние потери от о ж и дан и я  зая в о к  в очереди мож но умень­
шить, изменив порядок приоритетов таким  образом , чтобы боль- 
ш ему значению отношения a k l T k соответствовал  и больниц* 
приоритет. О днако это простое прави ло  справедли во  лишь д,щ 
относительных приоритетов и при экспоненциальном  закош 
распределения  времени обслуж ивани я .
Д л я  дисциплины с абсолю тны ми приоритетами, дообслужи 
вапием и при произвольном закон е  распределен ия  времени об 
служ и ван и я  условие оптимизации последовательности  приори 
тетов принимает более слож ны й вид :
2 Ti щ / Т к 2) >  «/ / Т / при / <  /  , (5.13
2 Ti щ  /  7Д2) <  а- / Г/ при i >  j , (5.14
где Т \2) — второй момент распределен ия  времени обслужнвани 
заявок ,  при одновременном выполнении ранее  введенных нерг 
венств
«/ /  Т [ >  а / / Тj при i <  /; ш /  П  <  а / / Т / при i >  / .
З ап и сь  i <  /' означает, что поток с номером i имеет абсолкп
ный приоритет более высокий, чем поток с номером / .
/Для более слож ны х дисциплин обслуж и ван и я ,  например дл 
смеш анной, когда д ля  о б служ и ван и я  одной части потоков зг 
явок используется дисциплина  о бслуж и ван и я  с абсолютным! 
а д л я  другой части — с относительными приоритетами, таки 
простых реком ендаций найти не удается . П риходится  решат 
зад ач у  поиска оптимальной дисциплины  о бслуж и ван и я  и опт! 
мального  п орядка  н азн ачени я  приоритетов методом перебор' 
Н аи б о л ее  часто встречаю щ иеся  дисциплины  обслуживани 
сведены в табл . 5.1.
И з приведенной кл ассиф икации  (рис. 5.1) видно, что приор] 






































системные. Д л я  внесистемных  дисциплин задан и е  приоритет  
тому или иному потоку за я в о к  полностью определяется  харац. 
тер исти кам и  данного  кл асса  требований. В случае использовд. 
ния внутрисистемных  приоритетов приоритет  каж дого  класса 
за я в о к  зависи т  от текущ его  состояния процесса обработки  за. 
явок, например, от оставш егося  до конца времени обработки 
зая в о к  или от длительности  п ребы вания  за я в о к  в очереди ит.д
С р ав н и в ая  приведенные внутрисистемные и внесистемные 
приоритеты  дисциплины (см. табл . 5.1) отметим, что последние 
об л а д а ю т  одним существенным преимущ еством: в случае  их ис- 
пользован ия  д ля  определенны х классов  за я в о к  (с более высо. 
ким приоритетом) м о ж ет  устан овиться  равновесие д а ж е  в слу. 
чае, если в системе в целом установивш ийся реж им  отсутствует, 
К  недостаткам  ж е  внесистемных дисциплин относят обычно от 
сутствие у них каких-либо у п р ав л яю щ и х  парам етров , с помо­
щью которых можно было бы регулировать  характеристиками 
качества  обслуж ивани я  д ля  к аж д о го  кл асса  требований. Исклю­
чением являю тся  см еш анны е дисциплины, где путем изменения 
распределения  абсолю тных и относительных приоритетов мож­
но в некоторой степени осущ ествлять  регулирование.
5.4. ВЫБОР ОПТИМАЛЬНЫХ ПАРАМЕТРОВ
В ы ш е мы определили м ин им альное  быстродействие АСОИ, 
при котором существует хотя бы одна дисциплина обслужива­
ния, удовлетворяю щ ая всем требован и ям  оперативности, предъ­
являем ы м  к данной системе.
Т а к ж е  было отмечено, что действительное быстродействие 
следует  выбирать из условия В  >  В  min — это позволит расши­
рить класс  применяемых дисциплин и облегчить поиск оптималь­
ной. П р и  таком подходе мы создаем  себе некоторый «запас» 
быстродействия, а в обмен расш и р яем  множ ество  допустимых 
дисциплин. Однако встает  вопрос: какую  ж е  из этого множест­
ва подходящих дисциплин нам вы брать?  Очевидно, надо выби­
рать  ту дисциплину, которая  н аи более  проста в реализаци и , т.е. 
м ож ет быть реализована  с наи м ен ьш и м и м атери альн ы м и  затра­
тами. Таким образом, мы переходим к последнему этапу  син­
теза  А С О И , связанному с определением  быстродействия процес­
сора, которое, обеспечивая зад ан н о е  качество  обслуживания 
заяво к ,  позволяет создать систему с наименьш им и материаль­
ными затратами.
Одним из показателей уровня м атери альн ы х  за т р а т  в АСОИ 
явл яется  ее коэффициент загрузки  R  (или коэф ф иц иент  простоя 
jj _  1 — /?). Критерий эф фективности (5.4), построенный с уч^ 
том качества обслуж ивания за я в о к  и коэф ф иц иента  загрузи1 
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дессора, при котором обеспечиваю тся м и н им альны е простои, 
'ракое бы стродействие мы будем н азы вать  оптимальн ым ,
К ак  и ранее, сн а ч а л а  рассм отрим  случай, когда ограничения 
на время выполнения з а я в о к  .не налож ен ы . Тогда при исп оль­
зовании дисциплины  П П — П О  (первым приш ел —  первым о б ­




<» =  — ^ Ч й ---------- . (5 | 5 >
2 В (В -  2  Л-i в ,)
где 0 /  и ©i(2) — среднее значение  и второй н ачальны й момент 
трудоемкости при обслуж и ван и и  за я в о к  типа i =  1, ..., М.
Х арактер  зависимостей  ц ( В) ,  оо ( В)  и С в приведен на 
рис. 5.2. К а к  явствует  из рисунка, ф ункция  С в имеет  минимум, 
которому соответствует оп тим альное  значение  быстродействия 
процессора J30pt.
Рис. 5.2. Характеристики АСОИ с неограни­
ченным временем пребывания заявок
О птим альное  бы стродействие B opt м о ж ет  быть найдено п у­
тем диф ф ерен ц и рован и я  критери альн ой ф ункции по В  с п р е д в а ­
рительной подстановкой р азверн уты х  вы раж ен и й  д л я  ц ( В) ,  т. е. 
1 м м
с  в =  |3o - L  2  h  в ;  +  2  Р/ Л, / со/ (В)  . (5.16)
и i=i i=i
Подставляя в ф орм улу  (5.16) значение  ьн ' ( В )  д л я  вы бранной
Дисциплины о б служ и ван и я ,  из условия Св =  0 находим
В орс F  (Ро> •••> Рль Ач > Аль 01» • ••» 0 м )  •
В качестве  п ри м ера  рассм отри м  н аи более  простой случай с 
Использованием в А С О И  бесприоритетной дисциплины. П о л о ­
жим д л я  простоты, что Pi =  Р2 =  ••• =  Рм =  Р =  k  р0, где k  — не­
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который коэф ф иц иент  пропорциональности . Тогда в ы р а ж е н ^  
( 5 J 6 )  прим ет вид
j м
С В =  Ро Д  h  0 /  +  k  р0 А о /  (В)  ,
А1
где А =  2  ^  •
i=l
П о д ст а в л я я  значение  о /  {В) ,  полученное в р езу л ьтате  диф. 
ф ерен цирован ия  в ы р аж ен и я  (5.15), имеем [5]
М , .  м  ____
Bopi = S  к, в,  {к Л 2  \ t b r V  Я ) ,  (5.17)
г~ ' 2 ? - , е ,  '/=1
где
М Af ..  Af
я  =  [ 2 (  S  Я , в , ) 2 +  /гЛ  2  Я , в Р ] £ Л  2г=1 г=1 i=l
Если нет ограничений на врем я о б служ и ван и я  за я в о к  и 6=0,
то величина В  opt совп адает  со значением  нижней оценки быст­
родействия, т. е. быстродействие А С О И  в этом случае следует 
вы бирать  только  из условия м акси м альн ой  загрузки  процессора.
В случае, если при проектировании н алож ен ы  ограничения 
па среднее врем я о ж и д ан и я  за я в о к  « Д  зад ач у  вы бора  B opt сле­
дует  реш ать  с учетом этих ограничений, т. е. необходимо решить 
систему М  +  1 неравенств
) ц (В)  <  у]*
\ м.- (В) < « д  /= Х м . (5л8)
Реш ение этой системы неравенств  позволит определить область 
допустимых значений В , если она существует. В озм ож н ы  два 
случая :
1. B k <  В  <  В 0, где В 0, В к — значения  быстродействия про­
цессора А С О И  при т|* и о)Д соответственно, причем
B k =  m ax  Bi, (i =  1, М)  .
В случае, если Св имеет на [Вк, Б 0] минимум, то в качестве 
оптим ального  вы бираю т значение В,  соответствую щ ее этому 
минимуму. Если С в монотонно убы вает  на [Вк, В 0], то B opi = В 0 
(рис. 5.3,а) .
2. В 0 < В к — при таком  соотношении В 0 и B k з а д а ч а  н ахож ­
ден ия  Ь’ор1. н еразреш и м а , и мы вы нуж дены  вы би рать  значение 
В — В !{, ведущ ее к значительны м  простоям процессора АСОИ 
(рис. 5.3,6) .
Д л я  некоторых простейш их случаев  легко получить искомые 



















циплины «первый приш ел — первый обслуж ен»  система нера, 
венств примет вид [5]
Н етрудно  определить область  допустим ы х значений В  [5].
Верхней границе В  соответствует зависимость  В  *= В  (ti*), ниж­
ней — В  =  В  (со*) .
5.5. ПРИМЕР РЕШЕНИЯ 3 Л ДАЧ И
ВЫБОРА ПАРАМЕТРОВ СИСТЕМЫ
И сх о д н ы е  да нн ые
П а входе А С О И  четыре пуассоновеких потока за я в о к  с ин­
тенсивностями %[ =  2000 1/с; %2 — 200 1/с; Я;з =  15 1/с; Я4 =  30 1/с,
З а д а н ы  следую щ ие ограничения: оц* =  10~2 с; w2* =  Ю~3с; 
(С'з* =  0,5 с; 0)4* =  1 с .
П редельн ое  ограничение на коэфф ициент  простоя процессо­
ра  г\* =  0 ,18 .
С редние трудоемкости реали зац и и  алгоритмов по обслужи­
ванию  соответствую щ их типов заяво к ;  01 =  100 опер.. 0,2 = 
— 200 опер., 0з  =  100 онер., 0 4 =  150 опер.
Трудоем кости  алгоритмов подчинены экспоненциальном у за­
кону распределен ия . С ледовательно , п ар ам етр  0  полностью опи­
сы вает  вероятностные характери сти ки  времени реализации 
алгоритмов.
Р е ш е н и е  з а д а ч и  синтеза А С О И
1. О пределение  нижней оценки быстродействия процессора: 
воспользуем ся  вы раж ен и ем
м м м
В > 0,5 v ?w.@. +  о,25 2  2  +
i =i
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учтем, что д л я  экспоненциального  распределен ия  справедли во  
‘ отношение ©<2> =  2 © 2. П одстави в  исходные данны е, получим: 
р >  250000 опер/с, т. е. В  min =  250000 опер/с.
2. Выбор дисциплины  о б служ и ван и я  д л я  А С О И  с относи­
тельными ограничениям и на врем я пребы вания  за я в о к  в зн а ч и ­
тельной степени зависи т  от ограничений, н а л а га е м ы х  на врем я 
ожидания заявок .  Выполнение этих ограничений в общ ем случае 
может быть достигнуто за  счет использования  см еш ан ны х д и с ­
циплин о б служ и ван и я  — р аци ональны м  назначением  при орите­
тов потокам заявок .
Вид (абсолю тны й или относительный) и степень при оритет­
ности каж до го  потока з а я в о к  по отношению к другим  потокам 
можно вы би рать  лю бы м и способами. Один из них —  ц ел е н а ­
правленный перебор некоторых вари ан тов  распределен ия  п р и ­
оритетов с учетом п ар ам етр о в  потоков зая в о к ,  ограничений на 
время о ж и дан и я  за я в о к  и степени изменения качества  о бслу­
живания при переходе от одного в ар и ан та  к другому.
'П о к а за те л е м ,  определяю щ и м  необходимость изменения при­
оритета некоторого потока сл у ж и т  относительное отклонение 
бон: времени о ж и дан и я  о,, полученного при данном  расп р ед ел е ­
нии приоритетов, от допустимого времени ож и дан и я  со,-. Если 
отклонения б со д ля  одних потоков значительно  отличаю тся от 
отклонений д л я  других  потоков, то необходимо изменить при­
оритет этих потоков. Р асп р ед елен и е  приоритетов у довлетвори ­
тельно, если для  всех потоков за я в о к  значения  б со при близи­
тельно одинаковы  [5].
Определим х арактери сти ки  потоков за я в о к  произвольного 
типа д ля  миним ального  быстродействия процессора А С О И  В  т[п. 
Среднее  зн а че н и е  длительности о б сл у ж и в а н и я  з а я в о к  р а з ­
ных типов определяем  к а к
Подставляя в эту ф орм улу  значения  зад ан н ы х  трудоемкостей 
для за я в о к  каж до го  из четырех типов, получаем  средние зн а ч е ­
ния их длительностей  о б служ и ван и я  :
т 100 л 1 /-« л гр 200 q 1 р. л t
1 ~  25- 104 С; 2 ”  25 ■ 104 - 8 - 1 0  С,
7 % = —122___ =  4 - 1 0 - 4с '  Тл =  — — ------=  6 * 10—4 с
3 25 • I04 ’ 4 25 • 104
Вторые н а ч а л ь н ы е  моменты длительностей об сл уж ив ан ия  
определяем из в ы р аж ен и я  Т =  2 Г Д  которое справедли во  для  
случая экспоненциального  распределен ия  длительности  о бслу­
ж ивания :
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гр> =  3 2 .  10 - 8 с2 ; 
7Т> = 3 2 * 1 0” 8 с2 ;о 7
7\f> =  128 - 10~8 с2 ; 
Ц 2) =  72 • 10—8 с2 .
Зн ач ен и я  коэфф ициентов загрузки  со стороны зая в о к  /.Го 
типа ( / = 1 , 4 )  составляю т pi =  0,8; р2 =  0,16; рз =  0,006- 
fn =  0,018. С ум м ируя  эти величины, получим общий коэффф 
циснт за гр у зки  процессора А С О И , который будет
Р ассчи таем  среднее  в р е м я  ожидания  з а я в о к  в очереди. Д Ля 
бесириоритетпой дисциплины  воспользуемся вы раж ен и ем
П олученное время о ж и дан и я  не удовлетворяет  зад ан н ы м  огра­
ничениям, поэтому перейдем к рассмотрению  приоритетного об­
служ иван ия , воспользуемся следую щ им и приемам и j5 J.
Д л я  уменьш ения числа переборов упорядочим потоки, рас­
п олагая  их в порядке  возрастан и я  допустимого времени ожида­
ния о)Л В р езультате  этой операции р ассм атр и ваем ы е  в при­
мере потоки расп о л о ж атся  следую щ им образом : 2, 1, 3,  4. В этом 
-случае, если д ва  или более потоков имеют одинаковы е ограни­
чения по со Л  то реком ендуется  р асп о л агать  их в порядке  воз­
р астан ия  времени о бслуж и ван и я  (7Д .
Д а л е е  н азн ач аем  приоритет потокам  за я в о к  следую щим об­
разом: к а ж д о м у  потоку приоритет не ниже, чем потокам, распо­
лож енн ы м  правее, и не выше, чем потокам, располож ен ны м  ле­
вее, в у казан ной  последовательности. П олучаем  Р\  = 2 ;  Р 2 =  ^ 
Р 3 =  3; Р 4 =  4, где Pi  — приоритет. С читая  назн аченн ы е при­
оритеты относительными, рассчиты ваем  среднее врем я сщ ожи­
д ан ия  за я в о к  в к а ж д о м  из потоков и относительные отклоне­
ния б о ) :
4
R  =  v  р . =  о,8 +  0,16 +  0,006 -1- 0,018 =  0,984 .
К)3 • 32  • 1 0 - 8 -I- 2 • Ю2 • 1 28 • 1 0 - 8 +  1 5  • 4 • 1 0 - 4 +  30 • 72  • 10 -8
2 (1 — 0,984)
=  28,8- 1 0 -3 с .
Л=1
СОй ~  2 (1 — /?* — ,) (1— Да) ’
где У, Xk Т {Р  =  Ю - 5 (64 +  25,6 +  0,48 +  2,16) с =  92,24- 1 0 -5 с,
R k  -  i — pj +  ... +  Qk -  i
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И Rk =  Pi +  P2 4- ... +  p* — загр у зки  ,
создаваемые потоком з а я в о к  1, ..., к — 1 и 1, ..., к\ к  — степень 
приоритета заявок .
При =  1 о)2 =  -  222 о,8Г 5 с =  0 ,54. Ю - з с ;
.  1 о - 3 - 0 , 4 9  - 1 0 - 3
0 , 5 4 9 - Ю - 3 ~  ’ 8  ’
«р* ft =  2 Ш1 =  - 2 - м 4 ' . а д 4  с = 1 ’3 7 - 1 ° - 2 с ;
_  Ш - 2 —  1 , 3 7 .  1 0 - 2  л л г г
2 1 , 0 7 - 1 0 - 2 0,Обо ,
/ о  92 24 • 1 0 —6
при г — юз 2 • 0,034 • 0,04 с  =  с ;
^ 0 , 5 —-0 , 339  г\ »п
бИз =  ------0339—  = ° - 4 7 ;
"Р" * =  4 ^ “ Т ^ ® Г Ш Г с - 0 - М 8 с ;
<; 1 — 0,848 п , 0
° 4 “  0,848 — 0 . 1 2 .
Таким образом  видно, что только  врем я  о ж и дан и я  
заявок первого потока не удовлетворяет  ограничениям  по со*. 
(Oi =  1,37* 10-2  с, a col <  10-2  с (к =  1), следовательно , нуж но
изменить приоритет  этого потока. Д л я  этого бы л произведен
перебор больш ого количества  во зм о ж н ы х  вар и ан то в  р а с п р е д е ­
ления приоритетов, в том числе и с введением  приоритетов а б ­
солютного класса . Н о все они д ал и  худш и е  результаты . Т аким  
образом, приведенный первый ва р и а н т  счи таем  н аи более  п р и ­
емлемым вари ан том  расп ределен и я  приоритетов.
Выполнение ограничения c o i < 1 0 - 2 c м о ж е м  достигнуть за 
счет увеличения бы стродействия проц ессора , оставив  н ай ден ­
ную дисциплину об сл у ж и ван и я  неизменной.
Таким образом , считаем оптим альной  д исцип лину  о б сл у ж и ­
вания со следую щ им распределен ием  относительны х  при орите­
тов: Р , =  2; Р 2 =  1; Р 3 =  3; Р 4 =  4 .
3. О пределение оптим ального  б ы стродей стви я  процессора: 
решаем систему неравенств
г] (В)  <  т|* 
CDt ( В )  О),* ,
м
1 - 2  Лг 0/
ПоДставляя г| =  1 -------- ^ --------и оц, в ы р а ж е н н ы е  через В,  с за
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менной Ti =  QilB д л я  принятой дисциплины  обслуж ивани я  c o t ro .  
сительными приоритетами. П олучим  следую щ ую  систему нер5. 
венств:
, 246000 ^  * л in  ,
1 --------- д—  ^  'П =  0)18 ;
В  >  26,6 • 104 опер/с  ( г = 1 ) ;
В  >  26 • 104 опер/с  (i =  2) ;
В  >  25,1 • 104 опер/с  (i =  4) .
К р езультате  имеем область  допустимы х значений д л я  В  :
266 ООО опер/с  <  В  <  300 000 опер/с . 
О птим альны м  будет то значение  В,  которому соответствует нац. 
меньш ее значение  функции С в • Н а  ин тервале  26,6* 104 опер/с <  
-< /?< 30-104 онер/с функция С в монотонно возрастает . Следова­
тельно, ее наи м ен ьш ее  значение соответствует значению 
В  =  266 000 опер/с. И так , B oft =  266 000 oriep/c. Н ай д ем  время 
о ж и дан и я  за я в о к  и коэфф ициент простоя процессора при
к =  2: to2 =  0,81 • 1 0 -3 с <  К )-3 с =  оз2* ;
/ г = 1 :  (о, <  0,82 • 1 0 -2 с <  1 0 -2 с =  оц* ;
к =  3: о)3 =  0,075 с <  0,5 с ;
к =  4: о)4 =  0,096 с <  1 с ;
■П = 0 ,0 7 5  < 0 , 1 8  =  г)*.
И так , в результате  реш ения зад ач и  синтеза А С О И :
в ы б ран а  дисциплина о бслуж и ван и я  с относительными при 
о ритетам и и следую щ им распределен ием  их по потокам: Р \ = 2  
Р '2 =  1; Яз =  3; Р 4 =  4 ;
найдено оптим альное быстродействие процессора 266 001 
опер/с, у довлетворяю щ ее  ограничениям  на врем я ожиданш 
за я в о к  различны х типов (потоков), и коэфф ициент проста 
процессора.
Г л а в а  6
а н а л и т и ч е с к о е  М О Д Е Л И Р О В А Н И Е  А С О И  
С И С П О Л Ь З О В А Н И Е М  А П П А Р А Т А  С Т О Х А С Т И Ч Е С К И Х  
С Е Т Е Й  М А С С О В О Г О  О Б С Л У Ж И В А Н И Я
6.1. ПРЕДСТАВЛЕНИЕ МОДЕЛИ АСОИ
В ВИДЕ СТОХАСТИЧЕСКОЙ СЕТИ
Описанные зад ач и  а н а л и за  и синтеза систем оперативной 
обработки ин ф орм аци и и р азд ел ен и я  времени могут быть р а с ­
смотрены с единых позиций в р а м к а х  т а к  назы ваем ого  сетевого 
подхода. В этом случае  м одель  соответствую щ ей А С О И  п ред­
ставляют в виде стохастической сети (зам кнутой  или р а зо м к н у ­
той), после чего в соответствии с известны ми из теории стоха­
стических сетей ал гори тм ам и  и ф орм улам и  определяю т искомые 
характеристики и соотношения, а затем  проводят  их оптим и­
зацию.
Учитывая больш ую  универсальность  сетевого подхода при 
моделировании А С О И , ц елесообразн ее  бы иметь готовый пакет 
программ, пригодный д ля  м одели рован ия  ш ирокого класса  си­
стем обработки  информации. В данной главе  приведено опи са­
ние методических основ, принципов построения и порядка  р а б о ­
ты с такого  рода пакетом  п рограм м  «Сеть», позволяю щ им  м о­
делировать зам кн уты е  и разом кн уты е  стохастические сети.
Д л я  понимания и злагаем ого  в дальн ей ш ем  м атер и ала  необ­
ходимо привести кр атки е  сведения и сводку основных ф орм ул 
из теории стохастических сетей [5] .
Под стохастической сетыо обычно поним аю т совокупность 
одно- или м ногокан альны х СМ О, в которых требовани я  п ерем е­
щаются из одной СМ О в другую  случайным образом  до тех 
нор, пока не покинут систему в какой-либо  точке. М арковски е  
стохастические сети образую т  к л асс  стохастических сетей, д ля  
которых при нята  гипотеза о том, что входящ ие в сеть потоки 
нуассоповскне, а длительности  о б служ и ван и я  запросов  в р а з ­
личных у зл а  (подсистемах) сети распределен ы  по экспоненци­
альному закону.
Рассмотрим произвольную  сеть с п у злам и, в г-м узле  кото- 
Р^й находится СМ О Si  с одной очередью и /г,- приборами. В рем я 
°бслуживания в к а ж д о м  из приборов распределено  по показа-  
'■сльному закон у  со средним значением  7\- =  1 / ць В г-й узел  
Уступает извне (по отношению к сети) последовательность 
Дебований из независимого  источника с интенсивностью Koi т р е ­
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бований в секунду. П осле  о б служ и ван и я  в i -м у зле  требование 
переходит в следую щ ий узел  /  с вероятностью  Рц.  Т аки м  обр^. 
зом, это требовани е  поступает в / -й узел  изнутри (по отноцд. 
ник) к сети ) .  Вместе с тем, уходя из /-го узла , требование мо-
П
ж ет покинуть сеть с вероятностью  1 — Рц. О пределим  под.
/=г 1
пую интенсивность потока требований, поступаю щ их в /-й узел 
к а к  hi требовани й  в секунду; в среднем она вклю чает  в себя 
ка к  внутренние, т ак  и внешние требовани я. Система уравнений 
д л я  определения  интенсивностей имеет вид
hi =  hoi +  ^  Pji ,  i — \ , t i . (6.1)
Узлы р ассм атр и ваем о й  сети в значительной  мере независи­
мы, что видно из полученного Д ж ексо н о м  [11] вы р аж ен и я  для 
совместного расп ределен и я  вероятностей н ахож ден и я  М { требо­
ваний в первом узле, М,2 требований во втором и т. д.:
Р  (Мь М 2, ..., М п) = Р  (Mi) * Р ( М 2) ... Р  ( М „ )  .
В этом равенстве  о независимости свидетельствует  произведе­
ние распределений в правой части. В оспользуем ся  этой незави­
симостью, в частности, к аж ды й  м нож итель  Я (М) в приведен­
ном равенстве  является  решением д ля  изолированной СМ О типа 
M/ Mj k ,  работаю щ ей  сам остоятельно  при интенсивности поступ­
ления требований h, а Я (М,:) определяется  равенством
где













Mi  <  к ,
M i > k ,
(к рУ
МЛ к\ (I —  р)
Т акие  стохастические сети назы ваю тся  р а з о м к н у т ы м и .
Е щ е  один класс  м арковских  стохастических сетей включает 
сети, узлы  которых требовани я  не могут ни покидать, ни посту­
пать в них извне. В частности, предполож и м , что в сети, подоо- 
ной описанной выше, находится  М  требований и что они переме­
щ аю тся  из узла  в узел, но уйти из сети не могут; иначе говоря.'
п
д л я  всех / справедли во  равенство  ^  Р ц  =  1 . С овместное рас‘
пределение вероятностей налич ия  определенного числа трео° 
ваний в различны х у зл а х  таких  замкнутых сетей вы р а ж а е м  
следую щ им образом ;
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р  ( М и  м 2  М п )  = п  р ?  ; р, = -к. *
,де м нож ество чисел X; д о л ж н о  удовлетворять  линейным у р а в ­
нениям, аналогичны м  у р авн ен и ям  (6.1) при Л0/- =  0. Здесь  
(i (М ) — константа , обесп ечи ваю щ ая  условие нормировки и оп­
ределяемая к а к
G (ЛГ) =  S  П  piM,
k е  Л т=т
причем .М =  {Мь Л42, М„}; Л — множ ество  векторов М,  д ля
которых Mi  >  0, а 2  Mi — М .
i=i
Параметры м а р к о в с к и х  стохастических сетей 
и о п р еде ле н ие  и х  характеристик
Стохастическая  сеть определяется  совокупностью следую щих 
параметров:
числом п  систем массового об сл у ж и ван и я  5 Ь S 2, S n, о б р а ­
зующих сеть;
числом к ан ало в  (об служ и ваю щ и х  приборов) &ь /г2, k n, 
входящих в состав систем S b 5 2, S n ;
матрицей вероятностей 'передач | |Р || =  {Рг/}, где Р ц — в е р о я т ­
ность того, что з а я в к а ,  п о к и д аю щ ая  систему 5/, поступит в си ­
стему Si  (i,j =  0, п)  ;
числом М  заявок ,  ци ркулирую щ и х в зам кн утой  системе, или 
интенсивностью источника з а я в о к  /„о в разом кн утой  сети;
средними дли тельн остям и  о б сл у ж и ван и я  за я в о к  Т и Т2, ..., Тн. 
Без д альн ейш их пояснений, которы е легко м ож н о оты скать  в 
литературе [5], приведем  характери сти ки  разом кн уты х  и з а м к ­
нутых стохастических сетей в виде сводки форм ул  (табл . 6.1), 
используемых д л я  расчета  основных характери сти к  сетей.
И спользуя  понятие разом кн уты х  и зам кн у ты х  стохастических 
сетей, м ож но легко строить модели отдельны х подсистем А С О И , 
а затем «собирать» м одель А С О И  в целом, к а к  из кубиков.
В качестве  отдельны х подсистем А С О И  м ож но вы делить 
следующие компоненты: «процессор — оп ерати вн ая  память» ,
«мультиплексорный к а н а л  — пери ф ери й н ы е  устройства», «селек­
торный к а н а л  — В ЗУ  (или лю б ая  д р у га я  пери ф ери я)» . Эти 
комбинации практически исчерпы ваю т основные структурные 
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6.2. ПРИНЦИПЫ ПОСТРОЕНИЯ ПАКЕТА ПРИКЛАДНЫХ ПРОГРАММ 
«СЕТЬ» И ПОРЯДОК РАБОТЫ С НИМ
Н а з н ач ен ие  и состав пакета
П акет  програм м  «Сеть» [10] п озволяет  проводить ан ал и ти ­
ческое м одели рован ие  А С О И  и их элем ентов  на основе а п п ар ата  
стохастических сетей м ассового обслуж и ван и я .  В результате  
моделирования могут быть получены все основные х а р а к т е р и с ­
тики сетей (см. табл . 6.1).
П акет  програм м  построен по м одульном у принципу и состо­
ит из следую щ их м одулей или блоков: 
модуль ввода  исходных данны х;
модуль определения  коэфф ициентов  передачи  систем сети; 
блок проверки нали чи я  в системе стац ионарн ого  р е ж и м а  и 
блок проверки возм ож н ости  проведения м одели рован и я  (для 
замкнутых сетей);
модуль определения  вероятностей состояний; 
модуль определения  х а р актер и сти к  систем в сети (для з а м к ­
нутых и р азом кн уты х  сетей) и хар актер и сти к  сети (для  р а з о м к ­
нутых сетей);
модуль толеран тн ого  п реобразован и я ;
модуль определения  хар ак тер и сти к  толеран тн ой  р а зо м к н у ­
той сети;
блок вспом огательны х алгоритмов «А»  и «Б» ; 
модуль интерполяции результатов ;  
модуль вы вода  па печать результатов  моделирования . 
П одробная  блок-схема п акета  п рограм м  «Сеть» приведена 
на рис. 6.1. О стан овим ся  подробнее на п орядке  ф ункц иони­
рования пак ета  програм м .
После того, к а к  исходные дан н ы е  введены, в м одуле ввода 
происходит ан ал и з  требовани й  пользователя  (т. е. определяется  
тип м оделируемой сети и ее стр у к ту р а ) .  П ри моделировании 
разомкнутых сетей после ввода исходных д ан ны х  и определения 
коэффициентов передачи у п равлен и е  п ередается  на блок  р а с ­
чета характеристик , если в сети сущ ествует  стац ионарн ы й 
режим.
При модели рован ии  зам кн у ты х  сетей и при условии, что 
структура сети отвечает  ограничительном у требовани ю  на к о л и ­
чество к ан ало в  в системе*, прои зводят  соответствую щ ие расчеты 
11 определяют х арактери сти ки  зам кн утой  сети. Е сли  зам к н у тая  
сеть не удовлетворяет  в ы ш еук азан н ом у  ограничительном у т р е ­
бованию, то у правлени е  п ередается  на модуль толеран тн ы х  пре-
, * В рассматриваемой версии пакета моделирование замкнутых сетей
03можно лишь в случае, когда все системы одноканальные.
ИЗ
ввод исходны/ данных
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Рис. 6.1. Функциональная схема пакета программ «Сеть»
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бразоваиий, и з а м к н у т а я  сеть преобразуется  в эквивалентную  
gf, разом кнутую  сеть, д л я  которой вы числяю т все х а р а к т е р и с ­
тики.
После м о д ел и р о в ан и я  сети, если это необходимо, проводят  
интерполяцию р езу л ь тато в ,  в резу л ьтате  чего получаю т а н а л и ­
тические в ы р а ж е н и я  зависи м ости  одного п а р а м е т р а  от другого.
Таким об р азо м , п а к е т  п рограм м  «Сеть» позволяет  м одели ­
ровать р азо м к н у ты е  и зам к н у ты е  стохастические сети любой 
конфигурации и о п р ед ел ять  все необходимы е характеристики .
П о р я д о к  работы с пакетом
Д л я  и сп о льзо в ан и я  п ак ета  п рограм м  «Сеть» необходимо 
г,вести числовой м а т е р и а л  д л я  соответствую щ его в а р и а н т а  р а с ­
чета. Числовой  м а т е р и а л  д о л ж е н  быть представлен  в с т а н д а р ­
тизованном виде (таб л .  G.3) .




РСС ЗСС РСС ЗСС
Тип моделируемой сети 17 12
Количество систем в сети NS NSZ 12
Число состояний, вероятность кото­
рых надо подсчитать
NV NVZ 12
Количество шагов интерполяции В 1 12
Стохастическая матрица вероятнос­
тей передачи
SMR SMZ 9 F 4.2
Число каналов, входящих в системы KS KSZ 8 / 2
Матрица, задающая состояния, кото­
рые необходимо подсчитать
VSR VSZ 8 / 2
Интенсивность обслуживания в каж­
дом канале
м и MUZ 8 F 7.3
Матрица, задающая коэффициент из­
менения параметра для интерполяции
ADR 8 F 7.3
Матрица, задающая величину шага 
и диапазон изменения параметра при 
интерполяции:
ANT 3 F 10.5
а) интенсивность входного источ­
ника заявок (для РСС)
V F 7.3




Ввести в программу операторы, описывающие необходимы 
границы массивов, используемых в программе. е
Н и ж е  д ад и м  некоторые пояснения к табл . 6 .3 .
1. Тип м оделируемой сети за д а ю т  вводом либо цифры «1» 
к оторая  соответствует разомкнутой , либо цифры «2», которая 
соответствует замкнутой  стохастической сети.
2. С тохастическую  м атри цу  вероятности передач (иденти- 
ф икатор  S M R  (S M Z ) строят  следую щ им образом : элем ент  мат­
рицы S M R ( I , J ) равен вероятности перехода за я в к и  из / . Го 
устройства в / - е .
3. М а с ш т а б  интерполяции вводят  д л я  того, чтобы обеспечить 
различную  скорость изменения п ар ам етр о в  д л я  к а ж д о й  из си­
стем сети при интерполяции (идентиф икатор A D R ) .
В данном  пакете  програм м  исп ользован а  линей ная  зависи­
мость
P Z  =  B  3 +  (Л 4 — \ ) B 2 A D R  ( / , / )  ,
где P Z  — последую щ ее значение  парам етров ;
Л 4 — текущ ий ш аг интерполяции;
В  2 и В  3 описаны ниже.
Если пользователю  необходимо р еал и зо в ать  другой вид за­
висимости, то следует зам ен и ть  в п рограм м е  п ерф окарты  с опе­
р ато р ам и  302 и 311 на п ерф окарты  с операторам и , реализую ­
щими требуем ую  зависимость.
4. Д и а п а зо н  и ш аг  интерполяции за д а ю т  введением специ­
альной матрицы , обозначаем ой идентиф икатором  A N T .  В общем 
случае мож но за д а т ь  12 интерполяционны х полиномов.
П ри моделировании зам кн уты х  стохастических сетей в слу­
чае, когда хотя бы одно значение м ассива  K S Z  не равно 1, 
после расчета  загрузки  систем сети и вероятности состояний 
сети происходит автоматическое толеран тн ое  преобразование 
зам кн утой  сети в разомкнутую . П осле такого  преобразования 
моделирую т у ж е  разом кн утую  сеть и д ля  нее получаю т все не­
обходимы е характеристики . В этом случае интерполяцию 
не проводят.
6.3. ПРИМЕР ИСПОЛЬЗОВАНИЯ ПАКЕТА ПРОГРАММ «СЕТЬ»
ДЛ Я  АНАЛИЗА РАБОТЫ ИЗМЕРИТЕЛЬНОГО ПУНКТА
Рассм отри м  пример использования  описанного пак ета  про­
грам м  д ля  определения  и ан а л и за  хар актер и сти к  изм еритель­
ного пункта (рис. 6 .2), где происходит прием  и первичная  обра­
ботка телем етрической  ин ф орм аци и при испы таниях  ЛА.
И н ф орм ац и я ,  поступ аю щ ая  с борта  Л А , после при ем а при­
ходит в систему сбора телеметрической информ ации, которая
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Рис. 6.2. Структурная схема измерительного пункта
формирует поток ин ф орм аци и д л я  записи в буферный н ак оп и ­
тель ( Б Н ) .  З ап и сь  в Б П  производится  со скоростью 1 блок за 
1,5 мс, причем один блок содерж и т  15 измерений. Отметим, что 
здесь и д ал е е  все приводимы е технические характеристики  я в ­
ляются вы м ы ш ленны м и и приводятся  лиш ь д ля  иллю страции. 
С.: Б Н  и н ф орм аци я  поступает на оперативную  обработку  в ЭВМ. 
способную о б раб отать  один блок измерений за  250 мс. После 
| обработки и н ф орм аци я  зап и сы вается  на магнитны й б ар а б а н  со 
скоростью 200 измерений за  Ю ме. В д альн ейш ем  в зави си м о ­
сти от результатов  обработки  она отп равляется  по к ан ал у  свя ­
зи д л я  последующ ей обработки  в другую  Э В М  или в архив, 
откуда поступает  на эк р ан ы  операторов. О ператоры  проводят  
анализ этой информации. В зависимости от результатов  
оператор м о ж ет  либо затр еб о в ать  дополнительную  информацию, 
либо отослать  поступившую к нему порцию информ ации по к а ­
налу связи  д л я  более полной обработки . Будем  считать, что в 
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Рис. 6.3. Сетевая модель 
измерительного пункта
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к а ж д ы й  дисплей м ож ет  быть представлено 1G измерений. Час­
тота  смены информ ации на ка ж д о м  д исплее  составляет  один 
кад р  за  7 с. В ходе ан а л и за  ф ункц иони рования  описанной си­
стемы необходимо получить х арактерис­
тики оперативности обработки  информа­
ции и кач ества  работы  отдельны х под­
систем измерительного  пункта. Д л я  этого 
необходимо, во-первых, представить  опи­
санную систему в виде стохастической 
сети, используя табл и ц у  типовых модулей 
структурны х блоков (см. табл . 6.2) и, во- 
вторых, заполни ть  табл . 6.3. Н а  приве­
денной сетевой модели информационно- 
измерительного  пункта  (рис. 6.3) нуме­
раци я  элем ентов  соответствует нумера­
ции подсистем, п редставленн ы х па 
рис. 6.2. И нтенсивности обслуживания, 
определенны е из условий функциониро­
вания системы, сведены в табл . 6.4.
П ереходн ы е вероятности определяют 
опытным путем. И нтенсивность входного 
потока ин форм ации и зм ен ял ась  в п р ед ел ах  18..-36 заяв о к  /с. 
с ш агом  6.
В р езультате  эксперим ента  были получены значения  пара­
метров сети при Заданны х исходных данны х. В приведенных 
ниж е табл. 6.5— 6.9 все значения  хар актер и сти к  д ан ы  в по­
р ядк е  нум ерации отдельны х систем (см. рис. 6.3).
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а о л и ц a G.4
Ннтенсивности










5 »  104
6 . 2,28
Т а б л и ц а  6.5
Средняя длина очереди в системе
— Номер системы
я,
заяв/с 1 2 3 4 5 6
18 0,0005 0,2580 *0,0000 0,0000 0,0000 56,7431
24 0,0006 0,2667 0,0000 0,0001 0,0000 58,9381
30 0,0006 0,2802 0,0001 0,0001 0,0001 59,8760
36 0,0007 0,2896 0,0003 0,0002 0,0001 61,9810
Т а б л и ц а  6.6




1 2 3 4 5 6
18 0,0194 0,6331 0,0015 0,0014 0,0012 70,9851 ,
24 0,0246 0,6667 0,0024 0,0121 0,0029 71,5697
30 0,0293 0,6974 0,0031 0,0129 0,0036 72,003!
36 0,0315 0,7081 0,0038 0,0137 0,0041 72,9810




заяв/с 1 2 3 4 5 6
18 0,0000 0,0105 0,0000 0,0000 0,0000 1,9504
24 0,0000 0,0111 0,0000 0,0000 0,0000 2,0465
30 0,0000 0,0116 0,0000 0,0000 0,0000 2,0713
36 0,0000 0,0118 0,0000 0,0000 0,0000 2,0898
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Врел я пребывания заявок в системе




1 2 3 4 5 6
18 0,0010 0,0278 0,0010 
24 0,0010 0,0278 0,0010 
30 0,0010 0,0279 0,0010 













В табл . 6.9 приведены характеристики сети в целом.
Т а б л и ц а  6.9
Искомые характеристики измерительного пункта
Интенсивность входного потока,
Характеристика заяв/с
18 24 30 36
Число заявок в очередях 57,0016 59,2055 60,1565 62,2719
Число заявок в сети 71,6417 72,2784 72,7494 73,7422
Время ожидания, с 2,4114 2,4669 2,5003 2,5287
Время пребывания заявки в сети, с 2,9431 3,0016 3,0215 3,0670
О граниченность проведенного эк сперим ента  не позволяет 
сделать  достаточно полных выводов о качестве  функционирова­
ния измерительного  пункта. О днако  д а ж е  из приведенных дан­
ных видно, что «узким» местом исследуемой системы являются 
экран н ы е  пульты  операторов, вносящ ие наиболее  существенную 
з а д е р ж к у  в процесс обработки  информации. К ром е того, можно 
оценить необходимы е объем ы  буферны х накопителей, которые 
до лж н ы  быть у эк ранны х  пультов и, наконец, м ож но отметить, 
что п ар ам етр ы  об сл у ж и ван и я  м ало  меняю тся  при изменении 
входного потока в зад ан н о м  диапазоне .
Г л а в а  7
В Ы Б О Р  К О М П Л Е К С А  Т Е Х Н И Ч Е С К И Х  С Р Е Д С Т В  А С О И
7.1. ВВЕДЕНИЕ В ПРОБЛЕМУ
П осле  того как^оп ределены  основные п ар ам етр ы  ф ункц иони­
рования А С О И , обычно при ступ аю т к  вы бору конкретны х тех ­
нических средств, на которых она будет р еал и зо ван а .  У ж е  сего­
дня отечественная эл ектр о н н ая  промы ш ленность п ред л агает  
достаточно ш ирокий спектр средств вычислительной техники, 
например, семейства уни версальн ы х Э В М — ЕС ЭВМ , СМ  ЭВМ. 
Большинство моделей этих семейств имею т о.бщие п ери ф ери й ­
ные устройства и могут ком п лексироваться  в многом аш инны е 
комплексы. П оэтом у весьм а актуальной  я в л яется  за д а ч а  в ы ­
бора оптим ального  состава  технических средств д л я  А С О И . 
Ниже будут рассм отрены  ^два в ар и ан та  решения этой задачи .  
В первом случае  мы продем онстрируем  решение зад ач и  вы бора  
комплектации А С О И , обеспечиваю щ ее м ин им альное  (или з а ­
данное) врем я  обслуж и ван и я ,  при выполнении ряда  огран и че­
нии. Второй в ар и ан т  п редусм атри вает  одновременное решение 
двух проблем: оптим альной  ком п лектац ии  и^распределения  и н ­
формационного потока по устройствам , проектируемой АСО И ;
Р а н е е  было показано , что д л я  широкого к ласса  А С О И , ф у н к ­
ционирующих -в реж и м е  реального  времени, в качестве  к р и те ­
риальной функции вы би раю т  некоторую величину, зави сящ у ю  ' 
от среднего времени полной обработки  поступаю щ его’ в А С О И  
запроса ( за я в к и ) .  В терм и н ах  теории массового о бслуж и ван и я  
в такой роли м о ж ет  вы ступать  величина, н а зы в а е м а я  средним  
временем ответа, которую мы и вы берем  кри тери альн ой  ф у н к­
цией при решении поставленной нам и задачи .  •
7.2. РЕШЕНИЕ ЗАДАЧИ ВЫБОРА
ПО КРИТЕРИЮ МИНИМУМА СРЕДНЕГО ВРЕМЕНИ ОТВЕТА
П редстави м  модель р ассм атр и ваем о й  А С О И  в виде стохасти­
ческой, сети массового о бслуж и ван и я .  Д л я  случая  м арковской  
стохастической сети и дисциплины  «первым приш ел — первым 
обслужен» среднее врем я  ответа  (пребы вания  зая в к и  в сети) 




ih  P i \ l 
kil (1 -  p,) 5
4 - 1
где P qi — вероятность отсутствия за я в о к  в СМО;
п  — общ ее количество СМ О в' рассм атр и ваем о й  сети; 
а  — коэфф ициент  передачи, равны й ш =  — \/1.о \
) — интенсивность о б служ и ван и я  за я в о к  
СМ О  при использовании в ее составе  устройства ду-го 
типа;
ki — количество кан ало в  о б служ и ван и я  в S t—й СМ О;






























Р асчет  величины времени пребы вания  и  легко м ож ет оыть про. 
изведен д л я  любой структуры  сети с помощ ью описанного в 
настоящ ей р або те  пак ета  програм м  «Сеть».
Рассм отри м , к а к  будет вы­
глядеть  стохастическая  сете- 
в а я  м одель  А С О И , построен­
ной на б азе  Э В М  ЕС-1050 
(рис. 7 1 ) .  К а к  пок азан о  выше, 
все ф изические  устройства’ 
используем ы е в А С О И , могут 
м одели роваться  с  .помощью 
СМ О определенны х типов. 
О б ъ еди н яя  эти модели соглас­
но структурной схеме (см. 
рис. 7.1), получим модель 
А С О И  в виде стохастической 
сети (рис. 7 .2). Д а н н а я  сеть 
характери зуется ,  с одной сто­
роны, структурой, т. е. конкрет­
ным составом  апп аратуры  с 
конкретными связям и  внутри 
него, а с другой — свойствами 
самих СМ О.
В д альн ейш ем , не нарушая 
общности п редлагаем ого  мето­
да, несколько  упростим полу­
ченную сеть. Во-первых, будем 
считать, что при обработке  ре­
зультатов  испытаний в режиме 
реального  времени все необхо­
дим ы е программы , хранятся  в 
О ЗУ , и обмена с внешними ЗУ 
не происходит. Во-вторых,, 
объединим устройство управ­
ления внешней пам ятью  и саму 
внеш ню ю п ам ять  в. одну СМО. 
В-третьих, исклю чим из рас­
смотрения пиш ущ ую  машинку 
*(ЭПМ ), т а к  ка к  она использует­
ся оператором  Э В М  и при об­
работке  информ ации не выпол­
няет непосредственных техно­
логических функций. В резуль­
тате  получим сеть, представ­
ленную на рис. 7.3, где
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Si — А Ц П У , S2 —'к а н а л  с в я зи * (К С ) ,  S s — планш етны й г р а ф о ­
построитель ( П Г П ) ,  5 4 — ленточный графопостроитель  ( Л П Г ) ,  
S0 — вход, S 5— мультиплексорны й к а н а л  (М К ) ,  5 6 — проц ес­
сор (П р ) ,  S 7 — ОЗУ, 5 8 -г- селекторны й к а н а л  (С К ) ,  S 9 — д и с ­
плей (В П ) . '
К а ж д а я  из д евяти  СМ О, входящ их в состав сетевой модели 
рассматриваемой А С О И , м о ж ет  быть р еал и зо в ан а  на базе  неко ­
торого стан дартного  устройства  вы числительной техники или 
набора таки х  устройств. В связи  с этим введем  м нож ества  
е / ( / =  1,9), соответствую щ ие м н о ж ес т в а м ' типов технических 
средств, исполъзуя следу ю щ ую , символику: ei =  {е£(1)} — м но­
жество типов А Ц П У , i = l , п  1, где п  1 п о к азы вает  м аксим альной 
число типов А Ц П У , из которы х м ож н о  производить выбор; 
82 =  i e i{2)) —  множ ество  типов кан ал о в  связи i =  1 д 2  и т. д. Т а ­
ким образом , будем иметь д евять  множ еств  е ь е2> е3, ..., 89. У сло­
вия сопрягаем ости  элем ентов  этих м н о ж еств  за д ад и м  с помо- 
щбю бинарны х отношений вида
Q1 ~ [ t y i j  ] / £ г [х /<%| * \ J ~ 1 , r i 5
@ 2 ^  ^ 2 X £5  ’> &  £4 * £5 J Qs & 8 5 x£s ^
QyO. S j X  Gq ; Qq 'G, x  <% \ Qg £g *£q t
которые описываю тся м атр и ц ам и  с эл ем ентам и  0 и 1. Е диница 
на пересечении i -и строки и j -го столбца свидетельствует  о ф и ­
зической реализуем ости  (допустимости) соединения соответст­
вующих элементов р ассм атр и ваем ы х  множ еств.
Введем булевы  переменные х , (1) (/ =  1,9), которые п р и н и м а­
ют следую щ ие значения:
|  1, если в состав А С О И  входит d {l) <= гг,
I 0 — в противном случае.
Будем считать известны ми величины средних интенсивностей 
обслуж ивания на к а ж д о м  из устройств, входящ их в м н о ж ест ­
ва ei. О бозначим  их через В этом случае  интенсивность
обслуж ивания ф орм альн о  м ож н о зап и сать  в следую щ ем виде:
М/ {х,{1)) =  2  Щ(0 x i(l)> / =  1.,9 .
- еЛ1) <= 8; '
Такая ф орм а  записи^ п равом ерна , если считать, что в состав 
каждой СМ О вклю чены  только однотипные устройства в к о л и ­
честве ki. П оследн ее  условие м ож но запи сать  в виде следую щ ей 
системы равенств:
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2  Лч(1) =  1 ; .
i t 'W e  8i
. 2  *;<2) =  i;
e(2)<~ e2
2  x tw  =  1;
t-'(9)S E 9
Р а н е е  неоднократно отмечалось, что анализ  стохастических 
сетей обычно проводят  в стационарном, (установивш емся) ре­
ж и м е, следовательно, это необходимо ввести в качестве  о гр а ­
ничения.
Д л я  того, чтобы - сущ ествовал  установивш ийся реж им, к а ж ­
д а я ,  система сети д о л ж н а  у д о влетво р ять  условию ненасыщс- 
ния, т. е.
<  p i  ( х 9 > )  или pi  <  1 ;
^2 <  Р2 ( £ (2)) ИЛИ р 2 <  1 ;
Я,9 <  }19 (х<9>) или р9 <  1 . . \
С ледовательно, значение  интенсивности внешнего источника 
д о л ж н о  удовлетворять  н е р а в е н с т в у , (при условии, что интенсив­
ность о б служ и ван и я  не зави си т  от интенсивности поступления)
. V  • М * (в) •АО <  ПИП  -з  •
;=.1,9 а1
В ы полнение этого неравенства  явл яется  необходимым усло­
вием сущ ествования  устан овивш егося  реж има, в сети, состоящей 
из устройств, определяем ы х  набором переменных хг(1), лф2), 
хС9) . Таки м  образом , структура  сети влияет  только па р а с ­
чет интенсивностей потоков. Если . последние- вычислены, то 
п ар ам етр ы  установивш егося  р еж и м а  за в и с я т  только  от свойств 
составляю щ их  сеть систем.
Выбор типов устройств, относящ ихся ко всем множ ествам  
е.ь ..., eg, д о л ж е н  производиться  при выполнении физической 
стыковки их м еж д у  собой. Р а н е е  были введены бинарны е м а т ­
рицы Qi — Q9, которы е определяли  возм ож н ость  сопряжения 
устройств д р у г  с другом , однако  они не за т р а ги в а л и  количест­
венной стороны вопроса. Н апри м ер , к М К  типа ЕС-4012, как 
это следует из его технических характеристик , м ож н о подклю ­
чать  не более 192 периферийны х устройств. Т акого  рода ин ф ор­
м ац и я  то ж е  д о л ж й а  найти о тр аж ен и е  в ограничениях на опти­
мизируемую  функцию.
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Д л я  связей типа процессор — мультиплексор ( П р —МК), 
процессор — селекторны й к а н а л  (П р — С К ) , процессор — ОЗУ 
( П р — О ЗУ ) м ож но зап и сать  соответственно, три следую щ их в ы ­
р аж ен и я :
г) (5) =  ^  2  Q * Л {п * х  р  • х  (6);
e(s) s e s  е(с) Е е 6 ' ' J
л (8 ,=  2  2  ;
e ' s ) е  e g  t ’ (6) е  еб
V 7> =  2  я Ф - ч У - Ф ' х Т *
е М е в е в  el7) e e ,  о н  /  .
где т)(5> — м акси м альн о  допустимое число М К , одновременно 
р або таю щ и х  с процессором; и ц (7) — м акси м ал ьн о  допусти­
мое число С К  и ОЗУ .
З н ач ен и я  цК* , , г](8> имеют аналогичны й ц (5), г](7), ц (8)
смысл, по относятся к кон кретны м  тип ам ,устрой ств ,  о п р ед ел яе ­
мых зн ачениям и  булевы х переменных..
Д л я  связей типа М К  — периферийное устройство (ПУ) и 
С К— ПУ, где П У — сам остоятельны е  /е,-канальные СМО* можно 
зап и сать  следую щ ие вы р аж ен и я :
Пшс =  -*о +  *1 Г 2  2  + k 2 S  ■ 2  X '
с(°) е  e s е (.1) s  s i  8 ( 5) е  е 5 <?(2) е  е 2
• х  q™ Х<?) x f  + h  2  ■ 2  Я{f] * * f  • x f  +
1 e ( s ) E  eg  е ( я ) E  83 '
■+kA S  2  ' q W - x f t - x  j 4) ;
'(-•) e  65 e (A) e  e 4
V1 n
ii4 « - f t . +  2  ' 2  » « > • * ? >  -xf>ef )  E  eg e's) e  89
Здесь  гщк и ц ск имеют смы сл у ж е  не м акси м ал ьн ы х  коли 
честв устпойств, подклю чаем ы х  к М К  и СК, а фактического  
количества  устройств, т. е. -они показы ваю т, сколько  П У  п од­
ключено' к к а ж д о м у  из к ан ало в  в конкретной системе. М а к с и ­
м альное ж е  значение ПУ, подклю чаем ы х к кан а л а м ,  м ож но ф о р ­
мально представить  к а к  .
у, m a x  —  V  n  т а х  . у  ( 5) •
*ук, 7сч *-i ммк I ’
1 е(5) е  е5
у , m a x  _  'V  у, m a x  . у  (8)
Ц  ■ • 1ск/ ■ 1 ’1 е ( 8) Е  8 g 1
(де T |J «  , Ц™?* — м акси м альн ое  число ПУ, подклю ченных к к а ­
налам кон кретны х типов.
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П р е д с т а в л я я  все найденны е вы р аж ен и я  в виде соответствую, 
щ их ограничений, получим совокупность ф изических ограниче­
ний по стыкуемости отдельны х устройств в систему:
h  —  Ч<5) <  0 ;
k t  —  т)<8> (Xi<8|,X /(6)) £ б < 0 ;
k i  —  ч (7> (лт(7), х , (6)) ,fe6 < 0 ;
Чмк —  Ч,£ах <  0 ;
Чек—  ЧсТ* < о .
Естественно потребовать , чтобы стоимость А С О И  не превос­
ходила* некоторой зад ан н о й  величины. Это ограничение с уче­
том переменных k b ..., k $\. *г(1), Х;(2), * ;(9) м ож ет  быть пред­
ставлено в виде следую щ его неравенства:
2  Cfjcj» / е /+  2  C . x f  £* +  . . . +
с(') е  8i е(2) ^  е2
+  2  C i t f p  ki <  с ACOVt ■ .*
<?(9) <= eg
Т аки м  о бразом , з а д а ч а  вы бора  оптим ального  состава  АСОИ 
м ож ет  быть сф орм ули рован а  к а к  за д а ч а  определения  перемен­




A?' P?f , v  * /  Pi^ г + 2
—1
при удовлетворении следую щ их условии:
щ (х(‘))
Яо <  m m at
S =
e(1) е  &i
2 " ^ 2) =  1 ; 
е(2) е  е2
2  *<9> = 1 ;  
d J) e e 9
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#5 — Т)(5) (*/(5), * / (б)) h  <  0 ;
k% —  г)(8) 0 ;
'  k r —  ri<7) {Xi{7), X j ^  /e6 <  0 ;
Т]мк T)Scax. .<  0 '> 
iiск — ЛЕГ* <  0 ;
C i X ^ k i +  2  +  ... +
e(2) e= 82
+  2  G  x | 9) <  Слсои .
d 8) e e 9 •
С ф о р м у ли р о ван н ая  з а д а ч а  относится к классу  з а д ач  ц ел о ­
численного нелинейного програм м и рован и я .  Д л я  реш ения зад ач  
нелинейного целочисленного про гр ам м и р о ван и я  мож но исп оль­
зовать, например, следую щ ие методы [14]: 
л и н еари зац и и  исходной целевой функции; 
ветвей и границ; 
случайного поиска; 
перебора  и некоторы е другие.
Л и н е а р и з а ц и я  ц е л е в о й  ф у н к ц и и  со п ряж ен а  с сущ ественны ­
ми трудностям и, вы званн ы м и п р е ж д е -в с е г о  тем ф актом , что 
к а ж д о е  из слагаем ы х , составляю щ их  целевую функцию, я в л я ­
ется нелинейной функцией двух  переменных. П оэтом у л и н е а р и ­
зация такой  фуйкции методом плоскостей приведет  к появлению  
большого числа дополнительны х ' ограничений, потребует оценки 
точности аппроксимации, что в конце концов созд аст  зн ач и тел ь ­
ные вы числительны е трудности.
Метод ветвей и г р а н и ц  достаточно х о р о ш о 'р а з р а б о т а н  и его 
можно было бы реком ендовать  д л я  реш ения стоящ ей перед 
нами задачи . О днако  негативной стороной метода явл яется  его 
критичность к изменению  н ач аль н ы х  условий (например, м но­
ж е с т в а  альтерн ати вн ы х  вари ан тов  обор у до ван и я) .
Н аи б о л ее  приемлем ы м и, с наш ей точки .зрения, являю тся  
две последние группы методов — слу чай но г о  поиска  и перебора.  
Эти методы разл и ч аю тся  способами перехода  от одного н а й ­
денного локального  эк стрем ум а  к другому. С ам ое  главное, что 
они ин вари ан тн ы  по отношению к расш и рению  м нож ества  
Ei... eg, т а к  к а к  увеличение их разм ерности  приводит лиш ь к д о ­
полнительным вы числительны м  итерациям .
О стан овим ся  несколько подробнее на п р оц едуре  перебора, 
предложенной Б а л а ш ем .  Д л я  сокращ ения  числа вы чи слитель­
ных операций Б а л а ш  п р ед л о ж и л  осущ ествлять  перебор доп ус­
тимых реш ений с использованием  фильтрующих, ограничений. 
Поясним суть этого метода.
П усть  найдено  какое-ли бо  решение, у довлетворяю щ ее  всем 
имеющимся ограничениям . Тогда и сследуем ая  функция U при-
129
иим ает  вполне определенное конкретное значение  U' . В ве­
дем  дополнительное ограничение U < U ' min • Оно назван о  фильт­
р у ю щ и м  и при д альн ей ш ем  рассмотрении новых векторов 
х * = { х $ ,  х $  х $ )  и к =  {/е,ь к  12, .... k i%] анализируется
п реж де  всего. Если ограничение вы полняется, то проверяют, 
п р и н адл еж и т  ли новая  точка (х\ к)  области  допустимы х реш е­
ний, определяем ой основными огр-аничениями задачи . Если это 
условие при н адлеж н ости  не вы полняется, то р ассм атр и в аю т  но­
вую точку { х \ к ' ) .  Если она п р и н адл еж и т  области  допустимых 
решений, а значение функции U  в -этой точке меньш е значения 
/ iniп ’ т0 вводят  новое ф ильтрую щ ее ограничение U  <  U"min, ко ­
торое зам ен яет  первое и т. д.
П ри построении конкретного алгоритм а м ож но руководство­
ваться  дополнительно  следую щ им соображ ением . Очевидно, что 
влияние различны х  СМ О на- общ ее врем я реакции системы не­
равнозначно . Х арактеристикой  этого влияни я, могут служить 
найденны е ранее коэфф ициенты  а,, которые определяю т час­
тоту использования  к аж д о й  СМО. Н апри м ер , если ‘считать, что 
в данной ACOEI п р ео б л адаю т  процессы обработки  информации 
и выдачи результатов  обработки  на следую щ ий уровень испы­
тательного  ком плекса , а операции вы вода  на П У  составляют 
лиш ь незначительную  часть времени работы  А С О И , то, очевид­
но, будет вы полняться  двойное неравенство  ct6 >  а р  а 7 >  а 2. 
И м ея  их в виду, м ож но п о к а за ть  целесообразн ость  осущ ествле­
ния сн ач ала  перебора элементов м нож ества  8б(е7), а лиш ь з а ­
тем 81(82). В этом случае бы стрее  удается  получить наиболее 
сильное ф и льтрую щ ее ограничение, вследствие чего резко  со-, 
вр ащ аю тся  вы числительны е „затраты. Д л я  наиболее  полного 
осущ ествления у казан ного  приема ц елесообразн о-провести  упо­
рядочение элем ентов  <= е,- по возрастан ию  частоты их 
использования.
7.3: ЭВРИСТИЧЕСКИЙ МЕТОД СИНТЕЗА 
ОПТИМАЛЬНОЙ СТРУКТУРЫ АСОИ  
И РАСПРЕДЕЛЕНИЯ ПО ЕЕ ЭЛЕМЕНТАМ  
ИНФОРМАЦИОННОГО ПОТОКА*
Один из существенных недостатков  м етода математического 
п р о г р а м м и р о в а н и я — это то, что получаем ое реш ение оперирует 
с непреры вны ми величинами, а па прак ти ке  выбор характерно-
* В разработав данного раздела принимал участие А. В. Тучкин.
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тй-к устройств А С О И  возмож ем л и т ь  из дискретного  м нож ества  
значений. К ром е того, обычно п редполагается , что п р о ек ти р о в ­
щик р а сп о л агает  априорной информ аци ей  о количестве уст­
ройств в А С О И  и способе их ком п лексации  в единую систему, 
который однозначно определяет  величины ин ф орм ационны х по­
токов па входе отдельны х подсистем А С О И . Н аконец , в бо ль : 
шинстве работ , д аю щ и х  возм ож н ость-п ри  си н те зе 'А С О И  учесть 
и экономические показатели ,  исп ользован ы  трудно о п р ед ел яе ­
мые на ранних этап ах  проекти рования  коэффициенты , о т р а ж а ю ­
щие связь  основной х арактери сти ки  (обычно это бы стродейст­
вие) с вы деленны м и на ее создан ие  стоимостными или какими- 
либо другим и ресурсами.
П р е д л а га е м ы й  метод  аналитического  "Синтеза оптим альны х 
структур А С О И  свободен от перечисленных выш е недостатков. 
В качестве  матем атической  модели А С О И  вы б р ан а  м атр и чн ая  
или м н о го ф азн ая  м одель сети [27], что правомерно, поскольку 
процесс обработки  ин ф орм аци и  в А С О И  обычно состоит из н е ; 
скольких этапов  или фаз. П о д  ф азой  будем понимать такие  опе­
рации, к а к  в род, процессирование, запи сь  и хранени е  и н ф о р м а ­
ции в накопителях , о то бр аж ен и е-и  передача  данны х, причем на 
к аж до й  ф а зе  могут быть исп ользован ы  несколько устройств, 
возмож но с различны м и операционны м и характери сти кам и . П ри 
проектировании А С О И , к а к  правило, априорно известно среднее 
значение информ ационного  потока, поступаю щ его на вход си­
стемы, а т а к ж е  в к аж д у ю  из ее ф аз  обработки  (Ф О ).  Н а  общую 
же кон ф и гурац ию  А С О И  и количество устройств на каж дой  
ф а з е  обработки  не н ал о ж ен о  никаких ограничений.
. П оскольку  на начальном  этап е  проектирования  еще не и з ­
вестно, сколько  устройств и какого  типа будет на к аж до й  из 
фаз обработки, а тем более каково  распределен ие  потока ин­
формации м еж ду  устройствами, то совместное решение этих з а ­
дач затруднено. .
Отличие описываемого  метода от известных ранее  сущ ест­
венно и состоит в том, что5 при оптим альном  синтезе используют 
лишь характеристики  реальны х технических устройств, и м ею ­
щихся в р асп о р яж ен и и  проектировщ ика . Синтез А С О И  п рово­
дят  в д е з  этапа . Н а  первом этап е  вы бираю т отдельны е ф азы  
обработки, причем к а ж д а я  ф а з а  обработки  м ож ет  быть к а к  о д ­
нородной, т а к  и модульной. Н а  втором — реш аю т  за д ач у  син­
теза  А С О И  в целом. Теперь опишем подробно процедуры , 
используемые па к а ж д о м  из этапов.
З а д а ч а  вы бора  ф азы  обработки  за кл ю ч а е тс я  в определении 
количества устройств ка5кдого типа и распределен ии  и н ф о р м а­
ционного потока но этим устройствам  таким  образом , чтобы 
вы бранны й критерий эф ф ективности  при ним ал  экстрем альное
131
значение. М атем атически  эту зад ач у  м ож н о запи сать  в следую ­
щем виде:
П ________________
найти extr 2  hi f t  (л * hi)
ktXi  L ^
п ___
при условии, ЧТО ^  k ik i  — Л ,  hi =  0 ,1 ,
1*Ь.1
где п  — число типов устройств, которы е могут войти в состав 
ф а зы  обработки ; *
hi — количество устройств /-го типа, вош едш их в состав ф а ­
зы обработки;
/Дл,-, hi) — некоторая  за д а н н а я  к р и тер и альн ая  функция ( за м е ­
тим, что в состав вектора  я ; могут «входить таки е  п а р а ­
метры, к а к  стоимость, оперативность, вес, потребляем ая  
энергия и т. п.);
Л  — общ ий поток информации, поступаю щ ей на фазу, обра- 
. ботки;
к  — поток информ ации, поступаю щ ей на г'-е устройство. 
С ф орм ули рованную  за д ач у  относят к  к лассу  з а д ач  «о рю к­
заке», однако  она имеет несколько отличную от классической 
постановку, что усл о ж н яет  ее решение. О тличие состоит в том, 
что н ар яд у  со зн ач ениям и  ki требуется  определить  оптимальны е 
значения  неизвестных величин потоков hi, поступаю щ и х-н а  к а ж ­
дое из устройств ф азы  обработки  (Ф О ).
Р еш ен ие  м ож н о проводить с ' использованием  «вложенных» 
алгоритмов динам ического  п рограм м ировани я , однако  ■ тогда 
слож но  добиться  сколько-нибудь при емлем ой точности реш е­
ния. В связи  с этим был р а зр а б о та н  новый алгоритм  решения,, 
основанный па п оследовательном  ф орм ировании  пром еж уточ­
ных оп тим альны х структур при пош аговом  изменении входного 
потока информации.
. Алгоритм синтеза (разы обработки  
$
П р едвар й тел ьн о  произведем  дискретизаци ю  входного пото­
ка А. В ыберем  число уровней д и скретизаци и  равны м  т,  .тогда 
r n A h  =  A,  где A h  — ш аг дискретизации. К ром е того, д л я  опре­
деленности предполож и м , что необходимо произвести миними­
заци ю  целевой функции (7.1) при условии (7.2).
Ш А Г А. Ф орм ируем  элем енты  п арам етрической  м а т р и ц ы ^  
разм ерностью  г п х п ,  к а ж д ы й  элем ент  которой /? / /( /=  1 ,т ,  / =  \,п) 
р авен :
hij =  fi (jt/, / A h) .




на о б р аб о тать  поток /ДА,, элем ен ту  при сваи вается  значениеоо .
Ш А Г В. Ф орм ируем  элем енты  вектор-столбцов:
X  =  11*/|| и Y  =  1 1 ^ | | ,  (/ =  Г т )  ;
yi = min {А//}; х{- = / ,
Н - я  '
где /  — номер устройства , д л я  которого в /-й строке значение 
минимально.
Ш А Г С. Конструктивно ш аг  С оф орм лен  в виде подпрограм -,  
мы, алгоритм  которой представлен  на риф 7.4.
И спользуем ы е идентиф икаторы : N S — м ассив разм ерности  т,  
/•й элем ент  которого равен  числу систем, в которы е поступает 
поток величиной /ДА, (массив пром еж уточны х  структур) ;  
N S P R — массив разм ерности  т х т ,  в котором  х р ан ятся  п ром е­
ж уточны е-структуры  д л я  всех значений р асп ред еляем ого  потока; 
М Х Р  — массив разм ерности  т,  с о дер ж ащ и й  корректирую щ ий 
список, его- элем енты  равны  порядковы м  ном ерам  итераций/ 
алгоритма, на которы х происходила за м е н а  пром еж уточной 
структуры ФО одним устройством. Н апом ни м , что номер ш ага  
итерации однозначно определяет  величину потока  информации, 
поэтому добавлен и е  очередного элем ента  к корректи рую щ ем у 
списку означает, что дан ны й поток вы годнее н ап р ави ть  в одну 
систему ФО, чем р асп р ед ел ять  его по нескольким  устройствам;
/ M X  — число элем ентов  в корректи рую щ ем  списке;
Е  — массив разм ерности  т ,  /-и элем ент которого  равен вели ­
чине критери альн ой  функции д л я  о птим альной  пром е­
ж уточной структуры  на /-м ш аге  ;
У — массив разм ерности  т,  сф орм и рованны й на ш аге  В.
Р а зб е р ем  подробнее алгоритм  работы  п р о гр ам м ы  на ш аге  С. 
Она состоит из отдельны х подблоков, обозн ачен н ы х  к а к  СГ.С10. 
П одблок С1 осущ ествляет  обнуление всех элем ен тов  массивов 
А/5, N S P R ,  М Х Р  и переменной ТМХ .  .О рганизуется  цикл  после­
довательного синтеза оптим альны х п ро м еж у то ч н ы х  структур 
II — 1 , т .  В С2 производится  ф орм ирование  очередной  п р о м е ж у ­
точной структуры  д ля  потока ( I I  А Х ) .  П о д б л о к  СЗ определяет  
величину критерия  эффективности  д ля  пром еж уточной  структу­
ры Е ( П ) .  В С 4 -п р о в ер яется  условие необходим ости  к о р р ек ти в  
ровки пром еж уточной структуры  по ал го р и тм у  «А». А лгоритм 
корректировки «А» проводит ц ел ен ап р авл ен н о е  изм енение т ек у ­
щей пром еж уточной структуры  с целью ум ен ьш ен и я  значения 
критерия эффективности. Р а б о т а  ал го р и тм а  «А» будет  п роде­
монстрирована на примере, приводимом ни ж е. В озм ож н ость  
замены ранее сф орми рованной пром еж уточной  структуры  одной 
системой проверяется  в подблоке С5. Если т а к а я  з а м е р а  не в ы ­
годна, то алгоритм  переходит к СЮ. В С6 о су щ еств л я ется  и зм е ­
нение величины  кри тери я  эф ф ективности  про м еж у то ч н о й  струк-
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туры. С7 ф орм ирует  новую .промежуточную структуру, а  в С8 
производится  изменение величины I  M X .  В клю чение ном ера те ­
кущ его ш ага  в корректи рую щ ий список осущ ествляется  в С9, а 
хранение полученной на ш аге  I I  оптим альной промеж уточной 
структуры  — в СЮ. Если по системам  распределен  не весь по ­
ток ин ф орм аци и Л, переходим к С2. С ф о р м и р о ван н ая  конечная  
оптим альная  структура  вы водится на печать.
Д л я  пояснения принципа работы  алгори тм а  синтеза  ф азы  
обработки  рассм отрим  числовой пример.
П р и - м е р .  П усть в состав ф азы  обработки  входят  
устройства шести различны х типов, отли чаю щ и еся  своими тех ­
ническими характери сти кам и . В ФО поступает  поток и н ф о р м а ­
ции в 22 единицы. Д л я  п ри м ера  примем ш аг  д искретизаци и  
равны м  двум.
Ш А Г А." П одстави в  за д ан н ы е  операционны е характеристики  
устройств в 'в ы р а ж е н и е  вы бранного  нами кри тери я  э ф ф ек т и в ­
ности, получим м атри ц у  следую щ его вида  (табл . 7.1).
Т а б л и ц а  7.1
П араметрическая матрица. И
Номер системы
Поток
1 2 3 4 5 6
, 2 3,2 4,4' ' 3,0 4,8 3,3 4,3
4 3,3 5,1 3,1 . 5,1 3,8 4,8
6 3,4 5,8 4,6 6,3 4,2 5,6
8 7,5 6,3 15,4 '8,5 6,6 7,8.
10 9,3 6,4 оо 12,3 7,1 8,2
- 12 12,6 8,6 оо 18,4 7,5 10,8
14 15,7 оо оо оо 10,3 12,6
16 ор оо оо оо оо 13,8
18 - оо оо оо оо оо оо
20 оо Iоо оо оо. оо оо
22 оо оо оо оо оо оо
Ш А Г В. Векторы  А и У имею т вид 
X — (3, §, 1, 2, 2,1.5, 5, 6, оо, оо, оо}.
У =  (3,0; 3,1; 3,4; 6,3; 6,4; 7,5; 10,3; 13,8; оо; оо; оо}
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Ш А Г €
3.0 n = l ;  m s- { 'А .. .# } ;  £ О) =3° ;  i m x - p , v x p --{*л  j^ s + x s r *
3.1 и - 2 ;  м ~ -{*А  р ] ;  £ (г )= 6 0 ; £ (г )>  У (г ); £ (г)=  з а
M S -[О, /;..., 0 } ;  IM X - 2  ; М ХРр{ 1,2,0. о } ;as 
3 .4 /1 = 3  MS={i,1,0...0j; £(з)-6А ; Е(3)>Ув); £(3) = 3А
MS =[0,0,1,.. о /;  1М Х=  3 , '  MXP=[f,2,3,0 ..]; a s ~>aspr
'£(3) * Е(4) 




Щ )  * Е ( 2 ) Щ ^ / о , Ш ]  
£(Z)-t£(3) ! б Г  
J ( f )  + £ А ) \9  А
6.2 I T - 4 ;  a s - }  1,0,1,0,}; Е (о)=$Л  
£(4)-6.2' ; £(4) < у (4)
/КГ AS PR
6, 5  1 1  = 5 ;  XS--j12 ,0 ,...}; £(5)-9.2;
£ ($ )-6 .S ; £(£)> Y(S);£(S)-6A;
/vs- jo.o,0, 0, 1 ,,.} ;  I m x  =4 ;  m x p  = 1 2 ,3 ,5, Qt : .,
11=6; a s =/  1,0,0,0 4,0. . I ;
6.8 J
E (6)= 9A
£  (6) -6.8 / £(6)<  Y(6);
A S  -> APS PR
I / =  ?; t f s A . o p . - i ;  £(7)=9.S
»/vy={0,2,0}
E (S) +£({) 
EC3} +£(3) 
£(2) * BCR) 
Ш  * £(5)




£(?) =9.5; £(?}< Y(?) 
A S  ~+ a s  PR
£ (£ )+ £ (2 )  
№ )  * £(0). 
£(2) +£££) 
.6(1) * £16).
9Ж  | о, 1,0,0р.. I
9.5 -  J
9.6
9,8 1 1 = 8 ;  A S = {  1,1,0,0,1,.} ' £ ( & )  = 12 .5  
£(8) = 9 8 ; £ (8 )< У (8 ) ;
a s  A S  PR
E(S) +£(3) 
Ш ) +£(5) 






10.г  i t =9; us -{ to ,  1> 1..}) 5(9) = /2 A ' 
В (9) ~ to. 2 ; £ ( 9 ) < r ( 9 ) ;
A/S -*  M'S PR 
1 1 - 1 0 ;  * * = {* .0 ,3 ,0  )





ffift-+ A /s= fo 0 ,S A J
12.6
iz.tf
*2.8 £ (S )* B (s)  £(3) + £C?) 
6(2) +Е(в) 
E ( l ) + £ (9 )
13.Z
£ ( 10)  - 13.8 ; £ ( ю )  < у  (to)
/VS л/SPR
I I  -*>/ ; us={ f, o. 0, o, 2, ..j ; £(**) =
W)
U.9 I?/(S^O,0,0 ,0 ,2 .)  
/3.2
E(ii) =/3.2
£(11) < Y (H ) ; " I  ~t>*SPR
€(S) +£(6)
£ (3 ) +  £  (в ) 






*3.6 1 1 - 1 2  № = { ( 0 , 2 0 , 1 . . ]  ; в  (12)= I*. 2
£(/2) =13.6; £ № )<  У02 )








В р езультате  работы  алгоритм а  на печать вы водится  опти­
м ал ьн ая  структура  и распределен ие  потока ин ф орм аци и по си­
стемам. В дан ном  случае  о п ти м альн ая  структура  ф а зы  о б р а ­
ботки д о л ж н а  с о д е р ж а ть  д в а  устройства первого  типа, на кото ­
рые поступает  поток ин ф орм аци и  в шесть условны х единиц и 
одно устройство второго типа, на которое поступает поток в д е ­
сять единиц.
Особенностью приведенного ал го р и тм а  явл яется  в о зм о ж ­
ность получения оптим альны х структур на всех пром еж уточны х 
ш агах , т. е. д л я  рсех потоков A l k (k =  l ,m ) ,  д л я  которых про­
изводился расчет. П р о гр а м м н а я  р еал и зац и я  ал го р и тм а  требует  
небольших врем енны х з а т р а т  и разм ер о в  пам яти  ЭВМ , которые 
почти линейно зави сят  от числа уровней д и скретизаци и  т  и м ало 
зави сят  от числа типов устройств, используемых в процессе  син­
теза А С О И .
Синтез оптимальной структуры А С О И
П ереходя  ко второму, заклю чи тельн ом у  этапу  синтеза А С О И , 
отметим, что наи более  общий случай, когда  необходимо синте­
зировать  систему в соответствии с многомерной целевой ф.унк-
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цией, весьма слож ен. Б олее  того, построение многомерной целе­
вой функции сам о по себе явл яется  трудной задачей .
Р ассм отри м  простой вариант , часто встречаю щ ий ся  в п р ак­
тике проектирования , когда требуется  мин им изи ровать  стои­
мость проекти рования  А С О И  при зад ан н о й  оперативности. П ри ­
чем под стоимостью будем понимать любой аддитивны й показа^ 
тель, с помощ ью  которого оценивается  А С О И : деньги, вес, по­
тр е б л я е м ая  энергия и т. п. ,
Опять, как  и ранее, проводим последовательное  проектиро­
вание  ф аз  обработки  А С О И . Считаем, что Ф О  м ож ет  быть либо 
однородной, т. е. состоять из однотипных устройств, либо мо­
дульной, когда в ее состав входят  устройства  различны х типов. 
Д л я  р еш ен и я’зад ач и  синтеза зап и ш ем  вы р аж ен и е  (7.1) в виде:
найти m i n [  (щ U ■ х  S i ) ] ,  (7.3)
/=1
где .а =  7//А — коэфф ициент передачи, показы ваю щ ий, _ какая  
часть потока информации- поступает в г-е уст­
ройство ФО;
Ui — врем я пребы вания  единицы информации (заяв­
ки) в г-м устройстве;
Si  — стоимость /-го устройства;
х — полож ительн ы й коэффициент, смысл которого 
будет рассм отрен  ниже.
П редстави в  все устройства Ф О к а к  системы массового обслу­
ж и в ан и я  типа М/ М/ 1  и учитывая , что £А =  — % i ) ~ \  в ы р аж е­
ние (7.3) перепиш ем окончательно в виде
П
У ,  А: ". . А< л-ч-+  к  S  k i S t - ^ m i n ,  (7.4)— Aij i=zl
Д л я  случая  синтеза однородной ф азы  обработки  п =  1 и А — /гЯ 
поиск безусловного м ин им ум а в ы р аж ен и я  (7.4) по k  (индексы i 
здесь м ож но опустить) приводит к следую щ ем у  результату:
'  = 1 ' : А 1 :k  =  mill 
т
(7.5)
г д е  ц — интенсивность о бслуж и ван и я;
Т —  множ ество  типов устройств, из которы х м ож но создать 
однородную  ф азу  обработки;
[■•]±.— символ округления  вы р аж ен и я  [•] до  бли ж ай ш его  Де' 
лого значения  сверху или снизу.
П оскольку  все п ар ам етр ы  в вы р аж ен и и  (7.4) положитель­
ные, то, варьи руя  численные значения  коэф ф иц иента  к,  можно 
получить табли чн ы е  значения  функции Т — ср ( 5 ) .  И ны м и сл°'
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вами, д л я  к а ж д о й  ф азы  обработки , зн ая  объем  выделенных 
средств 5  на ее создание, молено не только определить, какой  
оперативностью  будет о б л ад ать  о п ти м альн ая  структура, по и 
получить сам у  структуру.'
Д л я  однородны х структур определим функцию  ср(5) прямой 
подстановкой различны х  коэфф ициентов  х в ф орм улу  (7.5), а 
д л я  модульной структуры  — последовательны м  многократны м 
применением описанного выш е алгори тм а  с подстановкой р а з ­
личных значений % в вы р аж ен и е  (7.4) и использованием  у р а в ­
нения связи  (7.2). Д ействительно, при х - > 0  получается  сам ая  
бы стродействую щ ая структура ФО, при этом стоимость не имеет 
.решаю щего значения. П ри х->оо, наоборот, определяю щ ее  з н а ­
чение имеет стоимость, поэтому синтезируется  структура  м ини­
мальной стоимости, и количество устройств определяется  лиш ь 
условием сущ ествования  стационарного  р е ж и м а  в ФО (см. в ы ­
р а ж е н и е  (7.5). М е ж д у  граничны ми значениям и  % л е ж и т  весь 
спектр оптим альны х по быстродействию  структур ФО, р а з л и ч ­
ных по стоимости создания.
Ф ункци ональны е зависимости  7\ =  cpt (S) д л я  к аж до й  из. ФО 
А С О И  с помощ ью програм м ной реали зац и и  алгори тм а  мож но 
построить достаточно быстро, полученные д ан н ы е  будут я в л я т ь ­
ся исходными д л я  д альн ейш его  проектирования.
В качестве  п ри м ера  рассм отри м  синтез одной из Ф О А С О И , 
15 состав которой входят  устройства, характери сти ки  которых 
сведены в табл . 7.2 (значения  х ар актер и сти к  д ан ы  в условных 
е д и н и ц а х ) .





А В С D Е F G ' Я
Быстродействие 3 21 9 18 16 7 12 14.
Стоимость 10 486 57 ;296 207 33 131 162
Р езу л ь т а ты  м одели рован ия  в виде графических  зависимостей 
представлены  на рис. 7.5. И з  граф и ков  следует, что еели в ФО 
АСОИ, на создание которой вы делен  ресуре 375 ед., поступает 
поток А =  56ед .,  то из задан н ой  ном енклатуры  устройств (см. 
табл. 7.2) нельзя  построить Ф О  со врем енем  реакц ии  меньше, 
чем. 0,5 ед. О п ти м ал ьн ая  ФО д л я  р ассм атри ваем ого  сл у чая  со­
стоит из Н  устройств типа F и одного устройства  типа А,  в к о ­





























От создания  отдельны х ФО мож но переходить к п роекти ро­
ванию А С О И  в целом. В рем я пребы вания  за я в о к  в А С О И  б у ­
дет определяться  по ф орм уле
N
и  =  S  а/ Т; ,
7=1 .
где -а/*—коэф ф иц иент  передачи ;
Tj — врем я пребы ван и я  за я в к и  в у'-й ФО:
N  — число Ф О в А С О И .
Т аки м  образом , з а д а ч а  синтеза А С О И  м иним альной стоим о­
сти с. ограничениям и на .среднее врем я ответа  м атем атически  
будет сф о р м ули рован а  следую щ им образом : определить
S  =  h  <?г 1 {Т i ) i n  (7.6)
/= 1  .
N
при 2  а / Tj <  и * , (7.7)
7 =  1
где сру1 (Tj)  — функция, о б р атн ая  ранее  полученной <р/(5/);
U* — м акси м альн о  допустимое врем я ответа А С О Й ; 
5  — су м м ар н ая  стоимость А С О И  .
П оиск минимума аддитивной функции (7.6) при ограничени­
ях (7.7) о казы вается  типичной однопарам етри ческой  зад ач ей  
динамического  п рограм м ировани я . Р еш ен и е-зад ач и  (7.6) — (7.7) 
можно получить с помощ ью алгоритм а, основанного на следую ­
щем ф ункциональном  уравнении В еллм ан а  :
5*-1-1 =  min { (T/e-t-i) Ч- Sk  (U* (tk+] Т/е+])}.
0 < а / , +1 ТиЛх <  U*
П осле выполнения у казан н ой  вычислительной процедуры  м о ж ­
но п ротабули ровать  значения  ф ункции-5  =  ф (U ), что д аст  в о з ­
мож ность оп ределять  оптим альны е величины стоимостных з а ­
трат  на создание  А С О И  с различны м и врем енам и  ответа.
И злож ен н ы й  метод синтеза оптим альны х структур А С О И  
дополняет  известные и описанные ранее в гл. 4, 5 настоящ его  
пособия. Его применение м о ж ет  быть полезно в случаях  синтеза 
многофазной А С О И  и з 'о т д е л ь н ы х  модульны х устройств, П е р ­
спективность подобного подхода м ож ет  быть объясн ена  не то л ь ­
ко тенденцией создан ия  А С О И  из уни ф и цированн ы х и с т а н д а р ­
тизированны х блоков, но и возм ож н ость  использования  р а з р а ­
ботанных методов в системах автом атизи рованного  п роекти ро­
вания А С О И .
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7.4. ВЫБОР ЧИСЛА ОДНОРОДНЫХ ВЫЧИСЛИТЕЛЬНЫХ МОДУЛЕЙ
И-КОМПЛЕКСИРОВАНИЕ ЗАДАЧ ОБРАБОТКИ ИНФОРМАЦИИ
В определенны х условиях  за д ач у  вы бора  .коли чества  одно­
родны е вы числительны х модулей А С О И  и распределен ия  по 
ним реали зуем ы х  алгоритмов обработки  информации мож но 
с ф орм ули ровать  следую щ им образом:
требуется  единственным способом разб и ть  м нож ество за д ач  
обработки  ин форм ации S  =  ( 5 Ь S 2-,..., S n) на неп ересекаю щ иеся  
подм нож ества . П ричем  количество о бразуем ы х  подм нож еств  т  
за р а н е е  не задан о . К а ж д о е  подм нож ество  з а д а ч  реш ается , на 
своем вычислительном  модуле.
З а д а н о  ограничение вида
2 -  Р < < Р * .  /  =  ( 7 . 8 )
еМ,-
где р£- — коэф ф иц иент  загр у зк и  вычислительного м одуля  i-й з а ­
дачей  ;
р* — зад ан н ы й  предельны й уровень загр у зки  /-го модуля;
M j  — подм нож ество  зад ач ,  реш аем ы х  на / -м модуле.
П одход  к реш ению  дан н ой  зад ач и  зависит от уровня  апри- 
'  ориой ин ф орм аци и относительно хар актер и сти к  реш аем ы х  з а ­
дач, степени их взаи м освязи  и принятого кри тери я  разбиения  
за д ач  на подм нож ества  (ком п лексировани я)  Е.  Так, например, 
в постановке задачи , описанной ниже, учтена -достаточно д о ­
ступная  на ранних стадиях  проекти рования  А С О И  априорная  
и н ф орм аци я  относительно попарной связности з а д а ч  обработки  
информации.
Степень парной связности з а д а ч  — степень полож ительного  
(отрицательного) эф ф ек та  от н азн ачени я  любой пары  з а д ач  из 
задан н ого  м нож ества  5  на один вы числительный модуль з а д а ­
ется квадратн ой  симметричной матрицей А. Ф и зическая  и н тер ­
претация  элем ентов  м атри цы  А  м о ж ет  быть различной, в з а в и ­
симости от принятого уров'ня описания хар актер и сти к  з а д ач  и 
вычислительных модулей, а т а к ж е  в зависимости  от принятого 
критерия эф ф ективности  результата- ком п лексировани я  Е.  Так,
' "если-*элементы м атри цы  А  в ы р а ж а ю т  собой объемы  ин форм ации 
попарного обмена м еж д у  зад ач ам и , а Е  —  сум м арн ы й  объем  
м еж м одульного  обмена, то з а д а ч а  ком п лексировани я  м ож ет  
тр акто ваться  к а к  за д а ч а  м инимизации о б ъ ем а  межмодульного, 
обмена информацией.
С учетом вы ш есказанного  з а д ач у  ком п лексировани я  можно 
сф орм ули ровать  следую щ им образом . Н еобходим о распределить  
м нож ество  з а д ач  S по некоторому числу т  ( за р а н е е  неизвест­
ному) однородны х вы числительны х модулей таки м  образом , 
чтобы обеспечить экстрем альн ое  (м акси м альн ое  или минималь-
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ное) значение кри тери я  ^ -су м м ар н о го  объем а м еж м одульны х  
связей, если за д ан ы  м атри ц а  А  и вектор R =  (рь р2 рД - П ри ' 
этом необходимо учесть ограничение (7.8).
Если А  и Е  единственные, то эта за д ач а  м ож ет  быть решена 
с помощ ью эвристического алгори тм а ,  являю щ егося  развитием  
метода корреляци онны х п леяд  [31]. В случае, если за д а н  еди н ­
ственный вектор R . и несколько м атри ц  связности, имеющих 
различны й физический смысл, з а д а ч а  оты скания  единственного 
плана  распределен ия  за д ач  по модулям  м ож ет  быть реш ена с 
помощ ью подхода, даю щ его  квази оп ти м альн ое  решение.
П усть 'мы имеем м атри цы  связности А и А 2, ..., A t. Е { Е,2, ..., 
Ei — соответствую щ ие п о казател и  качества  ком п лексировани я  
(распределени я  за д ач  по м о д у л я м ) .  Пусть Р и Р 2, ..., Pi— планы  
распределен ия , обеспечиваю щ ие эк стр ем ал ьн ы е  значения  к р и те ­
риям' Ei,  Е 2, Е[. О бозначим  эти значения  к ак  Е ° ,  Е,2°, •••, Е Л
Е, (P j ) — значения  критерия  Е[, если вы бран  план  р асп р ед ел е ­
ния Pj. Если / =  /, то Ei  (P i ) = E i °. Если то Д ( А )  >  < Е ° ,
Введем  п о к азател ь
где ei ( Pj )  при ’ / = £ /  — относительное ухудш ение э ф ф ек та  ко м п ­
лексирован ия  по i-му критерию  при зам ен е  оптим ального  план а  
Pi  па некоторый план  Р/. Ясно, что при i =  j, &-t (Pi )  =  О,
Тогда за д ач у  оты скания  единственного п л ан а  распределен ия  
Р* м ож но сф орм ули ровать , например, к а к  зад ач у  оты скания  т а ­
кого план а  Pj  е  ( Р ь Р 2, ..., Pi ) ,  который обеспечивал  бы м ин и­
мум средней суммы относительного ухудш ения эф ф ек та  к о м п ­
лексирования , т. е. необходимо найти
Р а зв и т и е  ал го р и тм а  ком п лексировани я  закл ю ч ается  в с л е ­
дую щ ем:
1. Д л я  к а ж д о й  пары  At,  E t найти оптим альны й план  р а с п р е ­
деления  Pi. П олучим  Р\ , Р 2, ..., P i .
2. Д л я  каж до го  Pi (I — 1,1) подсчитать эф ф ект  ком п лек си ро­
вания согласно A j  и \ ф 1 .
3. И спользуя  п о к азател ь  (7.9), составить м атри цу  вида
.(7.10)
0 e2(P i)  *3(Pi)  . . .b i ( P i )
еД Л Я  0 ез(Рг) ••• е / ( Р 2)
е
ei (Pi) e2(Pi) 0
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4 :  Н ай ти  строку  м атри цы  е с минимальной, средней суммой 
элементов. Н ом ер данной строки / определит- единственный ква- 
зиоптим альны й план  распределен ия  Р,- =  Р*. П ри  необходим о­
сти в в ы р а ж е н и е  (7.10) м ож н о вклю чить весовые коэф ф и ц и ен ­
ты, учиты ваю щ и е в аж н о сть  собтветствую щих критериев.
Г'Л а в а 8
И М И Т А Ц И О Н Н О Е  М О Д Е Л И Р О В А Н И Е  А С О И
8.1. СРЕДСТВА МОДЕЛИРОВАНИЯ И МОДЕЛИ
Н аи б о л ее  ун и версальн ы м  подходом к созданию  и и сследо­
ванию  м атем атических  моделей ф ункционирования  А С О И  я в ­
ляется  имитационное м одели рован ие  [32, 34]. И м и тац и о н н ая  м о­
дель  п озволяет  п рограм м но описать и «проиграть»  на инстру,- 
ментальной  Э В М  процесс ф ункц иони рования  таки х  систем, а д е ­
кватны е аналитические  модели которых получить невозмож но. 
О днако  р а з р а б о т к а  (програм м ировани е)  имитационной м о де­
ли —  м оделирую щ его алгори тм а  — весьм а трудоем кий процесс. 
П оэтом у  эф ф ективность  реш ен ия з а д ач  ан а л и за  А С О И  с п ом о­
щ ью  и м и та ц и о н н о го ' м одели рован и я  существенно зависи т  от 
имею щ ихся в р асп о р яж ен и и  исследователя  средств в заи м о д ей ­
ствия с ин струм ентальной ЭВМ . В качестве  таки х  средств при­
менимы:
у н и в е р с а л ь н ы е  язы ки п р о гр ам м и р о ван и я ,  такие  к а к  Ф О Р Т ­
Р А Н , А Л Г О Л , П Л /1  и т.. п.; *
об щ е ц е л е в ы е  я зы ки  м одели рован ия  дискретны х с и с т е м / т а ­
кие к а к  G P S S ,  И Е Д И С , С И М У Л А  и др. [36, 47 ] ;
с п ец и а л и з и р о в а н н ы е  я зы ки  м одели рован ия  вычислительных 
систем: G SS-II ,  E C S S ,  S O N E T  и др! {35, 39].
П о уровню  о то бр аж ен и я  структурны х и ф ункц иональн ы х 
компонент ' А С О И  м ож н о вы делить следую щ ие типы моделей:
1. О бобщ енны е модели, о т о б р а ж аю щ и е  А С О И  к а к  много­
ф азную  сйстему массового обслуж и ван и я ,  в которой все ко м п о ­
ненты сети представлен ы  к а к  о б сл у ж и ваю щ и е приборы  типа 
устройство или буфер, а отдельны е сообщ ения — за я в к а м и .  
Эти модели достаточно эф ф ективно  м ож но описать на о б щ е­
целевы х я зы к а х  м одели рован ия  типа G P S S .
2. М одели  А С О И , в которы х в явной ф орм е о то бр аж ен ы  та - '  
кие компоненты, к а к  топология — узлы , линии связи, а л го р и т ­
мы м ар ш р у ти зац и и  и диспетчеризации. Д л я  построения этих 
моделей часто прим еняю тся  специ али зированн ы е  сйстемы м о де­
лировани я, оф орм лен ны е к а к  п а к е ты  процедур на у н и в ер сал ь : 
ных я зы к а х  п рогр ам м и р о ван и я  или п роб лем но-ориентирован­
ные- язы ки  м одели рован ия  [37, 40]. К  подобным средствам  ана-
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лиэа А С О И , и в частности сетей передачи и обработки  ин ф ор­
мации, относят я зы к  SO N E T , позволяю щ ий в 2— 10 р а з  снизить 
объем  описания м оделей по сравнению  с G P S S  и увеличить ско­
рость м оделирования; пакет  М О Д Е Л Ь ,  ориентированны й на 
имитацию  сетей с ком м утацией  сообщ ений [38].
3. М одели, о то б р аж аю щ и е  структуру операционны х систем, 
п ар ам етр ы  отдельны х устройств, о б р аб аты ваю щ и х  ЭВМ , н ап ри ­
мер: им итаци онная  система G SS-II ,  о риен ти рован ная  на анали з  
вычислительных систем на базе  Э В М  IB M  360, 370.
Естественно, что специ али зац и я  язы ков  увеличивает  ком ­
пактность и наглядн ость  описаний моделей А С О И  за  счет оп ре­
деленной потери  гибкости я зы к а  и, в ряде  случаев, э ф ф ек ти в ­
ности использования  ресурсов инструм ентальной  ЭВМ . О днако  
следует  учесть, что структура  и п ар ам етр ы  А С О И  часто могут 
быть описаны в р а м к а х  некоторой ком бинации элементов, в з я ­
тых из стандартного  ограниченного н абора  м одулей а п п а р а т у р ­
ного и програм м ного  обеспечения (процессор, к а н а л  в в о д а-вы ­
вода, буферное зап ом и н аю щ ее  устройство и т. п.). Тогда  а л ь ­
тернати вны е вари ан ты  А С О И , среди которых оты скиваю т н а и ­
лучший, будут отли чаться  -структурой связей  элементов, х а р а к ­
теристикам и алгоритмов п реоб разован и я  информации, а т а к ж е  
значениям и  п ар ам етр о в  технических устройств. В этих условиях  
ц елесообразно использовать сп еци али зированн ы е системы м о д е - - 
лировани я, ориентированны е на построение м акром одульны х  
моделей А С О И . Это позволяет  повысить наглядность  моделей.
В главе  излож ены  принципы построения и использования систе­
мы макром одульной  имитации ф ункционирования  и н ф о р м ац и ­
онных систем (С М М И Ф ) [44], к а к  возм ож ного  альтернативного  
в ар и ан та  построения специ али зированн ого  п акета  при кладн ы х  
программ, предназначенного  д л я  исследования  имитационны х 
м оделей А СО И .
8.2. ПРИНЦИПЫ ПОСТРОЕНИЯ И СТРУКТУРА СИСТЕМЫ
м а к р о м о д у л ь н о й  ИМИТАЦИИ ФУНКЦИОНИРОВАНИЯ АСОИ
С М М И Ф  — удобный инструмент д л я  исследования  й а н ал и за  
таких  существенных операционны х х ар актер и сти к  А С О И , к а й  
среднее, дисперсия, м ак си м альн ое  значение времени з а д ер ж к и  
сообщений в системе, вклю чая  ин тервал  пребы вания  сообщ ения 
в прерванн ом  состоянии; вероятность потери сообщений, стати ­
стический р я д  (гистограм м а) времени зад ер ж ки , коэфф ициенты  
исп ользован ия  процессоров, накопителей, памяти, м а к с и м а л ь ­
ная  и средн яя  дли ны  очередей, статистический р яд  д л я  и н тер ­
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ляю т освободить пользователя  от непосредственного п р о гр а м ­
м ирования  имитационной модели. Его за д а ч а  — грам отно сф о р ­
мулировать  зад ач у  исследований, провести плани рование  м о ­
дельного -эксперимента, з а д а т ь  набор исходных д ан н ы х  д ля  ак ­
тивизации модели, а после окончания экспериментов с м о д е ­
лью — провести интерпретацию  результатов  согласно п остав ­
ленной задаче .
О писание модели системы и за д ан и е  исходных д ан н ы х  про­
и зводят  с помощ ью стан дартн ы х  табличны х конструкций и 
схем ф орм ирования  последовательности  у п р ав л яю щ и х  п а р а м е т ­
ров. Это достигается  за  счет введения стан дартной  ф орм ы  со­
п р яж ен и я  отдельны х элем ентов  м оделируем ой системы и р а з р а ­
ботки библиотеки програм м  имитации на макром одульной 
основе. Б и бли отека  п ак ета  содерж и т  ограниченное (для о тдел ь ­
ной стадии его развития.) число типовых имитационны х м оду­
лей, с помощ ью  которых можно «набирать»  модель слож ной 
системы с количеством подсистем, п р евы ш аю щ им  число м оду­
лей. П оследн ее  осущ ествляется  путем специальной настройки 
модуля  на место структурного элем ен та  модели.
С труктура  С М М И Ф  п о к азан а  на рис. 8.1.
П а к е т  р еал и зо ван  на я зы ке  Ф О Р Т Р А Н  в ОС ЕС ЭВМ . Б л о к  
о р га н и за ц и и  эксперим ента  осущ ествляет  функции настройки 
пакета  н а г а д а н н у ю  програм м у  модельного эксперим ента и уп­
р ав л я ет  процессом генераций вари ан тов  моделируемой системы. 
Он осущ ествляет  ввод исходных данны х, сбор статистики, ее 
обработку  и вывод  па печать  в виде табл и ц  результатов  м о д е ­
лирования. Б л о к  с и н х р о н и з а ц и и  осущ ествляет  контроль за  п р о ­
теканием  п ар ал л ель н ы х  процессов в моделируемой системе, в ы ­
д ает  сигналы  на р еал и зац и ю  событий в п орядке  очередности, 
согласно «списку будущ их времен» их наступления. Б л о к  з а ­
г р узк и  производит настройку (загрузку)  имитационного модуля, 
на зад ан н о е  место в структурной схеме модели, т. е. стави т  в 
соответствие элементу  моделируемой системы физический м о ­
дуль  имитации и осущ ествляет  обращ ен и е  к нему с у казан и ем  
координ ат  событий, требую щ их реализаци и . Библиотека имита­
ц и о н н ы х  м о д у л е й  п ред ставляет  собой набцр подпрограм м  и м и­
тации отдельны х физических объектов  — типовых подсистем 
А С О И . Библиотека служ еб ны х подп ро гр ам м  вклю чает  набор 
процедур генерации потоков событий, имитации отдельных д и с­
циплин об сл у ж и ван и я  и т. п.
8,3. СОСТАВ ПАКЕТА И ПРИНЦИПЫ ПОСТРОЕНИЯ
МОДУЛЕЙ ИМИТАЦИИ  '
' М одули  имитации, входящ ие в состав С М М И Ф , могут быть 
разделен ы  условно на четы ре группы. В. первую входят' модули, 
им итирую щ ие генерацию  потоков з а я в о к  различной структуры: 
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источники независимы х ординарны х потоков заявок ,  синхрони­
зируем ы е источники (конечные источники з а я в о к ) ,  источники, 
имитирую щ ие групповое поступление за я в о к  и т. п. Ко второй 
группе относят модули, имитирую щ ие накопители за я в о к  (оче­
реди) с р азличны м и дисцип линам и  заполнения. Третья  группа 
% содерж и т  модули, имитирую щ ие разли чн ы е  дисциплины  о б сл у ­
ж и в ан и я  заявок .  К четвертой .принадлеж ат модули, им и ти рую ­
щие процессы уп равлен и я  дви ж ен и ем  за я в о к  в моделируемой 
системе. Сущ ествую т еще и некоторы е модули специального н а ­
значения, не входящ ие в у казан н у ю  классиф икацию . К  таким  
относится, например, модуль, позволяю щ ий изм енять по* з а д а н ­
ному закон у  некоторые п ар ам етр ы  модели в течение прогона, 
т. е. орган и зовать  нестационарны й процесс о бслуж и ван и я  с з а ­
д ан ны м и п а р а м е т р ам и  и структурой.
Все операции, р еал и зу ем ы е  в стан дартном  м одуле и м и та ­
ции, входящ ем  в библиотеку  надета , м ож но р азд ели ть  на три 
основные группы:
операции, осущ ествляю щ ие анализ  входных п ар ам етр о в  н а ­
стройки модуля  на зад ан н о е  место (элемент) в структуре м о де­
ли и устан овку  п арам етри ческ ой  связи  с остальны м и эл ем ен ­
тами (см еж н ы м и ).  П оследн ее  реализуется  через ф актические 
п ар ам етр ы  обращ ени я  к п одпрограм м е и через блоки C O M M O N ;
операции по зад ан и ю  'условий синхронизации на а к ти в и за ­
ц и ю  дан ного  элем ента  по внеш ним входным управляю щ и м  
си гналам  и времени наступления  очередного события;
операции, имитирую щ ие непосредственно физические проц ес­
сы,. события, х ар ак тер н ы е  д л я  данного  элем ента  м о д е л и р у е м о й  
системы в д ан ны й момент времени.
С ин хронизац ия  п ар ал л ель н ы х  дискретны х процессов, (п роте­
каю щ их. в модели; осущ ествляется  в соответствии с состоян и я­
ми массивов D E L  ( I L , I N ), W A  (I L , I N ), E X  ( I L , I N ), . г д е  I L  — 
номер элем ента  модели,. I N  — номер процесса, ди ск р етн ы е  со ­
стояния которого имитирую т соответствую щ ие ф изические собы ­
тия в I L - м  элем енте модели, D E L ( I L , I N ) — момент н асту п л е­
ния события в I L - м  эл е м е н т е ,  д л я  I N - го процесса.
Так, например, д л я  элем ен та  модели-копии модуля  F L O W  
элем ент  D E L  (IL,  IN )  х а р ак тер и зу ет  момент времени появления 
заяв ки  потока, генерируемого с выходного кон так та  с н ом е­
ром I N . ,
М ассивы  WA,  Е Х  —  логические. Если W A  (I L , IN)  =  true,  то 
это означает, что в элем енте  I L  процесс I N  ж д е т  внешнего у п ­
р авляю щ его  сигнала  д л я  реал и зац и и  своего очередного со бы ­
тия. Если E X  (I L , I N ) true, то соответствующ ий сигнал  послан 
и событие будет реализовано . Н ап ри м ер ,  д л я  э л е м е н т а  с ном е­
ром I L  копии модуля B U F E R  состояние trn e  д л я  W A  (IL,  1) 
означает, что буферны й накопитель о ж и дает  приема за я в к и  на
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SUBRGUTINB < имя модуля у (*, I I , IN )  
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та в соотьетст- 
Вии с  координатами 
I I ,  I N
'Установка, у  ало Вий 
синхронизации JJEi, 
или(и)Ш  идц(и)ЕХ
Уст ановка условий 
синхронизации DEL 
или(и)т  или(и) ЕХ
* RETURN 1 ------------------------
END •
Рис. 8.2. Блок-схема типового модуля имитации
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SUBROUTINE FLOW ( *  J t L  , I N )
RETURN i  
END
°uc 8.8- Блок-схема модуля FLOW
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Рис. 8.4. Схема блока организации и синхронизации
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свой первый входной контакт. Элемент-копия модуля  F L O W  
м ож ет  послать з а я в к у  с соответствую щ его выходного ко н такта  
в элем ент  Я Л  путем операции п р и сваи вания  E X  (IL,  1) — true. 
П ри E X  (IL,  1) =  W A  (I L , 1) =  true  з а я в к а  будет пом ещ ена  в оче­
редь,- которая  имитируется  в элем енте  B U F E R  специальны ми 
м ассивами, где фиксируется  врем я постуцления за я в к и  и индекс 
п о тока , .котором у  она п ри надлеж ит .
С остоян ие*м ассивов  D E L , W A,  E X  анали зи руется  в блоке 
синхронизации С М М И Ф . В р езу л ьтате  находятся  координаты  
бли ж ай ш его  по времени события. Если событие найдено по со­
стоянию м ассива D E L ,  то модельное врем я T M S  становится  р а в ­
ным значению  соответствую щ его элем ента  массива D E L .  П осле  
н ахож ден и я  координ ат  события IL~ I N  следует  п ер ед ача  у п р а в ­
ления в точку I N  элем ен та  с индексом IL.  Ф актически  у п р а в л е ­
н и е  п ередается  м одулю  имитации (п одп рограм м е) ,  код  (адрес) 
которой находится  по значению  согласно списку N A B O R .  В о з ­
в ращ ен ие  из элем ента  модели в блок  организац ии  производится  
через блок управлени я  прогоном, который следит за  моментом 
его окончания.
О бобщ ен н ая  блок-схема типового модуля имитаций п ри ве­
дена па рис. 8.2. Н а  рис. 8.3 в качестве  прим ера  п редставлена  
блоК-схема модуля имитации F L O W  — генератора  независимых, 
стац ионарн ы х ординарны х потоков, описываем ы х р асп р ед ел е ­
нием Э рланга . У прощ ен ная  схема блоков организац ии  и син­
хронизации. и зо б р а ж е н а  на рис. 8.4. '
К р атко е  описание наи более  типичных модулей имитации, 
входящ их в состав С М М И Ф , дан о  в табл . 8.1.
Т а б л и ц а 8.1
Описание модулей имитации
Имя модуля Основные функции Модификации
FLOW- Генерация независимых потоков 




BUFER Имитатор очереди заявок, буфер­
ного накопителя. Общая зона для 
хранения заявок произвольного 
числа потоков. Объем ограничен. 
Дисциплина выборки задается об­
служивающим устройством.
153
Имя модуля Основные функции Модификации
PROCES Устройство обслуживания много­
канальное. На входе произвольное 
число очередей. Каналы имеют 
равный доступ ко всем очередям. 
Дисциплина выборки заявок из 
очередей задается модификациями
1. Дисциплина «первый 
-пришел — первый обслу­




PROCQU- Одноканальное устройство обслу­
живания, реализующее режим раз­
деления времени. На входе про.- 
извольное число очередей. Дис­






нальное с иерархической смешан­
ной дисциплиной обслуживания, 
включая прерывания с дообслу- 
живанием. На входе произволь­
ное число очередей
DISPLY Генерация независимых синхрони­
зируемых (конечных источников 
заявок). Время «обдумывания» 
распределено по закону Эрланга
SING
•
Синхронизируемый групповой ис-. 
точпик -заявок
' FILTER Фильтрация потока (прорежива­ 1. Регулярное прорежи­
- ние) вание.2. Случайное прорежива­
ние
CORE - Имитация временно занимаемого 
ресурса (оперативной памяти). 
На входе произвольное число оче­
редей. Выборка заявок при сво­





Имя модуля Основные функции Модификации
SWITCH Узел коммутации (переключения), 
изменяющий направление движе­
ния заявок входных потоков по 
дисциплине, задаваемой модифи­
кацией
Имеется три дисциплины 
регулярного циклическо­
го и случайного выбора 
направления
MULTI «Размножитель» заявок входного 
потока. Создание копии заявок и 
посылка их по направлениям, за­
данным коммутацией выходных 
контактов элемента
8.4, ФОРМИРОВАНИЕ М О ДЕЛИ  
И ОРГАНИЗАЦИЯ ЭКСПЕРИМЕНТА
П риведем  основные практические приемы  (без д ет а л и за ц и и ) ,  
позволяю щ ие осуществить в р а м к а х  С М М И Ф  конструирование 
имитационной модели А С О И  и ф орм ирование  програм м ы  м о­
дельного эксперимента. П оследовательность  действий р а з р а б о т ­
чика имитационной модели такова :  
ф орм ирование  структуры  модели; 
п арам етрическое  описание структуры  модели; 
ком п оновка  пакета  зад ан и й  на эксперимент; 
р е а л и за ц и я  на ЭВМ.
Ф о р м и р о в а н и е  структуры м о д е л и
Н а  дан ном  этапе  прои зводят  кон струи рование  структуры  м о ­
дели на основании ан а л и за  модели руём ой системы и в о зм о ж н о ­
стей С М М И Ф . П ри графическом  представлени и  структуры  м о де­
ли удобно исп ользовать  стан дартн ое  и зо б р аж ен и е  элем ен та  м о ­
дели (рис. 8.5).
Э лем ен т  Г модели содер ­
ж и т  в общ ем случае  ki вход ­
ных и Ni  вы ходны х к о н т а к ­
тов, {Xj)iki,  {yi)iNi —  соответ­
ственное поле входных и 
вы ходных кон тактов  П ри  
парам етри ческом  описании 
модели за д а е т с я  п а р а ­
метр M W  =  m ax  {ki, N t]  . Рис. 8.5. Стандартное изображение
I - элемента модели
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Д л я  каж до го  из модулей имитации, входящ их в состав 
С М М И Ф , оговорена специ али зац и я  входных и выходных к о н та к ­
тов. К онтакты  обеспечиваю т связь  элементов п,о потоку (п ере­
дач а  измерений, сообщений, за я в о к  и т. п.) и но управляю щ и м  
воздействиям. В соответствии с логикой ф ункц иони рования  и 
структурой построения моделируемой системы кон такты  эл е м е н ­
тов модели соединены линиями — кан а л а м и  сопряж ен ия , по к о ­
торым передача  сообщений, уп равляю щ и х  сигналов осу щ ествл я ­
ется без потерь; искаж ений ,й зад ер ж ек .  Р еал ь н ы е  к ан ал ы  связи 
д олж н ы  п редставляться  сам остоятельны м и элем ентам и.
Н и ж е  представлен  обобщ енный алгоритм  ф орм ирования  
структуры  модели:
1. О знаком иться  с каталогом  и описанием модулей имитации, 
входящ их в личную библиотеку  пакета .
2. В соответствии с особенностями исследуемой системы, це ­
лями ан а л и за  ее ф ункционирования  произвести декомпозицию  
системы-до уровня подсистем, д ля  которых м ож но найти аналоги 
в виде модулей имитации. ' •
3. Р а з р а б о т а т ь  структурную  схему модели, д л я  чего к аж ду ю  
подсистему графически  п ред стави ть  в виде элемента, воспользо­
вавш ись  стан дартн ы м  .способом его. и зображ ени я .
4. П роизвести графически соединения входных и выходных 
контактов  элементов к а н а л а м и  сопряж ения.
Параметрическое описание  структуры, м о д е л и
Н а  данном  этап е  необходимо определить р я д  п арам етров , к о ­
торы е описываю т наиболее  общ ие законом ерности  процессов, 
протекающих, в имитационной модели. В частности, нуж но про­
вести нумерацию  (индексацию ) элем ен тарн ы х  потоков в м оде­
ли. Элементарный поток — это кан ал  сопряж ен ия , связы ваю щ ий 
входной и выходной "контакты двух элементов, по нему будет 
осущ ествляться  п ередача  сообщений (заявок)  б ез  потерь и з а ­
д ер ж ек . К аж д о м у  элем ен тарн ом у  потоку д о лж ен  быть присвоен 
номер /Я , который служ и т  д л я  выборки в ходе модельного экс- 
.перимента парам етров  генерации пдтока, п ар ам етр о в  времени 
обслуж и ван и я ,  приоритета  и т. п.
М ар ш р у т  д ви ж ен и я  за я в о к  в модели за д ается  массивом 
M P R {•). Э лемент м ассива M P R  {IP)  есть номер элем ентарного  
потока, в который «п ревращ ается»  исходный поток с номером 
IP.  Соответствие элементов модели м оду л ям  имитации, в х о д я ­
щим в состав п акета , за д ае тс я  списком N A B O R ( - ) . Элемент 
м асси ва  N A B O R ( N E )  п ред ставляет  собой код  модуля  и м и та ­
ции — КМ  д л я  элем ента  с номером NE.
С труктура  связи м еж ду  элем ен там и  модели задается , с помо­
щ ью массивов I R ( I J ) ,  I M  ( / , / ) .  Э лемент м асси ва  I R  ( / , / )  со-
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д ер ж и т  номер элем ента , которы й связан  по потоку или по у п ­
р а в л я ю щ ем у  сигналу  с I -м- элем ентом  и его / -м  выходным 
контактом . Э лем ен т  массива является  номером вход ­
ного ко н такта  элем ента  <  IR  ( / , / )  > ,  с которым связан  элем ент  
и его выходной к он так т  J.
« П р и в я зк а»  элем ен тарн ы х  ротоков  к выходным кон так там  
элем ентов  модели осущ ествляется  путем ф орм ирования  массива 
N P T Э лемент  м ассива  N P T ( I , J ) явл яется  номером эл ем ен ­
тарного  потока, вы ходящ его  из выходного ко н так та  J элем ента  
с номером /.
З ап о л н ен и е  элем ентов  массивов IM,  IR,  M P R ,  N P T  происходит 
при вводе исходных дан ны х по к а ж д о м у  из элементов, в х о д я ­
щих в модель. Вклю чение в состав  модели таких  элементов, ка к  
M U L T I ,  S W I T C H ,  D Y N P  п озволяет  изм енять  содерж и м ое  у к а г  
занны х массивов в течение времени прогона, т. е. д ел а е т  в о з ­
м ож ной динам ическую  корректи ровку  алгоритма м а р ш р у т и за ­
ции и структуры  модели.
В в о д  и с х о д н ы х  д а н н ы х  и у п р а в л е н и е
м о д е л ь н ы м  экспериментом
П ри исследовании имитационной м одели  с помощью 
С М М И Ф  общ ение пользователя  с Э В М  происходит в пакетном  
реж име. Д л я  загр у зк и  С М М И Ф  в О З У  Э В М  и активи зации  не­
обходимо ввести исходные д ан н ы е  в виде, н аб о р а  уп р авл яю щ и х  
операторов  ОС Е С  Э В М  и н аб о р а  данных, описываю щ их м одель  
и условия модельного .эксперимента. С труктура  входного пото­
ка  д ан н ы х  на п е р ф о кар тах  при работе  со С М М И Ф ' п р ед став ­
лена на рис. 8.6.
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Входной поток исходных д ан н ы х  м ож н о  р азд ел и ть  на три 
основные части:
описание структуры  модели ( О С ) ; 
описание элем ентов  м о д е л и .  (О Э );  
п ак ет  зад ан и й  на эксперим ент (П Э ) .
П е р в а я  часть содерж и т  данны е, полученные на этапе  фор- ' 
м ировани я  структуры  модели и ее парам етрического  описания. 
В то р ая  часть вклю чает  дан н ы е  по описанию внеш них связей 
и внутренних п ар ам етр о в  элементов модели. Конкретны й пере­
чень н абора  д ан н ы х  по к а ж д о м у  из элементов зависи т  от стан ­
дартного  м одуля  имитации, копией которого я в л яе тс я  элемент. 
(Этот  перечень особо оговари вается  в инструкции д л я  по л ьзо ­
вател я  С М М И Ф ).
Н а с то я щ а я  версия С М М И Ф  до п у скает  р азр а б о т к у  моделей 
следую щ ей м акси м альн ой  разм ерности . Ч исло элем ентов  — 50, 
число потоков — 100, п ар ам етр  модели M W  — 20. П ри  этом, 
однако, практически не ограничивается  число одновременно ц и р ­
кули рую щ их в модели за я в о к  или число заявок ,  которы е прохо­
д ят  через м одель  за  врем я  прогона. С ледует  учесть так ж е ,  что 
равенство  M W  —2 0 'о зн ачает ,  что, например, один элемент-копия 
м одуля  F L O W '  может одновременно генерировать  до 20 н е за в и ­
симых внешних потоков, а элем ент-копия модуля  D I S P L Y — и м и ­
тировать  работу  одновременно до 20 'т ер м и н ал ьн ы х  устройств 
в р еж и м е  «запрос— ответ» с обдум ы вани ем  зап р о са  и т. п.
Ф о р м и р о в а н и е  пакета з а д а н и й  на эксперимент
v
С ледую щ ей группой числового м атер и ала ,  располагаем ого-  , 
на п ерф окартах ,  явл яется  пакет  зад ан и й  на работу  (эксиери- ! 
менты) с моделью. Р а зл и ч а ю т  три типа задан ий : по критерию  ; 
скон чани я  прогона; на ' м оделирование; по выводу на печать  ( 
результатов  м одели рован ия . |
П а к е т  задан и й  имеет в н ач але  и конце п р и зн ак  — соответ- 
ствую щ ее значение и д ентиф икатора  K N S : '  н ачинается  пакет  
признаком  K N S  = 1 1 ;  з ак ан чи в ается  при знаком  K N S  =  12. П а-  , 
кет  м о ж ет  со дер ж ать  произвольное количество задан ий . Е сли  i 
в п акете  несколько  задан ий , то к а ж д о е  из них начинается  п р и ­
знак ом  K N S  =  11, а в конце последнего стави тся  п ри знак  j 
J(MS =  12, что определяет  окончание работы  с-моделью .
П ом им о п ри зн ака  н а ч а л а  за д ан и я  K N S ,  к а ж д о е  зад ан и е  и м е­
ет в н ач але  определяю щ и й его тип п р и зн ак  K T S .  П ричем  
] (T S  =  10 соответствует зад ан и ю  по критерию  окончания про­
гона, K T S  =  11 оп ределяет  зад ан и е  на моделирование , / ( Г 5 = 1 2  
оп ределяет  зад ан и е  п о ' выводу результатов  модели рован ия  
ка  печать.
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З а д а н и е  п о  к р и т е р и ю  о к о н ч а н и я  п р о г о-н а. 
П р о г о н , или реал и зац и я ,  — это развернуты й  во времени п р о ­
цесс поступления, накопления , об сл у ж и ван и я  за я в о к  в системе. 
В течение прогона происходит сбор и о б р аб о тка  статистики от­
носительно х ар актер и сти к  ф ункц иони рования  моделируемой си­
стемы при ф икси рованны х значениях  ее парам етров . П р е д п о ­
л агается  эргодичность процессов обслуж ивани я , в связи  с чем 
исследование  по м н ож еству  зам ен я ю т  исследованием  сл у чай ­
ных процессов по одной достаточно длинной временной р е а л и ­
зации. От длительности  р еал и зац и и  зависи т  точность статисти­
ческих оценок, полученных в р езу л ьтате  моделирования . К р и ­
терием окончания п рогона  м о ж ет  явл яться  либо число и сп ы та­
ний JV, под которым мы будем д ал е е  понимать число зая в о к  
определенного  генерируемого потока, прош едш их через м о де­
лируем ую  систему, либо некоторое значение и н тервала  времени, 
прошедшег-о с момента н а ч а л а  м одели рован ия  на данном  про­
гоне от 7'MS =  0,0 до  момента времени T M S  =  TFIN,  где T M S —  
момент времени по часам  модели. М а сш таб  модельного времени 
зависит- от разм ерности  за д а в а е м ы х  -параметров модели: Р а з ­
мерность времейи м ож ет  -быть произвольной, но одинаковой д л я  
всех за д а в а е м ы х  п арам етров . Так, если мы за д ае м  интенсив­
ность некоторого потока к а к  Х[1/с], то п ар ам етр ы  о б с л у ж и в а ­
ния за я в о к  потока д о л ж н ы  быть в ы р аж ен ы  в секундах. Тогда 
и T M S  будет иметь такую  ж е  разм ерность . T M S  имеет тип 
R E A L  .
И з -в ы ш ес к а за н н о го  следует ,-что  сигнал на окончание про­
гона м ож ет  вы р аб аты в ать ся  по двум критериям : или по истече­
нии определенного времени, или по достиж ении количества  з а ­
явок  одного либо нескольких потоков ^некоторого задан н ого  
чис'ла.
З а д а н и е  данного  типа оф о р м ляю т  в виде следую щ его набора  
перф окарт :
1. В н ач але  н аб о р а  находится  п ер ф о кар та  с числом К ТК ,  
которое определяет  вид критерия  окончания прогона. Если н е ­
обходим о зак ан ч и в ать  прогон, сравн и вая  текущ ее  модельное 
врем я с зад ан н ы м , то К Т К = Ю ;  если* ж е  прогон закан чи вается ,  
сообразуясь  с количеством заявок ,  то К Т К  =  11.
2. Если К Т К  = 1 0 ,  то д ал е е  следует  ri/к  с вы бран ны м  зн а ч е ­
нием T F I N .
3. Если К Т К  — 11, то вслед  за  п /к  с К Т К  следует  п /к  с чис­
л а м и  N F I N  и N G , где N G  количество элем ен тарн ы х  потоков, 
за я в к и  которых подсчиты ваю т д ля  определения  момента окон­
чания прогона; N F I N  — зад ан н о е  число за я в о к  (испы таний).  
В течение прогона подсчиты ваю т число за я в о к  потоков. К огда 
м ин им альное  из них д остигает  значения N F I N ,  прогон з а к а н ­
чивается .
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4. Вслед  за перф окартой  с числами N F 1 N  и N G  вводят  м а с ­
сивом номера потоков, используемы х д л я  определения конца 
прогона. К оличество номеров потоков равно  NG.  Н о м ер а  пото­
ков следует р асп о л агать  обязательн о  в порядке  возрастан ия . 
Ч исло таких  потоков N G  м ож ет  колебаться  в п ределах  -1... 10.
З а д а н и е  н а  м о д е л и р о в а н и е .  В случае, если иден­
тиф икатор  п ри зн ака  типа за д ан и я  K T S  =  И ,  это означает , что 
д ал е е  д о л ж н ы  расп о л агаться  перф окарты , о пределяю щ и е д а н ­
ные д л я  эксперим ента  с м оделью  — собственно м од е л и р о в а н и я .  
З а д а н и е  на м одели рован ие  —  это, по сути д ела , корректи ровка  
исходных д ан н ы х  одних п арам етров  модели и за д ан и е  серии 
прогонов (реали зац и й )  при изменении какого-то одного п а р а ­
м етра  модели-аргум ента . Р е зу л ь т а т  м одели рован ия  на одном 
прогоне — это н екоторая  точка на графике, о т р а ж а ю щ е м  з а в и ­
симость некоторого ' п о к а за те л я  (характеристики ) системы от 
вы бранного  аргумента, варьируем ого  п ар ам етр а .
Т аки м  образом , после введения карты  п р и зн ака  типа з а д а ­
ния вводится к а р т а  конца пунктов за д ан и я  на моделирование': 
K P S M  = 1 1  — свидетельствует  о том, ч4о в зад ан и и  есть еще 
пункты (не вы полненны е р а н е е ) ;
K P S M  =  12 — свидетельствует  о том, что в- зад ан и и  у ж е  нет 
.пунктов, т. е. все пункты в ы п о л н е н ы .,
Если был введен п р и знак  K P S M  =  12,. то управлен и е  пере­
ходит на н ач ало  работы  С М М И Ф  по полученному зад ан и ю  на 
моделирование. Если  был введен при зн ак  K P S M  =  11, то необ­
ходимо ввести карту  п р и з н а к а , кода (ном ера) ,  п а р а м е т р а  /<77 
модели, д л я  которого зад аю тся  значения.
З а т е м  нуж н о  ввести к ар ту  с признаком  активности пункта 
за д ан и я  K A W .  Д е л о  в том, что пункты за д ан и я  могут быть либо 
активными, либо пассивными. Активным пунктом  з а д ан и я  счи­
тается  такой, в котором п ар ам етр -ар гу м ен т  будет при ним ать  
несколько значений; пассивн ы м  пунктом  з ад ан и я  — такой, в ко ­
тором п арам етр  системы будет иметь только одно значение (т. е. 
п ар ам етр  будет  « зам о р о ж ен » ) .
Если пункт за д ан и я  активный, то K A W  =  1, если пункт з а д а ­
ния пассивный, то K A W  =  0. Н о необходимо учитывать, что при 
ф орм ировании  за д ан и я  в нем (и к а ж д о м  зад ан и и  на м одели ро­
вание) д о лж ен  быть только, один активный пункт.
З а д а н и е  п о  в ы в  о д у  н а  п е ч а т ь  р е з у л ь т а т о в  
м о д е л и р о в а н и я .  В р а м к а х  С М М И Ф  предусмотрено д ва  
типа вы вода на печать результатов  моделирования . П ервы й оп­
р еделяется  вклю чением в состав м одели  элем ен та  — копии 
модуля 5 5 ,  который принудительно после к аж д о го  прогона д ает  
•распечатку, со дер ж ащ у ю  распределен ие  (гистограмму) вер о ят ­
ностей значения  времени за д е р ж к и  за я в о к  или (и) ин тервалов
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м еж д у  за я в к а м и  исследуемы х потоков, дли ны  очередей в н а к о ­
пителях  после прогона, число заявок ,  прош едш их через модель 
к а ж д о го  из потоков. Второй, тип — таблич ны й выборочный м е­
тод вы вода результатов , позволяю щ ий ф орм и ровать  таблиц ы  
с зад ан н о й  н ом енклатурой  показателей  качества  ф ункц иони ро­
вания А С О И . ' 4
Ри&. 8.7.. Схема формирования пакета заданий. на эксперимент
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Д л я  табличного  выборочного вы вода на печать значений по­
казателей ,  х ар актер и зу ю щ и х ' качество  о б служ и ван и я  потоков и 
ф ункционирования  элем ентов  (среднее врем я реакции, вер о я т ­
ность потерь и т. п .) , в зависимости  от задан н ого  аргум ен та  н е ­
обходимо сф орм и ровать  следую щ ую  последовательность  д а н ­
ных:
1. k t s =  12:
2. N T B — номер таблицы .
3. I R S  — п р и зн ак  повторения ф о р м ата  таблицы . _
4. K P O S  — количество п ок азател ей ,  вы водим ы х в данном 
ф о р м ате  таблицы .
5. П оследовательность  п /к  ( о б щ е е . количество — R P O S ) € 
кодом за д ав а е м о го  п о к азател я  ( К Р О К ) .
6. Количество копий данной табли ц ы  (K D T ).
Если зад ан и е  на печать первое, то I R S  =  0 и вводятся  все 
перечисленные выше п арам етры . П ри повторном вы воде того 
ж е  н абора  п о к азател ей  м ож но сократить объем  вводим ы х д а н ­
ных, зад ав  I R S  =  Г. Тогда остальны е позиции не вводятся . На 
печать будет вы ведена табл и ц а  с номером N T B  по ф орм ату , т. е. 
с набором  показателей ,  определенны х в первом  п редш ествую ­
щ ем задан ии , где I R S  =  0.
О б щ ая  блок-схема алгоритм а ф орм ирования  п акета  задан ий  
п редставлена  на рис. 8.7. У читы вая специфику описанны х выше 
типов задан ий , следует  отметить, что первым зад ан и ем  в пакете  
д о лж н о  быть за д ан и е  на моделирование, д а л е е  — за д ан и е  по 
выводу результатов  моделирования, на печать (хотя это и н еобя­
за тельн о ) .  В д ал ьн ей ш ем -п о р яд о к  следовани я  зад ан и й  в пакете  
произвольный, обусловленны й лиш ь целям и исследований. Так, 
например, за д ан и е  по окончанию  прогона м ож ет  быть единст­
венным. Н о одно такое  зад ан и е  в пакете д о лж н о  быть о б я ­
зательн о . .
8.5. ПРИМЕР ПОСТРОЕНИЯ ИМИТАЦИОННОЙ МОДЕЛИ
Рассм отри м  систему оперативной обработки  информ ации 
(рис. 8 .8 ). Н а  вход  процессора через буферное зап ом и н аю щ ее  
устройство .(буф ер) поступаю т зая в ки  трех  потоков — z u z 2, 23. 
П отоки Zi, z 2 — внешние, являю тся  ординарны м и, н езави си м ы ­
ми, и стационарны ми. Е1звестно, что Z\ — регулярны й поток, ин ­
тенсивность которого м ож ет  при ним ать  значения  в д и ап азо н е  
от 60,5 до 120,2 1/с. П оток z2 — случайный, закон  р ас п р е д ел е ­
ния ин тервалов  м еж д у  з а я в к а м и  у которого аппроксим ируется  
распределением  Э рл ан га  с коэффициентом , равны м  3. И н те н ­
сивность потока Xz2 =  65,8 1/с.
П осле  обработки  в процессоре за я в к и  потоков z{  и z 2 сум-
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мирую тся, о б р азу я  новый поток 23. З а я в к и  этого потока вновь 
через буфер поступаю т в процессор. О б р аб о тан н ы е  заяв ки  п о ­
тока образую т  выходной поток z 4 .
27
Рис. 8.8. Структура АСОИ
П редп олож им , что объем  буфера  равен  50. З ап о л н ен и е  бу- 
cbepa бесприоритетное на свободное место. В случае занятости  
буфера происходит потеря заявки . Процессор осущ ествляет  
приоритетное обслуж и ван и е  заяво к ,  причем наивысш ий при ори­
тет имею т заявки  потока 2 Ь которые преры ваю т  об работку  з а ­
явок потоков Zn, 23. О б сл у ж и ван и е  за я в о к  потоков 22, z3 осу­
щ ествляется  с учетом относительных приоритетов, причем заявки  
потока г3 имею т более высокий приоритет.
П усть установлено, что трудоем кости  алгоритм ов  A i ,A,2, с 
помощ ью которы х производится  о б р аб о тк а  з а я в о к  поток 2Ь 22, 
^являются независим ы м и случайны м и величинами. П ричем, т р у ­
доемкость алгори тм а  А { хорошо аппроксим ируется  экспоненци­
альны м  распределением , а д л я  А 2 — распределен ием  Э рлан га  
с п арам етром , равны м  5. И звестны  соответствую щ ие средние 
трудоемкости 0 j  и. 0 2. В рем я обработки  за я в о к  потока 23 — ве ­
личина постоянная. И звестна  трудоем кость соответствую щ его 
алгоритм а  — ©3 . '
П усть 01 =  100 опер., 0 2 =  150 опер., 0 3 == 75 опер., а бы стро­
действие процессора В — 60 тыс. опер./с. Тогда соответствую ­
щ ие интенсивности обработки  потоков будут следующими- 
щ  =  600 1/с, р2 =  400 1/с, ц3 =  800 1/с.
П редп олож и м , что требуется  провести ан ал и з  ф ункц иони ро­
вани я  системы в зависимости  от значений интенсивности в х о д ­
ного потока Z\. В частности, п оставлен а  з а д а ч а  оценки среднего 
и дисперсии времени за д ер ж к и  в системе за я в о к  каж до го  пото­
ка, а т а к ж е  м аксим альн ой  дли ны  очереди в течение прогона. 
Н есм отря  на небольш ую  разм ерн ость  исследуемой системы, п а ­
рам етры  потоков, характер и сти к и  алгоритмов обработки  и д и с ­
циплина о б служ и ван и я  затр у дн яю т  применение д л я  этих целей 
аналитических методов.
163
И митацион ную  модель, достаточно точно о т р а ж а ю щ у ю  х а ­
р актер  ф ункц иони рования  системы, можно, построить, используя 
средства  С М М И Ф  (рис. 8.9). Д л я  этого достаточно воспользо­
ваться  тремя м одулям и имитации — F L O W , B U F E R ,  P R O C A B .
Э лемент модели — копия м одуля F L O W  — будет  имитировать 
поступление за я в о к  потоков z b г 2; элем ент  — копия модуля 
B U F E R  — им итатор буферного запом и наю щ его  устройства; и м и­
тацию  работы  процессора м ож но осуществить с помощ ью  э л е ­
мента  — копии м одуля P R O C A B .
Зн ачен и я  выходных п ок азател ей  ф ункц иони рования  м о дули ­
руемой системы д л я  3-х прогонов у к азан ы  в табл . 8.2. К аж д ы й  
прогон харак тер и зу ется  интенсивностью входного потока Z\ — 
аргум ента  модельного эксперимента. Д ли тельн ость  прогона 
о п ределялась  предельны м числом сф орм и рованны х за я в о к  по ­
тока z x (1000). В рем я р еал и зац и и  данного  модельного эк сп ери ­
мента на Э В М  ЕС-1033 около 3-х минут.






































«  Ка э'Е о.§ £ 
Э О
К- О* § 2  ̂ £
2СО<  Он
X, 1 Т2 1 Тз D , 1 d 2 1 Dz Pz
60,5 .0,16-10-2 0,38-10-2 0,19-10-2 0,29-10 - 5 0,47-10 - 5 0,12-10-5 0 4
80,5 0,17-10-2 0,40-1.0-2 0,20-10-2 0,31-1 о - 5 0 ,5 Ы 0 -5 0,17-10-5 0 3
120,2 0,16-10-2 0,48-10-2 0,22-10-2 0,28-10 - 5 0,10-10-5 0,21-10-5 0 3
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