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Abstract. Medical data is rarely made publicly available due to high de-
identification costs and risks. Access to such data is highly regulated due to
it’s sensitive nature. These factors impede the development of data-driven
advancements in the healthcare domain. Synthetic medical data which
can maintain the utility of the real data while simultaneously preserving
privacy can be an ideal substitute for advancing research. Medical data
is longitudinal in nature, with a single patient having multiple temporal
events, influenced by static covariates like age, gender, comorbidities,
etc. Extending existing time-series generative models to generate medical
data can be challenging due to this influence of patient covariates. We
propose a workflow wherein we leverage existing generative models to
generate such data. We demonstrate this approach by generating synthetic
versions of several time-series datasets where static covariates influence the
temporal values. We use a state-of-the-art benchmark as a comparative
baseline. Our methodology for empirically evaluating synthetic time-
series data shows that the synthetic data generated with our workflow has
higher resemblance and utility. We also demonstrate how stratification
by covariates is required to gain a deeper understanding of synthetic
data quality and underscore the importance of including this analysis in
evaluation of synthetic medical data quality.
Keywords: Synthetic Data · Generative Adversarial Networks · Time-
Series
1 Introduction
Medical data in the form of Electronic Medical Records (EMR) has been widely
used by hospitals in the United States for aiding hospital processes like quality
improvement, monitoring patient safety etc. [14]. Furthermore, EMR data has
also been used for advancing healthcare research for decades [13]. However, high
de-identification costs and risks severely limit public access to such data. This
imposes huge restrictions on data-driven clinical research and makes studies that
use this data difficult to reproduce.
A generative model that samples from the distribution of the health data,
while simultaneously preserving it’s privacy is an ideal solution to the problem.
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Generative models like Generative Adversarial Networks (GANs) [15,4] (Health-
GAN, medGAN) explicitly generate snapshots of EMR type data. However, real
EMR data is longitudinal in nature and falls in the domain of time-series gener-
ative modelling. A key aspect of medical data is static covariates that heavily
influence temporal variables. For instance, a patient record not only contains
details of hospital visits over a period of time but also static demographic details
like gender, ethnicity, comorbidities etc. We characterize a good medical time-
series generative model as one that jointly models the distribution of the static
as well as the temporal variables.
We address this problem in the paper and provide a simple baseline that can
be used for comparison against future medical time-series generative models. The
primary contributions of this paper† are:
1. Illustration of an efficient, flexible workflow to facilitate joint modelling and
synthesis of static and temporal variables.
2. Explicit qualitative evaluation of influence of static covariates on time-series
variables.
3. Reproducing clinical time-series benchmarks on synthetic versions of a publicly
available and widely used medical dataset.
2 Related Work
An open source synthetic patient generator called Synthea [5] uses hand-crafted
modules aided by health care practitioners and statistics derived from real data
to generate patients from their birth day to the present day. It does not violate
any privacy restrictions because it does not use real patients to generate the
data. It also claims to maintain utility as the generator uses underlying rules
manually derived from the real data. However, the time-series generated for a
record are not necessarily representative of real patient trajectories. Additionally,
the custom designed rules severely limit the type of data that can be generated
and are not easily extendable to other distributions of data.
Recurrent (Conditional) GAN (RCGAN) [8] uses recurrent neural networks
(RNNs) in the GAN framework, to generate real valued time-series medical data
like respiratory rate, heart rate etc. In the conditional setting, both the generator
and discriminator are conditioned on labels sampled from the real data during
training, and generated from independent distributions during the generation
process. The labels guide the generative process but are not modelled jointly
with the time-series variables.
Time-Series GAN [16] explicitly models time-series distributions as a joint
distribution of static and temporal variables. It produces realistic time-series
by jointly optimizing adversarial and supervised losses. We found TimeGAN to
be the only time-series generative model that addresses the problem of jointly
modelling static and temporal variables, and use it as a comparative baseline for
our methodology.
†This paper is an extension of [6] submitted to the ML4H workshop at NeurIPS
2019.
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3 Method
We illustrate our approach by generating time-series datasets for three time-series
datasets where the covariates have a strong influence on the time-series variables.
The datasets are (1) PJM Hourly Energy Consumption Dataset (Kaggle) [12],(2)
Sleeping Patterns from American Time Use Survey (ATUS) [1], (3) Medical
Information Mart for Intensive Care (MIMIC-III) [10].
The workflow is as follows:
1. Identify appropriate summary statistic(s) for time-series variables (e.g. mean,
median, skew, count etc.)
2. Compute summary statistic(s) for fixed time-intervals over the whole time
period.
3. Append summary statistic(s) to static variables. This maps the time-series
data frame to a cross-sectional data frame.
4. Use a generative model of your choice to generate this transformed data.
For (1), we choose summary statistics inspired by downstream applications of
the synthetic data. For (4), we use HealthGAN, a Wasserstein GAN [15], to
generate the transformed data. The HealthGAN includes encoding mappings
for categorical, numerical and ordinal variables of which the ordinal mappings
particularly boosted our results for the ATUS dataset. We evaluate resemblance
of the synthetic data to real data by assessing summary statistics conditioned on
covariates and the utility by reproducing published research results.
This workflow is best suited for data where the time-series can be dissected into
meaningful intervals to compute summary statistics relevant to the downstream
application of synthetic data. An appropriate transformation of computing mean,
variance, skew, kurtosis etc. for the whole time-series is always feasible.
We use TimeGAN† as a comparison for this workflow for two of the above
datasets. It should be noted that we use the default parameters for TimeGAN
and do not fine-tune the model while generating the data.
4 Results
4.1 PJM Hourly Energy Consumption
Our first dataset is not a medical dataset, but it provide an illustration of the chal-
lenge of synthesizing time series datasets wiith covariates. PJM Interconnection
LLC (PJM) is a transmission organization (RTO) which is part of the Eastern
Interconnection grid operating an electric transmission system serving specific
regions of the United States. The dataset† primarily comprises of a datetime
stamp and the average energy consumed in Mega Watts (MW) in that hour.
†We use the source code available at https://bitbucket.org/mvdschaar/
mlforhealthlabpub/src/master/alg/timegan/
†https://www.kaggle.com/robikscube/hourly-energy-consumption
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A natural summary statistic for the dataset is the average energy consumed per
hour. We set the time period to be one day. We hence get twenty-four time-series
statistics, one for each hour of the day which we append to the static variables
of day of week and month derived from the datetime stamp. The transformed
data now has twenty-six variables which are generated by HealthGAN. We also
separately generate the original data using TimeGAN.
We then qualitatively evaluate the synthetic datasets by comparing trends
in the real data. Figure 1 shows close resemblance of the summary statistic of
average hourly energy consumption across twenty-four hours for the real and
synthetic datasets (derived from HealthGAN and TimeGAN). A Welsch t-test
of the samples binned by hour shows that the hourly means from HealthGAN
(p-value = 0.51) as well as the hourly means from TimeGAN (p-value = 0.18) do
not significantly differ from the hourly means of the real data. Both generations
methods are seemingly performing well.
Figure 2 analyses the influence of the static covariates of day of week and month
on the average energy consumption in the real data, which reports highest energy
consumption during the weekdays in the evening hours and the summer months.
These trends are mimicked in the synthetic data generated by HealthGAN. In
the synthetic data generated by TimeGAN, the hourly and weekly trends are
captured reasonably well but when examining by the covariate months, the peak
at months 7 and 8 is missed.
(a) HealthGAN (b) TimeGAN
Fig. 1:Hourly Energy Consumption - YTrue is the hourly energy
consumption in the real data and YPred is the hourly energy
consumption in the generated data. The values in both the real
and synthetic datasets match closely.
4.2 American Time Use Survey (ATUS)
We generate sleeping patterns from American Time Use Survey (ATUS), a
federally administered, annual survey on time use in the United States [1]. The
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(a) Real Data
(b) Synthetic Data from HealthGAN
(c) Synthetic Data from TimeGAN
Fig. 2: Average Energy Consumed vs Hour, Day of Week and
Month for real and synthetic data sets shows HealthGAN syn-
thetic data highly resembles real data even when covariates are
considered.
survey records how Americans divide their time among life’s activities in a
nationally representative sample. There are many different types of events per
person. However, we choose to restrict our data to only the sleep activities of the
people over a period of thirty hours. (Please refer to [6] for more details). We
divide the thirty hours into thirty events of one hour each, and compute average
sleep in that hour. We then append them to the static variables of age, sex, day
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of the week and month of the year. The data is now in matrix form, consisting
of 34 (including covariates) features per patient, ready for the HealthGAN to
generate this data. Sleep data is synthesized from TimeGAN as well to use as a
comparative baseline.
Figure 3 shows the average sleep trends in the real data and synthetic datasets.
The average sleep per hour in the HealthGAN synthetic data closely resembles
the real data. Most people are awake by 10:00 am and asleep by 12:00 am. The
synthetic data from TimeGAN does not follow this distribution. A Welsch t-test
of the sleep times binned by hour shows that the mean sleep time per hour in
the data from HealthGAN (p-value = 0.58) is not statistically different from that
in the real data. However, for the data from TimeGAN (p-value = 0.012), the
means appear to be significantly different.
To analyse the relationship between the static covariates and time-series
variables, we reproduce a sleep study [2] which analyses the average sleeping time
stratified by age and day of week. Figure 4 shows the variations in sleep depending
on age group and day of the week. In the real data, the average sleeping time on
weekends is significantly different from that on weekdays. Overall, teenagers and
young adults sleep (age group 15-24) significantly more than other age groups,
whereas adults between 35-54 years in general require less sleep than other age
groups. These trends are captured well in the synthetic data from HealthGAN.
The variations in average sleep times binned by group and day of the week are
so high in the real data that although the synthetic plot appears to be shifted by
an hour, it still falls within the 95% confidence intervals of the means in the real
data. For the synthetic data from TimeGAN, the distributions for days Tuesday
through Saturday are missing completely, suggesting mode collapse, and the
trends captured are significantly different from those in the real data.
(a) HealthGAN (b) TimeGAN
Fig. 3: Average Hourly Sleep Trends of real (blue) and synthetic
data (yellow) generated by HealthGann and TimeGAN
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(a) Real Data
(b) HealthGAN (c) TimeGAN
Fig. 4: Average hours of sleep grouped by age and day of the
week for real and synthetic HealthGAN and TimeGAN data
4.3 MIMIC - III
The MIMIC - III dataset [10] is a publicly available critical care database which is
widely used in research studies [3,11,7]. Specifically we use three clinical prediction
time-series benchmarks derived from MIMIC - III [9]. These tasks consist of:
1. In-Hospital Mortality Prediction - Predicting In-Hospital mortality
based on 48 hours of ICU data.
2. Decompensation Prediction - Predicting whether a patient’s health will
worsen over the next 24 hours.
3. Phenotype Classification - Predicting which of the 25 acute care conditions
are present in a patient record
For each of the above tasks, the logistic regression baseline specifies which
summary statistics to extract from the time-series. We attempt to reproduce
these baseline results in the generated data as well. The paper identifies 17
clinical variables as primary temporal variables. For each variable, six different
sample statistic features (mean, std dev, skew etc.) are computed on seven
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different subsequences of a given time series (full, first 10%, first 25% etc.). Please
refer to [9] for more details. In total there are 714 temporal variables. In (1)
the static covariates are age, gender and the mortality label. This results in a
total of 717 variables for each patient. The task is a binary classification task
with the primary metric being AUC-ROC. In (2) the static variables are age,
gender and decompensation label, resulting in 717 variables. This is also a binary
classification task with the primary metric being AUC-ROC. The results for (1)
and (2) are summarized in Figure 5. In (3) the static variables are age, gender
and the 25 acute care conditions, resulting in 741 variables. This is a multi-label
classification problem to predict phenotype with the primary metric being AUC -
ROC for each variable treated independently. The results for the 25 prediction
prediction tasks are illustrated in Figure 6.
In figures 5 and 6, RR refers to train on real test on real, RS to train on
real test on synthetic, etc. RS scores indicate whether the synthetic data can
be substituted for the real data for a downstream application, while SR score
indicates whether the synthetic data has realistic features. Overall, across all
27 MIMIC-III tasks, we report RS and SR scores to be reasonably close to RR
scores. Note, however, that the SS scores tend to usually overshoot the RR scores
indicating that the generated distribution is more regular than the real data.
(a) Mortality AUC ROC (b) Decompensation AUC ROC
Fig. 5: AUC ROC for MIMIC-III Mortality and Decompensa-
tion tasks. First letter indicates training set (Real or Synthetic).
Second letter indicates testing set
5 Conclusion and Future Work
Medical time-series data sets are characterized by both static as well as temporal
variables which must be modelled jointly to generate realistic medical time-series
data. We provide a simple, flexible and effective workflow to generate this kind of
data. We test our methodology by synthesizing three different time-series datasets,
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Fig. 6: Phenotype Classification Heatmap - In general, RR, RS, SR
scores fall in the same range. SS scores tend to overshoot RR scores
significantly, suggesting increased regularity in synthetic data as com-
pared to the real data.
two of which are health datasets. We empirically show that the data generated
by HealthGan not only shows close univariate resemblance with the real data
but also captures trends influenced by static covariates. We use a state-of-the-art
benchmark† as a comparative baseline. We highlight the importance of evaluating
synthetic medical data with respect to critical covariates and the importance of
including such analysis in time-series generative models for medical data. We
plan to use super-resolution multivariate GANs trained on varying length interval
summaries to capture more complex EMR data in the future.
†We would like to thank the authors of TimeGAN for their help with implementation
and evaluation details.
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