A Unified Computational and Theoretical Framework for High-Dimensional
  Bayesian Additive Models by Bai, Ray
A Unified Computational and Theoretical
Framework for High-Dimensional Bayesian Additive
Models ∗
Ray Bai†
July 15, 2020
Abstract
We introduce a general framework for estimation and variable selection
in high-dimensional Bayesian generalized additive models where the
response belongs to the overdispersed exponential family. Our frame-
work subsumes popular models such as binomial regression, Poisson
regression, Gaussian regression, and negative binomial regression, and
encompasses both canonical and non-canonical link functions. Our
method can be implemented with a highly efficient EM algorithm, al-
lowing us to rapidly attain estimates of the significant functions while
thresholding out insignificant ones. Under mild regularity conditions,
we establish posterior contraction rates and model selection consis-
tency when the number of covariates grows at nearly exponential rate
with sample size. We illustrate our method on both synthetic and real
data sets.
1 Introduction
1.1 Generalized Additive Models
Generalized additive models (GAMs) are a useful extension of the linear
model [6]. GAMs allow for more flexible modeling of a response surface
by permitting nonlinear covariate effects. However, the majority of meth-
ods and theoretical studies for Bayesian GAMs assume that the response
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variable is normally distributed [22, 20, 2, 3]. This assumption can be re-
strictive and is not appropriate for modeling non-Gaussian data such as
binary data, count data, or skewed right positive data. In these cases, it is
more tenable to assume that the response variables y = (y1, . . . , yn)′ belong
to the more general overdispersed exponential family; that is, y1, . . . , yn are
independently drawn from a density of the form,
qi(yi) = exp
{
yiθi − b(θi)
τ
+ c(yi, τ)
}
, i = 1, . . . , n, (1.1)
and the mean response E(yi) = b′(θi) is related to a set of p covariates
xi = (xi1, . . . , xip)′ through a link function g:
g(b′(θi)) = µ+
p∑
j=1
fj(xij), i = 1, . . . , n, (1.2)
where fj is a possibly nonlinear function of the jth covariate and µ is an
overall mean. We assume throughout that
∫
fj(x)dx = 0, j = 1, . . . , p. The
condition that the fj ’s are centered can be imposed without any loss of
generality due to the presence of µ.
Under (1.1), θi is a natural parameter lying in Θ ⊂ R, τ is a disper-
sion factor, and b and c are known functions. Following convention for
generalized linear models (GLMs) [11], we assume that the function b is
twice differentiable and strictly convex on Θ, with the second derivative
b′′ satisfying b′′(u) > 0 for every u ∈ Θ. The family (1.1) includes many
well-known densities, including the Gaussian, binomial, Poisson, negative
binomial, and gamma densities. The link function g in (1.2) is chosen so
that (g ◦ b′) : Θ 7→ R is strictly increasing. In practice, the canonical link
function g = (b′)−1 is usually used, because it leads to good statistical prop-
erties such as the existence of sufficient statistics [11]. However, (1.2) also
includes models with non-canonical link functions, such as binomial regres-
sion with a probit link or negative binomial regression with a log link.
When p is large, we often assume a low-dimensional structure such as
sparsity. In this case, it is imperative to select a small subset of covariates
that are significantly associated with y. In this paper, we propose a gen-
eral Bayesian modeling framework and computational strategy for jointly
estimating and selecting the significant functions under (1.2). We call our
approach SB-GAM for sparse Bayesian GAMs. We are only aware of one
other paper by Scheipl et al. [17] that considers estimation and variable
selection in non-Gaussian Bayesian GAMs. However, Scheipl et al. [17] do
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not prove any theoretical results, and their implementation relies on MCMC
rather than the optimization-based approach introduced in this work.
Theory for Bayesian estimation and variable selection in high-dimensional
Gaussian nonparametric regression has been well-studied under basis expan-
sions [22, 20, 2, 3], tree and forest priors [16, 10], and Gaussian process priors
[24, 23, 8]. However, theory for high-dimensional Bayesian nonparametric
regression when the response y is non-Gaussian is much more deserted. In
this paper, we take a step towards addressing this gap in the literature by es-
tablishing posterior convergence rates and model selection consistency under
GAMs (1.2) when y belongs to the overdispersed exponential family (1.1).
Our theory applies to both canonical and non-canonical link functions, so
our results are very general.
1.2 Notation and Preliminaries
We use the following notations for the rest of the paper. For two positive se-
quences {an} and {bn}, we write an  bn to denote 0 < lim infn→∞ an/bn ≤
lim supn→∞ an/bn < ∞. If limn→∞ an/bn = 0, we write an = o(bn) or
an ≺ bn. We use an . bn or an = O(bn) to denote that for sufficiently large
n, there exists a constant K > 0 independent of n such that an ≤ Kbn. We
write an ∨ bn to denote max{an, bn}. For a vector v = (v1, . . . , vp)′ ∈ Rp, we
let ‖v‖2 = (∑pi=1 v2i )1/2 and ‖v‖∞ = maxi|vi| denote the `2 and `∞ norms
respectively. For a symmetric matrix A, we let λmin(A) and λmax(A) de-
note its minimum and maximum eigenvalue respectively. For a matrix C =
(cjk) ∈ Rm×n, we denote ‖C‖max = maxj,k|cjk| and ‖C‖2 = (λmax(C ′C))1/2.
Let [p] = {1, . . . , p} denote the indices of the p univariate functions
in (1.2). We assume that y depends on only a small subset S ⊂ [p] of
the univariate functions. Throughout this paper, we also assume that the
covariates x are fixed and have been rescaled to lie in [0, 1]p. For a p-variate
function f(x), we denote ‖f‖∞ = supx∈[0,1]p f(x). For α > 0, we let Cα[0, 1]
denote the Hölder class of α-smooth univariate functions on [0, 1] that have
continuously differentiable derivatives up to order bαc, with the bαcth order
derivative being Lipschitz continuous of order α− bαc.
For random variables distributed according to (1.1), we let ξ denote the
strictly increasing, continuous function ξ = (g ◦ b′)−1. We assume that the
dispersion parameter τ in (1.1) is known. This is a standard assumption
in high-dimensional GLMs [9, 15, 7], and it also holds for several popular
regression models. For example, in logistic regression, Poisson regression,
and negative binomial regression, τ = 1. If τ is unknown, then we can use
a plug-in estimator for it before fitting the model.
3
2 Sparse Bayesian GAMs (SB-GAMs)
Following [21], we assume that each fj , j = 1, . . . , p, in (1.2) may be ap-
proximated by a linear combination of d basis functions Bj = {hj1, . . . , hjd},
that is,
fj(xij) ≈
d∑
k=1
hjk(xij)βjk, (2.1)
where βj = (βj1, . . . , βjd)′, and β = (β′1, . . . , β′p)′ is the vector of unknown
basis coefficients. Let x˜ij = (hj1(xij), . . . , hjd(xij))′ be a d-dimensional vec-
tor of the d basis functions evaluated at xij . With the approximation (2.1),
we rewrite the GAM (1.2) as
g(b′(θi)) ≈ µ+
p∑
j=1
x˜′ijβj , i = 1, . . . , n, (2.2)
To enforce the constraint that the fj ’s integrate to zero, we center the
columns of the n × d matrices, X˜j = [x˜′1j , . . . , x˜′nj ]′, j = 1, . . . , p, to have
mean zero. Under (2.2), the SB-GAM model places priors on (µ, β). For
the grand mean µ, we place the flat prior,
pi(µ) ∝ 1, (2.3)
so that µ is not penalized. Next, we endow the basis coefficients β in (2.2)
with the spike-and-slab group lasso (SSGL) prior [2],
pi(β | κ) =
p∏
j=1
[(1− κ)Ψ(βj | λ0) + κΨ(βj | λ1)] , (2.4)
where κ ∈ (0, 1) is a mixing proportion and Ψ(·|λ) denotes a multivariate
density for a d-dimensional random vector indexed by hyperparameter λ,
Ψ(βj | λ) = λ
de−λ‖βj‖2
2dpi(d−1)/2Γ((d+ 1)/2)
, j = 1, . . . , p.
In (2.4), we typically set λ0 to be large, so that the “spike” Ψ(· | λ0) is
a heavily peaked density around the zero vector 0d. Meanwhile, we set λ1
to be small, so that the “slab” Ψ(· | λ1) is very diffuse. To model the
uncertainty in κ in (2.4), or the expected proportion of nonzero subvectors
in β, we endow κ with the beta prior,
κ ∼ B(a, b). (2.5)
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The hierarchical prior (2.4)-(2.5), which we denote as SSGL(λ0, λ1, κ) go-
ing forward, is a two-group refinement of the group lasso [26]. Unlike the
group lasso, however, SSGL(λ0, λ1, κ) ensures that the amount of shrinkage
applied to each group is adaptive. Whereas the group lasso applies the same
amount of shrinkage to every group, the slab component Ψ(· | λ1) in (2.4)
prevents larger coefficients from being downward biased. The prior on κ
(2.5) also renders the SSGL penalty on β non-separable; that is, the vectors
β1, . . . , βp are a priori dependent. This enables the βj ’s to share informa-
tion across functions and self-adapt to ensemble information about sparsity.
The prior (2.4)-(2.5) has been successfully employed in grouped regression
and sparse semiparametric regression when the response y is normally dis-
tributed [1, 2]. However, its potential for non-Gaussian semiparametric
regression has not been studied before.
3 Computational Strategy
3.1 EM Algorithm
In this section, we provide a generic strategy for obtaining the estimates of
f1, . . . , fp in (1.2) under the SB-GAM model (2.3)-(2.5). When the response
y is normally distributed, Bai et al. [2] proposed a block-coordinate ascent
algorithm for estimating the basis coefficients β in (2.2), from which one can
easily recover estimates of the functions. However, their algorithm explicitly
requires the Gaussian likelihood and cannot be applied to non-Gaussian
regression. Here, we devise an alternative EM algorithm that can be used
for any response y that belongs to the overdispersed exponential family (1.1).
Rather than relying on MCMC, SB-GAM performs maximum a postiori
estimation of (µ, β). That is, we aim to find the posterior mode of (µ, β).
Recalling that ξ = (g◦b′)−1, the log-likelihood of the data (up to an additive
constant) is
`(µ, β | y) = 1
τ
n∑
i=1
[yiθi − b(θi)] (3.1)
= 1
τ
n∑
i=1
yiξ(µ+ p∑
j=1
x˜′ijβj)− b(ξ(µ+
p∑
j=1
x˜′ijβj))
 . (3.2)
The SSGL(λ0, λ1, κ) prior on β (2.4) can be reparametrized as a beta-
Bernoulli prior. We introduce the latent 0-1 indicators, ν = (ν1, . . . , νp)′
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and rewrite the prior (2.4) as
pi(β | τ) =
p∏
j=1
[(1− νj)Ψ(βj | λ0) + νjΨ(βj | λ1)] ,
pi(τ |κ) =
p∏
j=1
κνj (1− κ)1−νj .
(3.3)
Let Ξ denote the collection {µ, β, κ}. From (3.1), (3.3), (2.3), and (2.5), the
log-posterior for SB-GAM (up to additive constants) can then be written as
log pi(µ, β, κ | y) = `(µ, β | y) +
p∑
j=1
log
(
(1− νj)λd0e−λ0‖βj‖2 + νjλd1e−λ1‖βj‖2
)
+
a− 1 + p∑
j=1
νj
 log κ+
b− 1 + p− p∑
j=1
νj
 log(1− κ),
(3.4)
and the MAP estimates maximize the log-posterior with respect to Ξ. From
(3.4), one easily verifies that E[νj | Y,Ξ] = p?j (βj , κ), where
p?j (βj , κ) =
κΨ(βj | λ1)
κΨ(βj | λ1) + (1− κ)Ψ(βj | λ0) (3.5)
is the conditional posterior probability that βj is drawn from the slab dis-
tribution rather than from the spike.
From (3.4)-(3.5), we can implement our EM algorithm to find the MAP
estimator Ξ̂ = {µ̂, β̂, κ̂} by treating the indicators τ as missing data. After
initializing Ξ(0), we iterate between the E-step and the M-step until conver-
gence.
For the E-step, we compute p?j = p?(β
(t−1)
j , κ
(t−1)) = E[νj | Y,Ξ(t−1)], j =
1, . . . , p, given the previous estimate Ξ(t−1). For the M-step, we maximize
the following function:
E[log pi(Ξ | Y ) | Ξ(t−1)] = `(µ, β | y)−
p∑
j=1
λ?j‖βj‖2
+
a− 1 + p∑
j=1
p?j
 log κ+
b− 1 + p− p∑
j=1
p?j
 log(1− κ), (3.6)
where λ?j = λ1p?j+λ0(1−p?j ) is an adaptive weight ensuring that insignificant
groups of basis coefficients are shrunk aggressively to zero, while significant
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groups incur minimal shrinkage. Clearly, it follows from (3.6) that κ has
the closed form update in the M-step,
κ(t) =
a− 1 +∑pj=1 p?j
a+ b+ p− 2 . (3.7)
To update (µ, β), we see from (3.6) that we need to solve the following:
(µ(t), β(t)) = arg max
µ,β
`(µ, β | y) +
p∑
j=1
λ?j‖βj‖2
 . (3.8)
The objective (3.8) is simply a group lasso optimization with known weights
λ? = (λ?1, . . . , λ?p). Since the objective function (3.8) is also concave in β
for any given λ?, we obtain exact sparsity for the posterior mode β̂. There-
fore, we can estimate f̂j(x) = x˜′j β̂j = 0 if β̂j = 0, and we can use the
posterior mode of β̂ to perform joint estimation and variable selection. This
is in sharp contrast to the class of Bayesian GAMs introduced in Scheipl
et al. [17], which relies on posthoc thresholding of posterior probabilities
to perform variable selection. To update (µ(t), β(t)) in (3.8), we can em-
ploy, for example, either the block coordinate descent method of [12] or the
majorization-minimization (MM) algorithm of [4].
3.2 Choice of Hyperparameters
The performance of SB-GAM is mainly governed by the three parameters
in the SSGL(λ0, λ1, κ) prior (2.4) on β. We fix the slab parameter λ1 to be
a small value. As a default, we recommend λ1 = 1. This ensures that the
βj ’s with large entries receive minimal shrinkage. To induce sparsity, the
mixing proportion κ should also be small with high probability. To this end,
we recommend the default choices of a = 1, b = p for the B(a, b) prior (2.5)
on κ. This ensures that most of the βj ’s will belong to the spike rather than
the slab.
In the case of Gaussian semiparametric regression, Bai et al. [1] and
Bai et al. [2] proposed a “dynamic posterior exploration” strategy of se-
quential reinitialization for tuning the spike parameter λ0. However, for
non-Gaussian likelihoods, we found that this approach often led to overly
sparse models, with the null model being selected when λ0 was too large.
Since we are mainly interested in predictive accuracy for GAMs, we tune
λ0 from a grid {1, 2, . . . , 100} using cross-validation. We choose λ0 which
minimizes the test sets’ average (non-penalized) negative log-likelihood. To
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accelerate computing time, the EM algorithm of the previous section can be
run in parallel for different λ0’s.
When p > n and λ0 > λ1, the SB-GAM log-posterior (3.4) is non-convex,
and hence, the EM algorithm of the previous section is only guaranteed to
converge to a local mode, not the global one. However, other popular non-
convex approaches to sparse GAMs such as group smoothly clipped absolute
deviation and group minimax concave penalty [4] are also only guaranteed
to find a local solution. We have not found our (local) solutions to be very
sensitive to the initialization of (µ, β, κ), which we set as (µ(0), β(0), κ(0)) =
(0, 0dp, 0.5) by default.
4 Asymptotic Theory
4.1 Posterior Contraction Rates
We first derive posterior contraction rates for SB-GAM. We assume that
there is a true data generating mechanism for (xi, yi), i = 1, . . . , n,
g(b′(θ0i)) = µ0 +
p∑
j=1
f0j(xij), i = 1, . . . , n, (4.1)
where the θ0i’s are the true natural parameters in the densities of the yi’s
(1.1). Let f0 = µ+
∑p
j=1 f0j denote the true additive function. Let S0 ⊂ [p]
denote the indices of the true nonzero functions, with fj(xj) = 0 for all
j ∈ Sc0. We denote s0 = |S0| as the cardinality of S0. We assume that f0
belongs to the class of functions,
H(s0, α) =
f : f(x) = µ+ ∑
j∈S0
fj(xj) : µ ∈ R, ‖f‖∞ <∞,
∫ 1
0
fj(x)dx = 0, fj ∈ Cα[0, 1], j ∈ [p], α ∈ N
}
.
Note that for the inactive covariates, the regression functions are zero func-
tions, which trivially satisfy the smoothness assumption. We assume that
α ∈ N is known, which is a standard assumption in the study of basis ex-
pansions [18, 14, 25]. For instance, it is customary to assume that α = 2,
i.e. the functions have continuous, bounded second derivatives [14].
We further suppose that the true univariate functions f0j , j = 1, . . . , p,
can be approximated by a linear combination of d basis functions B =
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{hj1, . . . , hjd}, so that (4.1) can be written as
g((b′(θ0i)) = µ0 +
p∑
j=1
x˜′ijβ0j + δ0i, i = 1, . . . , n, (4.2)
where x˜ij = (hj1(xij), . . . , hjd(xij))′ and δ0i is the approximation error in-
curred by truncating the basis expansions to be of dimension d. As before,
we let X˜j = [x˜′1j , . . . , x˜′nj ]′ denote the n× d matrix corresponding to the jth
basis expansion, and let X˜n×dp = [X˜1, . . . , X˜p]. We let E0 and P0 denote
the expectation and probability operators for (4.2) with the true parameters
(µ0, β0), where β0 = (β′01, . . . , β′0p)′.
Define ‖X˜‖∗ = max1≤j≤p‖X˜j‖2. We make the following assumptions
about the basis functions.
Condition 1. ‖X˜‖2∗  n/d.
Condition 2. The bias δ0 = (δ01, . . . , δ0p)′ satisfies ‖δ0‖2 . (s0nd−2α)1/2.
An example of a set of basis functions B that satisfies Conditions 1-2
is the B-spline basis functions constructed with d − bαc knots and bαc − 1
degree. See, for example, [25, 18, 20].
We also make the following mild assumption about the function b in the
family of distributions for the response (1.1). Note that this condition is
satisfied by all practical applications of GAMs.
Condition 3. For any compact subset K ⊂ Θ, there exist constants c1, c2 >
0 such that c1 ≤ infx∈K b′′(x) ≤ supx∈K b′′(x) ≤ c2.
Let qi be the density of yi belonging to the family (1.1), where the
natural parameter θi is related to the covariates through the additive func-
tion (1.2). Define q0i analogously with the true natural parameter θ0i. We
denote the joint densities q = ∏ni=1 qi and q0 = ∏ni=1 q0i. We define the
average squared Hellinger metric as H2n(q, q0) = n−1
∑n
i=1H
2(qi, q0i), where
H(qi, q0i) = (
∫
(
√
qi−√q0i)2)1/2 is the Hellinger distance between qi and q0i.
Let F denote the set of all possible additive functions f = µ+∑pj=1 fj , where
each univariate component fj can be represented by a d-dimensional basis
expansion. Our first result establishes posterior contraction in the average
squared Hellinger metric for the fitted density q under SB-GAM.
Theorem 1. Suppose that Conditions 1-3 hold. Assume that log p = o(n),
s0 = o((n/ log p)∨n2α/(2α+1)), d logn = O(log p), and d  n1/(2α+1). Under
model (4.2), suppose that we endow (µ, β) with a Gaussian prior on µ and an
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SSGL(λ0, λ1, κ) prior (2.4)-(2.5) on β, with hyperparameters λ0 = (1−κ)/κ,
λ1  1/n, a = 1, and b = pc, where c > 2. Then for some M1 > 0, we have
sup
f0∈H(s0,α)
E0Π
(
f ∈ F : H2n(q, q0) > M12n | y
)
→ 0,
as n, p→∞, where 2n = s0 log p/n+ s0n−2α/(2α+1).
Proof. Appendix B.
Remark 1. For Theorem 1, we needed to assume a proper prior on µ (with
unbounded support) in order to utilize the standard theory on posterior con-
centration [5]. For implementation, we endowed µ with the improper prior
(2.3), which poses no practical issues.
Theorem 1 states that the distance between the fitted density q (indexed
by f under SB-GAM) and the true density q0 indexed by the true f0 becomes
arbitrarily close as n → ∞. However, Theorem 1 does not tell us anything
about the estimation accuracy for the additive function f itself. To quantify
the estimation accuracy of f , we define the L2(Pn) norm ‖·‖n on the function
space L2([0, 1]p) by ‖f−f0‖2n = n−1
∑n
i=1[f(xi)−f0(xi)]2. The next theorem
gives the posterior contraction rate for f under slightly stronger assumptions
on the matrix of basis functions X˜ and the size of the true model.
Theorem 2. Suppose that Conditions 1-3 hold. Assume that ‖X˜‖max =
O(1), log p = o(n2α/(2α+1)), s0 = o((n/d log p)1/2 ∨ n2α/(2α+1)), d logn =
O(log p), and d  n1/(2α+1). Under model (4.2), suppose that we endow
(µ, β) with a Gaussian prior on µ and an SSGL(λ0, λ1, κ) prior (2.4)-(2.5)
on β, with hyperparameters λ0 = (1 − κ)/κ, λ1  1/n, a = 1, and b = pc,
where c > 2. Then for some M2 > 0, we have
sup
f0∈H(s0,α)
E0Π
(
f ∈ F : ‖f − f0‖2n > M22n | y
)
→ 0,
as n, p→∞, where 2n = s0 log p/n+ s0n−2α/(2α+1).
Proof. Appendix B.
Compared to Theorem 1, Theorem 2 requires the entries of the matrix
X˜ to be uniformly bounded and the growth rate of the true model size to
satisfy s20 = o(n/d log p), rather than s0 = o(n/ log p). Since the covariates
are rescaled to lie in [0, 1]p, it is not difficult for most standard choices of
basis functions to satisfy uniform boundedness. Theorem 2 shows that SB-
GAM consistently estimates f0 under (4.1) even when p grows at nearly
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exponential rate with n. Our posterior contraction rate matches the min-
imax rate of estimation for Gaussian GAMs [13]. However, our result is
much more general, allowing the response y to belong to a very general fam-
ily of distributions (1.1) and encompassing models with both canonical and
non-canonical link functions.
4.2 Model Selection Consistency
We now establish that with an additional identifiability condition on β0 in
(4.2), SB-GAM also selects the correct set of active variables S0 as n→∞.
Under the basis expansion approximations for the functions fj , j = 1, . . . , p,
in (2.2), selecting the nonzero functions fj ’s is equivalent to selecting the
d-dimensional vectors βj ’s where βj 6= 0d.
While the posterior mode for β under SB-GAM is exactly sparse, the
priors (2.3)-(2.5) on (µ, β) are continuous, and therefore, the posterior puts
zero mass at exactly sparse β’s. Given this, we designate the active covari-
ates selected by SB-GAM as S = {j ∈ [p] : ‖βj‖2 > ωd}, for some suitably
small ωd. In other words, S contains the indices of the functions whose
corresponding vectors of basis coefficients have 2-norm greater than a small
threshold close to zero. Like [1, 2], we use the threshold,
ωd ≡ ωd(λ0, λ1, κ) = 1
λ0 − λ1 log
[
1− κ
κ
λd0
λd1
]
. (4.3)
As discussed in [1, 2], any vectors βj that satisfy ‖βj‖2 = ωd correspond
to the intersection points between the spike and slab densities in the SSGL
prior, or the turning point where the slab has dominated the spike. Thus,
using this thresholding rule as a proxy for variable selection with the poste-
rior mode is justified; when ‖βj‖2 > ωd, βj is much more likely to belong to
the slab, or to have a non-sparse mode. When λ1  λ0 (which will always
be the case for large p when λ0 = (1 − κ)/κ and κ ∼ B(1, pc), c ≥ 1), the
threshold ωd also rapidly approaches zero for large n.
To establish selection consistency, we need an additional identifiability
condition on the basis coefficients β0.
Condition 4. Suppose that minj∈S0‖β0j‖2 > n, where 2n is the contraction
rate in Theorem 2.
Condition 4 is a “beta-min” condition, which is necessary to ensure that
small, nonzero basis coefficients can be identified. The next theorem shows
that with this condition, SB-GAM consistently selects the correct set of
nonzero functions, while excluding the inactive ones, as n→∞.
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Theorem 3. Suppose that Conditions 1-4 hold. Assume that log p = o(n),
0 < s0 = O(1), d logn = O(log p), and d  n1/(2α+1). Under model
(4.2), suppose that we endow (µ, β) with a Gaussian prior on µ and an
SSGL(λ0, λ1, κ) prior (2.4)-(2.5) on β, with hyperparameters λ0 = (1−κ)/κ,
λ1  1/n, a = 1, and b = pc, where c > 2. Let S = {j ∈ [p] : ‖βj‖2 > ωd},
where ωd is as in (4.3). Then as n, p→∞,
sup
f0∈H(s0,α)
E0Π (f ∈ F : S = S0 | y)→ 1.
Proof. Appendix B.
Unlike previous results on nonparametric Bayesian model selection con-
sistency which have only considered Gaussian responses [22, 20, 10, 23, 8],
Theorem 3 allows y to belong to any distribution in the overdispersed ex-
ponential family (1.1). Theorem 3 also allows for both canonical and non-
canonical link functions.
5 Simulations and Data Analysis
5.1 Simulations
We illustrate SB-GAM on logistic regression and Poisson regression. For
logistic regression, we have g(u) = log{u/(1 − u)} in (1.2), and b(u) =
log(1 + eu), ξ(u) = u, and τ = 1 in (3.1). For Poisson regression, we have
g(u) = log(u), b(u) = eu, ξ(u) = u, and τ = 1. In Appendix A, we report
simulation results for SB-GAM in negative binomial regression with a log
link, which is an example of our method with a non-canonical link function.
We implemented SB-GAM using B-spline basis functions and the hy-
perparameters described in Section 3.2. We compared SB-GAM to GAMs
with other group regularization penalties: group lasso (gLasso-GAM), group
smoothly clipped absolute deviation (gSCAD-GAM), and group minimax
concave penalty (gMCP-GAM) [26, 4]. All GAMs were implemented using
B-spline basis functions.
For our logistic regression simulation study, we set n = 100 and p = 500.
We used d = 5 basis functions to approximate the fj ’s. We generated the
p independent covariates from a standard uniform distribution, and we let
the true regression surface take the form,
log
(
θ
1− θ
)
= 5 sin(2pix1)− 4 cos(2pix2 − 0.5) + 6(x3 − 0.5)− 5(x24 − 0.3),
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Figure 1: Boxplots of the out-of-sample MSE, MCC, and AUC for 100
replications of logistic GAMs. Lower MSE, higher MCC, and higher AUC
indicate better estimation, variable selection, and prediction respectively.
that is, only x1, x2, x3, and x4 are the active covariates, while fj(xj) = 0 for
j = 5, . . . , 500. To assess out-of-sample estimation accuracy of the true ad-
ditive function f , we generated 100 new data points (xnew, ynew) and looked
at the mean squared error (MSE), where MSE = n−1∑ni=1(f̂(xi,new) −
f(xi,new))2. To examine accuracy of variable selection, we used Matthews
correlation coefficient (MCC),
MCC = TP× TN− FP× FN√(TP + FP)(TP + FN)(TN + FP)(TN + FN) ,
where TP, TN, FP, and FN are true positives, true negatives, false positives,
and false negatives, respectively. Finally, to assess prediction performance,
we computed the area under the curve (AUC) of the receiver operating
characteristic (ROC) curve for ynew.
Figure 1 shows our results for 100 replications of logistic GAMs. We
see that SB-GAM had the lowest median MSE, indicating that SB-GAM
recovered f the best. In terms of selection of the univariate functions, SB-
GAM also outperformed the other methods. While the median MCC was
similar for SB-GAM and gMCP-GAM, there was much less variability for
the values of MCC for SB-GAM. Finally, SB-GAM had the highest median
AUC, indicating that it gave the best predictions of the binary outcomes
ynew (“0” or “1”).
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Figure 2: Boxplots of the out-of-sample MSE, MCC, and MSPE for 100
replications of Poisson GAMs. Lower MSE, higher MCC, and lower MSPE
indicate better estimation, variable selection, and prediction respectively.
For Poisson GAMs, we set n = 100, p = 500, d = 5, and let the true
regression surface take the form,
log(θ) = sin(2pix1)− cos(2pix2 − 0.5) + 0.4ex3 − 2(x24 − 0.5).
For Poisson GAMs, we also computed out-of-sample MSE and MCC to
gauge estimation accuracy and variable selection accuracy. To assess predic-
tive performance, we computed the mean squared prediction error (MSPE),
where MSPE = n−1∑ni=1(yi,new−exp(θ̂i,new))2. Figure 2 reports our results
for 100 replications of Poisson GAMs. Once again, SB-GAM had the best
function recovery (i.e. the lowest median MSE) and the best variable selec-
tion performance (i.e. the highest median MCC). SB-GAM’s median MSPE
was also the lowest, indicating the best predictive accuracy.
5.2 Real Data Analysis
We applied the SB-GAM method to predicting prostate cancer. The data we
analyzed came from a microarray experiment consisting of gene expression
levels of p = 6033 genes for n = 102 subjects [19]. The response y was either
“1” if the subject had prostate cancer or “0” if they did not. Of the 102
subjects, 52 were patients who were diagnosed with prostate cancer, and
the remaining 50 were normal control subjects. For each of the subjects,
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Figure 3: Plots of the functions for the 22 genes selected as significantly
associated with prostate cancer by SB-GAM.
we first rescaled their 6033 gene expression values to lie in [0, 1]p. We then
fit a logistic SB-GAM with B-spline basis functions and d = 5 degrees of
freedom.
SB-GAM selected 22 genes out of 6033 as significantly associated with
prostate cancer. Figure 3 plots the functions fj(xj) for these 22 genes. To
assess the predictive power of SB-GAM, we performed cross-validation on
50 data sets. For each data set, we randomly assigned 82 (or roughly 80%)
of the observations to the training set and then computed the AUC on the
remaining 20 observations. We obtained an average AUC of 0.92, indicating
that SB-GAM was very good at discerning the presence or the absence
of prostate cancer. For this particular data set, SB-GAM both selected a
parsimonious model and had high predictive power.
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A Negative Binomial Regression with a Non-canonical
Link
Since the mean and variance are equal for the Poisson distribution, Poisson
regression may be inappropriate for modeling count data with many zeros.
In this case, it may be more appropriate to use negative binomial regression,
that is, we assume that yi is distributed as
yi | Z ∼ Poisson(ζiZ), Z ∼ G(α, 1/α), i = 1, . . . , n,
for known shape parameter α. Since var(yi) = ζi + ζ2i /α, the negative
binomial distribution is better equipped to handle zero-inflated count data.
With the log link function, we have g(u) = log(u) in (1.2) and b(u) =
−α log(1− eu), ξ(u) = − log(αe−u + 1), and τ = 1 in (3.1). Since ξ(u) 6= u,
negative binomial regression with the log link is an example of a regression
model with a non-canonical link function.
Here, we provide simulation results for SB-GAM applied to negative
binomial regression with the log link. We assume α = 1. We set n =
500, p = 50, and used d = 5 basis functions to approximate the fj ’s. We
generated the p covariates from independent standard uniform distributions
and let the true regression surface take the form,
log
(
eθ
1− eθ
)
= sin(2pix1)− cos(2pix2 − 0.5) + 0.4ex3 − 2(x24 − 0.5). (A.1)
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Figure A.1: Boxplots of the out-of-sample MSE, MCC, and MSPE for 100
replications of negative binomial GAMs with the log link. Lower MSE,
higher MCC, and lower MSPE indicate better estimation, variable selection,
and prediction respectively.
Denote the right-hand side of (A.1) as η. Note that since θ = (g ◦b′)−1(η) =
− log(e−η + 1), it is necessarily the case that θ ∈ (−∞, 0). Therefore, the
left-hand side of (A.1) is always well-defined.
Similarly as in our experiments for logistic GAMs and Poisson GAMs, we
computed the out-of-sample MSE and MCC. To assess predictive accuracy,
we computed MSPE = n−1∑ni=1[yi,new − exp(θ̂i,new)/(1− exp(θ̂i,new))]2.
Figure A.1 shows our simulation results for negative binomial GAMs
with the log link. We see that SB-GAM had the lowest median estimation
and prediction error. For variable selection, SB-GAM, gSCAD-GAM, and
gMCP-GAM all had a median MCC close to one (or perfect selection), but
the variability for MCC was lower for SB-GAM than for gSCAD-GAM or
gMCP-GAM. In particular, SB-GAM’s MCC was always greater than 0.8.
Our results illustrate that SB-GAM also performs very well when a non-
canonical link function is used.
B Proofs of Main Results
We use the following notation. For two densities p and q , we let K(p, q) =∫
log(p/q) and V (p, q) =
∫
f |log(p/q)−K(p, q)|2 denote the Kullback-Leibler
(KL) divergence and variation respectively. We also define the ε-covering
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number for a set Ω with semimetric d as the minimum number of d-balls of
radius ε needed to cover Ω and denote the ε-covering number as N(ε,Ω, d)
and the metric entropy as logN(ε,Ω, d).
Recall that for additive functions f and f0, f(xi) = µ +
∑p
j=1 fj(xij)
and f0(xi) = µ0 +
∑p
j=1 f0j(xij). F is the set of all functions f where each
additive component fj can be written as a d-dimensional basis expansion.
For notational convenience, we denote ηi = f(xi) and η0i = f0(xi).
B.1 Proofs for Theorems 1 and 2
Our proofs for Theorems 1 and 2 make use of the foundational theory of
Ghosal and van der Vaart [5]. We synthesize recent theoretical results for
Gaussian GAMs by Bai et al. [2] and high-dimensional generalized linear
models by Jeong and Ghosal [7] to derive the posterior contraction rate for
GAMs where the response is not necessarily Gaussian. The proofs can be
sketched as follows. We first establish that the posterior concentrates on
sparse sets whose sizes do not exceed a constant multiple of the true model
size s0. Then we prove posterior contraction with respect to the root-average
squared Hellinger metric, which we then relate to posterior contraction in
the empirical `2 norm.
Lemma B.1 (evidence lower bound). Suppose that the conditions of The-
orem 1 hold. Then supf0∈H(s0,α) P0(Ecn)→ 0, where the set En is
En ≡
{∫ n∏
i=1
qi(yi)
q0i(yi)
dΠ(q) ≥ e−C1n2n
}
, (B.1)
for some constant C1 > 0 and 2n = s0 log p/n+ s0n−2α/(2α+1).
Proof of Lemma B.1. By Lemma 10 of [5], this statement will be proven if
we can show that
Π
(
1
n
n∑
i=1
K(q0i, qi) ≤ 2n,
1
n
n∑
i=1
V (q0i, qi) ≤ 2n
)
& e−C1n2n . (B.2)
Let Bn denote the event, Bn = {K(q0, q) ≤ n2n, V (q0, q) ≤ n2n}. As estab-
lished in Lemma 1 of [7], the KL divergence and variation for the overdis-
persed exponential family of distributions are given by
K(q0i, qi) = E0 log
(
q0i
qi
)
= 1
τ
[
(θ0i − θi)b′(θ0i)− b(θ0i) + b(θi)
]
,
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V (q0i, qi) = E0
[(
log
(
q0i
qi
)
−K(q0i, qi)
)2]
= b
′′(θ0i)
τ
(θi − θ0i)2.
Note that θi = ξ(ηi) and θ0i = ξ(η0i), and by Taylor expansion in ηi at η0i,
we have
max{K(q0i, qi), V (q0i, qi)} ≤ b
′′(θ0i)(ξ′(η0i))2
τ
(ηi − η0i)2 + o((ηi − η0i)2).
Since f0 ∈ H(s0, α), we have that ‖f0‖∞ < B for some constant B. Thus,
θ0i is uniformly bounded for all n. This follows from the fact that |θ0i| =
|ξ(η0i)| ≤ supx∈[0,1]p{ξ(µ + f(xi))} ≤ supx∈[0,1]p ξ(|µ| + B) < ∞, since ξ
is continuous and strictly increasing, and |µ| + B < ∞. Coupled with
Condition 3, we have that b′′(θ0i) is uniformly bounded above by a constant.
Similarly, one can also show that (ξ′(η0i))2 is bounded above by a constant
for f0 ∈ H(s0, α). Therefore, both K(q0i, qi) and V (q0i, qi) can be bounded
above by a constant multiple of (ηi−η0i)2. Thus, we have for some constant
b1 > 0 and sufficiently large n,
Π(Bn) ≥ Π
(
n∑
i=1
(ηi − η0i)2 ≤ b21n2n
)
= Πµ,β
(
‖(µ1n + X˜β)− (µ01n + X˜β0 + δ0)‖22 ≤ b21n2n
)
≥ Πµ,β
(
n|µ− µ0|2 + ‖X˜(β − β0)− δ0‖22 ≤
b21n
2
n
2
)
≥ Πµ
(
|µ− µ0| ≤ b1n2
)
Πβ
(
‖X˜(β − β0)− δ0‖22 ≤
b21n
2
n
4
)
& exp
(
−C1n2n
2
)
Πβ
(
‖X˜(β − β0)− δ0‖22 ≤
b21n
2
n
4
)
. (B.3)
for some C1 > 0 is the appropriately chosen constant in the statement of
the lemma. In the second line of the display, 1n denotes the n× 1 vector of
all ones. The last line of the display follows from the fact that the prior on
µ is a Gaussian distribution, so we can easily show that the first probability
in the second to last line is bounded below by exp(−C1n2n/2). We now
focus on bounding the second probability in the final line of (B.3) below by
exp(−C1n2n/2) as well. Let r2n = 2n− s0n−2α/(2α+1) = s0 log p/n. For some
b2 > 0, we have
Πβ
(
‖X˜(β − β0)− δ0‖22 ≤
b1n2n
4
)
21
≥ Πβ
(
‖X˜(β − β0)‖22 + ‖δ0‖22 ≤
b1n2n
8
)
& Πβ
‖X˜‖2∗
 p∑
j=1
‖βj − β0j‖2
2 ≤ b22nr2n

& Πβ

 p∑
j=1
‖βj − β0j‖2
2 ≤ b22n1/(2α+1)r2n

≥ Πβ
 p∑
j=1
‖βj − β0j‖2 ≤ b2rn

≥
∫ 1
0
ΠS0
∑
j∈S0
‖βj − β0j‖2 ≤ b2rn2
∣∣∣∣κ
ΠSc0
∑
j∈Sc0
‖βj‖2 ≤ b2rn2
∣∣∣∣κ
 dΠ(κ)
≥
∫ 1
0
{
ΠS0
(
‖βS0 − β0S0‖22 ≤
b22r
2
n
4s0
∣∣∣∣κ
)}{
ΠSc0
(
‖βSc0‖22 ≤
b22r
2
n
4(p− s0)
∣∣∣∣κ
)}
dΠ(κ)
& exp
(
−C1n
2
n
2
)
. (B.4)
The third line of the display follows from Condition 2 and our assumption
that d  n1/(2α+1), and the fourth line follows from Condition 1. The second
to last line of the display follows from an application of the Cauchy-Schwarz
inequality, and the final inequality can be obtained by suitably modifying
the arguments used to prove (D.24) in the proof of Theorem 2 of Bai et al.
[2] (note that since ‖f0‖ < ∞, it must be that ‖β0‖∞ < ∞). Combining
(B.3)-(B.4) gives the lower bound (B.2), and so the lemma is proven.
Next, we prove that the SB-GAM posterior concentrates on sparse sets.
Let S = {j ∈ [p] : ‖β2‖j > ωd}, where ωd is the small threshold in (4.3).
Let s = |S|. The next lemma will allow us to focus our attention only on
models that do not overshoot the true dimension of f0 as n, p→∞.
Lemma B.2 (effective dimension). Suppose that the conditions of Theorem
2 hold. Then for sufficiently large C2 > 1,
sup
f0∈H(s0,α)
E0Π(β : s > C2s0 | y)→ 0,
as n, p→∞.
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Proof of Lemma B.2. Let En as En =
{∫ ∫ ∏n
i=1
qi(yi)
q0i(yi)dΠ(β)dΠ(µ) ≥ e−C1n
2
n
}
,
where 2n is the rate in Lemma B.1. In what follows, we work on the subspace
of functions, H(s0, α). Define An = {β : s ≤ C2s0}, where C2 > C1 ∨ 1.
Then we have
E0Π(Acn | y) ≤ E0Π(Acn | y)1En + P0(Ecn).
By Lemma B.1, P0(Acn)→ 0 as n→∞, so to prove that E0Π(Acn | y)→ 0,
it suffices to show that E0Π(Acn | y)1En → 0. Now,
Π(Acn | y) =
∫ ∫
Acn
∏n
i=1
qi(yi)
q0i(yi)dΠ(β)dΠ(µ)∫ ∫ ∏n
i=1
qi(yi)
q0i(yi)dΠ(β)dΠ(µ)
. (B.5)
On the event En, the denominator in (B.5) is bounded below by e−C1n2n .
On the other hand, an upper bound for the expected value of the numerator
is
E0
(∫ ∫
Acn
n∏
i=1
qi(yi)
q0i(yi)
dΠ(β)dΠ(µ)
)
≤
∫
Acn
dΠ(β) = Π(β : s > C2s0). (B.6)
Using very similar arguments as those used to prove (D.34) in the proof of
Theorem 2 in Bai et al. [2] (and noting that for f0 ∈ H(s0, α), ‖β0‖ < ∞),
we have
Π(β : s > C2s0) ≺ e−C2n2n . (B.7)
Combining (B.6)-(B.7), we have that E0Π(Acn | y)1En ≺ e−(C2−C1)n
2
n → 0
since C2 > C1. This completes the proof.
We now have the ingredients to prove Theorem 1, i.e. posterior contrac-
tion with respect to the average squared Hellinger metric H2n(q, q0) for the
joint densities q = ∏ni=1 qi and q0 = ∏ni=1 q0i.
Proof of Theorem 1. Let An = {β ∈ Rdp : s ≤ C2s0}, where C2 is the con-
stant in Lemma B.2. Below, we work on the subspace of functions H(s0, α).
Then for every  > 0,
E0Π (Hn(q, q0) >  | y)
≤ E0Π (β ∈ An : Hn(q, q0) >  | y)1En + E0Π(Acn | y) + P0Ecn,
where En is the event in (B.1). By Lemmas B.1 and B.2, the second and third
term on the right-hand side tend to zero uniformly over H(s0, α). Hence, for
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some C4 > 0, it suffices to show that the first term goes to zero for  = C4n,
uniformly over H(s0, α).
Define the event, A?n = {(µ, β) : |µ| ≤
√
n, β ∈ An,max1≤j≤p‖βj‖2 ≤
nd/λ1}, where λ1 is the slab hyperparameter in the SSGL(λ0, λ1, κ) prior.
By Lemma 2 of Ghosal and van der Vaart [5], there exists a test ϕn such
that for any q1 with Hn(q0, q1) < ,
E0ϕn ≤ exp(−n2/2), sup
q:Hn(q,q1)≤/18
Eq(1− ϕn) ≤ exp(−n2/2).
We now show that logN(n/36,A?n, Hn) . n2n, so that we can use Lemma
9 of Ghosal and van der Vaart [5] to finish the proof. Suppose that q1i and
q2i are two densities indexed by functions, f1 and f2 in H(α, s0). Using the
fact that the squared Hellinger distance is bounded from above by the KL
divergence and the fact that the KL divergence for any univariate densities
q1i and q2i can be bounded above by a constant multiple of (η1i− η2i) (from
the proof of Lemma B.1), we then bound the average squared Hellinger
metric for joint densities, q1 =
∏n
i=1 q1i and q2 =
∏n
i=1 q2i, as follows:
H2n(q1, q2) .
1
n
n∑
i=1
(η1i − η2i)2
= 1
n
‖(µ11n + X˜β1)− (µ21n + X˜β2)‖22
≤ 2|µ1 − µ2|2 + 2
n
‖X˜(β1 − β2)‖2
. |µ1 − µ2|2 + ‖X˜‖
2∗
n
 p∑
j=1
‖β1j − β2j‖2
2
. |µ1 − µ2|2 +
d2s2β1−β2
d2α
‖β1 − β2‖2∞
. |µ1 − µ2|2 + C22s20‖β1 − β2‖2∞, (B.8)
where we used Condition 1, an application of the Cauchy-Schwarz inequality,
and the fact for for v ∈ Rq, ‖v‖2 ≤ q1/2‖v‖∞, in the fifth line of the display.
In the final line of the display, we used the facts that α ∈ N, d  1, and
β1, β2 ∈ An. Using the upper bound in (B.8), we have for some b3 > 0 that
an upper bound for logN(n/36,A?n, Hn) is
logN (b3n, {µ : |µ| < √n}, |·|)
+ logN
(
b3n
36C2s0
,
{
β ∈ An : ‖β − β0‖∞ ≤ nd
λ1
}
, ‖·‖∞
)
. (B.9)
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Clearly, the first term in (B.8) is bounded above by a constant multiple of
n2n. Meanwhile, the second term can be bounded from above as
logN
(
b3n
36C2s0
,
{
β ∈ An : ‖β − β0‖∞ ≤ nd
λ1
}
, ‖·‖∞
)
≤ log
[(
p
bC2s0c
)(108C2s0nd
b3nλ1
)C2ds0]
. C2s0 log p+ C2ds0 log
(
108C3s1/20 n5/2d
b3(log p)1/2
)
. C2s0 log p+ C˜2ds0 logn
. n2n, (B.10)
for some constant C˜2 > 0. In the third line of the display, we used the fact
that
( p
bC2s0c
) ≤ pC2s0 and our assumption that λ1  1/n and the fact that
n >
√
s0 log p/n. In the fourth line, we used the fact that the second log
term in the third line is of the same order as logn, and in the final line,
we used the fact that d logn = O(log p) by assumption. From (B.9)-(B.10),
logN(n/36,A?n, Hn) . n2n. Now, we can use Lemma 9 of Ghosal and
van der Vaart [5], which implies that for every  > n, there exists a test
ϕnand constant b4 such that
E0ϕn ≤
1
2 exp(b4n
2
n − n2/2), sup
(µ,β)∈A?nHn(q,q0)>
Eq(1− ϕn) ≤ exp(−n2/2).
Thus, for some constant b5 > 0, we have
E0Π (β ∈ An : Hn(q, q0) >  | y)1En
≤ E0Π (β ∈ An : Hn(q, q0) >  | y)1En(1− ϕ) + E0ϕ
≤
{
sup
(µ,β)∈A?n:Hn(q,q0)>
Eq(1− ϕn) + Π(An \ A?n)
}
eb5n
2
n + E0ϕn.
The terms in the display other than Π(An\A?n)eb5n
2
n all go to zero uniformly
over H(s0, α) by choosing  = b6n for a sufficiently large b6. To complete
the proof, note that
Π(An \ A?n) ≤ Πµ (|µ| >
√
n) +
∑
S:s≤C2s0
∑
j∈S
Π(‖βj‖2 > nd/λ1)
≤ e−n/2 +
∑
S:s≤C2s0
∑
j∈S
Π(‖βj‖2 > nd/λ1)
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≺ e−b5n2n , (B.11)
where the second line follows from the fact that µ has a Gaussian prior. The
final line follows directly from the arguments used to prove (E.13) in the
proof of Theorem 2 of Bai et al. [1] (and thus, the second term in the second
line is less than e−b5n2n for large n), as well as the fact that n2n = o(n), so
e−n/2 < e−b5n2n for large n. Therefore, Π(An \ A?n)eb5n
2
n also goes to zero
uniformly over H(s0, α), and this completes the proof.
Having established posterior contraction in the squared Hellinger metric,
we proceed to prove Theorem 2.
Proof of Theorem 2. Note that since s0 = o((n/d log p)1/2) by assumption,
s0 = o(n/ log p). By Lemma B.2, the posterior is asymptotically supported
on the event An = {β : s ≤ C2s0}, so we can confine our attention to
the set An. Let Wn×(dp+1) = [1n, X˜], γ = (µ, β′1, . . . , β′p)′, and γ0 =
(µ, β′01, . . . , β′0p)′. Let f0j(xj) denote the n×1 vector (f0j(x1j), . . . , f0j(xnj))′,
for all j = 1, . . . , p. Note that in order to prove Theorem 2, we can equiva-
lently show that for f0 ∈ H(s0, α),
E0Π
(µ, β) : 1
n
‖(µ1n + X˜β)− (µ01n +
p∑
j=1
f0j(xj))‖22 > M22n
∣∣∣∣y
1An
= E0Π
(
γ : ‖W (γ − γ0)− δ0‖22 > M2n2n | y
)
1An → 0, (B.12)
as n, p → ∞. The rest of the proof follows from a suitable modification of
the proof of Theorem 3 in [7]. Let us first introduce some notation. We
define the uniform compatibility number as
φ1(s) = inf
γ:1≤|S|≤s
‖Wγ‖2(d|S|)1/2
n1/2‖γ‖1 .
Also, let ζi(ηi) = H2(qi, q0i), and define the set In,δ = {i ≤ n : ζ ′′i (η0i)(ηi −
η0i)2 ≥ 4δC−1n ζ ′′i (η0i)}, where δ > 0 is a small constant and Cn is a that
satisfies Cn →∞ as n→∞.
By Theorem 1, the posterior is asymptotically supported on the event
{Hn(q, q0) . 2n} for joint densities q =
∏n
i=1 qi and q0 =
∏n
i=1 q0i, where
the qi’s and q0i’s belong to the overdispersed exponential family (1.1). From
(S2) in the proof of Theorem 3 in [7], we thus have
2n & Hn(q, q0) ≥
δ
Cnn
∑
i∈In,δ
ζ ′′i (η0i) +
1
4n
∑
i/∈In,δ
ξ′′i (η0i)(ηi − η0i)2
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≥ 14n
∑
i/∈In,δ
ζ ′′i (η0i)(ηi − η0i)2
≥ 14n
n∑
i=1
ζ ′′i (η0i)(ηi − η0i)2 −
1
4n
∑
i∈In,δ
ζ ′′i (η0i) max1≤i≤n(ηi − η0i)
2.
(B.13)
But ζ ′′i (η0i) = b′′(θ0i)(ξ′(η0i))2/4, and |θ0i| and |η0i| are bounded by Condi-
tion 3, so we have |ζ ′′i (η0i)| . 1, for all i = 1, . . . , n. Thus, from (B.13), we
have that for some constant C3 > 0,
2n &
1
n
n∑
i=1
(ηi − η0i)2 − 1
n
∑
i∈In,δ
max
1≤i≤n
(ηi − η0i)2
≥ 1
n
‖W (γ − γ0)− δ0‖22 − C3Cn2n
(
‖W‖2max‖γ − γ0‖21 + ‖δ0‖2∞
)
≥ 1
n
‖W (γ − γ0)‖22 −
1
n
‖δ0‖22 − C3Cn2n
(
‖W‖2max‖γ − γ0‖21 + ‖δ0‖2∞
)
.
(B.14)
By Condition 2 and the fact that d  n1/(2α+1), 2n+n−1‖δ0‖22 is of the same
order as 2n. Also, ‖δ0‖∞ . s0d−α and so ‖δ0‖2∞ . s202n, and by assumption,
‖W‖max . 1. Thus, from (B.14) and the definition of the compatibility
number, we have that on set An,
2n &
φ21(2C2s0)
8C2ds0
‖γ − γ0‖21 − C4Cn2n‖γ − γ0‖21 − C5Cns204n
& 18C2ds0
‖γ − γ0‖21 − C4Cn2n‖γ − γ0‖21 − C5Cns204n, (B.15)
for some C4, C5 > 0. In the second line of the display, we used the fact
that ‖Wγ0‖∞ . 1 since f ∈ H(α, s0), and therefore, on An, φ1(2C2s0) is
bounded away from zero. By assumption, d2s20 log p = o(n), and so (B.15)
can be further bounded below by a constant multiple of ‖γ − γ0‖21/ds0, by
choosing Cn to grow sufficiently slowly. This implies that for some M3 > 0,
sup
f∈H(s0,α)
E0Π
(
γ : ‖γ − γ0‖21 ≤M3ds02n | y
)
1An → 1, (B.16)
as n, p → ∞. Combining results from (B.14)-(B.16), we also have that on
An,
‖W (γ − γ0)− δ0‖22 . n2n + C4Cnn2n‖γ − γ0‖21 + C5Cns20n4n
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. n2n + C6ds0n4n + C5Cns20n4n, (B.17)
for some C6 > 0. The last display (B.17) can be bounded above by a
constant multiple of n2n by choosing Cn to grow sufficiently slowly. Since
the expected posterior probability of the event {W (γ − γ0) − δ0‖22 . n2n}
tends to one as n, p→∞ on An, this proves (B.12).
B.2 Proofs for Theorem 3
To prove Theorem 3, we utilize the framework of Yang and Pati [23]. Yang
and Pati [23] provided general conditions for proving Bayesian model se-
lection consistency when the marginal likelihood is intractable. We let
S = {j ∈ [p] : ‖βj‖2 > ωd}, where the threshold ωd is as in (4.3). Mean-
while, S0 ⊂ [p] denotes the true model. For a generic set S with cardinality
s = |S|, associate with it the rate 2n,s = s log p/n+sn−2α/(2α+1). Thus, 2n,s0
is the same as the posterior contraction rate derived in Theorems 1 and 2.
Proof of Theorem 3. It suffices to verify conditions (B1)-(B4) in Theorem 4
of Yang and Pati [23]. First, note that Condition 4 in the present manuscript
corresponds to condition (B3) in [23] for identifiability (in our specific setup,
this is the so-called “beta-min” condition). Therefore, the condition (B3) in
[23] is already satisfied by assumption. We now verify their other conditions
(B1), (B2), and (B4) in Parts I, II, and III respectively.
Part I: Prior concentration. As per condition (B1) in [23], we need to
verify that for large n,
Π(S0) ≥ e−n2n,s0 , (B.18)
and
ΠS0
(
KL(q0, q) ≤ n2n,s, V (q0, q) ≤ n2n,s0
)
≥ e−Dn2n,s0 , (B.19)
for some constant D. The conditions (B.18)-(B.19) ensure that the prior
puts enough mass near the true model S0 and enough prior concentration
in the parameter space under the true model. According to Lemma B.2,
P0(Acn|y) → 0, where An = {β : s ≤ C2s0} and C2 > 1. Therefore, we can
proceed conditioning only on models of size s ≤ C2s0. For a d-dimensional
vector βj , denote p˜ = Pr(βj : ‖βj‖2 > ωd). The implied prior for any given
model S of size s is then
Π(S) ∝ p˜s(1− p˜)p−s1(s ≤ C2s0). (B.20)
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By assumption, s0 = O(1), so C2s0 is bounded above by a constant for all n.
Therefore, we may bound Π(S0) from below, for some constants K,K ′ > 0,
Π(S0) ≥ Kp˜s0(1− p˜)p−s0 ≥ K ′p˜s0 . (B.21)
It thus suffices to prove that p˜s0 is bounded below by exp(−n2n,s0). Let Cd =
2−dpi−(d−1)/2[Γ((d+1)/2)]−1 be the normalizing constant in the multivariate
d-dimensional density Ψ(βj | λ). Since the prior on each βj is the SSGL prior
(2.4)-(2.5), we have that
p˜s0 = [Pr(βj : ‖βj‖2 > ωd)]s0
≥
[
Cdλ
d
1
∫ 1
0
κ
(∫
{βj :‖βj‖2>ωd}
e−λ1βj‖2dβj
)
dΠ(κ)
]s0
>
[
Cdλ
d
1
∫ 1
0
κ
(∫
{βj :ωd<‖βj‖2<1}
e−λ1βj‖2dβj
)
dΠ(κ)
]s0
& e−λ1s0Cs0d λ
ds0
1
[∫ 1
0
κdΠ(κ)
]s0
& e−λ1s0Cs0d λ
ds0
1 (1 + pc)−s0
& e−b6s0 log p
> e−n
2
n,s0 , (B.22)
for some constant b6 > 0. In the second line, we used the fact that with
the SSGL prior on βj , pi(βj | κ) > κΨ(βj | λ1). In the third line, we used
the fact that ωd  1 for large n, and in the fifth line, we used the fact that
κ ∼ B(1, pc) by assumption, and thus, the expectation of κ is 1/(1 + pc).
In the sixth line, we used the fact that λ1  1/n by assumption, and so
one can easily show that the first three terms in the product in the fifth
line can be lower bounded by exp(−Ks0 log p), for some K > 0. Meanwhile
(1 + pc)−s0  exp(−cs0 log p). Thus, combining (B.21)-(B.22) verifies the
condition (B.18).
As argued in Lemma B.1, both KL divergence and KL variation can be
upper bounded by a constant multiple of (ηi − η0i)2. Therefore, for some
constants b7 > 0 and D > 0, and sufficiently large n, a lower bound for the
left-hand side of (B.19) is
ΠS0
(
n∑
i=1
(ηi − η0i)2 ≤ b27n2n,s0
)
≥ ΠS0
(
µ : |µ− µ0| ≤ b7n,s02
)
ΠS0
(
β : ‖X˜(β − β0)− δ0‖22 ≤
b27n
2
n,s0
4
)
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&
(
e−Dn
2
n,s0/2
) (
e−Dn
2
n,s0/2
)
= e−Dn
2
n,s0 ,
where the last two lines can be easily verified using very similar reasoning
as that used to prove Lemma B.1. Therefore, (B.19) also holds.
Part II: Prior anti-concentration. Condition (B2) in [23] introduces the
anti-concentration condition for overfitting models S ⊃ S0:
ΠS (β : ‖β − β0‖2 ≤Mn,s) ≤ e−Hn2n,s0 ,
where n,s ≥ n,s0 and M,H > 0 are sufficiently large constants. In other
words, the posterior probability of overly large models that contain the
truth should tend to zero as n → ∞. As pointed out in Liu et al. [10] and
conditioning on An, it is sufficient to prove∑
S⊃S0:s≤C2s0
Π(S)ΠS(β : ‖β − β0‖2 ≤Mn,s) ≤ e−Hn2n,s0 . (B.23)
We first find an upper bound for Π(S). Note that when ‖βj‖2 > ωd, pi(βj |
κ) < 2κCdλd1 exp(−λ1‖βj‖2) < κλd1. Thus, from (B.20), we have
Π(S) . p˜s =
[∫ 1
0
(∫
{βj :‖βj‖2>ωd}
pi(βj | κ)dβj
)
dΠ(κ)
]s
<
[
λd1
∫ 1
0
κdΠ(κ)
]s
= λds1 (1 + pc)−s
≤ exp(−b8s(log p+ n))
< e−b8n
2
n,s , (B.24)
for some constant b8 > 2. In the third line of the display, we used the fact
that κ ∼ B(1, pc), so E(κ) = 1/(1 + pc), and in the fourth line, we used the
fact that λ1  1/n by assumption, so λds1  exp(−ds logn). Therefore, from
(B.24), we can upper bound the left-hand side of (B.23) by∑
S⊃S0:s≤C2s0
Π(S) ≤
∑
S⊃S0:s≤C2s0
e−b8n
2
n,s
≤ e−b8n2n,s0
( 2ep
C2s0
)C2s0+1
≤ e−Hn2n,s0 ,
by choosing H < b8 − 1. Therefore, (B.23) holds.
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Part III: Entropy condition. The final condition we verify is condition
(B4) in [23]. Specifically, we need to show that the complexity of overfitting
models (S ⊃ S0) and underfitting models (S 6⊃ S0) is not too large inside
a sieve Tn, where there is exponentially small probability outside of Tn. As
before, our analysis below is conditioned on the event An = {β : s ≤ C2s0}.
For both overfitting and underfitting models S such that |S| ≤ C2s0,
we construct the sieve Tn = {β : max1≤j≤p‖βj‖2 ≤ nd/λ1}. Then we
have P0(T cn )1An ≤
∑
S:s≤C2s0
∑
j∈S Π(‖βj‖2 > nd/λ1) ≺ e−b9n
2
n,s0 , for some
b9 > 0. The final inequality follows directly from the arguments used to
prove (E.13) in the proof of Theorem 2 of [1]. So there is exponentially
small probability outside of Tn.
Since ‖β1 − β2‖2 . (ds)1/2‖β1 − β2‖∞ for a model S, we have for any
overfitting model S ⊃ S0 on Tn,
logN(n,s, Tn, ‖·‖2) . log
( 3nd
n,s(ds)1/2λ1
)ds . ds(log d+ logn) ≺ n2n,s,
where the final inequality of the display follows from our assumptions that
d = o(n) and d logn = O(log p). This verifies the entropy condition of [23]
for overfitting models.
For underfitting models S 6⊃ S0, we also need to verify an entropy condi-
tion for some sequence δn satisfying δn > n,s0 , δn → 0, and nδ2n →∞. This
follows from the same arguments as above (replacing n,s with δn). Thus,
we obtain for underfitting models S 6⊃ S0,
logN(δn, Tn, ‖·‖2) . nδ2n.
The final requirement in Assumption (B4) of [23] is to verify that∑
S 6⊃S0:|S|≤C2s0
e−C7nδ
2
n +
∑
S⊃S0:|S|≤C2s0
e−C7n
2
n,s ≤ 1, (B.25)
for a large constant C7 > 0. We must have nδ2n > n2n,s0 based on our choice
of δn. Meanwhile, for any overfitting model S ⊃ S0, s > s0 so n2n,s > n2n,s0
as well. Therefore, we can bound the left-hand side of (B.25) from above by
C2s0∑
k=0
∑
S:s=k
e−C7n
2
n,s0 ≤ e−C7n2n,s0
C2s0∑
k=0
(
p
k
)
≤ e−C7n2n,s0
( 2ep
C2s0
)2C2s0+1
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=
(
e−C7n
2
n,s0
) (
e(2C2s0+1)(log p+log(2e/C2s0))
)
.
In the final line of the display, the dominating term in the exponent of
the second term is 2C2s0 log p. Meanwhile, n2n,s0 > s0 log p (since 
2
n,s0 =
s0 log p/n + s0n−2α/(2α+1)), so the final line of the display can be made to
be strictly less than one by choosing C7 to be large enough.
Having verified all four conditions of Theorem 4 of Yang and Pati [23],
the model selection consistency result holds.
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