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Введение
С быстрым распространением беспроводных технических устройств
все более и более актуальной становилась задача анализа установившихся
режимов нелинейных систем в симуляторах аналоговых схем. Существо-
вавший ранее временной анализ переодических режимов (Periodic Steady
State analysis - PSS) успешно справлялся с сильно нелинейными задачами.
Тем не менее, этот метод оказалось сложно применять для моделирования
радиочастотных схем, в которых обычно присутствует сильный разброс ча-
стот. Также подобные алгоритмы испытывают затруднения при наличии в
схеме частотных компонентов, например фильтров, длинных линий, много-
полюсников. Для анализа таких систем был создан метод гармонического
баланса.
Гармонический баланс (Harmonic Balance - HB) — нелинейный ча-
стотный метод для поиска установившихся режимов. Активно использует-
ся в анализе электрических (чаще радиотехнических и СВЧ) схем. Послед-
нее десятилетие находит применение и в задачах аэро и гидродинамики для
поиска переодических потоков и анализа турбулентности.
В данной работе представлены алгоритмы применения метода гармо-
нического баланса к различным схемам, в том числе, и большой размер-
ности. Будут предложены модификации для ускорения работы алгорит-
ма, а также минимизации потребления памяти. В первой главе рассмотре-
ны методы решения однотоннового гармонического баланса. Во второй —
сведение задачи многотонного гармонический баланс к однотонновому. В
третьей главе представлена реализация анализа с предложением модифи-
каций для ускорения работы алгоритма, в том числе и с использованием
параллельных вычислений. Результаты экспериментов на различных схе-
мах показаны в четвертой главе.
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Постановка задачи
Рассматривается электрическая цепь, описываемая системой из N
нелинейных дифференциальных уравнений:
d
dt
q(v(t)) + i(v(t)) +
∫ t
−∞
h(t− τ)v(τ)dτ + u(t) = 0, (1)
где v(t) ∈ RN — вектор напряжений на узлах, q(v(t)) ∈ RN — вектор элек-
трических зарядов или потоков, i(v(t)) ∈ RN — вектор токов, h(t) ∈ RN —
импульсные характеристики фильтров, u(t) ∈ RN — вектор источников.
Пусть на цепь подается одиночный периодический сигнал с периодом
T . Требуется найти периодическое установившееся решение системы (1)
v(t) ∈ [0, T ], чтобы выполнялось
v(T )− v(0) = 0. (2)
Для решения этой задачи существуют два вида методов: временные
[1, 2] и частотные (спектральные) [1–6].
Временные алгоритмы основаны на методе стрельб и конечных раз-
ностях. В методе стрельб задачу (1)-(2) можно представить в виде:
φ(v(0), 0, T )− v(0) = 0, (3)
где φ — функция перехода состояний.
С помощью метода Ньютона новое приближение к решению (3) на-
ходится по формуле:
vj0 = v
j−1
0 − [Jφ(vj−10 , 0, T )− I]−1[φ(vj−10 , 0, T )− vj−10 ], (4)
где j — номер итерации, v0 = v(0), I —единичная матрица,
Jφ(v(0), 0, T ) =
d
dv(0)
(φ(v(0), 0, T ) =
dv(T )
dv(0)
, (5)
Временной алгоритм (PSS) полезен для использования на сильно
нелинейных схемах. На каждой итерации j он проводит анализ переход-
ных процессов, стартуя с начальных условий vj0. Существуют техники для
более эффективного рассчета матрицы Якоби (5) [2].
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Тем не менее, для ряда задач появляется необходимость использовать
спектральные методы, так как сам анализ переходных процессов становит-
ся слишком трудоемким и неточным. Проблемы появляются уже при нали-
чии свертки в системе (1). Также задача может быть усложнена наличием
входных сигналов с разными фундаментальными частотами (тонами). В
подобных случаях приходится использовать частотные алгоритмы.
Спектральные методы аппроксимируют v(t) взвешенными конечны-
ми суммами ортогональными, гладкими базисными функциями ψ(t):
v(t) ≈
k=M−1∑
k=0
akψk(t), (6)
и решают относительно спектральных коэффициентов ak. Так как гранич-
ные условия периодические, в качестве базиса предпочитают брать усечен-
ный ряд Фурье, так как он автоматически удовлетворяет условиям:
v(t+ T ) ≈
k=K∑
k=−K
Vke
j2pikf(t+T ) =
k=K∑
k=−K
Vke
j2pikft, (7)
где 2K + 1 = M, f =
1
T
и Vk — коэффициенты Фурье.
Особенностью данного преобразования также является представле-
ние производной по времени в виде произведения:
d
dt
v(t) ≈
k=K∑
k=−K
j2pikVke
j2pikft. (8)
Главным спектральным методом решения задачи поиска установив-
шегося режима является стандартный метод гармонического баланса (HB).
В HB решение аппроксимируется усеченным рядом Фурье (7). А систему
(1) необходимо решить в частотном виде:
F (V ) = ΩΓq(Γ−1V ) + Γi(Γ−1V ) +H(j2pif)V + Γu = 0, (9)
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где
v(t) = Γ−1V =

v(t1)
v(t2)
...
v(tm)

Γ−1 =
e
j2pif(−K)t1In . . . ej2pifKt1In
... ...
ej2pif(−K)tmIn . . . ej2pifKtmIn

Ω =

j2pif(−K)In
j2pif(−K + 1)In
. . .
j2pifKIn

H(j2pif) — матрица частотных элементов, K — число кратных частот,
N — размер системы, M — число временных отчетов.
Таким образом интегро-дифференциальная система (1) из N урав-
нений сводится к алгебраической системе в частотной области (9) из NM
уравнений. В данной работе задачей является анализ методов решения этой
системы и модификации алгоритмов для случаев большой размерности.
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Обзор литературы
Помимо стандартного гармонического баланса в литературе встреча-
ются и другие вариации метода для решения поставленной задачи. В [7]
представлен «временной» алгоритм гармонического баланса. Его особенно-
стью является использование неравномерной сетки во временной области
для более точного расчета негладких отрезков входного сигнала, что может
быть полезным дополнением для схем с быстрыми переходами.
В литературе [8] также встречается дополнение, использующее ряды
Вольтерра для поиска начального приближения в гармоническом балан-
се. В статье указано, что данная модификация применяется в ADS для
ускорения работа анализа.
Для решения задачи поиска установившихся режимов также приме-
няются методы, использующие ряды Вольтерра [9]. В [10,11] показано пре-
имущество гармонического баланса над этими методами. Тем не менее, эти
методы также развиваются [12].
Для многотоннового анализа в литературе [13,14] предлагаются спо-
собы по улучшению устойчивости на ряде сильно нелинейных схем. В пер-
вой статье [13] это достигается разделением процесса симуляции на два
этапа. На первом решается сама нелинейная задача, а на втором гасят-
ся слабые нелинейные возмущения, вызванные первым этапом. Подобные
алгоритмы необходимы для анализа схем с осцилляторами. В [14] автор
предлагает использовать технику «предиктор-корректор» для ускорения
сходимости задачи.
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Глава 1. Однотонновый гармонический баланс
В этой главе решается задача для однотонного гармонического балан-
са. На вход в систему (9) подаются сигналы на кратных частотах. Тогда
все переменные можно разложить в ряд Фурье относительно общей базовой
частоты f :
v(t) =
k=K∑
k=−K
Vke
j2pikft (10)
Система (9) размерностью NM решается методом Ньютона. Новое
приближение получается из формулы:
J (l)(V (l+1) − V (l)) = −F (V (l)), (11)
где l — номер итерации метода Ньютона, J (l) — матрица Якоби системы.
Для получения матрицы Якоби системы (9) необходимо взять матри-
цы производных из исходной системы (1), посчитанные в каждый момент
времени из сетки t1...tm:
Cj =
dq(v(tj))
dv
,Gj =
di(v(tj))
dv
(12)
Матрицы (12) группируются на диагоналях соотвествующих блочных
матриц C,G размерности NM ×NM :
C =

C1
C2
. . .
Cm
 , G =

G0
G1
. . .
Gm
 . (13)
Добавляя матрицы преобразования Фурье и матрицу частотных ком-
понент, получаем матрицу Якоби размерностью NM ×NM :
J (l) = ΩΓC(l)Γ−1 + ΓG(l)Γ−1 +H. (14)
Матрицы Cj,Gj почти всегда имеют разреженный вид. Степень раз-
реженности зависит от топологии цепи. В результате, матрица Якоби из
(14) состоит из разреженных блоков. Для получения нового приближения
в системе (11) используют различные прямые и итерационные методы, о
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которых будет рассказано в этой главе.
1.1. Прямой метод
Для решения СЛАУ (11) можно применять различные точные мето-
ды в зависимости от размера системы и количества частот. Для решения
систем малой размерности подходит LUP разложение. Однако, если раз-
мер матрицы Якоби достаточно велик, необходимо обратить внимание на
более сложные блочные методы.
Основная задача блочных алгоритмов для разреженных матриц за-
ключается в том, чтобы уменьшить добавление ненулевых элементов при
разложении матрицы. Для этого существуют различные техники поиска
опорного элемента при блочном разложении разреженной матрицы. В ста-
тье [17] представлен эвристический кластерный алгоритм для эффективно-
го разложения крупномасштабных сетей, в котором вычислительное время
ограничено O(nb), где n — число узлов и b — число ветвей.
Популярными также являются алгоритм KLU, основанный на раз-
ложении Гильберта-Пайерлса, и его блочная модификация BKLU [15, 16],
использующая поиск в ширину.
Большиство блочных методов ставят задачу сведения матрицы к диа-
гональной матрице с двумя границами:
A1 C1
A2 C2
. . . ...
Am Cm
B1 B2 . . . Bm H
 ,
где блоки Ai независимы, и их можно раскладывать параллельно.
1.2. GMRES
Наиболее популярным в методе гармонического баланса итерацион-
ным алгоритмом является generalized minimal residual method (GMRES)
[18, 19], основанный на подпространствах Крылова. Он сводит решение
СЛАУ к умножению матрицы на вектор. Ниже представлен GMRES ал-
горитм для решения Ax = b:
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Инициализация:
p0 = r0 = b− Ax0;
k = 1;
while k < MAX_ITER do
Расчет нового направления, pk = Apk−1;
Ортогонализация, pk = pk −∑k−1j=0 βk,jpj;
Поиск αk из xk = xk−1 + αkpk, минимизирующего ‖rk‖ = ‖b− Axk‖;
if ‖rk‖ < tol then
return xk;
else
k += 1;
end
end
Для построения ортонормированного базиса используются итерации
Арнольди. Часть алгоритма требует решения задачи минимизации. Обыч-
но GMRES использует метод QR-разложение с методом вращений.
Итерация n минимизирует невязку в подпространстве Крылова Kn.
Так как каждое следующее подпространство содержится в предыдущем,
невязка не увеличивается. После m итераций, где m — размерность A,
Km соответствует всему пространству Rm и поэтому GMRES сходится к
точному решению. Однако, идея в том, что после нескольких итераций
(значительно меньше m) вектор xn уже достаточно точно аппроксимирует
точное решение.
Чтобы избежать хранение огромного ортонормированного базиса и
ускорить сходимость алгоритма, используют GMRES с перезапусками, в
которых итерации Арнольди ограничены неким максимальным числом k 
MAX_ITER, после которого происходит перезапуск алгоритма с началь-
ным приближением, полученным с последней итерации.
Дополнительной важной особенностью метода GMRES является от-
сутствие необходимости в явном формировании матрицы Якоби. Для по-
лучения нового направления можно воспользоваться прямой формулой:
pk = ΩΓCΓ−1pk−1 + ΓGΓ−1pk−1 +Hpk−1 (15)
Обычно для сходимости метода Ньютона достаточно брать точность
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GMRES алгоритма равной 0.01.
1.3. GMRES с предобуславливанием
Для значительного ускорения GMRES на практике необходимо ис-
пользовать предобуславливатели. Предобуславливание позволяет умень-
шить число обусловленности системы. Левое предобуславливаение преоб-
разует систему (11) в систему:
M−1J (l)(V (l+1) − V (l)) = M−1(−F (V (l))), (16)
где M — предобуславливатель матрицы Якоби J (l).
Наилучшим предобуслаливателем является сама матрица Якоби, наи-
худшим — единичная матрица. Однако, использования самой матрицы
Якоби в качестве предобуславливателя сводит решение итерационным ме-
тодом к прямому методу. Поэтому необходимо искать другую матрицу, ко-
торая опишет «проблемы» матрицы Якоби, но обратное вычисление кото-
рой не является трудоемкой задачей в сравнении с исходной системой.
Эта проблема поиска предобуславливателя является открытой для
инженеров. Наиболее известными являются статичные частотный и вре-
менной предобуславливатели, которые рассматриваются далее.
1.3.1 Частотный предобуславливатель
Частоный предобуславливатель наиболее известный, популярный и
простой предобуславливатель для гармонического баланса [2–6]. Он пред-
ставляет собой диагональные блоки матрицы Якоби и показывает уверен-
ную сходимость на большинстве средне нелинейных схемах. Частотный
предобусливатель определяется ниже:
Mf =

j2pi(−K)fC0 +G0
j2pi(−K + 1)fC0 +G0
. . .
j2pi(K)fC0 +G0
 ,
(17)
где блоки C0, G0 — матрицы, полученные по постоянному току (DC).
Для большего ускорения сходимости можно попробовать использо-
вать динамический частотный предобусливатель, то есть обновлять Mf
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через несколько итераций метода Ньютона. Подобный подход позволяет
более точно соответствовать изменениям матрицы Якоби.
1.3.2 Временной предобуславливатель
Временные предобуславливатели [20,21] для гармонического баланса
представляются в виде:
Mt = Γ(DC +G)Γ
−1. (18)
Основная проблема при конструировании временного предобуславли-
вателя заключается в эффективной аппроксимации матрицы производных.
Наиболее простой и часто использующийся метод — формулы дифферен-
цирования назад (BDF). Тогда матрицу D из (18) можно представить в
виде:
D =

I
∆t1
− I
∆t1
− I
∆t2
I
∆t2
− I
∆t3
I
∆t3
. . . . . .
− I
∆tn
I
∆tn

, (19)
где ∆tk — шаг дискретизации, обычно константный. Из-за блока в пра-
вом верхнем углу обращение матрицы D становится дорогой процедурой,
поэтому в статье [21] его рекомендуют опустить. Тогда матрица из (19)
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представляется в виде:
D =

I
∆t
− I
∆t
I
∆t
− I
∆t
I
∆t
. . . . . .
− I
∆t
I
∆t

. (20)
Для расчета предобусловленного вектора
z = M−1t v, (21)
необходимо перевести входной вектор во временную область
v˜ = Γ−1v, (22)
умножить на обращение предобуславливателя
z˜ = (DC +G)−1v˜, (23)
и использовать прямое преобразование Фурье для возвращения в частот-
ную область
z = Γz˜. (24)
В (23) не надо рассчитывать обращение всей матрицы. Достаточно
проделать эту операцию для диагональных блоков и рассчитать вектор
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последовательно:
G1 +
C1
∆t
G2 +
C2
∆t
. . .
Gn +
Cn
∆t


z˜1
z˜2
...
z˜n

=

v˜1
v˜2 +
C1
∆t
z˜1
...
v˜b +
Cn−1
∆t
z˜n−1

(25)
В статье [20] объясняют недостатки упущения блока в (19)-(20) и ре-
комендуют учитывать его в вычислениях. Также там объясняют преимуще-
ства неявного метода Эйлера BDF над BDF-2 в данной задаче. Обращения
блока временного предобуславливателя занимает меньше времени, чем ча-
стотного, так как его размерность вдвое меньше. Но следует учесть, что
количество таких блоков, как минимум, вдвое больше (по теореме Котель-
никова). В литературе [20, 21] также утверждается, что временной предо-
буславливатель лучше описывает нелинейность схемы.
1.3.3 Смешанные предобуславливатели
У частотных и временных предобуславливателей есть свои преиуще-
ства по отношению к решаемым задачам. Первые лучше оперируют с пе-
риодичностью и линейной поведение схемы, когда вторые более точно об-
рабатывают нелинейности. В связи с этим в литературе [21] рекомендуют
одновременно использовать оба вида предобуславливателей для ускорения
сходимости GMRES. Так как GMRES подразумевает использование лишь
определенного предобуславливателя, были разработаны его модификации
FGMRES [22] и GMRESR [23].
Для использования смешанных предобуславливателей используют две
стратегии. Первый алгоритм заключается в переключении междуMf иMt
на каждой итерации GMRES. Утверждается, что подобное переключение
достаточно устойчиво для сходимости.
Вторая стратегия предлагает использовать два предобуславливателя
одновременно на каждой итерации и считать их взвешенное среднее зна-
чение:
z = wzt + (1− w)zf = (wM−1t + (1− w)M−1f )v, (26)
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где w — весовой коэффициент. Особенность второй стратегии в том, что
предобуславливатель не меняется на протяжении алгоритма, а, значит,
можно использовать обычный GMRES.
Смешанные предобуславливатели при правильном использовании мо-
гут значительно улучшить сходимость алгоритма. Но на схемах большой
размерности одновременное хранение и расчет Mt и Mf может оказаться
весьма затратным.
1.4. Заключение
Выше рассмотрены наиболее популярные методы решения задачи од-
нотоннового гармонического баланса. Проблема точности и сходимости ал-
горитма остается актуальной по сей день, мотивируя ученых изобретать
новые методы, в том числе и специализированные под конкретные схемы.
На практике для решения множества схем приходится применять до-
полнительные программные модификации к алгоритму, которые будут рас-
смотрены в третьей главе.
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Глава 2. Многотонновый гармонический баланс
Однотонновый гармонический баланс успешно решает ряд задач. Тем
не менее, основная особенность метода проявляется при наличии несколь-
ких некратных фундаментальных частот (тонов) у входных сигналов схе-
мы. В общем случае термин «некратность» не совсем корректен, так как
любую многотонновую задачу можно свести однотонновой, вычислив у
нескольких тонов наименьшее общий делитель:
f0 = GCD(f1, f2, ..., fn), (27)
где f1, .., fn — фундаментальные частоты входных сигналов, f0 — их НОД.
Взяв необходимое число частот K частоты f0, чтобы остальные ча-
стоты являлись кратностями f0, получается явное сведение многотонновой
задачи к однотонновой:
f1 = k1f0, f2 = k2f0, . . . fn = knf0, ki < K, ∀i = 1..n (28)
На практике такой метод не применим. К примеру, пусть f1 = 1000Hz
и f2 = 1007Hz. Хоть частоты и расположены достаточно близко друг
к другу, их НОД равен 1. Следовательно, для рассчета схемы с таки-
ми входными сигналами по методу выше необходимо брать, как минимум
K = 1007. Но f1, f2 — лишь фундаментальные частоты, а, значит, придется
учитывать и их какие-то кратности K1, K2. В результате, K может еще в
разы увеличиться для учета K1 и K2.
Пример выше показывает необходимость перформулировать задачу
для многотоннового гармонического баланса и искать новые методы ее ре-
шения.
2.1. Формулировка задачи
Пусть на электрическую цепь, описываемую системой (1), подают-
ся входные сигналы u1(t), u2(t), ...uM(t) с фундаментальными частотами
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f1, f2, ..., fM :
u(t) = u1(t) + u2(t) + ...+ uM(t) =
=
∞∑
k1=∞
U 1k1e
j2pik1f1t +
∞∑
k2=∞
U 2k2e
j2pik2f2t + ...+
∞∑
km=∞
Umkme
j2pikmfmt, (29)
где U jkj — коэффициенты Фурье для uj(t).
Тогда вектор v(t) можно представить в виде усеченного многомерного
ряда Фурье:
v(t) =
K1∑
k1=−K1
. . .
KM∑
kM=−KM
Vk1...kMe
j2pi(k1f1+...+kMfM )t. (30)
Система (1) преобразуется в вид [14]:
K1∑
k1=−K1
. . .
KM∑
kM=−KM
ej2pi(k1f1+...+kMfM )t[j2pi(k1f1 + . . .+ kMfM)Qk1...kM+
+ Ik1...kM +Hk1...kmVk1...km + Uk1...km] = 0, (31)
где U jkj = U0,...0,kj ,0...,0.
Существуют два метода решения (31): многомерное преобразование
Фурье [24, 25] и искусственное отображение частот (Artifitial Frequency
Mapping) [26–30]. Многомерное преобразование Фурье является более точ-
ным методом, но имеет ряд сильных ограничений из-за сложности вычис-
ления на количество размерность задачи (количество тонов, их кратности
и размерность системы), поэтому не используется в современных симулято-
рах. Искусственное отображение частот — более гибкая и быстрая техника,
которая позволяет свести задачу многотоннового гармонического баланса
к однотонновой с некоторыми допущениями. Этот метод будет рассмотрен
далее.
2.2. Искусственное отображение частот
Метод отображения частот наиболее эффективен и популярен для
многотоннового гармонического баланса [26–30]. Эта техника базируется
на двух основных условиях. Во-первых, в анализе нам необходимо счи-
тать лишь спектр нелинейного вектора i(v(t)) с помощью спектра v(t), то
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есть само представление v(t), i(v(t)) во временной области неважно, кро-
ме, разве что, конца симуляции, когда решение уже найдено. Во-вторых,
коэффициенты Фурье вектора i(v(t)) не зависят от самих частот вектора
v(t).
Второе условия хорошо иллюстрирует пример из [30]. Пусть вектор
i(v(t) имеет вид:
i(v(t)) = v(t) + v2(t), (32)
а вектор переменных зависит от двух базовых частот:
v(t) = a1cos(ω1t) + a2cos(ω2t). (33)
Подстановка (33) в (32) дает:
i(v(t)) =
1
2
(a21 + a
2
2) + a1cos(ω1t) + a2cos(ω2t) +
a21
2
cos(2ω1t)+
+
a22
2
cos(2ω2t) + a1a2cos((ω1 + ω2)t) + a1a2cos((ω1 − ω2)t) (34)
Тогда множество частот Λ, на которых следует вести расчет:
Λ = {ω1, ω2, |ω1 − ω2|, ω1 + ω2, 2ω1, 2ω2}, (35)
Как видно из (34), компоненты Фурье вектора i(v(t)) не зависят от
ω1, ω2, а зависят лишь от коэффициентов вектора v(t). Это значит, что
изменение ω1, ω2 не повлияет на коэффициенты Фурье i(t). Единствое, что
изменится при этом, — сам вид сигналов v(t) и i(v(t)). В этом случае,
можно заменить ω1, ω2 на:
ω1 → 2λ0, ω2 → 3λ0, (36)
где λ0 > 0 — искусственная частота.
Тогда вектор i(v(t)) из (34) будет иметь те же коэффициенты, но
зависеть от одной базовой частоты:
i(v(t)) =
1
2
(a21 + a
2
2) + a1cos(2λ0t) + a2cos(3λ0t) +
a21
2
cos(4λ0t)+
+
a22
2
cos(6λ0t) + a1a2cos(5λ0t) + a1a2cos(λ0t) (35)
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Подобная техника позволяет использовать алгоритм однотонного гар-
монического баланса из Главы 1 с небольшими изменениями. Изменения
касаются матрицы Ω из системы (9). Так как она относится к вектору за-
рядов q(v(t)), ей необходимо зависеть от исходных частот. Следовательно,
если даны две фундаментальные частоты ω1, ω2 с кратностями K1, K2, то
Ω принимает вид:
Ω =
j2pi((−K1)f1 + (−K2)f2)In . . .
j2pi(K1f1 +K2f2)In
 . (36)
Для использования этого метода следует определить функцию отоб-
ражения исходных частот в искусственные. Для этого необходимо сначала
определить усеченную дискретизацию исходного спектра, так как расчет
теперь ведется на нескольких тонах [30, 31]. Далее будут рассмотрены две
популярных техники усеченной дискретизации спектра: прямоугольная и
алмазная.
2.2.1. Прямоугольная дискретизация частот
Прямоугольное усечение — более простая техника дискретизации. В
двумерном случае ее схема представляется частотами λ:
λ = |k1ω1 + k2ω2|, (37)
где k1 и k2 удовлетворяют условиям:
(0 ≤ k1 ≤ K1, |k2| ≤ K2), (k1 6= 0 if k2 < 0), (38)
Формально множество из усеченных частот ΛM можно представить
из (37)-(38) (Рис. 1):
ΛM = {λ : λ = |k1ω1 + k2ω2| k1, k2 ∈ Z
(0 ≤ k1 ≤ K1, |k2| ≤ K2), (k1 6= 0 if k2 < 0)}, (39)
где M — число ненулевых частот, можно вычислить по формуле:
M =
1
2
((2K1 + 1)(2K2 + 1)− 1). (40)
19
K1
−5
−4
−3
−2
−1
0
1
2
3
4
5
−5 −4 −3 −2 −1 0 1 2 3 4 5K2
Рис. 1: Прямоугольное усечение с K1 = 3, K2 = 4
Преобразование этого спектра в искусственный спектр с базовой ча-
стотой λ0. Для двумерного случая формулы примут вид:
ω1 → λ0, ω2 → (1 + 2K1)λ0. (41)
Таким образом, остальные элементы из (39) будут представлены в
виде:
|k1ω1 + k2ω2| → |k1 + k2(1 + 2K1)|λ0. (42)
Особенность этой техники в том, что она также просто распространя-
ется на многомерный случай. Пусть имеется d базовых частот ω1, ω2, . . . , ωd
c кратностями K1, K2, . . . , Kd. Тогда отображение можно представить в ви-
де:
ω1 → λ1
ω2 → λ2
...
ωd → λd
, (43)
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где λ1 — искусственная частота, а λi определяются:
λ2 → (1 + 2K1)λ1
λ3 → (1 + 2K2)λ2
...
λd → (1 + 2Kd−1)λd−1
, (44)
Отношения между исходным и новым спектром определяются по
формуле:
k =
1
λ1
∣∣∣∣ d∑
l=1
klωl
∣∣∣∣ (45)
2.2.2. Алмазная дискретизация частот
Алмазное усечение предоставляет лучший выбор смешанных частот.
Оно определяется установкой максимального числа интермодуляции K.
Для двумерного случая алмазная дискретизация принимает вид (Рис. 2):
ΛM = {λ : λ = |k1ω1 + k2ω2| k1, k2 ∈ Z
(0 ≤ |k1|+ |k2| ≤ K2, k1 ≥ 0), (k1 6= 0 if k2 < 0)}, (46)
где M определяется по формуле:
M = K2 +K. (47)
Преобразование этого спектра в искусственный с базовой частотой λ0
принимает вид :
ω1 → Kλ0, ω2 → (K + 1)λ0. (48)
Преобразование остальных частот спектра можно получить по фор-
муле:
|k1ω1 + k2ω2| → |k1K + k2(K + 1)|λ0. (49)
Важный недостаток этой дискретизации в том, что так и не было
построено явной формулы для отображения множества с тремя и более
базовыми частотами [26,30].
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Рис. 2: Алмазное усечение с K = 4
2.4. Заключение
Сведение многотоннового гармонического баланса к однотонновому
позволяет использовать уже готовый программный аппарат для работы
с разными схемами без значительных изменений. Техника искусственного
отображения частот предлагает устойчивый алгоритм в случае выполне-
ния необходимых условий. Так как выбор искусственной частоты λ0 про-
извольный, в большинстве вычислений его можно принять λ0 = 1. Выбор
дискретизации обычно предоставляется инженеру.
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Глава 3. Реализация
В предыдущих главах рассказана теоретическая часть гармоническо-
го баланса, как метода нахождения установившихся режимов. В этой главе
рассмотрена возможная реализация этого алгоритма. С помощью блок-
схем показан порядок вызовов функций-этапов метода, а также разные
возможные пути действий на тех или иных шагах.
К сожалению, зачастую недостаточно «книжного» алгоритма для ре-
шения реальных задач. Поэтому приходится изучать и использовать допол-
нительные техники для ускорения не только сходимости метода, но и са-
мих итераций. Это часто приводит к появлению десятков дополнительных
параметров анализа, поэкспериментировав с которыми, можно из быстро
расходящегося процесса получить столь же уверенно и точно считающий
алгоритм. В этой главе также рассмотрены практичные модификации ис-
ходного метода.
3.1. Программная реализация алгоритма
В данной работе реализация алгоритма рассматривается, как добав-
ление инструмента в состав схемотехнического комплекса моделирования.
То есть учитывается наличие необходимых математических библиотек для
расчетов, транслирований схем в уравнения, а также дополнительных ана-
лизов (DC/Transient) для поиска начального приближения.
На Рис. 3 изображена общая блок-схема гармонического баланса.
Она представляет собой адаптацию метода Ньютона для решения системы
нелинейных уравнений. Начинается алгоритм с инициализации. На этом
этапе в алгоритм поступает начальное приближение V (0) и невязка по на-
чальному приближению F (0). Шаг инициализации подробнее будет рас-
смотрен ниже.
Далее начинаются итерации метода Ньютона. На итерации необходи-
мо вычислить матрицы производных системы C,G, так как из них в даль-
нейшем будет формировароваться частотная матрица J для поиска нового
приближения. Расчет решения V (l) на итерации l может проводиться лю-
бым методом, описанным в предыдущих главах. После получения нового
приближения V (l) проводится расчет невязки F (l), и, исходя из величины
ее нормы, решается о дальнейшем продолжении алгоритма. Ниже каждый
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Инициализация HB
Вычисление матриц C,G
Поиск нового приближения
J (l)(V (l+1) − V (l)) = −F (l)
Расчет невязки F (l+1)
Проверка на сходимость
||F (l+1)|| < 
Конец симуляции
Есть
Нет
Рис. 3: Алгоритм HB
этап алгоритма рассмотрится более подробно.
Важную роль в сходимости метода Ньютона играет выбор началь-
ного приближения. При неправильном выборе V0 вероятность сходимости
итераций может быть малой. В задачах схемотехнического моделирования
начальное приближение для гармонического баланса обычно вычисляется
из анализа постоянного тока (DC), либо из анализа переходных процессов
(Transient). DC анализ занимает меньше времени и памяти, но полученное
приближение будет иметь инициализированые значения лишь на нулевой
частоте.
Выполнение анализа переходных процессов является первой итера-
цией PSS, временного метода поиска установившихся режимов. Результат
этой итерации можно использовать и в качестве начального приближения
для гармонического баланса, предварительно преобразовав приближение в
частотный вектор. Тем не менее, сам расчет переходного процесса может
оказаться весьма трудоемким, а, в случае наличия частотных компонентов,
еще и достаточно неточным. Но на сильно нелинейных схемах его резуль-
таты могут существенно приблизить начальное приближение к решению.
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Инициализация
Получение началь-
ного приближения
V (0) (DC / Transient)
Расчет невязки F (0)
Проверка на сходимость
||F (0)|| < 
Конец симуляции Запуск анализа HB
Есть Нет
Рис. 4: Инициализация HB
Гармонический баланс с использованием транзиента называется Transient
Assisted Harmonic Balance (TAHD) и используется в программных пакетах
ADS, MWO.
После получения начального приближения каким-либо из перечис-
ленных выше методов имеет смысл вычислить невязку системы (9) гармо-
нического баланса и проверить, не является ли этот вектор V (0) искомым
решением. Если начальный вектор вычислялся через анализ переходных
процессов, то при незначительном переходном процессе этот вектор и мо-
жет оказаться достаточно точным приближением к решению при преобра-
зовании его в частотную область. В этом случае нет надобности в запуске
самого гармонического баланса.
Блок-схема на Рис. 4 иллюстрирует описанные выше действия перед
итерациями Ньютона в гармоническом балансе. Здесь под «инициализаци-
ей» понимается выполнение всех необходимых операций при транслирова-
нии схемы в уравнения и передачи настроек анализа в расчетный алгоритм.
При расчете невязки Рис. 5 необходимо конвертировать приближе-
ние V (l) во временную область. Переходы в частотную область (и обрат-
но) могут быть сделаны с помощью прямого (обратного) преобразования
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V (l)
Переход во временную
область v(l)(t) = Γ−1V (l)
Расчет векторов
q(v(l)(t)),i(v(l)(t))
Переход в частотную об-
ласть Γq(v(l)(t)),Γi(v(l)(t))
Расчет невязки
F (l) по системе (9)
F (l)
Рис. 5: Расчет невязки
Фурье или (обратного) быстрого преобразования Фурье. Затем, получив
временной вектор v(l)(tm) для определенных моментов времени tm, рас-
считываются вектора зарядов q(v(t)) и токов i(v(t)). Временные матрицы
производных C(v(t)), G(v(t)) имеет смысл вычислить здесь же. Затем век-
тора qm, im отображаются в частотную область, где и происходит расчет
вектора невязки F (l) с использованием вектора входных сигналов Γu(t) и
произведения HV (l) при наличии частотных компонент в схеме.
Решение СЛАУ точным методом требует явного построения матрицы
Якоби системы. Так как матрицы производных C, G к этому моменту уже
должны быть рассчитаны, то на этом шаге алгоритма остается по системе
(14) с учетом (36) для многотоннового анализа вычислить матрицу J (l).
Матрицу Якоби удобно строить поблочно, так как произведение ΓCΓ−1
представляет собой матрицу суммы блоков с соответствующими комплекс-
ными коэффициентами. Стоит отметить, что диагональные блоки J (l) от-
личаются лишь частью ΩΓCΓ−1, то есть засчет коэффициента Ωj, то есть
можно избежать пересуммирования блоков. Затем идет разложение мат-
рицы J (l) (LU, KLU или другим методом), используя которое, и решается
линейная система. Блок-схема на Рис. 6 иллюстрирует порядок решения
точным методами.
На Рис. 7 показан порядок решения СЛАУ с GMRES и предобуслав-
ливанием. Если используется динамический предобуславливатель M , то
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F (l)
Построение мат-
рицы J (l) по (14)
Разложение матрицы J (l)
Решение J (l)∆V (l) = −F (l)
V (l+1)
Рис. 6: Расчет прямым методом
перед началом расчета, его следует обновить на основе уже посчитанных
матриц производных C,G. Затем правая часть уравнения умножается на
M−1 и подается в алгоритм GMRES.
Справа на Рис. 7 показан шаг GMRES, на котором вычисляется новое
направление p(l,k+1). Вычисление происходит по формуле (15), где необхо-
димо использовать отображение вектора p(l,k) во временной области. Затем
полученный вектор умножается на M−1 и результат отправляется возвра-
щается GMRES. Так происходит до сих пор, пока алгоритм не сойдется
или выдаст ошибку из-за превышения числа итераций (повторов).
После получения нового приближения вычисляется новая невязка.
Если ее норма непревышает заданной точности, то алгоритм сошелся, и
F (l)
Если требуется, об-
новляется M−1
Вычисляется предобусловлен-
ный вектор b(l) = M−1(−F (l))
GMRES Matrix Free
M (−1)J (l)∆V (l) = b(l)
V (l+1)
p(l,k)
Отобразить во времен-
ную область Γ(−1)p(l,k)
Вычислить p(l,k+1) по (15)
Применить предобуславли-
ватель p(l,k+1) = M (−1)p(l,k+1)
p(l,k+1)
Рис. 7: Расчет с GMRES слева, умножение матрицы на вектор M (−1)J (l)p(l,k) справа
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последнее полученное приближение считается решением задачи.
3.2. Модификации алгоритма
В предыдущем пункте рассмотрена реализация стандартного гармо-
нического баланса. К сожалению, подобная имплементация метода требу-
ет небольших, но значимых улучшений для работы с сильно нелинейны-
ми компонентами. Ниже предожены модификации гармонического балан-
са, необходимые для построения более быстрого и устойчивого алгорит-
ма. Значимость этих дополнений проверена на практике на ряде нелиней-
ных систем, а также схем большой размерности. Результаты использования
некоторых модификаций показаны в четвертой главе.
3.2.1 Улучшение сходимости
Сходимость метода Ньютона является основной алгоритмической за-
дачей в гармоническом балансе. Нахождение этим методом решения сильно
нелинейных систем остается актуальной проблемой для разных приклад-
ных задач. При поиске установившихся режимов гармоническим балансом
на многих схемах метод Ньютона может разлететься уже на первых ите-
рациях после включения нелинейных элементов. Из-за сильных погрешно-
стей и фактически бесконечной невязки вероятность вернуться к сходимо-
сти близка к нулю.
Для решения этой методы можно использовать модификацию мето-
да Ньютона, в которой новое приближение получается путем неполного
добавления полученного из (11) шага:
V (l+1) = V (l) + λk∆V (l), (50)
где λ ∈ (0; 1] — коэффициент скорости, k — степень уменьшения скорости.
Уменьшение скорости выполняется при условии, что норма получен-
ной невязки больше предыдущей:
||F (l+1)|| > ||F (l)||. (51)
На Рис. 8 представлена блок-схема алгоритма с модифицированным
методом Ньютона. Это модификация позволяет методу Ньютона на каж-
дой новой итерации получать невязку меньше предыдущей, что и сведе-
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Инициализация HB (k = 0)
Вычисление матриц C,G
Вычисление шага
J (l)∆V (l) = −F (l)
Вычисление нового прибли-
жения V (l+1) = V (l) + λk∆V (l)
Расчет невязки F (l+1)
Проверка умень-
шения невязки
||F (l+1)|| > ||F (l)||
Проверка на мин шаг
λk > λ
Уменьшение шага
k = k + 1
Слишком малый шагУвеличение шага
if k 6= 0, k = k − 1
Проверка на сходимость
||F (l+1)|| < 
Конец симуляции
Нет
Нет
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Рис. 8: Алгоритм HB с модифицированным методом Ньютона
тельствует о сходимости. Но стоит учитывать, что скорость сходимости
может сильно уменьшиться при неправильном выборе λ. По результатам
экспериментов предлагается использовать значения в промежутке [0.2, 0.5].
Также необходимо определить величину наименьшего шага λ, прохожде-
ние λk < λ которого будет сведетельствовать о невозможности дальней-
шего уменьшения невязки. В этом случае придется применять другие мо-
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дификации.
3.2.2 Переиспользование матрицы Якоби
Ускорение сходимости метода Ньютона — безусловно важная задача.
Однако, не стоит забывать, что скорость работы алгоритма определяет-
ся не одним числом итераций, а также и количеством операций на каждой
итерации. При поиске решения с использованием точных методов наиболее
затратными шагами являются построение матрицы Якоби и ее разложе-
ние O(NM 3). Чтобы попытаться уменьшить число затратных разложений,
предлагается на некоторых итерациях не пересчитывать матрицу Якоби.
Правило переиспользования матрицы должно основываться на зада-
чи сходимости метода Ньютона. Пусть новый параметр J ∈ (0, 1) означает
порог минимального относительного изменения нормы новой невязки по
отношению к предыдущей. Тогда для переиспользования матрицы Якоби
должно выполняться правило:
||F (l)|| − ||F (l+1)||
||F (l)|| > J . (52)
Выполнение (52) означает удовлетворительную скорость изменения
нормы от итерации к итерации. При нарушении этого условия матрица
Якоби переформируется и заново вычисляется приближение и соответству-
ющая ему невязка.
3.2.3 Блочно-диагональная матрица Якоби
Аналогичный алгоритм можно применить и для использования блочно-
диагональной матрицы Якоби. Особенность этой техники заключается в
том, что задача поиска нового приближения разбивается по независимым
блокам матрицы J (l), что позволяет избежать формирования матрицы и
решать системы отдельно друг от друга.
Если полученное решение удовлетворяет (52), то можно дальше ис-
пользовать диагональную матрицу. Иначе, необходимо пересчитать пол-
ную матрицу J (l) и получить новое приближение. Подобная модификация
подходит для решения на слабо нелинейной системе. На линейной систе-
ме GMRES с частотным предобуславливателем (17) полностью сводится к
этому дополнению.
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3.2.4. Пошаговое изменение источников
Пошаговое изменение источников применяется в том случае, когда
гармонический баланс с модификациями, описанными выше, не способен
найти установившийся режим с нужной точностью. Смысл этой техники
заключается в постепенном уменьшении влияния входных сигналов на схе-
му. Если алгоритм сходится на более слабых сигналах, то полученное при-
ближение можно использовать в качестве начального приближения в ис-
ходной задаче.
Подготовка
(DC/TRAN), α = 1
Запуск HB
Сходимость
Проверка коэф-
фициента α = 1
Уменьшить вход-
ные сигналы на α
Увеличить вход-
ные сигналы на α
Конец симуляции
Есть
Нет
Есть
Нет
Рис. 9: Пошаговое изменение источников
На Рис. 9 показана блок-схема использования пошагового изменения
источников. Изменять коэффициент α можно по-разному. Рекомендуется
определить шаг h и уменьшать коэффициент α = α− h. Если на каком-то
шаге α алгоритм смог сойтись, но на α+h ответ не найден, то можно умень-
шить шаг вдвое и попытаться искать решение на шаге с коэффициентом
α+
h
2
. Этот процесс можно продолжать, пока шаг изменения коэффициен-
та не станет слишком малым. Даже если алгоритм не сходится, подобная
информация также может помочь при анализе схемы.
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3.2.5. Передискретизация
Данная техника позволяет получить более подробную информацию
о схеме во временной области. Ее суть заключается в использовании боль-
шего количества временных отсчетов, чем необходимых для проведения
преобразования Фурье.
Пусть в гармоническом балансе число запрашиваемых частот K = 5
с учетом DC. Для получения информации по ним достаточно брать число
временных отсчетов M = 8. Но если входной сигнал, к примеру, имеет
пульсирующую форму, то может понадобиться больше точек для полу-
чения достаточно подробной информации об его воздействии на схему, не
увеличивая при этом сложность задачи. В этом случае, можно попробовать
работать сM = 16 и тем же числом частотK = 5. Тогда при обратном пре-
образовании Фурье во временную область часть временных отчетов будут
интерполированы.
Подобная техника может быть полезна в случае, когда запрашивае-
мое число частот K слишком мало, а на вход подаются сигналы сложной
формы.
3.3. Параллельные вычисления
Гармонический баланс увеличивает размерность исходной системы в
2K раз, где K — число частот. С учетом передискретизации построение
матрицы для точного метода или прямое использование матриц производ-
ных (Ci, Gi) для GMRES сложность системы увеличивается в M раз, где
M — число временных отсчетов. Это мотивирует использовать параллель-
ные или распределенные вычисления для решения задачи гармонического
баланса [32–36].
Основные рассмотренные в первой главе методы для решения СЛАУ
позволяют проводить часть вычислений независимо: у блочных точных ме-
тодов — разложение диагональных блоков, у GMRES — операции умноже-
ний блоков на вектора и сложение векторов. Для реализации этих возмож-
ностей были использованые две технологии: OpenMP и CUDA. Результаты
их применения на схемах представлены в четвертой главе.
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Рис. 10: Расширения OpenMP
3.3.1. OpenMP
OpenMP — стандарт для распараллеливания программ на C, C++,
Fortran. Предназначен для программирования многопоточных приложений
на многопроцессорных системах с общей памятью. Основная особенность
OpenMP заключается в том, что реализация многопоточности проходит с
помощью директив компилятора, что позволяет быстро распараллеливать
уже написанный однопоточный рабочий код без изменений его структуры.
OpenMP предоставляет набор инструментов для создания потоков,
распределения работы и данных между ними, синхронизации и изменения
параметров параллелизма в процессе выполнения программы (Рис. 10).
Также у него есть свой планировщик, отслеживающий и распределяющий
нагрузку по потокам.
В алгоритме гармонического баланса OpenMP можно использовать
для трех часто встречающихся операций среди всех методов: разложение
диагональных блоков матрицы Якоби, умножение временных матриц Ci, Gi
на вектора и сложения векторов. OpenMP полезен при большом числе за-
прашиваемых коэффициентов и временных отсчетовM . Однако, при рабо-
те на схемах с исходными матрицами системы большой размерности более
значительное ускорение можно получить, используя графические процес-
соры.
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Рис. 11: Программная модель CUDA
3.3.2. CUDA
CUDA — это программно-аппаратная архитектура параллельных вы-
числений от NVIDIA для увеличения производительности с помощью гра-
фических процессоров. CUDA API основан на Си с некоторыми ограни-
чениями. Поддержка таких операций, как создание потоков и аллокация
памяти, позволяет разработчикам использовать все возможности паралле-
лизма на видеокартах.
В программной модели CUDA потоки сгруппированы в блоки, а бло-
ки — в сетки (Рис. 11). Разные распределения нагрузки на эту структуру
дают разную производительность. CUDA предполагает, что CPU и GPU
имеют разделенную память. Для каждого блока разделяемая память явля-
ется доступной всем потокам из этого блока, а глобальная память доступна
всем потокам из всех блоков.
В CUDA большинство аппаратных функций вызываются хостом асин-
хронно. Поэтому введены потоки задач, позволяющие разделять алгоритм
на независимые подалгоритмы, и методы синхронизации, как между пото-
ками, так и между GPU и хостом.
В данной работе CUDA использовалась для ускорения операций умно-
жения матрицы на вектор и сложения векторов с умножением на комплекс-
ный коэффициент. Данные операции необходимы для нахождения нового
направления в GMRES и являются основными в гармоническом балансе
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F (l)
Копировать вектора зна-
чений Ci, Gi на GPU
Если требуется, обновляется
M−1 и копируется на GPU
Вычисляется предобусловлен-
ный вектор b(l) = M−1(−F (l))
CUDA GMRES Matrix
Free M (−1)J (l)∆V (l) = b(l)
V (l+1)
p(l,k)
Отобразить во времен-
ную область Γ(−1)p(l,k)
Копировать Γ(−1)p(l,k) на GPU
Вычислить p(l,k+1) по (15)
с использованием GPU
Применить предобуславли-
ватель p(l,k+1) = M (−1)p(l,k+1)
(с использованием
GPU, если требуется)
Копировать p(l,k+1) на хост
p(l,k+1)
Рис. 12: Расчет с GMRES+CUDA слева, умножение матрицы на вектор M (−1)J (l)p(l,k)
справа
при решении с помощью итерационного алгоритма.
Для реализации операции умножения матрицы на вектор использова-
лась библиотека cusparse. На Рис. 12 показан вариант реализации GMRES
с использованием CUDA. Значения временных матриц производных Ci, Gi
копируются на GPU перед очередным использованием GMRES для реше-
ния СЛАУ. Так как структуры матриц Ci, i ∈ [1,M ] и Gi, i ∈ [1,M ] имеют
одинаковые формы, то вне зависимости от выбранного хранения разрежен-
ных матриц отдельно хранятся лишь вектора ненулевых значений матриц,
тогда как вектора, определяющие структуры матриц, общие для всех мат-
риц Ci и всех матриц Gi соответственно. Операцию умножения вектора на
разложение блоков предобуславливателя можно также перенести на GPU,
так как она тоже используется при каждом вычислении нового направле-
ния. Однако, в этом случае надо учитывать память видеокарты, так как
при плохом разложении эти блоки могут иметь достаточно большое число
ненулевых элементов.
Вариантов реализации GMRES на CUDA для гармонического балан-
са может быть много. При этом надо учитывать технические параметры
используемых видеокарт и размерность схем, на которых они будут при-
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меняться. На задачах малой размерности использование видеокарт может
не принести прироста производительности, а в некоторых случаях и значи-
тельно замедлить программу. Тем не менее, при моделировании масштаб-
ных электросетей использование видеокарт и сопроцессоров может прине-
сти многократный прирост в скорости работы алгоритма.
3.4. Заключение
В этой главе с помощью блок-схем была описана возможная реали-
зация гармонического баланса. Затем был предложен ряд модификаций,
только с использованием которых этот алгоритм будет приносить результат
при решении реальных прикладных задач. Подобные модификации значи-
тельно ускоряют работу алгоритма в целом и обеспечивают ему большую
устойчивость. Существуют также часть специализированных методов для
улучшения сходимости, основанных на физическом понимании самой схе-
мы, но в данной работе они не рассматриваются.
Дополнения параллелизма могут быть полезны, как на схемах сред-
ней размерности (OpenMP), так и на огромных системах (OpenMP+ CUDA).
Для работы с масштабными электросетями также можно использовать и
кластерные возможности [33, 34] при наличии доступа к подобным аппа-
ратам. Для работы с ними пригодятся как рассмотренные технологии, так
и другие, например, MPI для передачи данных между нодами кластера и
OpenACC для использования кода как центральным, так и графическим
процессором [35,36].
Количество ресурсов необходимых для наиболее эффективного рас-
чета гармонического баланса зависит от размера задачи и сложности схе-
мы, поэтому обычно определяется самим пользователем.
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Глава 4. Эксперименты
В этой главе рассказано о проведенных экспериментах с алгоритма-
ми, описанными в предыдущих главах. Целью этих экспериментов явля-
ется проверка значимости модификаций алгоритма для ускорения работы
гармонического баланса.
4.1. Сравнение методов
В таблице 1 показано сравнение методов решения СЛАУ на нели-
нейной схеме небольшой размерности N = 16 при большом числе частот
K = 61. В этом эксперименте не используются никакие рассмотренные
ускорения для метода Ньютона с прямым методом. Вычисления всеми ме-
тодами однопоточные.
метод время N итер.
LU 68.04 58
GMRES 11.54 12
GMRES + Mf 0.225 12
GMRES + Mt 0.3 12
Таблица 1: Диодная схема. Размерность 16, число частот 61.
Наблюдается значительное преимущество GMRES с предобуславли-
ванием. Сами предобуславливатели Mf и Mt показывают на этой схеме
примерно одинаковые результаты. Для этого эксперимента использовались
постоянные предобуславливатели. По результатам эксперимента можно пред-
положить, что при большом числе частот на небольших схемах GMRES
работает эффективнее, чем базовый LU алгоритм. Также показывается
сначительный прирост скорости в сходимости GMRES при использовании
предобуславливателей.
К сожалению, для схем большой размерности большую трудность со-
ставляет правильный подбор параметров алгоритма GMRES (размер под-
пространств Крылова и точность вычислений). В некоторых случаях их
легче решить с помощью прямых блочных алгоритмов. Поэтому ускорение
прямых методов является весьма важной задачей.
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4.2. Ускорение модификациями
Переиспользование матрицы Якоби является весьма важным допол-
нением к гармоническому балансу. В таблице 2 приведены примеры зна-
чительного ускорения на реальных схемах с использованием данного алго-
ритма.
тип схемы размерность время N итер.
diode mixer 33 * 25 24.395 / 5.114 57 / 163
diode mixer 27 * 61 31.726 / 6.626 67 / 120
npn mixer 38 * 25 66.1398 / 17.811 122 / 171
Таблица 2: Решение прямым методом: без переиспользования матрицы Якоби / с пе-
реиспользованием.
Как видно по таблице, эта модификация существенно увеличивает
число итераций метода Ньютона. Тем не менее, большинство этих итера-
ций не пересчитывают матрицу Якоби и, следовательно, не проводят раз-
ложение матрицы.
Использование диагональной матрицы Якоби особенно полезно, если
система имеет слабую нелинейность. При построение полной матрицы Яко-
би на линейной схеме могут добавиться ненулевые элементы ввиду вычис-
лительной погрешности. Так как отсутствие нелинейных компонент схемы
можно увидеть еще на этапе трансляции схемы в уравнения, то такие слу-
чаи можно автоматически обрабатывать, используя диагональную матри-
цу Якоби в качестве прямого метода решения. Более того, такую матрицу
не надо явно строить, а блоки можно раскладывать независимо друг от
друга, что позволяет существенно сократить затраты на время и память,
при этом увеличив точность вычислений.
В таблице 3 показано значение проверки линейности системы для
использования диагональной матрицы.
метод время N итер.
BLU 15.32 1
BLU + Diag J 1.04 1
Таблица 3: Линия передачи. Размерность 6004, число частот 15.
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Рис. 13: Поиск нового направления в GMRES: N = 44923, K = 64
4.3. Параллельные вычисления
На схемах большой размерности проводились эксперименты с па-
раллельными вычислениями. OpenMP тестировался на процессоре Intel(R)
Xeon(R) CPU E5-2690 v4 @ 2.60GHz. В качестве GPU для CUDA исполь-
зовалась NVIDIA Quadro P6000.
Больший интерес при анализе гигантских схем вызывает итерацион-
ный алгоритм GMRES, так как он предоставляет больший контроль над
потреблением памяти, что является важным свойством в этой задаче.
На рис. 13 представлены результаты проведения экспериментов по
ускорению операции вычисления нового приближения (15) в алгоритме
GMRES для системы размерности N = 44923 и числа частот K = 64.
На восьми потоках OpenMP получено пятикратное ускорение этой опе-
рации. Использование CUDA без OpenMP дало 2.5x ускорение. Потоки
OpenMP занимались накидыванием задач в асинхронные CUDA streams.
При использовании восьми потоков задач CUDA на данной схеме получено
3.1x ускорение по отношению к GPU с одним CUDA stream. Увеличение
скорости при увеличении потоков задач свидетельствует о недостаточной
нагрузке видеокарты одной задачей.
Эксперементы со схемой с размерностьюN = 127565 и числом частот
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K = 64 показаны на рис. 14. С помощью восьми потоков OpenMP получено
5.2x ускорение. Использование CUDA и восьми потоков задач дало более
чем восьми кратное ускорение по отношению к версии без ускорений.
Рис. 14: Поиск нового направления в GMRES: N = 127565, K = 64
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Заключение
В данной работе проведено научное исследование для реализации
анализа электрических схем методом многотоннового гармонического ба-
ланса как инструмента пакета схемотехнического моделирования. Для ре-
шения задачи использовались как прямые, так и итерационные алгоритмы.
Проведен анализ предобуславливателей для ускорения сходимости алго-
ритма GMRES. Показано сведение задачи многотоннового гармонического
баланса к однотонновому. Предложены модификации стандартного алго-
ритма для создания более гибкого и быстрого инструмента анализа схем.
Проведены эксперименты с технологиями параллельных вычислений для
ускорения работы метода гармонического баланса на схемах большой раз-
мерности. Проведены эксперименты, показывающие значимость подобных
дополнений.
В анализе методом гармонического баланса все еще есть множество
проблем и предметов для исследования. На практике встречаются схемы,
из-за плохой обусловленности которых разложение блоков предобуславли-
вателей, представленнных в статье, добавляет большую погрешность при
поиске нового приближения итерационным алгоритмом. Алгоритм требу-
ет дополнений и улучшений для работы с осцилляторами. Также тяжелой
задачей является правильный подбор параметров метода гармонического
баланса для устойчивой сходимости метода Ньютона, эффективного раз-
ложения матриц прямыми методами и быстрой сходимости итерационных
алгоритмов.
Все эти проблемы оставляют метод гармонического баланса актуаль-
ной задачей и порождают дальнейшие исследования в этой предметной
области.
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