Abstract-The relative entropy is the basic concept underlying various information measures like entropy, conditional entropy and mutual information. Here, we discuss how to make use of variational formulas for measured relative entropy and quantum relative entropy for understanding the additivity properties of various entropic quantities that appear in quantum information theory. In particular, we show that certain lower bounds on quantum conditional mutual information are superadditive.
I. QUANTUM RELATIVE ENTROPIES
For a positive measure Q on a finite set X and a probability measure P on X that is absolutely continuous with respect to Q, denoted P Q, the relative entropy or Kullback-Leibler divergence [1] is defined as
where we understand P (x) log
Q(x) = 0 whenever P (x) = 0. By continuity we define it as +∞ if P Q. (We use log to denote the natural logarithm.) More generally, for α ∈ (1, ∞) we define the Rényi divergence [2] as
if P Q and as +∞ if P Q. For α ∈ (0, 1) it diverges to +∞ only when P and Q are orthogonal. It is well known that the Rényi divergence converges to the Kullback-Leibler divergence when α → 1 and we thus set D ≡ D 1 .
A thorough understanding of quantum generalizations of the relative entropy is of preeminent importance in quantum information theory. Let us denote the set of positive semidefinite operators acting on a finite-dimensional Hilbert space by P and the subset of density operators (with unit trace) by S. For ρ ∈ S and σ ∈ P, the measured relative entropy is defined as [3] , [4] , [5] , D M (ρ σ) := sup (X ,M ) D P ρ,M P σ,M , where the optimization is over finite sets X and positive operator valued measures (POVMs) M on X , and P ρ,M (x) = tr[M (x)ρ]. For ρ ∈ S and σ ∈ P non-zero, the following identity holds [6] , [7] ,
The measured Rényi relative entropy for α ∈ (0, 1)
The following identities hold [7] :
The last two expressions are a generalization of Alberti's theorem [8] for the fidelity (which corresponds to α = 1/2) to general α ∈ (0, 1) ∪ (1, ∞). Since the Rényi divergences are uniformly continuous in α around one we also get for the
. In contrast to these measured quantities Umegaki's quantum relative entropy [9] is given as D(ρ σ) := tr ρ(log ρ−log σ) if σ ρ. We recall Petz' variation expression [10] ,
We have [4] , [7] , D M (ρ σ) ≤ D(ρ σ) with equality iff [ρ, σ] = 0. More generally, the sandwiched Rényi relative entropy of order α ∈ (0, 1) ∪ (1, ∞) is defined as [11] , [12] ,
where the same considerations about finiteness as for the measured Rényi relative entropy apply. We also consider the limits α → ∞ and α → 1 of the above expression for which we have [11] , D ∞ (ρ σ) = inf {λ ∈ R|ρ ≤ exp(λ)σ} and D 1 (ρ σ) = D(ρ σ), respectively. We recall the following variational expression [13] ,
where the first formula is valid for α ∈ (0, 1) and the second one for α ∈ (1, ∞).
II. SOME OPTIMIZATION PROBLEMS IN QUANTUM INFORMATION
The variational characterization of the relative entropy (6), the sandwiched Rényi relative entropy (9) , and their measured counterparts (3) and (5), turn out to be useful for deriving properties of various entropic quantities that appear in quantum information theory. Here, we are interested in operational quantities of the form
where D(· ·) stands for any relative entropy, measured relative entropy, or Rényi variant thereof, and C denotes some convex, compact set of states. For Umegaki's relative entropy D ≡ D, prominent examples for C include the set of
• separable states, giving rise to the relative entropy of entanglement [14] .
• positive partial transpose states, leading to the Rains bound on entanglement distillation [15] .
• non-distillable states, leading to bounds on entanglement distillation [16] .
• quantum Markov states, leading to insights about the robustness properties of these states [17] .
• locally recoverable states, leading to bounds on the quantum conditional mutual information [18] , [19] , [20] .
• k-extendible states, leading to bounds on squashed entanglement [21] .
Other examples are conditional Rényi entropies which are defined by optimizing the sandwiched Rényi relative entropy over a convex set of product states with a fixed marginal, see, e.g., [22] . A central question is what properties of the underlying relative entropy D translate to properties of the induced measure M(·). For example, all the relative entropies discussed in this paper are superadditive on tensor product states in the sense that
We might then ask if we also have
To study questions like this we propose to make use of the variational characterizations of the form
where we made use of Sion's minimax theorem [23] for the last equality. We note that the conditions of the minimax theorem are fulfilled for all relative entropies discussed in this paper. The minimization over σ ∈ C then often simplifies and is a convex or even semidefinite optimization. 1 We can then use strong duality of convex optimization to rewrite this minimization as a maximization problem [24] , min σ∈C f (ρ, σ, ω) = maxσ ∈Cf (ρ,σ, ω). This leads to the expression
which, in contrast to the definition of M(ρ) in (10), only involves maximizations. This often gives useful insights about M(ρ). As an example, let us come back to the question of superadditivity raised in (13) . We want to argue that the following two conditions onf andC imply superadditivity. First, we need that the functionf is superadditive itself, i.e. we require thatf
. And second, we require that the setsC are closed under tensor products in the sense thatσ 1 ∈C 1 and σ 2 ∈C 2 imply thatσ 1 ⊗σ 2 ∈C 12 . Using these two properties, we deduce that
Hence, the inequalities also holds true if we maximize over these variables, implying superadditivity.
III. RELATIVE ENTROPY OF RECOVERY In the following we denote multipartite quantum systems using capital letters, e.g., A, B, C. The set of density operators on A and B is then denoted S(AB), for example. We also use these letters as subscripts to indicate which systems operators act on.
As a concrete application, we study the additivity properties of the relative entropy of recovery defined as [20] , [19] , [25] 
where the infimum is taken over all trace-preserving completely positive maps Γ E→D . One motivation for studying the additivity properties of the relative entropy of recovery is the study of lower bounds on the quantum conditional mutual information and strengthenings of the data-processing inequality for the relative entropy [18] , [20] , [26] , [27] , [28] , [29] , [30] , [31] . In particular, [20, Prop. 3] shows that
where the systems are understood as D = BC and E = B. To obtain a lower bound that does not involve limits, the authors of [20] use a Finetti-type theorem to show that
with the measured relative entropy of recovery defined as [20] (see also [19, Rmk. 6] ),
This gives an interpretation for the conditional mutual information in terms of recoverability. The measured relative entropy is superadditive and if this property would translate to D
M,rec
we would get an alternative proof for the step (19) . Using the variational expression for the measured relative entropy (3) together with strong duality for semidefinite programming, we find the following alternative characterization for D M,rec .
Lemma 1. Let ρ AD ∈ S(AD) and σ AE ∈ S(AE) with σ A > 0, and let σ AEF be a purification of σ AE . Then, we have
Proof. We write
where we denote by Ψ AE:F the (unnormalized) maximally entangled state between AE : F in the Schmidt decomposition of σ AEF . With this we define the Choi-Jamiołkowski state (unnormalized) of the map Γ E→D as
where Π σ AF denotes the projector onto the support of σ AF . Hence, we can write
and thus we can express the optimization problem for Γ E→D in terms of the Choi-Jamiołkowski state in (23) . Together with the variational characterization of the measured relative entropy (3) we find
where Rec(σ AE ) := {τ ADF ≥ 0, τ AF = Π σ AF }. We now apply Sion's minimax theorem [23] to exchange the minimum with the supremum. The theorem is applicable as Rec(σ AE ) is convex and compact and {ω AD > 0} is convex. Moreover, as the logarithm is operator concave, the function
is concave for any fixed τ ADF . Finally, for any fixed R AD , the function being optimized is linear on τ ADF . As a result,
Now for a fixed R AD > 0, the inner maximization is a semidefinite program for which we can write the following programs, maximize:
minimize:
As the primal problem is strictly feasible, Slater's condition (see, e.g., [24] ) is satisfied and we have strong duality. This leads to the following expression for D M,rec (ρ AD σ AE ): 
where we used the inequality log x ≤ x−1 and that tr[ρ AD ] = 1.
This readily implies that D M,rec is indeed superadditive.
Proof. Given feasible operators R AD , S AF for the quantity
Here, we used that A ≥ B =⇒ M ⊗ A ≥ M ⊗ B for M ≥ 0, which holds since taking the tensor product with M is a positive map. Moreover, we have tr (
Taking the supremum over feasible (R AD , S AF ) and (R A D , S A F ), we get the claimed superadditivity.
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Now, if the relative entropy of recovery would be superadditive we could strengthen (19) to
This together with (18) would lead to a stronger lower bound on the conditional mutual information. Using strong duality for convex programming we can write D rec in a dual form similar to Lemma 1.
Lemma 3. Let ρ AD ∈ S(AD) and σ AE ∈ S(AE) with σ A > 0, and let σ AEF be a purification of σ AE . Then, we have
where R AD is not normalized and the measured relative entropy term is in general negative.
We provide a proof based on strong duality for convex programming in the full version [7] . The expression (36) is to be compared to our variational expression for the measured relative entropy of recovery from Lemma 1, which has the same constraints and whose objective function can be written as tr[ρ AD log ρ AD ] − D(ρ AD R AD ). Unfortunately, we can not solve the open additivity question for the relative entropy of recovery using the variational expression from Lemma 3. However, we note that the argument flipped relative entropy of recoveryD
Proposition 4. Let ρ AD ∈ S(AD) and σ AE ∈ S(AE) with ρ A > 0, and let σ AEF be a purification of σ AE . Then,
We provide a proof based on strong duality for convex programming in the full version [7] .
IV. RÉNYI RELATIVE ENTROPY OF RECOVERY
As a generalization of the measured relative entropy of recovery (20) we define the measured Rényi relative entropy of recovery for α ∈ (1, ∞) as (see also [19, Rmk. 6] 
and analogously for α ∈ (0, 1) with
Using the variational expressions for the measured Rényi relative entropy (5) together with strong duality for semidefinite programming, we find the following alternative characterization for Q M,rec α .
Lemma 5. Let ρ AD ∈ S(AD) and σ AE ∈ S(AE) with σ A > 0, and let σ AEF be a purification of σ AE . For α ∈ [
Similar dual formulas hold for α ∈ (0,
Using the variational formula (5), we get from Sion's minimax theorem [23] that
The set Rec(σ AE ) is convex and compact and {R AD > 0} is convex. Moreover, the function R AD → α tr ρ AD R . Finally, for a fixed R AD , the function being optimized is linear on τ ADF . As in (28) we then look at the convex dual of max τ ADF ∈Rec(σ AE ) tr τ ADF √ σ AF R AD √ σ AF , and find
Invoking the arithmetic-geometric mean inequality establishes the claim.
Using this we find that the measured Rényi entropy of recovery is superadditive for all Rényi parameters.
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Analogously, (17) is generalized to the Rényi relative entropy of recovery as (see also [19, Rmk. 6] 
Q α (ρ AD (I A ⊗ Γ E→D )(σ AE )) for α ∈ (0, 1).
(45)
Now, for the special case of α = 1/2, the sandwiched Rényi relative entropy is equal to the negative logarithm of the fidelity and as the measured fidelity is the same as the fidelity (see, e.g., [32, Sec. 3.3] ). That is, we have Q M 1/2 = Q 1/2 as well as Q rec 1/2 = Q M,rec 1/2 . The same holds true at α → ∞ [33] . As such Proposition 6 can be seen as a generalization of the multiplicativity of the fidelity of recovery [19] that was derived by two of the authors [26] . Finally, since the Rényi divergences are uniformly continuous in α around one, we recover the superadditivity of the measured relative entropy of recovery (Proposition 2) in the limit α → 1.
V. CONCLUSION
Using variational characterizations of relative entropy we have shown that the measured Rényi relative entropy of recovery is superadditive for all α > 0. It would be desirable to extend this to the sandwiched Rényi relative entropy of recovery, including the relative entropy of recovery corresponding to α = 1. However, for this case we only have preliminary numerics indicating that they are not additive. Finally, it would also be interesting to use variational characterizations for relative entropy for studying the operational entropic quantities mentioned in Section II. This might lead to new applications of measured relative entropy in quantum information theory (see also [34] ).
