In this paper, we first give a constructive proof for the existence of globally exponential attractive set of Chua's system with a smooth nonlinear function. Then, we derive a series of simple algebraic sufficient conditions under which two same type of smooth Chua's systems are globally exponentially synchronized using simple linear feedback controls. Also, as the special cases of chaos synchronization, we consider global tracking and global exponentially tracking of periodic motions, as well as global stabilization and globally exponential stabilization of equilibrium points in smooth Chua's systems. We construct a series of simple, easily applicable feedback control laws. Computer simulation results are presented to verify the theoretical predictions.
Introduction
As is well known, Chua's circuit is the first analog circuit to realize chaos in experiments. The system is described by very simple ordinary differential equations, but can exhibit rich dynamical behaviors such as bifurcation and chaos. Due to its very high potential in applications, many researchers have been attracted to study Chua's circuit (e.g. see [Matsumoto, 1984; Chua et al., 1986; Chua, 1992a Chua, , 1992b Chua, , 1994 Chua et al., 1993b Chua et al., , 1993c Chua et al., , 1995 Pivka et al., 1994] ). According to Tsuneda [2005] , there have been more than 750 papers published so far on the study of Chua's circuit. Chua's circuit has been extensively studied and has become a standard model in chaos research (e.g. see [Chua et al., 1993b [Chua et al., , 1993c [Chua et al., , 1995 ).
In the early 90's of the last century, Pecoron and Carroll [1990, 1991] first used the Lorenz equation to design an analog electronic circuit to experimentally synchronize two chaotic systems. Since then many researchers have extensively investigated chaos synchronization and its possible applications (e.g. see [Chua et al., 1993b [Chua et al., , 1993c Yang & Yang, 1993; Madan, 1993; Suykens & Vandewalle, 1994; Wu & Chua, 1994; Zhang, 1996; Curran & Chua, 1997; Guan et al., 2002; Chen & Lü, 2003; Jiang et al., 2000 Jiang et al., , 2003 Jiang et al., , 2004 Liao et al., 2002; Liao & Chen, 2003a , 2003b Liao et al., 2005a Liao et al., , 2005b ). Chaos synchronization has changed a long-time opinion: Chaos cannot be controlled, nor synchronized.
Although many results have been obtained so far on chaos synchronization, fundamental mathematical theory for chaos synchronization is still developing. Recently, Curran and Chua [1997] first suggested to establish a fundamental mathematical theory to utilize different chaos synchronization methods under the framework of the absolute stability of Lurie control system. Following this idea, the authors and co-workers have also studied chaos synchronization and obtained some results [Liao & Chen, 2003a , 2003b . For Chua's circuit, we have recently found that it can be transformed into a type of Lurie control system, and thus we can apply the theory and methodology of Lurie control system [Liao, 1993 [Liao, , 2001 ] to investigate the property of Chua's circuit. In fact, this has been achieved particularly for chaos synchronization in two same type of nonsmooth Chua's circuit [Liao & Yu, 2005] . Further study of Chua's circuit on other behaviors such as global attractive sets may lead to developing a more advanced theory and methodology in the study of general chaotic systems.
It has been noted that the study on Chua's circuit mainly relies on numerical simulations. Some basic questions, such as the existence of global attractive compact set, are still not answered. For a continuous system to have chaos, two basic conditions are usually considered as sufficient: (1) the system is ultimately bounded (i.e. there exists global attractive compact set); and (2) at least one of the Lyapunov exponents of the system is positive. These two conditions guarantee a continuous system to exhibit chaotic motions. Chua's circuit is extremely sensitive to initial conditions. Computer simulations seem to show that near the Chua chaotic attractor, a small perturbation to the initial condition may cause trajectories to diverge to unbounded. However, this cannot be used as the evidence to disprove the existence of globally attractive compact set in Chua's circuit.
For the original Chua's circuit, the characteristic of Chua's diode is described by a continuous piecewise-linear function with three segments and two nondifferentiable break points. This piecewiselinear function can be easily implemented in experiment using simple electronic devices. However, it should be noted that, strictly speaking, the characteristic of nonlinear devices in real circuits are always smooth. Therefore, it is important to consider Chua's circuit with a smooth nonlinearity.
In this paper, particular attention is given to the smooth Chua's system, which is described by the following differential equations:
where the dot denotes differentiation w.r.t. (with respect to) time t, the nonlinear function g(x) is given by
Here, p > 0, q > 0, a > 1 and b > 0 are all real constants. The reasons for us to choose the above type of nonlinear function g(x) for the Chua's system is mainly because it keeps the same structure and parameters of the original Chua's circuit as much as possible, which merely replaces the piecewise-linear function f (x) of the original Chua's circuit:
(|x + E| − |x − E|). (3)
Also, it is because that many different types of smooth functions used by Tsuneda in studying the smooth Chua's system [Tsuneda, 2005] such as categories C −11 , C 17 , C −7 , C −17 belong to system (1), but not all the types considered by Tsuneda are included in system (1). We hope that an extensive study of system (1) given in this paper will provide a new method, which can be extended to investigate other cases of the smooth Chua's system, the nonsmooth Chua circuit and other chaotic systems. A comparison of the cubic smooth function (2) and the piecewise-linear function (3) is shown in Fig. 1 , where the parameter values are chosen as a = 1.27, b = 0.18, and G a = −1.27, G b = −0.68, E = 1, which are used in [Liao & Yu, 2005] . The figure shows a good matching between the piecewise linear function and the cubic smooth nonlinear function. The rest of the paper is organized as follows. In the next section we present a constructive proof for the existence of globally exponential attractive set of the smooth Chua's system (1). The globally exponent synchronization and global synchronization using linear feedback controls are discussed in Sec. 3. Section 4 is devoted to global tracking and global exponentially tracking of periodic motions, as well as global stabilization and globally exponential stabilization of equilibrium points. In Sec. 5, we discuss globally exponential synchronization with respect to partial state variables. Section 6 presents stabilization of equilibrium points and tracking of periodic solutions, which are treated as special cases of synchronization. Nonsynchronization phenomena are briefly addressed in Sec. 7. Numerical simulation results are presented in Sec. 8, to illustrate the theoretical predictions. Finally, the conclusion is drawn in Sec. 9.
Constructive Proof for the Existence of Globally Exponential Attractive Set and Positive-Invariant Set
A necessary condition for a continuous system to have globally stable periodic solution, quasi-periodic motion and chaos is the existence of globally attractive compact set in the system. However, for classical chaotic systems, only the Lorenz system has been proved to have globally attractive and positive invariant set (e.g. see [Leonov et al., 1987; Leonov, 1988; Liao & Yu, 2005 . No similar results have been obtained for other chaotic systems. In this section, for the chaotic system (1), we first define the concept of globally exponential attractive set, and then give a constructive proof for the globally exponential attractive and positive invariant set. Let X = (x, y, z). 
then system (1) is said to have globally exponential attractive set Ω := {X|V(x) ≤ }.
Definition 2. For the V(X) and defined in Defi-
Then the set Ω := {X|V(X) ≤ } is called globally attractive set of system (1).
then Ω is called positive invariant set of system (1). Theorem 1. System (1) has the following globally exponential attractive and positive invariant set: 
and the negative definite matrix
are respectively the maximum eigenvalues of the positive definite matrix
and 
and
In fact, it is easy to verify that G
From the Schur theorem, or Liao [2003, p. 41, Theorem 2.3 .1] one can show that G − 1 < 0 if and only if − < 0, and
(the above two inequalities are automatically satisfied when 0 < 1), 
and obtain
Therefore, when
, differentiating V w.r.t. time t along the solution of system (1) yields which implies that when
the following inequality
holds
is exponentially decreasing and ultimately enters into the region
b is the globally attractive region of x.
}. We now want to consider the globally exponential attractive set for y and z. Let
Then, G Since x 2 ≤ x 2 0 , we can construct, for the second and third equations of (1), the radially unbounded and positive definite Lyapunov function about y and z:
and then dW dt
where η is chosen such that
we have the following estimation:
Hence, y and z are exponentially decreasing and ultimately enter into the attractive region 
Combining the results obtained in (ii) and (iii) indicates that the conclusion of Theorem 1 is true. The proof is complete.
The geometric meaning of Theorem 1 is illustrated in Fig. 2. 
Globally Exponent Synchronization of Two Smooth Chua's Systems
In this section, we consider globally exponential synchronization of two smooth Chua's systems. Suppose that the transmit system iṡ
and the response system is described bẏ
where the subscripts d and r denote the transmitter and response systems, respectively, u i 's are feedback controls, which are linear functions satisfying u i (0, 0, 0) = 0, i = 1, 2, 3. Letting
yields the following error system:
y , e z ), e y = e x − e y + e z − u 2 (e x , e y , e z ), (14) e z = −qe y − u 3 (e x , e y , e z ). Now, let us consider the relation of the system (14) and Lurie control system. First, assume that
This is a standard function in Lurie control system. Therefore, we can apply the absolute stability theory of Lurie control system to study the globally asymptotic stability of the zero solution of the error system (14).
∈ F ∞ , the zero solution of the error system (14) is globally exponentially stable, then the zero solution of (14) is said to be absolutely stable, and the two systems (12) and (13) are said to be globally exponentially synchronized.
Since f (e x ) ∈ F ∞ , the necessary conditions for the Lurie system without controls (i.e. u i = 0, i = 1, 2, 3) being absolutely stable are (i) the eigenvalues of the linear part of the coefficient matrix of the system has no positive real parts, i.e.
Re λ(A 1 ) ≤ 0 where
It is easy to verify that when u 1 = u 2 = u 3 = 0, the first necessary condition is not satisfied. Thus, without feedback controls, two same type of smooth Chua's systems cannot be synchronized. Next, we wish to investigate how to add control laws as simple as possible such that the zero solution of the error system (14) is absolutely exponentially stable, and thus the two chaotic systems (12) and (13) are synchronized.
Theorem 2. In the response system (13), take the following simplest feedback control laws:
Then, the zero solution of (14) is globally exponentially stable, and thus the two systems (12) and (13) are globally exponentially synchronized. Proof. Choose 0 < 1 such that
Then, we construct the radially unbounded and positive definite Lyapunov function:
Since
The equality (17) implies that the zero solution of system (14) is absolutely exponentially stable, and thus the two chaotic systems (12) and (13) are globally exponentially synchronized. This completes the proof of Theorem 2.
Theorem 3. In the response system (13), choose the following feedback controls:
Then, the zero solution of (14) is absolutely exponentially stable, and thus the two systems (12) and (13) are globally exponentially synchronized.
Proof. Under the above controls, the error system (14) becomeṡ
We may again choose 0 < 1 such that and
Then, we again use the Lyapunov function (15) and find the derivative of V along the solution of (14) as follows:
and finally we obtain
which clearly indicates that the zero solution of system (14) is absolutely exponentially stable, and thus the two chaotic systems (12) and (13) are globally exponentially synchronized.
Theorem 4. In the response system (13), take the following feedback controls:
Proof. There are two cases.
(i) Whenδ x > 1, system (14) becomeṡ
We choose 0 < 1 such that
Construct the radially unbounded and positive definite Lyapunov function:
and then we have
− e x e y − 1 
Then, following the proof of Theorem 1, we obtain
(ii) Whenδ x = 1, system (14) can be rewritten aṡ
Note that the second and third equations of (24) are linear equations which do not contain the variable e x , and their coefficient matrix is
A 2 is a Hurwitz matrix, and thus the zero solution of the second and third equations of (24) is globally exponentially stable.
Next, for the first equation of (24), construct the radially unbounded and positive definite Lyapunov function: V = (1/2p)e 2 x , and let η = (1/2) (δ x + 1 − a). Then, we have dV dt (14) =
Now, consider the following comparison equation:
which has the solution:
, and without loss of generality, supposeα = 2pη. Then,
By comparing with system (26), it follows from (27) that
when 2pη >α, Hence, the zero solution of (14) is also globally exponentially stable w.r.t. e x . Summarizing the results obtained for the two cases shows that the zero solution of (14) is globally exponentially stable, and thus the two systems (12) and (13) are globally exponentially synchronized. The proof of Theorem 4 is complete.
Theorem 5. In the response system (13 ), choose the following feedback controls:
(i) First consider δ y = 1. In this case, system (14) becomesė
Note that the first equation of (29) is independent of the the other two equations. Construct the radially unbounded and positive definite Lyapunov function for this equation: V = e 2 x . Thus,
which implies that
So, the zero solution of (14) is globally exponentially stable w.r.t. e x . Next, consider the second and third equations of (29). Employing the method of variation of constants yields the solution for the two equations as follows:
Let λ M (A 2 ) be the maximum eigenvalue of the matrix A 2 . Then, we have
Following the proof of Theorem 4, we can show that the zero solution of (14) is also globally exponentially stable w.r.t. e y and e z . Combining the above results shows that the zero solution of (14) is globally exponentially stable w.r.t. e x , and so the conclusion of Theorem 5 is true for the case δ y = 1.
(ii) For δ y > 1, system (14) can be rewritten aṡ
and obtain dV dt (14) = 
Following the last part of the proof of Theorem 2, we can similarly show that
which implies that the conclusion of Theorem 5 is true when δ y > 1. Combining the two cases shows that the zero solution of (14) is globally exponentially stable, and thus the two systems (12) and (13) are globally exponentially synchronized. The proof of Theorem 5 is finished.
Theorem 6. In the response system (13), choose one of the following feedback controls:
Then, the zero solution of (14) is absolutely and exponentially stable, and thus the two systems (12) and (13) are globally and exponentially synchronized.
Proof. We give a detailed proof for the first control followed by a simple discussion on the second control.
(i) Under the first control law, the error system (14) becomeṡ
For the first two equations of (33) 
Then differentiating V w.r.t. time t along the trajectory of system (14) The conditions given in control law (i) guarantees G 9 < 0. Thus, following the last part of the proof of Theorem 2, we obtain
which indicates that the zero solution of (31) is globally exponentially stable w.r.t. e x and e y . Next, consider the second and third equations of (31), which are nonhomogeneous linear equations of e y and e x w.r.t. e x , and the coefficient matrix of these two equations, given by
is a Hurwitz matrix, while e x (t) has an estimation with negative exponential rate:
The remaining proof for this part can follow the proof of Theorem 4, and thus the zero solution of (14) is globally exponentially stable w.r.t. e y and e z . Summarizing the results obtained so far for the first control law shows that the zero solution of (14) is globally exponentially stable for all the stable variables of system (14), and thus the two chaotic systems (12) and (13) (ii) Next, consider the second control law under which system (14) can be written aṡ
Similarly, for the first two equations of (35), we use the same Lyapunov function given in (34) to find dV dt (14) ≤ e x e y
The conditions given in second control law:
The remaining part of the proof can follow the proof for the first control of this theorem.
This finishes the proof.
Remark. From the above analysis and discussion, we have seen an important methodology which has been repeatedly used. To consider the stability of a given set of differential equations, we first try to decompose partial variables from the system, and then apply the stability theory with respect to partial variables to obtain the information about the asymptotic stability of the separated partial variables, in particular, the information about the exponential stability. These stability results will be treated as known information in the remaining equations when considering the stability of other variables.
Global Synchronization of Two Smooth Chua's Systems
In this section, we turn to discuss the absolute stability of the zero solution of system (14), i.e. the global synchronization of the two chaotic systems (12) and (13). Thus, the conditions given in control laws obtained in preceding section can be weakened.
Theorem 7. In the response system (13), choose the following feedback controls:
Then, the zero solution of (14) 
r )e x → 0 as e x → 0. From Theorem 1 we know that x 2 d is ultimately bounded. Thus, e x = x d − x r → 0 as t → ∞, and so x r is also ultimately bounded. Hence, we may assume that
Next, we show that the matrix
Since q > 0, we have (p + 1)q > pq which is the necessary and sufficient condition for the characteristic polynomial (37) to be a Hurwitz polynomial. Hence, the coefficient matrix of the linear part of system (36) is a Hurwitz matrix. The solution of (36) can be expressed as    e x (t) e y (t) e z (t) 
Since the zero solution of (36) is absolutely stable w.r.t. e x , and the nonzero solution continuously depends upon the initial value, and f (e x ) is continuous, there exists δ 1 ( ) > 0 such that when |e x (t 0 )| + |e y (t 0 )| + |e z (t 0 )| < δ 1 ( ), the following inequality holds:
Now, take δ 2 ( ) = /3M , and δ( ) = min{δ 1 ( ),
which implies that the zero solution of (36) 
(using L Hospital Rule).
Thus, the zero solution of system (36) is absolutely stable, implying that systems (12) and (13) are globally synchronized. The proof is complete.
Theorem 8. In the response system (13), choose the following feedback controls:
Then, the zero solution of (14) is absolutely stable, and thus the two systems (12) and (13) are globally synchronized.
Proof. For the given control law, the error system (14) becomeṡ Then, we can follow the proof of Theorem 7 to show that e 2 y (t) + e 2 z (t) → 0 as t → ∞. Hence, the zero solution of system (41) is absolutely stable, and so systems (12) and (13) are globally synchronized.
Theorem 9. In the response system (13), choose one of the following feedback controls:
Proof. We outline the proof as follows.
(i) Using the first control law, the error system (14) can be written aṡ
For system (42), construct the radially unbounded and positive definite Lyapunov function:
Then, differentiating V w.r.t. time t along the trajectory of system (42) yields
when e x = 0. Thus, the zero solution of system (42) is absolutely stable w.r.t. e x . Next, using the fact that the coefficient matrix of the last two equations of (42) is A 5 (given in Theorem 8) which is Hurwitz, we may write the solution for e y (t) and e z (t) as e y (t) e z (t) = e A 5 (t−t 0 ) e y (t 0 ) e z (t 0 )
We can follow the proof of Theorem 8 to show that the zero solution of (42) is also absolutely stable w.r.t. e y and e z , and so the two chaotic systems (12) and (13) are globally synchronized.
(ii) For the second control law system (14) becomeṡ
We construct the radially unbounded and positive definite Lyapunov function:
and then obtain
This indicates that the zero solution of (44) is absolutely stable w.r.t. e x . Again using the fact that A 1 is a Hurwitz matrix and following the proof for the first control law, we can show that the zero solution of (44) is also absolutely stable w.r.t. e y and e z . Thus, the two chaotic systems (12) and (13) are globally synchronized.
The proof is complete.
Theorem 10. In the response system (13), choose one of the following feedback controls:
Proof. We prove the three cases one by one, and will present a new approach in the proof for the second control, which has not been used in the above proofs.
(i) For the first control law, the error system (14) can be written aṡ For the first two equations of (45) (45) is absolutely stable w.r.t. e x and e y .
Next, based on the third equation of (45), write the solution of e z as e z (t) = e −δz (t−t 0 ) e z (t 0 )
from which we know that the zero solution of system (45) is also absolutely stable w.r.t. e z . Therefore, the two systems (12) and (13) are globally synchronized.
(ii) By using the second control law, system (14) becomesė
Whenδ x > 1, construct the radially unbounded and positive definite Lyapunov function for the first two equations of (46):
which results in dV dt (46) = e x e y − e x e y − e 2
− be x f (e x ) < 0 when e 2 x + e 2 y = 0. This indicates that the zero solution of (46) is absolutely stable w.r.t. e x and e y . The remaining proof can be completed following the proof for the first control law.
Whenδ x = 1, system (14) can be rewritten aṡ
In this case, all the approaches used above are not valid. Although one can show that the zero solution of (47) is absolutely exponentially stable w.r.t. the partial variables e y and e z , one cannot prove the absolute stability of the zero solution of (47) 
The Dini derivative of V along the solution of (47) is
from which we know that the zero solution of (14) is absolutely stable, and thus the two chaotic systems (12) and (13) are globally synchronized.
(iii) By the third control law, system (14) becomeṡ
Whenδ y = 1, it is known from the first equation of (50) that the zero solution of the system is absolutely stable.
Whenδ y > 1, for the first two equations of (50) construct the radially unbounded and positive definite Lyapunov function:
Then, we have Thus, the zero solution of system (50) is absolutely stable w.r.t. e y and e y . Next, note that the coefficient matrix of the last two equations of (50), given by is Hurwitz. Then, from the solution:
we know that the zero solution of (50) is also absolutely stable w.r.t. e y and e z . Thus, the two chaotic systems (12) and (13) are globally synchronized.
Globally Exponential Synchronization w.r.t. Partial State Variables
Chua's circuit is perhaps the earliest developed system from which chaos synchronization was observed [Pecora & Carroll, 1990] , via a state signal taken from the transmitter system to drive the response system. In other words, some of the states of the response system are exactly the same as that of the driving system. For example, let x d = x r . Then, consider the synchronizations between the two pairs of (y d , y r ) and (z d , z r ). In this section, we use partial states stability theory and methodology [Liao, 1993 [Liao, , 2001 ] to study the globally exponential synchronization w.r.t. partial state variables.
Case I. For x r = x d , system (14) becomeṡ e y = −e y + e z − u 2 (0, e y , e z ),
Theorem 11. In Eq. (51), let u 2 = u 3 = 0. Then, the zero solution of system (51) is globally exponentially stable, and thus when x r = x d , the two systems (12) and (13) are globally exponentially synchronized between the two pairs of (y d , y r ) and (z d , z r ).
Proof. Construct the radially unbounded and positive definite Lyapunov function for system (51) as follows:
(when e 2 y + e 2 z = 0 for 0 < 1).
It is easy to see that one can choose an = 0 such that V is positive definite while dV /dt is negative definite. Thus, the zero solution of system (51) is globally exponentially stable, implying that when x r = x d , the two systems (12) and (13) are globally exponentially synchronized between the two pairs of (y d , y r ) and (z d , z r ). The proof is finished.
Case II. For y r = y d , system (14) becomeṡ
Theorem 12. In Eq. (52), choose
Then, the zero solution of system (52) is globally exponentially stable, and thus when y r = y d , the two systems (12) and (13) are globally exponentially synchronized between the two pairs of (x d , x r ) and
Proof. Letδ x = δ x − a + 1. Construct the radially unbounded and positive definite Lyapunov function: V = (1/2)e 2 x + (1/2)e 2 z , which yields
when e 2 x + e 2 z = 0. Obviously, the conclusion is true.
Case III. For z r = z d , system (14) becomeṡ e x = p(a − 1)e x + pe y − pbf (e x ) − u 1 (e x , e y , 0), e y = e x − e y − u 2 (e x , e y , 0).
Then, we have Theorem 13. In Eq. (53), take either
Then, the zero solution of system (53) is globally exponentially stable, and thus when z r = z d , the two systems (12) and (13) are globally exponentially synchronized between the two pairs of (x d , x r ) and (y d , y r ).
Proof. Construct the radially unbounded and positive definite Lyapunov function:
x + e 2 y = 0). For the second control law (ii), we obtain
× e x e y < 0 (for e 2 x + e 2 y = 0).
Hence, the conclusion of Theorem 13 is true.
Remarks on Nonsynchronization
When no feedback control is applied to the driveresponse systems (12) and (13), or even with a driving signal but without feedback controls, then the two systems may fail to be synchronized. There are two cases: partial variables are not synchronized, and all variables are not synchronized.
(A) Partial variables are not synchronized. Assume y r = y d , and in addition take u 1 = u 3 = 0 (i.e. no feedback controls are employed). Then, obviously the zero solution of system (52) cannot be asymptotically stable. This is becauseė z = 0 results in e z (t) ≡ e z (t 0 ) = 0, implying that lim t→+∞ e z (t) = 0 due to a > 1. Therefore, lim t→+∞ (e 2 x (t) + e 2 z (t)) = lim t→+∞ e 2 z (t) = 0. This clearly indicates that although y d is used as the driving signal, x d and x r (z d and z r ) cannot be synchronized.
Next, consider z r = z d and take u 1 = u 2 = 0 in Eq. (53). By noticing that the coefficient matrix of the linear part of (53), given by
is not a Hurwitz matrix, we know that x d and x r (y d and y r ) cannot be synchronized, though z d is used as the driving signal.
(B) All variables are not synchronized. In Eq. (13) take u 1 = u 2 = u 3 = 0. Then, the coefficient matrix of the linear part of system (14) is given by
It is easy to see that A 8 is not a Hurwitz matrix. Thus, lim t→+∞ (e 2 x (t) + e 2 y (t) + e 2 z (t)) = 0. The above discussions may explain why for a long time people believed that chaotic systems cannot be synchronized. It actually means that chaotic systems cannot be synchronized without feedback controls or with improper feedback controls. The first observed chaos synchronization [Chen & Lü, 2003 ] was actually obtained using one variable as a driving signal, while the other two variables can be synchronized. Therefore, chaos synchronization can occur only if certain conditions are satisfied.
Tracking of Periodic Solutions and Stabilization of Equilibrium Points of the Smooth Chua's System
In this section, we apply the method and results presented in Secs. 3 and 4 for globally exponential stability and global stability to consider globally exponential tracking and global tracking of periodic solutions, as well as globally exponential stabilization and global stabilization of equilibrium points. Since the tracking and stabilization can be treated as special cases of synchronization, we shall only list the results without proofs. System (12) has three equilibrium points:
Let X = (x, y, z), and X * = (x * , y * , z * ) be any of the above three equilibrium points, and X * (t) = (x * (t), y * (t), z * (t)) be any periodic solution of the system. Then, let X = X(t) − X * . We consider the error system with feedback controls u i (x, y, z) , i = 1, 2, 3, described bẏ
where f (x) = (x 2 + xx + x 2 )x, and u i 's are linear functions of x, y and z, satisfying u i (0, 0, 0) = 0, i = 1, 2, 3. 
then we say that X * is globally exponentially stabilized when X * is an equilibrium point; and that X * (t) is globally exponentially tracked when X * (t) is a periodic solution. Further, if lim t→∞ |X(t, t 0 , X 0 )| = 0, then we say that X * is globally asymptotically stabilized, or X * (t) is globally asymptotically tracked.
Theorem 14. In system (54) take one of the following control laws: (14) is a chaotic system and has three equilibrium points, it is not possible to stabilize all equilibrium points, and periodic solutions cannot be asymptotically stabilized. However, when feedback controls are applied to the system, the controlled system cannot only stabilize any of the equilibrium points, but can also globally track periodic solutions. This indicates that the topological structure of the controlled system has been changed. Since the added controls depend on X * (or X * (t)), so the dynamic behavior of the controlled system particularly shows the attractivity of X * (or X * (t)).
Numerical Results
In this section, we present several examples using numerical simulations to illustrate the theoretical results obtained in preceding sections. A fourthorder Runge-Kutta method is used to obtain the results. We shall present ten cases of feedback controls, four of them for globally exponential stability considered in Sec. 3, and four cases for global stability studied in Sec. 4, so that we can have a one-to-one comparison, and the remaining two cases considered in Sec. 7. The first four cases for the control laws taken from Theorems 2, 3, 5 and 6(1), and the second four controls laws are selected from Theorems 7, 8, 9(2) and 10(1), which respectively correspond to the control laws in Theorems 2, 3, 5 and 6(1). We show each of the two associated cases in a same figure so that the difference can be clearly seen. For example, the simulation results for Theorems 2 and 7 will be depicted in the same figure, and so on.
In order to have a consistent comparison with the simulation results which we have published for the nonsmooth Chua's circuit [Liao & Yu, 2005] , we consider the same values for p = 10.0 and q = 14.87. The parameter values of G a , G b and E chosen for the numerical simulations in [Liao & Yu, 2005] are
Note that G a is the slope of the line segment near the origin while G b is the slope for the other two line segments (see Fig. 1 ). Therefore, for consistency, we choose a = −G a = 1.27, but adjusting b such that the uncontrolled system exhibits chaotic motions. We choose b = 0.18, which gives a good matching to the piecewise-linear function, as shown in The initial conditions are chosen as the same as those in [Liao & Yu, 2005] , given by [Liao & Yu, 2005] for the nonsmooth Chua's circuit shows that the smooth system generates a smoother chaos [see Figs. 3(b) and 4(b)]. Moreover, it can be seen that the nonsmooth system is very sensitive to the initial conditions. For example, when the initial conditions are changed to In the following, we present simulation results for a number of control laws obtained in this paper. First, we simulate the control laws given in Theorems 2 and 7, and take δ x = 2.5 > a = 1.27 for Theorem 2 and δ x = 1.27 = a for Theorem 7. The time histories of e x (t) are shown in Fig. 5 . The other two time histories e y (t) and e z (t) are similar to e x (t) and thus not shown. It is seen from Fig. 5(a) that the error signal indeed converges to zero exponentially when the control law given in Theorem 2 is used; while the result given in Fig. 5(b) indicates that the error does not follow an exponent rate at the beginning and convergence is slower than that shown in Fig. 5(a) , though it is also convergent to zero as t → ∞. Next, we consider Theorems 3 and 8. We again take δ x = 2.5 for both control laws, and δ y = −0.2 > (1/(δ x − a + 1)) − 1 for Theorem 3, but δ y = −0.5515695 = (1/(δ x − a + 1)) − 1 for Theorem 8. The simulation results are given in Fig. 6 . It again shows a similar situation as that of Fig. 5 , but the convergence is slower than that shown in Fig. 5 .
The next example is for the control laws chosen from Theorem 5 and the second one in Theorem 9.
Again we take δ x = 2.5 > a − 1 = 0.27 and δ y = 2.0 > 1 for Theorem 5, but δ x = a − 1 = 0.27 and δ y = 0.5 > 0 for Theorem 9. The simulation results are depicted in Fig. 7 . This case shows an even bigger difference between the two control laws, though both finally converge to zero. The convergence for the case of global stability is much slower than that for the care of globally exponential stability, and does not follow the exponential law.
The last example for synchronization is based on the first controls of Theorems 6 and 10. We take the same value δ z = 1.0 for both cases. Choose δ x = 2.5 > a for Theorem 6, while δ x = 1.27 = a for Theorem 10. The simulation results are shown in Fig. 8 . This is quite similar to Fig. 5 , again indicating that the control laws for globally exponential stability is better than that for global stability. Finally, we show examples for stabilization of equilibrium points and tracking periodic solutions. We will apply the third controls in Theorems 14 and 15 to demonstrate the stabilization and tracking. First, consider the stabilization. For a = 1.27 and b = 0.18, the two symmetric nonzero equilibrium points are S ± = (±1.22475, 0, ∓1.22475). We choose S + as the object of our stabilization. We take δ x = 2.5,δ x = 1.5 for the third control of Theorem 14, while δ x = 0.27,δ x = 1.5 for the third control of Theorem 15. The results are respectively shown in Figs. 9(b) and 9(c). to S + though the conditions given in Theorems 14 and 15 are not satisfied. As for tracking of periodic motion, we need a periodic solution as the reference signal of tracking. We have already seen in the simulation of synchronization that chaotic motion and stable limit cycle co-exist, as shown in Fig. 4 . Now, we want to apply the third control laws of Theorems 14 and 15 to investigate the tracking of periodic solution. Our objective is to apply the controls so that the controlled system only has periodic solutions. The results are shown in Fig. 10 . Figure 10 periodic solution, there is no big difference between globally exponential stability and global stability.
Conclusion
In this paper, we have investigated the smooth Chua's system using the theory and methodology of Lurie control system. A constructive proof is given for the existence of globally exponential attractive set of Chua's system with smooth cubic nonlinear function. Simple algebraic sufficient conditions have been derived for globally exponentially synchronization of two same type of smooth Chua's systems using simple linear feedback control laws. Also, simple algebraic sufficient conditions are given for feedback controls such that two Chua's chaotic systems are globally synchronized. We have also considered tracking of periodic solutions and stabilization of equilibrium points, as the special cases of synchronization. Numerical examples are presented to verify the theoretical predictions, indicating that the control laws for globally exponential stability are better than those for global stability.
The new method presented in this paper will be extended to consider the nonsmooth Chua's circuit and other chaotic systems. 
