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Abstract. Programming languages should be formally specified in or-
der to reason about programs written in them. We show that, given two
formally specified programming languages, it is possible to construct the
formal semantics of an aggregated language, in which programs consist
of pairs of programs from the initial languages. The construction is based
on algebraic techniques and it can be used to reduce relational proper-
ties (such as equivalence of programs) to reachability properties (in the
aggregated language).
1 Introduction
In this paper we are concerned with the problem of language aggregation: given
two programming languages (in some formalism), construct a new language in
which programs consist of pairs of programs from the original languages. Fur-
thermore, a program (P,Q) in the aggregated language should behave as if the
programs P and Q (in the initial languages) would run interleaved or in parallel.
The main motivation behind the construction of the aggregated language is
to be able to reduce reasoning about relational properties of programs (such as
the equivalence of two programs P and Q) to reasoning about a single program
(the aggregated program (P,Q)). We have shown [6] for example that partial
equivalence of programs reduces to partial correctness in an aggregated language.
In general, aggregation is important because there are fewer results and tools for
relational properties (e.g. equivalence of programs) than single program proper-
ties (e.g. partial correctness). All of our constructions are effective and therefore
aggregation can be implemented as a module in a language framework such as
K [15].
The main difficulty in aggregating two languages is making sure that there is
a link between the datatypes being shared by the two languages. For example,
if both languages have variables of type natural numbers, it is important that
the naturals be interpreted consistently in the aggregated language in order
to be able to express properties such as the equality of a variable in the first
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language with a variable in the second language. We use known results like
pushouts of first-order signatures and amalgamation of first-order models in
order to formalize the sharing of information between the two languages. In
order to show that the language resulting from the construction is indeed the
language we want (i.e. that is has the desirable properties), we have to show
several non-trivial results about aggregated configurations (Lemmas 1 and 3)
and about the aggregated semantics (Theorems 3, 4 and 5) that were not known
before.
In this paper, we show that if the two languages are formalized by their
matching logic semantics [14], then the matching logic semantics of the aggre-
gated language can also be constructed. The main advantage of a matching logic
semantics is that it allows to faithfully express several operational semantics
([18]) and that a Hoare-like proof system can be obtained for free directly from
the semantics [13, 8]. Therefore, our method allows one to reason about relational
properties (such as equivalence) of programs written in two potentially different
programming languages “for free”, starting from the matching logic semantics
of the languages.
2 Topmost Matching Logic
Matching logic was introduced by Roşu et al. ([14, 11]) for specifying program-
ming languages and reasoning about programs. In this section, we recall topmost
matching logic, a subset of the full matching logic theory described in [12]. For
simplicity, we use “matching logic” instead of “topmost matching logic” in this
paper.
2.1 Signature
A matching logic signature (Cfg , S,Σ,Π) extends a many-sorted first order sig-
nature (S,Σ,Π) (where S is the set of sorts, Σ is the many-sorted set of function
symbols and Π is the many-sorted set of predicate symbols) with a sort Cfg ∈ S
of configurations. By Var we denote the (sorted) set of variables. By Ts(Var) we
denote the set of (well-sorted) terms of sort s built from function symbols in Σ
and variables in Var . Matching logic signatures are used to define the abstract
syntax of programming languages.
Example 1. The signatures (CfgI, SI , ΣI , ΠI) and (CfgF, SF , ΣF , ΠF ) in Fig-
ure 1 model the syntax of an imperative and, respectively, of a functional pro-
gramming language, with sorts SI = {Int, Id, Exp, ExpI, Stmt, Code, CfgI} in
IMP and sorts SF = {Id, Int, Exp, ExpF, Val, CfgF} in FUN, and function symbols
Σ0 = { + , - , * , / , < , == } ∪
{ + Int, - Int, * Int, / Int, < Int, <= Int, == Int}
ΣI = Σ0 ∪ { := , skip, ; , if then else , while do , 〈 , 〉}
ΣF = Σ0 ∪ { , letrec = in , if then else , µ . , λ . , 〈 〉}.
Exp::= Id | Int | ExpI + ExpI | ExpI - ExpI | ExpI * ExpI | ExpI / ExpI
| ExpI < ExpI | ExpI <= ExpI | ExpI == ExpI
ExpI ::= Exp
Stmt ::= Id := ExpI
| skip | Stmt ; Stmt
| if ExpI then Stmt else Stmt
| while ExpI do Stmt
Code ::= ExpI | Stmt
CfgI ::= 〈Code, Map{Id, Int}〉
ExpF ::= Exp
| letrec Id Id = ExpF in ExpF
| if ExpF then ExpF else ExpF
| µ Id . ExpF
| ExpF ExpF
Val ::= Int | λ Id . ExpF
CfgF ::= 〈ExpF〉
Fig. 1. (CfgI, SI , ΣI , ΠI) and (CfgF, SF , ΣF , ΠF ), the signatures of IMP and FUN,
detailed in Example 1. Only the function symbols are detailed in the figure; the pred-
icates consist of the arithmetic comparison operators: ΠI = ΠF = {=Int, <Int,≤Int}.
The difference between the operators + , * , etc. and their correspondants + Int,
∗ Int, etc. is that the former are the syntactic language constructs for addition, etc.,
while the latter are the actual function symbols denoting integer addition, etc.
The functions above are written in Maude-like notation [4], the underscore ( )
denoting the position of an argument. Althought not written explicitly above,
the signatures also include the one-argument injections needed to inject sorts
like Int and Id into ExpI.
2.2 Syntax
Given a matching logic signature (Cfg , S,Σ,Π), the set of matching logic for-
mulae is given by the following grammar:
ϕ ::= P (t1, . . . , tn),¬ϕ,ϕ ∧ ϕ,∃x.ϕ, π,
where P ranges over Π, t1, . . . , tn are terms of the appropriate sort for the
predicate P , x ∈ Var is a variable and π ∈ TCfg(Var) is a term of sort Cfg .
Matching logic formulae include the classical constructs in first-order logic
(predicates P (t1, . . . , tn), negation, conjunction and existential quantifier) and
also a new construct π, called basic pattern, which allows to use terms of sort
Cfg as atomic formulae. We also assume that the other first-order connectives
(disjunction - ∨, implication - →, universal quantifier - ∀) are available and
interpreted as usual as syntactic sugar over the existing connectives.
Example 2. The expression
〈while (E) S, x 7→ a y 7→ b〉 ∧ a <Int b
is a (CfgI, SI , ΣI , ΠI)-matching logic formula, where (CfgI, SI , ΣI , ΠI) is that
given in Figure 1.
We distinguish two particular types of matching logic formulae:
Definition 1. A matching logic formula is patternless if it conforms to the
following grammar:
ϕpless ::= P (t1, . . . , tn),¬ϕpless, ϕpless ∧ ϕpless,∃x.ϕpless.
Patternless matching logic formulae simply do not contain basic patterns.
Therefore they can be identified with FOL formulae. The second particular
type of formulae we consider are pure formulae:
Definition 2. A matching logic formula is pure if it conforms to the following
grammar:
ϕpure ::= π, ϕpure ∧ ϕpless,∃x.ϕpure.
Pure formulae contain at least one basic pattern and no basic pattern appears
under negation.
2.3 Semantics
We denote by T a first-order model for the many-sorted first-order signature
(S,Σ,Π) that assigns sets to sorts, functions to function symbols and predicates
to predicate symbols. By To we denote the interpretation of the object o in the
model T . Well-sorted valuations are denoted by ρ : Var → T . Elements of TCfg
(the set interpreting the sort of configurations) are denoted by the greek letter
γ ∈ TCfg and are called configurations.
Matching logic formulae are interpreted in the presence of a (first-order)
model T , a (well-sorted) valuation ρ and an element γ ∈ TCfg .
Definition 3. The satisfaction relation |= for matching logic is defined as fol-
lows:
1. T , γ, ρ |= P (t1, . . . , tn) if (ρ(t1), . . . , ρ(tn)) ∈ TP ;
2. T , γ, ρ |= ¬ϕ if T , γ, ρ 6|= ϕ;
3. T , γ, ρ |= ϕ1 ∧ ϕ2 if T , γ, ρ |= ϕ1 and T , γ, ρ |= ϕ2;
4. T , γ, ρ |= ∃x.ϕ, where x is a variable of sort s, if there exists an element
u ∈ Ts such that T , γ, ρ[x 7→ u] |= ϕ;
5. T , γ, ρ |= π for a basic pattern π ∈ TCfg(Var) if ρ(π) = γ.
The first four cases are as in first-order logic and the last case (for basic
patterns) is new. The semantics of basic patterns is given by matching the el-
ement γ in the presence of which matching logic formulae are evaluated. This
is where the name of matching logic comes from. When two basic patterns are
connected by a logical and (∧) in the formula, the element γ has to match both
basic patterns, hence ∧ plays the role of intersection. Using basic patterns under
implications, logical or and existential/universal quantifiers makes it possible to
express several interesting properties, but this is outside the scope of the current
article.
Example 3. Let TI denote the model for ΣI that interprets Int as the set of
integers, the function and the predicate symbols over Int with the usual func-
tions and predicates, respectively, and the function symbols corresponding to
the BNF productions as term constructors. If
γ = 〈while (x<y) x := x+1;, x 7→ 2 y 7→ 5〉
〈x, σ〉 ⇒ 〈eval(σ, x), σ〉
〈i1 op i2, σ〉 ⇒ 〈i1 opInt i2, σ〉
〈X := I, σ〉 ⇒ 〈skip, σ[I/X]〉
〈skip;S, σ〉 ⇒ 〈S, σ〉
〈if I then S1 else S2, σ〉 ∧ I 6= 0⇒ 〈S1, σ〉
〈if 0 then S1 else S2, σ〉 ⇒ 〈S2, σ〉
〈while E do S, σ〉 ⇒ 〈if E then S; while E do S else skip, σ〉
〈C[code], σ〉 ⇒ 〈C[code ′], σ′〉 if 〈code, σ〉 ⇒ 〈code ′, σ′〉
where C ::= | C op E | i op C | if C then S1 else S2 | v := C | C; S
Fig. 2. Specifying the semantics of IMP as a set AI of reachability rules (schemata).
op ranges over the binary function symbols and opInt is their denotation in TI .
and ρ(E) = x<y, ρ(S) = x := x+1;, ρ(a) = 2, ρ(b) = 5 then
TI , γ, ρ |= 〈while (E) S, x 7→ a y 7→ b〉 ∧ a <Int b.
The ΣF -model TF is defined in a similar way. If
γ′ = 〈letrec f x = if (x<1) then 1 else x*f(x-1) in f(5)〉
and ρ′(F ) = f, ρ′(X) = x and
ρ′(E1) = if (x<1) then 1 else x*f(x-1), ρ
′(E2) = f(5),
then
TF , γ′, ρ′ |= 〈letrec F X = E1 in E2〉 ∧ true.
3 Reachability Logic
While matching logic allows to reason about individual configurations (of a pro-
gram), reachability logic builds on matching logic to allow to reason and define
the dynamic behaviour of programs.
3.1 Syntax
Reachability logic formulae are constructed in the presence of a matching logic
signature (Cfg , S,Σ,Π) as pairs of matching logic formulae:
Definition 4. A reachability logic formula (or equivalently, a reachability rule)
ϕ⇒ ϕ′ is a pair of matching logic formulae.
The intuition behind reachability formulae is that a configuration matching
ϕ advances into a configuration matching ϕ′.
Example 4. The set of reachability logic formulas AI given in Figure 2 are spec-
ifying the semantics of IMP and the set of reachability logic formulas AF given
in Figure 3 are specifying the semantics of FUN. The specification
〈C[code], σ〉 ⇒ 〈C[code ′], σ′〉 if 〈code, σ〉 ⇒ 〈code ′, σ′〉 ,
(resp. 〈C[c]〉 ⇒ 〈C[c′]〉 if 〈c〉 ⇒ 〈c′〉 ) is a rule schemata that defines an infinite
set of reachability logic formulas.
〈I1op I2〉 ⇒ 〈I1opIntI2〉
〈if I then E1 else E2〉 ∧ i 6= 0⇒ 〈E1〉
〈if 0 then E1 else E2〉 ⇒ 〈E2〉
〈letrec F X = E in E′〉 ⇒ 〈E′[f 7→ (µF.λX.E)]〉
〈(λX.E) V 〉 ⇒ 〈E[V/X]〉
〈µX.E〉 ⇒ 〈E[X 7→ (µX.E)]〉
〈C[c]〉 ⇒ 〈C[c′]〉 if 〈c〉 ⇒ 〈c′〉
where C ::= | C op e | if C then e1 else e2 | C e | v C
Fig. 3. Specifying the semantics of FUN as a set AF of reachability rules schemata. op
ranges over the binary function symbols and opInt is their denotation in TF
3.2 Semantics
Reachability logic formulae are interpreted in the presence of a first-order model
T and a (well-sorted) valuation ρ : Var → T as in the case of matching logic,
and also in the presence of a transition relation −→ ⊆ TCfg × TCfg over the set
of configurations TCfg .
Intuitively, a reachability logic formula ϕ ⇒ ϕ′ holds if any configuration
matched by ϕ reaches (in one step) a configuration matched by the formula
ϕ′. Note that the one-step requirement we work with in this article defines a
satisfaction relation that is different from the ones used in the previous pre-
sentations [13, 8] of reachability logic. The satisfaction relation defined here is
mainly used to specify transition systems.
Definition 5. Formally, the satisfaction relation |= of reachability logic is de-
fined as follows:
T ,−→, ρ |= ϕ⇒ ϕ′
if for any γ ∈ TCfg such that T , γ, ρ |= ϕ there exists a γ′ ∈ TCfg such that
γ−→γ′ and T , γ′, ρ |= ϕ′.
Note that the free variables of ϕ and the free variables of ϕ′ are “shared”
in the reachability formula, in the sense that both are interpreted by the same
valuation.
Example 5. If
〈if (1) then x=x+y else x := 0, x 7→ 2 y 7→ 5〉 ⇒ 〈x=x+y, x 7→ 2 y 7→ 5〉
and ϕ⇒ ϕ′ is
〈if (I) thenS1 elseS2, σ〉 ∧ I 6=Int 0⇒ 〈S1, σ〉,
then we have TI ,−→, ρ |= ϕ ⇒ ϕ′, where ρ(I) = 1, ρ(S1) = x := x+y, ρ(S2) =
x := 0, and ρ(σ) = x 7→ 2 y 7→ 5.
If the valuation ρ is missing, the free variables of reachability rules are inter-
preted universally:
Definition 6. Given a first-order model T and a transition relation −→, we
say that the pair (T ,−→) is a model of ϕ⇒ ϕ′, written
T ,−→ |= ϕ⇒ ϕ′
if, for all (well-sorted) valuations ρ : Var → T , we have that T ,−→, ρ |= ϕ⇒ ϕ′.
The universal interpretation of the free variables is justified in the following
section, but note that it is not unusual to do so: for example, the same happens
with first-oder clauses, where the variables are (implicitly) universally quantified.
4 Language Semantics
In this section, we show that reachability formulae can be used to formally
define the operational semantics of a programming language. We consider that
a matching logic signature (Cfg , S,Σ,Π) is fixed.
Definition 7. A (Cfg , S,Σ,Π)-programming language is a pair (T ,−→) of a
first-order model T of (Cfg , S,Σ,Π) and a transition relation −→ ⊆ TCfg×TCfg .
When (Cfg , S,Σ,Π) is understood from the context, we omit it and write
programming language instead of (Cfg , S,Σ,Π)-programming language.
The matching logic signature defines the syntax of the language, the model T
mainly defines program configurations and −→ defines the (one-step) transition
relation between configurations. Let A be a set of reachability formulae (the
axioms of the language).
Definition 8. We say that (T ,−→) is a model of A, and we write (T ,−→) |= A
if (T ,−→) |= ϕ⇒ ϕ′ for every reachability formula ϕ⇒ ϕ′ ∈ A.
Example 6. If (TI ,−→I) gives the semantics of IMP, then we have (TI ,−→I) |=
AI , i.e., (TI ,−→I) is a model of AI . Similarly, if (TF ,−→F ) gives the semantics
of FUN, then we must have (TF ,−→F ) |= AF , i.e., (TF ,−→F ) is a model of AF .
Therefore, the set A of reachability rules are considered to be the specification
(the formal semantics) of any language (T ,−→) that is a model of the rules.
In [18] it is shown that any operational semantics (small-step SOS, big-step
SOS, reduction contexts, etc) can be faithfully captured by a (possibly infinite)
set of reachability rules. Moreover, all such reachability rules from the semantics
are pure:
Definition 9. A reachability formula ϕ⇒ ϕ′ is pure if both ϕ and ϕ′ are pure.
From here on, we assume that the formal semantics of any language is given
as a (possibly infinite) set of pure reachability formulae.
5 Language Aggregation
We assume two signatures (Cfg1, S1, Σ1, Π1) and (Cfg2, S2, Σ2, Π2) for two lan-
guages (T1,−→1) and (T2,−→2) specified by the sets A1 and A2 of reachability
rules.
In this section, we construct the aggregated signature (Cfg , S,Σ,Π) of the
aggregated language from the signature of the first language and the signature of
the second language. Also, we define the aggregated language (T ,−→) itself and
show how to constructively give the aggregated axioms A of the new language
from the initial languages.
5.1 Signature Aggregation
This subsection is dedicated to showing how to construct the aggregated signa-
ture (Cfg , S,Σ,Π) from the individual signature (Cfg1, S1, Σ1, Π1) (of the first
language) and (Cfg2, S2, Σ2, Π2) (of the second language).
The most delicate part is to make sure that the sorts, function and predicate
symbols “shared” between the two language are identified in the aggregated
configuration, even if their names are not the same in the first and in the second
language.
Therefore, we assume that there exists a first-order signature (S0, Σ0, Π0)
that the two languages have in common. This means there exist two morphisms
h1 : (S0, Σ0, Π0)→ (S1, Σ1, Π1) and h2 : (S0, Σ0, Π0)→ (S2, Σ2, Π2).
Example 7. For the signatures of the two languages, IMP and FUN, we have
S0 = {Int, Id, Exp}, Σ0 that was defined on Page 1, and Π0 = Π1, Π2. The
morphisms h1 and h2 are given by the component inclusions.
The following theorem (the pushout theorem) allows us to combine the two
signatures into a single signature, while identifying the objects shared between
them. This result is not new, see, for example, [9].
Theorem 1 (Pushout of Signatures). Let (S1, Σ1, Π1), (S2, Σ2, Π2) and
(S0, Σ0, Π0) be many-sorted FOL signatures, h1 a morphism from (S0, Σ0, Π0)
to (S1, Σ1, Π1) and h2 a morphism from (S0, Σ0, Π0) to (S2, Σ2, Π2).
Then the diagram (S1, Σ1, Π1)
h1←− (S0, Σ0, Π0)
h2−→ (S2, Σ2, Π2) admits a
pushout, i.e., there exists a tuple (h′1, (S
′, Σ′, Π ′), h′2) with h
′
1 a morphism from
(S1, Σ1, Π1) to (S
′, Σ′, Π ′) and h′2 a morphism from (S2, Σ2, Π2) to (S
′, Σ′, Π ′)
such that:
1. (commutativity) h′1(h1(x)) = h
′
2(h2(x)) for any object x from the signature
(S0, Σ0, Π0) and
2. (minimality) if there exist (S′′, Σ′′, Π ′′) and morphisms h′′1 from (S1, Σ1, Π1)
to (S′′, Σ′′, Π ′′) and h′′2 from (S2, Σ2, Π2) to (S
′′, Σ′′, Π ′′) with h′′1(h1(x)) =
h′′2(h2(x)) for all x ∈ S0,∪Σ0 ∪ Π0, then there exists a morphism h from
(S′, Σ′, Π ′) to (S′′, Σ′′, Π ′′).
(S0, Σ0, Π0) (S2, Σ2, Π2)
(S1, Σ1, Π1) (S





Fig. 4. Push-out diagram assumed throughout the paper.
Furthermore, the pushout is unique (up to isomorphisms). The push-out is
summarised in Figure 4.
The first step to obtain the aggregated signature is to apply the push-out
theorem in order to obtain the intermediate signature (S′, Σ′, Π ′) and the two
morphisms h′1 : (S1, Σ1, Π1)→ (S′, Σ′, Π ′) and h′2 : (S2, Σ2, Π2)→ (S′, Σ′, Π ′).
The first-order signature (S′, Σ′, Π ′) contains all of the objects from the
initial signatures (properly renamed to account for shared objects), but it does
not yet have a sort for aggregated configurations. Let Cfg ′ = h1(Cfg1) and
Cfg ′2 = h2(Cfg2) be the names of the sorts of configurations in the new signature.
We therefore choose a fresh sort Cfg for aggregated configurations and we
let S = S′ ] {Cfg} be the set of sorts. The signature Σ contains, in addition to
the symbols in Σ′, a pairing symbol and the respective projections. Formally,
Σ = Σ′ ] {〈 , 〉 : Cfg ′1 × Cfg
′
2 → Cfg , pr1 : Cfg → Cfg
′
1, pr2 : Cfg → Cfg
′
2}.
The pairing symbol 〈 , 〉 takes as input two configurations of the initial lan-
guages and returns a configuration of the aggregated language. The projection
operations pr1 and pr2 take an aggregated configuration and deconstruct it into
the initial configurations. Finally, we let Π = Π ′.
The signature (Cfg , S,Σ,Π) is the aggregated signature of the language and
its construction is summarised in Figure 5.
If h : (S,Σ,Π) → (S′, Σ′, Π ′) is a morphism between the two first or-
der signatures, we extend h to terms as expected: if t ∈ Ts(Σ), then h(t) ∈
Th(s)(Σ
′). We also extend h to transform matching logic formula in the signa-
ture (Cfg , S,Σ,Π) to matching logic formula in the signature (h(Cfg), S′, Σ′, Π ′)
as follows:
1. h(ϕ1 ∧ ϕ2) = h(ϕ1) ∧ h(ϕ2),
2. h(∃x.ϕ1) = ∃x.h(ϕ1),
3. h(¬ϕ1) = ¬h(ϕ1) and
4. h(P (t1, . . . , tn)) = P (h(t1), . . . , h(tn))).
Note that there is no need to have a case for computing h(π), since a basic
pattern π is nothing but a term. Therefore h(π) is already defined. We also
extend h to transform reachability formulae over the signature (Cfg , S,Σ,Π)
into reachability formulae over the signature (h(Cfg), S′, Σ′, Π ′):
h(ϕ⇒ ϕ′) = h(ϕ)⇒ h(ϕ′).
(S0, Σ0, Π0)(Cfg1, S1, Σ1, Π1) (Cfg2, S2, Σ2, Π2)
(S1, Σ1, Π1) (S2, Σ2, Π2)







add Cfg , 〈 , 〉, pr1, pr2
“forget” Cfg
“forget” Cfg1 “forget” Cfg2
Fig. 5. The aggregation of the two signatures.
5.2 Model Amalgamation
In this subsection, given two models T1 and T2 for the matching logic signatures
(Cfg1, S1, Σ1, Π1) and (Cfg2, S2, Σ2, Π2), we show how to construct a model T
for the aggregated signature (Cfg , S,Σ,Π) above.
In order to construct such a model, we need to make sure that the two
models T1 and T2 agree on the common part of the signature. Formally, we
assume that there exists a model T0 of the signature (S0, Σ0, Π0) such that
T1h1 = T0 = T2h2 (i.e. the reduct of T1 through h1 is the same as the reduct
of T2 through h2). Figure 6 below summarizes the construction of T .
We can combine the two languages through the model amalgamation theo-
rem. The theorem is not new (see for example [17]). A proof can also be found
in our technical report [5].
Theorem 2 (Amalgamation).
If T1, T2 and T0 are models of (S1, Σ1, Π1), (S2, Σ2, Π2) and respectively
(S0, Σ0, Π0) such that T1h1 = T0 = T2h2 , there exists a unique model T
′ of
(S′, Σ′, Π ′) such that T ′h′2 = T2 and T
′h′1 = T1.
In order to obtain the model T for the aggregated signature (Cfg , S,Σ,Π),
we need to augment T ′ to interpret the Cfg sort, the pairing symbol 〈 , 〉 and
the projection symbols pr1 and pr2. Formally, we define T as follows:








3. Tpr1((γ1, γ2)) = γ1 for any (γ1, γ2) ∈ TCfg = T
′
Cfg′1
× T ′Cfg′2 ,
4. Tpr2((γ1, γ2)) = γ2 for any (γ1, γ2) ∈ TCfg = T
′
Cfg′1
× T ′Cfg′2 , and
(S0, Σ0, Π0)T0
T2(S1, Σ1, Π1)T1 (S2, Σ2, Π2)
(Cfg1, S1, Σ1, Π1) (Cfg2, S2, Σ2, Π2)














“forget” Cfg1 “forget” Cfg2
Fig. 6. Construction of amalgamated model
5. To = T ′o for any other object o ∈ S ∪Σ ∪Π.
The aggregated signature and model have the following properties:
Lemma 1. For any basic patterns π1 ∈ TCfg1(Var) and π2 ∈ TCfg2(Var), for
any aggregated configuration (γ1, γ2) ∈ TCfg , for any (well-sorted) valuation ρ,
we have that
T , (γ1, γ2), ρ |= 〈π1, π2〉 iff T1, γ1, ρh′1(S1) |= π1 and T2, γ2, ρh′2(S2) |= π2.
Proof. We show the direct implication first. Assume T , (γ1, γ2), ρ |= 〈π1, π2〉. By
definition, we have that ρ(〈π1, π2〉) = (γ1, γ2). By the interpretation of 〈 , 〉 in
the model T , we have that ρh′1(S1)(π1) = γ1 and ρh′2(S2)(π2) = γ2. But this is
equivalent to T1, γ1, ρh′1(S1) |= π1 and T2, γ2, ρh′2(S2) |= π2, which is what we
had to show.
For the reverse direction, we assume that T1, γ1, ρh′1(S1) |= π1 and that
T2, γ2, ρh′2(S2) |= π2. Therefore ρh′1(S1)(π1) = π1 and ρh′2(S2)(π2) = π2, which
implies, by the interpretation of 〈 , 〉 in T , that ρ(〈π1, π2〉) = (γ1, γ2). But this
is equivalent to T , (γ1, γ2), ρ |= 〈π1, π2〉, which is what we had to prove.
5.3 Language Aggregation
Having shown how to construct the matching logic signature (Cfg , S,Σ,Π) and
model T for the aggregated language, we now show how the transition relation
−→ for the aggregated language is defined and how to construct the axioms A
of the aggregated language from the axioms A1 and A2 of the initial languages.
We identify three types of language aggregations, depending on how the −→
transition relation is defined from −→1 and −→2. Each of the three constructions
could be useful in various contexts:
1. −→1⊗a−→2 is the asynchronous interleaving product of the two transition
relations, i.e.
(γ1, γ2)−→(γ′1, γ′2) if
γ1 = γ
′
1 and γ2−→2γ′2 or γ1−→1γ′1 and γ2 = γ′2,
2. −→1 ⊗p −→2 is the parallel product of the two transition relations, i.e.
(γ1, γ2)−→(γ′1, γ′2) if
γ1−→1γ′1 and γ2−→2γ′2,
3. finally, −→1⊗−→2 = (−→1⊗a−→2)∪(−→1⊗p−→2) is the (general) product
of −→1 and −→2.
The asynchronous product with interleaving semantics means that in one
step of the aggregated language, either the left-hand side takes a step (in the
first language) or the right-hand side takes a step (in the second language). The
parallel product forces both sides to take steps simultaneously. The (general)
product requires at least one side to take a step and it allows (but not requires)
the other side to do the same.
5.4 Constructing the Axioms for the Three Products
We next show how to construct a set of axioms A for the aggregated language
from the set of axioms A1 and A2 of the initial languages, depending on which
of the three constructions is chosen for the aggregated transition relation. The
main result is that, for each of the three constructions, the transition relation is
a model of the aggregated axioms. This means that we can construct the formal
semantics of the aggregated language directly from the formal semantics of the
initial languages.
Let A1 be a set of pure reachability rules over the signature (Cfg1, S1, Σ1, Π1)
that capture the semantics of the first language (the axioms of the first language):
T1,−→1 |= A1. Let A2 be a set of pure reachability rules over the signature
(Cfg2, S2, Σ2, Π2) that capture the semantics of the second language (the axioms
of the second language): T2,−→2 |= A2.
In order to define the axioms for the aggregated language, we need a way to
transform reachability formulae from the two initial signatures into reachability
formulae of the target signature. This is performed with the help of the following
function:
Definition 10. We define the function ιix (for i ∈ {1, 2} and x a distinguished
variable in Var of sort Cfg i) that takes as input a matching logic formula over
(Cfg1, S1, Σ1, Π1) (respectively (Cfg2, S2, Σ2, Π2)) and changes all basic patterns
π into 〈π, x〉 (respectively 〈x, π〉) in order to obtain a formula over (Cfg , S,Σ,Π):
1. ι1x(π) = 〈h′1(π), x〉
2. ι2x(π) = 〈x, h′2(π)〉
3. ιix(ϕ1 ∧ ϕ2) = ιix(ϕ1) ∧ ιix(ϕ2),
4. ιix(∃y.ϕ1) = ∃y.ιix(ϕ1),
5. ιix(¬ϕ1) = ¬ιix(ϕ1) and
6. ιix(P (t1, . . . , tn)) = P (h
′
i(t1), . . . , h
′
i(tn)).
Example 8. If ϕ1 is the matching formula 〈while (E)S, σ〉 ∧ eval(σ,E) 6=Int 0
and ϕ2 is 〈letrec f x = if (I) then E1 else E2 in f(x)〉∧I <Int 5, then
ιix(ϕ1) is 〈〈while (E)S, σ〉, x〉 ∧ eval(σ,E) 6=Int 0 and ιix(ϕ2) is the aggregate
formula 〈x, 〈letrec f x = if (I) then E1 else E2 in f(x)〉〉 ∧ I <Int 5.
Next, we show the link, in terms of matching logic formulae, between the
aggregated model and the initial model.
Lemma 2. Let ϕ1 and ϕ2 be matching logic formulae over (Cfg1, S1, Σ1, Π1)
and respectively (Cfg2, S2, Σ2, Π2). For any aggregated configuration (γ1, γ2) ∈
TCfg , for any (well-sorted) valuation ρ, if x is a fresh variable, we have that
T , (γ1, γ2), ρ |= ιix(ϕi) iff Ti, γi, ρh′i(Si) |= ϕi.
Proof. For simplicity, we assume that i = 1 (since the case with i = 2 is anal-
ogous). We prove the lemma by structural induction on ϕ1. We only show the
case of negation, the other cases being similar:
– if ϕ1 = ¬ϕ′1, then
T , (γ1, γ2), ρ |= ι1x(ϕ1) iff
T , (γ1, γ2), ρ |= ¬ι1x(ϕ′1) iff
T , (γ1, γ2), ρ 6|= ι1x(ϕ′1) iff
T1, γ1, ρh′1(S1) 6|= ϕ
′
1 iff
T1, γ1, ρh′1(S1) |= ¬ϕ
′
1
Lemma 3. For any pure matching logic formulae ϕ1 over (Cfg1, S1, Σ1, Π1)
and ϕ2 over (Cfg2, S2, Σ2, Π2), for any aggregated configuration (γ1, γ2) ∈ TCfg ,
for any (well-sorted) valuation ρ, if x is a fresh variable, we have that
T , (γ1, γ2), ρ |= ιix(ϕi) iff Ti, γi, ρh′i(Si) |= ϕi and ρ(x) = γ3−i.
Proof. For simplicity, we assume that i = 1 (since the case with i = 2 is analo-
gous). We prove the lemma by structural induction on ϕ1, showing that
T , (γ1, γ2), ρ |= ι1x(ϕ1) iff T1, γ1, ρh′1(S1) |= ϕ1 and ρ(x) = γ2.
We distinguish the following cases:




1(π), x). We have that
T , (γ1, γ2), ρ |= ι1x(ϕ1) iff
T , (γ1, γ2), ρ |= (h′1(π), x) iff





1(π)) and γ2 = ρ(x) iff
γ1 = ρh′1(S1)(π) and γ2 = ρ(x) iff
T1, γ1, ρh′1(S1) |= π and γ2 = ρ(x).
2. if ϕ1 = ∃y.ϕ′1 for a variable y of sort s (with y 6= x since x is a fresh variable)
then ι1x(ϕ1) = ∃y.ι1x(ϕ′1). We have that
T , (γ1, γ2), ρ |= ι1x(ϕ1) iff
T , (γ1, γ2), ρ |= ∃y.ι1x(ϕ′1) iff
there is u ∈ T1s s.t. T , (γ1, γ2), ρ[y 7→ u] |= ι1x(ϕ′1) iff
there is u ∈ T1s s.t. T1, γ1, ρ[y 7→ u]h′1(S1) |= ϕ
′
1 and γ2 = ρ[y 7→ u](x) iff
T1, γ1, ρh′1(S1) |= ∃y.ϕ
′
1 and γ2 = ρ(x) iff
T1, γ1, ρh′1(S1) |= ϕ1 and γ2 = ρ(x).
3. if ϕ1 = ϕ
′





1) ∧ ι1x(ϕ′2). We have that
T , (γ1, γ2), ρ |= ι1x(ϕ1) iff
T , (γ1, γ2), ρ |= ι1x(ϕ′1) ∧ ι1x(ϕ′2) iff
T , (γ1, γ2), ρ |= ι1x(ϕ′1) and T , (γ1, γ2), ρ |= ι1x(ϕ′2) iff
T1, γ1, ρh′1(S1) |= ϕ
′
1 and ρ(x) = γ2 and T1, γ1, ρh′1(S1) |= ϕ
′
2 iff
T1, γ1, ρh′1(S1) |= ϕ
′
1 ∧ ϕ′2 and ρ(x) = γ2 iff
T1, γ1, ρh′1(S1) |= ϕ1 and ρ(x) = γ2.
In the following subsections, we define three types of aggregations for these
sets of axioms, for each type of language aggregation.
The Axioms for the Asynchronous Product with Interleaving Seman-
tics We let
A1 ⊗a A2 = {ι1y(ϕ1)⇒ ι1y(ϕ′1) | ϕ1 ⇒ ϕ′1 ∈ A1} ∪
{ι2x(ϕ2)⇒ ι2x(ϕ′2) | ϕ2 ⇒ ϕ′2 ∈ A2}
where x is a fresh variable of sort Cfg ′1 and y is a fresh variable of sort Cfg
′
2.
The intuition is that x captures any left-hand side and allow the right-hand to
take a step while y captures any right-hand side and allow the left-hand side to
take a step. We show formally that A1 ⊗a A2 is indeed a formal specification of
the language (T ,−→1 ⊗a −→2):
Theorem 3 (correctness for asynchronous product).
Let A = A1 ⊗a A2 and −→ = −→1 ⊗a −→2. We have that
(T ,−→) |= A.
Proof. We have to show that (T ,−→) |= A. By definition, (T ,−→) |= A if,
for any reachability rule ϕ ⇒ ϕ′ ∈ A, we have that (T ,−→) |= ϕ ⇒ ϕ′. Let
ϕ⇒ ϕ′ ∈ A be an arbitrary reachability rule. We show that (T ,−→) |= ϕ⇒ ϕ′.
As ϕ ⇒ ϕ′ ∈ A = A1 ⊗a A2, it follows that ϕ ⇒ ϕ′ = ι1y(ϕ1) ⇒ ι1y(ϕ′1) for
some ϕ1 ⇒ ϕ′1 ∈ A1 and a fresh variable y or that ϕ⇒ ϕ′ = ι2x(ϕ2)⇒ ι2x(ϕ′2) for
some ϕ2 ⇒ ϕ′2 ∈ A2 and a fresh variable x. Since the two cases are analogous, we
deal only with the first and we assume therefore that ϕ⇒ ϕ′ = ι1y(ϕ1)⇒ ι1y(ϕ′1)
for some ϕ1 ⇒ ϕ′1 ∈ A1 and a fresh variable y. Therefore it remains to show
that (T ,−→) |= ι1y(ϕ1)⇒ ι1y(ϕ′1).
Let ρ be an arbitrary valuation. Let (γ1, γ2) ∈ TCfg be an arbitrary configura-
tion such that T , (γ1, γ2), ρ |= ι1y(ϕ1). By Lemma 3, we have T1, γ1, ρh′1(S1) |= ϕ1
and ρ(x) = γ2. Given that ϕ1 ⇒ ϕ′1 ∈ A1 and T1,−→1 |= A1, there exists
γ′1 ∈ T1Cfg such that γ1−→1γ′1 and T1, γ′1, ρh′1(S1) |= ϕ
′
1. By Lemma 3, we have
that T , (γ′1, γ2), ρ |= ι1y(ϕ′1). But, by the definition of −→ (−→ = −→1⊗a−→2),
we also have that (γ1, γ2)−→(γ′1, γ2).
We have shown that for an arbitrary valuation ρ and for an arbitrary config-
uration (γ1, γ2) ∈ TCfg such that T , (γ1, γ2), ρ |= ι1y(ϕ1), there exists a configu-
ration (γ′1, γ2) such that (γ1, γ2)−→(γ′1, γ2) and T , (γ′1, γ2), ρ |= ι1y(ϕ′1). But this
means that (T ,−→) |= ι1y(ϕ1)⇒ ι1y(ϕ′1), which is what we had to show.
The Axioms for the Parallel Product We let
A1 ⊗p A2 = {ι1y(ϕ1) ∧ ι2x(ϕ2)⇒ ∃x.∃y.(ι1y(ϕ′1) ∧ ι2x(ϕ′2)) |
ϕ1 ⇒ ϕ′1 ∈ A1, ϕ2 ⇒ ϕ′2 ∈ A2}
where x is a fresh variable of sort Cfg ′1 and y is a fresh variable of sort Cfg
′
2. The
intuition is that x captures any left-hand side and y captures any right-hand
side. We show formally that A1 ⊗p A2 is indeed a formal specification of the
language (T ,−→1 ⊗p −→2):
Theorem 4 (correctness for parallel product).
Let A = A1 ⊗p A2 and −→ = −→1 ⊗p −→2. We have that
(T ,−→) |= A.
Proof. We have to show that (T ,−→) |= A. By definition, (T ,−→) |= A if,
for any reachability rule ϕ ⇒ ϕ′ ∈ A, we have that (T ,−→) |= ϕ ⇒ ϕ′. Let
ϕ⇒ ϕ′ ∈ A be an arbitrary reachability rule. We show that (T ,−→) |= ϕ⇒ ϕ′.
As ϕ ⇒ ϕ′ ∈ A = A1 ⊗p A2, it follows that there exist ϕ1 ⇒ ϕ1 ∈ A1,




Let ρ be an arbitrary valuation. Let (γ1, γ2) be an arbitrary configuration
such that T , (γ1, γ2), ρ |= ι1y(ϕ1) ∧ ι2x(ϕ2). By the semantics of ∧, we have that
T , (γ1, γ2), ρ |= ι1y(ϕ1) and T , (γ1, γ2), ρ |= ι2x(ϕ2). By Lemma 3 it follows that
T1, γ1, ρh′1(S1) |= ϕ1, ρ(y) = γ2, T2, γ2, ρh′2(S2) |= ϕ2 and ρ(x) = γ1.
Because T1, γ1, ρh′1(S1) |= ϕ1, ϕ1 ⇒ ϕ
′
1 ∈ A1 and T1,−→1 |= A1, we obtain
that there exists γ′1 such that γ1−→1γ′1 and T1, γ′1, ρh′1(S1) |= ϕ
′
1. Similarly, there
exists γ′2 such that γ2−→2γ′2 and T2, γ′2, ρh′2(S2) |= ϕ
′
2.
By Lemma 3, it follows that T , (γ′1, γ′2), ρ[x 7→ γ1][y 7→ γ2] |= ι1y(ϕ′1) and
T , (γ′1, γ′2), ρ[x 7→ γ1][y 7→ γ2] |= ι2y(ϕ′2), which implies that T , (γ′1, γ′2), ρ |=
∃x.∃y.(ι1y(ϕ′1)∧ι2y(ϕ′2)). By the definition of −→, we also have (γ1, γ2)−→(γ′1, γ′2).
We have started with an arbitrary valuation ρ and an arbitrary configuration
(γ1, γ2) such that T , (γ1, γ2), ρ |= ι1y(ϕ1) ∧ ι2x(ϕ2) and we have shown that there
exists a configuration (γ′1, γ
′
2) such that (γ1, γ2)−→(γ′1, γ′2) and T , (γ′1, γ′2), ρ |=
∃x.∃y.ι1y(ϕ′1) ∧ ι2y(ϕ′2). Therefore (T ,−→) |= ι1y(ϕ1) ∧ ι2x(ϕ2) ⇒ ∃x.∃y.ι1y(ϕ′1) ∧
ι2y(ϕ
′
2, which is what we had to show.
The Axioms for the General Product For the general product, which allows
for both interleaving and parallel steps, we define
A1 ⊗A2 = A1 ⊗a A2 ∪A1 ⊗p A2.
The correctness result for the general product follows quickly from Theorem 3
and Theorem 4.
Theorem 5 (correctness for the general product).
Let A = A1 ⊗A2 and −→ = −→1 ⊗−→2. We have that
(T ,−→) |= A.
Proof. Let ϕ⇒ ϕ′ ∈ A be an arbitrary rule. We show that (T ,−→) |= ϕ⇒ ϕ′.
Let γ ∈ TCfg be an arbitrary configuration and let ρ be an arbitrary valuation
such that T , γ, ρ |= ϕ.
We distinguish two cases:
1. if ϕ⇒ ϕ′ ∈ A1⊗aA2, then, by Theorem 3, there exists γ′ such that γ(−→1⊗a
−→2)γ′ and T , γ′, ρ |= ϕ′. But, by definition, −→1⊗a−→2 ⊆ −→. Therefore
there exists γ′ such that γ−→γ′ and T , γ′, ρ |= ϕ′, which implies (T ,−→) |=
ϕ⇒ ϕ′.
2. if ϕ⇒ ϕ′ ∈ A1⊗pA2, then, by Theorem 4, there exists γ′ such that γ(−→1⊗p
−→2)γ′ and T , γ′, ρ |= ϕ′. But, by definition, −→1⊗p−→2 ⊆ −→. Therefore
there exists γ′ such that γ−→γ′ and T , γ′, ρ |= ϕ′, which implies (T ,−→) |=
ϕ⇒ ϕ′.
6 Conclusion and Future Work
In this paper we have shown that if two programming languages are defined
using reachability logic axioms and matching-logic based semantics, then we can
effectively construct products of the two languages, such that a pair of programs
belonging to the product can be executed asynchronously with interleaving, in
parallel (synchronised), or a combination of the two. The construction can be
automated in definitional frameworks like K [15].
A programming language definition consists of a signature and a semantics.
In our approach, the signature is a many-sorted first-order signature, that in-
cludes both the syntax of the programming languages and the data structures
required by the semantics. The category of the many sorted first-order signatures
has colimits, in particular pushouts. Moreover, this category has the amalgama-
tion property [9, 16]. The semantics of the programming languages is given by
transitions systems. The category of the transition systems has also several nice
constructions [19]. We combine these constructions in order to get the defini-
tion for aggregated languages. The approach is flexible enough to allow various
aggregations. The semantics of a programming language can be specified with
(one-step) reachability logic formulae. We show that the specification of the
aggregated language can be obtained from the specifications of the components.
We used many-sorted first-order signatures in order to make the presenta-
tion easier to follow. However, the syntax of programming languages is usually
given by BNF rules, which correspond to order-sorted first-order signatures. Un-
fortunately, order-sorted first-order logic does not have pushouts of signatures
and the amalgamation property. There are several approaches dealing with this
issue, see, e.g., [17, 1, 10]. It is challenging to see which one of these is the best
candidate for programming languages products and this will be investigated in
the future. It is also interesting to see if the formalisation of the matching logic
and reachability logic as institutions [2, 3] could help.
An interesting observation can be made for the case where −→ = −→1⊗−→2.
The transition system (T ,−→) is a product in the category of the transitions
systems [19]. So, the syntax of the aggregation of the language is defined by a
pushout (which is a shared sum) and the semantics by a product.
Language aggregation has uses in proving equivalence properties [7, 6]. We
intend to explore its use in proving other kinds of relations and in compiler
verification.
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