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We elucidate the distinction between
global and termwise stoquasticity for local
Hamiltonians and prove several complex-
ity results. We prove coNP-hardness of
deciding global stoquasticity in a fixed ba-
sis and Σp2-hardness of deciding global sto-
quasticity under single-qubit transforma-
tions. We expand the class of sign-curing
transformations by showing how Clifford
transformations can sign-cure a class of
disordered 1D XYZ Hamiltonians.
1 Introduction
Computational quantum physics has distin-
guished so-called sign-free Hamiltonians from
generic quantum systems with respect to their
classical simulatability via stochastic Monte
Carlo methods. Many heuristic computational
Monte Carlo strategies exist, but these techniques
do not shed full light on the question regarding
the computational power of sign-free Hamiltoni-
ans as compared to general quantum systems.
This motivated the introduction of the notion of
so-called stoquastic Hamiltonians with the aim of
formally understanding the computational power,
in an algorithmic and complexity sense, of sign-
free Hamiltonians [5] .
Although a comprehensive understanding re-
mains elusive to this point, significant progress
has been made in this direction. Of particular
interest is the power of stoquastic adiabatic com-
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putation, with quantum annealing being a prime
example. While it has been shown that adia-
batic computing using stoquastic frustration-free
Hamiltonians can be efficiently classically simu-
lated [4], a recent breakthrough result shows that
stoquastic adiabatic computation can be super-
polynomially more powerful than classical com-
putation with respect to the number of queries
to an oracle [13]. On the other hand, as it is
strongly believed that general Hamiltonians are
computationally more powerful than stoquastic
Hamiltonians, there has been an increased inter-
est in engineering non-stoquastic Hamiltonians
for adiabatic computing [9]. Interestingly, recent
evidence [8] suggests that the run-time for quan-
tum adiabatic optimization algorithms might not
benefit from using non-stoquastic over stoquastic
Hamiltonians.
In [5] a Hamiltonian has been called stoquas-
tic with respect to the computational basis {|x〉}
when H is real and additionally 〈x|H |y〉 ≤
0, ∀x 6= y. We will refer to such Hamiltonians
as being globally stoquastic. Stoquasticity of H
ensures that the thermal state e−βH is a non-
negative matrix in the computational basis for
any β ≥ 0, and that the ground state has non-
negative amplitudes in the computational basis.
Global stoquasticity is a sufficient condition for
the applicability of the path integral Monte Carlo
method (see a brief review in Appendix A), but
it is understood that it is not a necessary condi-
tion in various ways. For example, beyond sto-
quasticity, one can also examine conditions under
which the partition function Z(β) = Tre−βH is
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efficiently expressible as a sum over non-negative
weights [10, 11, 21].
In this light Refs. [15, 18] and [16] exam-
ined the question whether a Hamiltonian can
be computationally-stoquastic i.e. whether the
sign problem can be cured by a computationally-
efficient basis changing transformation. Ex-
amples of such transformations are single-qubit
(product) unitary gates or single-qubit Clifford
transformations. In a similar vein, one can ask
whether the sign problem can approximately be
cured [12] or, yet differently, whether low-depth
circuits can transform away the sign problem in
the ground state [22]. In these previous works it
was found that deciding whether a local Hamil-
tonian is stoquastic or not, is computationally-
hard. In particular, in Ref. [16] it was shown
that deciding if a two-local Hamiltonian is sto-
quastic under single-qubit unitary transforma-
tions, is NP-hard, while Ref. [16] also gave an
efficient algorithm for deciding stoquasticity un-
der single-qubit unitary transformations for two-
local Hamiltonians without any 1-local terms.
Naturally, these hardness results do not pre-
clude the existence of heuristic or approximate
strategies which find basis changes which can re-
duce the severity of the sign problem as explored
in [12], but this has so far not been explored sys-
tematically.
In this work we first clarify the distinction be-
tween the notion of global stoquasticity versus
termwise stoquasticity for a local Hamiltonian
(Section 2). In addition, we show that while it
is computationally tractable to decide whether a
n-qubit Hamiltonian is termwise stoquastic [18],
it is coNP-complete to decide whether it is glob-
ally stoquastic (Theorem 2 in Section 3).
Next, we combine these insights with the pre-
vious NP-hardness result in [16] to show that
deciding global stoquasticity under single-qubit
unitary transformations is Σp2-hard (Section 4).
These results fit into the existing picture as shown
in Table 1.
Last but not least, we give a family of disor-
dered 1D XYZ models for which sign-curing by
global Clifford transformations is provably more
powerful than sign-curing by local unitary trans-
formation (Theorem 4) in Section 5. Although
this is a minor result, it shows that there is still
much to explore about the class of possible sign-
curing transformations.
We expect that our results will contribute to
delineating the boundary betweem stoquastic and
fully-quantum Hamiltonians, and the origin and
mitigation of the sign problem.
2 Global versus Termwise Stoquastic-
ity
We will be concerned with n-qubit k-local
Hamiltonians H: such Hamiltonians can be
written as a sum of Hermitian terms each of
which acts on at most k qubits nontrivially and
k is usually O(1) 1. We assume familiarity with
the complexity classes NP, P and coNP. We
denote a general polynomial in n as poly(n)
when we don’t care about its degree or prefactors
specifically.
A seemingly innocuous variation on the defi-
nition of global stoquasticity is to ask whether
the local Hamiltonian is decomposable as a sum
of local terms, each of which itself is stoquastic.
More precisely, one can define the class of local
Hamiltonians which are termwise stoquastic:
Definition 1 (Termwise Stoquastic ). A n-qubit
k-local Hamiltonian H is m-termwise stoquastic
with respect to a basis {|x〉}, if it admits a decom-
position into m-local terms H = ∑Ii=1Di such
that each m-local Hermitian term Di is real and
obeys ∀x 6= y, 〈x|Di |y〉 ≤ 0.
Remark: For the set of real k-local Hamil-
tonians, we can choose a real Pauli basis with
each basis element acting on at most k qubits
nontrivially. We can then view a k-local Hamil-
tonian with k = O(1) as a point in Rd with
d ≤ ∑kk′=0 (nk′)(4k′ − 1) = poly(n). On the other
hand, the set of m-local stoquastic matrices D
generate a convex cone Cn(m). The question
whether a k-local Hamiltonian H is m-termwise
stoquastic is thus the question whether H lies
in Cn(m). Caratheodory’s theorem then tells
us that if H lies in the cone, it is supported on
I ≤ d+ 1 ≤ poly(n) points Di ∈ Cn(m).
Note that the definition for global stoquastic-
ity is equivalent to being (m = n)-termwise sto-
quastic and being m-termwise stoquastic implies
1For sparse Hamiltonians without locality structure,
for example the Laplacian on a graph [8], the notion of
termwise stoquasticity is not meaningful.
2
Stoquastic O(1)-Termwise Global
Fixed Basis P [18] coNP-complete [*]
1-Local Unitary NP-hard [16] Σp2-hard [*]
Table 1: Hardness results for deciding membership of a Hamiltonian to a particular stoquasticity class. [*] indicates
proof given in this work.
being (m+ 1)-termwise stoquastic. One can triv-
ially see that any termwise stoquastic Hamilto-
nian is also globally stoquastic. As was stated
in [5] and later shown explicitly in [16] the con-
verse also holds for two-local Hamiltonians, i.e.
every two-local globally stoquastic Hamiltonian
is 2-termwise stoquastic. Such equivalence can
be generalized:
Lemma 1. If each qubit of a k-local Hamiltonian
H interacts with at most l = O(1) other qubits
and k = O(1), then global stoquasticity implies
m-termwise stoquasticity, where m = kl = O(1).
Proof. Assume global stoquasticity of the Hamil-
tonian. Write H = ∑SM (S) where M are all
terms in H which flip the qubits in the subset
S with |S| ≤ k. When S = ∅, M (∅) collects all
the diagonal terms. Global stoquasticity implies
that each term M (S) is stoquastic as each such
term gives rise to distinct non-zero matrix ele-
ments 〈x|H |y〉. Terms inM (S) for S 6= ∅ involve
qubits in the subset S and at most |S| × l qubits
outside of S (where they act Z-like). HenceM (S)
is at most kl-local and H is m-termwise stoquas-
tic with m ≤ kl.
The remaining question is thus whether the
notion of global stoquasticity and O(1)-termwise
stoquasticity is the same for arbitrary k-local in-
teractions. One can in fact construct the follow
3-local counterexample, due to Bravyi.
Proposition 1. There exists a class of 3-local
globally-stoquastic Hamiltonians which are not 3-
termwise stoquastic.
Proof. Consider a graph G = (V,E) with n − 1
vertices and define an n−1 Ising Hamiltonian on
it:
HIsing =
∑
(i,j)∈E
JijZiZj , (1)
where Jij ∈ {−1,+1}. Now consider the Hamil-
tonian H = X0 ⊗ (E0 − HIsing) where E0 =
minx∈{0,1}n−1 [〈x|HIsing |x〉] < 0 is the lowest
eigenvalue of HIsing. We show that H is globally-
stoquastic but cannot be written as a sum of sto-
quastic 3-local terms when the Ising Hamiltonian
is frustrated (and therefore E0 is more than the
sum of the minimal values of each term). The
only non-zero, off-diagonal matrix elements of H
are 〈x0, x|H |y0, x〉 = 〈x| (E0 − HIsing) |x〉 ≤ 0
where x ∈ {0, 1}n−1 and x0 6= y0. Since E0 is the
smallest eigenvalue of HIsing, it follows immedi-
ately that H is globally stoquastic.
Now consider whether H can be termwise sto-
quastic. The decomposition of H must be of the
form H = X0 ⊗∑i,j Di,j where each X0 ⊗ Di,j
is stoquastic and Di,j acts on qubits at vertices i
and j. We note thatDi,j has to be diagonal in the
Z-basis, since adding and subtracting bit-flipping
terms in H does not help in making H termwise
stoquastic. Each term X0 ⊗Di,j is stoquastic iff
∀x, 〈x|Di,j |x〉 ≤ 0 and the most general form of
Di,j is
Di,j = αIijIij + αIZij Zj + αZIij Zi + JijZiZj , (2)
with the restrictions ∑i,j:i<j αIij = E0,∑
i:i<j α
IZ
ij = 0, ∀j and
∑
j:j>i α
ZI
ij = 0, ∀i.
The condition ∀x, 〈x|Di,j |x〉 ≤ 0 implies that
αIij ≤ min∆i=±1,∆j=±1[−∆jα
IZ
ij −∆iαZIij −∆i∆jJij ]
≤ −1. (3)
If HIsing is frustrated, E0 > −∑(i,j)∈E as not
all terms contribute negatively: this is then in
contradiction with the requirement that αIij ≤
−1 and ∑i,j:i<j αIij = E0.
Note that the result does not preclude the
possibility that Hamiltonians constructed in this
proposition are k ≥ 4-termwise stoquastic. In
fact, it is not hard to prove the following gener-
alization
Proposition 2. Let Hclass be a traceless k-local
Hamiltonian on n−1 qubits, with terms diagonal
in the computational basis and let E0 < 0 be its
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lowest eigenvalue. Let H = X0 ⊗ (E0 − Hclass).
H is (m + 1)-termwise stoquastic if and only if
there exists a (m ≥ k)-local decomposition of
Hclass which is frustration-free. The frustration-
free m-local decomposition is a decomposition
Hclass =
∑
iDi where each Hermitian classical
term Di acts on at most m qubits non-trivially
and E0 =
∑
iE0(Di) with E0(Di) the lowest
eigenvalue of the term Di.
Proof. Assume we have a frustration-freem-local
decomposition Hclass =
∑
iDi. A term X0 ⊗
(E0(Di) − Di) is then stoquastic and (m + 1)-
local and hence the sum of these terms is a
(m+1)-termwise stoquastic decomposition of H.
Assume H is (m + 1)-termwise stoquastic, this
then induces a decomposition of H of the form
H = ∑iX0 ⊗ (αiI − D˜i) where D˜i is traceless,
diagonal and m-local, and stoquasticity of each
term implies that αi − E0(D˜i) ≤ 0. In addition,
we must have ∑i αi = E0 and ∑i D˜i = Hclass
implying that E0 ≤∑iE0(D˜i) which is only pos-
sible when the D˜i form a frustration-free decom-
position of Hclass.
Determining a frustration-free m-local decom-
position of Hclass solves the problem of finding
the ground state energy which is generically NP-
complete, see e.g. Theorem 1. This suggests
that determining whether or not a Hamiltonian is
globally stoquastic, can in fact be a difficult prob-
lem. We will indeed prove in Theorem 2 that it is
coNP-complete by showing that a yes instance of
an NP-complete classical lowest eigenvalue prob-
lem can be 1-1 mapped onto a no instance of the
problem of determining global stoquasticity.
Given that the notion of global versus termwise
stoquasticity can be distinct, we can ask which
is the right notion used in existing complexity
and algorithmic results in the literature. In Ap-
pendix A we review the path integral quantum
Monte Carlo method and observe that a notion
of global stoquasticity suffices for there not to
be a sign problem. On the other hand, the re-
sult that determining the lowest eigenvalue of
a k-local stoquastic Hamiltonian is StoqMA-
complete [6] uses the fact that these Hamiltoni-
ans are O(1)-termwise stoquastic. It is not clear
whether the lowest eigenvalue problem for only
globally-stoquastic Hamiltonians would in fact be
contained in StoqMA. The proof of containment
of the lowest-eigenvalue problem in AM in [5]
again only uses the global stoquasticity of the
Hamiltonian as it only uses the sparsity of H.
The problem of exactly deciding whether a O(1)-
termwise stoquastic Hamiltonian is frustration-
free is contained in MA in [4], and, assuming a
constant spectral gap, in NP in [1].
3 Determining whether a local Hamil-
tonian is globally or termwise stoquastic
Given that the notion of global versus termwise
stoquasticity can be distinct, we define Glob-
Stoq and mTermStoqas the problems of deciding
whether a local Hamiltonian is globally stoquas-
tic or whether it ism-termwise stoquastic and ask
how hard or easy it is to decide these problems.
First we ask about the efficiency with which
one can determine whether a k-local Hamilto-
nian is m-termwise stoquastic with m = O(1).
In [18] it was argued that mTermStoq ∈ P, while
[15] gave a simple explicit strategy for two-local
Hamiltonians. We provide the proof for com-
pleteness:
Proposition 3. One can efficiently determine
whether a k-local Hamiltonian acting on n qubits
is m-termwise stoquastic where k ≤ m = O(1),
or mTermStoq ∈ P.
Proof. As in the proof of Lemma 1, we write
H = ∑SM (S) with |S| ≤ k. We can ignore
the purely diagonal terms in H which flip no
qubits, (S = ∅). Termwise stoquasticity of H
implies termwise stoquasticity of each M (S) as
these correspond to different matrix elements.
Now we can consider the set of m-local sto-
quastic matrices which only flip the qubits in
S: there are
(n−|S|
m−|S|
)
O(1) = poly(n) such matri-
ces, hence there will be poly(n) extremal points,
call them oi(S). One thus needs to solve the
problem whether there are pi ≥ 0 such that
M (S) = ∑i pioi(S) which is a linear feasibility
problem. If there exists a (feasible) solution to
this program, we move to the next termM (S) etc.
until we have found solutions for all terms or for
at least one value of S there exists no feasible so-
lution, in which case we output ‘not m-termwise
stoquastic’.
Proposition 4. When m ≤ c logn,
mTermStoq ∈ NP for any constant c.
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Proof. Unlike the case where m is a constant, for
m = c logn one can only prove that the problem
is contained in NP: for a yes instance the prover
gives the stoquastic matrices {Di}Ii=1 in the de-
composition: as these act nontrivially on at most
c logn qubits, they are given as nc × nc matrices
and there are at most I ≤ poly(n) of them. The
verifier can check that the poly(n) entries of the
k-local Hamiltonian H can be constructed from∑
iDi.
If we bound the degree of each qubit in the in-
teraction hypergraph, we have shown that global
stoquasticity and O(1)-stoquasticity are equiva-
lent in Lemma 1. In fact in such cases, instead
of finding a convex decomposition as in Proposi-
tion 3, it is simpler to test for global stoquasticity
directly:
Proposition 5. If each qubit of a k-local Hamil-
tonian H interacts with at most l = O(1) other
qubits and k = O(1), then the problem of decid-
ing where the Hamiltonian is globally stoquastic
can be solved efficiently, that is, GlobalStoq ∈ P.
Proof. Consider all matrix entries 〈x|H |y〉 where
x and y differ only in a subset S. We need to
consider
(n
k
)
= poly(n) such subsets. For each
subset S, it is easy to check all matrix entries
〈x|H |y〉, where x and y differ only on S, since
at most kl = O(1) terms in the Hamiltonian can
contribute to these entries.
It is clear that geometrically local Hamiltoni-
ans, where the qubits are distributed Ω(1) apart
in Rd and only interact with qubits O(1) away,
have the property that each qubit interacts with
at most O(1) other qubits and hence for these
classes, global stoquasticity is equivalent to O(1)-
termwise stoquasticity by Lemma 1 and we can
efficiently test for both local and global stoquas-
ticity. This is good news as these are commonly-
studied models in physics.
3.1 Hardness of GlobStoq
In this section we will argue that GlobStoq is
coNP-complete. To show this, we will consider
the well-known NP-complete problem of deter-
mining the lowest energy of an Ising Hamiltonian
with local fields, and show that the complement
of this problem reduces to GlobStoq.
Theorem 1 (Planar Spin Glass (PS) [2]). Given
a planar graph G = (V,E) and an integer K.
Deciding whether there exists a configuration of
Si ∈ {+1,−1} such that∑
(i,j)∈E
SiSj +
∑
i
Si ≤ K
is an NP-complete problem.
Theorem 2. The problem of deciding whether
a k-local Hamiltonian is globally stoquastic
(GlobalStoq) is coNP-complete.
Proof. It is straightforward to see that GlobStoq
∈ coNP, as there exists an efficiently verifiable
witness for its no instances in the form of bit-
strings x, y ∈ {0, 1}n for which 〈x|H |y〉 > 0.
Since H is a local Hamiltonian, we can efficiently
evaluate such matrix elements and thus verify the
witness.
We proceed by showing that GlobStoq is
coNP-hard and hence coNP-complete by reduc-
ing PS (Theorem 1) to it. Given an instance of
PS with graph G = (V,E) such that |V | = n,
define the n+ 1 qubit Hamiltonian
H = (K + +)Xn+1 −
∑
(i,j)∈E
ZiZjXn+1
−
∑
i∈V
ZiXn+1, (4)
where 0 < + < 1. As we can factor Xn+1 from
every term in H, 〈x|H |y〉 6= 0 only when bit-
strings x, y differ in the (n+ 1)th bit. Let us de-
note the first n bits of x, y as x′ and the (n+1)th
as xn+1, yn+1 respectively. We have
〈x|H |y〉 = 〈x′| (K + +)−
∑
(i,j)∈E
ZiZj
−
∑
i∈V
Zi |x′〉 〈xn+1|Xn+1 |yn+1〉 .
For a no instance of GlobStoq there exist x =
x′xn+1 and y = x′xn+1 such that
〈x|H |y〉 = (K + +)−
∑
(i,j)∈E
SiSj −
∑
i∈V
Si > 0,
∑
(i,j)∈E
SiSj +
∑
i∈V
Si < (K + +),
where Si = 〈x′|Zi |x′〉 ∈ {+1,−1}, i ∈ {0, 1}.
Since the left hand side is an integer and + < 1,
∃{Si} :
∑
(i,j)∈E
SiSj +
∑
i∈V
Si ≤ K.
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Therefore, a no instance of GlobStoq implies a
yes instance of PS. Similarly for a yes instance
of GlobStoq we have that ∀x 6= y 〈x|H |y〉 ≤ 0.
Again using the fact that 0 < + < 1, we have
∀{Si} :
∑
(i,j)∈E
SiSj +
∑
i∈V
Si > K,
and thus, a yes instance of GlobStoq corresponds
to a no instance of PS which completes the re-
duction.
Remark: Although deciding GlobStoq is coNP-
complete for H as in Eq. (4) and thus is coNP-
complete in general, such Hamiltonians can be
sign-cured by means of a single-qubit Hadamard
transformation on the n+ 1 qubit.
We observe that under the assumption that
NP 6= co-NP, deciding (m = O(logn))-
TermStoq cannot be equivalent to GlobStoq.
4 Global stoquasticity via local basis
changes
In the previous section we considered the diffi-
culty of determining if a Hamiltonian is glob-
ally stoquastic in a fixed basis. Previous work
[15, 16, 18] has shown that it is NP-hard to de-
cide if there is a local change of basis such that
a Hamiltonian is termwise stoquastic. Now we
combine both questions, and consider the prob-
lem of determining if there exists a local change
of basis such that a Hamiltonian is globally sto-
quastic. We start with a definition:
Definition 2. Let U be a family of unitaries.
Then U-GlobalStoq is the following problem:
Input: Local Hamiltonian H
Problem: Decide if there is a unitary U ∈ U
such that UHU † is globally stoquastic.
Observe that GlobalStoq is the special case of
U-GlobalStoq where U only contains the identity
matrix. Our result is the following.
Theorem 3. Let U be the set of 1-local product
unitaries. Then, restricted to a certain class of 3-
local Hamiltonians, U-GlobalStoq is Σp2-complete.
To prove this theorem, we will need three dif-
ferent ingredients:
• a convenient Σp2-complete problem to reduce
from
• a "gadget" Hamiltonian terms to restrict the
possible basis change unitaries
• a Hamiltonian which encodes our Σp2-
complete problem.
4.1 Complete problem for Σp2
The complexity class Σp2 = NPNP sits in the sec-
ond level of the polynomial hierarchy, and is the
class of problems that can be solved by a polyno-
mial time non-deterministic Turing machine (an
NP machine), which can make queries to an or-
acle to NP.
The complement of Σp2 is Π
p
2 . A canonical
complete problem for Πp2 is ∀∃-3-SAT [20]:
Definition 3 (∀∃-3-SAT). Input: Boolean for-
mula C(x, y) in conjunctive normal form with 3
literals per clause.
Problem: Decide if for all x, there exists a y
such that C(x, y) is true.
The complement of ∀∃-3-SAT is complete for
Σp2 (since Σ
p
2 = co-Π
p
2). We could reduce di-
rectly from this problem to U-GlobalStoq, using
the same construction as in Section 4.3, to ob-
tain Σp2-hardness, but the resulting Hamiltonian
would be 4-local. In order to achieve a hardness
result for a 3-local Hamiltonian, we first find a
more convenient complete problem for Σp2 .
Definition 4 (MINMAX-2-SAT). Input:
Boolean formula C(x, y) in conjunctive normal
form with at most 2 literals per clause; and an
integer k.
Problem: Decide if for all x, there exists a y,
such that C(x, y) satisfies at least k clauses.
The problem MINMAX-2-SAT is related to
∀∃-3-SAT, in the same way that MAX-2-SAT is
related to 3-SAT. In fact we can prove MINMAX-
2-SAT is Πp2-complete, by reducing from ∀∃-SAT,
with exactly the same proof method as the reduc-
tion from 3-SAT to MAX-2-SAT.
Lemma 2. MINMAX-2-SAT is Πp2-complete.
Proof. Let C be a formula specifying an instance
of ∀∃-3-SAT of m clauses on on n + l bits. We
construct a formula C′ of 10m clauses on n+ l+
m bits, with at most 2 literals per clause, such
that if x ∈ {0, 1}n and y ∈ {0, 1}l satisfies C,
then there exists z ∈ {0, 1}m such that (x, y, z)
satisfies 7m clauses of C′; and if (x, y) does not
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satisfy C then (x, y, z) satisfies strictly less than
7m clauses, for any z ∈ {0, 1}m.
For each clause containing three literals
(ai ∨ bi ∨ ci), replace it with 10 clauses
(ai), (bi), (ci), (di), (¬ai ∨ ¬bi), (¬ai ∨ ¬ci), (¬bi ∨
¬ci), (ai ∨ ¬di), (bi ∨ ¬di), (ci ∨ ¬di)
Then if the original clause (ai ∨ bi ∨ ci) is sat-
isfied, there is a choice of di such that 7 of these
clauses are satisfied, but there is no choice of di
such that more than 7 are satisfied. And if the
clause is not satisfied (all 3 of ai, bi, ci are false),
then any choice of di will satisfy at most six of
these clauses.
Then ∀∃-3-SAT for C reduces to MINMAX-2-
SAT for C′ and k = 7m. Since if for all x, there
exists y such that C(x, y) is true, then for all x
there exists y, z such that k = 7m clauses of C′ are
satisfied. And if there exists x such that for all
y C(x, y) is unsatisfied, then there exists x such
that for all y, z, strictly less than 7m clauses of
C′ are satisfied.
An immediate consequence of Lemma 2 is that
the complement of MINMAX-2-SAT, which we
call ¬MINMAX-2-SAT, is Σp2-complete.
Definition 5 (¬MINMAX-2-SAT). Input:
Boolean formula C(x, y) in conjunctive normal
form with at most 2 literals per clause; and an
integer k.
Problem: Decide if there exists x, such that
for all y, C(x, y) violates at least k clauses.
4.2 Gadgets
In [16] two-local Hamiltonian gadget terms were
constructed such that a local change of basis
could make the total Hamiltonian stoquastic if
and only if the original Hamiltonian could be
made stoquastic by a restricted type of basis of
change.
In the following, we useW to denote the single-
qubit Hadamard matrix and for x ∈ {0, 1}n we
define
W (x) =
n⊗
i=1
W xii .
Lemma 3 (Lemma 5.1 of [16]). Let H be a two-
local Hamiltonian on n qubits. For each qubit
u ∈ {1, ..., n}, add three ancilla qubits au, bu, cu
and define the two-local gadget Hamiltonian
G1 =
n∑
u=1
−(Xcu + Zcu)− (XuXau + YuYau + ZuZau)
− (3XauXbu + YauYbu + 2ZauZbu)
− (XbuXcu + YbuYcu + ZbuZcu)
Then the following are equivalent:
1. there exists a product of single qubit uni-
taries U such that U(H ⊗ I + G1)U † is a
globally stoquastic Hamiltonian.
2. there exists x ∈ {0, 1}n such that
W (x)†HW (x) is globally stoquastic, where
W (x) = (⊗ni=1W xii ).
Now we present a small extension to these gad-
gets, in the form of an additional gadget Hamil-
tonian G2, to further restrict the type of possible
basis changes on certain qubits.
Here xy denotes the concatenation of two
strings x and y, so W (xy) = (⊗ni=1W xii ) ⊗(⊗l
j=1W
yj
n+j
)
.
Lemma 4 (Extension of Lemma 3). Let H be a
Hamiltonian on n+ l qubits. First add an ancilla
qubit dj for each j ∈ {1, ..., l} and define the two-
local gadget Hamiltonian
G2 =
l∑
j=1
−Xn+jXdj + Zn+jZdj (5)
Then add three more ancilla qubits au, bu, cu
for each of the n + 2l qubits. Defining the total
Hamiltonian HHad on 4n+ 8l qubits as
HHad = (H ⊗ I +G2)⊗ I +G1
where G1 is as defined in Lemma 3, the following
are equivalent:
1. there exists a product of single qubit uni-
taries U such that UHHadU † is globally sto-
quastic.
2. there exists x ∈ {0, 1}n such that
W (x0l)†HW (x0l) is globally stoquastic,
where W (x0l) = (⊗ni=1W xii )⊗(⊗n+li=n+1 Ii).
Proof. We first prove that 2 ⇒ 1. Let H ′ = H ⊗
I + G2. If there exists x ∈ {0, 1}n such that
W (x)HW (x)† is globally stoquastic, it is easy to
check that W (x02l)H ′W (x02l)† is also globally
7
stoquastic. Therefore by Lemma 3, there exists a
product unitary U such that UHHadU † is globally
stoquastic.
For the converse direction, Lemma 3 implies
that if 1. holds then there exists x ∈ {0, 1}n
and y, z ∈ {0, 1}l such that W (xyz)H ′W (xyz)†
is globally stoquastic, where
W (xyz) =
(
n⊗
i=1
W xii
)
⊗
 l⊗
j=1
W
yj
n+j ⊗W zjaj

Suppose for a contradiction that yj or zj is 1 for
some j. Then there is a positive off-diagonal ma-
trix entry 〈u|W (xyz)G2W (xyz)† |v〉 > 0 where
u, v ∈ {0, 1}n+2l differ at location aj . This can-
not be cancelled out by W (xyz)(H ⊗ I)W (xyz)†
(since this acts trivially on qubit dj), implying
that W (xyz)H ′W (xyz)† is not globally stoquas-
tic. But this is a contradiction and we can con-
clude that y = z = 0l.
Finally if W (x02l)H ′W (x02l)† is globally sto-
quastic then W (x0l)HW (x0l)† is globally sto-
quastic.
4.3 Hardness construction
For a 2-SAT formula C(a, b) in conjunctive normal
form, with a ∈ {0, 1}n and b ∈ {0, 1}l,
C =
m∧
k=1
(ck,1 ∨ ck,2) ,
we define a corresponding Hamiltonian HC on n+
l qubits:
HC =
m∑
k=1
P (ck,1)⊗ P (ck,2)
where
P (c) =

(Xi + I) if c = ai
(Zi + I) if c = ¬ai
|0〉 〈0|i if c = bi
|1〉 〈1|i if c = ¬bi
Recalling that W (x0l) = (⊗ni=1W xii ) ⊗ I,
it can be seen that for all x, HC(x) =
W (x0l)HCW (x0l)† has the following properties:
1. All off-diagonal elements of HC(x) are non-
negative.
2. The diagonal matrix entries satisfy:
〈z| 〈y|HC(x) |z〉 |y〉 ≥ 〈1n| 〈y|HC(x) |1n〉 |y〉
where x, z ∈ {0, 1}n and y ∈ {0, 1}l.
3. 〈1n| 〈y|HC(x) |1n〉 |y〉 is the number of
clauses of C violated by (x, y).
Properties 1. and 2. can be easily checked. To
see point 3., observe that
〈1n| 〈y|W (x0l)P (c)W (x0l)† |1n〉 |y〉
=
{
0 if c(x, y) is true
1 if c(x, y) is false
and so
〈1n| 〈y|W (x0l)P (c1)P (c2)W (x0l)† |1n〉 |y〉
=
{
0 if (c1 ∨ c2) is true
1 if (c1 ∨ c2) is false
Therefore, 〈1n| 〈y|W (x0l)HCW (x0l)† |1n〉 |y〉 is
equal to the number of clauses in C that are not
satisfied by (x, y), as claimed.
We are now ready to prove Theorem 3.
Proof. (of Theorem 3). We consider Hamiltoni-
ans of the form
H = (X ⊗ (kI −HC)⊗ I +G2)⊗ I) +G1
where HC is as defined above, and G1, G2 are
the gadget Hamiltonians of Lemma 4. These are
chosen so that there exists a product unitary U
such that UHU † is globally stoquastic if and only
if there exists x ∈ {0, 1}n such that
W (0x0l) (X ⊗ (kI −HC))W (0x0l)†
= X ⊗
[
kI −W (x0l)HCW (x0l)†
]
is globally stoquastic.
This happens if and only if all the off-diagonal
terms of HC(x) = W (x0l)HCW (x0l)† are non-
negative and all the diagonal matrix entries are
greater than or equal to k.
As observed above, all the off-diagonal el-
ements of HC(x) are positive and the small-
est diagonal matrix entry is of the form
〈1n| 〈y|HC(x) |1n〉 |y〉 for some y. Furthermore
〈1n| 〈y|HC(x) |1n〉 |y〉 is equal to the number of
unsatisfied clauses of C. Therefore U-GlobalStoq
is a yes instance if and only if there exists x such
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that for all y at least k clauses of C are unsatis-
fied. That is, H is a yes instance of U-GlobalStoq
if and only if C is a yes instance of ¬MINMAX-
2-SAT. ¬MINMAX-2-SATis Σp2-complete, and so
U-GlobalStoq is also Σp2-complete.
5 Sign-Curing by Clifford Transforma-
tions
In the previous section, as well as in previous
work, we considered the problem of sign-curing
a Hamiltonian by single-qubit unitaries. Here we
go beyond these single-qubit transformations and
ask what k-local Hamiltonians can be mapped
onto stoquastic Hamiltonians by means of gen-
eral Clifford transformations. The Clifford group
is defined as
Definition 6 (Clifford group).
Cn = {U ∈ U(2n) | UPU † ∈ Pn ∀P ∈ Pn}
where Pn is the Pauli group on n qubits, that is,
Pn = {I,X, Y, Z}⊗n × {±1,±i}
A simple example is a Hamiltonian which is
a sum of commuting Pauli terms H = ∑i JiPi
with Paulis ∀i, j, [Pi, Pj ] = 0 such as a
stabilizer Hamiltonians. H is then obviously
computationally-stoquastic as it can be trans-
formed by the adjoint action of an element of
the Clifford group (i.e. a Clifford transformation
C) with C†PiC = P˜i(Z) where P˜i(Z) is a tensor
product of Z gates, so the transformed Hamilto-
nian H˜ = ∑i JiP˜i(Z) is classical. The existence
of a Clifford transformation which performs this
mapping is attributed to the fact that, modulo ±i
and ±1 signs, a Clifford exists when the product
relations among the Paulis P˜i(Z) are those of Pi.
More precisely and more generally, for a Hamil-
tonian H = ∑i JiPi, one specifies a set Sindep
of independent Paulis among the Pi such that
other Pauli terms in H are obtained by taking
products of these independent elements (mod-
ulo ±1,±i prefactors). If we have a Hermiticity-
preserving injective map g such that each P ∈
Sindep is mapped to a P ′, i.e. g(P ) = P ′ so
that g(P1P2) = g(P1)g(P2) for P1, P2 ∈ Sindep,
then there is always a realization for g which is
a Clifford transformation. Hence specifying the
action of such map acting on the independent set
Sindep means that a Clifford transformation will
exist (and can be found explicitly as a symplectic
transformation [17]).
Assume that H˜ = C†HC with Clifford C and
let H˜ be globally stoquastic. We observe that if
we wish to estimate thermal or ground state prop-
erties of H via a path integral quantum Monte
Carlo method, see Appendix A, then we can sim-
ply use H˜ in this simulation: the Pauli terms in
Hamiltonian H˜ may have high-weight, but this
does not make the MC method inefficient (al-
though it may require different Metropolis update
rules), since the number of such Pauli terms is the
same as in H and thus matrix elements of H˜ can
still be determined efficiently.
We now will provide an example of a class of
1D disordered Heisenberg Hamiltonians for which
one can prove that sign-curing using single-qubit
unitary transformations is not possible, while
Clifford transformations do sign-cure the Hamil-
tonians in this class.
Consider the disordered Heisenberg XYZ
model on an open boundary 1D chain of n qubits
with arbitrary coupling coefficients:
H =
n−1∑
i=1
αXXi i+1XiXi+1 + αY Yi i+1YiYi+1
+ αZZi i+1ZiZi+1. (6)
In what follows, we will refer to pairs (i, i+1) as
edges of H. It is known that a 1D translationally-
invariant Heisenberg XYZ model has no sign
problem [21] and we review the argument in Ap-
pendix A.2. It was shown in [15] that if we seek
to sign-cure an arbitrary XYZ Heisenberg model
by single-qubit (local) basis changes, then single-
qubit Clifford transformations suffice. However,
not all 1D XYZ models can be sign-cured by
single-qubit Clifford transformations and we give
some explicit examples where such single-qubit
Cliffords fall short in Appendix B. Given these
examples, the following theorem then shows that
global Clifford transformation are more powerful
than single-qubit Clifford transformations.
Theorem 4. The (open boundary) 1D disordered
XYZ Heisenberg model in Eq. (6) is 4-termwise
stoquastic by a Clifford transformation if, either
for all even edges we have
∀i, αXX2i 2i+1 × αY Y2i 2i+1 × αZZ2i 2i+1 ≥ 0, (7)
or, for all odd edges we have
∀i, αXX2i−1 2i × αY Y2i−1 2i × αZZ2i−1 2i ≥ 0. (8)
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Proof. We can see the commutation structure of
the XX, YY and ZZ terms in the Heisenberg
model in Fig. 1. The XX and YY terms can be
chosen as the independent set Sindep. If Eq. (7)
holds, we map the commuting XX, YY, ZZ terms
between qubits 2i − 1 and 2i (odd edges of H)
to terms which are tensor products of Z gates,
which all mutually commute as required. Since
XiXi+1YiYi+1 = −ZiZi+1, we just need to make
sure that we choose the 3 terms with the right
sign, so as to preserve all product relations. How-
ever, terms which are tensor products of Z gates
are diagonal, their signs do not matter for sto-
quasticity so any consistent choice is valid. If
instead Eq. (8) holds, we would have done the
same for the terms between qubits 2i and 2i+ 1
(even edges of H).
Now consider wlog that Eq. (7) holds and we
need to map the commuting XX, YY, ZZ terms
between qubits on even edges of H to Pauli terms
respecting all product relations. One can eas-
ily check that we can map these terms to tensor
products of X gates, acting on at most 4 qubits,
as shown in Fig. 1. In contrast to the purely di-
agonal terms mentioned above, we are now con-
straint in choosing the signs so that these off-
diagonal terms have non-positive entries. As a
consequence of Eq. (7) one can choose ∆Y Y =
−sign(αY Y ), ∆XX = −sign(αXX), individually
for each edge between qubits 2i and 2i + 1, so
all X-like terms are stoquastic. Note that in case
a term which is mapped to a X-like term occurs
at the boundary we replace its action on non-
existing qubits by I.
Remark: For a disordered Heisenberg chain
with periodic boundary this construction would
not work as the XX and YY terms do not form
an independent set.
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A Stoquastic Hamiltonians and The
Sign Problem in the path integral Quan-
tum Monte Carlo Method
In this Appendix we prove that sparse Hamil-
tonians H which are globally stoquastic by
an efficiently-computable curing transformation
avoid the sign problem in the path integral Monte
Carlo method. As target for the path inte-
gral Monte Carlo method we focus on estimating
〈H〉β = TrHρβ where ρβ = exp(−βH)/Z(β) is
the Gibbs state. We will argue that if there is
Metropolis-algorithm based Markov chain which
is rapidly mixing and efficient both in n and
β then a high-accuracy ground state energy es-
timate can be obtained. Since estimating the
ground state energy of such Hamiltonians with
this precision is at least StoqMA-hard [6], –the
class includes frustrated classical Hamiltonians
for which determining the ground state energy
with this accuracy is NP-complete–, it is clear
that the Metropolis method cannot always be
rapidly mixing. In fact, as is well-known, the con-
figuration updates in the Metropolis algorithm
can be chosen in various ways which can lead to
better or worse convergence. Indeed, even when
there is an efficient quantum adiabatic algorithm
using a stoquastic Hamiltonian, the Monte Carlo
method can fail [14].
Hence the Theorem below captures the fact
that determining a rapidly-mixing Metropolis
Markov chain with a good starting point which
has sufficient overlap with the fixed point prob-
ability distribution is the bottle-neck in such
path integral quantum Monte Carlo methods.
Ref. [7] proves that for some 1D stoquastic mod-
els one can set up such rapidly-mixing Metropo-
lis Markov chain, although the running time
for these algorithms scales as poly(eβ) (and not
poly(β)).
Our proof takes some inspiration from [19]. An
alternative approach for estimating the expecta-
tion value of observables based on an estimation
of Z(β) = Tre−βH itself at various β has been
described in [7].
In Section A.1 we further discuss the manifes-
tation of the sign problem when the Hamiltonian
is not stoquastic.
Theorem 5 (Loosely). If there exists an efficient
Metropolis Monte Carlo Markov chain for the
path integral Monte Carlo estimate of 〈H〉β which
converges efficiently in poly(n) and poly(β) for
all β, then this would provide an efficient algo-
rithm to estimate the ground-state energy of H
with 1/poly(n) accuracy.
We first provide a small proposition which re-
lies on previous observations in [3]:
Proposition 6. Assume a probabilistic poly(n)-
time classical algorithm which outputs an esti-
mate Hestβ for 〈H〉β such that
Prob(|Hestβ − 〈H〉β| < ε) ≥ 1− δ, (9)
for some constant δ < 1 such that the algorithm
has running time poly(n, 1/ε, β). Then there ex-
ists a poly(n) time algorithm which can estimate
the ground-state energy E0 of H as Eest0 with
1/poly(n) accuracy.
Proof. The free energy is given by
F (β) = − 1
β
logZ
= 〈H〉β − β−1S(ρβ),
with S(ρ) = −Trρ ln ρ. We have |F (β)−E0| ≤
β−1n for a system of n qubits, see [3]. Hence
|〈H〉β − E0| ≤ 2β−1n ≤ 1/poly(n) for β =
poly(n). Hence by choosing β polynomially large
in n, the classical algorithm which outputs the
estimate Hestβ gives, with probability larger than
1− δ, a 1/poly(n) approximation to E0.
Another standard tool we use is
Proposition 7 (Chernoff-Hoeffding Inequality).
Let X1, . . . , XK be random i.i.d. variables such
that a ≤ Xi ≤ b and let X = 1K
∑K
i=1Xi and
µ = E(X). Then
P((1− )µ ≤ X ≤ (1 + )µ) ≥ 1− 2e−
2K2µ2
(b−a)2 .
(10)
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Proof of Theorem 5: Let H be the sparse n-
qubit Hamiltonian which is globally stoquastic
in the standard computational basis {|x〉}2n−1x=0 .
Thus, upon being given |x〉, there are poly(n) y
such that 〈y|H |x〉 6= 0 and these can be effi-
ciently computed. A path integral representation
of 〈H〉β is given by
〈H〉β =
∑
x
h(x)P (x, β) + trot(N, β, ||H||) (11)
with local energy
h(x) = 1
N − 1
N∑
i=1
〈xi+1|H(I − τH) |xi〉
〈xi+1| I − τH |xi〉 (12)
which depends on the path x = (x1, ...xN ), with
n-bit configuration xi. Here τ = β/N with N
the Trotter step and the probability distribution
P (x, β) is given by
P (x, β) = W (x, β)∑
xW (x, β)
, (13)
with
W (x, β) =
N∏
i=1
〈xi+1| I − τH |xi〉 δx1,xN+1 . (14)
We observe that P (x, β) is a probability distribu-
tion when H is globally stoquastic as for all x, β
the weight W (x, β) ≥ 0. The Trotter step N can
be chosen to be N = poly(n) such that the Trot-
ter error trot(N, β, ||H||) is 1/poly(n) small. 2
The goal of the Metropolis algorithm is to set up
a Markov chain which allows one to sample from
the probability distribution P (x, β). The formu-
lation of such Metropolis algorithm for some fixed
β,N requires that one can efficiently (in n) cal-
culate the ratio P (x,β)P (y,β) for any two given x and y.
This is possible as the weight W (x, β) for a path
x can be efficiently computed using the ability to
compute 〈x|H |y〉.
Now we assume that it is possible to set up a
Metropolis algorithm which allows one to gener-
ate samples x1, . . . ,xK from P (x, β) efficiently.
For each such sample, one computes h(x) and
to prove how the sample mean 1K
∑K
k=1 h(xk) de-
viates from
∑
x h(x)P (x, β), we need to upper-
bound |h(x)|, as it allows us to apply the Cher-
noff bound in Proposition 7. It is important to
2We gloss over the standard analysis of the Trotter
error here.
observe that we need this upper bound to be some
poly(n) again, so that by choosing large enough
K = poly(n) one can suppress the error µ. We
observe that a path x has zero probability with
respect to P (x, β) when it contains a segment
xi, xi+1 with 〈xi+1| I− τH |xi〉 = 0. Assume that
we accept a new configuration in our Metropo-
lis algorithm only when this new configuration x
has the property that ∀i : , 〈xi+1| I− τH |xi〉 6= 0:
this property is easy to verify namely one checks
whether xi+1 = xi or, if not, 〈xi+1|H |xi〉 6= 0,
only these paths are allowed. In addition, dis-
allowing these paths does not alter what is the
fixed point of the Markov chain, namely P (x, β).
Now we bound |h(x)| in Eq. (12) for all such
allowed path configurations, i.e.
∣∣∣∣〈xi|H(I − τH) |xi〉〈xi| I − τH |xi〉
∣∣∣∣ ≤ Hxi,xi − τ
∑
yH
2
y,xi
1− τHxi,xi
≤
|Hxi,xi |(1 + 2τ |Hxi,xi |)
xi 6= xi+1 :
∣∣∣∣〈xi+1|H(I − τH) |xi〉〈xi+1| I − τH |xi〉
∣∣∣∣ =
∣∣∣∣∣1τ − H
2
xi+1,xi
Hxi+1,xi
∣∣∣∣∣
≤ 1
τ
+
|H2xi+1,xi |
|Hxi+1,xi |
. (15)
We see that when ||Hx,y|| = O(1) and τ =
poly(n), this results in the average value h(x) be-
ing polynomially bounded in n.
The total error ε in Hestβ versus 〈H〉β in
Proposition 6 is both due to the 1/poly(n) Trot-
ter error in Eq. (11) and the finite-K sampling
error. Since µ = ∑x P (x, β)h(x) ≤ poly(n),
K = poly(n) can chosen in the application of the
Chernoff-Hoeffding inequality in Eq. (10), so that
the error µ = 1/poly(n) and δ is exponentially
small. Hence, collecting such 1/poly(n) errors
would lead to the existence of a probabilistic
polynomial time path integral Monte Carlo
algorithm which satisfies the assumption in
Proposition 6.
A.1 Sign Problem
When applied to general (real) Hamiltonians the
path integral Monte Carlo algorithm suffers from
the so-called sign problem as for general real
Hamiltonians the weights W (x, β) in Eq. (14)
can also be negative, making P (x, β) a quasi-
probability distribution. A standard method is
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then to define a genuine probability distribution
P˜ (x, β) = |W (x, β)|∑
x |W (x, β)|
, (16)
such that
〈H〉β ≈
∑
x[h(x)sign(P (x, β))]P˜ (x, β)∑
x sign(W (x, β))P˜ (x, β)
. (17)
One can see the probability distribution
P˜ (x, β) as the fixed point of some Metropolis
Monte Carlo algorithm which uses a stoquasti-
fied or ‘designed’ version of H [8, 12] defined as
H˜:
H˜xy = −|Hxy|, ∀x 6= y
H˜xx = Hxx. (18)
Note that sparsity or locality of H˜ and the effi-
cient evaluation of 〈x| H˜ |y〉 hold when they hold
forH, hence H˜ can be used to determine a Metro-
lis algorithm. Since
|W (x, β)| =
N∏
i=1
∣∣∣〈xi+1| I − τH˜ |xi〉∣∣∣ δx1,xN+1 ,
the Metropolis Markov chain towards the distri-
bution P˜ (x, β) can use H˜.
One can thus similarly apply a Metropolis
Markov chain (whose convergence is not guaran-
teed as previously). However, even if such effi-
cient and convergent Metropolis algorithm were
to exist, it does not imply that one can esti-
mate 〈H〉β with 1/poly(n) accuracy as the de-
nominator in Eq. (17) can be exponentially small
in n. In order to estimate 〈H〉β accurately, one
needs to make the relative error of the denomina-
tor  = 1/poly(n). When the mean is exponen-
tially small, the Chernoff-Hoeffding inequality in
Proposition 7 says that this would take an expo-
nential number of samples K.
A.2 Translationally-invariant 1D XYZ Model
The translationally invariant 1D XYZ model,
H =
∑
i
αXiXi+1 + βYiYi+1 + γZiZi+1, (19)
is known to be always sign-problem free, even
when the Hamiltonian itself is not stoquastic in
the standard basis [21]. The following argument
holds for open and closed boundaries.
Here we focus on evaluating Z(β) =
Tr exp(−βH) = ∑xW (x, β) + trot and imagine
using the method in [7] to determine the expec-
tation of observables in the Gibbs state. From
Eq.( 13) we can see W (x, β) as a product of
weights on a closed path starting and ending at
x1. One can argue that every such path x has
non-negative weight W (x, β) as follows. Every
path is constructed from some m insertions of
−τ(αXiXi+1 + βYiYi+1) for some i’s and diag-
onal factors. For the path to come back to the
initial string, it certainly needs to be true that m
is even. Since
αXiXi+1 + βYiYi+1 |0i0i+1〉 = (α− β) |1i1i+1〉
αXiXi+1 + βYiYi+1 |1i1i+1〉 = (α− β) |0i0i+1〉
αXiXi+1 + βYiYi+1 |1i0i+1〉 = (α+ β) |0i1i+1〉
αXiXi+1 + βYiYi+1 |0i1i+1〉 = (α+ β) |1i0i+1〉 ,
it also holds that the numberm1 of insertions to a
|00〉 or |11〉 bitstring segment must be even, since
the insertion to a bitstring segment |10〉 or |01〉
merely moves the position of the bits. So m2 =
m−m1, the number of insertions to segments |10〉
or |01〉must also be even. Due to translational in-
variance, the weight of a path with m = m1 +m2
insertions is (−τ)m(α + β)m2(α − β)m1 > 0,
hence we can replace W (x, β) by |W (x, β)| with-
out modifying Z(β). When the chain is not
translationally-invariant, this simple argument no
longer applies.
To argue that there are indeed choices for α, γ
and δ such that H in Eq. (19) is not stoquas-
tic by single-qubit (product) transformations or
even by Clifford transformations despite this rep-
resentation of Z(β), let’s take a closed chain with
an odd number of edges. For such XYZ models
single-qubit unitaries are as powerful as single-
qubit Cliffords [16]. Single-qubit Cliffords can
only permute Paulis and add signs, so we permute
the Paulis on each qubit so that |α| is largest and
hence |α| ≥ |β|. If α < 0, then we are done.
If however, α > 0, we cannot apply Paulis such
that α < 0 for all edges. Thus in this case the
XYZ model is not stoquastic by single-qubit Clif-
ford transformations (nor by the transformations
in Theorem 4).
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B Single-Qubit Clifford Transforma-
tions Fall Short For Some Cases
In [15] and [16] an efficient algorithm was pro-
posed for removing, if possible, the sign problem
under single-qubit product unitaries. Applying
this to a simple 1D XYZ model we will show
that the sign problem cannot always be cured by
single-qubit unitary transformations.
For the Heisenberg XYZ model on a 1D
chain in Eq. (6), let the matrices βi i+1 =
diag(αXXi i+1, αY Yi i+1, αZZi i+1). As has been shown in
[15], H can be sign-cured if there exist 3×3 signed
permutation matrices Πi, with unit determinant
(corresponding to single-qubit Cliffords where the
signs are due to the Paulis) such that
Πiβi i+1Πi+1 = β˜i i+1,
where β˜i i+1 = diag(α˜XXi i+1, α˜Y Yi i+1, α˜ZZi i+1) and
α˜XXi i+1 ≤ −|α˜Y Yi i+1| for all i. When βi i+1 and
βi+1 i+2 are both of rank larger than or equal to
two, the Clifford transformation inducing the per-
mutations needs to be the same on qubits i, i+ 1
and i + 2 to preserve the diagonal form of the
β-matrices [15]. This condition allows us to con-
struct examples of Hamiltonians which cannot be
sign-cured using single-qubit unitaries.
As a simple example consider the following
three qubit Hamiltonian
H123 = 2X1X2 + Z1Z2 +X2X3 + 3Y2Y3 + 2Z2Z3,
which corresponds to β12 = diag(2, 0, 1), β23 =
diag(1, 3, 2). We see that the YY coefficient is
the largest in absolute value of the coefficients
in β23 and in particular |αY Y23 | > |αXX23 |. We
can convince ourselves that there does not exist a
signed permutation under which α˜XX23 ≤ −|α˜Y Y23 |,
α˜XX12 ≤ −|α˜Y Y12 |. Indeed, the same argument
holds for every Hamiltonian which contains βi j =
diag(a, 0, b) with a > b and βj k = diag(c, d, e)
with c < e < d and a, b, c, d, e 6= 0. We have thus
established that single-qubit unitaries are not al-
ways sufficient to sign-cure 1D XYZ Hamiltoni-
ans.
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