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ABSTRACT    
The mechanical behavior of Pb-free solder alloys is important, since they 
must maintain mechanical integrity under thermomechanical fatigue, creep, and 
mechanical shock conditions. Mechanical shock, in particular, has become an 
increasing concern in the electronics industry, since electronic packages can be 
subjected to mechanical shock by mishandling during manufacture or by 
accidental dropping. In this study, the mechanical shock behavior of Sn and Sn-
Ag-Cu alloys was systematically analyzed over the strain rate range 10
-3
 - 30 s
-1
 in 
bulk samples, and over 10
-3
 – 12 s-1 on the single solder joint level. More 
importantly, the influences of solder microstructure and intermetallic compounds 
(IMC) on mechanical shock resistance were quantified.  
A thorough microstructural characterization of Sn-rich alloys was 
conducted using synchrotron x-ray computed tomography. The three-dimensional 
morphology and distribution of contiguous phases and precipitates was analyzed. 
A multiscale approach was utilized to characterize Sn-rich phases on the 
microscale with x-ray tomography and focused ion beam tomography to 
characterize nanoscale precipitates. 
A high strain rate servohydraulic test system was developed in conjunction 
with a modified tensile specimen geometry and a high speed camera for 
quantifying deformation. The effect of microstructure and applied strain rate on 
the local strain and strain rate distributions were quantified using digital image 
correlation. Necking behavior was analyzed using a novel mirror fixture, and the 
triaxial stresses associated with necking were corrected using a self-consistent 
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method to obtain the true stress-true strain constitutive behavior. Fracture 
mechanisms were quantified as a function of strain rate.  
Finally, the relationship between solder microstructure and intermetallic 
compound layer thickness with the mechanical shock resistance of Sn-3.8Ag-
0.7Cu solder joints was characterized. It was found that at low strain rates the 
dynamic solder joint strength was controlled by the solder microstructure, while at 
high strain rates it was controlled by the IMC layer. The influences of solder 
microstructure and IMC layer thickness were then isolated using extended reflow 
or isothermal aging treatments. It was found that at large IMC layer thicknesses 
the trend described above does not hold true. The fracture mechanisms associated 
with the dynamic solder joint strength regimes were analyzed. 
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Chapter 1 
INTRODUCTION 
Performance demands placed on advanced electronic packaging dictate 
that an increasing number of input/output (I/O) interconnects must be built into 
increasingly smaller spaces [1,2]. Two types of interconnect schemes are typically 
employed in electronic packaging. Peripheral packaging uses wire bonds to 
connect a Si chip to the circuit board. Peripheral packaging becomes less efficient 
when a large number of I/Os is needed. Area array packaging is employed to 
incorporate a higher density of I/Os. In area array packaging solder balls are 
arrayed in the unused area beneath the Si chip, as shown in Fig. 1. Solder balls 
connect the Si chip to a flip-chip and connect the flip-chip to a printed wiring 
board. 
Most solder balls are composed of eutectic Sn-37Pb alloy. This alloy is 
favored for its low melting point (187 
o
C), excellent wetting characteristics, and 
adequate creep and thermal fatigue strength [3–6]. The drive to develop 
environmentally-benign electronic packaging has produced research focused on 
Pb-free solders [7–12]. It is critical to understand the mechanical behavior of 
these solders, because they serve as electrical and mechanical interconnects in 
electronic packaging. Solders are expected to retain their mechanical integrity 
under thermomechanical fatigue, creep, thermal aging, and mechanical shock and 
vibration fatigue. Most Pb-free solders are Sn-rich, with small alloying additions 
of Ag, Cu, or both Ag and Cu. The important microstructural features of a typical 
Sn-3.5Ag-0.7Cu solder joint are shown in Fig. 2.  
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Fig. 1. Flip chip package where solder balls are used to joint Si chip to circuit/substrate (Courtesy of R. Mahajan, Intel). 
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Fig. 2. Important microstructural features of Sn-3.5Ag-0.7Cu solder joint on copper substrates. (a) Sn-rich dendrites surrounded 
by a eutectic mixture of Ag3Sn, Cu6Sn5, and Sn. (b) Cu6Sn5 intermetallic layer.
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The microstructure consists of Sn-rich dendrites surrounded by a eutectic mixture 
of Ag3Sn and Cu6Sn5 precipitates and Sn. The Ag3Sn precipitates are on the 
nanoscale, and serve as an effective barrier to dislocation motion, thereby 
strengthening the solder. The solder microstructure, determined largely by the 
cooling rate, controls the mechanical behavior of the joint. At the interface 
between the solder and copper substrate there is a Cu6Sn5 intermetallic compound 
(IMC) layer which forms when the molten solder reacts with the copper. The 
thickness and morphology of the IMC layer affects the mechanical behavior of the 
joint as well. While the thermomechanical fatigue, creep, and thermal aging 
behavior of SnPb and Pb-free solders is well understood at this point, a 
fundamental understanding of mechanical shock and vibration fatigue behavior is 
needed. Mechanical shock in solders can occur when an electronic device is 
mishandled and dropped during manufacture, assembly, or by the user. Vibration 
fatigue is encountered in automotive or aircraft applications. 
The range of strain rates which solders experience during mechanical 
shock has not been strictly established. A survey of the literature shows that the 
range is approximately 10
-1
 to 10
2
 s
-1
. Typically, solders are tested in this strain 
rate regime using drop testing or single solder ball pull and shear tests. During 
drop testing, an electronic package is attached to a large anvil which is raised to a 
prescribed height and dropped. The results are qualitative and used mainly for 
quality control using a pass/fail criterion. A major disadvantage of this test 
method is that the local strain experienced by the solder interconnects cannot be 
measured. During single solder ball pull and shear tests a miniature grip or shear 
 5 
 
tool is used to load the solder ball at high velocities. These test methods produce 
non-uniform strain. Both test methods can suffer from inconsistencies related to 
the experimental setup. In the case of drop testing, the fixture used to attach the 
package to the anvil, the package geometry, and drop orientation greatly affects 
the repeatability of the tests. In the case of single solder ball shear, the offset 
between the bottom of the solder ball and the shear tool affects repeatability. It is 
clear that what is needed is a test method which provides controlled strain rates 
and incorporates a means for measuring local strain and strain rate in the solder. 
This prospectus will examine the critical issues related to mechanical shock 
testing of Pb-free solders, through a survey of the literature. The critical review 
will be followed by my proposed work in this area and preliminary results.  
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Chapter 2 
REVIEW OF LITERATURE 
While there is a good understanding of the microstructure, creep, and 
thermal fatigue behavior of Pb-free solders  [13–17], a fundamental understanding 
of mechanical shock and vibration fatigue behavior is lacking. Several 
experimental techniques are available to characterize the strain rate dependent 
behavior of materials.  Fig. 3 shows the strain rate regimes used to characterize 
material behavior. At the low end, conventional screw-drive machines are used to 
test creep and stress relaxation of materials. At higher strain rates, impact methods 
such as plate or Taylor methods are used, along with Split Hopkinson Pressure 
Bar (SHPB). The strain rates experienced during mechanical shock of solders, 
such as when a cellular phone or laptop computer is dropped, are in an 
intermediate strain rate range. The difficulty in testing solders in this strain rate 
range is that it overlaps two classic strain rate regimes: Quasi-static and Dynamic. 
What is needed is a single test method that provides controlled loads and strain 
rates in this intermediate strain rate range. The precise strain rates corresponding 
to the mechanical shock of solders is not yet defined, though several studies 
indicate that it lies somewhere between 10
-1
 and 10
2
 s
-1
 [18–24].
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Fig. 3. Classification of strain rate regimes and experimental techniques used to test materials in those regimes. Mechanical 
shock of solders lies in an intermediate strain rate regime from about 10
-2
 to 10
2
 s
-1
. 
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2.1    Drop Test 
Drop testing of solders typically involves a board-level test consisting of 
the entire circuit board, several Si chips, and hundreds of solder. The board is 
fixed to the anvil which is then raised to a predetermined height and dropped. The 
impact response is characterized in multiples of g (the acceleration due to gravity: 
9.8 m/s
2
) and velocity. The anvil and drop height are tailored to achieve a peak 
acceleration of about 5000g. Resistive strain gages affixed to the board measure 
macroscopic strains, and miniature accelerometers attached to the board measure 
acceleration. Failure is determined using a qualitative pass/fail criterion. The 
failure criterion is determined by monitoring the solder interconnects through a 
daisy-chain circuit. When the circuit resistivity increases dramatically a solder 
interconnect has failed. Post-test failure criterion may utilize a dye-and-pry 
technique for identifying open cracks. The results are plotted on a Weibull plot to 
show the probability of failure as a function of the number of drops.   
The physics of the drop test have been studied extensively [25]. The drop 
test is a dynamic event, producing complex stress states in the package and in 
solder balls. Upon impact, a compressive stress wave travels through the fixture 
and the board. The board rebounds and enters a tensile stress state. This rebound 
continues, alternating between compressive and tensile, producing cyclic bending 
stresses [9, 10]. There is some debate about whether it is the initial impact or the 
cyclic bending stresses after impact, which are the dominant failure mechanism in 
mechanical shock.  
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Several variables affect the reproducibility of drop test, including package 
geometry, test fixtures, and solder joint microstructure. Mishiro et al. [28] showed 
that differences in package geometry, e.g. the location of underfill, produce 
dramatically different impact responses. Lim et al. [29] conducted drop tests on 
cellular phones and controlled the angle at which the phone impacted. They found 
that the impact force was a function of the impact angle. Xu et al. [30] used 
results from drop tests as input for FEM models. Their models showed that the 
plastic strain varied with the impact orientation. Xie et al. [31] also used drop test 
results as input for FEM models. However, their FEM models failed to reproduce 
the drop test results. They concluded that this was due to the variation of 
constraint (test fixtures) between tests. Luan et al. [32] studied the effect of drop 
height, number and tightness of fixtures (screws), and tailored the impact using 
felt. They found that the relationship between drop height, peak acceleration, 
impact force, duration, and energy, were unique for each setup. 
Attempts have been made to mitigate experimental variation and improve 
drop test consistency.  Yu et al. [33] designed a jig with a hemispherical bumper 
to the bottom. The jig determined the drop orientation and the bumper controlled 
the impact. Reiff et al. [19] developed a Four-Point Bend fixture to create a 
uniform bending stress. The Four-Point Bend fixture allowed them to conduct 
controlled tests at a strain rate of about 7 s
-1
. Le Coq et al. [34] studied the effect 
of preload on the board in Dynamic Four-Point Bend, and found that a preload of 
1 N kept the board in contact with the fixtures and provided more reproducible 
test results. Finite Element Method (FEM) is typically used to analyze the drop 
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test [26–31]. Varghese and Dasgupta [35] measured drop performance in terms of 
the board flexure instead of impact energy, orientation, or number of drops. They 
showed that this more general result could be used as input in FEM models to 
correlate the macroscopic board strain with the local peeling stress of solder 
joints. While these methods improve controllability of loading in the drop test, 
they still do not give insight into the complex stress state in the solder ball.  
2.2 Single Solder Ball Tests 
Single solder ball tests such as pull tests, shear tests, or miniature impact 
tests are used to quantify the strength of individual solder joints. Date et al. [20] 
used a miniature impact test to quantify the impact energy of Sn-37Pb and Pb-free 
solders as a function of aging. They noted that the higher strength of Sn-3.0Ag-
0.5Cu solder alloys produced more interfacial failures; however they did not 
quantify the change in microstructure with aging.  The major drawback of impact 
tests is that the total fracture energy cannot be easily separated from the fracture 
energy of the solder joint [3, 4, 7, 17]. Newman [23] found that the number of 
brittle interfacial failures increases with shear speed.  Kim et al. [37] also 
measured similar results, and noted that the offset height between the shear tool 
and the bottom of the solder joint pad should be a minimum, since large offsets 
tend to create highly localized deformation in the bulk of the solder joint. Kim 
and Jung [38] measured the effect of shear tool offset and determined that large 
offsets produced greater differences between a FEM model and experimental 
results due to the highly localized plastic deformation.  
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Attempts to correlate single solder ball tests with drop test performance 
have had limited success. Yeh et al. [39] related the maximum impact force, 
normalized by the board stiffness and rising edge of the impact curve, to the drop 
reliability and obtained a positive trend with significant scatter. Zaal et al. [20, 21] 
carried out an extensive study to correlate pull test with drop test combined with 
FEM simulations of the pull test. Their FEM simulations indicated that the 
extreme deformation which occurs during gripping in the pull test can cause bias 
in the results. They recommended optimization of grip design to minimize the 
bias. Finally, they concluded that successfully correlating single solder ball pull 
tests with the drop test is not trivial.   
2.3 Screw-Driven, Servohydraulic, and Split Hopkinson Pressure Bar Methods 
Screw-driven and servohydraulic methods are particularly useful for 
studying mechanical shock of solders because they offer controlled strain rates 
(typically from 10
-4
 to 10
2
 s
-1
) and loads. Split Hopkinson Pressure Bar tests have 
been used by researchers to test solders under impact conditions at strain rates of 
order 10
3
 s
-1
. However, it should be emphasized that the literature indicates that 
these strain rates are greater than the range typically experienced by solder during 
mechanical shock [42]. Yu et al. [43] used servohydraulic methods to test Sn-
3.5Ag-0.75Cu in tension at 10
-3
 and 200 s
-1
. They found that the ultimate tensile 
strength (UTS) at 200 s
-1
 was three times greater than that at 10
-3
 s
-1
.  However, 
no microstructural characterization of the tensile samples was carried out. Wang 
and Yi [44] tested eutectic Sn-37Pb solder at 10
-3
 to 10
-1
 s
-1
 using a screw-driven 
machine, at 10 s
-1
 using a servohydraulic machine, and at 1160 s
-1
 using SHPB.  
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Sivouir et al. [45] used SHPB to test Sn-37Pb, Sn-3.8Ag-0.7Cu, and Sn-3.5Ag 
solders at strain rates ranging 430 to 3600 s
-1
. They found that Pb-free solders 
displayed less strain rate sensitivity than Sn-37Pb solder. Wong et al. [42] 
conducted compression tests of Sn-37Pb, Sn-1Ag, Sn-3.5Ag, and Sn-3.0Ag-0.5Cu 
at 5x10
-3
 to 300 s
-1. Contrary to Sivouir et al.’s finding, Wong et al. determined 
that Pb-free solders displayed greater strain rate sensitivity than Sn-37Pb. Qin et 
al. [46] tested Sn-37Pb, Sn-3.5Ag, and Sn-3.0Ag-0.5Cu solder samples at 600, 
1200, and 1800 s
-1
 using SHPB and found results which agree with Wong et al. 
[42], stating that Pb-free solders displayed more strain rate sensitivity than Sn-
37Pb solder. This discrepancy may be explained by the fact that Wong et al. [42] 
and Sivouir et al. [45] conducted tests in two different strain rate regimes. It may 
be that for Pb-free solders there is a transition from high strain rate sensitivity to 
low strain rate sensitivity, which occurs somewhere between 10
2
 s
-1
 and 10
3
 s
-1
. 
These findings show that the greater strain rate sensitivity of Pb-free solders could 
account for their susceptibility to interfacial failure under drop. Nie et al. [47] 
tested Sn-3.8Ag-0.7Cu solder joints using SHPB in compression and in a double 
lap shear configuration. They cautioned that constitutive data from high speed 
shear tests should not be generally applied to model tension and compression, 
because of the difference in strain hardening. It is clear that a single test method, 
which is able to conduct tests at controlled strain rates and load over a wide range 
of strain rates is needed to quantify these strain rate effects without the ambiguity 
associated with translating experimental data collected from multiple test 
configurations. Recently, Boyce and Crenshaw [48,49] demonstrated that 
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controlled strain rates up to 500 s
-1
 can be achieved using a modified 
servohydraulic method. This is a desirable method for quantifying mechanical 
shock behavior of solders over the intermediate strain rate range. While it is clear 
that Pb-free solders exhibit greater strengths at higher strain rates, it is not clear 
how strain rate sensitivity behaves in these higher strain rate regimes.  
2.4 Effect of Solder Alloy Composition and Microstructure 
Very few reports in the literature have systematically studied the effect of 
solder microstructure on mechanical shock behavior. Studies have reported that 
twinning of the solder and fracture through the intermetallic layer are dominant 
forms of deformation [50–53]. Failure at the intermetallic layer corresponds to 
brittle fracture, which increases with the drop height or test velocity. Efforts to 
improve shock resistance have been focused on characterizing the intermetallic 
layer and bulk solder. Chong et al. [54] tested packages using solder balls that 
were reflowed on electroless nickel immersion gold (ENIG) and copper surfaces. 
ENIG produced a brittle Sn-Ni intermetallic layer and yielded poor drop 
performance. Chin et al. [55] conducted drop tests and solder ball pull tests on Sn-
3.0Ag-0.5Cu and Sn-4.0Ag-0.5Cu joints reflowed on an ENIG finish. They also 
concluded that the brittle Sn-Ni intermetallic decreased drop performance, along 
with the formation of a brittle Ni3P layer which contained voids. Phosphorus 
residue was present due to the solution used to plate the ENIG finish. Liu et al. 
[56,57] studied the effect of reflow profile, surface finish, and aging on drop 
performance of chip scale packages. Aging decreased shock resistance due to the 
changes in the intermetallic layer morphology. However, the changes in 
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morphology were not quantified. Suh et al. [58] identified bulk solder compliance 
and plastic deformation as key to improved drop performance. They 
systematically varied Ag content in Sn-(4.0, 3.0, 1.0)Ag-0.5Cu solders to control 
the bulk compliance of the alloy. They found that decreasing the Ag content 
increased drop performance by increasing the amount of the ductile pure Sn 
phase. Pandher and Boureghda [22] verified that increasing the Ag content 
increases the amount of Ag3Sn phase and increases the strength of the solder. An 
increased amount of Ag3Sn, and higher test speeds, increases the frequency of 
brittle interfacial failures. However, it should be noted that because Ag3Sn 
precipitates serve as barriers to dislocation motion, reducing the Ag content to 
improve mechanical shock resistance would inadvertently degrade the solder's 
creep resistance. Date et al. [20] measured the shear strength and impact 
toughness of SnPb and Sn-3.0Ag-0.5Cu solder samples as a function of aging 
time. They noted that the higher strength of Sn-3.0Ag-0.5Cu solder produced 
more interfacial failures, but they did not quantify the change in microstructure 
with aging.  Long et al. [59] tested Sn-3.8Ag-0.7Cu in compression at strain rates 
ranging 2x10
-2
 to 22 s
-1
. Metallographic study of the deformed specimens 
revealed extensive twinning of the microstructure. Yield strength and work 
hardening rate increased with strain rate. Joen et al. [60] used high speed lap shear 
tests to evaluate the drop reliability of Sn-37Pb solder joints as a function of aging 
at 150 
o
C and 180 
o
C at 2x10
-2
 to 10
3
 s
-1
. They concluded that strain hardening 
increases with strain rate and that samples aged at higher temperature displayed 
reduced flow stress. While they measured the IMC layer thickness after aging, 
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they did not further quantify the microstructural evolution of the solder. Wang et 
al. [61] found that Sn-3.0Ag-0.5Cu was prone to Sn-patch formation in a Ni(V) 
layer in a Ti/Ni(V)/Cu metallization layer. Sn-patch is a region of Sn-rich phase in 
the intermetallic layer which exacerbates poor drop reliability.  Kim et al. [62] 
simulated the drop test to study the effect of the IMC layer. They measured the 
mechanical properties of the IMC layer using nanoindentation of Sn-3.0Ag-0.5Cu 
solder joints. Their results showed that solder joints reflowed on Ni-rich finishes 
were less drop resistant. Sn-Ni IMC layer is stiffer than Sn-Cu IMC layer and 
increases stress around the solder joint during drop. Tsukamoto et al. [63] tested 
Ni-doped and non Ni-doped Sn-37Pb, Sn-0.7Cu, and Sn-3.0Ag-0.7Cu solder balls 
using high speed shear and pull tests. They quantified the change in intermetallic 
layer thickness as a function of Ni-doping, number of reflows, and aging time. 
The IMC thickness increased for all samples with increasing number of reflows 
and aging time. The IMC layer was thinner for Sn-0.7Cu –Ni and Sn-37Pb solder 
joints. Ni content appeared to suppress the IMC layer growth and made the IMC 
layer smoother. SnCu-Ni had the best drop performance. Aging decreased shear 
and tensile strengths, and formation of Kirkendall voids was found to negatively 
affect drop performance.  
2.5 Characterization of Mechanical Shock Using High Speed Video And Digital 
Image Correlation 
Several methods have been developed to measure high speed deformation. Laser 
interferometry and photography are the most useful for solid mechanics. 
However, the setup for laser interferometry is quite complicated. Alternatively, 
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photography can be applied to many high speed experiments because of its ease 
of use. Early researchers studying atomic detonations made use of rotating-mirror 
cameras which can capture 10 million frames per second (fps) using a rotating 
prism [64]. X-ray flash cameras have been used to capture the detonation of 
explosives, which would otherwise be obscured with debris in the case of 
ordinary visible-light cameras. High speed digital cameras can capture in the 
lower range of frame rates, below 10,000 fps. Recently Zaal et al. [41] used a high 
speed camera to measure the displacement of a board during drop test. The 
acceleration measured from the video was integrated twice with respect to time to 
get the displacement. The displacement vs. time was used as input for FEM model 
of the drop test. The FEM results did not agree well with the experimental results. 
Zaal et al. [41] concluded that this was due to the difference in finite stiffness of 
the fixtures in the experimental setup, and the infinite stiffness assumed in the 
FEM model. The analytical technique typically employed to measure deformation 
from photographic data is digital image correlation (DIC) [65]. DIC is a technique 
for computing full-field displacements, strains, and strain rates on a sample 
surface [66–71]. Interferometry techniques are also capable of measuring full 
field surface strains, but the use of gratings or lasers make those techniques time 
consuming [72,73]. Alternatively, DIC only requires a high contrast, high density 
speckle pattern applied to the sample surface. An applied stress causes the sample 
to strain. The strain deforms the sample surface, thereby deforming the speckle 
pattern. The speckle pattern is thus a gage for determining the state of strain of a 
sample. A digital camera records deformation. DIC makes use of a correlation 
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algorithm to compare successive images of the deforming speckle pattern and to 
compute a displacement field based on local correlation of the positions of 
individual speckles. The basic principle of DIC is depicted in Fig. 4. A reference 
image of gray scale intensity x is deformed by a displacement field u to a final 
state x’. The problem of DIC is to solve for u, where the reference and deformed 
images are related formally in Equation 1 [66]. 
  
        
      
   
                (1) 
∂ui/∂xj is the strain components. In practice, the grey scale image is usually a 
stochastic black and white speckle pattern that is applied to the sample surface. 
Some examples of DIC applications are: to study the strain and strain rate 
distribution at necking in tensile samples [74,75]; displacement, strain, and 
modulus computed from tensile tests of CuAlBe shape memory alloy [76,77]; 
multiaxial loading of composites [78,79]; micro-/nanomaterials characterization 
[80–82]; characterization of biomaterials [83]; and high strain rate deformation of 
materials [84,85]. In the microelectronics field DIC has been used to study the 
strains of solder interconnects under thermomechanical loading [86–90], drop 
testing of electronic boards [91], and mechanical characterization of underfills 
[92].
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Fig. 4 Principle of DIC. A reference image x is deformed by a displacement field u to a final state x'.
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2.5.1 DIC Applied to Drop Tests  
Lall et al. [93] used DIC to measure the deformation of a board during 
drop testing. They made use of a stereoscopic highs speed camera system to 
measure the in-plane and out-of-plane bending modes. Some test boards were also 
thermocycled (-40 to 125 
o
C for 25 cycles) to determine the effect of cumulative 
damage on solder joints. The pad finishes for the solder joints were varied and 
included immersion Ag (imAg), immersion Sn (imSn), and ENIG. The strains 
measured by strain gage and by DIC were similar, indicating the accuracy of DIC. 
Strain contours plotted over the 3D shaped of the deformed board upon impact 
were also in agreement with those simulated using FEM modeling. It was found 
that thermocycling reduced the drop performance of the boards. Solder joints 
reflowed on ENIG pad finishes showed the best drop performance compared to 
imAg and imSn. The formation of a Ni3Sn4 layer under ENIG finishes mitigated 
cracking between the Cu pad and board interface, and made cracking at the Cu-
solder interface more dominant. The researchers observed that higher stresses 
develop on the component side of the board under repeated drops, which was 
thought to be due to the strain hardening of the Sn-4.0Ag-0.5Cu solder. This study 
shows that DIC can adequately measure the strain history and full-field 3D 
deformation of electronic boards. It also shows that the DIC results can be used to 
develop FEM models that nearly reproduce the deformation of the board in drop 
test. Park et al. [94] used two stereoscopically oriented high speed cameras and 
DIC to measure the strain and acceleration of a board during a drop test. They 
showed that DIC accurately measures displacement, strain, and acceleration over 
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the board surface. Yu et al. [95] characterized the bending modes of boards during 
drop test using a high speed camera and DIC. They found that accelerations 
measured using DIC were as accurate as those measured using accelerometers, 
and recommended using DIC only since the mass of the accelerometer could alter 
the test results. An et al. [96] measured the deflection of boards in dynamic four 
point bend tests. 
2.5.2 DIC Applied to Solder Joints 
DIC has been successfully applied to measure the strains induced in solder 
joints during thermomechanical cycling [97–99]. The application of DIC to 
micron-scale features, such as solder joints, is called micro-digital image 
correlation (µ-DIC) [100]. It is a demonstration of the power of DIC, that it can be 
applied across multiple length scales. This flexibility is due to the fact that any 
size sample can be analyzed, as long as the features tracked by DIC are on the 
order of a few pixels in width/height when resolved by the camera. The first step 
in this process is to cross-section the package so that a row of solder joints is 
sectioned and exposed. The cross-section is then polished. It is not necessary to 
apply a stochastic speckle pattern as before, rather, the microstructure of the 
solder itself serves as the features which are tracked by DIC [101].  
It has been noted that the anisotropy in mechanical properties for Sn and 
the presence of intermetallics makes the thermomechanical behavior of Sn-Ag-Cu 
solder joints complicated. Often, fractures are observed to occur at grain 
boundaries, solder-Cu interface, and at the solder-intermetallic interfaces. Park et 
al. [101] used polarized light microscopy and µDIC to correlate the orientation of 
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grains, grain boundaries, and intermetallics with thermomechanical strain 
produced in Sn-3.8Ag-0.7Cu solder joints. The joints were thermocycled from 25 
o
C to 100 
o
C for 10 minutes. They observed an effect of grain anisotropy. The 
displacement across a single grain was continuous, whereas the displacement 
across cyclic twins was clearly discontinuous at the twin grain boundary. The 
twins were oriented around a [010] axis. The strain contour across a single crystal 
joint was reasonably uniform, whereas a polycrystalline joint displayed more 
variation in strain. The strain variations in the polycrystalline solder joint were 
separated by a grain boundary. The strain mismatch at the grain boundary must be 
accommodated by grain boundary sliding or plastic deformation during cyclic 
loading. Strain contour plots supported the general conclusion that cracks 
propagated along the grain boundary in thermomechanically fatigued solder 
joints. Shi et al. [100] used µDIC to measure the coefficient of thermal expansion 
(CTE) for a Sn-Ag-Cu solder joint contained in an electronic package. The joints 
were 138 µm in diameter and were thermocycled from -40 
o
C to 120 
o
C for 60 
minutes. There was good agreement between the CTEs measured using 
thermomechanical analysis (TMA) and µDIC. The CTE measurements were 
incorporated into a FEM model of the whole package used to simulate 
thermocycling. The displacements in the FEM model and those measured 
experimentally were similar, and both showed the largest displacements at the 
corners of the joint. The large displacements at the corners were caused by the 
CTE mismatch between the board and package. Shi et al. [100] also used µDIC to 
calculate a nominal critical stress intensity factor, K'IC, for underfill. The fracture 
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toughness showed a nonlinear dependence on temperature due to the viscoelastic 
behavior of the underfill. Nguyen and Park [102] tested Sn-1.0Ag-0.5Cu, Sn-
3.0Ag-0.5Cu, and Sn-4.0Ag-0.5Cu solder joints in a miniature drop test using 
cross-sectioned joints. DIC measured the residual strain accumulated after each 
drop; however removal of material to make the cross-sections may remove 
constraints that affect mechanical behavior. Plastic displacement vs. drop 
acceleration was used as FEM input. Total shear displacement in FEM models 
agreed well with experimental results.  
DIC has shown its flexibility in being applied to measuring deformation in 
micrometer-scale features, such as solder joints. This new application is called 
µDIC, and it has the ability to resolve displacements of a few micrometers. 
Research correlating the orientation of grains and grain boundaries illustrates the 
heterogeneity in strain distribution that results from the anisotropy in material 
properties for Sn-rich solders. The strain heterogeneity observed at grain 
boundaries provides verification of the experimental observation that 
thermomechanical fatigue cracks form at grain boundaries.  
The literature survey indicates that there are several issues which must be 
resolved in order to gain a greater understanding of the mechanical shock 
behavior of Pb-free solders. These critical issues are: 
 The understanding of mechanical shock is largely empirical. Typical tests 
involve dropping modules from a given height and measuring the 
macroscopic board strain, acceleration, or deflection. Failure is determined 
by monitoring the electrical resistance or using dye-and-pry tests to 
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identify fractured solder balls. An experimental method that can quantify 
loads, strains, strain rates, and damage, combined with a thorough 
understanding of microstructure-controlled damage mechanisms is needed 
to understand mechanical shock. 
 An understanding of the in-situ stress and strain state in the package 
during mechanical shock does not exist. Current methods involve indirect 
observation through FEM models, or measuring strain through DIC 
applied to cross-sectioned packages. Cross-sectioned packages remove 
constraints and would not be representative of the in-situ stress and strain 
state. What is known is that the stress state is complex and may involve 
shock and vibration components. A method for quantifying and modeling 
the stress state under mechanical shock is urgently needed. 
 The effect of microstructural variables on mechanical shock resistance has 
not been systematically addressed. The effect of intermetallic thickness, 
Ag3Sn and Cu6Sn5 precipitate size and spacing, Sn-rich dendrite size and 
spacing, etc., must be systematically studied. 
 Modeling of solder under mechanical shock and vibration fatigue 
conditions, incorporating experimentally-determined constitutive 
behaviors and microstructures, needs to be conducted.  
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Chapter 3 
OBJECTIVES AND EXPERIMENTAL APPROACH 
The current project proposes to conduct a thorough study of the mechanical 
shock and vibration fatigue behavior of Sn-3.5Ag-0.7Cu, in comparison to pure 
Sn. The proposed project is broadly divided into two parts: (i) experimental 
characterization of mechanical shock and vibration fatigue behavior of solder 
samples, and (ii) multi-scale numerical modeling of the solder samples under 
these conditions. The main objectives of this project are: 
1. Quantify the mechanical shock and vibration fatigue behavior using a 
novel system that enables application of controlled strain rates of 10 s
-1
 or 
higher on single solder joints, as well as bulk tensile specimens. 
2. Measure the strain distribution and evolution in bulk solder samples as 
well as single solder joints. As mentioned previously, strain has typically 
been measured macroscopically or on solder joints that may not be 
representative of the in-situ conditions. 
3. Understand the effect of intermetallic layer thickness and solder 
microstructure on mechanical shock and vibration fatigue resistance. The 
effect of Ag3Sn and Cu6Sn5 precipitates within the solder will also be 
studied. 
4. Quantify the effect of strain rate on solder joints and bulk solder samples. 
The rate-dependent constitutive data will be incorporated into 
sophisticated multi-scale numerical models. 
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Model mechanical shock and vibration fatigue in solder using sophisticated multi-
scale FEM techniques, to obtain a fundamental understanding of the 
microstructural and geometric effects on deformation.  
3.1 Experimental Characterization of Mechanical Shock and Vibration Fatigue 
3.1.1 Solder joint and bulk solder fabrication 
The study will begin by characterizing the effect of microstructure and 
strain rate on bulk solder deformation. The literature shows that cooling rate has a 
significant effect on the microstructure of Pb-free solders. High purity solder 
ingots of Sn-3.5Ag-0.7Cu (Indium Corp., Ithaca, NY) and 99.999% Sn (Alfa 
Aesar, Ward Hill, MA) will be reflowed in rectangular graphite coated molds 
measuring 11 mm wide, 11 mm thick, and 100 mm long. The reflow procedure 
consists of heating the solder to 20 
o
C above the melting point and holding for 40 
s, then cooling by furnace cooling at 1 
o
C/s or water quenching at 16 
o
C/s. The 
cooled samples will then be machined into rectangular dog bones specimens. 
Solder joints will be fabricated as cylindrical butt joints. Solder will be placed 
between two oxygen free high conductivity (OFHC) copper bars (diameter = 6.25 
mm, length = 50 mm) coated with a mildly activated rosin flux. A jig will be 
designed to align joints during reflow and to ensure a reproducible solder joint 
thickness of 500 µm. The solder joints will be reflowed by heating the copper bars 
and solder to 170 
o
C for an isothermal hold for 2 minutes to burn out the flux, 
then heating to 20 
o
C above the melting point and holding for 40 s and cooling in 
air on Al blocks. The effect of Cu6Sn5 and Cu3Sn intermetallic layer thickness on 
deformation will be studied.  
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3.1.2 Mechanical shock and vibration fatigue testing 
Tests will be conducted on a MTS 810 servohydraulic load frame using 
specially designed low mass grips, as shown in Fig. 5a. Low mass grips will be 
necessary to achieve higher strain rates due to the lag caused by the inertia of 
conventional MTS 810 grip systems which can weigh up to 30 kg each. It is 
reasonable to conduct tests over the range of strain rates 10
-3
 s
-1 
to at least 10 s
-1
 
using the MTS 810 as Fig. 5b shows. 
A high speed camera (Miro2, Phantom Vision Research Corp., Wayne, 
NJ) will be used to record high strain rate tests at up to 4100 frames per second 
(fps). A sophisticated long-distance traveling microscope (Questar QM100) will 
be used in conjunction with the high speed camera to record high strain rate tests 
of the solder joints. The Questar has a working distance of 15 cm to 35 cm. Strain 
will be computed using two methods: (a) macroscopic strain in the joint will be 
given by a strain gage, where the elastic strain due the Cu bars is subtracted from 
the total strain; (b) local strain measurement could be achieved using DIC. For 
local strain measurement, a section of the solder joint could be polished to reveal 
the solder microstructure which serves as the features tracked by DIC software to 
compute the displacement field. Alternatively, strain could be measured by using 
focused ion beam (FIB) to mill fiducial lines in the solder joint to form a grid. FIB 
injects Ga
+
 ions into the sample to micromachine the surface. A SEM is available 
on the FIB to image the sample surface concurrent with the micromachining. 
Strain would be computed by measuring the deformation of the grid. 
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Fig. 5 Proposed mechanical shock test setup. (a) MTS 810 outfitted with Questar microscope, high speed camera, and low mass 
grips. (b) Preliminary data showing mechanical shock capability of MTS 810 servohydraulic load frame.
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Measurements made using DIC and fiducial lines may be limited to low 
strains since at higher strains the solder could smear and distort the sample 
surface. These methods will be used to quantify local the strain and strain rate 
evolution in the solder. Finally, detailed fractographic analysis will be conducted 
on the fractured samples to determine the failure mechanisms and degree of 
damage. 
3.1.3 Effect of intermetallic thickness and solder microstructure on mechanical 
shock resistance 
The literature review indicates the intermetallic layer may play a critical role in 
determining mechanical shock resistance. This may be due to the brittle nature of 
the intermetallic layer and its propensity to serve as a site for stress localization 
and crack initiation. To understand the relationship between the intermetallic 
layer and mechanical shock resistance, it will be necessary to conduct 
experiments where: (a) the intermetallic layer thickness is varied while the solder 
microstructure (and strength) is held constant, and (b) the intermetallic layer 
thickness is held constant while the solder microstructure is changed. Work 
conducted in Professor Nikhilesh Chawla’s research group has shown that it is 
possible to increase the intermetallic layer thickness and maintain a constant 
solder microstructure by changing the reflow time, since it is the cooling rate 
which determines the solder microstructure [103]. The solder microstructure (or 
strength) can be varied by isothermal aging at relatively low temperatures. During 
isothermal aging the intermetallic layer thickness does not change significantly. 
Fig. 6a explains the proposed methodology which allows the intermetallic layer 
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thickness and solder microstructure to be independently controlled. This method 
will allow accurate characterization of the mechanical shock behavior of the 
solder joints with the ability to isolate the effects of solder microstructure and 
intermetallic layer. It is expected that a transition will occur from solder 
dominated plastic fracture to brittle intermetallic layer controlled fracture, as 
shown in Fig. 6b. Tensile tests will be conducted as a function of strain rate, 
intermetallic layer thickness, and solder microstructure to experimentally 
determine the theoretical curve shown in Fig. 6b.
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Fig. 6 (a) Proposed method for isolating effects of solder microstructure and IMC layer thickness [103]. (b) Proposed dynamic 
solder joint strength curve, controlled by solder yield strength at low strain rates and by IMC layer at high strain rates [13].
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 Chapter 4 
MULTISCALE MICROSTRUCTURAL CHARACTERIZATION OF SN-RICH 
ALLOYS BY THREE DIMENSIONAL (3D) X-RAY SYNCHROTRON 
TOMOGRAPHY AND FOCUSED ION BEAM (FIB) TOMOGRAPHY 
4.1 Abstract 
Sn-rich (Pb-free) alloys serve as electrical and mechanical interconnects in 
electronic packaging. It is critical to quantify the microstructures of Sn-rich alloys 
to obtain a fundamental understanding of their properties. In this work, the 
intermetallic precipitates in Sn-3.5Ag and Sn-0.7Cu, and globular lamellae in Sn-
37Pb solder joints were visualized and quantified using 3D x-ray synchrotron 
tomography. Specimens were micromachined into micrometer-sized pillars using 
focused ion beam (FIB) prior to conducting tomography measurements. The 
microstructure of Sn-3.5Ag solder consists of Sn-rich dendrites and a eutectic 
mixture of Sn and Ag3Sn intermetallic precipitates. The microstructure of Sn-
0.7Cu solders consists of Sn-rich grains interspersed with Cu6Sn5 intermetallic 
precipitates. 3D reconstructions were analyzed to extract statistics on particle size 
and spatial distribution. In the Sn-Pb alloy the interconnectivity of Sn-rich and 
Pb-rich constituents was quantified. It will be shown that 3D tomography enabled 
the characterization of the complex morphology, distribution, and statistics of 
precipitates and contiguous phases that would be able to be characterized using 
traditional two-dimensional analyses. 
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4.2 Introduction 
 The drive to develop environmentally-benign electronic packages has 
created great interest in Sn-rich Pb-free alloys [1-6]. The demand for smaller 
portable devices also drives a reduction in solder bump size and pitch, making 
accurate characterization of phases increasingly important for joint reliability.  
Pb-free solders are typically Sn-rich, with small alloying additions of Ag and/or 
Cu. These alloying additions form Cu6Sn5 and Ag3Sn intermetallic compounds 
that precipitate in the bulk solder. These precipitates can form complex 
morphologies which can only accurately be quantified in three dimensions [7-9]. 
The size, morphology, and distribution of these precipitates are known to 
dramatically affect the creep behavior [10-12], thermomechanical fatigue [1,13], 
mechanical shock behavior [14,15], and strain distribution in Pb-free solders [16]. 
A fundamental understanding of the relationship between mechanical behavior 
and microstructure in Pb-free solders requires three-dimensional (3D) 
visualization and quantification. 
 Typically, two-dimensional metallographic techniques are used to quantify 
microstructure. However, this method is destructive, time consuming, and has 
been shown to misrepresent the statistics of three-dimensional microstructures 
[16]. High resolution x-ray computed tomography has been used to non-
destructively and accurately analyze damage evolution in Al-SiC composites [17], 
and defect distribution in Pb-free solder joints [18,19], in three dimensions. 3D 
visualizations, in addition to providing fundamental insights into microstructure, 
can be incorporated into high-fidelity microstructure-based Finite Element 
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Method models [8]. Studies using x-ray tomography to characterize distribution 
and morphology of phases in solders have focused on Sn-37Pb alloy which has 
excellent contrast due to the dissimilar densities of Sn and Pb [20]. The work 
presented here is unique, relative to the existing work in the literature, because it 
focuses on a multi-scale microstructural characterization technique, using high 
resolution computed x-ray tomography on the microscale and Focused Ion Beam 
(FIB) tomography on the nanoscale as shown in Fig. 7. The 3D size, distribution, 
and morphology of intermetallic precipitates and contiguous phases in Sn-37Pb, 
Sn-0.7Cu, and Sn-3.5Ag alloys will be discussed. 
4.3 Materials and Experimental Procedure 
Sn-37Pb, Sn-0.7Cu, and Sn-3.5Ag solder spheres (Indium Corp., Ithaca, 
NY, USA), approximately 500 µm diameter, were used in this study. The solder 
spheres were reflowed on the tips of steel needles using a mildly activated rosin 
flux and a programmable digital hot plate (Torrey Pines Scientific, San Marcos, 
CA, USA), as shown in Fig. 8. The as-reflowed solder microstructures yielded 
microstructural features that were below the resolution (1-2 µm) of the 
synchrotron instrument. Therefore, the Sn-37Pb solder joint was isothermally-
aged at 165
o
C for 75 hours, and the Sn-0.7Cu and Sn-3.5Ag solder joints were 
isothermally-aged at 190
o
C for 75 hours. The aging treatment coarsened the 
microstructure so that it could be resolved. 
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Fig. 7 Characterization techniques used in this study shown as a function of the length scales that they cover. The combination 
of x-ray tomography to characterize Sn-rich phases on the microscale, and focused ion beam tomography to characterize 
nanoscale precipitates within the eutectic is a powerful approach for fundamentally understanding complex microstructures. 
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Fig. 8 Fabrication of solder micropillars. 500 μm solder sphere was reflowed on the tip of steel needle. Local temperature of 
solder sphere was measured using thermocouple attached to tip of steel needle. Solder sphere was mechanically polished into 
rough cone shape from which pillar of height h and diameter d was milled.  
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Because of the relatively high density of Sn (7.31 g/cm
3
) and potential 
attenuation of x-ray transmission, small volumes of solder were obtained by 
milling micropillars from the larger solder spheres using focused ion beam (FIB) 
technique. To begin fabricating the micropillars, solder joints were mechanically 
polished into a cone shape to minimize the amount of material that had to be 
removed in subsequent FIB milling. Rough pillars were then milled from the tips 
of the cones, shown in Fig. 8, using a Nova 200 Nanolab system. The sample was 
tilted to 52
o
 so that the top of the cone was perpendicular to the ion source. Then, 
an annulus with inner diameter of approximately 50 µm was used to mill the 
pillars with a beam current of 20 nA. The final dimensions of the micropillars 
were approximately 100 µm in height and 50 µm in diameter. 
X-ray tomography measurements were carried out using the beamline 2-
BM at the Advanced Photon Source (APS) at Argonne National Laboratory. An 
x-ray energy of approximately 27 keV was used to penetrate the sample volume 
of approximately 0.196 mm
3
. A CdWO4 scintillator crystal was used to convert 
the transmitted x-rays to visible light. This was coupled with a 4x objective lens 
and a 2048 × 2048 pixel CoolSnap K4 CCD camera to achieve a specimen pixel 
size of about 1.8 m. In this configuration a projection was collected every 1/8º 
with an exposure time of 800 ms per projection. The 2D projections were 
reconstructed in 3D using a filtered-back-projection algorithm. The grayscale 
images were segmented, using a combination of thresholding and region growth 
segmentation techniques, to reconstruct the microstructures in 3D using Mimics 
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(Materialise, Ann Arbor, MI, USA). The stack of 2D images was segmented to 
obtain a 3D rendering of the microstructure. The images were segmented as 
follows. For Sn-37Pb and Sn-0.7Cu a simple grayscale threshold was sufficient to 
isolate the Sn-rich phases and Cu6Sn5. For Sn-3.5Ag, region growth thresholding 
was conducted to isolate Ag3Sn from the eutectic region, which had similar 
contrast. Here the algorithm inspects neighboring pixels of a given pixel. If the 
neighboring pixels have the same grayscale (in this case black), the thresholding 
continues. If it encounters a pixel of different grayscale (e.g., white) then the 
thresholding ceases to growth through that pixel.  
4.4 Results and Discussion 
The micropillars and backscatter SEM micrographs of representative 
microstructures for Sn-37Pb, Sn-0.7Cu, and Sn-3.5Ag are shown in Figs. 3(a), 
3(b), and 3(c), respectively. The Sn-37Pb microstructure consisted of globular 
lamellae. The average interlamellar spacing was measured using the lineal 
intercept technique, which uses a grid overlaid on the microstructure. The number 
of intercepts was then used to calculate an average feature size.  Using this 
method, the average interlamellar spacing was 5 ± 1 µm. Precipitates in Sn-0.7Cu 
and Sn-3.5Ag alloys were measured by segmentation of the backscattered SEM 
micrographs and using the particle analysis tool in the image processing software 
ImageJ (NIH, Bethesda, MD, USA)
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Fig. 9 Solder micropillars scanned by x-ray tomography and their representative microstructures. (a) Sn-37Pb microstructure 
consisted of Sn-rich and Pb-rich lamellae. (b) Sn-0.7Cu microstructure consisted of large Cu6Sn5 particles in a Sn-rich matrix. 
(c) Sn-3.5Ag microstructure consisted of Sn-rich dendrites surrounded by a eutectic mixture of Sn, large Ag3Sn particles, and 
nanoscale Ag3Sn precipitates.
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The Sn-0.7Cu microstructure consisted of Cu6Sn5 precipitates 6 ± 2 µm in size in 
a Sn-rich matrix. Sn-3.5Ag microstructure consisted of Ag3Sn precipitates and 
Sn-rich dendrites surrounded by a eutectic mixture of nanoscale Ag3Sn and Sn. 
The Ag3Sn precipitates were approximately 5 ± 1 µm in size.  
The minimum beam energy necessary to obtain sufficient contrast 
between the different phases in the solder was estimated by the Beer-Lambert law 
[21]. The strength with which a material absorbs or scatters light is described by 
the mass attenuation coefficient, µ/ρ, in the following relationship [21]: 
 
 /
0 exp
l
I I
  
  (1) 
Where I0 is the original intensity of x-rays from the source, I is the intensity of the 
beam when it has traveled a distance l into the material, µ is the attenuation 
coefficient, and ρ is the density of the material. µ/ρ accounts for the density of 
atoms and the probability of a photon interacting with an atom in the material. 
Values of µ/ρ for Sn, Cu, and Ag were obtained [22] and plotted as a function of 
beam energy to determine the minimum beam energy necessary to obtain 
sufficient contrast between the different phases in the reconstructed images. µ/ρ 
for Ag3Sn was computed by weight fraction of Sn and Ag. Fig. 10a shows µ/ρ for 
Sn and Pb plotted as a function of beam energy. There is good contrast over a 
wide range of beam energies. Fig. 10b shows µ/ρ for Sn and Cu plotted as a 
function of beam energy. Here too there is contrast over a wide range of beam 
energies. Fig. 10c shows µ/ρ for Sn and Ag3Sn. In this case, contrast is only 
significant at higher beam energies (> 25 keV).
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Fig. 10 X-ray mass attenuation coefficient plotted as a function of beam energy. (a) Sn and Pb show large difference in µ/ρ for a 
wide range of beam energies from 15 keV to 30 keV. (b) Sn and Cu show significant difference in µ/ρ for a wide range of beam 
energies from 5 keV to 30 keV. (c) Sn and Ag3Sn show negligible difference in µ/ρ for a wide range of beam energies, 
indicating that it would be particularly difficult to visualize at energies below 25 keV.
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Therefore, it was decided that a beam energy of 27 keV should be used to 
characterize all the samples. The attenuation length is the distance at which the 
transmitted beam intensity I decreases to 1/e (~ 37%) of the original intensity I0. 
Calculating the attenuation length can give an idea of how large of a volume of 
material can be analyzed and still give a detectable signal. The attenuation length 
is calculated by solving Eq. 1 for l, where I0 = 27 keV and ρ = 7.31 g/cm
3
, and the 
solution is l = 1/µ (~140 µm). Therefore, it was not surprising that at 27 keV, 
there was sufficient x-ray transmission not only through the pillar, but also 
through the 300 µm thick base of the pillar.  Fig. 11 shows the 3D visualization of 
Sn-37Pb. A 100 µm
3
 volume of material was selected from the base of the pillar 
since this region had more uniform contrast. To determine how interconnected the 
Pb-rich and Sn-rich phases were, region growth segmentation was performed at 
multiple points in the 3D microstructure, and during each region growth only one 
fully connected phase of Pb-rich or Sn-rich material was identified. If 
disconnected regions of Pb-rich or Sn-rich phases were present, then the region 
growth segmentation would have only selected individual disconnected regions. 
Thus, the phases were determined to be fully interconnected. The segmentation 
was conducted such that the average volume fraction of Pb-rich and Sn-rich 
phases in the 3D reconstruction were as close as possible to the volume fractions 
calculated from the Sn-Pb phase diagram. This metric was used to insure that the 
3D reconstruction represented the amount and distribution of phases as accurately 
as possible. 
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Fig. 11 3D visualization of Sn-37Pb microstructure reconstructed from x-ray tomography data. A cubic volume of material was 
selected from a region of the Sn-37Pb pillar specimen which had uniform contrast. Morphology of Pb-rich and Sn-rich phases 
were accurately represented. 3D visualization showed that Sn-rich and Pb-phases were fully interconnected.
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The equilibrium phase fractions of Pb-rich and Sn-rich phases in Sn-37Pb are 
27% Pb and 73%Sn; whereas the volume fractions of Pb-rich and Sn-rich phases 
in the 3D reconstruction were 27.94% Pb and 72.06% Sn. The morphology of the 
Pb-rich and Sn-rich phases was accurately reconstructed. 
Fig. 12a shows the 3D visualization of Sn-0.7Cu. The Cu6Sn5 precipitates 
had good contrast and were easily segmented using conventional thresholding. 
The equilibrium phase fractions of Sn and Cu6Sn5 phases in Sn-0.7Cu are 98.2% 
Sn and 1.8% Cu6Sn5; whereas the volume fractions of Sn and Cu6Sn5 phases in 
the 3D reconstruction were 98.4% Sn and 1.6% Cu6Sn5. Calculation of the 
precipitate size distribution and spatial distribution were carried out in MATLAB. 
Precipitate size distribution was quantified using equivalent diameter. It is defined 
as the diameter of a sphere having the same volume of the irregularly-shaped 
precipitates, as shown in Eq. 2 [23].  
 
1
33
equivalent diameter = volume
4
 
 
 
 (2) 
Fig. 12b shows a histogram of the equivalent diameter of the Cu6Sn5 precipitates. 
The precipitates had a median equivalent diameter of 2.4 µm. The skewness of the 
equivalent diameter distribution was 1.9, indicating the existence of a few large 
precipitates. The positively-skewed precipitate size distribution is most likely due 
to Ostwald ripening that occurred during aging, leading to a few large coarsened 
precipitates. 
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Fig. 12 3D visualization of Sn-0.7Cu microstructure reconstructed from x-ray tomography data. (a) Sn-rich phase and Cu6Sn5 
particles are indicated, and are consistent with the morphology observed from the two-dimensional micrograph. (b) Histogram 
of equivalent diameters of Cu6Sn5. (c) Finite-body tessellation of 3D microstructure. (d) Histogram of nearest neighbor 
distances between Cu6Sn5. (e) Histogram of mean nearest neighbor distances. COV indicated a relatively random distribution of 
precipitates. 
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Fig. 12 cont. 3D visualization of Sn-0.7Cu microstructure reconstructed from x-ray tomography data. (a) Sn-rich phase and 
Cu6Sn5 particles are indicated, and are consistent with the morphology observed from the two-dimensional micrograph. (b) 
Histogram of equivalent diameters of Cu6Sn5. (c) Finite-body tessellation of 3D microstructure. (d) Histogram of nearest 
neighbor distances between Cu6Sn5. (e) Histogram of mean nearest neighbor distances. COV indicated a relatively random 
distribution of precipitates.
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 A finite-body tessellation of the segmented microstructure was constructed 
in order to quantify the spatial distribution of precipitates. To create the finite-
body tessellation a watershed algorithm analyzed distances between precipitates 
based on the centroid and perimeter of each precipitate [24]. Then a tessellation 
was constructed, such that each of the precipitates lay within the boundaries of a 
cell. This quantification method is an enhanced version of the conventional 
tessellation proposed by Dirichlet [25], since it can accurately quantify distances 
between non-spherical particles.  As shown in Fig. 12c, the finite-body 
tessellation created a cell around each precipitate, such that the cell walls were 
equidistant between neighboring precipitates. The nearest-neighbor distance is the 
shortest end-to-end distance between two precipitates in adjacent cells [24]. Fig. 
12d shows a histogram of the nearest-neighbor distance between Cu6Sn5 
precipitates. The median nearest-neighbor distance was 3.5 µm, and the mean was 
4.2 µm. However, the mean nearest-neighbor distance does not yield a complete 
understanding of the degree of clustering of the precipitates, since it does not take 
into account the distribution of nearest-neighbor distances [26]. The degree of 
clustering can be a useful statistic, since clustering can affect the mechanical 
behavior of materials [24]. Yang et al. [27] showed that the coefficient of variance 
of the mean near-neighbor distance more effectively quantifies clustering, since it 
is relatively insensitive to precipitate volume fraction, size, and morphology. The 
mean near-neighbor distance is defined as the average of the cell-to-cell distances 
between precipitates that share a cell edge around each precipitate of interest. The 
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coefficient of variance is the ratio of the variance in the mean nearest-neighbor 
distance σ to the mean near-neighbor distance d [27], as shown in Eq. 3 
 COV = 
d

 (3) 
Fig. 12e shows a histogram of the mean neighbor distance, and reports a COV of 
0.32. Yang et al. noted that the COV of a highly clustered microstructure was near 
0.7, while the COV of a random microstructure was near 0.36. Therefore, the 
Cu6Sn5 precipitates appear to be randomly distributed throughout the volume of 
material sampled. 
Fig. 13 shows a comparison of the contrasts produced by two different 
beam energies for Sn-3.5Ag. The equilibrium phase fractions of Sn and Ag3Sn 
phases in Sn-3.5Ag are 95.2% Sn and 4.8% Ag3Sn; whereas the volume fractions 
of Sn and Ag3Sn phases in the 3D reconstruction were 98.2% Sn and 1.8% 
Ag3Sn. This discrepancy is due to nanoscale Ag3Sn precipitates in the eutectic 
that were not visible in the x-ray tomography analysis. Characterization of the 
eutectic will be discussed. The 2D reconstruction is taken from the same location 
within the pillar. At low beam energy (15 keV) no microstructural features are 
visible. However, at 27 keV Sn-rich dendrites, eutectic regions, and Ag3Sn 
precipitates became visible and were easily segmented as shown in Fig. 13. Fig. 
14a shows the 3D visualization of the Sn-rich phase. It is interesting to note that 
Sn-rich dendrites are visible from this reconstruction. Indeed, the interdendritic 
spacing could be measured from this high resolution reconstruction. Also in Fig. 
14a a box is indicated from which subsequent statistical analysis of the phases 
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was carried out, since this region had more uniform contrast. Fig. 14b shows the 
volume of reconstructed material. Eutectic is visualized in blue and Sn-rich 
dendrites are visualized in purple. Ag3Sn precipitates reconstructed in that volume 
are also shown. Fig. 14c shows a histogram of the equivalent diameter of the 
Ag3Sn precipitates. The precipitates had a median equivalent diameter of 1.9 µm. 
The skewness of the precipitates was 1.6, indicating that the precipitate size 
distribution was positively-skewed by a few large precipitates. As with Sn-0.7Cu, 
the skew may be due to Ostwald ripening of the Ag3Sn precipitates. Fig. 14d 
shows the finite body tessellation constructed to analyze the spatial distribution of 
precipitates in the volume shown in Fig. 14b. Fig. 14e shows a histogram of the 
nearest-neighbor distance between Ag3Sn precipitates. The median nearest-
neighbor distance was 1.6 µm, and the mean was 2.4 µm. The Ag3Sn precipitates 
appear to be more closely spaced compared to the Cu6Sn5 precipitates in Sn-
0.7Cu. Fig. 14f shows a histogram of the mean near-neighbor distance. The COV 
was 0.43, indicating that the Ag3Sn precipitates were more clustered, compared to 
the Cu6Sn5 precipitates in Sn-0.7Cu. The smaller mean nearest-neighbor distance 
and the larger COV (degree of clustering) of Ag3Sn precipitates in Sn-3.5Ag may 
be due to the formation of Ag3Sn in the eutectic regions between Sn-rich 
dendrites.
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Fig. 13 Effect of beam energy on visualizing Sn-3.5Ag microstructure. No microstructure is visible at 15 keV, however at 27 
keV Sn-rich dendrites, eutectic regions, and Ag3Sn particles are visible. Ag3Sn precipitates and Sn-rich dendrites were easily 
segmented from 27 keV x-ray tomography data. 
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Fig. 14 3D visualization of Sn-3.5Ag microstructure reconstructed from x-ray tomography data. (a) The morphology of Sn-rich 
dendrites is visible on the base of the pillar. (b) A volume material having uniform contrast was selected from the base. 3D 
morphology and distribution of Sn-rich dendrites, eutectic, and Ag3Sn precipitates are shown. (c) Histogram of equivalent 
diameters of Ag3Sn. (d) Finite-body tessellation of 3D microstructure. (3) Histogram of nearest neighbor distances between 
Ag3Sn. (f) Histogram of mean near neighbor distances of Ag3Sn. COV of 0.43 indicated a more clustered distribution of 
precipitates. 
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Fig. 14 cont. 3D visualization of Sn-3.5Ag microstructure reconstructed from x-ray tomography data. (a) The morphology of 
Sn-rich dendrites is visible on the base of the pillar. (b) A volume material having uniform contrast was selected from the base. 
3D morphology and distribution of Sn-rich dendrites, eutectic, and Ag3Sn precipitates are shown. (c) Histogram of equivalent 
diameters of Ag3Sn. (d) Finite-body tessellation of 3D microstructure. (3) Histogram of nearest neighbor distances between 
Ag3Sn. (f) Histogram of mean near neighbor distances of Ag3Sn. COV of 0.43 indicated a more clustered distribution of 
precipitates.
 52 
 
The eutectic region in Sn-3.5Ag consisted of Sn and nanoscale Ag3Sn 
precipitates which were below the resolution capability of the synchrotron 
instrument. In order to have a complete understanding of the microstructure on 
the micro- and nanoscale it was necessary to implement a multiscale 
characterization approach. Focused ion beam tomography is an appropriate 
technique for characterizing sub-micrometer length scales. This technique is 
similar to serial sectioning, and makes use of a dual beam SEM-FIB configuration 
[28]. An ion beam current of 50 pA was used to mill away 50 nm thick slices of 
eutectic material. After each slice has been removed, an image is captured using 
the electron beam. Typically, a low beam current is utilized to polish the cross-
section before imaging. However, for this cross-sectioning procedure the 50 pA 
beam current was low enough that no subsequent polishing steps were required. 
For this study, a region of eutectic in the Sn-3.5Ag sample was located, then 
characterized using FIB tomography as shown in Fig. 15a. The images were 
artificially foreshortened due to the 52
o
 angle between the ion beam and electron 
beam. Therefore, the dimensions of the images obtained from SEM were 
corrected as shown in Fig. 15b. Once the correct dimensions were obtained, the 
nanoscale Ag3Sn precipitates were segmented. The segmented images were then 
registered (aligned) so that the Ag3Sn precipitates could be accurately 
reconstructed in 3D. Fig. 15c shows the 3D visualization of the nanoscale Ag3Sn 
precipitates in the eutectic. 
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Fig. 15 Characterization of Sn-3.5Ag eutectic using focused ion beam tomography. (a) 50 nm thick slices were serially 
sectioned in the eutectic. (b) Serial sections were adjusted for foreshortening, Ag3Sn precipitates were segmented, then the 
slices were registered to produce a 3D image stack. (c) 3D visualization of nanoscale Ag3Sn precipitates in eutectic. It is 
interesting to note that the precipitates seem elongated. 
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Fig. 15 cont. Characterization of Sn-3.5Ag eutectic using focused ion beam tomography. (a) 50 nm thick slices were serially 
sectioned in the eutectic. (b) Serial sections were adjusted for foreshortening, Ag3Sn precipitates were segmented, then the 
slices were registered to produce a 3D image stack. (c) 3D visualization of nanoscale Ag3Sn precipitates in eutectic. It is 
interesting to note that the precipitates seem elongated.
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The precipitates appear elongated. At first glance this might be considered 
an artifact from the reconstruction process, however the SEM micrograph of Sn-
3.5Ag microstructure in Fig. 9c showed that are elongated precipitates in the 
eutectic. Ag3Sn is also known to nucleate as small spherical precipitates which 
elongate into needles with coarsening [29].    
 
4.5Summary 
In this work, the intermetallic precipitates in Sn-3.5Ag and Sn-0.7Cu, and 
globular lamellae in Sn-37Pb solder joints were visualized and quantified in 3D 
using high resolution x-ray synchrotron tomography.  As a result of this work, the 
following important points are made:  
 Higher (> 25 keV) beam energies are necessary to accurately visualize 
phases in Sn-rich Pb-free alloys, e.g. Ag3Sn precipitates.  
 Multiscale characterization was used to analyze nanoscale Ag3Sn 
precipitates in eutectic regions. Microscale precipitates were analyzed 
using x-ray tomography and nanoscale precipitates were analyzed using 
FIB tomography. 
 The microstructure of Sn-0.7Cu solders consisted of Sn-rich grains 
interspersed with Cu6Sn5 intermetallic precipitates.  Cu6Sn5 had a median 
equivalent diameter of 2.4 µm, a median nearest-neighbor distance of 3.5 
µm, and a mean nearest-neighbor distance of 4.2 µm. A COV of 0.32 
indicated more randomly distributed precipitates.   
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 The microstructure of Sn-3.5Ag solder consisted of Sn-rich dendrites and a 
eutectic mixture of Sn and Ag3Sn intermetallic precipitates. Ag3Sn had a 
median equivalent diameter of 1.9 µm, a median nearest-neighbor distance 
of 1.6 µm, and a mean nearest-neighbor distance of 2.4 µm. A COV of 0.43 
indicated more clustering of the precipitates, possibly due to formation of 
Ag3Sn in the eutectic regions between Sn-rich dendrites. 
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Chapter 5 
MECHANICAL SHOCK BEHAVIOR OF PURE SN 
5.1 Abstract 
 With the increasing focus on developing environmentally benign 
electronic packages, Pb-free alloys have received a great deal of attention. 
Mishandling of packages during manufacture, assembly or by the user may cause 
failure of the solder joint. A fundamental understanding of the behavior of Pb-free 
solders under mechanical shock conditions is lacking. Reliable experimental 
stress–strain data over a range of strain rates needs to be obtained for reliability 
models. In this paper I report on the intermediate strain rate behavior of pure Sn 
solder. The first part of the paper discusses modeling and analysis of the specimen 
geometry to obtain a relatively uniform stress (and strain) distribution within the 
gage section. Analysis by the finite element method (FEM) showed that a 
modified specimen geometry, with 10 mm gage length, provided a homogeneous 
strain distribution, similar to the American Society for Testing and Materials 
(ASTM) E8 specimen geometry. The second part describes microstructural 
characterization and experimental results on pure Sn at intermediate strain rates 
(10/s). Ultimate tensile strength and strain to failure in the 10 mm specimen were 
quite similar to those of the ASTM specimen. A double necking phenomenon was 
observed in the ASTM specimen, which was not observed in the 10 mm 
specimen. FEM modeling of the dynamic behavior of the solder correlated very 
well with the experimental observations. 
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5.2 Introduction 
 With the increasing focus on developing environmentally-benign 
electronic packages, Pb-free alloys have received a great deal of attention [1-7]. 
Mishandling of packages, during manufacture, assembly, or by the user may also 
cause failure of solder joint. While there is now have a good understanding of 
microstructure, creep, and thermal fatigue behavior of Pb-free solders [8-11], 
other important issues related to deformation in these materials remain to be 
addressed. A fundamental understanding of the behavior of Pb-free solders under 
mechanical shock conditions, however, is lacking. In particular, reliable 
experimental stress-strain data, over a range of strain rates needs to be obtained 
for reliability models.  
 A variety of experimental techniques have been developed to characterize 
the strain-rate dependent behavior of materials [12]. Conventional screw-driven 
machines can be used to quantify creep and stress relaxation processes, at very 
slow strain rates. In the high end or impact regime, plate impact is typically used. 
The strain rates obtained during mechanical shock of solders, such as that 
experience by dropping a cell phone or laptop, is somewhere between the quasi-
static and dynamic strain range. In fact, a precise value or range of strain rate for 
these applications has not yet been established. The range from a variety of 
studies is somewhere between 10
-1
/s and 10
2
/s [13-19]. A promising technique 
that has yet to applied to dynamic testing of solders is impact using 
servohydraulic methods. Boyce and Crenshaw [20] have demonstrated that 
controlled strain rates of up to 500/s can be obtained on relatively small 
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specimens using modified servohydraulic methods. Thus, this is a highly desirable 
technique needed to characterize the mechanical shock of solders the intermediate 
strain-rate regime. 
 In this paper I report on the intermediate strain-rate behavior of pure Sn 
solder. The first part of the paper discusses modeling and analysis of the specimen 
geometry to obtain a relatively uniform stress (and strain) distribution within the 
gage section. The second part describes microstructural characterization and 
experimental results at intermediate strain rates (~ 10/s). This is followed by a 
presentation of numerical simulation of deformation in the solder. 
5.3 Materials and Experimental Procedure 
 High purity cast ingots of Sn (Indium Corporation, Ithaca, NY and Alfa 
Aesar, Ward Hill, MA) were used in this study. The ingots were reflowed in an 
aluminum mold coated with graphite to yield rectangular blanks approximately 
10.5 cm in length, 1 cm in width, and 0.8 cm in height. A thermocouple was 
placed at the bottom of the solder to determine the cooling rate in the solder. 
Samples were heated at 250
o
C (approximately 20
o
C above the melting point of 
the solder) for 20 seconds and furnace cooled, yielding a reproducible cooling rate 
of about 0.1
o
C/s, respectively. 
 Microstructure characterization was conducted after reflow and cooling. 
Samples were polished to a final finish with a 0.05 µm colloidal silica solution. 
Optical microscopy and image analysis of cross-sections of specimens were 
carried out in order to quantify the microstructure. Tensile specimens were 
machined from a section near the bottom of the reflowed blank, where the cooling 
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rate was measured. Microstructure characterization of the tensile specimens prior 
to testing indicated uniform microstructure throughout the samples. Three 
specimen geometries were used for finite element modeling: the ASTM E-8M 
standard geometry with a gage length of 25 mm as shown in Fig. 16a, a small 
geometry with a gage length of 10 mm as shown in Fig. 16b, and a smaller 
geometry with a gage length of 5 mm as shown in Fig. 16c. The overall length of 
the ASTM E-8M specimen was 100 mm, the overall length of the 10 mm gage 
length specimen was 48.94 mm, and the overall length of the 5 mm gage length 
specimen was 48.94 mm. All three specimens have a thickness of 6 mm, a width 
of 4 mm in the gage length, a width of 10 mm in the grip sections, and fillet radii 
equal to 6 mm. Only the ASTM E-8M standard geometry specimen and the 10 
mm gage length specimens were used for tensile testing. Tensile tests were 
performed on a servo-hydraulic load frame, in displacement control, to achieve a 
nominal strain rate of 10/s. 
 An ultra-high speed camera (Phantom, Vision Research Corporation) with 
an acquisition rate of 2100 frames per second (at its highest resolution), was used 
to measure strain on the solder specimen. Strain was calculated in two ways: (a) 
macroscopic strain given by a 25 mm gage length MTS 632.24E-50 extensometer 
and (b) by local strain measurement using fiducial lines on the specimen surface. 
Fig. 17a shows the experimental setup of the servohydraulic load frame, ultra-
high speed camera, and video processing station. 
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Fig. 16 Specimen geometries studied using finite element modeling are shown. All dimensions, except gage length, were kept 
constant in order to study the change in stress heterogeneity as a function of gage length. (a) ASTM E-8M specimen geometry 
has a gage length of 25 mm, and a total reduced section of 32 mm. (b) Specimen geometry with 10 mm gage length. (c) 
Specimen geometry with 5 mm gage length. All dimensions are mm. 
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Fig. 17 An ultra-high speed camera system was used to measure strain and strain rate. (a) The strain measurement system 
consisted of a servohydraulic load frame, an ultra-high speed camera, and a video processing station. (b) Two strain 
measurement methods were used; displacement of fiducial lines, and extensometer displacement. The extensometer could only 
be used with the ASTM E-8M specimen, due to size constraints. The fiducial lines had a longitudinal spacing of 2.5 ± 0.1 mm 
and a transverse spacing of 1.5 ± 0.1 mm.
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Fig. 17b shows how fiducial lines were used in combination with an extensometer 
to calibrate the displacement rate using ASTM E-8M specimens. The size 
constraint of the extensometer precluded its use with the 10 mm and 5 mm 
specimens. Fiducial lines formed a rectangular grid with a longitudinal spacing of 
2.5 ± 0.1 mm and a transverse spacing of 1.5 ± 0.1 mm. Fiducial lines were 
scored using a razor blade. 
5.4 Results and Discussion 
 High strain rate experiments in solders can be conducted in strain control 
or displacement control. Initial experiments conducted in strain control yielded a 
“lag” in the desired strain rate response. Thus, it was decided to conduct the 
experiments in displacement control. The strain rate,  ̇, is related to the applied 
displacement, ΔL, as follows: 
 
1L
t L t



    (4) 
where L is the gage length of the specimen and t is time. The maximum 
displacement rate, ΔL/t, is a function of the servohydraulic machine, flow rate, 
mass of the grips, etc. In this case, the maximum displacement rate possible was 
about 300 mm/s. Thus, the other way to increase the strain rate is to decrease the 
gage length, L. It should be noted that this must be done carefully because 
decreasing the gage length may yield a non-uniform stress distribution in the gage 
volume. In order to quantify this effect, I conducted a simple finite element 
analysis to determine the change in stress and strain state, when going from the 
ASTM E-8M gage length (25 mm), to 10 mm, and 5 mm. This is followed by 
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experimental characterization at a strain rate of about 10/s and modeling of the 
effect of strain rate. 
 The ASTM E-8M, 10 mm gage length, and 5 mm gage length specimen 
geometries were modeled in order to quantify stress heterogeneity as a function of 
gage length. True stress and true strain data from a tensile test of an ASTM E-8M 
specimen of furnace cooled pure Sn, conducted at a strain rate of 0.2/s, was used 
as the constitutive response of the material. The true stress and true strain input is 
shown in Fig. 18a. The effect of strain rate was not included, since these models 
were only used to quantify stress and strain heterogeneity. Only the gage section 
and fillet regions were modeled because, in a tensile test the grip sections would 
be clamped, causing fixed boundary conditions (U2 = U3 = 0) to be applied at the 
fillet sections. Fig. 18b shows the gage section and fillet regions modeled, and the 
boundary conditions. A mesh of quadratic hexahedral elements was used. A mesh 
refinement study using the ASTM E-8M model was conducted by incrementally 
increasing the mesh density. No difference in the simulated stress-strain response 
nor the local stresses and strains was observed.  All specimens were displaced to 
produce an equivalent strain of 0.02 in their respective gage sections. The average 
stress and standard deviation in the elements, measured over the gage sections of 
the models, are plotted versus applied strain in Fig. 19a. Fig. 19b shows that the 5 
mm gage length model deviates most from the ASTM E-8M model and has the 
largest standard deviation for stress values. The 10 mm gage length specimen 
more closely approximates the stress-strain behavior of the ASTM E-8M model. 
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Fig. 18 The parameters used to model the stress heterogeneity as a function of gage length were a constitutive material response 
and a truncated specimen geometry. (a) The constitutive material response used was obtained from a tensile test of an ASTM E-
8M specimen of furnace cooled pure Sn, conducted at a strain rate of 0.2/s. (b) A more realistic simulation is obtained by 
modeling only the gage section and fillet regions. 
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Fig. 19 Finite element models were displaced to produce an equivalent strain of 0.02 in their respective gage sections. (a) 
Average stress-strain, and standard deviations were measured over the gage sections of the models. (b) A zoom of the region 
bounded by a dotted line box in (a) shows that the 10 mm gage length model more closely approximates the stress-strain 
behavior of the ASTM E-8M model.  
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 Fig. 20 shows the axial strain (ε11) for all three models. The 5 mm gage 
length model has the most heterogeneous strain distribution in the gage section, 
whereas the 10 mm gage length model has a reasonably wide region of uniform 
strain. The ASTM E-8M model has uniform strain throughout the entire 25 mm 
gage section. Note that the 10 mm gage length geometry yielded a stress-strain 
behavior that is similar to the ASTM E-8M geometry. Based on this analysis, the 
ASTM E-8M and 10 mm gage length geometry were used for the tensile tests 
reported here. 
 Microstructure characterization of the reflowed and machined pure Sn 
bars showed a fairly uniform grain structure, although some elongation of the 
grains was observed, Fig. 21. Table 1 shows grain size measurements, based on 
the linear intercept technique. Here, a grid is overlaid over the microstructure and 
the number of intercepts is used to calculate an average grain size. The grain size 
along the length of the specimen was about half of that along the width of the 
specimen. A statistically representative number of grains was present in the gage 
section of the specimens. The microstructure of the specimens was also compared 
before after machining, and did not show any statistical difference. 
 
Table 1 Grain Size of Pure Sn Solder 
Orientation Number of intercepts Average Grain Size (m) 
Longitudinal 203 36.5 ± 6.6 
Transverse 107 72.5 ± 26.4 
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Fig. 20 Axial strain (11) contours are plotted for all three models. The 5 mm gage length model has the most heterogeneous 
strain distribution in the gage section. The 10 mm gage length model has a reasonably wide region of uniform strain, and was 
shown to exhibit stress-strain behavior similar to the ASTM E-8M model. Therefore, the ASTM E-8M and 10 mm gage length 
geometries were used for tensile tests. 
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Fig. 21 Microstructure characterization was carried out on the reflowed and machined pure Sn bars. Grain size was measured 
using the linear intercept method. (a) The transverse microstructure had an average grain size of 72.5 ± 26.4 µm. (b) The 
longitudinal microstructure had an average grain size of 36.5 ± 6.6 µm.
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Table 2 shows a summary of the ultimate tensile strength, strain-to-failure, and 
testing strain rate. The strain rate was about 10/s for both specimen geometries. 
Note that the UTS and strain-to-failure were also very similar, indicating that the 
10 mm geometry is suitable for tensile testing, in this strain rate regime. 
 
 
Table 2 Summary of Tensile Results for ASTM and 10 mm Gage Length 
Specimen Geometry 
Specimen 
Geometry 
Ultimate Tensile 
Strength  
(MPa) 
Strain-to-failure Strain Rate 
(s
-1
) 
ASTM E8 (24 
mm gage length) 
42.3 ± 7.2 0.93 ± 0.09 9.8 ± 0.4 
10 mm gage 
length 
44.5 ± 7.4 1.08 ± 0.18 9.9 ± 0.1 
 
 Examination of the stress-strain curves, for both geometries, showed that 
while UTS and strain-to-failure were indeed similar, the curves for the 25 mm 
gage section exhibited two distinct “peaks” in the stress-strain curve, Fig. 22. 
Using the high speed video, the peaks corresponded to two separate necks 
forming in the gage section, Fig. 23. The phenomenon of multiple necking at high 
strain rates has been observed in other materials, such as aluminum and copper 
[21-23]. The dynamics of plastic instability are quite complicated and are not 
treated here. The smaller gage section, on the other hand, only exhibited one peak 
in the curve. Within the population of these curves, two experiments had 
somewhat higher ultimate tensile strength and lower ductility, Fig. 24a. Videos of 
these experiments indicated a fair amount of bulging in the gage section, due to 
some degree of inhomogeneous deformation, Fig. 24b. 
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Fig. 22 Stress-strain curves are shown for tensile tests conducted at a strain rate of 10/s using ASTM E-8M specimens. Several 
curves exhibit two distinct “peaks”. Oscillations in stress-strain curve are due to reflected elastic waves. 
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Fig. 23 High speed video analysis of ASTM E-8M specimen tensile tests was used to investigate “peaks” in stress-strain curve. 
(a) High speed video analysis of one of the tensile tests shows that the “peaks” correspond to formation of two separate necks in 
the gage section. (b) Still images from selected points in the entire test sequence show the progress of specimen deformation. 
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Fig. 24 Stress-strain curves of 10 mm gage length specimens tested at a strain rate of 10/s exhibited only one peak. (a) Two 
experiments, which had somewhat higher UTS and strain-to-failure, are indicated by bold line thicknesses. (b) High speed video 
analysis of the experiments indicated bulging in some specimens; especially for specimens 5 and 6 which correspond to the 
bold curves in (a). Gage sections are indicated by white dotted lines.
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The reasons for bulging in some specimens are likely related to evolution of 
deformation, perhaps due to individual grain orientation and/or defects. A more 
detailed study is needed to understand this behavior. 
 I now present the simulation of deformation at various strain rates. The 
objective of the theoretical study is to qualitatively explain the experimentally 
observed behavior, as influenced by gage length and applied strain rate. This 
analysis was conducted on ABAQUS/Explicit [24].  To accurately investigate the 
geometric effects on the double-necking, I used three-dimensional elements.  In 
order to ensure convergence of the explicit analysis, a very fine mesh and time 
increment were used.  After the studies of mesh sensitivity, element C3D8R 
(continuum three-dimensional 8-node solid element with reduced integration 
scheme) was chosen.  Depending on the geometry of the model system, the total 
number of elements ranged from 6,000 to 27,820. 
 The following two criteria were used to simulate the necking: (1) local 
maximal principal plastic strain exceeding 50%, or (2) local maximal principal 
strain rate larger than 10/s. These are relatively arbitrary criteria, but experimental 
measurements are being conducted to obtain more accurate values of the local 
plastic strain and strain rate. The rate-dependent strain-strain relation was based 
on Long et al.’s [25] experiments, with Young’s modulus of 46 GPa, Poisson’s 
ratio of 0.3, and density 7.6 g/cm
3
.  My experimental measurements show that 
both the strain and displacement in fillet region are relatively small compared 
with the strain in the gage section. Thus, a 3D rectangular model representing the 
gage section only was used in the simulations. 
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 Fig. 25a shows results of the simulation of the ASTM specimen. A 
velocity of 500 mm/s was imposed at one end while keeping the other end fixed.  
The contour plot of the maximal principal plastic strain on the deformed bar, at t = 
56 ms, clearly shows the double-necking near the free and fixed ends. Fig. 25b 
shows that the majority of the specimen has reached 50% plastic strain, so plastic 
strain alone cannot explain the double-necking phenomenon. This is reasonable 
since under low strain rates under uniaxial tension, double-necking does not take 
place. Fig. 25c shows the contour of the maximal principal strain rate at the same 
time t = 56 ms.  Here, the localized strain rate reaches the necking criterion (10/s) 
only at the two double-necking sites near the two ends.  Since the maximal 
localized strain rate only appears at the double-necking sites, it seems that the 
localized strain rate is a better indicator of where necking will take place.   
 In addition to specimen geometry, the effect of strain rate was also 
investigated. A series of simulations were conducted varying displacement rates, 
from 100 mm/s to 400 mm/s.  Table 3 summaries the relationship between 
double-necking and maximal principal plastic strain and localized strain rate.   
 
Table 3 Relation of the double-necking with maximal plastic strain and localized 
strain rate for a 32 mm-long bar. 
Velocity (mm/s) Maximal principal 
plastic strain 
Maximal 
localized strain 
rate (/s) 
Double-
necking 
Time when necking 
firstly visible (ms) 
100 50.7% 2.8 No 170 
200 51.6% 6.0 No 92.5 
300 57.1% 10.3 Yes 67.5 
400 57.8% 11.1 Yes 53.1 
500 55.6% 12.8 Yes 41.4 
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Fig. 25 Finite element analysis of a 32 mm-long bar subject to 500 mm/s velocity load.  (a) Illustration of the fixed boundary at 
the left and the prescribed velocity load at the right.  (b) Contour plot of the maximal principal plastic strain on the deformed 
bar at time t = 56 ms, where the double-necking is clearly observed and qualitatively consistent with experiments.  (c) Contour 
plot of the maximal principal strain rate on the deformed bar at time t = 56 ms. (Courtesy of Drs. H. Fei and H. Jiang) 
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It is interesting to note that double necking only takes place above a critical strain 
rate of about 10/s, which correlates well with the experimental results. Based on 
these data I conclude that the localized plastic strain, closely related to the 
displacement rate, plays an important role on the potential sites for necking.  
 I also varied the length of the gage section to study the effect of geometry 
on necking.  Fig. 26 shows double-necking at t = 70 ms in a 50 mm-long bar 
subjected to a displacement rate of 700 mm/s.  The maximal principal plastic 
strain reaches the necking criterion globally throughout the gage section, Fig. 26a, 
while the maximal principal strain rate criterion is met locally, as in Fig. 26b.  The 
same results were observed in the case of the 32-mm gage section, Fig. 10 and 
Table 3.  For a bar with shorter gage section, i.e., L = 10 mm, subject to 150 mm/s 
velocity load, double necking was not observed, Fig. 27. Because of the short 
gage section, the maximal principal strain rate is not localized at either of the two 
different sites for potential double-necking, Fig. 27b.  Eventually, at time t = 45 
ms, a single neck takes place, Fig. 27c and Fig. 27d.  These two simulations show 
that the gage section also plays an important role. Double-necking only occurs for 
the specimens with longer gage section.  The critical length of the gage section 
may depend on various parameters, such as constitutive behavior of the material 
and displacement rate.
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Fig. 26 Finite element analysis of a 50 mm-long bar subject to 700 mm/s velocity load.  (a) Contour plot of the maximal 
principal plastic strain on the deformed bar at time t = 70 ms, where the double-necking is observed.  (b) Contour plot of the 
maximal principal strain rate on the deformed bar at time t = 70 ms. (Courtesy of Drs. H. Fei and H. Jiang) 
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Fig. 27 Finite element analysis of a 10 mm-long bar subject to 150 mm/s velocity load.  (a) Contour plot of the maximal 
principal plastic strain on the deformed bar at time t = 35 ms, where necking is not observed.  (b) Contour plot of the maximal 
principal strain rate on the deformed bar at time t = 35 ms.  (c) Contour plot of the maximal principal plastic strain on the 
deformed bar at time t = 45 ms, where single-necking is observed.  (d) Contour plot of the maximal principal strain rate on the 
deformed bar at time t = 45 ms. (Courtesy of Drs. H. Fei and H. Jiang)
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5.5 Conclusions 
 I have conducted a preliminary study on the intermediate strain rate 
behavior of pure Sn solder. The following conclusions can be drawn: 
1. FEM analysis showed that a modified specimen geometry, with a 10 mm 
gage length, provided a homogeneous strain distribution, similar to that for 
the ASTM-E8 specimen geometry. The smaller gage length enabled me to 
obtain a higher strain rate for a given applied displacement rate. 
2. Ultimate tensile strength and strain-to-failure in the 10 mm specimen were 
quite similar to those of the ASTM specimen. A double-necking 
phenomenon was observed in the ASTM specimen, which was not 
observed in the 10 mm specimen. It would appear that the 10 mm 
specimen is more suitable for obtaining reliable and accurate constitutive 
data for FEM reliability models. 
3. High speed video coupled with fiducial markings on the specimen surface 
was used to correlate the local deformation mechanisms with the measured 
stress-strain behavior. This technique is quite valuable in trying to 
understand the behavior of solder alloys at intermediate strain rates. 
4. FEM modeling of the dynamic behavior of the solder correlated very well 
with the experimental observations. In particular the trends observed in 
experiments could be rationalized based on the FEM modeling results. 
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Chapter 6 
ANALYSIS OF THE DEFORMATION BEHAVIOR OF PB-FREE SOLDERS 
AT INTERMEDIATE STRAIN RATES BY DIGITAL IMAGE 
CORRELATION (DIC) 
6.1 Abstract 
Digital image correlation is a powerful tool for quantifying local stresses 
and strains. The demand for environmentally benign Pb-free solders and the push 
toward smaller portable electronics will make it more likely for solder 
interconnects to encounter mechanical shock through dropping or mishandling. 
Thus, quantifying the strain rate behavior of Pb-free solders from the quasi-static 
to the shock regime is essential for developing reliable numerical models of the 
mechanical shock behavior. In this paper I report on the use of DIC to measure 
the local strain and strain rate occurring in the neck of Sn-3.5Ag-0.7Cu 
specimens, at the onset of necking. Tensile tests were conducted in the range 10
-
3
s
-1
 – 30s-1. A parametric study was conducted to identify the optimum DIC 
parameters for the experimental setup. The effect of microstructure, and applied 
strain rate on the local values of strain and strain rate is discussed.  
6.2 Introduction 
 The drive to produce environmentally-benign electronic packages has 
generated great interest in Pb-free alloys [1-6]. The push toward smaller 
electronic packages for portable electronics has it made it more likely that solder 
joints may fail by mishandling, such as dropping during manufacture, shipping, or 
use. The microstructure, creep, and thermal fatigue behavior of Pb-free solders is 
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well understood [7-9]. However, a fundamental understanding of the behavior of 
Pb-free solders under mechanical shock conditions is lacking. Experimental 
stress-strain data over a range of strain rates is needed for a fundamental 
understanding of mechanical shock, as well as for inputs in reliability models. A 
variety of experimental techniques have been developed to characterize the strain-
rate-dependent behavior of materials [10]. Creep and stress relaxation behavior 
can be quantified using screw-drive machines at very low strain rates. Plate 
impact tests can quantify material behavior at the high end or impact regime. The 
strain rates experienced by solders during mechanical shock, e.g. dropping a cell 
phone or laptop, are in an intermediate range between the quasi-static and 
dynamic regimes. A precise range of strain rate for these applications has not yet 
been established. A variety of studies have shown that the range lies somewhere 
between 10
-1 
s
-1
 and 10
2 
s
-1
[11-17]. Boyce and Crenshaw[18] have demonstrated 
that controlled strain rates of up to 500 s
-1
 can be obtained using servohydraulic 
methods. In a previous study, I have demonstrated the feasibility of mechanical 
shock loading of bulk pure Sn solder using a servohydraulic load frame [19]. 
A fundamental understanding of deformation behavior in these materials, 
at intermediate strain ranges, requires an accurate means of measuring local 
strains and strain rates. In additional, numerical modeling requires accurate and 
reliable inputs of local strain distributions. Local strain and strain rate at necking 
can be used as constitutive inputs for finite element method (FEM) models. 
Digital image correlation (DIC) is a state-of-the-art technique for computing full-
field displacements, strains, and strain rates on a sample surface [20-25]. 
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Interferometry techniques are also capable of measuring full field surface strains, 
but the use of gratings or lasers make those techniques time consuming [26,27]
 
Alternatively, DIC only requires a high contrast, high density speckle pattern 
applied to the sample surface. A high speed digital camera is typically used to 
capture the evolution of deformation. DIC makes use of a correlation algorithm to 
compare successive images of the deforming speckle pattern. The algorithms used 
compute a displacement field based on local correlation of the positions of 
individual speckles. The basic principle of DIC is illustrated in Fig. 28a. A point 
with intensity x is deformed by a displacement field u to a final state x’. The 
problem of two-dimensional DIC is to solve for u, where the reference and 
deformed images are related formally by the following equation
22
: 
 
' ( ) d   , 1, 2i j
j
u
x i j
x

   

i i i
x
x x u  (5) 
Where ∂ui/∂xj are the strain components (four strains and two displacements). The 
quality of DIC depends on the camera resolution, time steps between images, 
lighting, quality and size of features in the speckle pattern, and correlation 
parameters.
21, 28-31
 The most important correlation parameters are the dimension of 
the zone (facet), l, over which the correlation between the reference image and the 
deformed image is locally applied; and the center-to-center distance between 
facets, . l and δ effectively define a virtual strain mesh which deforms with the 
stochastic pattern, as shown schematically in Fig. 28b. 
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Fig. 28 (a) Principle of Digital Image Correlation. A gray scale image x is deformed by a displacement field u to the state x’. 
The principle of DIC relies on solving for u. (b) Virtual mesh defined by the region of interest length, l, and center-to-center 
grid spacing, δ. In this schematic l = δ, and the facets touch, but do not overlap. When l < δ the facets do not overlap and the 
ability of DIC to correlate displacements between consecutive images is diminished. When l > δ the facets overlap and DIC can 
better correlate displacements since the overlap produces some redundancy in the local correlations of neighboring facets. (c) 
Experimental setup for capturing high speed video of tensile tests. (d) Image of a tensile specimen coated with a speckle pattern.
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DIC has been used to study the local stresses, strains, and strain rate 
distribution in metallic alloys[32-38], composites[39-40], and biomaterials[41-
42]. In the microelectronics field DIC has been used to study the strains of solder 
interconnects under thermomechanical loading[43-47], drop testing of electronic 
boards[48], and mechanical characterization of underfills[49]. To date, DIC has 
not yet been used to study the local strain and strain rates at intermediate strain 
rates in Sn-based alloys. In this study the mechanical behavior of Sn-3.5Ag-0.7Cu 
solder was systematically quantified at strain-rates of 10
-3
s
-1
 – 30s-1. Local values 
of strain and strain rate were measured at the onset of necking, in the necking 
region of the tensile specimen, using digital image correlation. The first part of 
the paper describes microstructural characterization and experimental results of 
tensile tests. The second part discusses results of digital image correlation 
measurements.  
6.3 Materials and Experimental Procedure 
Sn-3.5Ag-0.7Cu (Indium Corporation, Ithaca, NY, USA) ingots were used 
in this study. The ingots were reflowed in a graphite coated aluminum mold with 
dimensions: 10.5 cm long, 1 cm wide, and 0.8 cm high. A thermocouple placed at 
the bottom of the solder was used to measure the cooling rate. The samples were 
heated to 20 
o
C above the melting point (240 
o
C), held for 20 s, and cooled. Fine 
and coarse microstructures were obtained with a water quench cooling rate of 
16.5 
o
C/s and a furnace cooling rate of 1 
o
C/s, respectively. Microstructural 
characterization was conducted after reflow and cooling. The samples were 
polished to a final finish with a 0.05 μm colloidal silica solution. Scanning 
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electron microscopy (SEM) was used to characterize the microstructure. Tensile 
specimens were machined from a section near the bottom of the reflowed blank, 
where the cooling rate was measured. Microstructure characterization of the 
tensile specimens prior to testing revealed a uniform microstructure throughout 
the specimens. The tensile specimens had a 10 mm gage length. A detailed 
schematic is available elsewhere [19].  
 The speckle pattern was applied to the specimen surface as follows. The 
specimen surface was gently abraded with 600 grit SiC to create a uniform 
roughness and then rinsed with acetone to remove surface contaminants. The 
surface was coated with a thin layer of white matte-finish spray paint. Black 
matte-finish spray paint was sprayed on the white base coat to create a stochastic 
pattern of speckles on the order of 200 μm wide, or about 4 pixels × 4 pixels in 
area. White light sources were used to indirectly light the specimen during testing. 
The test setup is shown in Fig. 29a with a typical image of a specimen 
photographed under these conditions shown in Fig. 29b. The servohydraulic grips 
in this study were highly reflective. The highly reflective surface diminished the 
ability of the DIC software to accurately compute displacements. To remedy this, 
the grips were wrapped in white tissue paper, which effectively eliminated 
reflections.
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Fig. 29 (a) Experimental setup for capturing high speed video of tensile tests. (b) Image of a tensile specimen coated with a 
speckle pattern.
 91 
 
  Tensile tests were performed on a servohydraulic load frame, in 
displacement control, at nominal strain rates ranging from 10
-3 
s
-1
 to 30 s
-1
. A 
high-speed camera (Phantom, Vision Research, Wayne, NJ) was used to record 
video of the tensile tests using frame rates up to 4,200 frames per second (fps). 
The recorded video was then converted to 8-bit tiff images. The strain produced in 
the specimen during the tensile test was analyzed by importing the 8-bit tiffs into 
commercially available digital image correlation software (ARAMIS, Trillion 
Quality System, Plymouth Meeting, PA, USA). 
6.4 Results and Discussion 
6.4.1 Tensile Behavior and Fractographic Analysis 
The microstructures of as-cast SAC alloys after water quenching and 
furnace cooling are shown in Fig. 30. The furnace cooled SAC microstructure 
consisted of Ag3Sn needles and Cu6Sn5 intermetallic several micrometers in size, 
as shown in Fig. 30a. The water quenched SAC microstructure consisted of Sn-
rich dendrites and a eutectic mixture of Sn, Cu6Sn5, and Ag3Sn, as shown in Fig. 
30b. The engineering stress-strain curves for tensile tests of furnace cooled and 
water quenched Sn-3.5Ag-0.7Cu are shown in Fig. 31a and Fig. 31b, respectively. 
At the highest strain rates an oscillatory wave, caused by reflected elastic waves, 
was superimposed on the stress-strain curves. In general, all specimens showed an 
increase in UTS with increasing strain rate. For a given strain rate, the water 
quenched specimens had greater UTS values than the furnace cooled specimens.
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Fig. 30 (a) Microstructure of furnace cooled Sn-3.5Ag-0.7Cu. Large Ag3Sn needles and blocky Cu6Sn5 particles exist in a Sn 
matrix. (b) Microstructure of water quenched Sn-3.5Ag-0.7Cu. Sn-rich dendrites are surrounded by a eutectic mixture of Sn, 
Ag3Sn, and Cu6Sn5. 
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Fig. 31 (a) Stress-strain curves for tensile tests of furnace cooled Sn-3.5Ag-0.7Cu conducted at strain rates ranging from 10
-3 
s
-1
  
to 30 s
-1
. (b) Stress-strain curves for tensile tests of water quenched Sn-3.5Ag-0.7Cu conducted at strain rates ranging from 10
-3 
s
-1
 to 30 s
-1
. Water quenched Sn-3.5Ag-0.7Cu showed greater ductility and higher strengths than furnace cooled specimens. 
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 This is expected since the finer microstructure, particularly in the form of 
a fine dispersion of Ag3Sn particles, increases the number of obstacles for 
dislocation motion. Water quenched specimens had greater strain-to-failure than 
furnace cooled specimens. This behavior is somewhat unexpected since the 
coarser microstructures in the furnace cooled specimens would appear to result in 
lower yield stress and higher ductility. Fractography was performed on the 
fracture surfaces at the highest and lowest strain rate using SEM. Ag3Sn needles 
and Cu6Sn5 particles were identified using energy dispersive spectroscopy (EDS) 
spot scans. The fractography revealed that in the furnace cooled specimens the 
Ag3Sn needles fractured extensively and nucleated large voids that reduced the 
ductility of the furnace cooled specimens, as shown in Fig. 32a. The Cu6Sn5 
particles were rarely found at the bottom of ductile dimples. At the higher strain 
rate the Ag3Sn needles were fractured, as shown in Fig. 32b. The high triaxial 
stresses surrounding the Ag3Sn needles at high strain rate caused them to fracture 
and nucleate voids. The fracture surface of the water quenched samples consisted 
of small ductile dimples, most likely nucleated by the fine intermetallic Ag3Sn 
and Cu6Sn5 particles or in the pure Sn regions, as shown in Fig. 33a. The ductile 
dimples were more numerous in the specimen tested at the highest strain rate, as 
shown in Fig. 33b, due to the enhanced degree of stress triaxiality at the higher 
strain rate. Thus, the elongated nature of the Ag3Sn needles appears to be 
responsible for nucleation of larger voids that could coalesce more easily, and 
resulted in lower ductility.
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Fig. 32 Fracture surfaces of furnace cooled Sn-3.5Ag-0.7Cu. (a) Specimen tested at 10
-3 
s
-1
.  Ag3Sn needles nucleated large 
voids that decreased ductility. (b) Specimen tested at 30s
-1
. Ag3Sn needles are found at the bottom of ductile dimples. Arrows 
point to sections of Ag3Sn needles that fractured. 
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Fig. 33 Fracture surfaces of water quenched Sn-3.5Ag-0.7Cu. (a) Specimen tested at 10
-3 
s
-1
 showed a relatively smooth surface 
interspersed with ductile dimples. (b) Fracture surface of test conducted at 30s
-1
 was rougher due to the higher stresses.
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6.4.2 Digital Image Correlation Analysis 
When conducting DIC analysis, it is important to minimize any potential 
artifacts that may arise. These include: (a) variation in light intensity, from image 
to image, during deformation (b) a stochastic pattern that has too fine or too few 
speckles, (c) analyzing images separated by very small time steps, and (d) very 
large or very small values of l and δ. Variation in light intensity can cause the 
stochastic pattern to change in appearance, thereby reducing the ability of DIC to 
track changes in the pattern. A pattern with very fine speckles may be below the 
resolution of the camera and make correlation difficult. A pattern with too few 
speckles, or a strain mesh defined with a large δ, does not provide enough points 
for correlation. Using a small δ effectively creates a fine strain mesh. The fine 
mesh is more sensitive to light intensity variations and local deformation of the 
speckles, thereby producing noise. Very large l can also result in too much 
“averaging” of the displacements. Small time steps correspond to small 
displacements which may be below the resolution of the system and introduce 
errors. IN order to minimize any artifacts from the variables described above, a 
parametric study was conducted to determine an optimum time step, l, and δ for 
the experimental conditions. A test matrix was conducted on images from a 
tensile test of water quenched Sn-3.5Ag-0.7Cu conducted at a strain rate of 1 s
-1
. 
The test matrix encompassed the effects of varying l (ranging between 13 - 20 
pixels) and δ (from 5 - 15 pixels) on three versions of the tensile test images. The 
analyses were conducted using different time steps between images, t = 0.001 s, 
0.004 s, and 0.017 s. The effect of changing t, l, and δ was determined by 
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comparing tensile strain and strain rate at the onset of necking, and determining 
whether the strain and strain rate contours corresponded to the shape and size of 
the neck in the images. Rigid-body displacement calibrations were also conducted 
to calibrate the software for actual displacements.  
Fig. 34 shows the strain and strain rate distribution at necking for l ranging 
between 13 - 20 pixels, δ ranging between 5 - 15 pixels, and t = 0.004 s. The 
smallest and largest time steps (t = 0.001 s and t = 0.017 s) did not produce strong 
correlations between strain and strain rate concentrations at the onset of necking. 
Strain distributions were not particularly sensitive to changes in time step, l, and 
δ, except for the case of l = 15 pixels and δ = 5 pixels. Using a spacing of δ = 5 
pixels effectively created a very fine strain mesh, which was more prone to noise 
in the strain distribution. Strain rate distributions for all combinations of time step, 
l, and δ proved to be more sensitive to changes in the variables tested. The 
smallest time step, t = 0.001 s, corresponded to a displacement between 
consecutive images that was below the resolution of the DIC software. Thus, 
these small displacements introduced noise which was readily apparent in the 
strain rate plots. The combinations of l and δ that exhibited the most variation in 
strain rate were l = 15 pixels, δ = 5 pixels and l = 20 pixels, δ = 13 pixels. These 
parameters created facets that overlapped by large amounts. Consequently, those 
combinations of l and δ were more sensitive to noise inherent in the high speed 
video, such as variations in light intensity. The specimen at fracture can be seen as 
an inset in Fig. 34. 
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Fig. 34 Test matrix comparing the tensile strain and strain rate distribution at necking for l ranging 13 - 20 pixels, δ ranging 5 - 
15 pixels, and t = 0.004 s. The optimum DIC parameters were t = 0.004 s, l = 15 pixels, and δ = 13 pixels. These parameters 
represented the experimentally observed necking behavior and fracture location most realistically. The inset image shows the 
specimen at fracture. Arrows indicate the location of the fracture with respect to the neck.
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Arrows indicate the location of fracture with respect to the neck. Fig. 34 
shows that a time step of 0.004 s, l = 15 pixels and δ = 13 pixels produced strain 
and strain rate color contour plots that represented the experimentally observed 
necking behavior and fracture location most realistically. Thus, these settings 
were used in the DIC analysis to compute strain and strain rate for all the tensile 
tests. 
 DIC analysis of the image corresponding to the onset of necking (at 
ultimate tensile strength) was conducted. Strain and strain rate in the tensile 
direction were averaged over the neck of the tensile specimen. This region of 
initial strain intensification corresponded to approximately 1/3 the length of the 
original gage length for all experiments. As a further check that the neck was 
correctly located, each DIC analysis was compared to the high speed video, and 
the neck identified in the image corresponding to the fracture location. Fig. 35a 
and Fig. 35b show the tensile strain and strain rate contour plots produced for 
water quenched specimens tested at the lowest strain rate and highest strain rates, 
respectively. The arrows indicate the location of fracture and its relation to the 
strain and strain rate concentration in the neck. The average strain as a function of 
applied strain rate is shown in Fig. 36a.  The strain in the neck increased with 
applied strain rate. Water quenched specimens appeared to exhibit larger values of 
strain in the neck compared to furnace cooled specimens. This may be due to 
earlier onset of void nucleation and growth in the furnace cooled specimens, as 
described above. The average strain rate as a function of applied strain rate is 
shown in Fig. 36b. 
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Fig. 35 (a) Strain and strain rate distributions at necking for a water quenched specimen tested at 10
-3 
s
-1
. White dotted lines 
indicated the gage section. A strain concentration is coincident with a strain rate concentration. Arrows indicate the location of 
fracture and it’s relation to the strain and strain rate concentrations in the neck. (b) Strain and strain rate distributions at necking 
for a water quenched specimen tested at 30 s
-1
. 
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Fig. 36 (a) Strain in the neck of the tensile specimens at UTS versus applied strain rate. Water quenched specimens reach larger 
values of strain in the neck compared to furnace cooled specimens. (b) Strain rate in the neck of the tensile specimens at the 
UTS. The strain rate in the neck is equal to the applied strain rate. 
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Strain rate in the neck is quite close to the applied strain rate. This is not 
surprising, since the measurements were taken at the onset of necking. It would be 
expected that at later stages of necking the local strain rates would increase 
significantly. I encountered some difficulty in carrying out DIC analysis beyond 
necking and close to failure of the specimen. The large deformation in the gage 
section tends to spall the speckle pattern, making it difficult to conduct DIC. 
Nevertheless, quantification of local strain and local strain rate at the neck was 
achieved. 
6.5 Conclusions 
Tensile tests of Sn-3.5Ag-0.7Cu specimens with coarse and fine 
microstructures were conducted over the strain rate range 10
-3 
s
-1
 – 30 s-1. Strain 
and strain rate distributions at the onset of necking were analyzed using the digital 
image correlation. The following conclusions were drawn from the experimental 
results. 
1. Ultimate tensile strength increased with increasing applied strain rate. For a 
given strain rate, the water quenched specimens had greater UTS values than 
the furnace cooled specimens.  
2. Fractography revealed that the large Ag3Sn needles in the furnace cooled 
specimens fractured, nucleated large voids, and resulted in decreased 
ductility. At the highest strain rate Ag3Sn needles fractured along their 
length. The fine eutectic mixture of Ag3Sn and Cu6Sn5 in water quenched 
specimens nucleated finer voids and resulted in greater ductility. At the 
highest strain rate the voids became larger. 
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3. A test matrix was conducted on a tensile test of a speckle coated water 
quenched specimen to compare the effect of various time steps, l, and δ on 
the strain and strain rate distributions. The test matrix showed that the 
optimum DIC parameters for this experimental setup were t = 0.004 s, l = 15 
pixels, and δ = 13 pixels. 
4. Tensile strain and strain rate in the neck of the tensile specimens, at the onset 
of necking, increased with the applied strain rate. Strain in the neck increases 
with applied strain rate. Strain rate in the neck was nearly equal to the 
applied strain rate for all tests. There was practically no difference between 
the strain rates occurring in the neck for both the furnace cooled and water 
quenched specimens. 
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Chapter 7 
STRAIN RATE-DEPENDENT MECHANICAL BEHAVIOR OF SN-3.5AG-
0.7CU, WITH COMPARISON TO PURE SN, AND QUANTIFICATION OF 
FRACTURE MECHANISMS 
7.1 Abstract 
The demand for environmentally benign Pb-free solders and the push 
toward smaller portable electronics will make it more likely for solder 
interconnects to encounter mechanical shock through dropping or mishandling. 
Thus, a fundamental understanding of the relationship between solder 
microstructure and mechanical shock resistance is essential for developing 
reliable numerical models of the mechanical shock behavior. In this paper I report 
on the strain rate-dependent mechanical behavior of pure Sn and Sn-3.5Ag-0.7Cu 
solder, measured from tensile tests conducted in the strain rate range 10
-3
 s
-1
 – 30 
s
-1
. Local strain and strain rate distributions were measured with digital image 
correlation. Finally, the strain rate-dependence of fracture mechanisms is 
discussed.  
7.2 Introduction 
 The need to develop environmentally-benign electronic packages has 
generated great interest in Pb-free alloys [1-6]. As electronic packages are made 
smaller for portable devices, there is an increased probability that solder joints 
may fail by accidental dropping during manufacture, shipping, or use. The strain 
rates experienced by solders during drop, i.e. mechanical shock, are in an 
intermediate range between the quasi-static and dynamic regimes, i.e., between 
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10
-1 
s
-1
 and 10
2 
s
-1
 [7-13]. The microstructure, creep, and thermal fatigue behavior 
of Pb-free solders is well understood[14–17], and a good understanding of the 
mechanical shock behavior of Pb-free solders is being established[18–22]. 
However, a fundamental understanding of the relationship between solder 
microstructure and mechanical shock resistance is needed. Understanding this 
relationship requires a quantitative analysis of strain rate-dependent fracture 
mechanisms.  
In this study the mechanical behavior of Sn-3.5Ag-0.7Cu solder was 
systematically studied, and compared to that of pure Sn, at strain-rates ranging 10
-
3
s
-1
 – 30s-1. Local values of strain and strain rate were measured at the onset of 
necking, in the necking region of the tensile specimen, using digital image 
correlation (DIC). Fracture surfaces of failed tensile specimens were 
quantitatively analyzed using scanning electron microscopy (SEM). The first part 
of the paper describes microstructural characterization and analysis of 
experimental tensile test data. The second part discusses strain rate-dependent 
fracture mechanisms.  
7.3 Materials and Experimental Procedure 
99.999% pure Sn (Alfa Aesar, Ward Hill, MA, USA) and Sn-3.5Ag-0.7Cu 
(SAC) (Indium Corporation, Ithaca, NY, USA) ingots were used in this study. 
The ingots were reflowed in a graphite coated aluminum mold with the following 
dimensions: 10.5 cm long, 1 cm wide, and 0.8 cm high. A thermocouple placed at 
the bottom of the solder was used to measure the cooling rate. The samples were 
heated to 20 
o
C above the melting point, held for 20 s, and cooled. Fine and 
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coarse microstructures were obtained with a water quench cooling rate of 16.5
o
C/s 
and a furnace cooling rate of 1.0
o
C/s, respectively. A fine microstructure was 
produced in pure Sn by recrystallization after cold working 35% by rolling. The 
samples were polished to a final finish with a 0.05 μm colloidal silica solution. A 
scanning electron microscope (SEM, FEI-XL30) was used to characterize the 
final microstructures and to perform fractography.  
Tensile specimens were machined from a section near the bottom of the 
reflowed blank, where the cooling rate was measured. Microstructural 
characterization of the tensile specimens prior to testing revealed a uniform 
microstructure throughout the specimens. The tensile specimens had a 10 mm 
gage length. A detailed schematic is available elsewhere [18]. Tensile specimens 
were coated with a white spray paint base, followed by black spray paint speckle, 
for DIC analysis. A high-speed camera (Phantom, Vision Research, Wayne, NJ) 
recorded deformation of the tensile specimen at frame rates of up to 4200 frames 
per second. Tensile tests were performed on a MTS 810 servohydraulic load 
frame at nominal strain rates ranging from 10
-3 
s
-1
 to 30 s
-1
.  The strain produced 
in the specimen during the tensile test was analyzed using commercially available 
digital image correlation software (ARAMIS, Trillion Quality System, Plymouth 
Meeting, PA, USA). Details about the DIC parameters are available elsewhere 
[19]. Energy dispersive X-ray Spectroscopy (EDS) was used to identify 
precipitates on the fracture surfaces. 
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7.3 Results and Discussion 
7.3.1 Tensile Behavior 
The microstructures of pure Sn, water quenched SAC, and furnace cooled 
SAC are shown in Fig. 37. Pure Sn had a final grain size of approximately 400 
μm, as shown in Fig. 37a.  The water quenched SAC microstructure consisted of 
Sn-rich dendrites and a eutectic mixture of Sn, Cu6Sn5, and Ag3Sn, as shown in 
Fig. 37b. The furnace cooled SAC microstructure consisted of Ag3Sn needles and 
Cu6Sn5 intermetallic several micrometers in size, as shown in Fig. 37c. Fig. 38a, 
Fig. 38b, and Fig. 38c show representative engineering stress-strain curves for 
tensile tests of pure Sn, water quenched SAC, and furnace cooled SAC, 
respectively. At the higher strain rates, oscillatory waves caused by reflected 
elastic waves, were superimposed on the stress-strain curves. In general, all 
specimens showed an increase in flow stress with increasing strain rate. Pure Sn 
had the lowest flow stress for a given strain rate. Furnace cooled SAC had higher 
UTS values than pure Sn, due to strengthening from large Ag3Sn needles and 
Cu6Sn5 particles. Water quenched SAC had the largest UTS for a given strain 
rate, due to a finer microstructure, particularly in the form of a fine dispersion of 
Ag3Sn and Cu6Sn5 particles, that increased the number of obstacles for dislocation 
motion.   
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Fig. 37 (a) Microstructure of recrystallized pure Sn. Average grain size was approximately 400 μm. (b) Microstructure of 
furnace cooled Sn-3.5Ag-0.7Cu. Large Ag3Sn needles and blocky Cu6Sn5 particles exist in a Sn matrix. (c) Microstructure of 
water quenched Sn-3.5Ag-0.7Cu. Sn-rich dendrites are surrounded by a eutectic mixture of Sn, Ag3Sn, and Cu6Sn5. 
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Fig. 38 Representative stress-strain curves for (a) pure Sn, (b) furnace cooled SAC, and (c) water quenched SAC. All stress-
strain curves show increasing flow stress with strain rate. It is interesting to note that, in general, furnace cooled SAC is less 
ductile than water quenched SAC.
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Fig. 39 shows the UTS, averaged from at least three tests, plotted as a 
function of applied strain rate for pure Sn, water quenched and furnace cooled 
SAC. The slope of the log-log plot corresponds to the strain rate sensitivity, m, 
which was found to be 0.15 for pure Sn, 0.10 for water quenched SAC, and 0.08 
for furnace cooled SAC. These values are similar to those found in the literature 
for Sn[23,24], and for Sn-Ag-Cu solders with similar composition tested at 
low[25–28] and high strain rates[20–22]. Empirically, strain rate sensitivity 
indicates a material’s ability to resist tensile instability (necking). Higher m also 
typically indicates a delayed onset of tensile failure, and hence greater ductility. 
Therefore, the strain rate sensitivities measured here indicated that Sn should have 
the greatest ductility, followed by water quenched SAC, and then furnace cooled 
SAC. While classical strengthening theory states that materials with fine 
microstructures should have less ductility than materials with coarse 
microstructures, the initial analysis of the strain rate sensitivities indicated that the 
reverse was true in the case of water quenched and furnace cooled SAC. Indeed, 
this study will show that water quenched SAC did have a greater strain-to-failure 
than furnace cooled SAC.  
7.3.2 Far-field and Local Strain and Strain Rate Distributions 
Far-field strain was measured from the displacement of the MTS 810’s 
linear variable differential transducer (LVDT). The far-field strain coinciding with 
the onset of necking (UTS) was measured, since this can be an important 
constitutive input for reliability models. The far-field strain at UTS is plotted as a 
function of the applied strain rate in Fig. 40. 
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Fig. 39 Log UTS is plotted as function of Log of the applied strain rate to show the strain rate-dependence of the flow stress. 
For a given strain rate, UTS increases going from pure Sn, to furnace cooled SAC, to water quenched SAC. Strain rate 
sensitivities measured from the slope of these plots were close to values reported in the literature. 
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Fig. 40 Far-field strain computed using displacement from LVDT. The far-field strain corresponding to necking is plotted as a 
function of the applied strain rate. While far-field strain at necking increases from water quenched SAC, to furnace cooled SAC, 
and to pure Sn, the values are constant with strain rate.
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The far-field strain at UTS was greatest for pure Sn, while the strains for 
furnace cooled and water quenched SAC were essentially equal. Interestingly, the 
far-field strain at UTS did not show strain rate-dependence. However, when a 
local measurement of the strain at necking was made using DIC, the strain rate-
dependent deformation became apparent. The local strain in the neck, measured at 
the onset of necking (UTS), is plotted in Fig. 41a as a function of the applied 
strain rate. These are averages of the local strains measured only in the necking 
region of the tensile specimen (identified from high speed video). Again, pure Sn 
had the greatest strain, while the strains for furnace cooled and water quenched 
SAC were essentially equal. Local strain measurements showed that there was an 
increase in the strain in the neck with the applied strain rate. This trend is 
visualized in Fig. 41b, which shows images of the gage section of the tensile 
specimen at the onset of necking. Color contours corresponding to the 
longitudinal (εx) strain distribution are overlaid on the gage sections. The fact that 
far-field and local strains at necking for furnace cooled and water quenched SAC 
were equal can be explained by considering that, while void nucleation can occur 
at low plastic strains, significant void growth occurs rapidly after the onset of 
necking [29-32]. Therefore, it is not expected that the strains would be 
appreciably different for furnace cooled and water quenched SAC up to necking. 
However, microstructure-dependent differences in void growth behavior after 
necking should be reflected in the strain-to-failure measurements.  
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Fig. 41(a) Local strain measured in the necking region of the sample at the onset of necking was computed using DIC and 
plotted as a function of the applied strain rate. This local measurement shows that the strain in the neck does have strain rate-
dependence, while the macroscopic far-field strain showed no such trend. (b) Strain contours computed using DIC and 
corresponding to the onset of necking for pure Sn, furnace cooled SAC, and water quenched SAC tested at 10
-1
 s
-1
. The trend 
observed in Fig. 5(a) is visualized using these contour plots. Strain in the neck is greatest for pure Sn and least for water 
quenched SAC.
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Local strain rate in the neck, at the onset of necking, was measured from 
DIC. The local strain rate in the neck is plotted as a function of the applied strain 
rate in Fig. 42a. The strain rate in the neck was very close to the applied strain 
rate. Again, this is not surprising since the measurements were taken at the onset 
of necking. It would be expected that at later stages of necking the local strain 
rates would increase significantly. Some difficulty was encountered in carrying 
out DIC analysis beyond necking and close to failure of the specimen. The large 
deformation in the gage section tended to spall the speckle pattern, making it 
difficult to continue DIC. Fig. 42b shows strain rate color contours overlaid on 
images of the specimens. It should be noted that the strain rate concentrations 
computed by DIC, shown in Fig. 42b, coincided with the actual strain 
localizations in Fig. 41b. 
The strain-to-failure, measured from the LVDT, is plotted as a function of 
the applied strain rate in Fig. 43. Pure Sn had the greatest ductility for a given 
strain rate, followed by water quenched SAC, and then furnace cooled SAC. This 
is an interesting result considering classical strengthening theory states that 
materials with coarser microstructures usually exhibit greater ductility. The reason 
for this apparent contradiction can be attributed to the void growth mechanisms 
which are expounded upon in the fractography section.  There does not appear to 
be strain rate-dependence in the strain-to-failure. Other researchers have found 
similar results in the strain-to-failure for bulk Sn-Ag-Cu alloys at low[27] and 
high[33,34] strain rates, however no explanations are given for this behavior. 
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Fig. 42 (a) Local strain rate in the neck computed using DIC and corresponding to the onset of necking is plotted as a function 
of the applied strain rate. The local strain rate is close to the applied strain rate. (b) Strain rate contours computed using DIC and 
corresponding to the onset of necking are shown for pure Sn, furnace cooled SAC, and water quenched SAC. It can be seen that 
the strain rate concentration is least for water quenched SAC and greater for both furnace cooled SAC and pure Sn. 
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Fig. 43 Strain-to-failure measured from displacement of LVDT is plotted as a function of the applied strain rate. Though a 
strong strain rate-dependence was observed in the flow stress, there appears to be no strain rate-dependence in the macroscopic 
strain-to-failure within the range of strain rates tested.
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In the case of bulk Sn-3.5Ag-0.7Cu, it will be shown that fracture is 
controlled by nucleation of voids at Cu6Sn5 and Ag3Sn precipitates. This 
mechanism is not applicable in the case of pure Sn though. However, it may be 
reasonable to postulate that there is no significant strain rate-dependent ductility 
over the range of strain rates tested, and that at higher strain rates some effect may 
be observable.  
7.3.3 Strain Rate-Dependence of Fracture Mechanisms 
Ductile deformation was initiated at Cu6Sn5 and Ag3Sn precipitates, as 
identified by EDS spot scans.  In particular, the fracture behavior was controlled 
by Ag3Sn due to its higher volume fraction in Sn-3.5Ag-0.7Cu solder. The 
evidence for this was fine, sub-micrometer Ag3Sn precipitates found at the bottom 
of ductile dimples in water quenched SAC; or in the case of furnace cooled SAC, 
large Ag3Sn needles at the bottom of elongated ductile dimples. The ductile 
dimples in water quenched SAC became more numerous with increasing strain 
rate. In furnace cooled SAC, large Ag3Sn needles began to fracture along their 
length, with the average fractures generally increasing with strain rate. The 
elongated nature of the Ag3Sn needles appears to be responsible for nucleation of 
larger voids, and thus, a smaller intervoid spacing, that could coalesce more 
easily, and resulted in lower ductility. In both cases, increasing strain rate caused 
an increase in the stress triaxiality that developed around the precipitates, thereby 
initiating more numerous ductile voids in water quenched SAC and fracturing 
Ag3Sn needles in furnace cooled SAC. 
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A comprehensive fractographic analysis of all the failed tensile specimens 
was performed to quantify the strain rate dependence of the aforementioned 
fracture mechanisms. For each specimen, a minimum of 10 measurements were 
made in 10 random locations at a magnification of 1000X, corresponding to a 
minimum area of 0.12 mm
2
 analyzed. In furnace cooled SAC the number of 
fractures in a Ag3Sn needle was counted, then divided by the total length of the 
needle, to compute the average fractures per µm length. The average fractures per 
µm length of Ag3Sn needle is plotted as a function of the applied strain rate in 
Fig. 44a. The average fractures in Ag3Sn needles increased monotonically with 
strain rate. The relatively large standard deviations may be due to the random 
orientations of the Ag3Sn needles in the as-cast ingots. Needles that are aligned 
with the loading axis will bear more load than those that are not aligned [35]. Fig. 
44b and Fig. 44c show representative SEM micrographs of the fracture surface of 
a furnace cooled SAC specimens tested at 10
-3
 s
-1
 and 30 s
-1
, respectively. In Fig. 
44b the Ag3Sn needles were mostly intact and sat in shallow ductile dimples. 
However, in Fig. 44c the Ag3Sn needles were fractured into multiple pieces and 
sat in deep dimples, indicating the effect of increasing stress triaxiality with strain 
rate. 
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Fig. 44 (a) The average number of fractures per length of Ag3Sn needle was analyzed from fractography of furnace cooled SAC 
and plotted as a function of strain rate. The average fractures in the Ag3Sn needles increased with strain rate due to the 
increasing stress triaxiality that developed around the precipitates. (b) Example of intact Ag3Sn needle in ductile dimple from 
10
-3
 s
-1
 test. (c) Example of fractured Ag3Sn needle in ductile dimple from 30 s
-1
 test.
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In water quenched SAC the number of voids in a given micrograph were 
counted, then divided by the total area of the micrograph to compute the average 
number of voids per µm
2
. The average number of voids per µm
2
 is plotted as a 
function of the applied strain rate in Fig. 45a. The number of ductile voids 
initiated by spherical Ag3Sn precipitates increased monotonically with strain rate. 
The large standard deviations at 10
-1
 and 1 s
-1
 are due to particularly uneven 
fracture surfaces for these two specimens. Fig. 45b and Fig. 45c show 
representative SEM micrographs of the fracture surface of a water quenched SAC 
specimens tested at 10
-3
 s
-1
, and 30 s
-1
, respectively. Fig. 45b shows ductile 
dimples that are relatively large and shallow, some on the order of 20 µm in 
diameter. Fig. 45c shows a very rough fracture surface composed of ductile 
dimples that are relatively small and deep. The smaller, more numerous ductile 
dimples were due to development of  higher stress triaxiality around the small, 
spherical Ag3Sn precipitates as strain rate was increased.
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Fig. 45 (a) The average number of voids per area was analyzed from fractography of water quenched SAC and plotted as a 
function of strain rate. The number of voids increases with strain rate due to the increasing stress triaxiality that develops 
around the precipitates. (b) Example of low average voids per unit area (~ 0.004 µm
-2
) in 10
-3
 s
-1
 test. (c) Example of high 
average voids per unit area (~ 0.016 µm
-2
) from 30 s
-1
 test.
 127 
 
7.4 Conclusions 
Tensile tests of pure Sn and Sn-3.5Ag-0.7Cu specimens with coarse and 
fine microstructures were conducted over the strain rate range 10
-3 
s
-1
 – 30 s-1, in 
order to understand the relationship between microstructure and strain rate-
dependent mechanical behavior. Local strain and strain rate evolution at the onset 
of necking were analyzed using digital image correlation. Fracture surfaces were 
quantitatively analyzed to determine the effect of microstructure and strain rate on 
fracture mechanisms.  The following conclusions were drawn from the 
experimental results: 
5. Flow stress increased with increasing applied strain rate. For a given strain 
rate, water quenched SAC had the greatest UTS, followed by furnace cooled 
SAC, and then pure Sn. Strain rate sensitivity measured from plots of Log 
UTS vs. Log strain rate indicated that water quenched SAC should have 
greater ductility than furnace cooled SAC. 
6. While far-field strain at the onset of necking did not show a strain rate-
dependence, local strain in the neck increased with applied strain rate. Strain 
rate in the neck was close to the applied strain rate. 
7. Furnace cooled SAC had less ductility than water quenched SAC, due to 
large Ag3Sn needles that nucleated elongated voids which easily coalesced. 
At the lowest strain rate Ag3Sn needles were found intact in the ductile 
dimples, but began to fracture along their length with increasing strain rate. 
This fracture behavior was quantified by measuring the average fractures per 
μm length, which increased monotonically with the Log of the applied strain 
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rate. In water quenched SAC, small ductile voids were nucleated by sub-
micrometer Ag3Sn precipitates. The ductile dimples became smaller, deeper, 
and more numerous with increasing strain rate. This fracture behavior was 
quantified by measuring the average number of voids per µm
2
 area, which 
increased monotonically with the Log of the applied strain rate.  
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Chapter 8 
QUANTIFYING NECKING OF RECTANGULAR TENSILE SPECIMENS 
USING A MIRROR-BASED IMAGE ANALYSIS SYSTEM 
8.1 Abstract 
The cross-sectional area of a neck in a rectangular tensile specimen is not 
easily measured. In this paper, a technique for accurately quantifying 
instantaneous necking geometry of rectangular specimens, using a novel mirror 
setup and high speed camera, is discussed. The technique is non-contact and 
allows for the sides and front of the specimen to be imaged on one plane with one 
camera. For this study, a rectangular Sn tensile specimen was tested at 10 s
-1
. DIC 
results and stress-strain behavior measured using the mirror fixture are briefly 
discussed. 
8.2 Introduction 
The phenomenon of necking, or strain localization, in tension has been 
studied extensively by many investigators [1-10]. An accurate measurement of 
instantaneous cross-sectional area during necking is particularly important. 
Bridgman developed an expression for quantifying necking in specimens with 
circular cross-section [11]. The equivalent true stress, 
eq , is related to the axial 
stress, zz , by a correction factor which is a function of the neck geometry, i.e., 
the radius of curvature of the neck, R, and the radius of the specimen cross-
section, a: 
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Others have measured the true stress and true strain at fracture, using the final 
cross-sectional area, and used a linear extrapolation from the onset of necking 
(UTS) to fracture [12]. However, this assumes that the true stress-true strain 
behavior is linear from UTS to failure, which may not be a valid assumption for 
all materials.  
While the instantaneous cross-sectional area beyond necking can be 
estimated by the Bridgman equation for cylindrical specimens, necking in 
rectangular specimens is much more complex because of the asymmetry in the 
specimen dimensions [13, 14]. A complex necking geometry develops due to the 
constraint of the corners which results in a “cushion-shaped” cross-section. The 
corners constrain plastic flow of the material, such that the sides of cross-section 
are no longer straight, but become concaved.  The degree of cushioning can be 
quantified by measuring the strain in the thickness, t, versus the strain in the 
width, w, of the specimen. The degree of cushioning is determined by the 
deviation from the symmetric necking scenario, i.e., t = w. 
Very few methods have been developed to measure the instantaneous 
cross-sectional area of rectangular specimens, because the geometry can be 
complex. One can manually measure the cross-sectional area by interrupted tests 
[15]. Another method substitutes the geometric factor, a/R, in Bridgman’s 
correction by the reduced strain, i.e., a/R = k(ε- εUTS), where k is an 
experimentally-determined constant, εUTS is the true strain at the onset of necking, 
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and ε is the true strain [16, 17]. Finally, there are finite element method (FEM)-
based approximations of the neck geometry [18, 19]. Interrupted tests are 
incompatible with high strain rate testing, and approximation-based methods are 
laborious, since they involve extensive experimental and numerical validation. 
Recording multiple surfaces of the specimen could require multiple camera 
systems, which becomes prohibitively expensive.  
 A simple, non-contact, and inexpensive technique that allows for accurate 
measurement of the instantaneous area of a rectangular tensile specimen is 
needed. The technique should allow for recording of multiple surfaces of the 
specimen, preferably with a single camera. In this paper I describe a novel 
approach, using mirrors in conjunction with a single high speed camera, to 
accurately project the front and side surfaces on a single projected image plane. 
These multiple views can be used to quantify the neck geometry of a Sn tensile 
specimen with a rectangular geometry. The adaptability of the technique is 
demonstrated by incorporating digital image correlation (DIC) to quantify the 
local displacements and strains. The true stress-true strain behavior of the Sn 
specimen is also discussed.   
8.3 Materials and Experimental Procedure 
 The experimental setup is shown in Fig. 46. Mirrors were mounted using 
standard optical mirror mounts and oriented at 45
o
 to the sides of the specimen. 
Thus, right-angle reflections were produced which allowed for the front and sides 
of the specimen to be viewed simultaneously in the same image plane. A pure Sn 
ingot (99.999% purity, Alfa Aesar, Ward Hill, MA, USA), measuring 100 cm x 
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11 cm x 11 cm was machined into a rectangular tensile specimen. The specimen 
had a grain size of approximately 400 μm. The tensile specimen was speckle 
coated with a white spray paint base, followed by black spray paint speckle, for 
DIC analysis. Details about the specimen geometry and DIC parameters are 
available elsewhere [20, 21]. Tensile testing was conducted on a servohydraulic 
load frame (MTS 810, Minneapolis, MN). The experiments were carried out in 
displacement control at a nominal strain rate of 10 s
-1
. A high-speed camera 
(Phantom, Vision Research, Wayne, NJ) simultaneously recorded the right-angle 
reflections and front view of the tensile specimen at frame rates of up to 4200 
frames per second. High-intensity LED lights were placed next to the mirror 
fixture to provide direct lighting without producing excessive heat on the 
specimen. The instantaneous minimum width, w, and instantaneous minimum 
thicknesses, t1 and t2, were measured from selected frames of the high speed 
video. Instantaneous minimum cross-sectional area was computed using the 
average of the two thicknesses: A = w[(t1+t2)/2]. The resolution of the 
experimental setup was given by 1 pixel ~ 80 µm.
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Fig. 46 Experimental setup for capturing front and side faces on one image plane, using mirrors: (a) schematic and (b) complete 
system.
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8.4 Results and Discussion 
Fig. 47a shows a series of still images from pure Sn tested at 10 s
-1
. 
Instantaneous minimum width and thickness were measured from single frames 
such as these. Contours of longitudinal engineering strain, computed by DIC, are 
overlaid on the still frames. The instantaneous load and longitudinal engineering 
strain are indicated below each frame. The local DIC strain values are similar to 
the macroscopic engineering strain values. Gray regions of the strain contours are 
due to the physical degradation of the speckle pattern at very large strains. Fig. 
47b shows a schematic representation of the three-dimensional orientation of the 
front and side views from the third frame in Fig. 47a. This technique can provide 
a nearly three-dimensional (3D) visualization of the strain in the sample. Similar 
results were obtained by Almeida et al. [22] in studying polymer composites. 
Fig. 48a shows how the instantaneous change in width (w0-w) and 
thickness (t0-t), where w0 is the original width and t0 is the original thickness, vary 
with load for the test shown in Fig. 47. The error in manually measuring 
dimensions from various frames in the high speed video was on the order of the 
resolution limit, or ± 100 m. As the tensile specimen necked down, the relative 
error of the measurements increases, since the error is a larger fraction of the 
necked area, Fig. 48a. Fig. 48b shows the strain in the thickness vs. the strain in 
the width, measured up to the onset of localized necking. As mentioned 
previously, the degree of cushioning is related to the slope of this plot. The Sn 
specimen did not exhibit any significant cushioning. This was most likely due to 
the high ductility of Sn. 
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Fig. 47 Selected frames from a tensile test of Sn conducted at 10 s
-1
 using the mirror fixture.  (a) Right-angle reflections of the 
left and right sides of the tensile specimen, and the front face were simultaneously recorded using high speed video. DIC can be 
used with this setup to quantify strains on three sides of the specimen. (b) The three-dimensional orientation of the three views 
(left, front, and right) from the third frame in (a). 
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Fig. 48 Changes in neck geometry are accurately quantified using the mirror fixture. (a) Instantaneous changes in thickness and 
width. (b) Strain in the thickness direction plotted against strain in the width direction shows that there is little effect of 
constraint from the corners (negligible cushioning) due to the high ductility of Sn.
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Fig. 49a shows comparisons of engineering stress-engineering strain and 
true stress-true strain curves computed for the test shown in Fig. 47. As expected 
the true stress-true strain curve shows stresses and strains that are higher than 
their engineering stress-engineering strain counterpart. Values above a strain of 
about 110% were discarded since at this point large plastic flow the sample causes 
the images to be out of focus. Also shown is a true stress-true strain curve which 
has been corrected for triaxial stresses. Triaxial stresses develop in the tensile 
specimen, due to the neck geometry. The effect of triaxial stress is to cause the 
true stress to continuously increase in a manner that is not representative of the 
true uniaxial flow stress. However, the true uniaxial flow stress is required for a 
fundamental understanding of the material’s mechanical behavior and for 
numerical simulations. The neck geometry must be accurately measured in order 
to correct the true stress-true strain curve for the effect of triaxial stresses. The 
Bridgman correction, described in Equation (1), can be used to correct for triaxial 
stresses. However, this method is only suitable for cylindrical specimens, since it 
assumes an axisymmetric stress distribution. A self-consistent FEM model was 
used to develop a correction function for rectangular tensile specimens [23], using 
the true stress-true strain curve computed from the video as input. The correction 
function was given by ζSn(ε) = -0.25ε+1.05, and the corrected true stress was 
σ·ζSn(ε). 
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Fig. 49 (a) Comparison of stress-strain curves for the tensile test shown in Fig. 2. (b) SEM micrographs of the fracture surface.  
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True stress and strain at fracture were also computed using the fracture 
area measured from the SEM micrographs shown in Fig. 49b. The micrograph 
also shows that at fracture the specimen deformation in the width and thickness 
are asymmetric. This means that while cushioning was not evident prior to the 
onset of localized necking, close to fracture cushioning was more dominant. The 
true stress and strain at fracture were 168 MPa and 6.53, respectively. 
8.5 Conclusion 
Necking in a rectangular Sn tensile specimen was quantified in tension 
using a unique mirror fixture and a high speed camera. The mirror fixture 
provided right angle reflections of the front and sides of the tensile specimen, 
thereby allowing for the accurate measurement of the instantaneous minimum 
cross-sectional area. The cross-sectional area was used to compute true stress-true 
strain curves. 
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Chapter 9 
A SELF-CONSISTENT APPROACH FOR NECKING CORRECTION IN 
TENSILE SPECIMENS WITH RECTANGULAR CROSS-SECTION USING A 
NOVEL MIRROR FIXTURE 
9.1 Abstract 
True stress-true strain cannot be computed beyond necking, unless the 
effects of necking on the geometry of the tensile specimen and the stress state are 
accurately quantified.  Necking produces a triaxial stress state that does not reflect 
the true uniaxial flow stress of the material. Therefore, the true stress must be 
multiplied by a correction factor to correct for the effect of the triaxial stresses 
and obtain the true uniaxial flow stress. While necking effects are easily 
quantified for specimens with circular cross-sections, specimens with rectangular 
cross-sections can exhibit complex necking geometry. In this paper, the necking 
behavior of pure Sn and Sn-3.5Ag-0.7Cu solders was studied to: (1) quantify 
necking geometry in rectangular specimens using a novel mirror fixture and a 
high speed camera during tests conducted at 10
-3
 – 30 s-1, and (2) develop a self-
consistent method of necking correction that incorporates strain rate effects and 
can be applied to many materials. 
9.2 Introduction 
The necking behavior, observed during tensile testing of metals, has been 
studied extensively [1-12]. Bridgman[1] analyzed the necking behavior for 
specimens with circular cross-section. In Bridgman’s correction, the necking 
geometry is quantified using the curvature of the necked region, R, and the radius 
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of the specimen, a. Then the equivalent true stress, , is computed by 
multiplying the experimentally calculated axial stress, , by a correction factor 
which is a function of the neck geometry: 
 
2
1 ln 1
2
zz
eq
R a
a R

 
   
    
   
 (7) 
The correction factor can be represented simply by ζ, 
 
eq zz     (8) 
Where,  
 
1 prior to necking
1
after necking
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a R
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 
           
 (9) 
The Bridgman correction shows that correcting for necking requires a two-step 
process: First the neck geometry must be quantified, and then a correction factor 
can be calculated to obtain the equivalent true stress
 
from the axial stress. 
Though the Bridgman correction has been widely used, it can only be 
directly applied to samples with circular cross-section because it assumes an 
axisymmetric stress distribution [1-3]. Specimens with rectangular cross-section 
are frequently used due to ease of machining or limitations imposed by the 
starting material. However, efforts have been made to develop a necking 
correction for rectangular specimens.  Aronofsky[4] showed that the stress 
distribution is not uniform in a necked rectangular specimen. Tvergaard[5] 
showed that the necking geometry is complex for rectangular tensile specimens 
eq
zz
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and varies with aspect ratio. Some researchers have foregone the quantification of 
neck geometry by substituting a/R in Equation (9) with the reduced strain 
multiplied by a constant [6,7]. While it has been shown that this method is within 
the error inherent to the Bridgman correction, it involves rigorous experimental 
work to determine the correct constant for each geometry and material [8]. Zhang 
et al.[9] developed an approximation to determine the necking geometry, but they 
relied on the Bridgman correction for determining true stress. Ling[10] developed 
a weighted average method to calculate equivalent true stress from the axial 
stress, but the weight constants in the formula are difficult to determine. Scheider 
et al.[11] developed a correction, but it is limited to flat, sheet-like geometries. 
Choung and Cho[12] developed a necking correction for rectangular specimens 
that was based on the strain hardening exponent, n, but a more general criterion 
needs to be developed that is independent of material. It is clear that a necking 
correction method, which accurately quantifies neck geometry and is self-
consistent, is needed. 
In this paper, the necking behavior of Sn and Sn-3.5Ag-0.7Cu alloys were 
studied in order to create a self-consistent approach to calculate the degree of 
necking, and thus, the equivalent true stress, that can be applied to any material. 
The first part of the paper describes the experimental quantification of necking 
behavior, including the microstructure of the samples, and the use of a novel 
mirror fixture with a high speed camera to accurately quantify neck geometry in 
tensile specimens tested at 10
-3
 – 30 s-1. The second part of this paper discusses a 
self-consistent method of true stress correction. Self-consistency was obtained by 
 146 
 
iteratively comparing the measured experiment data and the numerical simulation 
results.  The true stress corrections developed using the self-consistent method 
incorporate strain rate effects. Finally, the true stress-true strain behavior, 
obtained using the mirror fixture and strain rate-dependent necking corrections, is 
discussed. 
9.3 Materials and Experimental Procedure 
 Sn-3.5Ag-0.7Cu (SAC) (Indium Corporation, Ithaca, NY, USA) and 
99.999% pure Sn (Alfa Aesar, Ward Hill, MA, USA) ingots were melted in a 
graphite-coated aluminum mold by heating to 20 
o
C above the melting point, 
holding for 20 s, and then cooling. A fine microstructure was produced in pure Sn 
by recrystallization after cold working 35 % by rolling. The Sn had a final 
average grain size of about 400 μm, as shown in Fig. 50a. Fine and coarse 
microstructures were obtained for SAC samples with a water quenched cooling 
rate of 16.5 
o
C/s and a furnace cooling rate of 1 
o
C/s, respectively. The water 
quenched SAC (WQ-SAC) microstructure consisted of Sn-rich dendrites and a 
eutectic mixture of Sn, Cu6Sn5, and Ag3Sn, as shown in Fig. 50b. The furnace 
cooled SAC (FC-SAC) microstructure consisted of Ag3Sn needles and Cu6Sn5 
intermetallic several micrometers in size, as shown in Fig. 50c.  Details about the 
specimen geometry are available elsewhere [13]. The mirror fixture was then 
gripped by a MTS 810 servohydraulic machine to complete the load train. Tensile 
tests were conducted in displacement control at nominal strain rates ranging from 
10
-3 
to 30 s
-1
.  
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Fig. 50 (a) Microstructure of pure Sn. The average grain size was 400 µm. (b) The microstructure of water quenched SAC. Sn-
rich dendrites are surrounded by a eutectic mixture of Cu6Sn5 and Ag3Sn second phase precipitates. (c) The microstructure of 
furnace cooled SAC. Sn-rich regions are interspersed with Cu6Sn5 and Ag3Sn second phase precipitates. 
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 A high-speed camera (Phantom, Vision Research, Wayne, NJ) 
simultaneously recorded the right-angle reflections and front view of the tensile 
specimen at frame rates of up to 4200 frames per second. High-intensity LED 
lights were stationed next to the mirror fixture to provide direct lighting without 
producing excess heat. 
9.4 Results and Discussion 
I begin by defining some simple stress-strain relations, before addressing the issue 
of necking. Engineering stress-strain was computed using Equation (10) [15].  
 
0 0
,
P L
s e
A L

   (10) 
Where the axial load, P, is prescribed and the axial elongation, ΔL, is recorded. A0 
is the original cross-sectional area of the specimen and L0 is the original length.  
Before the onset of necking true stress-strain was obtained from engineering 
stress-strain via Equation (11) and (12).  
 (1 )s e    (11) 
 ln(1 )e    (12) 
After the onset of necking true stress-strain was computed using Equations (13) 
and (14).  
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 (14) 
The minimum width, b, and minimum thicknesses, t1 and t2, were manually 
measured in selected frames from the high speed video. Instantaneous minimum 
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cross-sectional area was computed using the average of the two thicknesses: A = 
b[(t1+t2)/2]. The experimentally determined true stress, which is not corrected for 
necking, is , where the subscript zz refers to the axial direction. 
 was corrected for triaxial stresses, to give the equivalent true 
stress , using the correction factor developed by Choung and Cho: 
 
2
1                         for   1.4
( )
    for   1.4
p
p
p p p
n
n

 
   

 
  
 (15) 
where, εp is the plastic strain, α = -0.0704n - 0.0275, β = 0.4550n - 0.2926, and γ = 
0.1592n + 1.024, and n is the strain hardening exponent, measured from the slope 
of Logσ-Logε. The correction factor is only valid up to the onset of localized 
necking, after which rapid failure typically occurs. Therefore, equivalent true 
stress-true strain computed using Equation (15) was only plotted up to the onset 
of localized necking, as identified from the high speed video.   
9.4.1 Self-consistent Method 
The criterion of stress correction is specified as follows. The equivalent 
true stress is just the axial true stress prior to necking, or that obtained from the 
axial true stress multiplied by a correction function after the onset of necking.  
Then the equivalent true stress is used as input for a numerical model. The axial 
true stress computed from numerical analysis, , is determined and will 
accurately reproduce the experimentally determined axial true stress if the input is 
correct.  Fig. 51 shows a flow chart that describes the self-consistent method.  The 
method starts with the experimentally determined axial true stress, which is then 
experiment
zz
experiment
zz
eq
numerical
zz
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corrected using a trial correction function,  to give the equivalent true stress, 
.  Using the equivalent true stress, a finite element analysis is conducted and 
the axial true stress is calculated.  Then, a new correction function, , is 
obtained based on the axial true stress from numerical modeling, and the 
corrected equivalent true stress.  Then the axial true stresses determined from 
experiment, , and from numerical analysis, , is compared via the 
least squares method.  If the correction function is not accurate, it is updated to 
 and the self-consistent method will be reiterated until  = .  
Finally, the correction function  is fitted as a function of true strain and strain 
rate to formulate the necking correction function. 
 The self-consistent method was applied using equivalent true stress, 
computed from experimental tensile tests and Equation (15), as the material input 
for a finite element method (FEM) simulation executed using commercial FEM 
package ABAQUS. Fig. 52 shows the symmetric geometry used for the 
simulation. The geometry is a quarter of the real specimen, and symmetric 
boundary conditions are applied on the two symmetric surfaces.  
eq
new
experiment
zz
numerical
zz
new experimentzz
numerical
zz
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Fig. 51 Flow chart of self-consisent method for necking correction. This method can be applied to many materials. 
(Courtesy of Drs. H. Fei and H. Jiang.) 
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Fig. 52 The FEM model used for computing the necking correction.¼ of the experimental specimen geometry was modeled 
with symmetric boundary conditions applied. There were 25,000 eight-node brick elements (C3D8) in the system. (Courtesy of 
Drs. H. Fei and H. Jiang.)
 153 
 
Eight-node brick elements (C3D8) are used for discretization.  Mesh sensitivity 
has been studied, and a typical finite element mesh with 25,000 elements that 
leads to converged results is shown in Fig. 52. A velocity load was applied to the 
end of the specimen, to produce strain rates equal to the experimentally applied 
strain rates. True stress was measured in a manner consistent with experiment. 
The force in the tensile direction was measured from reaction forces at the end of 
the model at each time increment. The minimum instantaneous cross-section area 
was also measured at each time increment.  was obtained from simulation 
using Equation (13), while the true strain in the tensile direction was measured 
from the average true plastic strain of all the elements.   
9.4.2 Necking Correction 
The experimentally measured stress-strain curve for Sn tested at 10 s
-1
 is 
used as an example to show the accuracy of using the mirror fixture and the self-
consistent method to quantify and correct for necking. Images of the test are 
shown in Fig. 53. It can be seen that the mirror fixture and high speed camera 
produced high quality images that allowed for the instantaneous minimum width 
and thickness to be measured throughout the test.  The stress-strain curves for this 
test, shown in Fig. 54, indicate that using the correction function, 
 
20.048 0.161 1.07      , (16) 
yields an axial stress measured from the simulation, , that is consistent 
with the experimentally determined axial stress . 
numerical
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Fig. 53 Tensile test of recrystallized pure Sn tested at 10 s
-1
 using mirror fixtures. The mirror fixture produced right-angle 
reflections of the left and right sides of the tensile specimen while the high speed camera recorded the deformation of all three 
sides, including the front face. Time elapsed from the start of the test is indicated at the top of the images in milliseconds. 
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Fig. 54 Stress-strain curves for Sn tested at 10 s
-1
. The curves indicate that using the correction function ζ=-0.048ε2-0.161ε+1.07 
yields an axial stress measured from the simulation that is consistent with the experimentally determined axial stress, thereby 
validating this correction function.
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Note that this correction function is quite different from that obtained by applying 
Choung and Cho’s method [12].  It will now be shown how a general correction 
function can be found for each material. 
The general necking correction function, excluding strain rate dependence, 
is represented by a function of the form: 
  material a b     (17) 
Where the subscript refers to the material and its microstructural state, (e.g. Sn, 
WQ-SAC, FC-SAC) and a and b are constants. This function was obtained by 
computing a least-squares linear fit to all the necking correction data points 
calculated for individual tests, irrespective of the applied strain rate.  Fig. 55 
shows the necking correction data points for individual tests for: (a) Sn, (b) WQ-
SAC, and (c) FC-SAC. The linear fit which gave the general necking correction 
function is shown in Fig. 56 for (a) Sn, (b) WQ-SAC, and (c) FC-SAC. The 
necking correction functions are: 
 ( ) 0.25 1.05Sn      (18) 
 ( ) 0.27 1.02WQ SAC       (19) 
 ( ) 0.38 1.05FC SAC       (20) 
While several methods for correcting true stress for necking effects have 
been developed [1,8-12], none have explicitly incorporated strain rate-dependent 
material behavior. This is an important consideration, since many materials 
exhibit strain rate-dependent mechanical behavior [15]. 
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Fig. 55 (a) Data points of necking correction functions computed for each test and plotted as a function of true strain for (a) Sn, 
(b) water quenched SAC, and (c) furnace cooled SAC. A least-squares linear fit was calculated for each test. The slope of the 
linear fit is indicated in the inset legends.  
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Fig. 56 (a) Data points of necking correction functions for all tests plotted irrespective of the applied strain rate and as a 
function of true strain for (a) Sn, (b) water quenched SAC, and (c) furnace cooled SAC. Least-squares linear fits gave the 
necking correction function for this material without strain rate dependence.  The necking corrections function are indicated. 
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Indeed, the materials characterized in this study, Sn and Sn-rich alloy, are 
known to be significantly strain rate sensitive [16,17]. Therefore, in the following 
section the strain rate dependent necking corrections were computed for each 
material. 
The strain rate-dependence of the necking correction function is 
represented by the slope of the necking correction data points for individual tests. 
Specifically, the change in the slope with the applied strain rate quantifies the 
strain rate dependence. Least-squares linear fits were computed for the individual 
tests, as shown in Fig. 55, with the slopes indicated in inset legends. The slopes 
were plotted as function of Log of the applied strain rate in Fig. 57. Strain rate 
dependence was incorporated into Equation (13) by substituting a with a least-
squares linear fit computed for the data points shown in Fig. 57. The strain rate 
dependent necking correction function is then 
    , cLogmaterial d b        (21) 
Where, c and d are constants. The strain rate-dependent necking corrections for 
Sn, WQ-SAC, and FC-SAC are given below. 
    Sn , 0.004 Log 0.235 1.05          (22)  
  WQ-SAC , ( 0.045 Log 0.366) 1.02            (23) 
    FC-SAC , 0.019 Log 0.440 1.05           (24) 
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Fig. 57 Slopes of the linear fits computed for the necking correction data points in Fig. 56 were plotted as a function of the 
applied strain rate for Sn, water quenched SAC, and furnace cooled SAC. The data points were approximated by least-squares 
linear fits. The linear fits quantify the strain rate dependence of the necking correction function.
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The strain rate dependence of Sn is an order of magnitude weaker than 
that for water quenched and furnace cooled SAC. This is not surprising, since Sn 
is very ductile, even at strain rates up to 30 s
-1
[13], and necks quite uniformly. 
The strain rate dependence of the Sn necking correction is therefore, negligible. 
Furnace cooled SAC has a stronger strain rate dependence, due to the strain 
hardening produced by the second phase precipitates of Ag3Sn and Cu6Sn5 [18]. 
However, these precipitates are quite large. Water quenched SAC has the 
strongest strain rate dependence, due to the greater strain hardening produced by 
the fine dispersion of spherical Ag3Sn precipitates [18]. These precipitates serve 
as more effective barriers to dislocation motion, compared to the large precipitates 
in furnace cooled SAC [18,19]. In the next section, the strain rate-dependent 
necking correction factors will be applied to experimentally measured true stress-
true strain curves. 
9.4.3 Equivalent True Stress-True Strain Curves for Sn and Sn-3.5Ag-0.7Cu 
In order to qualitatively show how effective the strain rate-dependent 
necking correction factors are at correcting for triaxial stresses, stress-strain 
curves for Sn tested at (a) 10
-3
 s
-1 
and (b) 30 s
-1
 were compared in Fig. 58. 
Equivalent true stress-true strain curve was computed using Equation (22). As 
expected the true stress-true strain curve shows stresses and strains that are higher 
than their engineering stress-engineering strain counterparts. Also shown are 
equivalent true stress-true strain curves which have been corrected for triaxial 
stresses. 
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Fig. 58 (a) Engineering stress-strain curve, true stress-strain computed up to necking, true stress-strain computed beyond 
necking using the mirror fixtures, and the corrected true stress-strain for Sn tested at (a) 10
-3
 s
-1
 and (b) 30 s
-1
. These examples 
show that there is a significant difference in flow stress for constitutive behavior that does not accurately quantify necking. 
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Engineering stress-engineering strain underestimates the flow stress 
because necking geometry is not accurately represented by the original cross-
sectional area. While true stress-true strain computed using the video accurately 
quantifies the necking geometry, it overestimates the flow stress because it has 
not been corrected for the triaxial stresses produced by necking. Therefore, 
equivalent true stress-true strain corrected using Equation (22) accurately reflects 
the true flow behavior. 
Fig. 59 shows the equivalent true stress-true strain curves for (a) Sn, (b) 
water quenched SAC, and (c) furnace cooled SAC. Duplicate tests are shown 
when possible, and are represented by hollow symbols. In general, all tests 
showed an increase in flow stress with increasing strain rate. Pure Sn had the 
lowest flow stress for a given strain rate. Furnace cooled SAC had higher flow 
stresses than pure Sn, due to strengthening from large Ag3Sn needles and Cu6Sn5 
particles. Water quenched SAC had the largest flow stresses for a given strain 
rate, due to a finer microstructure, particularly in the form of a fine dispersion of 
Ag3Sn and Cu6Sn5 particles, that increased the number of obstacles for dislocation 
motion.  Wong et al.[16] computed true stress-true strain curves for an alloy of 
similar composition, Sn-3.0Ag-0.5Cu, over the range of strain rates, 0.1 s
-1
 – 300 
s
-1
. They observed a similar increase in flow stress with strain rate, and concluded 
that Sn-rich alloys are significantly strain rate sensitive. Siviour et al.[20] 
computed true stress-true strain curves for Sn-3.8Ag-0.7Cu alloy tested over a 
higher strain rate range of 430 s
-1 
to 3600 s
-1
. Conversely to Wong et al. [16], they 
concluded that Sn-3.8Ag-0.7Cu exhibited little strain rate sensitivity over this 
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range of strain rates. Indeed, in their study the true flow stress only increased from 
~200 MPa to ~220 MPa when the strain rate was increased from 430 s
-1
 to 2800 s
-
1
. This discrepancy may be explained by the fact that Wong et al. [16] and Siviour 
et al. [20] conducted tests in two different strain rate regimes which may be 
associated with different deformation mechanisms. Indeed, Long et al.[19] 
hypothesized that the low strain rate mechanical behavior of Sn-3.8Ag-0.7Cu may 
be controlled by dislocation particle-bypass mechanisms, while at high strain rates 
the dominant deformation mechanism is twinning in Sn-rich phases. Recently, 
Peirs et al.[21] utilized digital image correlation (DIC), a technique for measuring 
full-field strain on sample surfaces, to measure local strain during high strain rate 
tensile tests. They used the local strain values to estimate true stress-true strain 
and to validate FEM models of the high strain rate tensile test. Local DIC 
measurements, such as those made by Peirs et al., may be able to characterize the 
strain rate-dependence of deformation mechanisms in Sn-rich alloys.  And 
combined with the self-consistent method developed in this study, it may be 
possible to develop necking correction functions which accurately capture the 
complex deformation behavior of Sn-rich alloys over several different strain rate 
regimes.  
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Fig. 59(a) Equivalent true stress-true strain curves for Sn computed using Equation (22). Flow stress increases with the applied 
strain rate. The strain hardening rate also appears to increase with strain rate. Equivalent true stress-true strain curves for water 
quenched SAC computed using Equation (23). Flow stress increases with the applied strain rate. The strain hardening rate also 
appears to increase with strain rate. (c) Equivalent true stress-true strain curves for furnace cooled SAC computed using 
Equation (24). Flow stress increases with the applied strain rate. The strain hardening rate also appears to increase with strain 
rate.
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9.5 Conclusions 
In order to reliably measure constitutive behavior of materials from tensile tests of 
rectangular specimens, the effect of necking on the geometry of the specimen and 
the stress state must be accurately quantified. The following conclusions are 
made, based on the experimental results. 
1. Necking in rectangular specimens can produce a complicated cross-
sectional geometry. Therefore a way of measuring both width and 
thickness on multiple specimen faces was needed. To be compatible with 
testing over multiple strain rates, the measurement system needed to be 
non-contact. The novel mirror fixture solves both these problems, and can 
be used for with other materials. 
2. True stress-true strain computed using the instantaneous minimum cross-
sectional area measured with the mirror fixture corrects the engineering 
stress-engineering strain for the effect of the neck geometry. However, this 
does not correct for the effect of triaxial stresses produced by the neck 
geometry. A correction function must be applied to the true stress to 
correct for the triaxial stresses.  
3. A self-consistent method was used to develop necking correction 
functions. The method accurately reproduced the experimentally 
determined axial true stress. The self-consistent nature of the method 
means that its accuracy is not limited to a specific material. The method 
may be applied to all materials, once the axial true stress is calculated 
from tensile tests. 
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4. The necking corrections developed for Sn and Sn-3.5Ag-0.7Cu solders 
incorporated strain rate effects. Sn had the least strain rate dependence, 
while furnace cooled SAC had moderate strain rate dependence, and water 
quenched SAC had the strongest strain rate dependence. This was 
explained by the strain hardening produced by second phase precipitates 
of Ag3Sn and Cu6Sn5, which Sn lacks. The precipitates were large in 
furnace cooled SAC and did not pose significant obstacles to dislocation 
motion. The precipitates in water quenched SAC were small and 
numerous, and served as excellent barriers to dislocation motion. 
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Chapter 10 
ON THE RELATIONSHIP BETWEEN SOLDER MICROSTRUCTURE AND 
INTERMETALLIC COMPOUND (IMC) LAYER THICKNESS WITH 
MECHANICAL SHOCK RESISTANCE OF SN-BASED SOLDER JOINTS 
10.1 Abstract 
Solders serve as electrical and mechanical interconnects in electronic 
packaging. The demand for environmentally-benign Pb-free solders and the push 
toward smaller portable electronics will make it more likely for solder 
interconnects to encounter mechanical shock through dropping or mishandling. 
Solder joint strength must be accurately measured over a range of strain rates, 
since during mechanical shock they may experience strain rates in the range 10
-1 
s
-
1
 to 10
2 
s
-1
. Moreover, the mechanical shock behavior of a Pb-free solder joint is 
quite complex, since the Sn-based alloy is melted over a substrate such as Cu and 
forms a Cu6Sn5 intermetallic compound (IMC) layer. Therefore, the influences of 
solder microstructure and IMC layer on the overall dynamic solder joint strength 
need to be quantified. Dynamic solder joint strength is hypothesized to be 
controlled by two factors. At low strain rates it should be controlled by the bulk 
solder, and at high strain rates it may be controlled by the brittle intermetallic 
compound layer. In this paper, the dynamic solder joint strength of Sn-3.9Ag-
0.7Cu solder joints was experimentally measured over the strain rate range 10
-3
 s
-1
 
– 12 s-1. The influences of changes in solder microstructure and IMC layer on 
dynamic solder joint strength were quantified, and visualized in three dimensions. 
Fracture mechanisms operating in the solder-controlled and IMC layer-controlled 
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dynamic strength regimes are discussed. Finally, numerical simulations were 
conducted, which accurately depict the experimentally-observed fracture 
behaviors. 
10.2 Introduction 
Solders serve as electrical and mechanical interconnects in electronic 
packaging. The need to develop environmentally-benign electronic packages has 
generated great interest in Pb-free solder alloys [1–6]. Performance demands 
placed on advanced electronic packages dictate that an increasing number of 
solder interconnects be built into increasingly smaller spaces. As electronic 
packages are made smaller for portable devices, there is an increased probability 
that solder joints may fail by accidental dropping during manufacture, shipping, 
or use. An understanding of the solder joint strength over a range of strain rates is 
needed, since the strain rates experienced by solders during drop, i.e. mechanical 
shock, are in an intermediate range between quasi-static and dynamic regimes, 
i.e., between 10
-1 
s
-1
 and 10
2 
s
-1
 [7–13].  
Pb-free solders are Sn-rich, with small alloying additions of Ag and/or Cu. 
Above the eutectic melting point the alloying additions react with the Sn to form 
Ag3Sn and Cu6Sn5 precipitates that serve as barriers to dislocation motion, 
thereby strengthening the solder [3]. The bulk solder microstructure of Sn-based 
alloys containing Ag or Cu consists of Sn-rich dendrites surrounded by a eutectic 
mixture of Ag3Sn and Cu6Sn5, and is determined largely by the cooling rate 
[14,15]. When solder joints are fabricated the Sn-based alloy is melted over a 
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metallization layer, such as Cu or Ni. From the reaction between Sn and Cu, a 
Cu6Sn5 intermetallic compound (IMC) layer, is formed at the solder/Cu interface. 
Several studies have been conducted on the mechanical shock behavior of Sn-
based solder joints, although a precise understanding of the mechanisms of 
deformation, particularly as a function of strain rate, is still needed [11,12,16–19].  
The mechanical shock behavior of Sn-rich alloys bonded to the Cu substrate 
by the Cu6Sn5 layer is quite complex. It has been hypothesized that the solder 
joint behavior is strain rate-dependent, being controlled by either the solder or the 
IMC layer. A schematic representation of this behavior is shown in Fig. 60 [1]. At 
lower strain rates the strength is controlled by the ductile deformation of the 
solder, which increases with strain rate due to strain rate hardening [20]. At high 
strain rates it is controlled by the strength of the IMC layer, because the stress in 
the Sn becomes highly triaxial with very little time for stress relaxation, and 
brittle fracture localized in the intermetallic layer dominates [21]. Indeed, Cu6Sn5 
is known to have a much larger Young's Modulus than Sn-rich solder [22], and it 
fractures in a brittle manner [23]. A maximum dynamic solder joint strength 
occurs at a critical transition strain rate where both fracture mechanisms have 
equal contributions. More importantly, I hypothesize that changes in the solder 
microstructure and IMC layer thickness will cause shifts of the dynamic solder 
joint strength curve. 
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Fig. 60 Schematic showing the dynamic solder joint strength to be controlled by bulk solder strength at low strain rates and by 
strength of intermetallic layer at high strain rates [1].
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For example, in a previous study[24] it was shown that a decrease in solder 
strength caused a downward shift in the solder-controlled regime In that study, the 
dynamic strength of 500 µm thick Sn-3.9Ag-0.7Cu solder joints was 
experimentally measured over the strain rate range 10
-3
 – 12 s-1. Two sets of 
solder joints were fabricated, one set was in the as-reflowed condition, while the 
second set was isothermally-aged. The solder joints essentially had unchanged 
IMC layer thickness, but significantly different solder yield strengths. The 
dynamic solder joint strengths for isothermally-aged samples were compared to 
those for as-reflowed samples. It was found that the dynamic solder joint strength 
in the solder-controlled regime decreased commensurately with decreases in 
solder yield strength. Dynamic solder joint strengths in the IMC layer-controlled 
regime tended to overlap, since the solder joints all had essentially constant IMC 
layer thickness. An increase in IMC layer thickness could cause the curve in IMC 
layer-controlled regime to shift to the left, since a larger IMC layer would fracture 
at lower strain rates. Thus, a fundamental understanding of the dynamic solder 
joint strength requires quantification of the relationship between solder-controlled 
and IMC-controlled mechanical properties [21,25,26]. 
To understand the relationship between the intermetallic layer and 
mechanical shock resistance, it is necessary to conduct experiments where: (a) the 
intermetallic layer thickness is held constant while the solder microstructure is 
changed, and (b) the intermetallic layer thickness is varied while the solder 
microstructure (and strength) is held constant. Experiments of type (a) can be 
conducted by isothermally-aging solder joints at low temperature, which coarsens 
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solder microstructure while maintaining a relatively constant IMC layer thickness. 
Experiments of type (b) can be conducted by holding solder joints in extended 
reflow, i.e., when the Sn is molten over long periods of time in contact with Cu, 
which grows the IMC layer. Here the solder microstructure is kept constant since 
it is controlled by a constant cooling rate [27,28]. This approach enables accurate 
characterization of the mechanical shock behavior of the solder joints with the 
ability to isolate the effects of solder microstructure and intermetallic layer.  
In this paper, the relationship between solder microstructure and intermetallic 
layer thickness with the dynamic solder joint strength was systematically 
quantified over the strain rate range 10
-3
 s
-1
 to 12 s
-1
. The transition from solder-
controlled to IMC layer-controlled fracture was characterized. The effect of solder 
yield strength and IMC layer thickness on dynamic strength was also quantified, 
to validate hypotheses about the relationship between solder microstructure and 
dynamic solder joint strength. It will be shown that, at lower IMC thickness the 
hypothesis of a transition from solder-controlled to IMC layer-controlled fracture 
is true. At larger IMC thickness, however (~ 20 m) the behavior is IMC layer-
controlled at all strain rates tested. Fracture mechanisms operating in solder-
controlled and IMC layer-controlled regimes were characterized. Finally, finite 
element method (FEM) simulations of solder joint deformation were conducted at 
various strain rates with varying IMC layer thicknesses. The fracture behavior 
observed in the FEM simulations agreed well with that observed experimentally. 
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10.3 Materials and Experimental Procedure 
Sn-3.9Ag-0.7Cu solder (Indium Corp., Utica, NY, USA) was-reflowed 
between two oxygen-free high conductivity (OFHC) copper bars (25 mm long 
and 6.35 mm diameter) to form butt joints. Copper bars were mechanically 
polished to a 0.05 µm colloidal silica finish. A mildly activated rosin flux was 
then applied to the end of the copper bars to promote wetting between the solder 
and Cu during reflow. A jig was used to create a reproducible joint thickness of 
500 µm, as shown in Fig. 2. The jig and solder joints were heated on a 
programmable digital hot plate (Torrey Pines Scientific, San Marcos, CA, USA) 
until the solder reached its melting temperature. Temperatures during reflow and 
aging were measured using a thermocouple placed near the joint. As-reflowed 
solder joints were held for 40 seconds above the melting temperature, removed 
from the hot plate, and air-cooled on an aluminum block at approximately 1
o
C/s. 
As-reflowed solder joints were an experimental control against which the changes 
in microstructure and overall strength for the isothermally-aged and extended 
reflow solder joints were compared. Isothermally-aged solder joints were 
produced by aging as-reflowed solder joints at either 140
o
C or 175
o
C, for 24, 72, 
and 500 hours. Extended reflow solder joints were heated to a nominal reflow 
temperature of 230
o
C, and then held at that temperature for 3, 24, and 168 hours.  
Optical microscopy and scanning electron microscopy (SEM, FEI-XL30) 
were used to characterize the solder joint microstructure and perform 
fractography. Average intermetallic layer thickness was computed with at least 
500 measurements from SEM micrographs. The measurements were made by 
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segmenting backscattered SEM micrographs to isolate the IMC layer. Then a 
series of 1 pixel-wide lines was mathematically subtracted from the segmented 
images of the IMC layer using ImageJ (NIH, Bethesda, MD, USA). The result 
was an image of 1 pixel-wide lines whose height corresponded to the thickness of 
the IMC layer. The height of the line segments was then measured using ImageJ’s 
particle analysis tool. Average Vickers microhardness was computed from 10 
measurements taken at 72.8 gf with a hold time of 15 s.  
Tensile tests were conducted on solder joints, over the range of strain rates 
10
-3
 – 12 s-1, using an MTS 810 servohydraulic machine. Tests were conducted in 
strain control at 10
-3
 and 10
-1
 s
-1
 using an extensometer. Tests at 1.5, 3, and 12 s
-1
 
were conducted in displacement control. A slack adapter was utilized to ensure 
that a well-controlled, linear strain rate was achieved. To prevent damage, an 
extensometer was not used at these higher strain rates. Instead, a small section of 
the joint was polished to a 0.05 μm colloidal silica finish to permit visualization 
of the joint interfaces. A Questar QM100 (New Hope, PA, USA) traveling 
microscope was used in conjunction with a Phantom Miro2 (Wayne, NJ, USA) 
high speed camera to measure strain from the displacement of the joint interfaces. 
Energy dispersive X-ray Spectroscopy (EDS) was used to identify the 
composition of the IMC layer and precipitates on the fracture surfaces. 
The details of the finite element analysis are available elsewhere [29,30]. The 
solder joint model was axisymmetric, and consisted of Sn-3.5Ag-0.7Cu solder 
alloy, Cu6Sn5 IMC layers, and copper bars. The model geometry was the same as 
that of the experimental joints. Perfect bonding between the copper, IMC, and 
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solder was assumed. Copper was modeled as an elastic material with Young's 
modulus of 116.5 GPa, Poisson’s ratio of 0.34 and density of 8.9 g/cm3. The IMC 
layer was modeled as a brittle material with Young's modulus of 112 GPa, 
Poisson's ratio of 0.3, density of 8.3 g/cm
3
, yield strain of 1.2%, fracture stress 
~1,350 MPa, and failure strain of 1.37%. The IMC thickness was varied from a 
few micrometers to hundreds of micrometers. The solder was modeled as a 
porous plastic material, with Young's modulus of 51 GPa, Poisson's ratio of 0.3, 
and density of 7.37 g/cm
3
. Fracture resulted from the void nucleation, growth, and 
coalescence. The elements next to the interface were allowed to fracture. Tensile 
displacement rate was applied to maintain a nominal strain rate.  
10.4 Results and Discussion 
10.4.1 Microstructural Characterization 
Fig. 61 shows a representative microstructure of the as-reflowed solder joints, 
which consisted of Sn-rich dendrites surrounded by a eutectic mixture of Ag3Sn 
and Cu6Sn5 precipitates. A relatively thin, nodular IMC layer was formed in the 
as-reflowed solder joints. Fig. 62 shows the solder microhardness for as-reflowed 
(0 hour condition), isothermally-aged, and extended reflow solder joints. As-
reflowed solder joints had a solder microhardness of 113.9 ± 4.8 MPa. The solder 
microhardness of the isothermally-aged solder joints decreased with aging time, 
due to coarsening of the solder microstructure, particularly Ag3Sn and Cu6Sn5 
precipitates, which reduced their effectiveness as dislocation barriers. 
  
1
7
9
 
 
Fig. 61 Joint geometry and microstructural characterization of as-reflowed Sn-3.9Ag-0.7Cu solder joint. Optical micrograph 
showed microstructure consisted of Sn-rich dendrites and eutectic mixture of Sn, Ag3Sn, and Cu6Sn5. Backscatter SEM 
micrograph showed thickness and nodular morphology of Cu6Sn5 intermetallic layer. 
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Fig. 62 Solder microhardness measured over treatment time for extended reflow and isothermally-aged solder joints. As-
reflowed solder joints had a microhardness of 113.9 ± 4.8 MPa. Extended reflow solder joints had nearly constant solder 
strength, equal to that of as-reflowed solder joints. Isothermally-aged solder joints had decreasing solder strength. The 
microhardness of joints aged at 140
o
C was always greater than joints aged at 175
o
C. This technique produced solder joints in 
which the influence of solder strength (microstructure) was isolated.  
 181 
 
The solder microhardnesses of joints aged at 175
o
C were approximately 10 
MPa lower than those of joints aged at 140
o
C, due to the increased driving force 
for microstructural coarsening at higher temperature. The largest decrease in 
microhardness occurred approximately within the first 100 hours of aging. After 
100 hours the rate of decrease in microhardness with aging time slowed. Extended 
reflow solder joints had constant solder microhardness of ~113 MPa, equal to that 
of the as-reflowed solder joints. The solder microhardness was kept constant by 
maintaining a constant solder microstructure, which was controlled using a 
constant cooling rate. Thus, two sets of solder joints were fabricated, with very 
different solder microstructures. 
After the solder microhardness was quantified, the IMC layer thickness was 
measured. The average IMC layer thickness of the as-reflowed solder joints (0 
hour condition), was 2.5 ± 0.6 μm, as shown in Fig. 63. Isothermally-aged solder 
joints showed only a slight increase in IMC layer thickness. The IMC layers grew 
to final average thicknesses of 5.6 ± 0.6 μm and 6.5 ± 0.4 μm, for aging for 500 
hours at 140
o
C and 175
o
C, respectively. It is clear that while isothermal aging at 
140
o
C and 175
o
C produced significant differences in the solder microstructure 
and microhardness, there was no significant difference in the intermetallic layer 
thicknesses. Thus, low temperature isothermal aging essentially produced solder 
joints with constant IMC layer thicknesses, and significantly different solder 
microstructures, thereby providing a means to isolate the effect of solder 
microstructure.
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Fig. 63 IMC layer thicknesses measured over treatment time for extended reflow and isothermally-aged solder joints. 
Isothermally-aged solder joints had nearly constant IMC layer thickness. Extended reflow solder joints had an increasing IMC 
layer thickness. This technique produced solder joints in which the influence of IMC layer thickness was isolated. 
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During long periods of extended reflow time the bottom IMC layer would 
continue to grow while the top IMC layer reached a critical thickness after which 
the top IMC layer did not get any thicker [31]. This growth behavior was 
undesirable, since an asymmetric IMC layer thickness would promote non-
uniform deformation within the solder joint. Therefore, a simple method of 
encasing the joint in a shaft collar and rotating the assembly at equal time 
intervals during extended reflowed was adopted. The rotation method produced 
uniform IMC layer thicknesses on both sides of the solder joint. The intermetallic 
layer thickness reported in Fig. 63 for extended reflow joints is based on 
measurements made on joints fabricated using the rotation method, and therefore 
having a symmetric IMC layer thickness on both sides of the joint. The average 
IMC layer thicknesses for as-reflowed solder joints, and solder joints held in 
extended reflow for 3, 24, and 168 hours were 2.5 ± 0.6 μm, 14.0 ± 5.9 μm, 22.8 
± 9.7 μm, and 44.0 ± 15.9 μm, respectively. During growth the IMC layer 
remained nodular, which may account for some of the standard deviations shown 
in Fig. 63. It is clear that extended reflow produced large changes in IMC layer 
thickness, while maintaining a constant solder microstructure. Conversely, 
isothermally aged solder joints maintained a constant IMC layer thickness, while 
producing large changes in solder microstructure. In this fashion, joints which 
isolated the effects of solder microstructure and IMC layer thickness were 
obtained. 
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10.4.2 Influence of Solder Microstructure on Mechanical Shock Behavior 
(Constant IMC Layer Thickness) 
In this section I describe the deformation behavior of the solder joints. Strain 
in the solder joint was measured using an extensometer for tests conducted at 
strain rates less than 1 s
-1
. The gage length of the extensometer was larger (10 
mm) than the gage length of the solder joint (500 μm). Therefore, the strain 
measured by the extensometer had to be corrected for the additional compliance 
of the copper bars, using the following equation [32]  
 
0
1
solder Cu
Cu
X L
L E


  
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 (25) 
where L0 is the solder joint’s original thickness, ΔX is the total displacement 
measured from the extensometer, σ is the tensile stress, LCu is the length of the 
copper bars (9.5 mm), and ECu was the elastic modulus of the OFHC Cu bar, 
taken to be 116 GPa [33].  
Strain in the solder joint was measured using a high speed camera and 
Questar traveling microscope for strain rates greater than 1s
-1
. In this case strain 
was measured directly from the displacement of the Cu-solder-Cu interface 
observed from the high speed video, at up to 20,000 frames per second. 
Preliminary tensile tests at high strain rate showed a non-linear initial ‘lag’ in the 
strain vs. time response of the solder joint. The lag corresponded to a 
displacement of ~ 90 µm. The reason for the lag was that the MTS 810 actuator 
could not accelerate fast enough to reach the specified displacement rate over the 
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90 µm distance, despite that fact that it was tuned to reach a high displacement 
rate as rapidly as possible. Indeed, the 90 µm lag would be negligible for a larger 
sample, but it was significant on the scale of the solder joint (500 µm). Therefore, 
a slack adapter was utilized with high strain rate experiments to ensure that the 
required linear strain rate was obtained during solder joint deformation. It did this 
by providing a free travel distance, allowing the actuator to reach a specified 
displacement rate, before engaging the solder joint. While a free travel distance of 
only 90 µm was needed, for practical purposes a distance of 1 cm was used. Fig. 
64 shows that the final calibrations yielded strain rates that were linear and well-
controlled. 
Several studies have been performed to evaluate the strength of solder joints 
as a function of strain rate. They concluded that the solder strength and IMC layer 
strength both play important roles in determining the overall strength of the solder 
joint [34-36]. Furthermore, it was hypothesized that solder joint strength might 
change with variations in strain rate, solder microstructure, and IMC layer 
thickness, thereby constituting a dynamic solder joint strength. Other researchers 
have studied the effect of reflow conditions, solder composition, aging, and 
loading mode on the dynamic strength of solder joint arrays [37-39]. However, 
studies on solder joint arrays are more useful for quality control and design. 
Single solder joint test methods provide fundamental insight into the relationship 
between the complex stress state in solder joints during mechanical shock, with 
changes in solder microstructure and IMC layer thickness [1, 26-28, 40-42].
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Fig. 64 Strain rates were well-controlled and linear. (a) Strain vs. time measured using extensometer. (b) Slack adapter was used 
with high strain rate tests. Strain vs. time measured from displacement of Cu-solder interface with Questar microscope and high 
speed camera.
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In this section I discuss the results of tensile tests conducted on single Sn-
3.9Ag-0.7Cu solder joints, using the aforementioned techniques to isolate the 
effects of solder microstructure and IMC layer thickness. Ultimate tensile strength 
(UTS) values measured over a range of strain rates were plotted as a function of 
strain rate, as shown in Fig. 65. The green curve shown in Fig. 65a and Fig. 65b is 
the dynamic strength of as-reflowed solder joints. This curve was an experimental 
control against which all other trends in dynamic strength were compared. The 
dynamic strengths of as-reflowed solder joints increased monotonically from 45.6 
± 4.0 MPa to 75.4 ± 4.7 MPa in the strain rate range 10
-3
 s
-1
 to 1.5 s
-1
. This trend 
indicated the solder-controlled dynamic strength regime. The dynamic strengths 
of as-reflowed solder joints then decreased monotonically from 75.4 ± 4.7 MPa to 
37.2 ± 10.9 MPa in the strain rate range 1.5 s
-1
 to 12 s
-1
. This trend indicated the 
IMC layer-controlled dynamic strength regime.  
The experimental results showed that the critical strain rate at which the 
dynamic solder joint strength transitioned from solder-controlled to IMC layer-
controlled was at ~1 s
-1
. Lal and Bradley [37] and Darveaux and Reichman [38] 
found that, the transition strain rate of Sn-Ag-Cu solder joints was approximately 
in the range 10
-2
-10
-1
 s
-1
. They found that larger IMC layer thickness produced by 
multiple reflows, and stronger solders with higher wt% of Ag and Cu promoted 
brittle failure and decreased the transition strain rate. At the transition strain rate 
the stress state in the Sn in the solder joint is highly triaxial, and this begins to 
localize deformation at the IMC layer, due to the presence of stress concentrations 
at the IMC layer. Therefore, it should be expected that variations in solder joint 
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geometry would cause changes in the triaxial stress state, thereby shifting the 
transition strain rate. Indeed, Zou and Zhang [41] found that solder joint strength 
was inversely proportional to joint thickness, due to the mechanical constraint 
imposed by thinner joint geometries. Their fractography showed that the 
mechanical constraint promoted brittle failure at the IMC layer in thinner joints, 
while thicker joints failed in a ductile manner. 
The literature survey indicates that changes in solder microstructure may 
influence the dynamic solder joint strength. Therefore, the dynamic strengths for 
solder joints isothermally aged at 140
o
C for 24, 72, and 500 hours were measured, 
as shown in Fig. 65a. As aging time increased the solder microstructure coarsened 
with a commensurate decrease in the dynamic solder joint strength in the solder-
controlled strength regime. The decrease was consistent with the decrease in 
solder microhardness shown in Fig. 62. Kumar et al. [43] measured the fracture 
toughness of Sn-3.8Ag-0.7Cu compact mixed-mode solder joints as a function of 
reflow time and aging over the strain rate range 10
-2
 – 200 s-1. Similar to my 
results, they observed an increase in the fracture stress with decreasing solder 
microhardness, indicating more ductile failure. More importantly, since the IMC 
thickness is relatively the same, ~3.9 ± 0.4 μm in all the samples, the dynamic 
strengths in the IMC controlled regime were not affected by solder 
microstructure. Dynamic solder joint strength decreased in the IMC-controlled 
mode since the brittle IMC is sensitive to stress concentrations and flaws within 
the IMC layer [27,44,45]. Indeed, the IMC layer itself is known to serve as a site 
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for stress concentration, which would increase with strain rate, thereby decreasing 
the overall strength of the joint.  
The effect of higher isothermal aging temperature was also examined. Fig. 
65b shows the dynamic strengths for solder joints isothermally-aged at 175
o
C for 
24, 72, and 500 hours. The higher aging temperature coarsened the microstructure 
more, compared to joints aged at 140
o
C. Therefore, there was a larger decrease in 
the dynamic solder joint strength, for a given aging time and strain rate, in the 
solder-controlled strength regime. This was consistent with the larger decrease in 
solder microhardness shown in Fig. 62. Since the IMC layer thickness is relatively 
the same, 4.6 ± 0.6 μm in all the samples, the strengths in the IMC layer-
controlled regime overlapped, irrespective of solder microhardness. The 
experimental results showed that the critical strain rate at which the joint strength 
transitioned from solder-controlled to IMC-controlled was at approximately 1 s
-1
 
for joints isothermally aged at 140
o
C and 175
o
C.  
The influence of the solder microstructure and strain rate on the dynamic 
solder joint strength was visualized in three dimensions. Fig. 66a shows the 
dynamic solder joint strength plotted as a function of solder microhardness and 
strain rate for solder joints isothermally-aged at 140
o
C. This 3D visualization 
shows that the dynamic solder joint strength is a continuous function of solder 
microhardness and strain rate. The decrease in dynamic solder joint strength with 
decreasing solder microhardness is visible in the solder-controlled strength 
regime. 
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Fig. 65 UTS plotted as a function of strain rate for as-reflowed and isothermally-aged solder joints showed the trend in solder-
controlled and IMC-controlled dynamic strengths. (a) Dynamic strengths for solder joints aged at 140
o
C decreased with aging 
time in the solder-controlled regime. (b) Dynamic strengths for joints aged at 175
o
C decreased with aging time in the solder-
controlled regime and were lower than strengths for solder joints tested at the same strain rate and aged at 140
o
C. In both cases, 
in the IMC-controlled regime, the strengths overlapped because the IMC thickness was relatively constant. 
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Fig. 66 3D visualization of dynamic solder joint strengths for joints aged at (a) 140
o
C and (b) 175
o
C. Dynamic solder joint 
strength was a continuous function of the solder microhardness, and decreased with decreasing solder microhardness. Strengths 
in the solder-controlled regime were greater for joints aged at 140
o
C, while the strengths in the IMC-controlled regime 
overlapped.
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The dynamic solder joint strength surface tends to be flatter in the IMC layer-
controlled regime, reflecting the overlapping dynamic strengths produced by 
joints with constant IMC layer thickness. Fig. 66b shows the dynamic solder joint 
strengths plotted in 3D for solder joints isothermally-aged at 175
o
C. The larger 
decrease in dynamic solder joint strength with decreasing solder microhardness is 
obvious in this plot, as the 3D surface slopes downward in the solder-controlled 
strength regime. Here, again, the dynamic solder joint strength surface tends to be 
flatter in the IMC layer-controlled regime, reflecting the overlapping dynamic 
strengths produced by solder joints with constant IMC layer thickness. 3D 
visualizations such as these are beneficial for designing robust solder joints, since 
for instance, one can determine the peak strength for a given solder microhardness 
and strain rate. The 3D visualization suggests that the peak solder joint strength 
could be tailored, for a given strain rate, by isothermally-aging the solder joints. 
Indeed, they may also serve as valuable inputs for reliability models.  
Kumar et al. [43] produced 3D plots showing the fracture toughness as a 
function of effective IMC layer thickness and solder yield strength. In their plots, 
the fracture toughness slowly decreased, with increasing solder yield strength and 
IMC layer thickness. They noticed significant scatter when correlating the 
fracture toughness to the solder yield strength, and concluded that a third factor 
had to be taken into account, which was the IMC layer. A fundamental 
understanding of the influence of IMC layer thickness on dynamic solder joint 
strength requires that the mechanical behavior of solder joints with varying IMC 
layer thicknesses be quantified.
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10.4.3 Influence of IMC Layer Thickness on Mechanical Shock Behavior 
(Constant Solder Microstructure) 
The experimental results presented so far have been for solder joints with 
relatively thin and constant (≤ 10 µm) IMC layer thicknesses. However, large 
IMC layer thickness has been shown to promote predominantly brittle fracture of 
the solder joint [27]. Lee et al. [44] observed that cleavage fracture through the 
IMC layer became dominant at IMC layer thickness ~ 10 µm, and that for IMC 
layer thickness greater than 10 µm there was no change in fracture mechanism 
from cleavage fracture. Therefore, it is necessary to evaluate dynamic solder joint 
strength over a greater range of IMC layer thicknesses in order to see if the 
solder-controlled and IMC layer-controlled trends observed in the previous 
section hold true for larger IMC layers.  
In this section I discuss the results on the effect of IMC thickness on 
mechanical shock behavior. UTS values from tensile tests conducted over a range 
of strain rates were plotted as a function of strain rate to show the dynamic 
strength of the solder joint, as shown in Fig. 67. The green curve shown in Fig. 
67a is the dynamic solder joint strengths of as-reflowed solder joints, and was an 
experimental control against which all other trends in dynamic strength were 
compared. Fig. 67a shows the dynamic strengths for solder joints held in extended 
reflow for 3, 24, and 168 hours. 
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Fig. 67 (a) UTS plotted as a function of strain rate for as-reflowed and extended reflow solder joints showed the trend in solder-
controlled and IMC-controlled strengths. Increase in IMC layer thickness reduced strength at all strain rates. (b) 3D 
visualization of dynamic solder joint strengths for extended reflow solder joints. Dynamic solder joint strength was a 
continuous function of the IMC layer thickness, and decreased with increasing IMC layer thickness.
 195 
 
The average IMC layer thicknesses for as-reflowed solder joints, and solder 
joints held in extended reflow for 3, 24, and 168 hours were 2.5 ± 0.6 μm, 14.0 ± 
5.9 μm, 22.8 ± 9.7 μm, and 44.0 ± 15.9 μm, respectively. Unlike the experiments 
described in the previous section, the solder microhardness was kept constant for 
these joints, and was equal to 113.9 ± 4.8 MPa.  
An increase in IMC layer thickness caused a reduction in dynamic solder 
joint strength at all strain rates, due to the increase in stress concentration with 
strain rate in the brittle IMC layer. Some weak strain rate hardening is present for 
the solder joints with an IMC layer thickness of 14.0 ± 5.9 μm. At this IMC layer 
thickness solder-controlled and IMC layer-controlled dynamic solder joint 
strength regimes could still be identified, and a transition from solder-controlled 
to IMC layer-controlled regimes was observed at approximately 1 s
-1
. The 
dynamic solder joint strength decreased with increasing strain rate for solder 
joints with IMC layer thicknesses larger than 14.0 ± 5.9 μm.  
These results are similar to those observed by Hayes et al. [45] who measured 
~28% decrease in fracture toughness, and a prevalence of brittle IMC layer 
fracture, when the IMC layer thickness was increased from 3 µm to 5 µm for Sn-
4.0Ag-0.5Cu compact tension specimens. Lee et al.[44] observed predominantly 
cleavage fracture in Sn-3.5Ag solder joints with IMC layer thicknesses greater 
than 10 µm, whereas Deng et al.[27] saw predominantly cleavage fracture in Sn-
3.5Ag solder joints with IMC layer thicknesses greater than 20 µm. The 
experimental results presented here indicate that a critical IMC layer thickness 
exists between 14-22 µm, at which cleavage fracture through the IMC layer 
 196 
 
becomes the dominant deformation mode. This indicates that the solder-controlled 
and IMC layer-controlled relationships identified in the previous section do not 
hold for relatively large IMC layer thicknesses. The influence of this unique 
dynamic solder joint strength behavior on solder joints reliability will increase as 
a greater number of solder interconnects are squeezed into smaller packages, 
because the ratio of the brittle IMC layer volume to the solder volume will 
increase.  
The influence of the IMC layer thickness and strain rate on the dynamic 
solder joint strength was visualized in three dimensions. Fig. 67b shows the 
dynamic solder joint strength plotted as a function of IMC layer thickness and 
strain rate for extended reflow solder joints. It can be seen that the solder-
controlled dynamic strength regime gently slopes into an almost flat plateau 
region for large IMC layer thicknesses. Conversely, the IMC layer-controlled 
dynamic strength regime rapidly begins to drop off for large IMC layer 
thicknesses and higher strain rates. The 3D visualizations of dynamic solder joint 
strength presented so far, which depict the relationships with solder 
microhardness and IMC layer thickness, offer a method for optimizing the 
mechanical shock resistance of Sn-rich, Pb-free solder joints. For instance, by 
inspecting Fig. 66 one can determine the peak dynamic solder joint strength for a 
given solder microhardness, before which brittle IMC layer fracture takes over. 
Similarly, Fig. 66a and Fig. 66b suggest how the solder microhardness can be 
adjusted to tailor the dynamic solder joint strength for a given strain rate. Fig. 67b 
shows how rapidly the dynamic solder joint strength decreases with increasing 
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IMC layer thickness for a given strain rate. For example, Fig. 67b suggests that 
decreasing the IMC layer thickness from ~15 µm to 5 µm will improve the 
dynamic solder joint strength ~33% at 1 s
-1
, while only ~25% improvement is 
gained at 10
-2
 s
-1
. 
10.4.4 Fractographic Analysis 
Solder joint fracture surfaces were examined to elucidate the relationship 
between fracture mechanisms and the dynamic solder joint strength. In general, 
fracture was observed to propagate close to the solder/copper interface for all 
samples, possibly due to constraint imposed by the geometry of the solder joint 
[41] and the propensity for the interface to serve as a site for stress concentration 
[30, 45]. Fractographs of solder joints isothermally-aged at 140
o
C were organized 
by increasing strain rate and decreasing solder microhardness in Fig. 12a. The 
fracture surfaces transitioned from ductile dimple morphology to cleavage 
fracture with increasing strain rate. Zou and Zhang [40, 41] observed a similar 
increase in IMC layer cleavage fracture commensurate with increasing strain rate. 
Kumar et al. [43] quantified the fraction of IMC layer cleavage fracture, and 
showed that it had a linear relationship with strain rate.  
At low strain rate ductile dimple morphology of the Sn alloy was found on 
the fracture surface. EDS spot scans identified broken Cu6Sn5 nodule tips at the 
bottom of dimples. This indicated that voids were nucleated in the solder due to 
the stress concentration created by the Cu6Sn5 nodules, followed by crack 
propagation near the intermetallic layer as the voids grew and coalesced. As 
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solder microhardness decreased, slightly larger ductile dimples were found on the 
fracture surface. Deng et al. [27] and Zou and Zhou [40, 41] also observed that 
ductile dimples on the fracture surface increased in size commensurately with 
aging time, due to the coarsening of the solder microstructure, particularly Ag3Sn 
precipitates. Therefore more plastic deformation could take place, and larger 
ductile dimples were nucleated for a given strain rate.  
At intermediate strain rates and solder microhardnesses, fracture tended to 
occur at the Cu6Sn5 IMC layer due to an increase in stress triaxiality in the Sn-rich 
matrix, leaving very little time for stress relaxation, and localizing brittle fracture 
at the IMC layer. At the strain rate corresponding to the transition between solder-
controlled and IMC layer-controlled strength, there was some ductile debonding 
of the Sn-rich matrix from the IMC layer. The evidence for this mode of 
deformation was fully exposed Cu6Sn5 nodules, and Cu6Sn5 nodule-shaped 
dimples on the mating fracture surface. At the transition strain rate there was 
some fracture through the IMC layer as well, indicating that at this strain rate both 
fracture mechanisms contributed to the overall strength of the joint. Hayes et 
al.[45] also observed the same sort of debonding of the solder matrix from the 
IMC layer, leaving behind intact Cu6Sn5 nodules in Sn-0.7Cu and Sn-4.0Ag-
0.5Cu solder joints. In that study as well, the fracture surface consisted of a 
mixture of ductile dimples and debonded solder. 
Higher strain rates and lower solder microhardness promoted more IMC layer 
cleavage fracture. High strain rate increases solder yield strength, which builds 
greater stress in the IMC layer, thereby causing brittle fracture. At the highest 
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strain rate, the fracture surface consisted of cleavage fractured Cu6Sn5. Little 
solder was found on the cleavage fracture surface, which indicated that the tensile 
strength of solder joints tested was controlled by the IMC layer. Kumar et al.[43] 
and Zou and Zhang[40,41] observed similar increases in cleavage fractured IMC 
layer with increasing strain rate. At the highest strain rate and lower solder 
microhardness (longer aging time), a small amount of debonding between Cu3Sn 
and Cu6Sn5 in the intermetallic layer occurred. The evidence for this fracture 
mechanism was exposed small Cu3Sn grains, identified by EDS spot scan, on the 
fracture surface. However, the Cu3Sn layer is very thin and does not seem to 
affect the mechanical results. 
The fracture behavior was shown to have a significant dependence on the 
solder microstructure, especially in the low strain rate, solder-controlled regime. 
Fractographs of solder joints isothermally-aged at 175
o
C are shown in Fig. 12b. 
Similar to joints aged at 140
o
C, the fracture surfaces transitioned from ductile 
dimple morphology to cleavage with increasing strain rate. At low strain rate, 
ductile dimple morphology was found on the fracture surface. The dimples were 
larger than those formed in the joints aged at 140
o
C. The larger ductile dimples 
are consistent with the lower solder microhardnesses for joints aged at 175
o
C. 
Lower solder microhardness implies that more ductile deformation was able to 
occur, and larger ductile dimples could be nucleated for a given aging time and 
strain rate. Lee et al.[44] also saw that ductile dimples became larger, creating a 
rougher fracture surface, with increasing aging time in pure Sn solder joints.  
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At intermediate strain rates and solder microhardnesses, fracture tended to 
occur along the solder/Cu6Sn5 interface due to an increase in stress triaxiality in 
the Sn-rich matrix. At the strain rate corresponding to the transition between 
solder-controlled and IMC layer-controlled strength, there was some ductile 
debonding of the Sn-rich matrix from the IMC layer. At the transition strain rate 
there was some fracture through the IMC layer as well, indicating that at this 
strain rate both fracture mechanisms contributed to the overall strength of the 
joint. At the highest strain rate, the fracture surface consisted of cleavage 
fractured Cu6Sn5. Little solder was found on the cleavage fracture surface, which 
indicated that the tensile strength of solder joints tested was controlled by the 
IMC layer. At the highest strain rate and lower solder microhardness, some 
debonding between Cu3Sn and Cu6Sn5 in the intermetallic layer occurred. In this 
case, the amount of debonded Cu3Sn and Cu6Sn5 was slightly more than that for 
joints aged at 140
o
C. Thus, the relationships between the dynamic strengths of 
solder joints, with constant IMC layer thickness and varying solder 
microstructure, and their fracture mechanisms were characterized. 
 The fracture behavior of solder joints with large IMC layer thickness 
differed greatly from that observed for thin IMC layers. Fractographs of extended 
reflow solder joints were organized by increasing strain rate and increasing IMC 
layer thickness in Fig. 12c. The fracture surfaces of the solder joints with IMC 
layer thickness = 14.0 ± 5.9 μm (3 hour reflow) transitioned from ductile dimple 
morphology to cleavage fracture with increasing strain rate. This fracture 
morphology was consistent with the weak strain rate hardening observed in the 
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dynamic solder joint strength curve. Somewhat larger ductile dimples, which were 
nucleated by larger IMC nodules, were found on the fracture surfaces. 
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Fig. 68 Fractographs organized by increasing strain rate and coarsening solder microstructure or increasing IMC layer 
thickness. Fractography of solder joints isothermally-aged at (a) 140
o
C, (b) 175
o
C, and (c) extended reflow solder joints. 
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Fig. 68 cont. Fractographs organized by increasing strain rate and coarsening solder microstructure or increasing IMC layer 
thickness. Fractography of solder joints isothermally-aged at (a) 140
o
C, (b) 175
o
C, and (c) extended reflow solder joints. 
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Fig. 68 cont. Fractographs organized by increasing strain rate and coarsening solder microstructure or increasing IMC layer 
thickness. Fractography of solder joints isothermally-aged at (a) 140
o
C, (b) 175
o
C, and (c) extended reflow solder joints.  
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Hayes et al. [45] also observed increases in brittle IMC layer fracture of ~40% in 
Sn-0.5Cu solder joints when the IMC layer thickness was increased from ~4 µm 
to ~8 µm. Solder joints with IMC layer thickness greater than 14.0 ± 5.9 μm 
exhibited cleavage fracture of the Cu6Sn5 IMC layer, indicating that the overall 
dynamic solder joint strength was controlled predominantly by the IMC layer. 
Kumar et al. [43] observed a similar increase in brittle IMC layer fracture with 
increasing IMC layer thickness. They reasoned that the relationship between 
brittle fracture and IMC layer thickness was due to the increased probability that a 
critical flaw size would be encountered in the larger IMC layer by a main crack. 
At longer reflow times and higher strain rates, some fracture between Cu3Sn and 
Cu6Sn5 IMC layers occurred.  
 In summary, for solder joints with relatively thin (< 10 µm) and constant 
IMC layer thickness the solder-controlled and IMC layer-controlled dynamic 
strength regimes, hypothesized in Fig. 60, are evident. In the solder-controlled 
regime, ductile deformation is dominant and ductile dimples are observed in 
fractography. In the IMC layer-controlled regime, cleavage fracture through the 
IMC layer dominants. At the critical transition strain rate, a mixture of ductile 
deformation and brittle fracture occurs. Both of these mechanisms contribute to 
the overall dynamic solder joint strength. Coarsening of solder microstructure 
produces commensurately lower dynamic strengths, and larger ductile dimples in 
the solder-controlled regime. For solder joints with constant solder microstructure 
and varying IMC layer thickness, the solder-controlled and IMC layer-controlled 
dynamic strength regimes do not necessarily apply. Indeed, it was observed that 
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for solder joints with IMC layer thickness ≤ 14 µm, some weak strain rate 
hardening was present, and the fracture surface transitioned from ductile dimple 
morphology to cleavage fractured IMC with increasing strain rate. However, for 
IMC layer thickness ≥ 14 µm the dynamic solder joint strength was reduced at all 
strain rates, due to the dominance of IMC layer cleavage fracture. The next 
section will discuss numerical simulations which accurately capture the strain 
rate-dependent fracture behavior for solder joints with thin/constant IMC layer, 
and the volume-dependent strength exhibited by larger IMC layer thicknesses. 
10.4.5 Modeling Mechanical Shock  
Kumar et al.[43] reasoned that the influence of IMC layer thickness on the 
fracture behavior observed in their joints was due to the presence of flaws within 
the IMC layer. Indeed, it is well known that brittle materials, particularly 
ceramics, exhibit a volume dependence of strength. Larger volumes provide a 
greater chance of a strength-limiting flaw to be present. Clearly, the IMC layer 
needs to be modeled as a material with defects. However, the fracture stress of 
Cu6Sn5 used in the simulations was measured from micropillar compression of 
single crystal nodules [23]. I expect that the behavior of the bulk IMC layer will 
have a lower strength than the values obtained by pillar compression, because the 
volumes are larger and tensile stresses are a more severe loading condition for 
flaws in brittle solids. The volume-dependence of the IMC layer strength was 
introduced by modeling the IMC layer with randomly assigned defect elements. 
40% of the total number of Cu6Sn5 elements was randomly assigned lower 
fracture stresses, to created flawed IMC layer elements for this finite element 
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analysis. Empirically, a range of fracture stresses 300 - 600 MPa was used for the 
flawed elements.  
 The results presented so far from literature and experiment has shown that 
the solder joint fracture behavior is indeed influenced by the IMC layer thickness. 
Therefore, the results presented in this section focus on modeling the effect of 
IMC layer thickness, while keeping the microstructure and applied strain rate 
constant. The applied strain rate was 10 s
-1
. In order to make the simulation results 
more meaningful, the ratio of the IMC layer thickness to total joint thickness (α) 
was reported. Three simulations were conducted; in which α = 0.08, 0.16, and 
0.24. The axisymmetric solder joint model is shown in Fig. 69. 
 The influence of the IMC layer thickness on the solder joint fracture 
behavior is shown in Fig. 70. The solder is shown in blue; the IMC layer is gray, 
and the fractured region is white. In Fig. 70a, the IMC layer was relatively thin (α 
= 0.08), and the cracks were mostly confined to the solder region. When α was 
increased to 0.16, as in Fig. 70b, fracture occurred in the IMC layer. Similar to the 
experimental results, I see that when the IMC layer was relatively thin ductile 
deformation dominated. As the IMC layer thickness increased the simulation 
showed that there was a greater probability that the IMC layer would serve as a 
crack initiation site, thereby decreasing the dynamic solder joint strength and 
initiating more IMC layer cleavage fracture.
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Fig. 69 Solder joint model used in Finite Element Method simulation.(courtesy of Drs. H. Fei and H. Jiang) 
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Fig. 70 Simulation of influence of IMC layer thickness on SAC solder joint fracture at 10 s
-1
. The ratio of the IMC layer 
thickness to the total joint thickness was (a) 0.08, (b) 0.16, and (c) 0.24. Propensity for brittle IMC fracture increases with 
increasing ratio of IMC layer thickness to total joint thickness. (courtesy of Drs. H. Fei and H. Jiang)
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 The experimental results have shown that solder joint fracture behavior is 
also influenced greatly by the strain rate. Here, the influence of strain rate is 
discussed. α was fixed at 0.24, and the strain rate was varied from 10-2 s-1 to 30 s-
1
. The strain rate-dependent fractography is shown in Fig. 71. Fracture initiated in 
the solder at low strain rate, as shown in Fig. 71a. This fracture behavior is similar 
to the solder-controlled dynamic solder joint strength regime verified 
experimentally. When the strain rate was increased to 1 s
-1
, fracture began to take 
place in the IMC layer. This fracture behavior may correspond to the transition 
between solder-controlled and IMC layer-controlled dynamic solder joint 
strength, as shown in Fig. 71b. Fig. 71c shows that as the strain rate was increased 
to 10 s
-1
, fracture began to occur in both the solder and IMC layer. At 30 s
-1
, the 
length of fractured IMC layer is greater than half the total fracture length, which 
is similar to the IMC layer-controlled dynamic solder joint strength regime. 
 The dominant fracture behavior, i.e. solder-controlled or IMC layer-
controlled, is a result of the competition between stress relaxation in the solder 
and brittle fracture at the IMC layer. Cu6Sn5 is certainly much stiffer than SAC 
solder, and has a much lower strain-to-failure. The experimental and simulation 
results have shown that at low strain rates, the solder yields, and ductile fracture 
takes place before fracture can occur in the IMC layer. However, at higher strain 
rates the solder cannot relax and a state of high stress triaxiality builds up within 
the solder. The high stress triaxiality may overcome the fracture stress of the IMC 
layer, thereby initiating brittle fracture in the IMC layer, particularly at 
microscopic flaws. 
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Fig. 71 Simulation of influence of strain rate on fracture behavior of SAC solder joint. The ratio of the IMC layer thickness to 
the total joint thickness is 0.24. The propensity for brittle IMC fracture increases with strain rate. Fracture through IMC layer is 
first observed at 1 s
-1
, similar to the transition from solder-controlled to IMC layer-controlled dynamic strength observed 
experimentally at 1 s
-1
. (courtesy of Drs. H. Fei and H. Jiang)
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10.5 Conclusions 
In summary, the hypothesized behavior shown in Fig. 60, consisting of 
solder-controlled and IMC layer-controlled strength regimes was experimentally 
verified over a range of strain rates. The following important points are derived 
from this study: 
 The dynamic strength of as-reflowed solder joints increased with strain 
rate up to approximately 1 s
-1
, indicating the solder-controlled strength 
regime. After 1 s
-1
 dynamic solder joint strength began to decrease, 
indicating the IMC layer-controlled regime. The critical strain rate at 
which the dynamic strength transitioned from solder-controlled to IMC 
layer-controlled was approximately 1 s
-1
. 
 The effects of solder microstructure and IMC layer thickness on the 
dynamic solder joint strength were isolated and quantified. A decrease in 
solder microhardness, with a constant IMC layer thickness, produced a 
commensurate decrease in the dynamic solder joint strength in the solder-
controlled regime. In the IMC layer-controlled regime the dynamic 
strengths overlapped. An increase in IMC layer thickness, with a constant 
solder microhardness, reduced dynamic solder joint strength at all strain 
rates. Some weak strain rate hardening was still present for solder joints 
with moderately thick IMC layers.  
 Three-dimensional visualizations of the dynamic solder joint strength 
show that it is a continuous function of solder microstructure, IMC layer 
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thickness, and strain rate. Such 3D visualizations may also serve as 
valuable design tools for fundamentally understanding dynamic solder 
joint strength, and designing more robust interconnects. 
  Fracture mechanisms in solder joints with constant IMC layer thickness 
and varying solder microstructure were elucidated. In the solder-
controlled strength regime ductile dimple fracture morphology was 
observed. In the IMC layer-controlled strength regime cleavage fracture 
of the Cu6Sn5 IMC layer was observed. At the critical strain rate 
corresponding to the transition from solder-controlled to IMC layer-
controlled strength there was a mixture of ductile debonding of the Sn-
rich matrix from the Cu6Sn5 IMC layer, and cleavage fracture of the 
Cu6Sn5 IMC layer, indicating that both ductile solder deformation and 
brittle IMC fracture contributed to the overall dynamic solder joint 
strength.  
 Fracture mechanisms in solder joints with constant solder microstructure 
and varying IMC layer thickness were elucidated. Solder joints with 
moderately thick IMC layer (≤ 14 µm) transitioned from ductile dimple 
morphology to cleavage fracture with increasing strain rate. Solder joints 
with large (> 14 μm) IMC layer thickness tended to cleavage fracture 
through the IMC at all strain rates. Therefore, I see that the solder-
controlled and IMC layer-controlled strength regimes do not necessarily 
apply for joints with large IMC layer thickness. 
 214 
 
 Finite element analysis was conducted to study the influences of IMC 
layer thickness and strain rate on the fracture behavior of solder joints. 
The finite element results agreed well with the experimentally-observed 
fracture behavior. Larger IMC layer thicknesses showed a propensity for 
brittle fracture. The volume-dependent strength was incorporated into the 
model to accurately simulate the fracture behavior. As the strain rate 
increased, the fracture behavior transitioned from ductile to brittle. The 
onset of brittle fracture in the IMC layer was at ~1 s
-1
, similar to the 
experimentally-observed behavior. 
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Chapter 11 
CONCLUDING REMARKS 
11.1 Summary of Research Findings 
A synopsis of the most important results is presented in this section: 
 Higher (> 25 keV) beam energies are necessary to accurately visualize 
phases in Sn-rich Pb-free alloys, e.g. Ag3Sn precipitates.  
 Multiscale characterization was used to analyze nanoscale Ag3Sn 
precipitates in eutectic regions. Microscale precipitates were analyzed 
using x-ray tomography and nanoscale precipitates were analyzed using 
FIB tomography. 
 Ultimate tensile strength and strain-to-failure in the 10 mm specimen were 
quite similar to those of the ASTM specimen. A double-necking 
phenomenon was observed in the ASTM specimen, which was not 
observed in the 10 mm specimen. Hence, the 10 mm specimen is more 
suitable for obtaining reliable and accurate constitutive data for FEM 
reliability models. 
 Flow stress increased with increasing applied strain rate. For a given strain 
rate, water quenched SAC had the greatest UTS, followed by furnace 
cooled SAC, and then pure Sn. Strain rate sensitivity measured from plots 
of Log UTS vs. Log strain rate indicated that water quenched SAC should 
have greater ductility than furnace cooled SAC. 
 218 
 
 While far-field strain at the onset of necking did not show a strain rate-
dependence, local strain in the neck increased with applied strain rate. 
Strain rate in the neck was close to the applied strain rate. 
 Furnace cooled SAC had less ductility than water quenched SAC, due to 
large Ag3Sn needles that nucleated elongated voids which easily 
coalesced. At the lowest strain rate Ag3Sn needles were found intact in the 
ductile dimples, but began to fracture along their length with increasing 
strain rate. This fracture behavior was quantified by measuring the average 
fractures per μm length, which increased monotonically with the Log of 
the applied strain rate. In water quenched SAC, small ductile voids were 
nucleated by sub-micrometer Ag3Sn precipitates. The ductile dimples 
became smaller, deeper, and more numerous with increasing strain rate. 
This fracture behavior was quantified by measuring the average number of 
voids per µm
2
 area, which increased monotonically with the Log of the 
applied strain rate.  
 Necking in a rectangular Sn tensile specimen was quantified in tension 
using a unique mirror fixture and a high speed camera. The mirror fixture 
provided right angle reflections of the front and sides of the tensile 
specimen, thereby allowing for the accurate measurement of the 
instantaneous minimum cross-sectional area. The cross-sectional area was 
used to compute true stress-true strain curves. 
 A self-consistent method was used to develop necking correction 
functions. The method accurately reproduced the experimentally 
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determined axial true stress. The self-consistent nature of the method 
means that its accuracy is not limited to a specific material. The method 
may be applied to all materials, once the axial true stress is calculated 
from tensile tests. 
 The effects of solder microstructure and IMC layer thickness on the 
dynamic solder joint strength were isolated and quantified. A decrease in 
solder microhardness, with a constant IMC layer thickness, produced a 
commensurate decrease in the dynamic solder joint strength in the solder-
controlled regime. In the IMC layer-controlled regime the dynamic 
strengths overlapped. An increase in IMC layer thickness, with a constant 
solder microhardness, reduced dynamic solder joint strength at all strain 
rates. Some weak strain rate hardening was still present for solder joints 
with moderately thick IMC layers.  
11.2 Recommendations 
This report discussed the results of a systematic study on the mechanical shock 
behavior of Sn-rich, Pb-free solders. In particular, the relationship between solder 
microstructure and mechanical shock resistance, in bulk samples and on the single 
solder joint level, have been elucidated. While a significant amount of progress 
has been made, there are areas which can be further studied in order to fully 
understand mechanical shock performance of Pb-free solder joints: 
 While the influence of solder microstructure and IMC layer thickness have 
been elucidated, a fundamental understanding of the effect of solder joint 
geometry on mechanical shock behavior needs to be established. This 
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study has shown that fracture is localized near the solder-Cu interface, 
perhaps thicker solder joints will show different fracture behaviors. 
 This work has shown that the IMC layer plays a critical role in 
determining the dynamic solder joint strength. However, it has not 
investigated the effect of various metallization layers. Since these 
metallizations can alter the IMC layer morphology, their influence on 
dynamic solder joint strength should be systematically studied. 
 The literature survey indicates that during mechanical shock, solder joints 
may be subjected to cyclic loads as well as shock loads. The role of high 
frequency cyclic loading, in relation to the dynamic solder joint strength 
needs to be studied. The use of new ultrasonic fatigue tests may prove 
beneficial for revealing novel mechanical behavior in solder joints at very 
high cycles. 
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