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Zusammenfassung Wissenschaftliche Publikationen und
ihre beschreibenden Metadaten stehen in stetig zunehmen-
der Anzahl u¨ber Plattformen fu¨r elektronische Zeitschrif-
ten oder digitale Repositorien frei u¨ber das Internet zur
Verfu¨gung und lassen sich nachnutzen. Die Metadaten
ko¨nnen u¨ber OAI-PMH (Open Archives Initiative Protocol
for Metadata Harvesting) abgerufen werden (Harvesting).
Durch Weiterverarbeitung und Indexierung der Metadaten




Dieser Artikel beschreibt die praktischen Erfahrungen,
die seit u¨ber 10 Jahren im Rahmen des Betriebs von BASE
an der Universita¨tsbibliothek Bielefeld gewonnen wurden.
BASE sammelt Millionen von Metadatensa¨tzen aus Tausen-
den von Quellen weltweit. Die Metadaten werden wa¨hrend
des Indexierungsprozesses teilweise korrigiert, normalisiert
und um weitere Informationen angereichert. BASE sammelt
zudem Metadaten zu den indexierten Quellen, die ebenfalls
fu¨r Retrieval und Anzeige verwendet werden.
Eine U¨bersicht der Services vergleichbarer Suchdiens-
te zeigt auf, welche Unterschiede und Gemeinsamkeiten es
zwischen BASE und anderen wissenschaftlichen Suchdiens-
ten gibt.
BASE wird auf vielfa¨ltige Weise verwendet, und die
enthaltenen Daten werden u¨ber Schnittstellen nachgenutzt.
Neue Herausforderungen ergeben sich insbesondere aus der
Erweiterung des Umfangs der Metadaten und ihrer Bereit-
stellung mithilfe detaillierterer Datenformate jenseits von
Dublin Core. Durch die Anreicherung der Metadaten um
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Informationen wie Personenattribute (IDs, Affiliationen),
Fo¨rderorganisationen und verknu¨pfte Forschungsdaten ent-
steht die Notwendigkeit, das Datenschema fu¨r die Indexie-
rung in geeigneter Weise zu erweitern.
Keywords academic search engine · vertical search ·
scholarly search service
1 Einleitung
Die Mo¨glichkeit, auf elektronischem Wege wissenschaftli-
che Fachliteratur aufzufinden, beschra¨nkte sich bis Anfang
der 2000er Jahre auf die Recherche in Fachdatenbanken
oder Bibliothekskatalogen. Diese waren jedoch oft nicht frei
zuga¨nglich, verlangten von den Nutzern Vorkenntnisse hin-
sichtlich der Recherchestrategien und waren insgesamt auf-
grund komplexer Trefferlisten, hoher Suchzeiten und kom-
plizierter Zugangswege zum eigentlichen Dokument deut-
lich weniger komfortabel zu nutzen als Internetsuchmaschi-
nen. Diese hatten sich schon Mitte der 90er Jahre mit Alta-
Vista und spa¨ter mit dem Start von Google im Jahr 1998 zum
Recherchetool Nr. 1 entwickelt [5]. In aller Regel genu¨gte
die Eingabe weniger Suchbegriffe in ein Suchfeld, um ein
gutes Suchergebnis zu erzielen. Zudem waren fast alle ge-
fundenen Treffer sofort zuga¨nglich.
Da wissenschaftliche Fachliteratur zunehmend auch
u¨ber das WWW zur Verfu¨gung stand und somit von In-
ternetsuchmaschinen indexiert und auffindbar gemacht wer-
den konnte, wurden Suchmaschinen wie Google fru¨hzeitig
auch fu¨r die Suche nach wissenschaftlicher Literatur ge-
nutzt – spa¨testens seit Google damit begann, auch PDF-
Dateien zu indexieren. Als Nachteil erwies sich, dass wis-
senschaftliche Literatur ha¨ufig in den großen Treffermen-
gen allgemeiner Suchmaschinen unterging und diese nur
selten eine (funktionierende) Suche z.B. nach Titeln, Au-
toren oder Erscheinungsjahren ermo¨glichten. Entsprechend
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gab es einen Bedarf an Suchdiensten, die sowohl die aus
Fachdatenbanken bekannte gezielte Suche in bestimmten
Suchfeldern boten als auch den Recherchekomfort einer
Internetsuchmaschine. Der erste Dienst, der diese beiden
Welten miteinander kombinierte, war die wissenschaftliche
Suchmaschine Scirus, betrieben vom Elsevier-Verlag. Die-
se ging bereits im Fru¨hjahr 2001, also nur gut 2 1
2
Jahre
nach Google, an den Start. In Scirus konnten neben Zeit-
schriften des Elsevier-Verlags auchWebsites von Hochschu-
len oder Preprint-Server durchsucht werden. Mit OAIster
(2002), Google Scholar (2004) und BASE (2004) folgten
weitere Dienste, die eine Recherche nach wissenschaftlicher
Literatur ermo¨glichten. Im Laufe der Zeit kamen Dutzen-
de weitere Dienste hinzu. Scirus selbst wurde Anfang 2014
vom Elsevier-Verlag wieder eingestellt; statt dessen verweist
der Elsevier-Verlag auf die eigenen kommerziellen Angebo-
te ScienceDirect und Scopus1.
2 Von der Idee zum Dienst
2.1 Ausgangssituation und politische Ziele
Um die Jahrtausendwende gab es im Bereich der Hoch-
schulbibliotheken einige Ansa¨tze, integrierte Zugangssyste-
me zu digitalen Inhalten zu etablieren. Zum Einsatz kam da-
bei oftmals eine Mischung aus eigenen Nachweisdatenban-
ken mit Metasuchsystemen, die verteilte Suchen auf exter-
nen und internen Datenbanken abwickelten. Der gleichzei-
tige Siegeszug der Internetsuchmaschinen in diesem Zeit-
raum und deren zunehmende Nutzung auch im Hochschul-
bereich fu¨hrte schnell zu U¨berlegungen, die damit neu ge-
setzten Standards bei Suchkomfort und Indexierungstechni-
ken aufzunehmen, in die Bibliothekssuchumgebungen zu in-
tegrieren und damit konkurrenzfa¨hig zu bleiben. Mit dieser
Zielsetzung wurde an der Universita¨tsbibliothek Bielefeld
seit 2001 eine praxiserprobte kommerzielle Suchmaschinen-
software der norwegischen Firma FAST getestet, um damit
ein innovatives Suchsystem der Zukunft fu¨r Hochschulen
und Hochschulbibliotheken zu entwickeln. Begonnen wurde
entsprechend mit dem u¨blichen Crawlen, eingeschra¨nkt auf
wissenschaftliche Websites. Durch die in etwa zeitgleich ab
2001 aufkommende Open-Access-Bewegung und der damit
einhergehenden OAI-PMH-Verbreitung ergaben sich alter-
native Optionen, um Metadaten zu wissenschaftlichen Pu-
blikationen in vergleichsweise guter Qualita¨t zu erhalten.
Im Wettbewerb zwischen zahlreichen via Crawling einge-
sammeltenWebseiten sehr unterschiedlichen Inhaltstyps mit
den vergleichsweise klar strukturierten und dokumentbezo-
genen bibliographischen Daten hat sich der zweite Ansatz
als geeigneter herausgestellt. Weitergehende Strategien, In-
halte von vorhandenen bibliographischen Datenbanken zu
1 http://www.sciencedirect.com/scirus/
indexieren (z.B. den lokalen Bibliothekskatalog und einzel-
ne Spezialdatenbanken) und auf diese Weise zu integrie-
ren, haben sich damals als zu ineffizient erwiesen. Diese
Quellen wiesen jeweils proprieta¨re und ungleich umfangrei-
chere Formate auf, so dass sich der jeweilige Transforma-
tionsaufwand als zu hoch herausstellte. Die Konzeptions-
und Umsetzungsphase von der Grundidee bis zur Aufnah-
me des Regelbetriebs hat immerhin drei Jahre gedauert, bis
am 24. Juni 2004 die Bielefeld Academic Search Engine
(BASE) mit 19 indexierten Quellen gestartet werden konnte.
Wa¨hrend die damals implementierten Systemstrukturen im
Kern noch heute erkennbar sind, hat es zahlreiche Erga¨nzun-
gen und Verfeinerungen bei Datenstruktur und Services ge-
geben. Gleichzeitig hat sich durch die kontinuierlich zuneh-
mende Zahl von Datenquellen ein Index mit einer Gro¨ße von
mehr als 100 Mio. Datensa¨tzen entwickelt [8,9].
2.2 Besonderheiten der zu indexierenden Metadaten
Universelles Pflichtformat in OAI-PMH ist Dublin Core
(DC), ein flaches Datenformat, das nach bibliographischen
Kriterien zwar unscharf, dennoch aber viel konkreter und
klarer im Hinblick auf die beschriebenen Objekte (u¨berwie-
gend textbasierte Formen von Publikationen) ist als die per
Web extrahierbaren Daten. Die fu¨nfzehn Standardelemen-
te des Dublin-Core-Formats erlauben eine umfassende Be-
schreibung verschiedener Objekttypen, zumal jedes Feld be-
liebig oft wiederholbar ist.
Die Unscha¨rfe des Dublin-Core-Formats a¨ußert sich
vor allem in der leicht unterschiedlichen Verwendung der
Elemente – je nach zum Einsatz kommender Repository-
Software. Als Beispiel sei der Link zum Volltext genannt,
der sich sowohl im Element
”





source“ befinden kann. Im Element
”
subject“
kommen sowohl Schlagwo¨rter und Schlagwortketten als
auch Notationen unterschiedlicher Klassifikationen vor. Die
Wiederholbarkeit der Felder und ihre fehlende Kontextua-
lisierung fu¨hren auch dazu, dass bei Datumsangaben (Feld
”
date“), die ha¨ufig mehrfach pro Datensatz ausgeliefert wer-
den, nicht eindeutig feststellbar ist, bei welcher Angabe es
sich um das Publikationsdatum handelt.
Ein weiteres Problem des Datenformats besteht in sei-
ner mangelnden Fa¨higkeit, hierarchische Relationen wieder-
zugeben. Insbesondere kommt dies bei erga¨nzenden Infor-
mationen zu Personen und beteiligten Ko¨rperschaften zum
Tragen. Angaben wie Identifier, Affiliationen, Lebensdaten
und Kontaktadressen mu¨ssen entweder im selben Feld wie
der Autorenname angegeben werden (was dessen korrekte
Indexierung erschwert) oder in einem Wiederholungsfeld,
was eine nachtra¨gliche Zuordnung bisher unmo¨glich macht.
Dasselbe Problem betrifft auch die Angabe referenzierter
Literatur (in
”
source“), weshalb dies meist in unstrukturier-
ter Form erfolgt.
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3 Konzeption der Suchlo¨sung: Backend und Frontend
3.1 Zum Einsatz kommende Software und Hardware
Von 2001 bis 2011 wurde in Bielefeld die kommerziel-
le Suchmaschinenlo¨sung FAST (Fast Search And Transfer)
eingesetzt, die einen hohen Grad an Professionalita¨t auf-
wies. Im Kern agierte eine Serverfarm auf Linux-Basis mit
einem verteilten Index, wie sie von gro¨ßeren Suchmaschi-
nen bekannt ist. Dazu wies die Software zahlreiche Merk-
male auf, die die Datenverarbeitung sinnvoll unterstu¨tzten
und damit viele Erweiterungen ermo¨glichten. Nach dem
Verkauf von FAST zeichnete sich aufgrund der Preisent-
wicklung und schlechterer Supportbedingungen folgerich-
tig die Notwendigkeit einer Migration in Richtung Open-
Source-Software ab und wurde nach relativ kurzer Vorbe-
reitung im Jahr 2011 vorgenommen. Seither kommt eine
Lucene/Solr-Lo¨sung fu¨r das Backend und eine auf VuFind
basierende Eigenentwicklung fu¨r das Frontend zum Einsatz.
Trotz der immer noch exponentiell steigenden Dokumen-
tenzahlen und des Ausbaus der Schnittstellen sowie deren
zunehmender Nutzung arbeitet das Backend-System noch
als Single-Node-Index, wobei die Weiterentwicklung der
Lucene/Solr-Basis die Grundlagen geschaffen hat, um die
wachsenden Datenmengen bewa¨ltigen zu ko¨nnen.
3.2 Workflow und Indexdefinition im U¨berblick (Backend)
Der grundlegende Ablauf der Datenbehandlung wurde
auch bei der Systemmigration 2011 beibehalten, insbe-
sondere um den Migrationsaufwand mo¨glichst gering zu
halten. Die Harvesting-Ergebnisse werden nach Mo¨glich-
keit um Dewey-Dezimalklassifikationscodes (DDC) ange-
reichert. Ausgehend davon wird u.a. ein Browsing nach
DDC realisiert. Anschließend werden auch die Metadaten
zu den Quellen erfasst und liefern dabei relevante Hinwei-
se fu¨r die nachfolgenden Index-Aktivita¨ten (insbesondere
die verwendete Repository-Software hat Auswirkungen auf
die gelieferten Metadatenstrukturen). Unter Beru¨cksichti-
gung dieser Informationen schließt sich der Pre-Processing-
Schritt an, der aus den Metadaten mithilfe von Normalisie-
rung und Anreicherung ein selbst definiertes XML-Format
erzeugt, das der DC-orientierten Indexstruktur angepasst ist.
Abschließend werden diese Daten mit der konfigurierten
Lucene/Solr-Technologie indexiert.
3.3 Technische Realisierung im Detail (Backend)
Die Ergebnisse der (technisch unabha¨ngigen) Harvesting-
Aktivita¨ten liegen in einem fest definierten Festplattenbe-
reich, wo die abgerufenen Metadaten zu jeder Quelle se-
parat abgelegt werden. Vor der Speicherung haben bereits
kleinere Korrekturen wie die Bereinigung von Zeichensatz-
und XML-Fehlern stattgefunden. Bei ausreichenden Me-
tadaten (beno¨tigt wird ein Abstract ausreichender La¨nge)
schließt sich die automatische Klassifikation an, bei der die
einzelnen Sa¨tze mit DDC-Klassifikationscodes angereichert
werden [6,10]. Mit diesen Daten findet der aufwa¨ndigste
Schritt, das Pre-Processing, statt, wobei fu¨r jede Quelle eine
individuelle Behandlung mit einem dezidierten Skript vor-
genommen wird. Notwendig ist dies, weil erfahrungsgema¨ß
individuelle Eigenheiten jeder Quelle Anpassungen erfor-
dern. Natu¨rlich lassen sich bei Quellen mit identischen oder
a¨hnlichen Metadatenstrukturen Prozeduren ableiten und ef-
fizient nachnutzen. Da die Daten OAI-PMH-konform als
XML-Dateien vorliegen, lassen sich zur effizienten Weiter-
verarbeitung die zahlreich verfu¨gbaren XML-Tools verwen-
den. Hierbei werden insbesondere XSLT- und Perl-Skripte
eingesetzt.
Aufgrund der weiten Verbreitung des Dublin-Core-
Formats orientiert sich das interne Zielformat und damit
auch die interne Datenstruktur von BASE an diesem Mo-
dell. Beim Pre-Processing werden neben den fu¨nfzehn Ori-
ginalfeldern, die in ein einheitliches Format gebracht wer-
den, auch eine Reihe von normalisierten und erga¨nzten In-
formationen indexiert und gespeichert. Zusa¨tzlich in nor-
malisierter Form indexiert werden – soweit mo¨glich – die
Informationen zu Sprache, Dokumentart und Publikations-
jahr einer Vero¨ffentlichung sowie die Angaben zu Lizenz-
informationen und dem damit verbundenen Zugriffsstatus
(open/restricted access). Zur Realisierung kommen hierbei
intellektuell erstellte Tabellen zum Einsatz, u¨ber die die he-
terogenen Angaben aus den Originaldaten dem jeweiligen
Oberbegriff zuordnet werden. So werden z.B. die Begriffe
buchkapitel, book chapter, book section oder parte de libro,
die sich in den origina¨ren Metadaten im Feld type befinden,
der Dokumentart Teil eines Buches zugeordnet.
Daru¨ber hinaus werden die Metadaten der einzelnen Da-
tensa¨tze um Herkunftsinformationen (Quellenname, Konti-
nent, Land) erga¨nzt, mit deren Hilfe auch der BASE-interne
Identifier gebildet wird. Eine gesonderte Behandlung erfah-





contributor“, die in einem gemeinsamen
Personenfeld suchbar gemacht werden.
Abschließend kann der Indexierungsvorgang durch den
Lucene-Indexer basierend auf der Indexdefinition durch-
gefu¨hrt werden. Zur Zeit wird der Index trotz exponen-
tiell gewachsener Dokumentzahlen noch immer einmal
wo¨chentlich am Wochenende komplett neu aufbereitet und
dann zu Beginn der Woche durch einen Kopiervorgang akti-
viert.
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3.4 Frontend
Die Benutzeroberfla¨che wird mit VuFind realisiert und nutzt
die Query-Schnittstelle, um die vom Index gelieferten In-
formationen aufzubereiten und in der Trefferanzeige aus-
zugeben. Die Lucene-Query-Behandlung wird dabei einge-
setzt, um das sogenannte OA-Boosting und die multilin-
guale Suche zu unterstu¨tzen. Durch das (abschaltbare) OA-
Boosting werden Dokumente, die als Open Access gekenn-
zeichnet wurden, vor vergleichbaren Treffern gerankt, die
keinen Open-Access-Status besitzen. Die multilinguale Su-
che wird durch die Integration des Eurovoc-Thesaurus2 rea-
lisiert, u¨ber den ein Begriff in bis zu 27 (europa¨ischen) Spra-
chen gefunden werden kann. Hierbei wird im Hintergrund
eine Suche nach Synonymen durchgefu¨hrt.
Sowohl die ga¨ngigen Suchoperatoren (AND, OR, NOT,
Phrasensuche) als auch die Mo¨glichkeit, Platzhalter zu
verwenden (das Sternchen ersetzt beliebig viele Buch-
staben), werden unterstu¨tzt (siehe auch Tabelle 1). Die
Suchoberfla¨che bietet die aus Bibliothekskatalogen oder
Fachdatenbanken bekannte Mo¨glichkeit, gezielt z.B. nach
Titeln, Autoren oder Zeitra¨umen zu suchen. In der er-
weiterten Suchoberfla¨che kann der Suchbereich zudem
auf Dokumentarten, Nachnutzungsmo¨glichkeiten (Creative-
Commons-Lizenzen), Zugangsart (Open Access) und auf
Quellen aus bestimmten Kontinenten bzw. La¨ndern (z.B. nur
europa¨ische Quellen, nur Quellen aus Deutschland) einge-
grenzt werden.
Die Trefferliste bietet eine differenzierte Anzeige der
Metadaten des Treffers (Titel, Autor, Inhaltsbeschreibung,
Erscheinungsdatum). Sind keine Metadaten vorhanden,
wird stattdessen ein Auszug (Teaser) aus dem Inhalt des
Treffers ausgegeben. Darunter wird die URL des Doku-
ments und der Datenlieferant angezeigt. Von einem Tref-
fer ausgehend ist z.B. eine direkte Suche nach weiteren in
BASE indexierten Werken des Verfassers oder nach weite-
ren Dokumenten aus der Quelle (Datenlieferant) mo¨glich.
U¨ber den Link
”
In Google Scholar suchen“ kann eine Su-
che nach dem entsprechenden Titel in Google Scholar aus-
gefu¨hrt werden, u¨ber den dann weitere Informationen, Zi-
tationen und Versionen ermittelt werden ko¨nnen. Die Rei-
henfolge der Trefferausgabe erfolgt nach Relevanz – hierbei
spielen u.a. Position und Ha¨ufigkeit der verwendeten Such-
begriffe und der Open-Access-Status eine Rolle –, kann aber
auch nach verschiedenen Kriterien (Titel, Autor, Erschei-
nungsjahr) sortiert werden.
Es gibt verschiedene Mo¨glichkeiten, einzelne Treffer zu
exportieren und zu speichern, um die Metadaten z.B. in ein
Literaturverwaltungsprogramm zu u¨bernehmen. Auch die
Einrichtung eines RSS-Feeds zu einer Suche ist mo¨glich,
u¨ber den der Nutzer regelma¨ßig automatisch u¨ber neue Ti-
tel zu dieser Suche informiert wird. Der Nutzer kann zu-
2 http://eurovoc.europa.eu/
dem einen perso¨nlichen Account erstellen, um z.B. einzelne
Treffer als
”
Favorit“ abzuspeichern oder Suchanfragen zur
Suchhistorie hinzuzufu¨gen.
Die Trefferliste kann u¨ber Drilldowns eingeschra¨nkt
werden. Hierbei handelt es sich um Auswahlmenu¨s, mit de-
nen sich die Trefferliste auf Autoren, Schlagwo¨rter, DDC,
Erscheinungsjahr, Quelle, Sprache, Dokumentart, Zugang
und Nachnutzung einschra¨nken la¨sst. WelcheMo¨glichkeiten
der Suchverfeinerung angeboten werden, ist vom Sucher-
gebnis abha¨ngig. Sind zum Beispiel alle gefundenen Treffer




Alternativ zur Suche steht ein Browsing u¨ber verschie-
dene Bereiche (DDC, Dokumentart, Nachnutzung und Zu-
gangsart) zur Verfu¨gung.
4 BASE im Vergleich zu anderen wissenschaftlichen
Suchdiensten
4.1 U¨berblick: Wissenschaftliche Suchmaschinen
Neben BASE gibt es zahlreiche weitere Suchdienste, die ei-
ne gezielte Suche nach und in wissenschaftlichen Dokumen-
ten anbieten. Die englischsprachige Wikipedia fu¨hrt in ei-
ner Liste3 u¨ber 130 Dienste auf, wobei hier u.a. auch Ver-
lagsangebote, Fachdatenbanken und E-Journal-Portale zu
finden sind. 30 der aufgefu¨hrten Dienste sind interdiszi-
plina¨r, wobei von diesen wiederum ein gutes Dutzend frei
zuga¨nglich ist. Beispielhaft sollen hier Unterschiede und
Gemeinsamkeiten zwischen BASE und den wissenschaftli-
chen Suchlo¨sungen Google Scholar, Microsoft Academic,
OAIster sowie OpenAIRE aufgezeigt werden, die wie BASE
den wissenschaftlichen Suchraum weltweit abdecken.
4.2 Harvesting von XML-Metadaten via OAI-PMH
Wie BASE bezieht OAIster die Metadaten wissenschaft-
licher Repositorien u¨ber OAI-PMH. OAIster ging bereits
im Jahr 2002 an der University of Michigan online und
wurde 2009 von der Non-Profit-Organisation OCLC (Onli-
ne Computer Library Center) u¨bernommen. Der Index hat
nach eigenen Angaben4 derzeit einen Umfang von etwa
30 Mio. Dokumenten aus 1500 Quellen. Seit der U¨bernah-
me durch OCLC ist OAIster ein Bestandteil des WorldCat,
dem weltweit gro¨ßten Bibliothekskatalog mit u¨ber 2 Mil-
liarden Bestandsnachweisen. Das OAIster-Segment kann
separat durchsucht werden5, die Trefferanzeige ist jedoch
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vollsta¨ndig in denWorldCat integriert und somit auch in ers-
ter Linie auf bibliographische Angaben an physikalischen
Standorten optimiert. Eine Trefferanzeige kombiniert daher
den Online-Zugang mit dem Hinweis auf vorhandene, ge-
druckte Exemplare in Bibliotheken weltweit. Nach der Re-
cherche ist eine Einschra¨nkung auf Formate mo¨glich (dies
umfasst sowohl Zugangsarten als auch eine grobe Untertei-
lung nach Dokumenttypen, z.B.
”
Downloadbares Archivma-
terial“). Eine Sortierung der gesamten Treffermenge, z.B.
nach Erscheinungsjahren, ist dagegen nicht mo¨glich.
Auch OpenAIRE bezieht die Metadaten aus wissen-
schaftlichen Repositorien (sowohl Literatur als auch For-
schungsdaten) vorrangig u¨ber OAI-PMH. OpenAIRE ist
ein von der EU gefo¨rdertes Projekt mit dem Ziel, den
Zugang zu allen Open Access publizierten wissenschaft-
lichen Ergebnissen im europa¨ischen Forschungsraum zu
ermo¨glichen6. Es werden jedoch auch Repositorien außer-
halb Europas indexiert, sofern sie den von OpenAIRE de-
finierten Metadaten-Guidelines genu¨gen, d.h.
”
OpenAIRE-
kompatibel“ sind7. Material, welches nicht per Open Ac-
cess zur Verfu¨gung steht, wird nur akzeptiert, wenn es
in Zusammenhang mit EU-gefo¨rderter Finanzierung steht8.
OpenAIRE konzentriert sich also in wesentlich sta¨rkerem
Maße als die anderen hier genannten Suchmaschinen auf
Open-Access-Dokumente. U¨ber 90% der derzeit 17 Mio.
Dokumente aus knapp 800 Quellen sind per Open Access
zuga¨nglich9. OpenAIRE bietet zudem als Besonderheit die
Mo¨glichkeit an, Publikationen auf Forschungsfo¨rderer ein-
zuschra¨nken. Diese und weitere Facetten stehen unter der
Suchmaske und nach einer Suche in der Trefferliste zur
Verfu¨gung. Die Facettierung nach Dokumenttypen ist recht
feingliedrig und umfasst derzeit 28 Dokumenttypen. Eine
Sortierung der gesamten Treffermenge ist nicht mo¨glich.
In sta¨rkerem Maße als bei BASE kommen Textmining-
Verfahren (auf Basis von Volltexten) zur Metadatenanrei-
cherung zum Einsatz. Mit ihrer Hilfe werden Projektin-
formationen extrahiert, Dokumente klassifiziert, inhaltlich
a¨hnliche Dokumente, referenzierte Literatur und in Bezie-
hung stehende Forschungsdaten ermittelt. Metadatensa¨tze
von Dubletten werden in OpenAIRE zusammengefu¨hrt und
so bereinigt.
Die Universita¨tsbibliothek Bielefeld ist technischer Part-
ner im OpenAIRE-Projekt und bringt dort ihre im Rahmen
von BASE erworbenen Expertise im Bereich Metadaten-
Harvesting und -Aggregation ein. Sie koordiniert zudem
Aufgaben im Bereich der OpenAIRE-Guidelines und Ser-
vices fu¨r Nutzungsstatistiken.
6 https://www.openaire.eu/project-factsheets
7 OpenAIRE Guidelines https://guidelines.openaire.eu/




Google Scholar indexiert neben den Metadaten z.T. auch die
Volltexte (PDFs) wissenschaftlicher Dokumente. Da Google
Scholar keine bibliographisch strukturierten Datenforma-
te indexiert, sondern Webseiten und PDF-Dokumente, gibt
Google Scholar selbst Empfehlungen zur Art der Bereitstel-
lung der Metadaten und zur Gestaltung von Titelbla¨ttern und
Literaturverzeichnissen in PDF-Dokumenten, um eine kor-
rekte Indexierung von Titeln, Autorennamen und Zitationen
zu gewa¨hrleisten10. Diese Art der Indexierung fu¨hrte insbe-
sondere in den ersten Jahren zu Problemen [2,3], da viele
Webseiten oder PDFs nicht gema¨ß den Vorgaben von Goo-
gle Scholar gestaltet waren bzw. die entsprechenden Vor-
gaben erst im Laufe der Jahre von Google Scholar entwi-
ckelt wurden. Durch verfeinerte Indexierungsmethoden und
breiter gewordene Unterstu¨tzung der
”
Google Scholar Me-
tatags“ in Repository- und E-Journal-Software wie z.B. dem
Open Journal System (OJS) sind diese Probleme in den letz-
ten Jahren weitestgehend ausgera¨umt worden.
In Google Scholar werden unterschiedliche Versionen
eines Artikels an einer Stelle zusammengefasst. Dabei findet
eine Zusammenfu¨hrung von Dubletten und verschiedenen
Fassungen statt (Preprint, vollsta¨ndiger Artikel, Artikel als
Beitrag in einem Sammelband etc.). Als
”
Haupteintrag“ fun-
giert dabei i.d.R. das Dokument mit den meisten Zitationen.
Die zitierenden Dokumente ko¨nnen u¨ber einen Link ange-
zeigt werden (dies umfasst nur die Dokumente, die ebenfalls
in Google Scholar indexiert wurden). Von indexierten Arti-
keln wertet Google Scholar die Literaturverzeichnisse aus
und zeigt die Eintra¨ge ggf. als eigene Treffer in der Tref-
ferliste an, gekennzeichnet durch den Hinweis
”
Zitation“.
Bei diesen Eintra¨gen fehlt ein Link auf eine Eingangsseite
zum Dokument (Frontdoor) oder ein PDF. Diese Eintra¨ge
ko¨nnen von der Trefferanzeige ausgeschlossen werden, in-
dem die Option
”
Zitate einschließen“ abgewa¨hlt wird. Goo-
gle Scholar indexiert auch lizenzpflichtige Dokumente aus
Fachdatenbanken und zeigt an, ob das Dokument von der ei-
genen Bibliothek lizenziert wurde und somit fu¨r einen Nut-
zer dieser Bibliothek ggf. online erreichbar ist. Der Nutzer
kann hierzu in den Einstellungen unter
”
Bibliothekslinks“
die eigene Bibliothek auswa¨hlen. Google Scholar bietet nur
wenige Mo¨glichkeiten, das Suchergebnis einzugrenzen oder
zu sortieren. Lediglich eine Sortierung oder Eingrenzung
auf Erscheinungsjahre bzw. einen Erscheinungszeitraum ist
mo¨glich. Bei der Sortierung nach Erscheinungsjahren wer-
den nur die im letzten Jahr hinzugefu¨gten Artikel (sortiert
nach Datum) angezeigt.
Zum Umfang des Indexes und der Zahl der indexierten
Quellen macht Google keine Angaben. Scha¨tzungen belau-
fen sich auf mindestens 100 Mio. englischsprachige Artikel
10 Inclusion Guidelines for Webmasters: https://scholar.google.de/
intl/de/scholar/inclusion.html
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[4] und 160 Mio. Artikel insgesamt [7]. Auch wenn die von
Google Scholar selbst angegebenen Treffermengen zweifel-
haft erscheinen (siehe Tabelle 2), ergibt sich aus diesen und
weiteren Untersuchungen [1], dass Google Scholar die um-
fangreichste wissenschaftliche Suchmaschine ist.
Die zweite große Suchmaschine, die wissenschaftliche
Webseiten indexiert, ist Microsoft Academic. Nach eige-
nen Angaben umfasst sie 120 Mio. Nachweise11. Eine Be-
sonderheit von Microsoft Academic ist, dass bereits auf
der Startseite eine Auswahl an neuen Artikeln aus ver-
schiedenen Forschungsgebieten angezeigt wird. Die Start-
seite erweckt daher eher den Eindruck eines wissenschaft-
lichen Nachrichtenportals. Microsoft Academic bietet eini-
ge Mo¨glichkeiten an, das Suchergebnis nachtra¨glich einzu-
grenzen, die es in dieser Form nicht in anderen Suchdiens-
ten gibt. So kann der Nutzer z.B. einen Erscheinungszeit-
raum (
”
Date range“) auswa¨hlen. Auswa¨hlbar sind dabei –
anders als z.B. bei der freien Eingabe in Google Scholar –
nur die Erscheinungsjahre, die in der Trefferliste tatsa¨chlich
vorkommen. Zudem werden dem Nutzer u.a. die Top-5-
Autoren, Affiliationen, Forschungsgebiete und Zeitschrif-
tentitel zur jeweiligen Recherche angezeigt. Diese Facetten
ko¨nnen auf jeweils 20 Eintra¨ge erweitert werden. Microsoft
Academic verweist in der Trefferliste ggf. auch auf weite-
re Treffer aus der eigenen Suchmaschine
”
Bing“ und lie-
fert bei der Eingabe eines Begriffes z.T. einen Eintrag aus
der englischsprachigen Wikipedia. Auch in der Anzeige ei-
nes Treffers unterscheidet sich Microsoft Academic von an-
deren Suchdiensten. Nach Auswahl eines Treffer wird der
Nutzer nicht sofort zur Frontdoor oder zum PDF gefu¨hrt,
sondern zu einer
”
Detailanzeige“, die weitere Informationen
zum Dokument entha¨lt. Hier sind z.B. das Abstract,
”
Lin-
ked References“ (Eintra¨ge aus dem Literaturverzeichnis des
Artikels) und
”
Top Citations“ zu finden. Die bibliographi-
schen Angaben zur Publikationen werden angezeigt, ggf.
auch weitere Informationen zum Autor, und es werden die
Quellen aufgelistet, u¨ber die das Dokument abgerufen wer-
den kann. Selbst durchgefu¨hrte Stichproben zeigten jedoch,
dass – anders als in Google Scholar – die Volltexte von PDF-
Dokumenten nicht oder nicht immer indexiert werden.
11 http://academic.research.microsoft.com/
12 Das Sternchen kann als Trunkierungszeichen innerhalb oder am
Ende eines Suchbegriffs gesetzt werden und ersetzt beliebig viele Zei-
chen
13 Google Scholar zeigt als Standard die
”
am besten“ zum Sucher-
gebnis passenden Ergebnisse an – dabei mu¨ssen nicht alle gesuchten
Begriffe im Dokument selbst vorkommen
14 Außer der Freitextsuche bietet Microsoft Academic keine Such-
felder an. Das Suchergebnis kann aber nach verschiedenen Kriterien
eingeschra¨nkt werden
15 # ersetzt exakt ein Zeichen innerhalb eines Suchbegriffs, ? mehre-
re, * ersetzt beliebig viele Zeichen am Ende eines Suchbgegriffs
16 Microsoft Academic erlaubt keine Phrasensuche und keine Ein-
schra¨nkung auf Titel. OpenAIRE erlaubt keine Phrasensuche.
Tabelle 1 Vergleich der Indexgro¨ße und Suchmo¨glichkeiten (Stand:
30.11.2016)
Suchdienst Indexgro¨ße Operatoren Suchfelder



























120 Mio. AND -14




























BASE 35.057 8.763 851
Google Scholar 592.000 91.400 2130
Microsoft Academic 3.888 – -
OAIster 4169 1.023 189
OpenAIRE 2377 – 315
5 Nutzung und Nachnutzung
5.1 Nutzung der Website
BASE verzichtet auf den Einsatz von Technologien, die
die Privatspha¨re der Nutzer beeintra¨chtigen ko¨nnten. Dar-
um setzt BASE keine Tracker ein, sondern analysiert nur die
anonymisierten Server-Logfiles17.
17 Zum Anonymisieren von Logfiles nach EU-Recht kommt selbst
geschriebene Software zum Einsatz, die frei nachgenutzt werden darf:
https://github.com/pietsch/loganalyse
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Tabelle 3 Nutzung der BASE-Website (Stand: 30.11.2016, ohne Bots)
Jahr Besuche Suchen Seiten Zugriffe
2014 865.690 4.379.515 8.868.915 22.834.482
2015 1.012.204 3.953.382 7.875.816 25.403.458
2016/1–11 1.270.678 3.706.948 7.155.036 27.206.030

























Das Webinterface von BASE erfa¨hrt in den letzten Jah-
ren eine ungefa¨hr linear steigende Nutzung, wie Tabelle 3
belegt. Die Zahl der Suchvorga¨nge innerhalb von BASE
blieb in etwa konstant. Wenn Nutzer u¨ber eine allgemeine
Suchmaschine zu BASE fanden, war dies in 85% der Fa¨lle
Google. A¨hnlich viele Besucher wie von Google kommen
vom KVK18 zu BASE.
Die sta¨rkste Nutzung erfa¨hrt BASE aus Deutschland,
Frankreich und den USA. Diese drei La¨nder stellen auch
die meisten Dokumente und andere erfasste Objekte bereit.
Auf den weiteren Pla¨tzen gibt es aber starke Unterschie-
de zwischen Nutzung und Bereitstellung von Dokumenten.
Aus welchen zehn La¨ndern im Jahr 2015 die meisten Zu-
griffe auf die Web-Oberfla¨che von BASE kamen, zeigt Ta-
belle 4. Welche zehn La¨nder derzeit die meisten Dokumente
zu BASE beisteuerten, zeigt Tabelle 5.
18 Karlsruher Virtueller Katalog 〈https://kvk.bibliothek.kit.edu/〉, ei-
ne Metasuchmaschine fu¨r Bu¨cher und digitale Medien.
5.2 Nachnutzung durch andere Diensteanbieter
Die Nachnutzung von BASE-Suchergebnissen und aggre-
gierten Daten ist in den letzten Jahren erheblich ge-
stiegen. Suchergebnisse stellt BASE u¨ber die sogenann-
te HTTP-API bereit. Fu¨r die Verteilung von aufbereiteten
bibliographischen Metadaten in zwei Metadatenformaten
(oai dc und base dc) steht eine OAI-PMH-Schnittstelle zur
Verfu¨gung. Aufgrund der hohen Datenmenge (z.Z. 30 GB
gzip-komprimiertes XML) stellt BASE diese Daten außer-
dem als Komplettabzu¨ge (Dumps) zur Verfu¨gung, die an-
schließend u¨ber die OAI-PMH-Schnittstelle inkrementell
aktualisiert werden ko¨nnen.
Die Suchschnittstelle von BASE wird auf Anfrage frei-
geschaltet. Fu¨r nichtkommerzielle Diensteanbieter ist die
Nutzung dieser API kostenlos. Im Oktober 2016 waren 101
Nutzer registriert. Neben vielen europa¨ischen und amerika-
nischen Hochschulbibliotheken und Forschungseinrichtun-
gen geho¨ren dazu beispielsweise die Chinesische Akademie
der Wissenschaften, Ex Libris, ResearchGate sowie Open-
Access-Projekte wie OpenAIRE und Contentmine.
Ausgewa¨hlte Kooperationspartner ko¨nnen außerdem die
OAI-Schnittstelle von BASE nutzen. Im Oktober 2015 hat-
ten 40 externe Nutzer die no¨tigen Zugriffsrechte, darunter
AuthorClaim, dissem.in, die Deutsche Nationalbibliothek,
Europeana Cloud, SHARE (share.osf.io) und mehrere Bi-
bliotheksverbu¨nde.
Mehrere deutsche Fachportale nutzen BASE fu¨r ih-
re Metasuche, z.B. Fachportal Pa¨dagogik, Germanistik im
Netz, ilissAfrica, Livivo (ZB MED), Virtuelle Fachbiblio-
thek Biologie (vifabio) und ViFa medien buehne film. Man-
che treffen dabei eine Vorauswahl bestimmter Repositori-
en unter fachlichen Gesichtspunkten. Weil BASE nicht nur
klassische Hochschulschriftenserver, sondern auch Plattfor-
men mit Digitalisaten von Fotos, Karten und anderen Quel-
lenmaterialien indexiert, bietet BASE auf diese Weise auch
Zugang zu Forschungsdaten.
Seit Dezember 2015 bindet der EBSCO Discovery Ser-
vice (EDS) die von BASE gesammelten und aufbereiteten
Daten in seinen Dienst ein. Auch der von der Universita¨tsbi-
bliothek Leipzig betriebene nichtkommerzielle Artikelindex
finc nutzt BASE-Daten.
Die nichtkommerzielle deutsche Suchmaschine Meta-
Ger19 war eine der ersten Nutzerinnen der BASE-API. Im
Jahr 2016 kamen die Metasuchmaschinen eTools.ch und
Searx20 hinzu.
Eine besondere Rolle spielt BASE als Datenlieferant
neuartiger Open-Access-Dienste: Open Access Button, dis-
semin und ImpactStory bieten Dienste an, die ohne BASE
nicht mo¨glich wa¨ren. Dazu geho¨ren die ersten beiden al-
ternativen DOI-Resolver DOAI.io und oaDOI.org, die beim
19 MetaGer: https://metager.de
20 Searx: https://github.com/asciimoo/searx
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Auflo¨sen eines Digital Object Identifiers (DOI) bevorzugt
auf frei zuga¨ngliche Versionen eines Dokuments verweisen.
6 Ausblick und Weiterentwicklungen
Nach u¨ber 12 Jahren Laufzeit umfasst der BASE-Index in-
zwischen einen Bestand von rund 100Mio. Dokumenten aus
knapp 5.000 Quellen. Ebenso stetig ist in den letzten Jah-
ren die Anzahl an Kooperationen, Komponenten und Ak-
tivita¨ten im BASE-Umfeld gewachsen21. Der unter Punkt
3 aufgezeigte Vergleich mit anderen Suchlo¨sungen zeigt
jedoch auch, dass Dienste wie Google Scholar, Microsoft
Academic oder OpenAIRE interessante und nu¨tzliche Funk-
tionen anbieten, die in BASE bisher erst teilweise umgesetzt
werden konnten oder noch fehlen. BASE konzentriert sich
bei eigenen Weiterentwicklungen auf pragmatische Lo¨sun-
gen, die im Projektumfeld realisiert werden ko¨nnen. Ein
Beispiel dafu¨r ist der Link
”
In Google Scholar suchen“. Sol-
che Links sind im Prinzip auch fu¨r andere Suchdienste denk-
bar.
Daru¨ber hinaus ist in BASE selbst der Ausbau eigener
Dienste und Funktionen geplant, z.B. die Einbindung eines
”
Claiming“-Dienstes fu¨r ORCID-iDs sowie die Indexierung
alternativer Metadatenformate.
Mittlerweile als Standard etabliert, bietet ORCID (Open
Researcher and Contributor ID) die Mo¨glichkeit, Autoren
mithilfe einer numerischen Kennung eindeutig zu identifi-
zieren. Im Rahmen des DFG-gefo¨rderten Projektvorhabens
”
ORCID DE – Fo¨rderung der Open Researcher and Contri-
butor ID in Deutschland“22 sollen Publikationen in Zukunft
auch u¨ber BASE ORCID-iDs zugeordnet werden ko¨nnen
(
”
Claiming“). Wa¨hrend es im ersten Schritt vor allem dar-
um gehen wird, das ORCID-Profil um in BASE geclaimte
Publikations- und Forschungsdatennachweise zu erga¨nzen,
sollen spa¨ter auch die OAI-Metadaten in BASE um die
ORCID-Kennung angereichert werden, um eine Nachnut-
zung zu ermo¨glichen und damit auch eine redundante Zu-
ordnung zu vermeiden. Dieses Vorgehen erfordert eine An-
passung und Erweiterung des bisherigen Indexprofils.
Eine Erweiterung der Indexstruktur ist nicht nur durch
die Zunahme der Autoreninformationen naheliegend, son-
dern auch durch den allgemein zunehmenden Umfang der
geharvesteten Metadaten, die inzwischen auch in Beziehung
stehende Informationen wie Affiliationen oder Verweise auf
verwandte Dokumente enthalten ko¨nnen. Diese in Dublin
Core ha¨ufig nicht, oder – formatbedingt – nur unstruktu-
riert ausgelieferten Informationen sind in Datenformaten
wie z.B. MARC oder MODS feingranularer dargestellt, was
21 Einen aktuellen U¨berblick liefert
”
BASE – a Next Genera-
tion Multi-Level Repository-based Service Provider“ https://www.
base-search.net/about/download/base poster.pdf
22 https://dini.de/projekte/orcid-de/
eine Betrachtung dieser alternativen Formate in den Fokus
ru¨cken la¨sst. Problematisch, da arbeitsintensiv, erscheint an
dieser Stelle die Zahl der relevanten Formate und ihre un-
terschiedliche Verbreitung. In geringerem Umfang als bei
Dublin Core gibt es auch hier unterschiedliche Formatinter-
pretationen.
Vorbereitet sind zudem die Integration der Crossref-
Metadaten, die auch Open-Access-Publikationen enthalten,
und die Bereitstellung von Profilanalysen von Repository-
Servern und ihren globalen Netzwerkstrukturen (als
Registry-Service).
Geplant ist der Einsatz von Big-Data-Technologien, um
in den Bereichen Dublettenerkennung und Linked-Data-
Aggregation die Grundlage fu¨r weitere Service-Angebote zu
schaffen.
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