• Real time monitoring of cloud resources is crucial for system management.
Introduction
An increasing number of applications deployed over the cloud operates on big data that we consider a collection of data sets so large and complex that it becomes difficult to gather, store, analyze and visualize through traditional approaches [19, 23] . To effectively manage large-scale data centers and cloud systems, operators must understand the behavior of systems and applications behavior producing big data. This requires continuous realtime monitoring integrated with on-line analyses that can be related to performance, prediction, anomaly detection and SLA satisfaction. In similar contexts, the monitoring system presents all data produced. By adapting sampling intervals to continuously changing data characteristics, it reduces computational and communication costs without a penalization on the reliability of monitored data. The main idea that drives the algorithm adaptivity is simple. When the system behavior is relatively stable, our solution settles for large sampling intervals so that the quantity of data that is gathered and sent for further analysis is reduced. When significant differences between samples occur, the sampling interval is reduced so to capture relevant changes in system performance. The proposed solution automatically chooses the best settings for monitoring parameters, and it updates such settings so to adapt to data characteristics. Moreover, monitoring settings are adapted to the preference of the administrator.
The proposed algorithm gives system administrators the possibility of choosing the best trade-off between reducing computational and communication overhead and preserving the reliability of monitored data. However, this reduction comes at the cost of penalizing the reliability of monitored data because discarding samples keeps the monitoring overhead low but limits the possibility of capturing load changes promptly. Moreover, monitoring solutions should adapt to the frequent changes in the statistical characteristics of monitored datasets. An effective monitoring solution has to support dynamic data acquisition from heterogeneous sources, and to be adaptive to data characteristics and operational needs [27] .
This work extends our preliminary findings published in [22] in three directions. We formulate the problem of real-time monitoring in the big data field, where requirements of scalability and reliability are mandatory. We improve the definitions of the proposed adaptive monitoring solution and of its parameters, with detailed descriptions of the algorithm phases. We add an extensive evaluation of the algorithm performance and a comprehensive comparison with respect to state-of-the-art solutions. Experiments show that the proposed adaptive algorithm is able to improve the ability of capturing relevant load changes in up to 55% more than static solutions; in our experiments, the misdetection of load spikes has been also very low (less than 5%). Implementations of adaptive versions for existing solutions do not achieve the performance of our proposal, that benefits an effective tuning of monitoring parameters according to data characteristics and administrator preferences. These results represent a major improvement with respect to the state-of-the-art techniques which either are reliable and resource intensive or tend to be highly scalable by worsening the reliability of sampled data [12, 19, 13, 32] .
The remainder of this paper is organized as follows. Section 2 defines the problem of real-time monitoring for big data on clouds. Section 3 presents the proposed adaptive monitoring algorithm. Section 4 introduces the experimental testbed used for the evaluations. Section 5 analyzes experimental results achieved on real scenarios involving big data applications. Section 6 compares our proposal against the state-of-the-art monitoring solutions. Section 7 concludes the paper with some final remarks.
Problem definition
In large data centers hosting big data applications the only way to build a scalable monitoring infrastructure is to reduce the amount of monitoring data without sacrificing its statistical properties that are at the basis of any post-gathering analysis. Any monitoring algorithm can be characterized according to this tradeoff. To this purpose, we introduce two parameters.
The first parameter G (Gain) is defined as one minus the ratio between the number of samples collected by the considered monitoring algorithm and the number of samples collected by the baseline monitoring algorithm that samples data at the highest possible frequency t 0 (e.g., 1 s 
The second parameter, Q (Quality) quantifies the ability of an algorithm to accurately represent load changes in system resources (e.g., load spikes). A comprehensive metrics for estimating Q must take into account two factors: the error introduced by monitors using sampling intervals larger than t 0 (that is, the distance between the original monitored dataset and the reduced one) and the ability to evidence load spikes in the monitored dataset. For this reason, we define Q as a combination of the NRMSE (Normalized Root Mean Square Error) [10] , and the Fmeasure as the weighted average of precision and recall in spike detection [30] :
where 
As detailed in [7] , recall is the fraction of spike detections that are successfully identified, while precision is the fraction of relevant detections over the total number of spike detections. In this paper, we consider as a ''false positive'' (FP) a load spike detected by the monitoring algorithm when the original time series does not exhibit one. This can happen because a generic monitoring algorithm modifies the original time series and can accidentally introduce load spikes in the representation of system load. It can happen that precision is lower than 1. By combining the two metrics, Fmeasure gives a global estimation of the detection quality. An Fmeasure value close to 1 denotes a good detection quality, while it is lower for algorithms with worse capability in capturing load changes. The trade-off of a monitoring algorithm can be expressed as a weighted mean of G and Q through the E parameter (Evaluation):
where w ∈ (0, 1) is a tuning constant chosen by the administrator.
As the amount of saved data impacts on the quality of the representation, we must allow the system administrator to decide how to regulate the trade-off between overhead reduction and information reliability. Values of w > 0.5 put more emphasis on G than on Q ; the opposite is true for w < 0.5; while w = 0.5 gives equal importance to both parameters.
Existing monitoring methods (e.g., [12, 15] ) collect data at fixed sampling intervals and forward new information to analysis modules only if it differs from the previous collected one by some static numeric threshold. Although this approach can achieve high values of G by reducing the amount of gathered and transmitted data, it may lead to highly inaccurate results and very low Q values due to the missing of most of spikes in data. As an example, Fig. 1 reports two scenarios. Fig. 1 offers a detailed representation of the system behavior where samples are gathered at the lowest possible sampling interval (t 0 = 1 s in the reported example): here, we have maximum quality combined with very high overhead (i.e., low G and high Q values). The bottom figure denotes a system representation where overhead savings are preferred with respect to information quality: here, using a high sampling interval reduces the amount of collected data but at the same time it loses evidence of the majority of load spikes (i.e., high G and low Q values).
Even though there is no single best value of E for any context, the example points out the need of a solution that is flexible enough to adapt its monitoring parameters to data characteristics, so to preserve the most useful information of the real system traces but also to reduce the amount of collected data. Moreover, it is mandatory for the monitoring solution to adapt the best choice of its parameters in an autonomic way. The reason is that in cloud environments monitored data flows are heterogeneous, typically highly variable, and the volume is typically huge. These issues make it impossible to anticipate the best monitoring parameters settings for each scenario, and make it impracticable to rely on human intervention. Hence, any static choice of the threshold values and/or sampling intervals risks to be a significant source of errors. In order to guarantee the best trade-off between mitigation of monitoring overhead and information quality, we propose a scalable and reliable real-time monitoring algorithm that adapts its parameter settings to the characteristics of monitored data and to administrator preferences.
Adaptive monitoring
The real-time adaptive monitoring algorithm proposed in this paper consists of two phases: a training phase for the evaluation of the best parameters setting for monitoring and an adaptive monitoring phase that is the core algorithm of the proposed monitoring solution. In Section 3.1, we define the parameters that are used by the two phases of the algorithm, which are described in Sections 3.2 and 3.3.
Parameters definition
The real-time adaptive algorithm analyzes monitored data and distinguishes periods of relative stability from periods of high variability. The idea is to reduce the quantity of monitored data when a resource is relatively stable, and to increase it during periods of high variability. In this way, we limit the computational and communication overhead, and at the same time we guarantee that important system changes are not missed. This algorithm operates by dynamically setting two key variables: sampling interval t, and variability ∆. The sampling interval t determines the time interval that elapses from the collection of two consecutive samples. The lower the sampling interval, the higher the number of data to gather and to transmit. We dynamically evaluate the minimum sampling interval t m as the lowest value that the sampling interval t can assume, and the maximum sampling interval t M as the highest value of t. Clearly, t M ≥ t m . The variability ∆ represents the deviation among consecutive samples and it is used to discriminate stable from variable states. When ∆ is low, the monitored resource is considered to be in a stable state; when ∆ is high, the resource is considered as highly variable. We evaluate two parameters related to ∆.
1. The peak variability ∆ p is the threshold above which a deviation among consecutive samples determines a spike identification that is, there is a spike when ∆ ≥ ∆ p . 2. The tolerable variability ∆ q is defined as the deviation that must occur between consecutive samples for the monitored time series to be considered highly variable, even more than in presence of a load spike (∆ q ≥ ∆ p ). When the variability of the monitored data becomes too high, the sampling interval must be reset to its minimum value t m in order to be able to capture the statistical properties of the time series.
Setting the t and ∆ variables and related thresholds determines the dynamic behavior of the monitoring algorithm, that aims to find out the best settings for t * m , t * M , ∆ * p , ∆ * q in order to solve in the most convenient way the trade-off between monitoring scalability and data reliability.
Training phase
The adaptive monitoring algorithm consists of an initial training phase that chooses adaptively the parameters t * m , t * M , ∆ * p , ∆ * q that are related to the minimum and maximum sampling intervals and to the variability thresholds. The training phase evaluates the best values in the ranges by choosing those that maximize E in Eq.
(4) over a subset of λ data samples used for training. This search has a combinatorial complexity because, in the basic form, it has to train all combinations of parameters over the number of data used for training. This does not represent a real problem because training is done occasionally. However, in Section 5 we show how to choose λ and parameters ranges so to reduce computational costs. Moreover, we can further reduce training computational cost by adopting a binary search [16] that is able to pass to a logarithmic complexity of the search.
The Algorithm 1 reports the pseudo-code of naive training and the ranges of parameters used for training. Over a subsets of λ training samples, it evaluates gain, quality, and E for all combinations of tested parameters. In the initialization phase, the optimal value of E (E * ), is set to 0 (line 1), the minimum sampling interval t m is set to the lowest possible value t 0 and X tmp contains the time series monitored at an interval of t 0 . The following for loop (lines [4] [5] [6] [7] [8] [9] [10] [11] [12] iterates over the spectrum of values for the monitoring interval t and the variations ∆. It invokes the data monitoring algorithm (line 6), storing the resulting data series in the X variable. It computes the quality parameter Q (line 7), the gain parameter G (line 8) and evaluates the tradeoff E (line 9). Finally, it updates the maximum value of E (line 11) and the corresponding parameters (line 12). We use this setting for the core phase of the monitoring algorithm. 
Algorithm 1
Algorithm 2 computes the value of the Q parameter. In the initialization phase, the initial point of the data series is determined (line 1), the true and false positive counts are set to 0 (line 2), the NRMSE value is set to 0 (line 3) and the distance meanoutliers in the original time series X tmp is computed (line 4). Then, a loop through all the points of the time series is executed (line [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] to compute the quality parameter Q . Lines 6-11 extract the time series value x 0 and the time i, while line 12 updates the sum of square errors necessary to compute NRMSE. The true and false positive counts are updated in line 13. Line 16, 18 and 20 compute NRMSE, Precision and Recall, respectively. Line 22 computes the Fmeasure and, finally, line 23 computes the Q parameter.
Adaptive monitoring phase
Algorithm 3 reports the pseudo-code of the adaptive monitoring phase. In the initialization phase (lines 1-6), the monitoring interval t is initially set to the minimum value t * m (line 1) and the variability ∆ is set to zero (line 2). The ϵ inc variable, set to an initial value of ϵ = 10 in line 3, is used to trigger the sampling with the lowest time interval possible (t 0 ) of the time series X used to retrain the parameters {t m , t M , ∆ p , ∆ q }. After ϵ · λ samples, X will be sampled. The variable k counts the length of the time series X used to retrain the parameters. When k > λ, sampling of X is complete retraining can start. Initially, k is set to 0 (line 4). Finally, the previous and the current time interval are initialized in line 5 and 6, respectively. The monitoring algorithm operates in an endless loop (lines 7-38). In line 8, the deviation ∆ is updated with the difference of the current and previous sample value. If no appreciable variability is detected (|∆| ≤ ∆ * p in line 8, jumping to line 19), the current sample is not stored and the sampling interval can be further increased, while avoiding that it exceeds the maximum possible value t * M chosen for the sampling interval (line 20). This upper bound over the sampling interval is necessary to avoid missing of isolated spikes on time series that present long periods of stability. In this context, sampling intervals would tend to become higher and higher, and isolated spikes would be easily missed by the algorithm if no maximum sampling interval t M is set.
On the other hand, if the deviation is greater than the peak variability (|∆| > ∆ * p in line 10, jumping to line 11) a spike (or, even worse, a highly variable series) has been detected. In this case, the monitored time series is augmented with the current sample (line 11), since spikes must be included in the load representation. If the deviation is higher than the maximum tolerable variability (line 13), then the sampling interval must be reduced to the lowest possible value t * m chosen by the administrator (line 14); otherwise (line 15), the interval is reduced accordingly. In the end (line 18), the deviation is set back to 0 since the new sample has been incorporated in the monitored time series. Lines 22-23 update the previous and next time interval.
In highly variable contexts, the best settings of the parameters 
Experimental testbed and training

Testbed
As experimental testbed, we refer to a typical monitoring architecture (e.g., [19, 23, 31, 18, 3, 2] ) consisting of multiple logical layers as in Fig. 2 : at the lowest layer, a set of resources on the monitored nodes are scanned from some probes attached to a collection agent (collection phase); then, the sampled metrics are sent to the higher layer called collector nodes (sending phase). The algorithm proposed in this paper can be applied at both phases. In the collection phase, the system metrics are gathered on the basis Algorithm 3 Adaptive monitoring phase 
of the proposed adaptive algorithm and then sent to the collector nodes: we adapt sampling intervals by choosing the best trade-off between data quality and computation/communication overheads. In the sending phase, the algorithm is applied to collected samples, hence it is possible to adapt the parameters of the algorithm by comparing the recently sampled data with previously collected, analyzed and forwarded data.
In our experiments, we use the monitoring platform deployed on Amazon EC2 [1] and Emulab [29], as described in [2] . Details of the monitored nodes are the following: micro instance, 613 MB memory, up to 2 EC2 Compute Units (Dual-Core AMD Opteron(tm) Processor 2218 HE, cpu 2600 MHz, cache size 1024 kB), EBS storage, and dedicated network bandwidth of 100 Mbps per node. In the considered testbed, the monitored nodes execute different applications such as Apache2, MySQL, Java and PHP programs subject to TCP-W [28] and RUBiS [20] workload models. MapReduce jobs and MongoDB queries are used for data distribution and analysis. For each node, we monitor 25 different performance indicators (e.g., CPU, memory, network, and disk) at system level and an average of 20 different performance indicators at process level (for each running application). The amounts of metrics associated to different performance indicators are different: we monitor 20 K series related to the CPU, 26 K to the memory, 46 K to the network, 11 K to the disk, and 37 K to other metrics. Moreover, we have 12 specific statistics related to Apache users, MySQL and MongoDB queries, MapReduce jobs. The total data set consists of about 140 K monitored samples. A detailed description of the monitoring infrastructure and the metrics involved can be found in [21] . In the next section, we present the results obtained from experiments lasting for about 12 h and performed over more than 1000 nodes.
Parameter setting
The proposed algorithm requires a phase of training over λ samples for the estimation of the best parameters {t *
We evaluate some performance with the goal of identifying the best settings for training set size and training parameters and to limit training costs.
Training set size
The training set size λ has a strong impact on the computational cost of the algorithm. Hence, it is important to limit these costs while guaranteeing high quality of the monitoring algorithm.
Initial experiments showed that the optimal setting of λ is influenced by the emphasis given to gain and quality in the determination of E in Eq. (4). Our algorithm does not attempt to find the best trade-off scalability vs. reliability, but it leaves to the system administrator the possibility to express a preference for this trade-off by choosing how to set w in Eq. (4). We recall that the higher the w, the higher the interest on gain G (i.e., reducing overheads) than on quality Q , and vice versa.
According to the choice of w, we want to find the best training set size that maximizes the trade-off. To this purpose, we evaluate the performance of the proposed algorithm with respect to different weights. We apply the adaptive monitoring algorithm to the workload described in Section 4 by considering different sizes of data used for training, spanning from λ = 5 to λ = 200 samples. that is, w = 0.25, w = 0.5, and w = 0.75. Fig. 3(a) evidences that w = 0.25 gives the best quality results Q with respect to other w settings. On the other hand, Fig. 3(b) shows that the highest G results are obtained for w = 0.75, while lower w values lead to worse gain results. The reason is that, over short training sets, the values that differ by a small quantity could be easily identified as load spikes. This leads to the choice of short sampling intervals that are the cause of high quality and low gain results. Vice versa, larger training sizes lead to choose wider sampling intervals which determine a lower quality of data and a higher gain.
By combining these results, Fig. 3(c) shows that the choice of different training set sizes influences only slightly the algorithm performance. For each w setting, the E values place between 80% and 88% if we choose any λ between 10 and 200. This negligible dependence of the adaptive algorithm on the training set size is important because it evidences that the algorithm is robust enough to adapt its parameters in order to obtain high quality results despite the size of data sets used for training. These characteristics allow us to limit the training set size to few samples (e.g., λ = 10) thus reducing the costs during the training phase. Besides that, a simple rule can be extracted from these results for the choice for the best training set size with respect to the w setting. When w is low (i.e., w = 0.25), it is preferable to use low training set sizes (i.e., λ = 10). When w is high (i.e., w = 0.75), the training phase tends to prefer high λ sizes (i.e., λ = 200). When an administrator does not specify a preference between gain and quality (i.e., w = 0.5), any value between 50 and 150 is a good choice for the training set size. Where not otherwise specified, the experimental results are related to scenarios where G and Q values have the same importance that is, w = 0.5, and λ = 100.
Distribution of training parameters
Limiting the range of tested values for the parameters consecutive values in the ranges produces high quality results with limited computational costs. After this initial setting, we evaluate algorithm performance in order to reduce those ranges to subsets of values having high probability to maximize E. To this purpose, we compute the distribution of the parameters for sampling intervals and thresholds that maximizes the E value of each series. As shown in Fig. 4 A further reduction of training overhead can be obtained by adopting an adaptive binary search [16] of the best parameters inside the subsets of ranges. The basic binary search is made adaptive to series characteristics in order to find most peaks in the series. By comparing the binary search results to those obtained by the complete search, we obtain the same results in 93.08% cases, but the computational cost of the training phase is reduced to logarithmic. Similar results (±5%E) between the two searches are achieved in the 6.51% of cases, while only in the 0.40% of cases the differences between the results are higher than 5%. We can conclude that an adaptive binary search allows us to reduce the computational cost of the training phase while maintaining a precision level higher than 99.2% in more than 99.6% of cases with respect to the naive search.
Performance evaluation
In this section we report the most significant experimental results for evaluating the performance of the proposed adaptive monitoring algorithm. Evaluations are carried out with the goal of analyzing the performance of the algorithm with respect to different training parameters and types of series, and of comparing results against those of existing monitoring methods. In our testbed, the proposed algorithm achieves high robustness levels with respect to small changes in parameters settings. In 96.51% of cases, introducing a difference of 20% between tested parameter values leads only to a slight degradation (less than 15%) in the algorithm performance. Only in 3.47% of cases, the performance decrease is between 15% and 25% with less than 0.02% of cases where robustness is low.
Robustness to training parameters
Impact of series characteristics
Series belonging to different performance indicators present various statistical characteristics that may lead to different results of the adaptive monitoring algorithm. Hence, we evaluate the performance of the adaptive monitoring algorithm against different types of series, that is, CPU, memory, network, and disk related series. In Fig. 5 , we present some examples for each performance indicator. At the top, each figure shows the series sampled at the lowest sampling interval (i.e., t 0 = 1 s in this example), while the series at the bottom are sampled with our adaptive monitoring algorithm. Fig. 6 reports the average values of G, Q and E over all tested series for each performance indicator. The results show that values of Q tend to be high for any series type and characteristics. Q values are above 80% both for spiky series (such as CPU in Fig. 5(a) ), for series with high variability (such as network in Fig. 5(c) ), for series presenting a recurrent linear trend (such as memory in Fig. 5(b) ), and for stable series (such as disk in Fig. 5(d) ). The high quality results (i.e., ≥95%) when dealing with linear trends come from the ability of our solution to adapt its parameters to capture even very small shifts in series with low standard deviation. Adaptivity to series standard deviation allows also to achieve high Q values in series where variability is high, by capturing most of load spikes while saving samples during stable periods.
The amount of saved samples can be appreciated by looking at gain results in Fig. 6 . G is high in series presenting stable states, with its best values on disk related series characterized by long periods of stability. On the contrary, G is low (i.e., 54%) on series presenting recursive trends, since data always change and stable periods are rare and short. The combined effect of Q and G can be appreciated through the E bars in Fig. 6 , showing high performance results for all types of series. E values are always higher than 78%, thus showing that the proposed adaptive algorithm guarantees high performance for any time series related to systems or processes performance indicators.
Performance comparison
In this section, we compare the results of our adaptive monitoring algorithm to those obtained by the state-of-the-art real-time algorithms. As terms of comparison, we consider: (1) the static frequency sampling algorithm, (2) the delta encoding and static thresholds algorithm, and (3) a hybrid algorithm which uses our adaptive core and delta-encoding and static thresholds technique.
Static frequency sampling algorithm
While our solution adaptively sets the best parameters values, all state-of-the-art algorithms require the static setting of the sampling interval t and/or of the variability ∆. These static choices, in turn, influence the performance of the monitoring algorithms. The static frequency sampling algorithm depends upon the apriori choice of t. Table 1 reports the performance of the static frequency sampling algorithm obtained from experiments over all the 140 K series for different sampling intervals t. The gain value is equal to 100 − (100/t)% (e.g., 50% when t = 2, 80% when t = 5), thus making high t values preferable in order to improve scalability. Despite that, for t ≥ 5 the quality of the static frequency sampling algorithm becomes low, as well as its ability of capturing spikes. Fmeasure ranges from 53% when t = 5 to 33% when t = 20. Moreover, also the error increases when the sampling interval increases. It is interesting to observe that the static frequency sampling algorithm never achieves an E value above 76%. The most important result of these experiments is the difficulty in statically choosing a t value that can guarantee a good trade-off between gain and quality over all types of series. Moreover, this difficulty is enhanced by the dependency of results on different values of w in Eq. (4). Fig. 7 plots the E values obtained for different w settings and for increasing t values. It is evident that when the administrator sets high w values (i.e., >50%), wrong static choices of t may lead to very poor results, with E values even lower than 25%.
Delta-encoding and static threshold algorithm
Also for the algorithm based on delta-encoding and static thresholds, the sampling interval t is fixed, as well as the ∆ parameter. Hence, these values must be chosen a-priori. Table 2 reports the algorithm performance with respect to different settings of t and ∆. As expected, low t values bring to high quality results and low gains, while high sampling intervals cause low quality and high gains. Increasing the sampling interval t increases the E value, with the best performance when t = 10 and ∆ = 10. Despite that, with this setting Fmeasure is extremely low (i.e., ∼35%) thus meaning that most spikes in the series are missed.
These results demonstrate that different choices of the algorithm parameters strongly affect performance results. As we know, performance also depends on the emphasis given by system administrators to G and Q in Eq. (4). This evaluation shows that the choice of parameters cannot be independent of the setting of w and stresses the need and potential of adaptive algorithms over big data sizes and heterogeneous environments. Table 2 Delta encoding and static thresholds algorithm. 
Adaptive version of delta-encoding and static thresholds algorithm
Since fixed sampling intervals and variability levels influence the performance of the algorithm based on delta-encoding and static thresholds, we decide to improve its implementation and to make its parameter choice adaptive. To do this, we apply the two phases of our adaptive monitoring algorithm to the naive version of the delta-encoding and static thresholds algorithm.
A training phase over λ samples is used for the finding of the best parameter values for t and ∆, and the monitoring phase is performed to evaluate the algorithm performance. Table 3 reports the best results obtained by the adaptive version. Experimental results show that E values span from 76.54% when λ = 5 to 79, 37% when λ = 100. If we compare these results to those in Table 2 , we see that the performance of the adaptive version is always higher than that achievable through the static version of the algorithm. Moreover, Fmeasure never falls below 65%, thus improving the ability of the algorithm in capturing load spikes. The performance improvement is also clear when looking at the behavior of the adaptive and static versions of the deltaencoding and static thresholds algorithm with respect to different settings of w. By comparing Fig. 9 to Fig. 8 , we see that making the algorithm adaptive strongly increases E values and makes results stable. In particular, the average E value of the adaptive version is equal to 76.77%, 77.91% and 79.06% by using w = 0.25, 0.5 and 0.75, respectively. This is an improvement of 5.07%, 7.26% and 9.47% in performance with respect to the static version. Moreover, adaptivity makes sure that wrong static parameter settings cannot make the monitoring performance drop, with E values that never go below 75%. Stability of the results is due to the adaptivity of the algorithm that allows it to find the best parameter setting despite of the value of w.
Algorithms comparison
We finally compare the results obtained by the state-of-theart algorithms with the results obtained by the proposed adaptive monitoring algorithm. Since both the static frequency sampling algorithm and the delta-encoding and static threshold algorithm require the a-priori choice of their parameters, it becomes difficult to directly compare their results to those of our adaptive solution with respect to different parameter settings. A general comparison that we can provide is related to the best performance achieved by each algorithm, despite of the parameter setting that is used to achieve it. Table 4 summarizes the best results obtained by all the considered algorithms. For the sake of a fair comparison, the best results for all algorithms refer to a setting of w = 0.5. As we see from the table, the adaptive monitoring algorithm overcomes the performance of state-of-the-art algorithms, thanks to both low errors and high Fmeasure results. The ability of limiting errors and capturing most of spikes in series allows our algorithm to obtain higher E values with respect to any other state-of-the-art solution.
A direct comparison can be done between the performance of our solution to that of the adaptive version of the delta-encoding and static thresholds algorithm, since both methods implement our adaptive core algorithm. Fig. 10 compares the performance of the two adaptive solutions in terms of Fmeasure, NRMSE, and E metrics with respect to different λ sizes of the training set.
By looking at Fig. 10(a) , we see that the adaptive solution guarantees high performance in capturing significant load changes, with Fmeasure values always higher than 65%. Besides that, our adaptive solution maintains an improvement of 20% in Fmeasure results for all training set sizes. This result shows the importance of our solution to adapt its parameter setting to the variability in data. Thanks to this feature, our adaptive algorithm represents a significant improvement in monitoring reliability. Reliability is improved, also thanks to lower errors in sampling. Fig. 10(b) shows that errors of adaptive solutions never overcome 25%, while our solution reduces sampling errors with an improvement from 2% to 7% with respect to the adaptive version of an existing solution.
Finally, adaptivity ensures that E results are always greater than 74%, as we can see in Fig. 10(c) . When using training set sizes λ > 5, our adaptive monitoring algorithm has an average E value > 82%, with an increase of more than 4% with respect to the other adaptive solution. These results point out the benefits gained from adaptation of parameters to data characteristics, that allows our algorithm to capture relevant load changes in data and to achieve high performance results even on highly variable time series.
Resource consumption
We finally compare the algorithms in terms of resource consumption when collecting about 3 K metrics for each monitored node. A detailed analysis of the impact on cost of data collection and transmission can be found in [21] . Here, we refer to the CPU utilization. Fig. 11 shows a comparison of typical behaviors in terms of CPU consumption when running different monitoring algorithms. Fig. 11(a) reports the CPU consumption of the static frequency sampling algorithm and the delta-encoding and static threshold algorithm, both in case of setting low (e.g., t = 1) and high (e.g., t = 1) sampling intervals. The static sampling frequency algorithm has an average CPU consumption of 0.92% when using t = 1, and of 0.09% when using t = 10, while the algorithm based on delta encoding and static thresholds has an average CPU consumption of 1.21% when using t = 1, and of 0.13% when using t = 10. For the two static algorithms, these results show that CPU consumption depends on the choice of the sampling interval t. The CPU consumption is linear with respect to t, with different coefficients in the two static algorithms. The algorithm based on delta encoding and static thresholds has an overhead of 30% with respect to the CPU consumption values of the static sampling frequency algorithm.
When running our adaptive monitoring algorithm, experiments cause almost the same RAM consumption (9.4% ± 0.5%) of the collection agents and have a negligible impact on the disk, while the impact on network depends on the communication overhead of the algorithms. If considering CPU consumption, the typical behavior caused by our adaptive algorithm is reported in Fig. 11 . We can see three phases in the trend of the CPU consumption. In the first phase, λ training set values must be collected. During this phase, the CPU consumption shows a growing trend until the end of training set collection. Then, the adaptive monitoring algorithm selects the best parameters and this selection motivates the initial high spike of CPU utilization. After the selection, the algorithm consumption stabilizes around a fixed amount of CPU, that ranges between those of the static frequency sampling algorithms using t = t m and t = t M . These results show that the adaptivity of our solution does not impact significantly on resource consumptions because CPU costs are comparable to those of existing static solutions. 
Related work
Techniques for improving the scalability of data acquisition in big data monitoring can be distinguished between lossy and lossless. Lossless techniques that do not try to reduce the complexity of the monitored data cannot achieve a scalability level as high as methods which are customized to the nature of time series, but they can be applied to data independently [32] .
On the other hand, lossy techniques strive to reduce the data set without compromising its fidelity; they can be distinguished between offline and online schemes. Offline techniques need to obtain the whole series while the online techniques process resource samples on the fly. Other techniques, such as adaptive dimensionality [8] , differ from the proposed approach because they aim to reduce the dimensionality of series.
The field of offline lossy techniques is rich in proposals, such as Fast/Discrete Fourier [24] and Wavelet [9] Transform, Piecewise Aggregate Approximation [14] , Singular Value Decomposition [26] , Symbolization [17] and Histograms [5] . Some recent studies achieve probabilistic or deterministic error bounds on individual data samples [11] , but these algorithms work by assuming the knowledge of the entire time series [32] . Hence, they are unsuitable to real-time monitoring contexts considered in this paper. Other approaches based on linear segmentation (e.g., PLA [13] , sliding window [4] ) impose a wait time during the reconstruction of the series, because they use the first data point of a time series as the starting data sample of a segment and use the next data samples to evaluate the approximation error. The three main variants of this algorithm improve the quality for specific datasets, but they are not robust if we consider arbitrary datasets [13, 32] .
The state-of-the-art in the field of online lossy techniques can be distinguished between delta-encoding techniques based on static thresholds [12, 15] , and architecture-related aggregation techniques [6] . The latter methods are strongly coupled with the architectural layer and are inapplicable to a generic monitor infrastructure. Furthermore, they can be efficient for specific datasets, but they do not guarantee any robustness and quality level with respect to datasets originated by different distribution nor to different application scenarios as the proposed algorithms do. The delta-encoding techniques based on static thresholds are applicable to any monitor infrastructure, but the choice of a static sampling frequency does not allow to solve the trade-off between scalability and reliability that represents the main novelty of the proposed approach. In [8] Keogh et al. introduce a novel dimensionality reduction technique called Adaptive Piecewise Constant Approximation (APCA) that approximates a known time series by a set of constant value segments of varying lengths such that their individual reconstruction errors are minimal. This solution is unsuitable to our context because it operates on the whole time series, hence it cannot be used for real-time analyses involving millions of streams. In [12] , Kamoshida et al. implement a strategy for low cost data gathering: they collect resource performance indexes only when they differ significantly from previous values. However, their sampling interval is fixed and does not take into account that, in highly heterogeneous systems such as large data centers, sampling frequencies should be adapted to accomodate changes in the statistical characteristics of the monitored time series. In [15] , Keralapura et al. address the problem of monitoring aggregate frequency counts of events and raising alarms based on static and adaptive threshold. In particular, they characterize the overhead of monitoring as a function of threshold values and are able to find the optimal thresholds that guarantee minimal resource consumption by the monitoring infrastructure. Of course, this approach is limited to a particular class of performance indexes (frequency counts) and is not generalizable. In [6] , Boehm et al. discuss a hierarchical, tree-based overlay network of monitoring processes where the upper layer nodes analyze and reduce the monitoring samples received by the lower layer nodes. In this way, a trade-off between accuracy of the results and scalability of the monitoring process can be achieved. However, according to the authors themselves, the prototype currently does not scale to the volume of data requested by big data applications.
Conclusions
We propose a real-time adaptive algorithm for scalable and reliable big data monitoring that is able to adapt sampling intervals and update frequencies in order to minimize computational and communication costs, while guaranteeing high accuracy in capturing relevant changes in system behavior. These qualities are mandatory when the system has to support collection, storing and analysis operations of big datasets coming from large and heterogeneous resource monitors. An extensive set of experiments performed on real time series shows that the proposed adaptive algorithm reduces the overheads of monitoring without penalizing the quality of data with respect to the state-of-the-art algorithms. We should consider that in a world where the exponential growth of system components and data sizes is the norm, even the scalability goal cannot take any rest. Our current research is evaluating the limits of the proposed method and when it is necessary to introduce quite alternative approaches.
