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Abstract
A sign pattern matrix (or a sign pattern, or a pattern) is a matrix whose entries
are from the set {+,−, 0}. An n × n sign pattern matrix is a spectrally arbitrary
pattern (SAP) if for every monic real polynomial p(x) of degree n, there exists
a real matrix B whose entries agree in sign with A such that the characteristic
polynomial of B is p(x). An n× n sign pattern A is an inertially arbitrary pattern
(IAP) if (r, s, t) belongs to the inertia set of A for every nonnegative integer triple
(r, s, t) with r + s + t = n. Some elementary results on these two classes of sign
patterns are first exhibited. Tree sign patterns are then investigated, with a special
emphasis on 4× 4 tridiagonal sign patterns. Connections between the SAP (IAP)
classes and the classes of potentially nilpotent and potentially stable patterns are
explored. Some interesting open questions are also provided.
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11. INTRODUCTION AND PRELIMINARIES
The origins of sign pattern matrices are in the book [Sam47] by the Nobel
Economics Prize winner P. Samuelson, who pointed to the need to solve certain
problems in economics and other areas based only on the signs of the entries of
the matrices. The study of sign pattern matrices has become somewhat synony-
mous with qualitative matrix analysis. The dissertation of C. Eschenbach [Esc87],
directed by C.R. Johnson, studied sign pattern matrices that “require” or “allow”
certain properties and summarized the work on sign patterns up to that point. In
1995, Richard Brualdi and Bryan Shader produced a thorough treatment [BS95]
on sign pattern matrices from the sign-solvability vantage point. Since 1995 there
has been a considerable number of papers on sign patterns. For a current survey
with extensive bibliography, see Hall and Li [HL07]. We further note that because
of the interplay between sign pattern matrices and graph theory, the study of sign
patterns is regarded as a part of combinatorial matrix theory.
In qualitative and combinatorial matrix theory, we study properties of a matrix
based on combinatorial information, such as the signs of entries in the matrix. A
matrix whose entries are from the set {+,−, 0} is called a sign pattern matrix (or
sign pattern, pattern). We remark that in this thesis we mostly use {+,−, 0}
notation for sign patterns, whereas in the literature {1,−1, 0} notation is also
commonly used, such as in [BS95]. We denote the set of all n × n sign pattern
matrices by Qn. For a real matrix B, sgn(B) is the sign pattern matrix obtained by
replacing each positive (respectively, negative, zero) entry of B by + (respectively,
−, 0). For a sign pattern matrix A, the sign pattern class of A is defined by
Q(A) = {B : sgn(B) = A }.
A subpattern of a sign pattern A is a sign pattern matrix obtained from A by
2replacing a number (possibly none) of the + or − entries in A with 0. If Aˆ is a
subpattern of A, we also say that A is a superpattern of Aˆ.
The sign pattern In ∈ Qn is the diagonal pattern of order n with + diagonal
entries. A sign pattern matrix P is called a permutation pattern if exactly one
entry in each row and column is equal to +, and all other entries are 0. Two
sign pattern matrices A1 and A2 are said to be permutationally equivalent if there
are permutation patterns P1 and P2 such that A2 = P1A1P2; they are said to be
permutationally similar if there is a permutation pattern P such that A2 = P
TA1P .
A signature (sign) pattern is a diagonal sign pattern all of whose diagonal entries
are nonzero. Two sign pattern matrices A1 and A2 are said to be signature equiv-
alent if there are signature patterns S1 and S2 such that A2 = S1A1S2, and more
specifically signature similar if there is a signature pattern S such that A2 = SA1S.
A sign pattern A ∈ Qn is said to be sign nonsingular if every matrix B ∈ Q(A)
is nonsingular. It is well known that A is sign nonsingular if and only if det A = +
or det A = −, that is, in the standard expansion of det A into n! terms, there is at
least one nonzero term, and all the nonzero terms have the same sign. This means
that det B is positive (or negative) for all B ∈ Q(A). A is said to be sign singular
if every matrix B ∈ Q(A) is singular, or equivalently, if det A = 0.
A combinatorially symmetric sign pattern matrix is a square sign pattern A
where aij 6= 0 iff aji 6= 0. The graph G(A) of a combinatorially symmetric n × n
sign pattern matrix A = [aij] is the graph with vertex set {1, 2, 3, . . . , n} where
{i, j} is an edge iff aij 6= 0. A tree sign pattern (tsp) matrix is a combinatorially
symmetric sign pattern matrix whose graph is a tree (possibly with loops).
If A = [aij] is an n×n sign pattern matrix, then a (simple) cycle of length k (or
a k-cycle) in A is a formal product of the form γ = ai1i2ai2i3 . . . aiki1 , where each of
the elements is nonzero and the index set {i1, i2, . . . , ik} consists of distinct indices.
The sign (positive or negative) of a simple cycle in a sign pattern A is the actual
3product of the entries in the cycle, following the obvious rules that multiplication
is commutative and associative, and (+)(+) = +, (+)(−) = −.
A composite cycle γ in A is a product of simple cycles, say γ = γ1γ2 . . . γm,
where the index sets of the γi’s are mutually disjoint. If the length of γi is li, then
the length of γ is
∑m
i=1 li, and the signature of γ is (−)
∑m
i=1(li−1). A cycle γ is odd
(even) when the length of the simple or composite cycle γ is odd (even). We note
also that if A is an n× n sign pattern, then each nonzero term in det A is equal to
the product of the signature and sign of a cycle of length n.
The set of all eigenvalues (counting multiplicities) of a square matrix B is de-
noted by σ(B), and the inertia of matrix B is the ordered triple
i(B) = (i+(B), i−(B), i0(B)),
in which i+(B) , i−(B) and i0(B) are the numbers of elements of σ(B) with positive,
negative and zero real parts, respectively. The inertia set of a square sign pattern
A is the set of ordered triples i(A) = {i(B) : B ∈ Q(A) }. An n× n sign pattern
A is said to be an inertially arbitrary pattern (IAP) if (r, s, t) ∈ i(A) for every
nonnegative integer triple (r, s, t) with r + s+ t = n.
An n×n matrix B is stable if i(B) = (0, n, 0). An n×n pattern A is sign stable
if i(A) = {(0, n, 0) }, and potentially stable if (0, n, 0) ∈ i(A).
An n×n pattern A is a spectrally arbitrary pattern (SAP) if, for any given real
monic polynomial r(x) of degree n, there is a matrix B ∈ Q(A) with characteristic
polynomial r(x). That is, A is an SAP if there exists B ∈ Q(A) having any possible
spectrum of a real matrix, namely any set of n complex numbers with any nonreals
occuring as conjugate pairs. Clearly, if A is an SAP, then A is an IAP. We give
examples to show that the converse does not hold in Chapter 5.
Every SAP pattern A must allow nilpotence (that is to say, A is potentially
nilpotent). This follows by using r(x) = xn. Also, by using r(x) = (x + 1)n,
4we observe that every SAP pattern A is potentially stable. In fact, every IAP is
potentially stable, since in particular, (0, n, 0) ∈ i(A).
Of course, not every potentially nilpotent pattern is even an IAP pattern.[
0 +
0 0
]
is an example of a potentially nilpotent pattern that is not an IAP.[ − +
0 −
]
is an example of a potentially stable pattern that is not an IAP.
A sign pattern A is a minimal inertially arbitrary pattern (MIAP), if A is an
IAP, but is not an IAP if one or more nonzero entries is replaced by zero.
Analogously, A is a minimal spectrally arbitrary pattern (MSAP), if A is an
SAP, but is not an SAP if one or more nonzero entries is replaced by zero.
We make the following useful general observation. If we know that a property
holds for every zero/nonzero pattern of order n, then we know that the property
holds in particular, for every sign pattern of order n.
There has been considerable interest recently in spectrally arbitrary sign pat-
terns which were introduced in [DJO00]. In [BMOD04] it was established that any
spectrally arbitrary sign pattern of order n must have at least 2n − 1 nonzero en-
tries and conjectured that any spectrally arbitrary sign pattern of order nmust have
at least 2n nonzero entries. (This is known as the 2n-conjecture). In [BMOD04]
and also in [CV05] the 3 × 3 spectrally arbitrary sign patterns were classified and
demonstrated to have at least six nonzero entries.
Spectrally arbitrary tree sign patterns, especially those whose graph (exclud-
ing loops) is a path, are considered in [DJO00]. A method, based on the implicit
function theorem, for proving that a pattern (and all superpatterns) is an SAP
is developed there. A full class of spectrally arbitrary patterns is constructed in
5[MOT03] by using a Soules matrix. The implicit function theorem method is used
in [BMOD04] to show that some Hessenberg sign patterns are minimal SAPs, the
first such families for all orders to be presented. Other spectrally arbitrary sign
pattern classes are constructed in [CV05] also by using the implicit function theo-
rem method. All potentially stable star sign patterns are characterized in [GL01].
The inertias of matrices having a symmetric star sign pattern are characterized
in [SSG04]. Potentially nilpotent star sign patterns are considered in [Yeh96], in
which explicit characterization are given for patterns of orders two and three, and
a recursive characterization for patterns of general order n is proved.
62. SOME ELEMENTARY RESULTS
We begin with the following foundational result, the proof of which is clear.
Lemma 2.1. The class of all n× n SAP’s (IAP’s) is closed under negation, trans-
position, permutational similarity, and signature similarity.
Recall that for an n× n matrix B, the characteristic polynomial of B is
pB(x) = x
n − E1(B)xn−1 + E2(B)xn−2 − . . .+ (−1)nEn(B),
where Ek(B) is the sum of all the k × k principal minors of B. Note that Ek(B) is
also equal to the symmetric sum Sk(λ1, . . . , λn), the sum of all k-fold products of
distinct items from σ(A) = {λ1, λ2, . . . λn}. More precisely,
Sk(λ1, . . . , λn) =
∑
1≤i1<i2<···<ik≤n
λi1λi2 . . . λik .
Theorem 2.2. If A is an n × n SAP, then Q(A) allows a positive and a negative
principal minor of order k for all k = 1, 2, . . . , n.
Proof. Since A is an SAP, there exists B ∈ Q(A) such that pB(x) = xn + xn−k,
so that Ek(B) = 1 for k even, and Ek(B) = −1 for k odd. Similarly, since A is
an SAP, there exists C ∈ Q(A) such that pC(x) = xn − xn−k, so that Ek(C) = −1
for k even, and Ek(C) = 1 for k odd. Hence, some k × k principal minor of some
matrix in Q(A) is positive, and some k×k principal minor of some matrix in Q(A)
is negative. This proves the result.
The converse of Theorem 2.2 does not hold. For example, it is easy to check
that the pattern
A =
 − + ++ + +
+ + +

satisfies the minor conditions of Theorem 2.2, but A is not an IAP (see Chapter 5).
7Proposition 2.3. If A is an IAP of order n ≥ 2, then A has at least one positive
diagonal entry, and A has at least one negative diagonal entry.
Proof. Since A is an IAP, there is B1 ∈ Q(A) such that
i(B1) = (0, 1, n− 1).
The one eigenvalue with negative real part must be negative, and the sum of the
n − 1 eigenvalues with real part equal to zero is zero. So, tr(B1) =
∑
λi < 0.
Hence, we have at least one negative diagonal entry. Similarly, with the use of
i(B2) = (1, 0, n− 1), we see that A has at least one positive diagonal entry.
Proposition 2.4. If A is an n×n (n ≥ 2) IAP, then A is not SNS, and A has two
cycles of length n producing oppositely signed terms in det A.
Proof. Since A is an IAP, there is a B1 ∈ Q(A) such that
i(B1) = (n, 0, 0).
The non-real eigenvalues occur in conjugate pairs. Hence, the product of the n
eigenvalues with positive real part is positive. Thus, det (B1) > 0. Since A is an
IAP, we also have a B2 ∈ Q(A) such that
i(B2) = (n− 1, 1, 0).
The product of the n − 1 eigenvalues with positive real part is positive, while the
one eigenvalue with negative real part must be a negative real number. Hence, the
product of the n eigenvalues is negative, so that det (B2) < 0. Thus, the conclusions
follow.
Proposition 2.5. IfA is an IAP order 3, thenQ(A) allows a positive and a negative
principal minor of order k for all k = 1, 2, 3.
8Proof. We have seen that in general for an n×n IAP, the result is true for k = 1
and k = n (by the two preceding propositions). Suppose k = 2. Now,
E2(B) =
∑
1≤i<j≤3
λiλj .
Let B1 ∈ Q(A) such that i(B1) = (3, 0, 0). If all 3 eigenvalues are positive, then
E2(B1) > 0. If we have eigenvalues a + bi, a − bi, c > 0, (a > 0), then E2(B1) =
(a2+ b2)+ (ca+ cbi)+ (ca− cbi) = a2+ b2+2ca > 0. Since E2(B1) > 0, some 2× 2
principal minor of B1 is positive.
Similarly, we have B2 ∈ Q(A) such that i(B2) = (1, 1, 1). So, B2 has a positive
eigenvalue λ1, a negative eigenvalue λ2 and a zero eigenvalue. Hence, E2(B2) =
λ1λ2 < 0, and some 2 × 2 principal minor of B2 is negative.
Proposition 2.6. If A is an IAP order 4, then Q(A) allows a positive and a
negative principal minor of order k for all k = 1, 2, 3, 4.
Proof. From Proposition 2.3 and Proposition 2.4 , it is obvious that for k = 1 and
k = 4 the conclusion is true. For k = 2, using the inertia triple (4, 0, 0), we see that
all four eigenvalues are positive, or have the form a+ bi, a− bi, c,d (a, c, d > 0), or
a+ bi, a− bi, c+ di, c− di (a, c > 0).
For a+ bi, a− bi, c, d,
E2 = a
2 + b2 + ca+ cbi+ ca− cbi+ da+ bi+ da− bi+ cd > 0.
Also, for a+ bi, a− bi, c+ di, c− di,
E2 = a
2 + b2 + c2 + d2 + ac+ adi+ bci− bd+ ac− adi+ bci+
bd+ ac− bci+ adi+ bd+ ac− bci− adi− bd
= a2 + b2 + c2 + d2 + 4ac > 0.
We know that an IAP has a positive entry aii and a negative entry ajj. So, by
emphasizing these diagonal entries, we can get a minor det(B[i, j]) < 0 for some
B ∈ Q(A) (as well as E2(B) < 0).
9For k = 3, using inertia triple (3, 0, 1), we get E3 > 0, and using inertia triple
(0, 3, 1) we get E3 < 0. Thus, the conclusion follows.
A natural general question is then the following:
Question. If A is an IAP of order n, does Q(A) allow a positive and a negative
principal minor of order k for all k = 1, 2, 3, . . . , n?
From Propositions 2.3 and 2.4, this is certainly the case for k = 1 and k = n.
We now establish further general results to partially answer the above question.
Theorem 2.7 Let A be an IAP of order n ≥ 2. Then A allows a positive and a
negative principal minor of order 2.
Proof. By Proposition 2.3, A has a positive diagonal entry ajj and a negative
diagonal entry akk. By emphasizing these diagonal entries, we can get a matrix
B ∈ Q(A) with E2(B) < 0. Thus, B has a negative principal minor of order 2.
We now show that A also allows a positive principal minor of order 2.
Let B ∈ Q(A) with i(B) = (2, 0, n − 2). Write σ(B) = {λ1, λ2, . . . , λn}, where
λ1, λ2, . . . , λn−2 are pure imaginary (possibly 0), while λn−1 and λn have positive
real parts. Since the nonzero pure imaginary eigenvalues occur in conjugate pairs,
we have
n−2∑
k=1
λk = 0. (1)
Squaring both sides of the above equation (1) yields
(
n−2∑
k−1
λ2k
)
+ 2
( ∑
1≤i1<i2≤n−2
λi1λi2
)
= 0. (2)
Since each λk (1 ≤ k ≤ n− 2) is pure imaginary (possibly 0), we have
n−2∑
k−1
λ2k ≤ 0.
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It then follows from (2) that ∑
1≤i1<i2≤n−2
λi1λi2 ≥ 0. (3)
Consider the sum ∑
1≤i1<i2≤n
λi1λi2 . (4)
The part of (4) that involves only the eigenvalues λ1, . . . , λn−2 is nonnegative
by (3).
The part of (4) that involves exactly one of λn−1 and λn is(
n−2∑
k−1
λk
)
(λn−1 + λn) = 0 (5)
in view of (1).
The part of (4) involving both λn−1 and λn is
λn−1λn > 0, (6)
since λn−1 and λn are either two positive numbers or a conjugate pair with positive
real part.
Combining (3), (5) and (6), we see that
E2(B) = S2(λ1, λ2, . . . , λn) =
∑
1≤i1<i2≤n
λi1λi2 > 0.
It follows that B has a positive principal minor of order 2.
Theorem 2.8. Let A be an IAP of order n ≥ 3. Then A allows a positive and a
negative principal minor of order 3.
Proof. Let B ∈ Q(A) with i(B) = (3, 0, n − 3). Write σ(B) = {λ1, λ2, . . . , λn},
where λ1, λ2, . . . , λn−3 are pure imaginary (possibly 0), while λn−2, λn−1 and λn
have positive real parts. Since the nonzero pure imaginary eigenvalues occur in
conjugate pairs, we have
n−3∑
k=1
λk = 0. (7)
11
Squaring both sides of the above equation yields
(
n−3∑
k−1
λ2k
)
+ 2
( ∑
1≤i1<i2≤n−3
λi1λi2
)
= 0. (8)
Since each λk (1 ≤ k ≤ n− 3) is pure imaginary (possibly 0), we have
n−3∑
k−1
λ2k ≤ 0.
It then follows from (8) that ∑
1≤i1<i2≤n−3
λi1λi2 ≥ 0 (9)
Further, note that ∑
1≤i1<i2<i3≤n−3
λi1λi2λi3 = 0, (10)
since the terms come in pure imaginary conjugate pairs.
We now consider the sum ∑
1≤i1<i2<i3≤n
λi1λi2λi3 . (11)
The part of (11) involving only eigenvalues in {λ1, λ2, . . . , λn−3} is 0 by (10).
The part of (11) involving exactly one eigenvalue in {λn−2, λn−1, λn} is( ∑
1≤i1<i2≤n−3
λi1λi2
)
(λn−2 + λn−1 + λn) ≥ 0 (12)
in view of (9) and λn−2 + λn−1 + λn > 0.
The part of (11) involving exactly two eigenvalues in {λn−2, λn−1, λn} is(
n−3∑
k=1
λk = 0
)( ∑
n−2≤i1<i2≤n
λi1λi2
)
= 0 (13)
by (7).
The only term of (11) involving all three eigenvalues in {λn−2, λn−1, λn} is
λn−2λn−1λn > 0 (14)
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Combining (10) with (12)–(14), we see that
E3(B) = S3(λ1, λ2, . . . , λn) =
∑
1≤i1<i2<i3≤n
λi1λi2λi3 > 0. (15)
It follows that B has a positive principal minor of order 3.
By considering a matrix C ∈ Q(A) with i(C) = (0, 3, n − 3) instead, a similar
proof as above shows that C has a negative principal minor of order 3. Alternatively,
observe that −A is also an IAP. From the above we know that −A allows a positive
principal minor of order 3. It then follows that A allows a negative principal minor
of order 3.
Theorem 2.9. Let A be an IAP of order n ≥ 2. Then A allows a positive and a
negative principal minor of order n − 1.
Proof. Let B ∈ Q(A) with i(B) = (n − 1, 0, 1). Since the only eigenvalue with
real part 0 must be 0 itself (denoted λn), and 0 does not make any contribution to
the symmetric sum Sn−1(λ1, λ2, . . . , λn), we have
En−1(B) = Sn−1(λ1, λ2, . . . , λn) = λ1λ2 . . . λn−1 > 0.
Similarly, if B ∈ Q(A) satisfies i(B) = (n− 2, 1, 1), then
En−1(B) = Sn−1(λ1, λ2, . . . , λn) = λ1λ2 . . . λn−1 < 0.
Theorem 2.10. Let A be an IAP of order n ≥ 3. Then A allows a positive
principal minor of order n−2. If n is odd, then A allows a negative principal minor
of order n− 2
Proof. Suppose that B ∈ Q(A) satisfies i(B) = (n − 1, 0, 1). Write σ(B) =
{λ1, λ2, . . . , λn}, where λn = 0 is the only eigenvalue with real part 0. Since all
13
nonzero eigenvalues of B have positive real parts and the nonreal eigenvalues come
in conjugate pairs, we have
λ1λ2 . . . λn−1 > 0. (16)
Note that the reciprocals of the nonzero eigenvalues also have positive real parts
and the nonreal ones come in conjugate pairs. Hence,
1
λ1
+
1
λ2
+ · · ·+ 1
λn−1
> 0. (17)
It follows that
En−2(B) = Sn−2(λ1, λ2, . . . , λn)
= λ1λ2 . . . λn−1
(
1
λ1
+ 1
λ2
+ · · · + 1
λn−1
)
> 0.
(18)
Therefore, A allows a positive principal minor of order n − 2.
Suppose that n is odd. By considering a matrix C ∈ Q(A) with i(C) = (0, n−
1, 1) instead, a similar argument as above shows that A allows a negative principal
minor of order n−2, since the product of all the nonzero eigenvalues, λ1λ2 . . . λn−1, is
still positive while the sum of the reciprocals of the nonzero eigenvalues is negative.
We conclude this section with a fact on 2 × 2 sign patterns.
Proposition 2.11. Up to equivalence,
T2 =
[ − +
− +
]
is the only 2× 2 SAP, IAP, MSAP and MIAP.
Proof. For
B =
[ −a b
−c d
]
∈ Q(T2),
pB(x) = x
2 − (d − a)x+ bc− ad, which yields every monic polynomial of degree 2
with real coefficients as a, b, c, d vary all positive numbers. So, T2 is an SAP, hence
also an IAP. Now, it is easily seen that any 2× 2 IAP cannot have any zero entries.
14
So, then T2 is a MSAP as well as a MIAP. By examination of all 2 × 2 entry-wise
nonzero patterns, we can see that the following equivalent patterns are the only
2× 2 IAP’s: [
+ +
− −
]
,
[ − −
+ +
]
,
[ − +
− +
]
,
[
+ −
+ −
]
.
Hence, we have all the needed results.
15
3. TREE SIGN PATTERNS
For a sign pattern matrix whose undirected graph is a tree, it is a fact that such
a matrix is irreducible if and only if it is combinatorially symmetric , i.e., aij 6= 0
whenever aji 6= 0. Recall that we call such an irreducible sign pattern matrix a
tree sign pattern matrix (tsp) matrix. Suppose A is an n × n tsp. Since G(A) is
a tree, G(A) has n − 1 edges. So, A has 2(n − 1) off-diagonal nonzero entries. In
addition, suppose A is an IAP. Then, we have a positive and a negative diagonal
entry. Hence, A has at least 2n nonzero entries.
From Proposition 2.7, we see that T2 is the only 2× 2 tsp IAP.
Proposition 3.1. For n = 3, if A is a tsp, then A is permutation similar to a
tridiagonal pattern.
Proof: Since G(A) is a tree, we have nonzero entries such as ai1i2 and ai2i3. With
a permutation similarity, we can assume a12, a23 are nonzero. Hence,
A =
 ∗ a12 ∗a21 ∗ a23
∗ a32 ∗
 .
Suppose a13 6= 0 and therefore a31 6= 0. Then a12, a23, a31 are nonzero and we have a
cycle of length 3 in G(A). However, G(A) is a tree, so that we have a contradiction.
Therefore, A is permutation similar to a tridiagonal pattern such as ∗ a12 0a21 ∗ a23
0 a32 ∗
 .
In addition to A being a tsp, suppose A is an IAP, so that we have at least 2 nonzero
diagonal entries which are positive and negative, respectively.
Could
A =
 0 a12 0a21 a22 a23
0 a32 a33
?
16
No, since we have only one cycle of length 3 in A, by Proposition 2.4, A is not an
IAP.
Next, − + 0+ 0 +
0 − +
 ,
 + + 0+ 0 +
0 − −
 ,
 − + 0− 0 +
0 + +
 ,
 + + 0− 0 +
0 + −

are each SNS and hence not IAP. For − + 0+ 0 +
0 + +
 ,
 − − 0− 0 −
0 − +

if B ∈ Q(A), any 2× 2 minor of B is negative. Hence, by Proposition 2.5., A is not
an IAP.
We are led to the following result [DJO00].
Proposition 3.2. Up to equivalence,
T3 =
 − + 0− 0 +
0 − +

is the only 3× 3 tsp MSAP (MIAP).
What about 3× 3 tsp IAP’s with all three of the diagonal entries are nonzero?
From [DJO00], up to equivalence,
T3 =
 − + 0− 0 +
0 − +
 , U =
 − + 0− + +
0 + −
 , T˜3 =
 − + 0− + +
0 − +

are the only 3 × 3 tsp SAP’s (IAP’s).
Generalizing T3, we have the n× n antipodal pattern.
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Theorem 3.3. For 2 ≤ n ≤ 16,
Tn =

− + 0 · · · · · · 0
− 0 + .. . ...
0 − 0 + .. . ...
...
. . .
. . .
. . .
. . . 0
...
. . . − 0 +
0 · · · · · · 0 − +

is an SAP.
This is a theorem that follows from the results in [DJO00] and [EOD03]. Tn is in
fact a MSAP (MIAP) since it has the minimal number (2n) of nonzero entries.
Up to equivalence, a 4×4 tsp A is a star pattern or a tridiagonal pattern. First,
consider the 4× 4 tsp SAP’s (IAP’s) with 8 nonzero entries. Up to equivalence, we
have just
T4 =

− + 0 0
− 0 + 0
0 − 0 +
0 0 − +
 ,
and
H =

− + 0 0
+ 0 + 0
0 − 0 +
0 0 + +
 .
These patterns are actually MIAP’s since they have the minimal number (8) of
nonzero entries.
What about the 4 × 4 tsp IAP’s with more than 8 nonzero entries? For n × n
star patterns we have the following result from [MTD04].
Proposition 3.4. If n ≥ 2 and Sn is a star sign pattern, then the following are
equivalent:
1. Sn is equivalent to one of Yn, Znp, Z
+
np or Z
−
np (for appropriate p).
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2. Sn is spectrally arbitrary.
3. Sn is inertially arbitrary.
4. Sn is potentially nilpotent and has a loop at each of the n − 1 leaves in its
graph.
5. Sn and -Sn are both potentially stable and Sn has a loop at each of the n− 1
leaves in its graph.
6. Sn is potentially nilpotent and potentially stable.
We can then characterize the 4 × 4 SAP (IAP) star sign patterns.
Corollary 3.5. S4 is an SAP (IAP) star sign pattern if and only if S4 is equivalent
to one of the following patterns:
Y4 =

+ + + +
− − 0 0
+ 0 − 0
− 0 0 −
 , Z41 =

0 + + +
− − 0 0
+ 0 + 0
− 0 0 +
 , Z42 =

0 + + +
− − 0 0
+ 0 − 0
− 0 0 +
 ,
Z+41 =

+ + + +
− − 0 0
+ 0 + 0
− 0 0 +
 , Z−41 =

− + + +
− − 0 0
+ 0 + 0
− 0 0 +
 , Z+42 =

+ + + +
− − 0 0
+ 0 − 0
− 0 0 +
 ,
Z−42 =

− + + +
− − 0 0
+ 0 − 0
− 0 0 +
 .
We next analyze the 4× 4 tridiagonal patterns.
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4. 4 × 4 TRIDIAGONAL SPECTRALLY ARBITRARY
SIGN PATTERNS
In the article [JS89], the authors identify the 4×4 potentially stable tridiagonal
patterns up to equivalence. Since an IAP is a potentially stable pattern, to investi-
gate the 4×4 tridiagonal IAP’s we can consider these potentially stable tridiagonal
patterns.
The following patterns from [JS89] are permutationally similar to a superpattern
of T4 and hence are SAP:
+ + 0 0
− + + 0
0 − + +
0 0 − −
 ,

+ + 0 0
− 0 + 0
0 − + +
0 0 − −
 ,

+ + 0 0
− + + 0
0 − 0 +
0 0 − −
 ,

+ + 0 0
− 0 + 0
0 − 0 +
0 0 − −
 ,

+ + 0 0
− − + 0
0 − + +
0 0 − −
 ,

+ + 0 0
− + + 0
0 − − +
0 0 − −
 ,

+ + 0 0
− − + 0
0 − 0 +
0 0 − −
 ,

+ + 0 0
− − + 0
0 − − +
0 0 − −
 ,

+ + 0 0
− 0 + 0
0 − − +
0 0 − −
 .
The following patterns from [JS89] are permutationally similar to a superpattern
of H and hence are SAP:

+ + 0 0
+ − + 0
0 − + +
0 0 + −
 ,

+ + 0 0
+ + + 0
0 − − +
0 0 + −
 ,

+ + 0 0
+ − + 0
0 − 0 +
0 0 + −
 ,

+ + 0 0
+ − + 0
0 − − +
0 0 + −
 ,

+ + 0 0
+ 0 + 0
0 − − +
0 0 + −
 ,

0 + 0 0
+ + + 0
0 − − +
0 0 + −
 .
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For each pattern A in the following list, A4 is not compatible with the 4 × 4
zero matrix. Therefore, these patterns are not SAP’s.

0 + 0 0
− + + 0
0 − + +
0 0 − −
 ,

0 + 0 0
− 0 + 0
0 + − +
0 0 − +
 ,

0 + 0 0
− 0 + 0
0 − + +
0 0 − −
 ,

0 + 0 0
− 0 + 0
0 − − +
0 0 − +
 .
Also, we have the following patterns which are not IAP’s, since none of these
patterns have both a positive and a negative diagonal entry.

0 + 0 0
− 0 + 0
0 − 0 +
0 0 − −
 ,

− + 0 0
− 0 + 0
0 − 0 +
0 0 − −
 ,

− + 0 0
+ 0 + 0
0 − 0 +
0 0 − −
 ,

− + 0 0
− 0 + 0
0 + 0 +
0 0 − −
 ,

0 + 0 0
− − + 0
0 − 0 +
0 0 − −
 ,

0 + 0 0
− − + 0
0 + 0 +
0 0 − −
 ,

0 + 0 0
+ − + 0
0 − 0 +
0 0 + −
 ,

0 + 0 0
− 0 + 0
0 − − +
0 0 − −
 ,

0 + 0 0
− 0 + 0
0 − − +
0 0 + −
 ,

0 + 0 0
+ 0 + 0
0 − − +
0 0 + −
 ,

− + 0 0
− 0 + 0
0 − − +
0 0 − −
 ,

− + 0 0
− 0 + 0
0 + − +
0 0 + −
 ,

− + 0 0
− 0 + 0
0 + − +
0 0 − −
 ,

− + 0 0
+ 0 + 0
0 − − +
0 0 + −
 ,

− + 0 0
− 0 + 0
0 − − +
0 0 + −
 ,

− + 0 0
+ 0 + 0
0 − − +
0 0 − −
 ,

0 + 0 0
− − + 0
0 − − +
0 0 − −
 ,

0 + 0 0
− − + 0
0 + − +
0 0 − −
 ,

0 + 0 0
+ − + 0
0 − − +
0 0 + −
 ,

0 + 0 0
− − + 0
0 + − +
0 0 + −
 ,

0 + 0 0
− − + 0
0 − − +
0 0 + −
 ,

− + 0 0
− − + 0
0 − − +
0 0 − −
 ,

− + 0 0
− − + 0
0 + − +
0 0 + −
 ,

− + 0 0
− − + 0
0 + − +
0 0 − −
 ,
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
− + 0 0
+ − + 0
0 − − +
0 0 + −
 ,

− + 0 0
− − + 0
0 − − +
0 0 + −
 ,

− + 0 0
+ − + 0
0 + − +
0 0 + −
 ,

0 + 0 0
− 0 + 0
0 − − +
0 0 − 0
 ,

0 + 0 0
− − + 0
0 − − +
0 0 − 0
 ,

0 + 0 0
− − + 0
0 + − +
0 0 − 0
 .
The class of n × n potentially stable patterns is not closed under negation. If
A is potentially stable, then (0, n, 0) ∈ i(A), and hence (n, 0, 0) ∈ i(−A). However,
the class of n × n inertially arbitrary patterns (spectrally arbitrary patterns) is
closed under negation. For example,
− + 0 0
− − + 0
0 − + +
0 0 − −

is the negative of 
+ − 0 0
+ + − 0
0 + − −
0 0 + +
 ,
which is the transpose of 
+ + 0 0
− + + 0
0 − − +
0 0 − +
 .
The first and third patterns are in the list of [JS89]. Hence, it suffices to analyze
either the first or the third pattern. Similarly, we only need to analyze one of the
two patterns in each of the following pairs:

0 + 0 0
− + + 0
0 − + +
0 0 − −
 or

0 + 0 0
− − + 0
0 − − +
0 0 − +

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
0 + 0 0
− 0 + 0
0 − + +
0 0 − −
 or

0 + 0 0
− 0 + 0
0 − − +
0 0 − +


− + 0 0
− + + 0
0 − + +
0 0 − −
 or

+ + 0 0
− − + 0
0 − − +
0 0 − +


− + 0 0
− 0 + 0
0 − + +
0 0 − −
 or

+ + 0 0
− 0 + 0
0 − − +
0 0 + +

The Nilpotent-Jacobian method for showing that a pattern is SAP was originally
given in [DJO00]. We will use a reformulation of this method which was given in
[BMOD04].
Theorem 4.1. Let A be an n × n sign pattern, and suppose that there ex-
ists a nilpotent realization M = [mij] of A with at least n nonzero entries, say,
mi1j1 , . . . ,minjn. Let X be the matrix obtained by replacing these entries in M
by variables x1, . . . , xn, and let (−1)kαk be the coefficient of xn−k in pX (x) for k =
1, 2, , . . . , n. If the Jacobian ∂(α1,...,αn)
∂(x1,...,xn)
is nonzero at (x1, . . . , xn) = (mi1j1 , . . . ,minjn),
then A, as well as every superpattern of A, is spectrally arbitrary.
Using the Nilpotent-Jacobian method and MAPLE, we found more of the tridi-
agonal patterns which are SAP. In the following list we give the pattern, a nilpotent
matrix in the corresponding sign pattern class, and the entries where we assign vari-
ables.

0 + 0 0
+ + + 0
0 − − +
0 0 + −
 ,

0 1 0 0
4 2 1 0
0 −8 −1 1
0 0 1 −1
 ,

0 1 0 0
a b 1 0
0 −c −1 1
0 0 1 −d
 ;
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
0 + 0 0
− + + 0
0 − − +
0 0 − +
 ,

0 1 0 0
−1/2 1 1 0
0 −1/2 −2 1
0 0 −2 1
 ,

0 1 0 0
−a 1 1 0
0 −b −c 1
0 0 −d 1
 ;

− + 0 0
− 0 + 0
0 − + +
0 0 − −
 ,

−1 1 0 0
−1 0 1 0
0 −1 2 1/2
0 0 −2 −1
 ,

−1 a 0 0
−1 0 b 0
0 −1 c d
0 0 −1 −1
 ;

− + 0 0
− 0 + 0
0 + + +
0 0 − −
 ,

−1 1/3 0 0
−1 0 1/3 0
0 1 2 3
0 0 −1 −1
 ,

−1 a 0 0
−1 0 b 0
0 1 c d
0 0 1 −d
 ;

− + 0 0
− + + 0
0 − − +
0 0 − 0
 ,

−1 2 0 0
−1 2 1/2 0
0 −1 −1 1/2
0 0 −1 0
 ,

−1 a 0 0
−1 b c 0
0 −1 −d 1/2
0 0 −1 0
 ;

+ + 0 0
− 0 + 0
0 − − +
0 0 − +
 ,

1 1 0 0
−1 0 1 0
0 −1 −2 1
0 0 −1 1
 ,

a b 0 0
−1 0 c 0
0 −1 −2 d
0 0 −1 1
 ;

0 + 0 0
− − + 0
0 + − +
0 0 − +
 ,

0 3/2 0 0
−1 −1 1/2 0
0 1 −2 6
0 0 −1 3
 ,

0 a 0 0
−1 −b 1/2 0
0 −1 −c 6
0 0 −1 d
 ;

+ + 0 0
− − + 0
0 + 0 +
0 0 − −
 ,

28/5 2401/100 0 0
−1 −23/5 5/4 0
0 1 0 4
0 0 −1 −1
 ,

a b 0 0
−1 c 5/4 0
0 1 0 d
0 0 −1 −1
 .
We illustrate the details of applying the N-J method with the following specific
example.
Example 4.2. We want to show that the following sign pattern A is an SAP by
using the Nilpotent-Jacobian method
A =

− + 0 0
− + + 0
0 − − +
0 0 − 0
 .
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Multiplying by a suitable scalar matrix and then performing a suitable diagonal
similarity if necessary, we may assume that the (1, 1) entry and the first subdiagonal
entries of B ∈ Q(A) all have absolute value 1.
By using MAPLE,
> with(linalg):
> B:= matrix(4,4,[-1,a,0, 0, -1, b,c,0, 0, -1, -d ,e , 0, 0 ,-1, 0 ]);
B :=

−1 a 0 0
−1 b c 0
0 −1 −d e
0 0 −1

> solve(trace(B), trace(B2), trace(B3), det(B), a, b, c, d, e);
One set of solutions given by Maple is
{
d = −1 + b, e = 1− 2b+ b
2
b
, b = b, c =
−1 + 3b− 3b2 + b3
b
, a = b
}
By assigning b = 2, we get a nilpotent matrix N in Q(A).
> N := matrix(4, 4, [−1, 2, 0, 0,−1, 2, 1/2, 0, 0,−1,−1, 1/2, 0, 0,−1, 0]);
N =

−1 2 0 0
−1 2 1/2 0
0 −1 −1 1/2
0 0 −1 0

> evalm(N4); 
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

By considering 4 nonzero entries of N as variables, we get
> C := matrix(4, 4, [−1, a, 0, 0,−1, b, c, 0, 0,−1,−d, 1/2, 0, 0,−1, 0]);

−1 a 0 0
−1 b c 0
0 −1 −d 1/2
0 0 −1 0

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> collect( charpoly(C, x), x);
x4+(d+1−b)x3+(c−bd+a−b+1/2+d)x2+((−1/2)b+ad+c+1/2−bd)x−(1/2)b+(1/2)a
> Jacob := jacobian([d+ 1− b, c− bd+ a− b+ 1/2 + d, (−1/2)b+ ad+ c+ 1/2−
bd,−(1/2)b+ (1/2)a], [a, b, c, d]);
Jacob :=

0 −1 0 1
1 −1− d 1 −b+ 1
d (−1/2)− d 1 a− b
1/2 −1/2 0 0

> det(Jacob);
−3/4 + d/2 + a/2
> subs({a = 2, d = 1/2}, det(Jacob));
1/2
Since the Jacobian (1/2) is nonzero, the sign pattern A (and hence every superpat-
tern of it) is an SAP.
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5. CONNECTIONS WITH POTENTIALLY NILPOTENT
PATTERNS
As we mentioned in the introduction, if a pattern A is spectrally arbitrary, then
A is potentially nilpotent (PN). The authors in [BMOD04] have characterized the
SAPs of order 3; they demonstrate that an irreducible 3 × 3 pattern is an SAP if
and only if it is potentially nilpotent and has at least one positive and one negative
entry on its main diagonal. Let
D3,3 =
 − + 0− 0 +
− 0 +
 , U =
 − + 0− + +
0 + −
 , D3,2 =
 − + 0− 0 +
0 − +
 , V =
 − 0 +− 0 +
− + +
 .
Of course, D3,2 is the same as T3, and the following result is proved in [CV05].
Theorem 5.1. If A is a pattern of order 3, then the following statements are
equivalent:
1) A is spectrally arbitrary.
2) A is inertially arbitrary.
3) Up to equivalence, A is a superpattern of D3,3, U , D3,2, or V.
In fact, [BMOD04] shows that the 3× 3 minimal spectrally arbitrary sign patterns
are precisely the patterns that are equivalent to one of the patterns D3,3, U , D3,2,
or V. We also see from Theorem 5.1 that all the 3× 3 inertially arbitrary patterns
are irreducible (the directed graphs are strongly connected).
All of this leaves the following question: Can we have a 3× 3 irreducible poten-
tially nilpotent pattern that is not spectrally arbitrary? The answer is in fact yes,
and provided by the list of patterns from [GLS07]. The irreducible 3×3 potentially
nilpotent patterns (up to equivalence) include
N =
 0 + +− 0 −
+ − 0

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which is not even IAP because of the zero diagonal. (Note that
 0 + +0 0 +
0 0 0
 is a
reducible potentially nilpotent sign pattern, but not an IAP.)
In fact, up to equivalence, the above sign pattern N is the only irreducible 3×3
potentially nilpotent pattern that does not have a positive and a negative diagonal
entry. Hence, from the above results, up the equivalence, this pattern is the only
irreducible 3 × 3 potentially nilpotent pattern that is not an IAP.
In [BMOD04], an irreducible 4× 4 potentially nilpotent pattern that is not an IAP
is given, namely

+ + 0 0
0 0 + 0
0 − 0 +
− 0 0 −

(Note that this pattern is not a tsp.)
In [CV05], an irreducible 4×4 IAP that is potentially nilpotent but not an SAP
is given, namely 
+ + 0 0
0 0 − −
+ + 0 0
0 0 − −

Also, in [CV05], a 7 × 7 reducible IAP that is not PN is given that is a direct
sum of an irreducible 2×2 IAP and an irreducible 5×5 pattern that is not an IAP.
However, this does not imply the existence of a family of irreducible n×n patterns
that are IAP but not PN.
In [KOD07], for odd n ≥ 5, a new family of irreducible IAP’s which are not
potentially nilpotent (and so are not SAP’s) is presented.
The classes of patterns are related in a very interesting Venn diagram. We have
the proper set inclusions even amongst irreducible patterns.
In order to present a powerful technique to prove that a certain sign pattern
does not allow nilpotence, we introduce the following concepts. Consider a subset
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S of the multivariable polynomial ring R[x1, x2, . . . , xn]. A zero or a solution of S in
R is an n-tuple (r1, r2, . . . , rn) ∈ Rn with p(r1, r2, . . . , rn) = 0 for every polynomial
p ∈ S. It can be seen that an n-tuple (r1, r2, . . . , rn) ∈ Rn is a solution of S iff it is a
solution of the ideal generated by S. Hilbert’s Basis Theorem states that every ideal
of a polynomial ring over a field is finitely generated. LetM be a set of monomials in
R[x1, x2, . . . , xn]. Suppose certain ordering of all the monomials is prescribed. Let
LT (P ), the leading term of a polynomial P , be the largest monomial appearing in
P . If S be a subset of R[x1, x2, . . . , xn] and LT (S) is the ideal generated by {LT (s) :
s ∈ S}. Let I be an ideal of R[x1, x2, . . . , xn]. A finite subset G = {g1, g2, . . . , gk}
of I is called a Gro¨bner basis of I if {LT (g1), LT (g2), . . . , LT (gk)} generates LT (I).
For any ideal I of R[x1, x2, . . . , xn] the following are true.
(1) I has a Gro¨bner basis relative to any monomial ordering.
(2) Every Gro¨bner basis G of I generates I.
It can be seen that for every subset S of R[x1, x2, . . . , xn] and a Gro¨bner basis
G of the ideal generated by S, the solution set of S is the same as the solution set
of G.
It can be shown that an n×n real matrixB is nilpotent iff tr(B) = 0, tr(B2) = 0,
tr(B3) = 0,. . . , tr(Bn) = 0. This result remains valid when the last condition
tr(Bn) = 0 is replaced by det(B) = 0.
An SAPmust be potentially nilpotent. Using Maple to compute a Gro¨bner basis
of polynomials obtained using the necessary and sufficient conditions mentioned in
the above remark for a matrix to be nilpotent, we can show that certain sign
patterns do not allow nilpotence, as the following example shows.
Example 5.2. The following sign pattern is not potentially nilpotent (and hence
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is not an SAP):
A =

− + 0 0
− + + 0
0 − − +
0 0 + 0
 .
Proof. By performing a suitable diagonal similarity if necessary, we may assume
that a matrix B ∈ Q(A) has the following form
B =

−a b 0 0
−1 c d 0
0 −1 −e f
0 0 1 0
 ,
where the variables can take on any positive values. Using tr(B) = 0, tr(B2) = 0,
tr(B3) = 0, det(B) = 0, we get the following system of polynomial equations.

a+ c− e = 0
a2 − 2b+ c2 − 2d + e2 + 2f = 0
−a3 + 3ab− 3bc+ c3 − 3cd+ 3de − e3 − 3ef = 0
acf − bf = 0
Within Maple, using the command
with(Groebner): gbasis({trace(B), trace(B2), trace(B3), det(B)}, tdeg(a, b, c, d, e, f));
we get the Gro¨bner basis G with respect to the total degree ordering (a, b, c, d, e, f)
for the set of the polynomials in the above system of equations
G = {a− c+ e, c2 − ce+ e2 − b− d+ f,−df + e2f + f2, fcd − dfe + ef2,
e3 + cd− 2de + 2ef,bdf + cef2, bdef + ef2d− cf3 − ef3, bd2f + d2f2 − 2df3 + f4}
Note that the solutions of the original system of equations are the same as the
zeros of the system of polynomials in a Gro¨bner basis. The equation bdf + cef2 = 0
can not have a positive solution for a, b, c, d, e, f . Thus the original system can
not have a solution where all the variables are positive. That is to say, A is not
potentially nilpotent.
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6. SOME OPEN QUESTIONS
In this chapter, we summarize the open questions that we have mentioned pre-
viously and also give some other interesting questions.
If A is an IAP pattern, is it necessary that every irreducible component of A is
IAP?
We have seen that if A is an irreducible 3 × 3 pattern (with a positive and
negative diagonal entry), then A is an SAP if and only if A is PN. How far can we
extend this result?
We saw by examples that it is not true in general for irreducible 4× 4 patterns.
But, what about for the class of 4 × 4 tree sign patterns? In this case, is PN
(together with positive and negative diagonal entries) equivalent to being SAP? In
this connection, recall proposition 3.4. For star patterns A is SAP if and only if A
is PN and PS (Potentially Stable). So, can we find a 4× 4 star pattern that is PN
but not PS?
More generally, can we produce (up to equivalence) the irreducible 4 × 4 PN
patterns (or, say the star or tridiagonal ones)?
For PN patterns, is rational realization always possible? That is, if A is PN,
does there always exist a rational B ∈ Q(A) that is nilpotent?
In general, if A is PN and has nonzero diagonal entries, can we always find a
nonzero Jacobian?
In [CV07], the authors give (up to equivalence) the irreducible 4 × 4 MIAP’s
that are not an SAP, namely
∗ ∗ 0 0
0 0 ∗ ∗
∗ ∗ 0 0
0 0 ∗ ∗
 ,

∗ ∗ ∗ 0
∗ ∗ ∗ 0
0 0 0 ∗
∗ ∗ 0 0
 ,

∗ ∗ ∗ 0
∗ ∗ ∗ 0
∗ 0 0 ∗
∗ 0 0 0

Can this result be extended to 5 × 5 patterns, or n× n, in general?
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