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Abstract: A linear representation of a modular lattice L is a homomorphism from L into the lattice Sub(V)
of all subspaces of a vector space V. The representation theory of lattices was initiated by the Darmstadt
school (Wille, Herrmann, Poguntke, et al), to large extent triggered by the linear representations of posets
(Gabriel, Gelfand-Ponomarev, Nazarova, Roiter, Brenner, et al). Even though posets are more general
than lattices, none of the two theories encompasses the other. In my thesis a natural type of finite lattice
is identified, i.e. triangle lattices, and their linear representation theory is advanced. All of this was
triggered by a more intricate setting of quadratic spaces (as opposed to mere vector spaces) and the
question of how Witt’s Theorem on the congruence of finite-dimensional quadratic spaces lifts to spaces
of uncountable dimensions. That issue is dealt with in the second half of the thesis.
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Sei (P,S) eine partiell geordnete Menge und E ein k-Vektorraum. Eine monotone
bbildung p : P ~ L(E) := {A ~ E IA Unterraum} heisst k-linea.re Darstellung von
. Zwei lineare Dars1ellungen p : P ~ L(E) und p' : P ~ L(E') heissen isomorph,
f ein Vektorraumisomorphismus I{) : E ~ F! existieri, der die entBprechenden Un-
rraume aufeinander abbildet, d.h. (Va E P) I{)(pa) = pIa. Die Partialordnung (P,S)
~1 vom endliehen Darstellungstyp, falls P bis auf Isomorphie nur endlieh viele endlieh
d1mensionale, unzerlegbare Darstellungen besitzt (Def. von "unzerlegbar" auf S.2).
I
Nazarova, Roiter und Gabriel haben alle Partialordnungen vom endliehen Darstel-
ldngstyp klassifiziert (fUrnuere Erliuterungen und Literaturangaben vgl. z.B. Po(23]).
I
I 1st die Partialordnung (L,S) sogar ein Verband (L fUr "lattice"), so liegt es nahe,
vhn einer Darstellung p: L ~ L(E) staU bloss Monotonie, Infimumstreue und Supre-
Jumstreue zu fordern. Die Darstellungstheorie der Verbinde lisst sieh leider nieht
ak die Darstellungstheorie der Partialordnungen zurUekfiihrenj so ist ein Verband(ts)als Partialordnung i.a. nieht vom endliehen Typ, kann aber als Verband eine
". te Darstellungstheorie" besitzen (z.B. L := F1g.8(a)). Dabei sagen wir, dass ein
e dlieher (modularer) Verband L mist, falls die Isomorphieklassen der unzerlegbarenr-1l"Il von L bijekliv d•• oubdilokl -_ Faktoren von L •• lapJech ••
(ausfiihrliehere Motivation in 1.1). Ziel des ersten Kapitels ist die kombinatorische
abehreibung einer Klasse von VerbiDden (wir nennen sie "Dreieckverbinde"), welche
J obigen Sinne gut sind. Der Beweis dieses Hauptsatzes 7 wird in 1.4 erbracht. In
l.~ verallgemeinern wir einige der Ergebnisse aUfunendliehe Verbinde und in 1.6 wird
erliutert, weswegen die Dreieckverbinde wahrscheinlieh schon alle Verbinde mit guter
Darstellungstheorie ausmachen (Vermutung 23).
1m zweilenKapilel win! slait lin•••.•• Darstell1mgalhoorie•quadralische DJ
,
lungstheorie" betrieben. Wir gehen aus von einem Vektorraum E, der mit einem
I
"Skalarprodukt" (genauer: Sesquilinearform) (,) : E x E - E ausgeriistet ist. Zwei
Unterraume V, V' ~ E heissen kongruent in E, falls es eine Isometrie tp : E - W:
,
mit tp(V) = V' gibt. "V, V' isometrisch" ist trivialerweise eine notwendige Bedingwig
fiir Kongruenz. Bei dim(E) < 00 (und ehar(k) #: 2) ist sie nach dem Satz von Wi~t
aueh hinreiehend, jedoch nieM mehr bei dim(E) = 00 I In diesem Fall empfiehlt ~
sieh, die von V bzw. V' erzeugten "quadratischen Verbinde" V(V) ~ L(E) bZr'
V(V') ~ L(E) zu betrachten. Man .sieht leicht, dass jede Isometrie tp : E - E rnft
tp(V) = V' einen Verbandsisomorphismus "I : V(V) _ V(V') induziert (2.1). W~
fragen umgekehrt, ob V(V) c:! V(V') aueh eine hinreiehende Bedingung fur Kongruenz
i
ist, oder allgemeiner, weleheVerbandsisomorphismen" : V _ V' (V, V' ~ L(E)) von
einer Isometrie tp : E - E induziert sind. Nach Gross[llJ ist dies fUr endliehe, dis-
tributive V, V' bei geeignetem [E, (,)J gewihrleistet. Satz 25 - das Hauptergebnis v1n
Kapitel 2 - verallgemeinert dieses Resultat auf Dreieckverbinde V mit einer gewissen
Zusatzbedingung. Gleichzeitig wird die Dimensionsbeschr.in.kung dim(E) ~ NWl l
G[llJ auf dim(E) < (1. schwacheMahlo-Zahl) erhoht, was fast einer Aufhebung gleiet
kommt (S.79). Entsprechend zerf'allt der Beweisvon Satz 25 in einen isometrischen TJu
2.2 und einen mengentheoretischen Tell 2.3. Als Anwendung erhilt man in 2.4, dal
V(V) c:! V(V') fur dim(E) ~ Na tatsii.chlieh eine hinreiehende Kongruenzbedingung
ist (Satz 37,38). Leider braucht V(V) fiir dim(E) ~ N5 kein Dreieckverband me~
zu sein und V(V) - V(V') muss nicht von einer Isometrie induziert sein (Satz 43).
Bis auf den Fall dim(E) = N4 ist somit die Flage der "KongruenzhinlingliChkei~"
von V(V) c:! V(V') geklirt (der Fall dim(E) = ~ ist vermutlich aueh zu verneine*i
vgl. Bem. vor Satz 43). In 2.5 schliesslich betrachten wir "abstrakte" '.quadratiscHe
Verbinde Vm(a): In Satz 46 werden die subdirekt irreduziblen Faktoren des 957-
elementigen freien quadratischen Verbandes Va[aJ bestimmt und in Satz 47 wird ~
distributives V 4 (a) mit einer unendlich absteigenden Kette konstruiert.
Die Sitze, Lemmata und Korollare sind Kapitel iibergreifend von 1 bis 47 durch.
nhmeriert. Nicht vom Autor Btammende Ergebnisse sind mit einer Referenzangabe
v~ ••. Eo sei noch duauf hingewi •••••• d••• ciaoZeich•• c im Gegonsalz zu ~ stele
"eehte Inklusion" bedeutet.
An dieser Stelle mOchte ich Berm Prof. Dr. B. Gross meinen Dank aussprechen
fiir sein Interesse an dieser Arbeit und fUrviele wertvolle Ratschlige. Ebenso gebiihrl
Jein Dank Prof. Dr. Chr. Berrmann (Darmstadt), der im WS 85/86 mit vielen
~enden Diskussionen und dem Hinweis auf Resultate von Poguntke, Wille und
Jlnsson zum Gelingen von Kapitel 1 beigetragen hat (vgl. auch Lemma 5, Vermutung
23, Satz 47). Berm Prof. Dr. B. Liuchli (ETB) verdanke ich das mengentheoretische
ILemma 36.
Ziirich, im Mai 1987
11. Dreieckverbinde
1.1 DarsteUungstheoretische Grundlagen
Eine partiell geordnete Menge (L, S) heisst Verband, falls je zwei Elemente a,b E
L eine kleinste obere Schranke (=Supremum) a V b und eine grOsste untere Schranke
(=Infimum) aAb besitzen (welchedann eindeutig bestimmt sind). Eine beziiglich V und
Aabgeschlossene Teilmenge Lo ~ L heisst Unterverband Eine mit V und Avertrigliche
Abbildung'lf' : L -+ Lo (L,Lo Verbande) heisst (Verbands-)HomomOlphismus. 'If'ist
ei~ IsomOlphismus(L ~ Lo) bzw. EpimOlphismus, falls 'If'bijektiv bzw. surjektiv ist.
Ein Verband (L, S) heisst modular, falls gilt
(1) (Va, b, eEL) a S c ~ (a V b) A c = a V (b A c).
In der ganzen Arbeit bezeichnet k stets einen (nicht notwendig kommutativen) Korper.
1st E ein k-Vektorraum, so ist L(E) := {A ~ E I A Teilraum} ein modularer Verband
beziiglich ~. Fiir A,B E L(E) ist gerade A V B = A + B und A A B = An B.
. Umgekehrt ist es schwierig zu entscheiden, welchemodularen Verbande (L, $) als
Unterverbinde eines Vektorraumverbandes L(E) auftreten. Dies motiviert die folgen-
d~n Definitionen. Sei k ein Korper und E ein k-Vektorraum. Eine k-lineare Darstellung
(oder k-Darstellung bzw. DarsteUung, falls k fest) eines modularen Verbandes L
ist ein Homomorphismus P : L -+ L(E). Zwei k-DarsteUungen p: L -+ L(E) und
tI : L -+ L(E') heissen isomorph (p '" tI), falls ein Vektorraumisomorphismus
'P: E -+ FJ existieri mit tI = tpop. Dabei ist tp: L(E) -+ L(E') : A 1-+ 'PA der von 'P
induzierie Verbandsisomorphismus. Seien Pi: L -+ L(Ei) (i E f) k-DarsteUungen von
L. Dann ist EDPi : L -+ L(EDEi) : a 1-+ (B{Pia liE f} offenbar eine k-Darstellung
von L, die sog. (iussere) direkte Summe der Darstellungen Pi (i E f). 1st umgekehrt
p: L -+ L(E) eine Darstellung von L und ist E = (B{Ei liE f} eine Zerlegung, derart
2dass
(2) (Va E L) pa = E9{panE; lie I},
so heisst E = E9{Ei lie I} eine Zerlegung von p. Dies ist gerechtfertigt durch
folgende FeststeUung.
Satz 1: (G-P[8J,2.3) 1st E = E9{Ei lie I} Zerlegung der Darstellung p: L -+ L(E) 1
so sind die Abbildungen Pi : L -+ L(E;) : a 1-+ pa nE; Darstellungen von Lund es ist
p'" E9Pi.
Beweis: Sei i E I fest und a,b E L. pi(a A b) = p(a A b) n Ei = (pa n pb) n Ei =
(pa nEil n (pbnEi) = Pia n Pib und p;(a Vb) = p(a Vb) n Ei = (pa + pb) nEi ~
(pa nE;)+(pb nEi) = Pia+p;b. *folgt aus pa+pb ~ E9{panEi lie 1}+E9{pbnEi I
i E I} = E9{(pa n Ei) + (pb n Ei) lie I} ~ E9{(pa + pb) n E; lie I} ~ pa +pb. Um
die zweite Behauptung zu zeigen, sei tp : E9Ei -+ E durch (Xi lie I) 1-+ EXi definiert.
Dann ist p = f5 0 (E9Pi), d.h. p'" E9Pi. 0
Eine Darstellung p : L -+ L(E) heisst zerlegbar, falls eine Zerlegung E = E1 $~
von p mit E1, ~ '::F (0) existiert. Andernfalls heisst p unzerlegbar (ebenso ist fiir eine
Partialordnung (P,~) die Zerlegbarkeit einer Darstellung p : P -+ L(E) definiertj vgl.
Einleitung) .
Es sei L modularer Verband mit kleinstem Element 0 und gn3sstem Element 1 und
p: L -+ L(E) sei eine Darstellung. IstE1:= pO, ~ ein Supplement von E1 in pi und
Ea ein Supplement von El $~ in E, so ist E = El $~$Ea eine Zerlegung von p, denn
fUr aIle a E List pa = (pan(E1 $~)) $ (panEa) (J) (panEd $(pan~)$(panEa).
Da wir in der ganzen Arbeit nur Verbande mit 0,1 betrachten werden und da man
E1 , Ea abspalten kann, vereinbaren wir die
(3) Konvention: Unter einer Darstellung p : L -+ L(E) fJerstehen wir stets eine
Darstellung mit pO= (0) und pi = E.
3P : L - L( E) heisst It-dimensiona1. faUsdim(E) = It. Offenbar ist eine It-dimensiona1e,
konstante Darstellung p genau dann unzerlegbar, wenn It ~ list. Um diesen trivia1en
Fall auszuschliessen, machen wir femer die
(4) Konvention: Unter einer unzerlegbaren Darstellung p : L - L(E) versteAen wir
stets eine nichtkonstante, unzerlegbare Darstellung.
Jeder endliche, modulare Verband L hat eine wohlbestimmte Linge 6(L) (Def.
8.8). Von besonderem Interesse sind die injektiven, 6(L)-dimensionalen Darstellungen
von L, welehe wir km! nennen.
Wir wollen diese &griffe anhand der modularen Verbande Ms := to, at, a2, as, I}
~d M4 := to, at, a2, as, a4, I} veranschaulichen (es ist 6(Ms) = 6(M4) = 2):
Fig.1
Satz 2: ("Folklore")
(i) Ms buitzt tiber jedem Korper Ie eine treue Ie-Darstellung pIMs, Ie].
(ii) Alle treuen Ie-Darstellungen von Ms sind zv pIMs, Ie] isomorph.
(iii) Jede unzerlegbare Ie-Darstellung von Ma ist treu.
(iv) Fur M4 gilt weder (i),(ii) noch (iii).
Beweis: (i). (i) = {(O,O)), pat = {(O, I)), pa2 = {(I, 0)), pas = {(I, I)), pi = le2
definierl eine treue Darstellung p: Ms - L(le2). 1st le2= EI EEl ~ eine Zerlegung von
p, so sind PI : L - L(Et} und 12 : L - L(~) nieht beide konstant. 8ei o.B.d.A.
PI nieht konstant. Da Ms einfach ist (Def. 8.6), ist PI injektiv, d.h. dim(EI) = 2.
Also ist p unzerlegbar (allgemein ist jede treue Darstellung eines einfachen Verbandes
4unzerlegbar; vgl. Bem. 8.7).
(il). Seien p : Ms - L(E) : ai 1-+ (Xi) und p' : L - L(E') : ai 1-+ (r/i) zwei treue
Darstellungen von Ms. Dann ist {Xl, X2} eine Basis von E und Xs = ~l Xl + ~2X2
(~1,~2 1: a). Analog ist {Yl,1/2} Basis von E' und 1/a= 1'11/1+ 1'21/2 (1'1,1'2 :f:. a).
Offenbar definiert Xi 1-+ Pi~i-l1/i (i = 1,2) einen Isomorphismus rp : E - E' mit
p' = IfJ 0 p.
(iii). Sei p : Ma - L(E) gegeben mit PJ = (a), pI = E und pat = Ai (vgl.(3)). Es
sei {Xli liE I} eine Basis von AI. Fiir aile i E I sei Xli = X2i + Xai E A2 + Aa.
{X2i liE I} ist dann eine Basis von A2, denn aus E~iX2i = a (f.a. ~i = a) folgt
E~iXli = E~i(Xli - X2i) = E~iXai E Al n As = (a), d.h. (Vi E I) ~i = OJ ausserdem
ist A2 ~ (AI +As) nA2 ~ ((X2i liE I) +As) nA2 Q) (X2i liE I) +As nA2 = (X2i I
i E I). Ebenso ist {XSi liE I} eine Basis von As und somit ist {X2i, XSi liE I} eine
Basis von E. Man sieht nun leicht, dass E = ElH (X2i, XSi) liE I} eine Zerlegung von
p ist.
(iv). ad (i): Wegen 1Z2x Z2 \ {(a,o)}l = 3, gibt es keine treue ZrDarstellung
von M4• ad (ii): Sei k ein Korper mit Ikl ~ 4 und seien a, 1,~, I' E k paarweise
verschieden. {x, 11} sei Basis eines k- Vektorraumes E. Wir definieren zwei treue
Darstellungen p: M4 - L(E) und p': M4 - L(E) durch PJ = p'0 = (a), pal =
P'al = (X), pa2 = P'a2 = {1/),paa = P'aa = (x + 1/), pa4 = (x + ~1/), P'a4 =
(X + 1'1/), pI = p'I = E. Angenommen, es existiert ein rp : E _ FJ mit p' = iP 0 p.
Dann ist rpx = ax (a 1: a), IfJ1I = fJ1/ (fJ 1: 0), rp(x + 1/) = ax + fJ1/ = 7(X + 1/),
woraus a = fJ = 7 folgt. Somit ist rp(x + ~1/) = ax + ~a1l = 6(x + 1'11), was
zum Widerspruch Aa = pa fiihrt. Also ist p 1- p'. ad (ill): Es sei Ikl > 2 und
A E k \ {a, I}. 1st n E IN und {Xl, ... , Xn,111,... , 1In} Basis eines k-Vektorraumes E,
so ist die Darstellung PJ = (0), pI = E, pal = (Xl, ... , Xn), pa2 = (111,,,,, 1In), pas =
(Xl+ 111,... , Xn+ 1In), pa4 = (Xl + A1Il, X2+ 111+ A1/2,... ,Xn+ 1In-l + .\1In) gemiss
G-P[7J,S.167 unzerlegbar. 0
5Der bemerkenswerle Unterschied zwischenMaund M. eroffnet zwei Perspektiven.
In der fundamentalen Arbeit Gelfand-Ponomarev[7j werden fiir einen algebraisch abge-
schlossenen Korper k der Cha.ra.kteristik 0 alle endlichdimensionalen k-Darstellungen
der Partialordnung (P,::;) := • ••• bestimmt. Dies ist iquivalent zur Bestimmung
aller endlichdimensionalen k-Darstellungen des frei modula.ren Verbandes FM(P) =
FM(. • •• ). Mithin ist die (komplizierle) endlichdimensionale Darstellungstheorie
aller 4-erzeugten Verbinde fiber k bekannt, insbesondere diejenige von M. (vgl. auch
G-P[8J,1.4).
Wir gehen umgekehrt von den angenehmen darstellungstheoretischen Eigenschaften
(i),(ii),(iii) aus und fragen, welche Verbinde diese mit Ma teilen! Dabei lassen wir
beliebige Korper zu und auch unendlichdimensionale Darstellungen. Diese Cha.ra.kteri-
sierung der Verbinde mit guter Darstellungstheorie (welche i.ll. nicht 4-erzeugt sind)
geschieht in 1.4 bis 1.6. In 1.2 bzw. 1.3 werden die dazu benotigten verbandstheoreti-
schen bzw. matroidtheoretischen Grundla.gen bereitgestellt.
1.2 Verbandstheoretische Grundlagen
Wir stellen einige Grundtatsachen fiber Verbinde, insbesondre modula.re Verbinde
zusa.mmen, die in 1.4. gebraucht werden. Da sich fast alle Ergebnisse in ihnlicher Form
in [4],[9],[27]finden, verzichten wir meist auf die Beweise.
Ein Element p eines Verbandes L heisst y-irreduzibeL falls aus p = a Y b schon
p = a oder p = b folgt. Analog ist "t\-irreduzibel" deftnierl. Mit irreduzibel meinen
wir in Zukunft stets "Y-irreduzibel". Da in 1.4 da.s irreduzible Element 0 E L meist
ausgeschlossen wird, setzen wir
J(L) := {p ELI P irreduzibel} \ {O}
6Sei L weiterhin ein Verband. Jeder Homomorphismus 11': L -+ Lo induzierl eine
Aquivalenzrelation ken:= {(a, b) E L x L In= trb} auf L (Kml von 11'). Setzt man
o := ken und aOal :<:? 1I'a= lral, so gilt
Umgekehrt heisst eine Aquivalenzrelation 0 ~ Lx L mit (5) eine Kongruenzrelation.
Setzt man aO := {b ELI aOb} und LO := {aO I a E L}, so ist LO ein Verband unter den
Operationen aO V bO := (a V b)O bzw. aO AbO := (aAb)O und 11'0: L -+ LO : a 1-+ aO
ist ein surjektiver Verbandshomomorphismus mit kenO = O.
Die durch ~ partiell geordnete Menge C(L) := {O ~ Lx L 10 Kongruenzrelation} ist
selbst ein Verband, der sogenannte Kongruenzverband von L. Er ist stets vollstindig
(d.h. jede Teilmenge e ~ C(L) besitzt ein Supremum und ein Infimum) und distributiv
(vgl. (12)). Sein grOsstes Element ist I = L x Lund sein kleinstes 0 = {(a, a) I
a E L}. 1st C(L) = {O,I}, so heisst L einfach (d.h. L liisst nur die beiden trivialen
Homomorphismen zu). Der erste Homomorphiesatz (fUrVerbinde) besagt gerade, dass
(6) C(LO) ~ {t? E C(L) 10 ~ t? ~ I} ~ C(L).
Seien L. (i E I) Verbande. Dann ist die durch a ~ b :<:? (ViE I) a. ~ b. partiell
geordnete Menge n{L. liE I} ein Verband (direktes Produkt der Verbinde L., i E 1)
und die Suprema bzw. Infima berechnen sich "komponentenweise". Ein injektiver Ho-
momorphismus 11' : L -+ n {L. liE I} heisst subdirekte Darstellung von L, falls
ft; := 11';0 11'fur aDei E I surjektiv ist (11';: TIL. -+ L; ist die j-te Projektion). L heisst
subdirekt irreduzibel, falls fur jede subdirekte Darstellung 11' : L -+ n{L. liE I} ein
i E I existiert mit ker'lt; = O. Eine subdirekte Darstellung 1r : L -+ n{La liE I}
ist irredundant, falls (Vi ~ i E 1)kert. ~ ker'lt;. Die irredundanten subd. Darstel-
lungen von L entBprechen folgendermassen bijektiv den Teilmengen e ~ C(L) mit
Ae = 0: 1st 11' : L -+ n{L. liE I} (irredundante) subd. Darstellung, so ist
A{ken. liE I} = 0 (da 1r injektiv) und ist umgekehrt e ~ C(L) mit Ae = 0, so ist
7r: L -+ n{Lo I 0 E a} : a 1-+ (ao 10 E a) eine irredoodante subdirekte Darstelloog.
Somit ist L genau dann subd. irreduzibel, wenn 0 E C(L) vollsiindig A-irreduzibel
ist ((Va ~ C(L)) Aa = 0 ~ 0 E a). Insbesondre ist jeder einfache Verband sub-
direkt irreduzibel. Nach Birkhoff besitzt jeder Verband eine subdirekte Darstelloog
r: L -+ n{LO 10 E a} mit subdirekt irreduziblen LO' a ~ C(L) ist La. nieht ein.
deutig bestimmt, man beachte aber (8). Aus 8atz 1 ergibt sieh leieht die folgende
Bemerkung: Jede Zerlegung E = ED{Ei liE I} einer injektiven Darstelloog
p: L -+ L(E) induziert eine (nieht notwendig irredundante) subdirekte Darstelloog
r: L -+ n{Li liE I} von L (wo Li := Pill. Umgekehrt braueht eine injektive Darstel-
lung eines subdirekt reduziblen Verbandes L nieht zerlegbar zu sein (ein Gegenbeispiel
findet sich in Po[231,8.52); die Umkehrung gilt aber fUrDreieckverbinde (8atz 14)!
Fiir a ~ b aus L heisst der Unterverband alb := {c ELI a ~ c ~ b} Quotient
von a ood b. Falls (Vc E L) a> c ~ b => c = b, 80 ist a oberer Nachbar von b bzw. b
ooterer Nachbar von a (a >- b) ood alb heisst Primguotient. alb heisst zu cld nach
oben (bzw. ooten) transooniert, falls (a V d = c ood a A d = b) (alb / c/d) bzw.
(bV c = a ood bAc = d) (alb'\. c/d). Wir schreiben alb", cld, falls alb zu cld nach
oben oder nach ooten transponiert ist. alb heisst zu ell projektiv (alb ~ elf), falls ein
n ~ 1 ood Quotienten Cildi (1 ~ i ~ n) existieren mit alb = clld1 '" CtJld2 '" ... '"
e,.ldn = elf. Offenbar ist ~ eine Aquivalenzrelation auf {alb I a, bEL, a ~ b}. Man
sieht leicht, dass fUr jede Kongruenzrelation 0 E C(L) aus alb ~ e/ I ood rOa = 1rOb
aueh rOe = rol folgt.
1st L aodularer Verband, 80 bestimmt umgekehrt jede Menge von Klassen pro-
jektiver Primquotienten auch eine Kongruenz O. Genauer: 1st L modular, 80 folgt aus
alb ~ c/d schon alb ~ cld (Bi[41,8.13),insbesondre ist mit alb aueh c/d Primquotient.
1st L zusitzlieh von endlieher Linge ood bezeiehnet [a/bl die ~-Aquivalenzklasse von
alb, 80 gilt gemass [41,8.236:
(7) C(L) -+ Pot{[a/bl I alb Primquot.} : 01-+ {[a/bl l1roa = rOb} ist Bijeldion.
8(L hat endliche Lange, falls sup{ 1011 0 ~ L Kette} < 00.) Fur ein modulares L
endlicher Lange ist also O(L) ein endlicher Boole'scher Verband (isomorph zur Potenz-
menge einer Menge). Es sei e ~ O(L) eine Menge von Kongruenzen, derarl dass
L -+ ll{LO 10 E e} eine subdirekte Darstellung von L mit subdirekt irreduziblen Fak-
toren LO ist. Wegen (6) ist dann jedes 0 E e A-irreduzibel, was in einem Boole'schen
Verband gleichbedeutend mit 0 -< 1 ist. Klarerweise ist j edes 0 -< 1 in e (sonst
wire Aa:F 0). In Analogie zur Ringtheorie heisse sp(L) := {O E O(L) I 0 -< I} das
Spektrum von L. Es gilt also
(8) Fur jeden modularen Ver6and L endlicher Lange ilt L -+ ll{LOIO E sp(L)} :
a 1-+ (aO I 0 E sp(L)) die ein;ige su6direkte Darstellung von L mit einfaehen
Faktoren LO'
Sei L weiterhin modular von endlicher Lange und seien a S 6 aus L. Dann haben
je zwei maximale Ketten a = Co -< C1 -< ... -< en = 6 bzw. a = ct -< 4 -< ... -< c'm = 6
die gleiche Lange, d.h. es ist n = m (vgl. auch S.16). Fiir 6 E L bezeichne 6(6) := n
die Lange einer maximalen o-lr-Kette 0 = Co -< C1 -< ... -< en = 6. Dann gilt die
"Dimensionsformel" (Bi[4J,SAl)
(9) (Va, 6 E L) 6(a A 6) +6(a V 6) = 6(a) + 6(6).
Es sei nun 0 -< a1 -< a2 -< ... -< an -< 1 eine beliebige maximale Kette in L. Da
wegen (7) jeder Primquotient ajH/aj von genau einem 0 E sp(L) getrennt wird (i.e.
1rOajH :F 1I'0aj), folgt unschwer
(6(L) := 6(IL)).(10) 6(L) = L 6(LO)
Oe,p(L)
Fur eine verfeinerle Strukturtheorie modularer Verbinde benotigen wir das ein-
fache, aber fundamentale Lemma 3 aus Gri[9], welches einen Spezialfall von Bilfssatz
1.1 in Wille[27Jdarstellt. Dazu vereinbaren wir folgende Redeweise: Ein Verbandsepi-
morhismus 1r : L -+ Lo hat kleinste Urbilder, falls fiir alle C E 10 die Faser 11'-1(C) ~ L
9ein kleinstes Element (1C hat. 1st L endlich, 80 hat klarerweisejedes '" : L - Lo kleinste
Urbilder ((1C =A",-l(C) ).
Lemma 3 ([9),8.135) Sei I' : L - Lo ein Epimorphi,mU8, der lieinste Ur6ilder
(1 : Lo - L 6esitzen moge. DtJnn i3t (1 ein Supremuf7l8homomorhimaU8, d.h. es i,t
(VtJ, 6 E Lo) (1(tJ V 6) = (1tJV (16.
~ Sei tJ ~ 6 in L. Wire (1tJ 'l (16, so folgte (16A (1tJ < (16, d.h. b =
6 A tJ = 1'((16 A (1a) < 1('((1b)= 6, Widerspruch. Also ist (1 monoton, insbesondre ist
(Va, be Lo) (1tJ V (16 ~ (1(a V b). Da (1aV (16 Urbild von a V 6 ist, gilt auch (1aV (16 ~
(1(a Vb). 0
In einem Verband L endlicher Lange besitzt offenbar jedes p E J(L) genau einen
VorDnger q ~ p, den wir zukiinftig mit p bezeichnen. 1st Lauch modular, so bezeich.
nen wir fUr ein 9 E 8p(L) die kleinsten Urbilder von 1('9: L - L9 mit (19: LO - Lj
femer setzen wir JO(L) := (10(J(LO)).
Korollar 4: ([4),[9)): Fur jeden modultJren VerbtJnd L endlicher Lange ilt
J(L) = tJ{J0(L) 19 E 8p(L)} (di,junkte Vereinigung).
~ 1st rI E J(LO), 80 ist wegen Lemma 3 (19r1E J(L), d.h. es gilt ;;2. Sei
umgekehrt p E J(L)j wegen A8p(L) = 0 existiert ein 0 E 8p(L) mit rI := rOp ~ 'HOP.
Daraus folgt sofort p = (1orl (wie im Beweis von Lemma 3). Also ist J(L) =U{JO (L) I
o E 8p(L)}. Dass die Vereinigungdisjunld ist, folgt aus (7), wonachjeder Primquotient
von genau einem 0 E 8p(L) getrennt wird. 0
Ein Element pEL heisst m:im, falls
(VtJ,6 E L) p ~ a vb==> p ~ a oder p ~ b.
Wie man sich leicht uberlegt ([9),8.19), ist dies iquivaleni zu p E JO(L) fUr ein 9 E
8p(L) mit Lo ~ 1J.J := {O< I} (zweielementige Keite).
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Lemma 5: Sei L modularer Verband endlicher Lange und p,q,r E J(L) seien
tlerschiedene Elemenle mit (f15) p V q = p V r= q V r (tlgl.S.17). Dann gilt:
(i) (p V q) A r = r
(ii) (Herrmann) (V8 E sp(L)) p E J8(L) ~ q, r E J8(L)
Fi~. 2
pI r'
Beweis: (i). Es ist (pVq)Vq = pVq und (pVq)Aq (J) qv(PAq) =q (da q irreduzibel),
also qlq / p V qlp V q. Andrerseits folgt aus (i15) sofort p V qlp V q'\. rl(p V q) A r.
Also ist auch rl(p V q) A r em Primquotient.
(ii) (Bew. Wild). In Fig.2 ist der von drei Elementen y,t,rI!rei modular erzeugte
"Dedekind-Yerband" FM(3) abgebildet (zur Def. von "!rei erzeugt" siehe 141,19]).
Wir behaupten, dass der von drei Elementen p, q, r unter der Zusatzbedingung (i15)
!rei modular erzeugte Yerband FM(f16) isomorph zu a/O ~ FM(3) ist. Da (i15)
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iquivaIentzu pVqVr = (pVq) A(pVr) A(qVr) =: a ist, folgt in derTat FM(~5) ~
FM(3)/0(p V q V ria) <;l alO, wobei O(pV q V ria) die vom Quotienten p V q V ria
erzeugte Kongruenz ist.
Der von Elementen p,q, r E J(L) mit (~5) erzeugte Unterverband von L ist also stets
ein homomorphes Bild von FM(~5). Daraus ersieht man, dass die Primquotienten
pip, qlqund rlrstets zueinander projektiv sind und die Behauptung folgt aus (7).0
Sei JK eine Klasse von Verbinden. Wir setzen
H (JK) := {Lo I 3L E JK und ein Epimorphismus 1l' : L -+ Lo}
S(JK) := {Lo /3L E JK mit Lo ~ L Unterverband}
P(lK) := {La 13Li E JK (i E I) mit Lo = IIiE1Li}
Ps(JK) := {La 13Li E JK (i E 1) und eine subd. Darstellung 7r: La -+ IIiE1Li}
JK heisst Varietit, falls H(JK), S(JK), P(JK) ~ JK. Fiir eine beliebige Klasse JK von
Verbinden sei JKe :=n{JK' I JK' Varietit und JK' d JK} die von JK erzeugte Varietit.
Gemiss Tarski (Gri(9I,S.230) ist stets JKe = HSP(JK). Falls JK eine endliche Menge
von endlichen Verbinden ist, so lisst sich die Tarski'sche Beschreibung von JKe gemiss




Ein Verband L heisst distributiv. falls
(Va, 6,eEL) a A (6Vc) = (a A6)V (a A c).
Man kann zeigen, dass dann auch die duale Aussage (Va, 6,eEL) a V (6 A c) =
(aV6)A(aVe) gilt. Ofl'enbarist das modulare Gesetz (1) eine Abschwaehungvon (12).
Der zweielementige Verband ~ := {O < I} ist einfach und somit subdirekt irreduzibel.
Man sieht auch leicht, dass ~ neben dem triviaIen Verband {I} der einzige distribu-
tive, subdirekt irreduzible Verband ist (BiI4I,S.141): Sei dazu L'It. D2 distributiv und
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seien a, b, eEL mit a < b < c. Bezeichnen 6 bzw. 6' die Keme der beiden (nichtinjek-
tiven) Homomorphismen d 1-+ d 1\ b bzw. d 1-+ d V b, so ist 61\ (J' = 0, denn d(6 1\6')e
bedeutet dl\b = el\b und dVb = eVb, was d = dV(el\b) = (dVe) 1\ (dVb) =
(d V e) 1\ (e V b) = e V (d 1\ b) = e implizierl. Somit folgt
(13) L distributitJ <:=:> L E {Ih} e.
Insbesondere ist fiir distributive Verbinde L jedes irreduzible p E J(L) auch prim (dies
folgt auch leicht direkt aus (12); L braucht nicht endliche Linge zu haben).
1.3 Dreieckmatroide
Sei (J, -) eine Menge mit Abschlussoperator, d.h. fUr aIle A, B ~ J gilt A ~
A, ]' = A, A ~ 11. (J, -) heisst Matroid (AiII],S.17), falls fur aIle A ~ J und p, q E J
gilt:
(MI) p ~ A, p E Au {q} => q E Au {pI,
(M2) 3B ~ A: IBI < 00 und 11= A.
Gilt zusatzlich (Vp E J) W = {p} und ~ = 0, so ist (J, -) ein einfaches Matroid oder
eine kombinatorische Geometrie. Dies wird im folgenden stets erf'ullt sein; ebenso wird
(J, -) endlich sein, sodass (M2) trivial gilt. Eine Teilmenge B ~ J heisst unabhingig,
falls (Vp E B) p ~ B \ {pJ. Andernfalls heisst B abhingig. Aus dem "Steinitz'schen
Austauschsatz" (MI) folgt leicht, dass in jedem Matroid (J, -) gilt:
(14) B ~ J unabkingig und p ~ 11=> B u {p} unabkin,;g.
Sei A ~ J. Eine maximal unabhingige Teilmenge B ~ A heisst Basis von A. Wegen
(14) ist dann 11= A. Mit (14) und (M2) kann man auch leicht zeigen, dass aIle Basen
B ~ A die gleiche endliche Kardinalitit rg(A) (Rang von A) haben. Eine minimal
abhingige Teilmenge C ~ J heisst Kreis. Bezeichnet K(J, -) die Menge aIler Kreise
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in (J, -), so lisst sich der Abschlussoperator - : J -+ J folgendermassen beschreiben
(Ai(I],S.23):
(15) A =A ~ f"IO E K(J, -))(Vp E C) (0\ (P}) ~ A=?O ~ A.
Sei jetzt G(V, J) ein endlicher, ungerichteter Graph mit Eckenmenge V und Kan-
tenmenge J. 0~J heisst G-Kreis der Lange n (n ~ I), falls es paarweise verschiedene
VI, t.I2, .•. ,tin E V gibt mit 0 = {til t.I2, t.l2t1a, ••• , tln-1 tin, tinVI} (tlitli+1 ist die durch tli
und tli+1 bestimmte Kante). Betrachten wir die Menge aller G-Kreise 0~J, so wird
durch (15) oft'enbar ein Abschlussoperator - auf der Kantenmenge J definiert. Gemass
Ai(I],S.27 ist (J, -) sogar ein Matroid und die Kreise 0~ J sind gerade die G-Kreise
o ~ J. (J,-) heisst Polygonmatroid von G(V, J) (insbesondere ist Idie Menge aller
Schlaufen in G und lPJ die Menge der zu p parallelen Kantenj die fUr uns relevanten
Graphen besitzen aber weder Schlaufen, noch parallele Kanten).
Wir interessieren uns fiir die Polygonmatroide spezieller Graphen G(V, J), welche




(l1I) Jeder GrapTaG(V, J) mitV = {u, tI}, U:F tI und J = {Uti} TaeisstDreiecksgrqpTa.
(l12) 1st G(V, J) DreiecbgrapTa und iat Uti E J, w 'I. V,
ao ist /I.cTaG(V', J') := G(V U {w}, J U{uw, tIW}) DreiecksgrapTa.
(l13) Sind G(V1,J1) undG(V2,J2) DreiecbgrapTaen und iatV1nV2 = 0,80 ist auch
G(V1, J2) eG(V2, J2) := G(V1 UV2, J1 U J2) Dreieckagraph.
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Das Polygonmatroid (J, -) eines Dreiecksgraphen G(V, J) moge Dreieckmatroid
(.6-Matroid) heissen. Durch (.61) deftnierte .6-Matroide heissen trivial und durch
(.61), (.62) deftnierle heissen zusammenhingend. Ein Kreis.6 E K(J,-) der Lange 3
heisse Dreieck und D ~ K (J, -) bezeichne die Menge aller Dreiecke. Eine Teilmenge
A ~ J heisse dreieckabgeschlossen (.6-abgeschlossen), falls
(16) (V.6E D)(Vp E.6) (6 \{p}) ~ A=>.6 ~ A.
Das folgende Lemma wird in 1.4 an wesentlicher Stelle verwendet werden.
Lemma 6: Se; (J,-) e;n .6-Matro;d. Dann ;st A ~ J genau dann abgeschlossen,
wenn A .6 -abgeschlossen ;st.
Beweis: Sieher ist jede abgeschlossene Menge a fortiori .6-abgeschlossen (vgl.(15)).
Fur die umgekehrte Richtung konnen wir (J, -) o.B.d.A. zusammenhingend annehmen.
Wir gehen induktiv vor. Die Behauptung gilt klarerweise fiir triviale .6-Matroide.
In dem zum Dreiecksgraphen G(V, J) gehorigen .6-Matroid (J, -) sei gemass Induk.
tionsvoraussetzung jede .6-abgeschlossene Teilmenge auch abgeschlossen. Wir be-
trachten den durch (.62) definierten Dreiecksgraphen G(V', J') und fixieren eine .6-
abgeschlossene Teilmenge A' ~ (J', -). FB ist die Abgeschlossenheit von A' zu zeigen.
1. Fall: A' ~ J. Da A' erst recht .6-abgeschlossen in (J, -) ist, ist A' gemass Induk-
tionsvoraussetzung abgeschlossen.
2. Fall: A' = Au {uw}, A ~ J. Klarerweise ist A .6-abgeschlossen in (J, -) und
damit abgeschlossen (Induktion). Ausserdem ist 'IV (j A (denn UV,uw E A' im.
plizierte vw E A'). FB sei also (0 \ {p}) ~ A' ein "Fastkreis". Es ist pEA' zu
zeigen. 1st (0 \ {p}) ~ A, so ist PEA, da A abgeschlossen ist. Andernfalls muss
die Lucke p gerade gleich vw sein und da (0\ {p}) ':F {wu,uv} (da uv (j A), ist
(0\ {p}) = {WU,UUl,,,,,Un_lUn,UnV} mit n ~ 1. nann ist aber {UUl, ••• ,Unv} ein
Fastkreis in A mit Lucke UV, im Widerspruch zur Abgeschlossenheit von A. Dieser Fall
tritt also gar nicht ein.
3. Fall: A' = Au {vw}, A ~ J. Analog zum 2. Fall.
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4. Fall: A' = AU{uw, t}w}, A ~ J. Wie im 2. Fall schliesst man, dass A abgeschlossen
ist. Da A' 6-abgeschlossen ist, ist ut} E A. Sei wieder (0 \ {p}) ~ A' em Fastkreis und
sei o.B.d.A. (0 \ {p}) g; A. 1st die Lucke p gleich uw oder t1W, so ist nichts zu zeigen.
Andernfalls ist (0\ {p}) = 01 U {uw,wv} U~ = {UnUn-l, ••• ,UIU} U {uw,wt}} U
{OO1,... , t}m-l t}m}, wobei o.B.d.A. 01 :F 0 oder ~ :F 0. Dann ist aber 01 U{ut}}U~
ein Fastkreis in A mit Lucke p, was pEA ~ A' impliziert. 0
Inskiinftig werden wir Dreieckmatroide (J, -) mit (J,D) bezeichnen, was nach obigem
Lemma gerechtfertigt ist. Man beachte, dass es in einem Polygonmatroid (J, -), das
kein Dreieckmatroid ist, 6-abgeschlossene Mengen geben kann, die nicM abgeschlossen
sind, z.B. {5,3,9} in Fig.4:
Wir brauchen einige weitere einfache Tat8achen iiber 6-Matroide. (J, D) =
n:=I(J., D.) bezeichne stets die Zerlegung von (J, D) in seine "Zusammenhangskom-
ponenten". Dann gilt:
,
(17) IJI =E IJ.I und (VI ~ i~8) IJ,I = 21D.1 + 1,
.=1
,
(18) rg(J) =Erg(J.) und (VI ~ i~8) rg(J.) = ID,I + 1.
•=1
(17) und die erste Gleichung von (18) sind trivial. Die zweite Gleichung ergibt sich
unschwer mit (14) und Induktion nach ID,I.
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Sei nun (J, D) ein nichttriviales, zusammenhingendes ~-Matroid. Unter einer
(J.D)-Aufzii.hlung verstehen wir eine Permutation (Po,ql,PI, tl2,P2, ... , qt, Pe) von J,
derart dass VI ~ i ~ t ein ri E {Po,ql,PI, ... ,qi-I,Pi-l} mit {ri,qi,Pi} E D existiert
(fiir i = 1 ist ro = po). Mit (~2) und Induktion nach IDI folgt leicht, dass dann
{{ri, Pi, qi} 11 ~ i ~ t} schon gleich D sein muss. Ebenso sieht man, dass es zu j edell
po E J eine (J, D)-Aufzii.hlung (Po,ql,PI, ... , qt, Pe) gibt.
Fur gewisseMatroide bedeutet "abhingig" soviel wie "linear abhingig". Genauer:
Sei (J,-) ein Matroid und k ein Korper. Eine k.lineare Darstellung von (J, -) ist eine
Abbildung w : J -+ E (E k-Vektorraum), derart dass fur aIle A ~ J gilt:
A abhangig <=> w(A) linear abhangig.
1st (J, -) einfach, so ist w: J -+ E klarerweise injektiv und man kann ferner o.B.d.A.
dim(E) = rg(J) annehmen. Ein Matroid, welches eine k-Darstellung besitzt, heisst
k-Matroid und Matroide, welche tiber j edem Korper k eine k-Darstellung besitzen,
heissen regular. E6 ist nicht schwer, zu beweisen, dass aIle Polygonmatroide regular
sind (Welsh[261,8.148). (Man unterscheide k-lineare Darstellungen von Verbinden (1.1)
und k-lineare Darstellungen von Natroiden. 1m niichsten Abschnitt werden wir k-
Darstellungen von Polygonmatroiden zur Konstruktion von k-Darstellungen gewisser
Verbinde verwenden.)
Ein Verband L endlicher Linge heisst semimodular ([91,8.172), falls
(I)' (Va,b, c, dEL) (a >-- b und afb / cfd) => c >-- d.
Klarerweise ist 8emimodularitat eine Abschwaehung von Modularitat. Auch in semi.
modularen Verbinden endlicher Linge haben je zwei maximale 0 - b-Ketten stets die
gleiche Linge 6(b), doch gilt statt (9) nur noch
(9)' (Va, bEL) 6(a V b) + 6(a A b) ~ 6(a) + 6(b).
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(Gleiehheit fUr alle a, b isi iquivalent zur Modularitit.) Fiir ein beliebiges Matroid
(J, -) ist die durch ~ partiell geordnete Menge L(J, -) := {A ~ J IA = A} ein Ver-
band mit A A B = A nB und A V B = AD11 und aus (Ml) folgt leieht die Semi-
modularitit von L(J, -) ([IJ,8.37). In 1.4werden wir vom unten stehenden Diagramm
Gebrauch machen. (Fig. 6 isi iibrigens gleieh dem Verband, der auf dem Buehdeekel
von Crawley-Dilworthl6J abgebildet ist.)
25
1.4 Endliche Dreieekverbinde
Ein endlieher, modularer Verband L heisse Dreieekverband (6-Verband), falls
J(L) derart zu einem Dreieekmatroid gemacht werden kann, dass mit D(L) := D(J( L))
gilt:
(64) rg(J(L)) = 6(L),
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Fig.6 bis Fig. 12steDt jeweils einen Dreieckverband Lmit zugehorigem ~-Matroid
(J(L), D(L)) dar. Die zu einem Dreieck ~ e D(L) geharigen Irreduziblen tragen dabei
die gleiehe Zift'erz (z S ID(L)I). Der Leser mage verifizieren, dass aueh FM(3) in Fig. 2
ein ~-Verband ist (das 6,-Matroid besteht aus 7 Zusammenhangskomponenten).
Wie man mand von Fig. 8 (a). (b) sieht, ist das Dreieckmatroid (J(L), D(L)) eines
Dreieckverbandes L i.a. nicht eindeutig bestimmt (immerhin ist die Anzahl der
Zusammenhangskomponenten eine Invariantej Satz IO(i)). Umgekehrt kannen nieht-
isomorphe Dreieckverbinde identische Dreieckmatroide besitzen (Fig.8(a) .Fig.9).
Eine bijektive Korrespondenz hat man nur fUr ID(L)I s 2 (Satz 11).
Aus Fig .13 ist e1'8ichtlieh,dass Mol kein Dreieckverband ist (und ebensowenig M; fUr
i ~ 5). In 1.6 behandeln wir zwei weitere illustrative Gegenbeispiele.
In Satz 2 wurde gezeigt, dass Ma eine "gute DarsteDungstheorie" besitzt. Wir
wollen diesen Begrift' nun exakt definieren. Ein endlicher, modularer Verband L heisse
m falls fUr jeden Karper k die Isomorphieklassen (PI der unzerlegbaren k- Darstel-
lungen p bijektiv den einfachen Faktoren von L ent8prechen:
B"{(PI Ip unzerlegbare k-Darat. von L} ~. 8p(L) : (PI 1-+ ker p.
Wir erinnem an dieser Stelle an die Konventionen (3) und (4), die in der ganzen Arbeit
giiltig sind. Ebenso sei wiederholt, dass k nieht kommutativ zu sein braueht. Ziel dieses
Abschnitt8 1.4 ist der Beweis des folgenden Hauptsatzes.
Satz '1: Jeder ~- Verband ilt gut.
Zuerst werden wir ein Kriterium beweisen, dass die k-Darstellbarkeit eines Ver-
bandes L zurUekfiihrt auf die Existenz eines gewissen k-Matroides auf J(L). (Ein mOo
dularer Verband L endlicher LiDge heisse k-darstellbar, falls eine treue k-DarsteDung
von L existiert.) Daraus ergibt sich als Korollar 9, dass jeder ~- Verband L liber jedem
Karper k eine treue Darstellung p[L, kl : L - L(E) besitzt. Anschliessend zeigen wir,
dass fUr jeden ~-Verband L und jedes 0 e 8p(L) aueh LO ein 6,-Verband ist, dessen
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~-Matroid zusammenhangend ist (Satz 10). Satz 13 besagt, dass samtliche treuen k-
Darstellungen p eines einfachen ~-Verbandes L zu p!L, k] isomorph sind und in Satz
14 wird gezeigt, dass jede k-Darstellung p eines ~-Verbandes L in eine (eventuell
unendliche) Summe von k-Darstellungen '" p!LO, k] o1rO (0 E sp(L)) zerfillt. Damit
ist Sab 7 dann bewiesen.
Wie erw3.hnt, befassen wir uns zunachst mit der k-Darstellbarkeit beliebiger mOo
dularer Verbiinde endlicher Lange.
Ein Verband L heisst 2-distributiv, falls
(Va, b, c, dEL) a" (b V c V d) = (a" (b V c)) V (a" (b V d)) V (a "(c V d)).
Analog zu (12) ("I-distributiv") gilt dann auch die duale Gleichung. Man kann zeigen,
dass L genau dann 2-distributiv ist, wenn L keine projektive Ebene L(k3) ala Unter-
verband enthilt, insbesondere ist jeder gute Verband 2-distributiv (vgl.[1],S.121). In
J6nsson-Nation!18] wird gezeigt, dass jeder modulare, 2-distributive Verband endlicher
Lange tiber jedem Korper k mit Ikl> ILl eine treue k-Darstellung besitzt.
Der nachste Satz beleuchtet die Frage der k-Darstellbarkeit von einem matroidtheo-
retischen Standpunkt aus. Der Beweis ist zum Beweis in !18] "disjunkt". (Problem:
Laaat sich der komplizierte Beweis in !18]mit dem Kriterium aus Satz 8 vereinfachen1)
1st (J,~) = (J(L),~) die partiell geordnete Menge der irreduziblen Elemente eines
Verbandes L, so ist I ~ J ein Ideal, falls mit p E I auch {pI E J I p' ~ p} ~ I ist.
FUr jedes a E L sei J (a) := {p E J I p ~ a} das durch a bestimmte Ideal und es sei
L(J,~) := {I~ J I I Ideal}.
Satz 8: Fur jeden modularen Verband L endlicher Lange und jeden festen Korper Ie
gelten folgende AUBBagen.
(i) L ist k-darstellbar <==> (J,~) tragt ein Ie-Matroid (J,~, -) mit
(~4) rg(J) = 6(L) und (66)' (VaE L) J{ii} = J(a).
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(ii) 1st L k-darstellbar und (J, ~, -) daB zugehorige georonefe Matroid, so ist
L(J,~, -) := L(J, -) n L(J,~) ein UntenJerband von L(J, -) und
p: L -+ L(J,~, -) : a •...•J(a) ist ein Verbandsisomorphismus.
Beweis: (i). Sei zunichst eine treue, d.h. injektive, 6(L)-dimensionale Darstellung
p : L -+ L(E) gegeben. FUr jedes p E J wihle man einen Vektor w(P) E pp \ pp.
Da fUr p 1:. q pp n pq = p(p A q) ~ pp, erhalten wir so eine injektive Abbildung
w : J -+ E. Setzt man (VX ~ J) X := {p E J I w(P) E (w(X))}, so ist (J,-)
trivialerweise ein k-lineares Matroid. Zum Nachweis von (65)' sei p f/. J(a). Dann ist
pa n pp ~ pP, also w(p) f/. pa ;2 (wJ(a)} und somit p f/. J(a). Zum Beweis von (64)
geniigt es wegen dim(E) = 6(L), zu zeigen, dass (Va E L) dim(wJ(a)} ~ 6(a). 1st
a E L und gilt die Behauptung fiir ein Ii ~ a, so sei p E J(a) \ J(a). Nach (~5)' ist
w(p) E (wJ(a)} \ (wJ(a)}, was dim{wJ(a)} ~ dim{wJ(Ii)} + 1~ 6(a) impliziert.
Sei umgekehrt (J,~) gleichzeitigein Matroid (J,~, -), das eine (64), (65)' erfiillende
k-Darstellung w : J -+ E besitze (mit o.B.d.A. dim(E) = rg(J)). Wir setzen
p: L -+ L(E) : a •...•(wJ(a)).
Wegen (64) ist jedenfalls dim(E) = rg(J) = 6(L). E9 bleibt zu zeigen, dass p ein
injektiver Homomorphismus ist. Die Injektivitat ist ein Nebenprodukt von
(19) (Va, bEL) (a ~ b ~ pa ~ pb) und (a ~ b ~ pa ~ pb).
Beweis von (19). ~ in der ersten Aussage ist trivial. Zum Beweis von <= sei
a 1:.6. Dann existiert ein p E J(a) \ J(6) (~J)' J(a) \]{b). Nach Definition einer
k-Matroiddarstellung ist somit w(P) E (wJ(a)} \ (wJ(b)}, also pa 1:. pb.
Aus a ~ b folgt daher dim(pblpa) ~ 1, aber dim(pblpa) > 1 ist wegen dim(E) = 6(L)
klarerweise unmoglich. Damit ist auch der zweite Teil bewiesen.
(20)
Seien L, L' semimodulare Verbtinde endlicher Lange.
Dann isf jede Abbildung p: L -+ L' mit (19) ein V-Homomorphismus.
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Beweis von (20). Wir zeigen (Va, hE L) p(aVh) = paY ph mit Induktion nach 6(a)+6(h).
Dabei konnen wir wegen der Monotonie von p o.B.d.A. a und h a.ls unvergleichbar
annehmen. Sei 6(a) +6(b) ~ 2. Man wible ein a ~ a. Wegen (9)' ist dann aV h = a Vb
oder aV h ~ a Vb. ~ erst en Fa.llist pa Vph ~ p(a Vh) = p(av h) ~. paY ph ~ pa Vph.
1m zweiten Fa.ll ist pa ~ p(a V b) und gemass (19) p(a V h) ~ p(a V h), pa 1:. p(a V b),
mithin p(a Vh) Vpa = p(a V h). Nach Induktionsvoraussetzung ist p(a V h) = pa V ph.
Da.ra.usergibt sich p(a V h) = pa Vpb.
Sind L, L' modular, so folgt dual zu (20) auch die ,,- Treue von p : L - L'. Altema-
tivbeweis: p(a" b) ~ pa "pb und 6(p(a "h)) (~) 6(a" b) <i) 6(a) + 6(b) - 6(a V h) =
6(pa) +6(ph) - 6(p(a V b)) (~) 6(pa) + 6 (pb) - 6(pa V ph) = 6(pa" ph).
(il). Wegen (6.6)' ist :T[tif = J(a) und somit p wohldefiniert. Die Injektivitit folgt
sofort aus a = VJ(a). Fur a, bEL ist p(a "b) = J(a" b) = J(a) n J(b) = pa "ph
und p(a Vb) = J(a V b) :; J(a) u J(6) = pa Vpb. Die Inklusion ;;2 bei * ist trivial. Um
~ zu zeigen, mUssen wir von der k-linea.ren Matroiddarstellung w : J _ E Gebrauch
machen: p E J(a V b) => w(P) E (wJ(a V b)) ~ (wJ(a)) + (wJ(b)) = (w(J(a) u
J(b))) => p E J(a) U J(b). Somit ist Im(p) ~ L(J, -) Unterverband und p: L _ Im(p)
ein Isomorphismus. Zum Nachweis von Imp = L(J, ~,-) sei X E L(J, ~,-) ein
abgeschlossenes Ideal. Da.nn ist X = X = U'EX J(PJ = V'EX pp E Imp. 0
Bevor wir zu den Anwendungen von Satz 8 kommen, wollen wir sehen, ob die
Aquivalenz (i) auch fiir semimodulare Verbinde gilt.
1st L ein semimodula.rer Verband endlicher Linge, der nieht modular ist, so existieren
Elemente a, bEL mit 6(a" b) +6(a Vb) < 6(a) + 6(b). Eine dimensionstreue, V-treue
Abbildung p : L - L(E) ka.nn daher nieht "-treu sein, denn es ist 6(p(a A b)) = 6(a"
b) < 6(a) +6(b) -6(aVb) = 6(pa) +6(pb) - 6(pa+ph) = 6(panpb). Ein semimodula.rer
Verband L endlieher Linge heisst daher k-darstellbar, fa.Usein k-Vektorraum E mit
dim(E) = 6(L) und ein injektiver, dimensionstreuer V-Homomorphismus p : L - L(E)
existieren.
25
Aus dem Beweis von Satz 8 (i) ergibt sich sofon, dass die Existenz einer k-Matroid.
struktur auf J(L) mit (64), (65)' auch fUr semimodulare L noch hinreichend fUr
k-Darstellbarkeit ist. Das folgende Beispiel zeigt aber, dass die Bedingung nicht mehr
notwendig istl
Ea sei k := 712 und Z, ,1,z sei Basis eines 7lrVektorraumes E. In Fig .14 sind
ein semimodularer Verband L, sowie eine v-treue ZrDarstellung p : L -+ L(E)
angegeben. Angenommen J(L) = {I, 2,3,4, 5, 7, 8} trigt; eine 7lrMatroidstruktur
(J,-) mit (64) rg(J) = 6(L) = 3. Wegen IJI= 7 ist dann (J,-) ~ (E\ {O},-), wobei
X := (X) \ {O}fiir alIe X ~ E \ {O}. Klarerweise gibt es dann keine abgeschlossenen
Mengen der Kardinalitit 2, d.h. (65)' ist fUr a = 4,5,7,8 verletzt.
Nach diesem kurzen Absteeher betrachten wir von nun an nur noch Darstellun-
gen aodularer Verbinde, die per definitionem V- und A-treu sind. Gibt es Klassen
modularer Verbinde, fUrwelche das Kriterium (i) aus Satz 8 schnell verifizierbar ist?
Man sieht leicht, dass fUrjeden endlichen, distributiven Verband L gilt IJ(L)I = 6(L)
(vg1.l9],S.62oder kombiniere (IO),(I3),Korollar 4). Fassen wir J(L) als freies Matroid
auf (d.h.(VX ~ J) X:= X), so sind (64) und (~5)' trivial erfiillt, WOfaUSmit Satz 8
die universelle k-Darstellbarkeit von L, sowie die wohlbekannte Tatsache L ~ L(J, :5)
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folgen ([9],8.62). Dies ist bloss ein 8pezialfaIl von
Korollar 9: Sei L ein ~-Verband. Dann gelten folgende Au"sagen.
(i) Zu jedem Korper k existierl eine k-Matroiddarstellung w : J(L) - E, derarl dass
p[L,k] : L - L(E) : a t-+ (wJ(a)) eine treue k-Darstellung von List.
(ii) pILI : L - L(J, D, S) := L(J, D) n L(J, S) : a t-+ J(a) ist ein Verbandsisomor-
phismus.
~ Ala Polygonmatroid ist (J(L), D(L)) iiber jedem Korper k darsteUbar.
(Li4) gilt definitionsgemass. Aus (~5) folgt sofon, dass aIle Teilmengen von J(L) der
Form J(a) Li-abgeschlossen sind (Def.(16)). Gemass Lemma 6 sind sie dann auch
abgeschlossen, d.h. es gilt (Li5)'. Mithin ergeben sich (i) bzw. (ii) aus 8atz 8 (i) bzw.
(ii). 0
1st L ~-Verband mit Zusammenhangskomponenten (J,D) = n:=I(Ji,Di), so
ist (Va E L) J(a) = U:=IJi(a) := U:=.(J(a) n Ji). Da der Abschluss von X ~ J




auffassen. Der nachste 8atz besagt u.a., dass aUeFaktoren Pi := 1Ti0 P einfach sind.
Satz 10:
(i) Fur jeden Li- Verband L mit (J(L), D(L)) = n:=l (Ji, Di) ist s = Isp(L)1 und
es ist {Ji I 1 $ i $ s} = {J0(L) I S E sp(L)} (fur JO(L) = Ji(L) setze
D8(L) := Di(L)). Weiter ist fur alle 0 E sp(L) £0 ein Li-Verband mit D(LS) =
{{""OP,""oq,1TOr} I {p, q, r} E D8(L)}. Insbesondre ist L genau dann ein ein-
facher ~- Verband, wenn (J(L), D(L)) zusauenhingend ist.
(ii) Sind umgekehrl alle FtJktoren LO (0 E sp(L)) des endliehen, modularen Verbandes
L Li-Verbande, 80 ist aueh L ein ~-Verband mit (J(L),D(L)) =
nSeIlP(L)(JO(L),1J8(L)), fDobei1J8(L) = HuOp,uOq,uOr} 1 {p,q,r} E D(LO)}'
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Beweis: (i). Wir verwenden stillschweigend Lemma 3 und Korollar 4. F.6 ist
{kerpi I 1 ~ i ~ 8} = 8p(L) zu zeigen, wobei wie oben Pi : L -+ L(Ji, Vi) durch
a 1-+ Ji(a) definierl iat. Dazu notieren wir zunachst die trivialen Ungleichungen
(21) (VI ~ i ~ 8) 6(Li) = 6(wJ'(I)) ~ dim(wJ'(I)) = rg(J').
1st nun p E Ji, 80 impliziert p;. J'(p) = Ji(p) (Lemma 6), dass w(p) ;. (wJi(p)).
Also ist PiP :;. pip. Dies bedeutet aber ker p, ~ 0" wo 0, die gemiss Lemma 5 (ii)
eindeutig bestimmte Kongruenz aus 8p(L) mit J'(L) ~ JOi(L) ist. Die hierdurch
gestiftete Surjektion {Pi II~i ~ 8} -+ 8p(L) : p, 1-+Oi muss nun wegen
(22)
, (21) , ,
6(L) (~) ~ rg(J') ~ ~ 6(L,) ~ ~ 6(LOi) ~ L 6(LO) (~) 6(L)
1=1 1=1 1=1 Oeep(L)
auch injektiv sein und es muss (VI ~ i ~ 8) kerpi = 0, geiten.
Sei 0 E 8p(L). Da 'lr0 : L -+ LO die Zusammenhangskomponente JO(L) bijektiv und hOo
momorph auf J(LO) abbildet, wird J(LO) unter D(LO) := {{rOp, 'lroq, 'lr0r} I {p,q,q} E
nO(L)} zu einem t1-Matroid mit (.65). Wegen rg(J(LO)) = rg(JO(L)) (~) 6(LO)' gilt
auch (t14), d.h. LO ist ein .6-Verband.
(ii). Sei 0 E 8p(L). Da uO : LO -+ L J(LO) bijektiv und v-treu auf JO(L) abbildet,
wird JO(L) unter nO(L) := {{uOp,uOq,uOr I {p,q,r} E D(LO)}) zu einem zusam-
menhingenden t1-Matroid mit (.65). Setzte (J(L),D(L)) := n,p(L)(JO(L),nO(L))j
dann ist wegen rg(J(L)) = Erg(JO(L)) = Erg(J(Lo)) = Ec5(LO)) (~) 6(L) L ein
.6-Verband.O
Mit Korolla.r9 und Satz 10konnen die einfachen Faktoren LO ~ {JO (a) I a E L} ~
L( JO, nO , ~) eines Dreieckverbandes L bestimmt werden (der Leser moge dies fiir das
L aus Fig .12 durchfiihren). Dabei geniigt es, die Faktoren LO mit IJO (L)I > 5 zu
berechnen, denn fUr IJO(L)I = I bzw. 3 bzw. 5 ist (unabhingig von L) stets LO ~ D2
bzw. LO ~ Ma bzw. LO ~ Ma,a (:= zwei Ma iibereinander statt drei, wie in Ma,a,a).
Mit anderen Worlen:
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Satz 11: Sei L ein endlicher, modularer Verband. Dann gelten folgende Aquivalenzen.
(i) List 6-Verband mit (VOE 8p(L)) IJO(L)I = 1<==? IJ(L)I = 6(L)
<==? L E {~}e <==? L distributiv.
(ii) List 6-Verband mit (VO E sp(L)) IJ9(L)1 ~ 3 <==? L E {Ma}e.
(iii) List 6-Veriand mit (VOE 8p(L)) IJO(L)I ~ 5 <==? L E {Ma,a}e.
Beweis: (i). Sei L 6-Verband mit (VO E 8p(L)) IJ9(L)1 = 1. Gemiss Satz 10
ist fUr alle 0 E 8p(L) LO ein 6-Verband mit IJ(L9)1 = 1 = rg(J(Lo) = 6(£0), d.h.
Lo ~ D2, was aquivalent zur Distributivitit von L ist (vgl.(13)). (VO E 8p(L)) LO ~ D2
impliziert wiederum IJ(L)I ~4 L'P(L)IJO(L)I = L,p(L) 1 = L,p(L)6(LO) (~) 6(L).
Sei nun L endlicher, modularer Verband mit IJ(L)I = 6(L) =: 8. Fassen wir J(L) =
{pi, ... ,p'} alB6-Matroid (J(L),0) := ll:=1 ({p'} ,0) am, 80 gelten (64), (65) und L
ist ein 6-Verband mit (VO E 8p(L)) IJO(L)/ = 1.
(ii). 1st L 6-Verband mit (VO E 8p(L)) JO(L) ~ - oder \1, 80 folgt aus Satz 10
(i) (VOE 8p(L)) (lJ(Lo)1 = 6(L9) = 1) oder (IJ(Lo)1 = 3, 6(LO) = 2), was offenbar
(VOE 8p(L)) LO ~ D2 oder LO ~ Ma impliziert. 1st umgekehrt L E {Ma}e, 80 folgt
aus (11) unmittelbar (VOE 8p(L)) LO ~ ~ oder LO ~ Ma. Also ist L nach Satz 10
(ii) ein 6-Verband.
(iii). 1st L E {Ma,a}e, 80 iiberlegt man sich mit (11) leicht, dass (VO E 8p(L)) LO ~
D2 oder LO ~ Ma oder LO ~ Ma,3' Nach Satz 10 (ii) ist L 80mit 6-Verband. Die
umgekehrte Richtung ist etwas schwieriger. F.6 bleibt zu zeigen, dass ein 6-Verband
L mit (J(L), D(L)) ~~ zu Ma,a i80morph sein mU88.Dazu fassen wir L gemiss
Korollar 9 alBUnterverband von L(~) auf (siehe Fig.6). A(L) := {pELI 0 --< p} ~
J(L) bezeichne die Menge der Atome von L. Wir fiihren eine Fallunterscheidung nach
IA(L)I durch. IA(L)I = 5: In diesem Fall ist offenbar L = L('\6), was unmoglich ist, da
L(\Z}) nichtmodular ist (z.B. ist 2 < 25, aber (2VI4)A25:F 2V(14A25)). IA(L)I = 4:
1st A(L) = {1,2, 3,4}, 80 ist 150der 25 das fiinfte Irreduzible, was in jedem Fall zum
Widerspruch 5 E A(L) fiihrt. Andernfalls ist o.B.d.A. A(L) = {I, 2, 4, 5}, woraus aber
der Widerspruch 3 = 123A345 E A(L) fo1gte. IA(L)I = 3: Es sei J(L) = A(L) u{P, q}.
(23)
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1st A(L) = {1,2,4}, so folgt {p,q} ~ {15,25,345}, was 5 E A(L) implizierte. Daher
ist o.B.d.A. A(L) = {1,2,3} und es ist {p,q} ~ {14,24,345,15,25}. Aus {p,q} ~
{14,24,345} folgte 4 E A(L) und aus {p, q} ~ {345, 15,25} folgte 5 E A(L). 1st
{p,q} = {14,25} oder {p,q} = {15,24}, so ist L nicht modular (betrachte 2,p,q).
Also muss {p,q} gleieh {14, 15} oder {24,25} sein. In beiden Fillen ist L ~ Ma,a.
IA(L)I ~ 2: Dieser Fall ist trivialerweise unmOglieh,da dann in jeder dreielementigen
Menge {p,q, r} ~ J(L) zwei vergleichbare Elemente waren. 0
Bemerkung: In AvannI2],Thm.4.6 wird die Aquivalenz "IJ(L)I = 6(L) ~
L di8tnbuti,," rein verbandstheoretisch hergeleitet.
Sei p : L ~ L(E) eine Darstellung eines modularen Verbandes. 1st E = X Ef) X*
eine Zerlegung von p, so ist px : L ~ L(X) : a 1-+ pa n X gemass Satz I ein
Homomorphismus, d.h. es gilt
(Va, bEL) (pa + ph) n X = (pa n X) + (ph n X)
und (X +pal n (X + ph) =X + (pa npb).
Die zweite Gleiehung in (23) ist iquivalent zur ersten ( (X, pa, pb) bilden ein sog.
"distributives Tripel"; vgl.BiI41,S.37). 1st umgekehrt ein Teilraum X ~ E mit der
Eigenschaft (23) gegeben, so ist es unbekannt, ob X stete Summand einer Zerlegung
von p ist (vgl.(36) fl.). Ein X ~ Emit (23) mOgeaber Pseudosummand(von p) heissen
und die Darstellung L ~ L(X) : a 1-+ pa nX sei aueh mit px bezeiehnet (in G-
PI81,S.74 werden solehe X "admissible subspaces" genannt). Das folgende Lemma
bildet das Kernstiiek von Satz 13 und Satz 14. 1m Hinbliek auf 1.5 lassen wir aueh
unendl1che Verbinde L zu.
Lemma 12: Sei p : L ~ L(E) Darstellung einu modularen Verbandu Lund 8ei
X ~ E ein P8eudosummand "on p. Ferner Bei V := p(L) und 11" : V ~ Lo sei
ein Epimorphismus aul einen einlachen ~- Verband Lo, derarl dUB 1t:leinateUrbilder
(I: Lo ~ V u:istieren. Dann emtiert .m jedem Po E J(Lo) und jedem we X + (lpo \
X +6PO ein W ~ E, derarl dus gilt:
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(i) W ist Pseudosummand mit dim(W) = 6(Lo) und ker Pw = ken 0 p,
(ii) w E X E9W und X E9Wist Pseudosummand mit der Eigenschaft
(VA E V) (X E9W) n A = (XnA) E9 (W nA).
Beweis: 1m folgenden bezeichnen fUr p, q, r, ... aus J(Lo) (ev. mit Indices) die
Grossbuchstaben P,Q,R, ... jeweils die Bilder unter q : Lo -+ V. 1st Lo '$ D2,
d.h. D(Lo) #: 0, so fixieren wir eine (J(Lo), D(Lo))-Aufzahlung (PO,ql, p\,. 0" qt, Pt)
gemiss S.16. Zerlegt man w in w = z +w(Po) E X +Po, so ist wegen w rt. X +P;; auch
(24) w(po) E Po \ (X +~).
(mit Po ist auch Po irreduzibel (Lemma 3). 1st V unendlich, so braucht aIlerdings kein-Vorginger Po -< Po zu existieren. In diesem Fall moge (24) eine Abkiirzung sein fUr
(VA < Po)w(po) E Po \ (X + A)). Man zerlege nun w(po) in w(Po) = w(qt} + w(pt} E
Ql + Pl (wegen (~5) und der Supremumstreue von q ist Ql + Pl ;2 Po). Allgemein
zerlege man w(ri) E Ri in w(ri) = W(qi) + W(Pi) E Qi + Pi (ri wie auf S.16). Es sei
(25) W:= (w(po), w(pt} , .. 0' w(Pt)) (fur D(Lo) = 0 ist t = 0).
Trivialerweisesind fUr D(Lo) #: 0 aIle W(qi) E W. Dass die Vektoren w(po), ... , w(Pt)
linear unabhangig sind, wird sich spiter ergeben.
(26) (Vr E J(Lo)) w(r) E R\ (X + R).
Beweis von (26). GemisB (24) gilt (26) fUr r = po. Es geniigt, (26) fUr Pl, ql
nachzuweisen (Induktion). Angenommen w(pt} EX + 1';. Dann ist w(po) = w(Pd +
- (23) - * -w(qt} E (X + Po) n (X + Pl + Qd = X + (Po n (Pl + Ql)) ~ X + Po, im
Widerspruch zu (24). Dabei gilt *, well 1';+Ql 'l Po. Andernfalls folgte nimlich
Pi Vql ~ 1/'(1'; +Ql) ~ 1/'Po= po, im Widerspruch zu Lemma 5 (i)l Ebenso schliesst
man, dass w(qt) rt. (X + Q;).
Wist Pseudosummand mit ker Pw = ker 1/' 0 p, genauer gilt: (Vc E Lo)
(27)
(VA E 1f-l(C)) An W = (X + A) n W = We := (wJ(c)) und dim(We) = 6(c).
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<==> (3A E 1('-1(e))(3B E 1f-l(d)) (X + A) nW ~ (X + B) nW.
(28)
Beweisvon (27). Klarerweiseist We ~ AnW ~ (X +A)nW fUr aIle A E 1('-1(e). Um
an beiden Stellen Gleichheit zu zeigen und zum Nachweis der ubrigen Behauptungen
beweisen wir ihnlich wie in (19) zunichst
(Ve,d E Lo) e ~ d <==> We ~ Wd
Beweis von (28). 1st e ~ d, so ist trivialerweise We ~ Wd und (X + ue) nW ~
(X + ud) n W. Sei nun e 1:. d. Wir behaupten, dass dann We ~ Wd und dass (VA E
1/"-I(e)) (X+A)nW ~ (X+ud)nW. Sei dazu r E J(e)\J(d) fixiert. nann ist w(r) EWe
und w(r) E (X + A) n W fur aIle A E 1/"-1(e), aber es ist w(r) 't (X + ud) n W :2 Wd,
denn sonst folgte w(r) E (X +ud) n (X +R) (~) X + (ud n R) ~ X +R (wegen r 1:. d
ist R 1:. ud). Dies ist ein Widerspruch zu (26).
Aus (28) folgt (Ve E Lo) dimWe ~ 6(e). Da andrerseits dim(W) (~) ID(Lo)1 + 1 (~)
rg(J(Lo)) (~) 6(£0), muss Gleichheit gelten. Wire fUrein A E 1/"-1(c) We c (X+A)n
W, d.h. dim(We) < dim((X +A) nW), SO ergabe sich mit (28) sofort der Widerspruch
dim(W) = dim(WI) < dim((X +E) n W) = dim(W). Damit ist (27) und insbesondre
(i) bewiesen.
Mit A = (0) erhalten wir aus (27) (0) = X nW und somit w = X +w(Po) E X 11)W.
Ausserdem folgt (VA E V) (X + A) nW = (A nW) = (X nW) + (A nW), was
3.quivalent zur Gleichung in (ii) ist ("distributives Tripel"). Da.ra.usund weil X und
W Pseudosummanden sind, folgt schliesslich, dass auch X 11) W Pseudosummand ist:
(X 11) W) n (A + B) = (X n (A + B)) 11) (W n (A + B)) = (X nA) + (X n B) + (W n
A)+(WnB) = ((XI1)W)nA)+((XI1)W)nB). 0
Satz 13: Bei k ein beliebiger Korper und Lo ein einfaeher ll-Verband. Dann sind je
zwei treue k-Darstellungen p: £0 -+ L(E) und pi: Lo :-+ L(E') isomorph.
Beweis: Es sei V := pLo, V':= piLo und fUraIle a E Lo sei A := pa und A' := pia
(analog fUr andre Buchstaben). Es ist ein Vektorraumisomorphismus rp : E -+ E'
anzugeben, der den Verbandsisomorphismus pi 0,-1 :V -+ V' induziert. 1st Lo ~ D2,
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so tut's ein beliebiger Isomorphismus t.p (beachte Konvention (3)). Andernfalls fixieren
wir eine (J(Lo), D(Lo))-Aufzihlung (pO,ql,pl, ... , (}t,Pt) und wenden Lemma 12 auf
den FaIl1r := idv und X := (0) an, d.h. wir zerlegen ein beliebiges w(po) E Po \ 1';;
entlang der (J(Lo), D(Lo))-Aufzihlung und erhalten so Vektoren w(r) E R \ R (r E
J(Lo)), derart dass gilt (vgl.(27)):
(29) w(Po), ... , w(Pt) ist Basis von E und (VA E V) A = (wJ(a)).
Dito erhilt man, ausgehend von einem w'(po) E P& \ Pd, durch Zerlegung entlang
(Po, ... , qt,Pt) Vektoren w'(r) E R' \ 1iJ (r E J(Lo)), derart dass gilt:
(29)' w'(po), ... , w'(Pt) ist Basis von E'und (VA' E V') A' = (wi J(a)).
Wir definieren t.p: E -+ E' durch t.p(W(pi)) := w'(Pi) (0 ~ i~t). Mit Induktion nach
i folgt leicht, dass t.p(w(r)) = w'(r) fur aile r E J(Lo). SOInit ist (VA E V) t.p(A) =
t.p(wJ(a)) = (w' J(a)) = A'. 0
Da gemiss (7) und Satz 10 (i) jedes homomorphe Bild eines 6-Verbandes L selbst
6-Verband ist, kann man sich im folgenden Satz auf die Untersuchung injektiver
Darstellungen p : L -+ L( E) beschrinken.
Satz 14: Sei k ein beliebiger Karper und L ein 6-Verband. Dann ezistiert fur jede (in-
jektive) k-Darstellung p : L -+ L(E) eine Zerlegung E = (9{WO,i 10 E 8p(L) , iE 1(8)}
von p, derart daBS (VO E 8p(L))(Vi E 1(0)) Pwo . ('oJ p[LO, k] 01r0,
,f
Beweis: Es sei wieder V:=pL. Wir werden obige Zerlegung nicht in einem Schritt
definieren, sondem "so lange" Pseud08ummanden WO," aufsummieren, bis E aus-
geschopft ist.
(30) Sei X ~ E Pseudo8ummand lion p und sei wEE \ X. Dann i8t w zu X
adjungierbar, d.h. es ezistiert ein W =Wl E9 ••. E9wm ~ E (m ~ 1), so diU8 gilt:
(i) Wi i8t Pseudosummand mit Oi := kerpw' E 81'(£) und dim(Wi) = 6(LOi),
(32)
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(ii) wE X EllW und X(w) := X EllW ilt Pseudosummand mit
der Eigenschaft (VA E V) (X EllW) n A = (X n A) EllED::I(Wi n A).
Beweis von (30). Es seien ein Pseud08ummand X ~ E und ein WEE \ X gegeben.
Gemass (23) ist die Menge M(w,X) := {A E V Iw E X + A} der Riume A, welche
w "einfangen", ein Filter in V. Da V endlieh ist, ist M(w, X) ein Hauptfilter; sein
erzeugendes Element sei mit D(w, X) bezeiehnet. Wir teilen den Beweis von (30) in
(31) und (32) auf.
(31) 1st D( w, X) irreduzibel, so ist w zu X adiungierbar.
Beweis von (31). Sei D := D(w, X) und sei 'Kg : V -+ Lg der den Primquotienten D/ f)
trennende Faktor (vgl.(8)). Es ist dann D = (1gPo fUr ein Po E J(Lg) (vgl. Beweis von
Lemma 3) und nach Lemma 12 existiert somit ein WI ~ E, welches (i), (ii) von (30)
erfiillt.
1st jedes wEE \ X mit irreduziblem D(w, X) adiungierbar,
so ist iedes wEE \ X adjungierbar.
Beweis von (32). Es sei ein wEE \ X vorgegeben. 1st D(w, X) irreduzibel, so ist w
gemiss (31) zu X adjungierbar. Sei nun D(w, X) reduzibel. Wir werden sogar zeigen,
dass w oberhalb X adiungierbar ist, d.h. w ist zu jedem Pseud08ummanden XI 2 X
adjungierbar. Wir nehmen das Gegenteil an. Es geniigt, ein reduzibles D(wl, XI) C
D( w,X) anzugeben, derari dass Wi nieht oberhalb XI adjungierbar ist. So erhilt
man induktiv eine unendl1ch absteigende Kette in V. Sei dazu D(w,X) = DI +
D2 (DI,D2 E V, DI,D2 c D(w, X)) und w = z+wl +w2 EX +DI +D2. a.B.d.A.
ist Wi nicht oberhalb X adjungierbar (waren Wi und w2 oberhalb X adjungierbar, so
iiberlegt man sich leicht, dass dies aueh fUr w gelten miisste, Widersprueh). Also gibt
es ein XI 2 X, sodass Wi nieM zu XI adjungierbar ist. Wegen (31) ist D(wl, XI)
notwendigerweise reduzibel. Da Wi von DI eingefangen wird, ist D( Wi, XI) ~ DI C
D(w,X). Dies beweist (32) und somit (30).
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Mit (30) erhaJten wir die gewiinschte Zerlegung von, wie folgt. F..ssei (e" I " < ,,)
eine Basis von E. Wir definieren rekursiv eine aufsteigende Kette von Unterraumen
Xe (e < ,,):
Xo:= (0)
XHI := {Xe(e1)' falls Xe 1E h:= min{" <" Ie" ~ XeH
E, sonst
X,\:= U X" fiir Limeszahlen ,\
,,<,\
Mit Induktion na.ch e < " beweist man leicht, dass fUr aJle e < "gilt: (a) Xe ist
ein Pseud08ummand, (b) (3eo ~ e) Xe = E9{We,p Ip < eo}, (c) aJle We,p (p < eo)
erffillen (32) (i) und es gilt (VA e V) XenA = E9{We,pnA Ip < eo}. (Man iiberpriife
in (a),(b),(c) insbesondre den Fall e = ,\ = Limeszahl.)
Da {e" I" < ,,} ~ Ue<"Xe, ist E = E9{We,p Ie < ",p < eo} und dies ist wegen (c)
eine Zerlegung von,. Fiir jedes 0 e sp(L) sei {WO,i lie I(O)} := {We,p I e < ",p <
eo,kerPwe.p = O}. Fiir aJle O,i zerlegt sich also die Darstellung PwOi : L ~ L(WO,i)
in ~O . = 'Pw"0' 0"0 : L ~ LO ~ L(WO i)' Gemiss Satz 13 ist aber Pw,o . '" ,[LO, kl.
" " , "o
Bemerkung: Die Methode, einen Vektorraum mit Hilfe der Riume D(w, X)
auszuschopfen, stammt von Gross. In G[lll wird 80 in einem unendlich dimensio-
naJen, aJternierenden Raum [E, (,)1 eine Isometrie • : E ~ E konstruieri, welche
einen vorgegebenen Verbandsisomorphismus" : V ~ V' (V, V' ~ L(E) endlich und
distributiv) induzieri. Dieser Satz (=Sab 24 in Kap. 2) laste beim Autor die Frage
aus: "Wie stark nichtdistributiv diirfen V, V' 1iberhaupt sein, sodass " stets linear
induziert ist7" Satz 13 zeigt, dass die "lineare Induzieriheit" fUr alle 6-Verbinde
garantiert ist. In 1.6 werden wir der Frage na.chgehen,ob umgekehrt jeder gute Verband
ein Ll-Verband sein muss.
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1.5 Artinsche Dreieekverhinde
Es sei L ein Dreieekverband. Setzt man e := sp(L), 80 kann man dies gemiss
Satz 10 auch 80 ausdriicken:
(33)
{1r(J: L - L(J 10 E e} ist su6dird:te Darstellung von L
und "10 E e ist LO einjacher Dreieclever6and.
In Verallgemeinerung der urspriinglichen Definition nennen wir von jetzt an jeden Ver-
band L, der eine Teilmenge e ~ C(L) mit (33) zulisst, einen Dreieekverband (.6.-
Verband). In diesem Paragraphen wollen wir einige Ergebnisse von 1.4 auf unendliche
Dreieekverhinde ausdehnen. Am einfachsten ist die Verallgemeinerungvon Korollar 9:
Satz 15: Sei k ein 6eliebiger Korper und L ein Dreieclever6and. Dann ezistiert ein
k- Vektorraum E und eine injektive Darstellung plL, k] : L - L(E).
Beweis: EB sei eine subdirekte Darstellung (33) mert. Zu jedem (J E e sei EO
ein 6(LO)-dimensionaler k-Vektorraum und PO := plLo,kj : LO - L(EO) die treue
k-Darstellung von LO aus Korollar 9. Setzt man E := E9{EO I fJE e} und definiert
p[L, k] : L - L(E) : a H (PO(aO) \0 E e),
80 ist p[L, k] klarerweise ein Homomorphismus (komponentenweises Rechnen). Sind
a:;' 6 aus L, 80 existiert ein 0 E emit aO :;. 60, was PO(ao) :;. PO(bfJ), d.h. plL, kJta) :;.
p[L, kj(b) implizierl. 0
Um auch Satz 13 und Satz 14zu verallgemeinern, benotigen wireinige Vorbereitun-
gen. Ein Verband L heisst aftinsch, falls es in L keine unendlich absteigende Kette It >
h > fa > ... gibt (andre Bezeiclinung: L erfiillt die "absteigende Kettenbedingung",
DCC).
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Lemma 16: ([4],[9])Sei L ein arlinseher Verband. Dann gelten folgende Aussagen
(i) Fur aile 0 #: F ~ L ezistierl das Infimum AF und es ist AF = AFo fiir geeignetes
endliehes Fo ~ F; insbesondre besitzt jeder Epimorphismu8 1r : L -+ Lo kleinste
Urb.lder (J : Lo -+ L.
(ii) L besitzt ein grosstes Element 1 genau dann, wenn L vollstandig ist.
Beweis: (i). Angenommen, es gibe ein F ~ L, derart dass AF nicht existiert, oder
derart dass AF #: AFo fur aIle endlichen Fo ~ F. Zu beliebigem It E F existiert dann
ein 12 'l. It aus F (sonst ware AF = It), d.h. es ist It > It 1\h. Ebenso existiert ein
fa aus F mit fa 'l. It 1\12, d.h. It > It 1\12 > It I\hl\h So erhalt man induktiv eine
unendlich absteigende Kette, im Widerspruch zur Voraussetzung. Nun folgt leicht die
Existenz von (J, denn fur alle e E Lo existiert A1r-1(e) und ist gleich einem endlichen
Infimum; mithin ist A1r-1 (c) kleinstes Urbild von c.
(ii). 1st L vollstandig, so ist 1 := VL grOsstes Element von L. Sei umgekehrt 1 E L
grOsstes Element und sei F ~ L vorgegeben. Wegen 1 E G := {g ELI (Vf E F) 9 ~ f}
ist die Menge der oberen Schranken von F nicht leer und gemiiss (i) existiert daher
VF=AG.D
Durch Hinzufugen eines Einselementes kann also jeder artinsche Verband "ver-
vollstandigt" werden. Sprechen wir im folgenden von artinschen Dreieckverbanden, so
meinen wir stets solehe mit Einselement. F.B gelte weiterhin Konvention (3).
Wie fur endliche 6,-Verbande, onn man auch fur artinsche 6,-Verbiinde L eine gewisse
Teil1Denge sp(L) ~ O(L) in natiirlicher Weise aussondern.
Lemma 1'1: Sei L ein arlinscher 6,- Verband mit subdirekter Darstellung (33). Selzt
man sp(L) := {B Eel (3c,d E L) c ~ d und (c,d) ~ B}, so ist {1rO: L -+ LO 10 E
sp(L)} eine minim ale subdirekte Darstellung von L: (VBE sp(L)) A(sp(L) \ {B}) #: O.
Beweis: Wir zeigen zunachst, dass jeder Primquotient cld in L von genau einer
Kongruenz B = Bc,d E e getrennt wird. Klarerweise existiert mindestens ein cld tren-
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nendes 0 E e (Def. einer subdirekten Darstellung). Gibe es noch ein cld trennendes
{) =F 0 in e, so betrachte man den Epimorphismus 11":= 11"0x 11"{): L - Lo := LO x L{).
F.6 folgt leicht, dass 1fcl1fd aucb Primquotient in 10 ist. Dieser wiirde aber von ver-
schiedenen Kongruenzen 00, {)o E sp(Lo) getrennt werden, im Widerspruch zu (7).
F.6 seien nun a =F b aus L vorgegeben. O.B.d.A. ist a A b < a. Da L artinsch ist, gibt es
c, d mit aAb S d -< c S a. Fiir 0 := Oe,dE sp(L) ist daher 1fOa=F 'lrOb,womit gezeigt ist,
dass {1I"0: L - LO 10 E sp(L)} eine subdirekte Darstellung von L ist. Diese ist kla-
rerweise minimal, denn ein fester Primquotient cld wird von keinem 0 E sp(L) \ {Oe,d}
getrennt. 0
Besibt ein Verband L eine minimale subdirekte Darstellung mit subdirekt irreduziblen
Faktoren (was nicM immer zutrifft), so ist diese eindentig bestimmt (D-C\61,1l.5).
Somit ist die Bezeichnung "sp(L)" in Lemma 17 gerechtfertigt. FUr endliche /1-
Verbinde rant die Definition natiirlich mit (8) zusammen.
Nun sind wir in der Lage, Satz 14 auf artinsche Dreieckverbinde auszudehnen.
ZweiDefinitionen seien noch vorweggenommen. Ein Element a eines Verbandes L heisst
kompakt, falls aus a S VF schon a S VFo fiir eine endliche Tellmenge Fo ~ F folgt.
Offenbar besitzt ein irreduzibles, kompaktes pEL stets einen eindeutig bestimmten
Vorganger Ii -< p. Eine Da.rstellung p : L - L(E) eines vollstindigen Verbandes L
heisst stetig, falls auch fiir unendliche Suprema bzw. Infima p(VF) = Ep(F) bzw.
p(AF) = (1p(F) gilt.
Satz 18: Se; k e;n bel;eb;ger Korper und L e;n arl;nscher /1-Verband. Dann ez;st;erl
'ur jede ;njekt;tJe, stet;ge k-Darstellung p : L - L(E) e;ne Zerlegung E = EB{WO i I,
o E 8p(L), iE [(O)} tJon p, derarl daBS C'lOE sp(L))C'li E [(0)) PwIJ • '" p(LO, kl 0 'lr0'
11,'
Beweis: Wir gehen den Beweisvon Satz 14durch und prizisieren an einigen Stellen
die Argumentation. Gelingt es, (30) fUrden Fall eines artinschen /1-Verbandes L zn
beweisen, so erhilt man analog zn Sab 14 eine Zerlegung E = EB{WO,i I 0 E e, i E
[(On von p mit e ~ 8p(L) (man vergewissere sich, dass heim "Aufsummieren" der
(34)
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Pseudosummanden WO,i im Beweis von Satz 14 nirgends die Endlichkeit von L ver-
wendet wurde). Da obige Zerlegung von peine subdirekte Darstellung von L induziert
(S.7) und da sp(L) minimal ist, muss e = sp(L) sein!
Beweis von (30) fUr artinsche l\-Verbinde. F.6 seien ein Pseudosummand X ~ E
und ein wEE \ X gegeben. Wieder ist M(w, X) = {A E V I w E X + A} wegen
(23) ein Filter in V. Gemaaa Lemma 16 ist D(w, X) := (1M(w, X) schon f'in endlicher
Durchschnitt, d.h. D(w, X) ist wieder Erzeugendes von M(w, X). Elemente A E V der
Form A = D(w,X) stellen sich als kompakt heraus: Sei dazu F ~ V und D(w,X) ~
sup F = EF (bier verwenden wir, dass p stetig istj andemfalls konnte sup F > EF
sein). wE X + EF implizieri w = z+ E?=IZi EX +E?=IAi (Ai E F), d.h. E?=IAi
ia.ngt wein. Also ist D(w, X) ~ E?=IAi.
(31)* 1st D(w, X) irreduzibel, so ist w zu X adjungierbar.
Beweis von (31)*. Da D := D(w,X) kompakt ist, existiert ein Vorginger j) ~ D in V.
F.6 sei 0 E sp(V) die den Primquotienten DIj) trennende Kongruenz. Gemaaa Lemma
16 besitzt 'lr0 : V -+ LO kleinste Urbilder uO : LO -+ V. Es ist dann D = uOPo fiir ein
Po E J(LO) und nach Lemma 12 existiert somit ein WI ~ E, welches (i),(ii) von (30)
erfiillt. Dies beweist (31)*.
Es bleibt der Fall eines reduziblen D(w, X) zu untersuchen. Hierzu kann die Schluss-
weise des Beweises von (32) wortlich iibertragen werdenj es wird nur verwendet, dass
V keine unendlich absteigende Kette besitzt. 0
Es seien p : L -+ L(E) und I :L -+ L(E') zwei Darstellungen eines modularen
Verbandes L mit 0,1. Eine notwendige Bedingung fUr p '" I, d.h. fUr die Existenz
eines Isomorphismuses I{J: E -+ E' mit (Va E L) l{J(pa) = la ist klarerweise
p und I sind indeztreu, d.h. fur aile Quotienten
alb in L gilt dim(palpb) = dim(lallb).
In Verallgemeinerung von Satz 13 beweisen wir, dass fUr artinsche l\-Verbinde (34)
auch .hinreichend fUr die Isomorpbie zweier Darstellungen ist.
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Satz 19: Sei k ein beliebiger Korper und L ein artiR8cher 1:::.- Verband. Dann sind je
zwei indezireue, injelt:tit1e, stetige k-Darstellungen p: L -+ L(E) und p' : L -+ L(E')
isomorph.
Beweis: Wir betrachten Zerlegungen E = E9{Wo,. IDE 8p(L), i E 1(0)} von p
bzw. E' = E9{We i' IDE 8p(L), i' E 1'(0)} von I gemass Satz 18. Dann gilt,
(35) (Vo E 8p(L)) 11(0)1 = 11'(0)1.
Beweis von (35). Sei 0 E 8p(L) fest. Dann ist 0 = oc,d fUr einen Primquotienten cfd
in L. Da aIle .9 E sp(L) \ {o} den Primquotienten cfd identifizieren, ist (W E sp(L) \
{O})(Vi E 1(.9)) cnwO,. = DnWO,i (beachte kerPwO,i =.9) . Somit ist dim(Cf D) =
E{dim(CnWO,;/DnWO,i) 10 E 8p(L),i E 1(.9)} = E{dim(CnWo,i/DnWO,i) I
i E 1(0)} = 11(0)1.1 = 11(0)1. Ebenso schliesst man dim(C' f DI) = 11'(0)1. Well nach
Voraussetzungdim(CfD) = dim(C'fDl) ist, folgt die Behauptung.
Man fixiere nun fiir jedes 0 E sp(L) eine Bijektion 1(0) -+ 1'(0) : i 1-+ I'. Nach
Satz 18 ist (VO E sp(L))(Vi E 1(0)) PwO,i '" p[Lo,k] 0 'lrO'" PWO.i'" Es existieren
daher Vektorraumisomorphismen tpO,i : WO,i -+ We,i' mit (VA E V) tpo,i(A n Wo,i) =
A' n We,." Definiert man tp : E -+ E' durch tplWo,. := tpo,' (0 E sp(L), i E 1(0)),
so ist (VA.E V) tp(A) = tp(E9{A n WO,' IDE 8p(L), i E I(O)}) = E9{A' n We,.' IDE
8p(L), i' E 1'(O)} = A', d.h. es ist p '" pl. 0
Sind p und p' nicht stetig, so braucht Satz 19 nicht zu gelten, wie man schon an
folgendem, trivialen Beispiel sieht: (e" I" < w+w) sei Basis eines Vektorraumes E und
die Darstellungen p, p' : w +w + 1 -+ L(E) seien durch p~ := (e" I " < ~) (~~ w +w)
bzw. p'~:= p~ (~< w), p'~:= (e" I"~~)(w ~ ~ < w+w), P'(w+w) := E definiert.
p und p' sind offenbar injektiv und indextreu (mit (3)), aber fUr ein tp : E -+ Emit
(V{ < w) tp(p{) = p'~ folgt tp(pw) = (e" I" < w) :I: p'w. Also ist P 1- I.
Auch die Injektivitit der Darstellungen ist (anders als in Satz 14) fUr unendliche
l::.-Verbinde eine notwendige Voraussetzung, denn ein homomorphes Blld eines un-
endlichen l::.-Verbandes braucht kein l::.-Verband mehr zu sein. C. Herrmann wies
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mich auf folgendes Gegenbeispiel hin: In D-H-W[5j tritt ein Yerband K auf, der ein
subdirektes Produkt der einfachen f1-Yerba.nde S(n,4) (n E IN) ist (vgl. Fig.H),
aber M. ala homomorphes Bild besitzt! (Allerdings ist K nieh't artinschj ein 80lches
Gegenbeispielsteht noch aus.)
Ein artinscher f1-Yerband L heisse "vom endlichen Typ", falls die Isomorphieklas-
sen der LO (8 E sp(L)) ,eine endliche Menge bilden. Dann ist also L E {Lt, ... , Ln}e,
wo die Li einfache f1-YerbiDde sind. Wegen (11) und weil jeder Unterverband eines
endlichen f1-Yerbands selbst f1-Yerband ist (S,47), ist jedes Lo E {Lt, ... , Ln}e sub-
direktes Produkt einfacher f1-Yerba.nde, insbesondre aIle homomorphen Bilder Lo von
L. Somit erhalten wir
Korollar 20: 18t L artinscher f1- Verband !10m endlichen Typ, so gelten die Satze
18 und 19 ohne die Vora"'8etzung der 1njeklivitat der Dar8tellungen ("sp(L)" in Satz
18 i8t durch "sp(L/ ker p)" zu er8etzen). Mithin gilt Hauptsatz 7 8ta.tt lur endliche
f). - Verbande allgemeiner lur artinsche f1- Verbande !10mendlichen Typ.
Bemerkung: Fiir artinsche f1-Yerba.nde L vomendlichen Typ liefert sp(L) offen-
sichtlich nieht nur eine minimale, 80ndern sogar die kleinBte subdirekte Darstellung
von L.
Abschliessend wollen wir die Bedeutung der absteigenden Kettenbedingung DCC
etwas diskutieren. 1m Beweis von Satz 18 wurde an dre1 Stellen davon Gebrauch
gemacht: Zuerst verwendeten wir, dass in jedem DCO:-Yerband V ~ L(E) (trivialer-
weise) gilt
(i) Fur jeden Filter M ~ V und lur alle Tei/raume X ~ E i8t "x mit M !lertrag/ich",
d.h. X +nM=n{X +A IAEM}.
Man kann sich iiberlegen, dass (i) sogar iquivalent zu DCC ist. Statt (i) konnte man
auch eine etwas schwichere Bedingung verwenden:
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(i)' ((7) in Sch124J)E8 e:nstierl eine Zerlegung E = E9iEIEi, (Vi E 1) dim(E;) ~ No,
80du8 jedes X:= E9;EJE; (J ~ 1) mit jedem Filter M ~ V flerlriglieh ist.
Weiter ga.rantierte uns DCC:
(ii) Jeder Epimorphismus '" : V .•.•.La besitzt kieinste Urb,lder (J : La .•.•.V.
Schliesslich benotigten wir DCC fUr die Implikation
(iii) 18t wEE \ X liir alle imduziblen D(w, X) adjungierbar, 80 aueh liir reduzible
D(w, X) (X P8eud08ummand).
Setzt man V als distributi v voraus, 80 ist Satz 19ein Korollar von Thm.l in Schl24].
In diesem Fall kann man "(ii) und (iii)" ersetzen durch
(iv) V ist flo1l8tindig und jedes komptU:te Element A E V ist Summe flon irreduziblen
Elementen.
Dies wollen wir kurz skizzieren.
ad (ii). 1st V distributiv, 80 ist gemiiss (13) fUr aDe 9 E 8p(V) V9 ~ D2• Ein Blick
in den Beweis von Lemma 12 zeigt aber, dass fiir Lo ~ D2 die Existenz von kleinsten
Urbildem gar nicht verwendet wool
ad (iii). 8ei X ~ E Pseudosummand und wEE \ X, derari dass D(w, X) reduzibel
ist. Gemiiss (iv) ist D(w,X) = DI + ... +.on mit endlich vielen ineduziblen J)i E V.
Wihlt man n minimal, 80 folgt, dass fUr jede Zerlegung w = z + Wi + ... + wn E
X +DI + ... +.on stets gilt D(wl,X) = DI,D(w2,X $ (Wi)) = D2, ... ,D(wn,X $
(Wi, •.• ,wn-I)) = .on(0110],8.119). Man kann also, da die Adjunktionsaufgabe fiir ir.
reduzible D(tI, Y) Ic3sbarist, nacheinander Wi,"', wn adjungieren und hat damit auch
w adjungierl. (1st V nicht distributiv. 80 muss man i.a. statt (wi) mehrdimen-
sionale Raume Wi:> (wi) adjungierenj dann kann aber D(wi, X$WI$ ... Wi-I) C J)i




1st dim(E) SNo,so ist (i)' eine leere Bedingung, d.h. Satz 19 gilt unterder Yoraus-
setzung"V distributiv mit (iv)", was nach einer Note von Herrmann aueh iquivalent
ist zu "V vollstindig distributiv" (Def.in BiI4J). Dies ist die lineare Version von Thm.l
in GII0J,Kap.4 - dem Yatertheorem der Gross'schen "Yerbandsmethode". Insbeson-
<Ire konnen in einem No-dimensionalen Yektorraum E zwei vollstindige, unendlieh
absteigende Ketten V, V' ~ L(E), welehe indextreu isomorph sind, stets durch einen
Isomorphismus 'P : E -+ E aufeinander abgebildet werden. Erstaunlieherweise gilt dies
schon fiir dim(E) = 2"0 nieht mehrj Thm.2 in G-K113Jbildet ein Gegenbeispiel.
1.6 Primeigenschaft, Abspaltbarkeit und Umkehrung von Satz 7
Ein einfacher, modularer Verband Lo endlieher Lange hat die Primeigenschaft
(PoI23J,S.53), falls fUrjeden Korper k jede unzerlegbare k-Darstellung p : Lo -+ L(E)
treu ist (die Umkehrung ist trivial; vgl. Bem.S.7). In PoI23J,S.55wird bewiesen, dass
D2, Ms und aDe projektiven Geometrien PGnlk] := L(kn) (k Primkorper, n ~ 3)
die Primeigenschaft haben. Aus Satz 14 ergibt sieh unmittelbar folgende Verallge-
meinerung des Resultates iiber D2 und Ms.
KoroUar 21: Jeder ein/ache Dreieclwer6and Lo hat die Pn'meigeMchaft.
Bevor wir einen zweiten in Po123] eingefiihrten Begriff diskutieren, noch einige
Bemerkungen iiber Pseud08ummanden. In Gelfand-PonomarevI8],S.74 wird folgende
Frage aufgeworfen:
Sei X ~ E Pseudosummand einer Darstellung p : L -+ L(E). Eziltiert stets
ein X* ~ E, derart dtJ88X EBX* eine Zerlegung von p ist f
Zur lliustration sei k beliebig und %,11,Z, w Basis eines k-Vektorraumes E. Wir be-
trachten die durch F1g.15 definiefte Darstellung p : L -+ V ~ L(E). Man bestitigt
leicht, dass die eingezeiehnete Partition von V eine Kongruenz 8 E O(V) darstellt mit
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V 8 ~ Ms. Weiter rechnet man unschwer nach, dass X := (1/, z) ein Pseudosummand
von p mit ker PX = 8 ist. Wihlt man willkiirlich ein lineares Supplement X* von X in
E, 80 wird man natiirlich i.a. keine Zerlegung von p erhaJten: Setzt man beispielsweise
fiir das p aus Fig .15"X* := (x +1/,z +w), 80 wird der Raum A := (x, 1/,w) E V nicht
zerlegt, denn A =F (X nA) e (X* nA) = (1/)+ (x + !f).
FaJls eine Erginzung X* ~ E zu einer Zerlegung existiert, 80 braucht diese nieht
eindeutig bestimmt zu sein. Zum Beispiel kann unser X = (1/,z) 8Owohldurch X* :=
(x, w) ala auch durch X* := (x,!f + w) zu einer Zerlegung von p erginzt werden.
In Erweiterung von Po(23J nennen wir einen modularen, subdirekt irreduziblen,
endlich erzeugten Verband abspaJtbar aus L, faJls fiir jeden Korper k und jede k-
Darstellung p : L -+ L(E} gilt: Existiert ein nicht bijektiver Epimorphismus 11" : pL -+
£0, 80 gibt es eine Zerlegung E = X e X* von p mit px(L) ~ Lo. FaJls Lo aus
j edem modularen Verband L abspaJtbar ist, 80 heisst Lo abspaJtbar (Po(23J,Def.1.3).
In Po[23J ist bewiesen, dass D2 und Ms abspaJtbar sind, jedoch nicht M.•.
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Korollar 22: Bei Lo ein einfaeher Dreieelwerband. Dann gelten folgende Aussagen.
(i) Lo ist aus jedem Dreieelwerband abspaltbar.
(ii) Falls (36) zu bejahen ist, so ist Lo aus jedem arlinsehen, modularen Verband L
abspaltbar.
Beweis: (i) ist eine Umformulierung von Satz 14. (ii). Sei p : L ~ V ~ L(E) eine
Darstellung eines artinschen, modularen Verbandes Lund sei 1r : V ~ Lo ein nicht
bijektiver Epimorphismus. Gemiss Lemma 16 existieren kleinste Urbilder iT: Lo ~ V.
Setzen wir somit in Lemma 12 X := (0), so erhalten wir einen Pseudosummanden
W ~ Emit Pw(L) ~ Lo (sogar kerPw = ken 0 pl. Nach Voraussetzung (36) kann
nun W zu einer Zerlegung E =W $W* von p ergii.nztwerden. 0
Den Rest dieses Paragraphen widmen wir der Umkehrung von Hauptsatz 7, d.h.
wir diskutieren die Frage, ob jeder gute Verband schon ~-Verband sein muss.
Fur einen endlichen,einfachen, modularen Verband Lo bedeutet "Lo ist gut" soviel
wie "Lo besitzt bis auf Isomorphie uber jedem Korper k genau eine unzerlegbare
Darstellung plLo, kJ : Lo - L(E)". Die folgenden beiden Beispiele zeigen, dass fur
einen einfachen, modularen Verband Lo Existenz bzw. Eindeutigkeit unzerlegbarer
k-Darstellungen i.a. unabhingige Eigenschaften sind.
3 1 Fi~. 16
45
Beispiel 1: (nicht Vk Existenz, aber Eindeutigkeit) Da die (einfache) projektive
Ebene PGS[Z2] gemass Po[23] die Primeigenschaft hat, sind aile unzerlegbaren k-
Darstellungen P : PGS[Z2] -+ L(E) 3-dimensional. Man sieht nun leicht (z.B.[1],S.121),
dass solchep's nur fUrchar( k) = 2moglichsind, aber dann bis auf Isomorphie eindeutig
bestimmt sind.
Beispiel 2: (Vk Existenz, aber nicht Eindeutigkeit) Der Verband Mt,'t aUsFig .17 (a)
ist klarerweise einfach (alle Primquotienten sind untereinander projektiv). Sei k be-
liebig und x, 1/, z, w sei Basis eines k-Vektorraumes E. Die Definition der treuen k-
Darstellung Pi : All:: -+ L(E) ist aus Fig. 17(a) ersichtlich. Wir behaupten, dass
fUr k #: Z2 jedes A E k \ to, I} Anlass zu einer weiteren unzerlegbaren k-Darstellung
PA : All:: -+ L(E) gibt, die nicht zu Pi isomorph ist. Man erhilt PA aus Pi, indem
man den bum (x, 1/,w + z) durch (x, 1/, W + AZ) ersetzt. Angenommen, es gibe einen
Isomorphismus I{): E -+ E mit (Va EM:::) I{)(Pia) = PAa.
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X t-+ ax, y t-+ Py, X + y t-+ ax + py = €(x + y) impliziert (i) P = € = a. w t-+
P'y + 6w, x + w t-+ ax + P'y + 6w = P"y + ~(x + w) impliziert (ii) 6 = ~ = a.
z t-+ a'x+ ')'z, Y+ z m ay + a'x + ')'Z = a"x + 17(Y + z) impliziert (iii) 'Y = 17 = a. Nun
fiihrt w+z Wl.Qii) (p'y+aw)+(a'x+az) = alllx+pllly+11(w+.\z) zum Widerspruch
11= a = 11.\.
(Man kann sich iiberlegen, dass man durch Variation von.\ E k \ {O}bis auf Isomorphie
ane treuen k-Darstellungen von MN erhalt.)
Wegenihrer "schlechten" Darstellungstheorie konnen die Verbinde PGal712J bzw.
M::: keine Dreieckverbinde seinj wir wollen sehen, wie stark sich die "Geometrien"
von J(PGal712J) und J(MN) von einem Dreieckmatroid unterscheiden!
Die projektive Ebene PGal712J wird iiblicherweisedurch Fig.16(a) dargestellt (die 7
Punkte bzw. 7 Geraden (eine "Gerade" ist krumm) entsprechen inklusionstreu den
I-dimensionalen bzw. 2-dimensionalen Teilriiumenvon ~). Dara.usersieht man, dass
J(PGal712J) zu einem (65) erffillenden6-Matroid gemacht werden kann (Fig .16(b»).
Wie bei M4 (Fig. 13) ist aber (64) verletzt: rg(J(PGal712J)) = 4:f. 3 = 6(PGal712J).
J(M:;g) kann zu einem (64), (65)' erffillendenPolygonmatroid gemacht werden (Fig.
17(b»). Mit Satz 8 folgt somit direkt die "universelle" Darstellbarkeit von Mg"g.
Dass fiir festes k die treuen Darstellungen von M::: nicht eindeutig bestimmt sind,
ist letztlich auf die Lage der vier zu Ma isomorphen Untervermnde (der Lange 2)
zUrUckzufiihren,welcheeinen sogenannten Ms-Kreis bilden (genaue Definition steht in
Mitschke-WilleI22J).




(iii) L besitzt keinen Unterverband M4 und keinen Ma-Kreis.
(iv) IJ(L)I = 26(L) -lsp(L)I.
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"Beweis": (i) => (ii). Dies ist der Inhalt von Hauptsatz 7. (ii) => (iii).
Existierl ein Unterverband M. ~ L, so kann man sich iiberlegen, dass auch ein M. ~
L der Lange 2 existiert; daher besitzt L keine ZrDarstellung (Satz 2). Gibe es
einen Ms-Kreis in L, so verallgemeinere man Bsp. 2, um fUr festes k nichtisomorphe,
treue Darstellungen von L zu erhalten (eine genaue Durchfiihrung steht noch aus).
(iii) => (i). L emile (iii) und es sei a -< I. Dann gilt (iii) klarerweise auch fUr den
Unterverband a/O ~ Lund wir konnen annehmen, dass a/O 6- Verband ist (Induktion).
C. Herrmann konnte zeigen (miindliche und brieflicheMitteilungen), dass dann auch L
6-Verband sein muss. (i) => (iv). 1st L einfach, so ist IJ(L)I (g) 2(ID(L)I+I)-1 (~)
2rg(J(L)) -1 (~.) 215(L)-1. FUr ein reduzibles L folgt die Behauptung mit (10), Satz
10 (i) durch Summation. (iv) => (i) beweist man ihnlich wie "(iii) => (i)" mit
Induktion nach 15(L) (schwierig). "0'
Bemerkung: Falls Vermutung 23 zutrifft, so folgt aus der Aquivalenz von (i)
und (iii) unmittelbar, dass jeder Unterverband eines 6-Verbandswieder 6-Verband
ist. C. Herrmann und ich hoffen, Vermutung 23 in absehbarer Zeit zu einem Satz zu
befOrdem (siehe [17]).
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2. Das Kongruenzproblem in Sesquilinearriumen unendlicher Dimension
2.1 Problemstellung und Formulierung von Hauptsatz 25
Sei I: ein (nicht notwendig kommutativer) Korper und II : I: -+ I: ein Antiaut<r
morphismus, d.h. eine Bijektion mit (a + 13)11 = all + 1311, (atJ)1I = 1311all. 1st E ein
I:-Vektorraum und (,) : Ex E -+ I: eine in beiden Argumenten additive Abbildung, so
heisst (,) Sesquilinearform (bezuglich (1:,II)), falls fur alle X,1/ E E,.\ E I: gilt (.\x, 1/)=
.\(x, 1/)und (x, '\1/)= (X,1/).\II. Die Sesquilinearform (,) heisst orthosymmetrisch, falls
(Vx, 1/ E E) (x, 1/) = 0 ~ (1/,x) = O. In diesem Fall ist also x .11/ :~ (X, 1/) = 0
eine symmetrische Relation. 1m ganzen Kapitel meinen wir mit "Sesquilinearform"
stets stillschweigend eine orthosymmetrische Sesquilinearform. Fur einen Unterraum
V ~ E ist V.i := {x E EI(V1/ E V)(x, 1/)= O}der Orthogonalraum von V. E heisst
regum (a.a.O. "nicht ausgeartet"), falls E.i = (O). Eine orthogonale Zerlegung des
Teilraums X ~ E ist eine Zerlegung X = e{Xili E I}, sodass (Vi#: jE I)(Vxi E
Xi)(Vxi E Xi) Xi .1 Xi. Fiir eine solche Zerlegung schreiben wir zukiinftig X =
E9{Xi lie I}. 1st [E, (,)1ein Sesguilinearraum und t: E -+ E ein Automorphismus
mit (VX,1/ E E)(x, 1/) = (tx, t1/), so ist t eine Isometrie. Zwei Teilr.iume V,V' ~ E
heissen kongruent (in E), falls es eine Isometrie t :E -+ E mit t(V) = V' gibt. Unter
dem Kongruenzproblem fiir E verstehen wir die Angabe notwendiger und hinreichen-
der Bedigungen an Teilr.iume V, V' ~ E fiir das Bestehen von Kongruenz.
Eine triviale notwendige Bedingung fiir Kongruenz ist natiirlich, dass V und V'
isometrisch sind (V ~ V'), d.h. es existiert eine Isometrie t/J : V -+ V'. Der Er-
weiterungssatz von Witt (G[lOI,S.376) besagt, dass fUr beliebige, endlichdimensionale,
regume Sesquilinearriume E uber einem Korper I: der Charakteristik #: 2 diesa Bedin-
gung schon hinreichend ist. 1st char(l:) = 2, so muss man neben V ~ V' noch eine wei-
tere (notwendige) Bedingung hinzunehmen, um Kongruenz zu erzwingen (G[lOI,S.381).
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Fur endlichdimensionale Sesquilinearraume ist also das Kongruenzproblem in befriedi.
gender Weise geiOst. 1st aber dim(E) = ~a eine unendliche Kardinalzahl, so ist V 2! V'
und char(k) :F 2 La. nicht mehr hinreichend fiir Kongruenz! (Gegenbsp. sind leicht zu
linden, z.B. G[12],S.133.)
Wir wollen eine Verfeinerung der notwendigen Bedingung V 2! V' herleiten. 1st
t: E ---+ E eine Isometrle mit t(V) = V', so gilt auch t(V.1) = V'.1, t(V nv.1) =
V' n V'.1, t(V + V.1) = V' + V'.1, ... , d.h. t ist mit den Operationen 1., n, +
vertraglich. 1st weiter 0'''1 fiir jede Ordinalzahl "1 ~ 0 die durch die Nullumgebungs-
basis U"1 := {Y.1 IY ~ E, dim(Y) < ~"1} gegebene lineare Topologie auf E im Sinn
von Ko(19], so folgt leicht, dass t :E ---+ E fiir alle':'( ein O'rHomoomorphismus ist
(fUr "1 > a ist 0'''1 diskret). Dies motiviert die folgende Definition: Fiir einen Unter-
raum V eines Sesquilinearraumes (E, (,)] sei V(V) = V(V, E) der von V in L(E) 1.-
stabil und O'''1-stabil erzeugte Unterverband mit (O),E E V(V). Obige Uberlegungen
zeigen also, dass V(V) ~ V(V/) eine notwendige Bedingung fUr die Kongruenz von
V und V' ist. Natiirlich ist die Verbandsisomorphie " : V(V) ---+ V(V') indextreu
(vgl. (34)) und vertauscht mit 1. und 0'''1' Fortan heisse ein Verbandsisomorphismus
" : V ---+ V' (V, V I ~ L( E)) kurz zulissig, falls V, V' beziiglich 1., 0'''1 abgeschlossen
sind und " mit 1.,0'''1 vertauscht und indextreu ist. Die Topologie 0'0 nimmt eine
Sonderstellung ein, denn gemiss G[lO],S.35 gilt
(37) (VU ~ E) O'oU= U.1.1,
wobei U.1.1eine Abkiirzung fiir (U.1).1sei und O'''1Uallgemein den O'''1-Abschlussvon
U bezeichne.
Wir wollen in diesem Kapitel u.a. der Frage nachgehen, ob V (V) ~ V (V')
in diagonal en Riumen (E, (,)] auch eine hinreichende Bedingung fUr Kongruenz ist
(Abschnitt 2.4). Dabei heisst nach G[12],Bi[3] ein regulirer Sesquilinearraum (E, (, )J
diagonaL falls eine orthogonale Zerlegung E = e{Eili E I} mit (Vi E I) dim(Ed < ~o
existieri. Der folgende Satz von Gross bildet den Ausgangspunkt unserer Unter-
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suchungen. Zuvor noch eine Definition: Ein Raum IE, (,)1 heisst altemierend, falls
(Vz E E)(z, z) = 0 (dann muss k kommutativ, II =id und (Vz,y E E)(z, y) = -(V, z)
seinj GIIOI,S.IO).
Satz 24 (GrossIUn: Sei IE, (,)1 ein regultirer, diagonaler, alternierender Raum. 18t
" : V -+ V' (V, V' ~ L(E) ein zulas8iger VerbandBi80morphiBmus, 80 8ind die folgen-
den Bedingungen hinreichend fiir die Ezi8tenz einer 180metn'e CI: E -+ Emit
(VA E V) ,,(A) = CI(A) :
(38)
(39)
V iBt endlich und di8tributiv,
dim(E) ~ ~Wl'
Bemerkung: Satz 24 besagt also, dass fiir distributive V, V' der durch Satz 19
garantierte, " induzierende Isomorphismus CI : E -+ E sogar isometrisch gewihlt wer-
den kann! Schuppli hat in 1241 dieses Ergebnis verallgemeinert: Die Bedingung, dass E
alternierend sei, wird abgeschwaeht zu gewissen Bedingungen an Quotienten D/D in
V und es werden auch gewisse unendliche, distributive Verbinde zugelassen, nimlich
solche mit SA1(iv) und einer orthogonalen Zerlegung SA1(i)' (in Satz 38 befassen wir
uns ebenfalls mit nichtalternierenden Riumen).
Der Gross'sche Satz ist fiir nichtdistributive Dreieckverbinde i.a. faIsch, wie fol-
gendes Beispiel zeigt: k sei ein Korper mit A fJ. k und e, f sei Basis eines reguliren,
altemierenden Raumes E: (e, e) = (I, J) = a, (e, J) = 1. Sei V := {(a), (e), (I),
(e + f), E}, v' := {{a),(e), (f), (e - f), E} (also V, V' ~ Ms) und " : V -+ v'
sei durch (O) 1-+ (a), (e) 1-+ (e), (f) 1-+ (f), (e + f) 1-+ (e - J), E 1-+ E definiert. Da
Al. = A fUr A = (e), (f), (e + J), (e - J), sind V und V' beziiglich .l abgeschlossen
und " vertauscht trivialerweise mit.l. Wire nun " durch eine Isometrie CI : E -+ E
induziert, sofolgte Cle= Ae,Clf = pf,CI(e+ J) = Ae+pf = lI(e- J). Also ist p = -A,
was zum Widerspruch (e, f) = (Cle,CIJ) = (Ae, -AJ) = -A2(e, f) fiihrt.
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(Li6)
Trotzdem ist es moglieh, eine Bedingung zu formulieren, welche die isometrische
Induziertheit impliziert. Fiir einen Sesquilinearraum E und einen beziiglieh .i undu, b ~ 0) abgeschlossenen, arlinschen Dreieckverband V ~ L(E) und ein festes
9 E sp(V) definieren wir folgende Aussage:
Es ist V 9 ~ D2 oder es existiert eine (J9(V), v9(V))-Aufzahlung
(Po, Qt, PI, ... Qe, Pe) (S.16), derart da88fur alle 1~ i ~ t
£i :=minb IU,Pi = Pi, U,Qi = Qi, u,Ili = Ili} ~ 1
und u£i - 1(Pi n Qi) d Pi.
(Falls £i eine Limeszahl ist, so sei u£i _ 1(Pi n Qi) d Peine Abkiirzung fiir
(V, < £i) U,(Pi nQi) d Pi.)
derart da88 (Li6) gilt fur alle 9 E sp(V).
(40)
Neben der Verallgemeinerung von (38), wollen wir aueh die Sehranke NWI in
(39) durch die erste schwache Mahlo-Zahl mo ersetzen. Sehwache Mahlo-Zahlen sind
spezielle schwach unerreiehbare Zahlen; die genaue Definition findet sieh auf S.78 in
2.3. Unser Ziel ist die folgende Verallgemeinerung von Satz 24.
Satz 26: In Satz 24 von Gr08Bsind die Pramissen (38) und (39) ab8chwachbar zu
V ist abzahlbarer, artinscher DreiecktJerband,
(41) dim(E) < mo.
1st V aus der Varietit {Ma}e, so bedeutet (Li6) einfach, dass es zu jedem Dreieck
Li. E D(V) eine Permutation Li = (R, Q, P) gibt, sodass u£ _ 1(P nQ) d P. 1st
ausserdem dim(E) ~ No, so ist u£ -1 = Uo und man erhilt das
Korollar 26: Sei E regular, altemierend mit dim(E) ~ No. 1st" :V -+ V' ein zulas-
siger VerbandBisomorphismu zwischen artinschen Verbtinden au der Variettit {Ma}e
und besitztjedes Li E D(V) eine Permutation Li = (R,Q,P) mit (PnQ).l.l d P, so
ist" von einer Isometrie t: E -+ E induziert (Beweis auf S.66).
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Zunachst einige Worle zur inskiinftig verwendeten Notation. &i ist vorleilhaft,
statt eines festen Raumes IE, (,)] zwei isomorphe Kopien IE, (,)] und IE', (,)] zu be-
trachten. 1st dim(E) unendlich, 80 ist Na fUr dim(E) reservierl. Einfachheitshalber
definieren wir (VA E V) A' := '1A. Weiter ist es im Beweis von Satz 25 oft an-
genehmer, mit den Bezeichnungen T"{ := O'''{+ 1 b ~ 0) zu arbeiten (0'0 geht nicht
verloren, da gemiss (37) "0'0 =1.1."). Schliesslich sei schon bier bemerkt, dass sich
die Bedingung "V abzihlbar" dureh schwichere (aber unschonere) Forderungen er-
setzen lisst. Setzt man T"{(V) := {T"{A I A E V} und Db, V) := {D E V I
D imduzi6el, kompakt,dim(D/D) = N"{}, 80 mussgelten
(42)
(43)
(Man beachte, dass (42),(43) im Fall dim(E) ~ No leere Bedingungen sind; deshalb
musste man in KoroUar 26 auch nicht mehr "V abzihlbar" voraussetzen.)
Wir werden zuerst 8atz 24 im Detail beweisen. Dabei weichen wir an einigen
SteUen etwas vom Aufbau in GIll] ab, um einen besseren Anschluss an Satz 25
zu erhalten, der danach bewiesen wird (ab 8.66). Wie in GIll] gliedem wir un-
sere Uberlegungen in einen i80metrischen Teil 2.2 und einen mengentheoretischen Teil
2.3. Der Rest dieses Abschnitts ist einer Motivation und Ubersicht des Beweisaufbaus
gewidmet.
Es seien E, E' und V ~ L(E), V' ~ L(E') wie in Satz 24. Man ist versucht,
die Isometrie () : E - E' wie folgt zu konstruieren. Gemiss Satz 18 und Satz 19
existieren Zerlegungen E = e{WO i I 0 E 8p(V), i E 1(0)} bzw. E' = e{W~ . 1 0 E
I 8~
8p(V'), i E 1'(0)} von V bzw. V' mit (VOE 8p(V)) 11(0)1 = 11'(0)1. Selbst falls es
gelingt, fUr aDe 0," eine Isometrie !PO.": WO." - W~.i zu konstruieren, lieferl jedoch
die Zusammensetzung der !PO•.bloss dann eine Isometrie () : E _ E, wenn die obigen
I
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Zerlegungen von V und V' orthogonale Zerlegungen sind. Da dies ia. natiirlicb nicM
der Fall ist, mUssenwir t :E -+ E' anders aufbauen.
t soU als Vereinigung einer aufsteigenden Kette (~i : Xi -+ X: I i ~ 0) von
"pariieUen" Isometrien mit den folgenden Eigenscbaften konstruiert werden (wir un-
terdriicken die Indices i):
(44) (VA,BEV) (X+A)n(X+B)=X+(AnB),
(44') (VA', B' E V') (X' +A') n (X' +B') = X' + (A' n B'),
(45) (VA E V) ~(X nA) = X' nA'.
(44) und (44') entsprecben Bedingung (23) von Seite 29. Da jetzt lineare Zerlegun-
gen von V,V' niebts nutzen (siebe oben), sprecben wir nieM mebr von "Pseudosum-
manden". Aus den Ergebnissen von Kapitel 1 folgt sofort, dass sicb jede Isometrie
~ : X -+ X' mit (44),(44'), (45) zu einer linearen Abbildung I/; : X $W -+ X' $W'
mit (44),(44'),(45) fortsetzen lisst (vgl. 8.61). In 2.2 zeigen wir in mebreren SchriUen,
dass man I/; aucb wieder isometrisch wiblen kann, d.b. es gilt
(46) (Yw E W)(Y, EX $W) (w,,) = (I/;w,1/;,).
Wir skizzieren die Grundidee.
I.Fall: dim(X) < No. (46) bedeutet das LOsen eines endlicben Gleicbungssystems,
was mit dem "Kaplansky-Lemma" (62) bewerkstelligt werden kann (die erste Version
von 8atz 24 in G[IOj,8.113 bescbrinkt sicb auf diesen Fall, d.b. es ist dim(E) 5 No
vorausgesetzt ).
2.Fall: dim(X) ~ No. Mit dem folgenden Trick von Gross gelingt es aucb in diesem
Fall, (46) auf das LOseneines endlicben Gleicbungssystems zurUckzufiibren. Lisst sicb
nimlicb ~ : X -+ X' pariitionieren in
X = X,. eU (E = Xiaext, dim(U) < 00),
(47) X' =Xl e U' (EJ=Xl e x;.J., dim(U') < 00),
~(XIa) =XL, ~(U)=U',
54
d.h. X ist im wesentlichen ein orthogonaler Summand, so berechnet sich zu vorgegebe-
nem w' f/. X' ein "winkeltreues" Pendant w f/. X folgendermassen: Es ist w' = .!&!'+%E
X1$X~.l.und fiir alle 1/= l + 1/0E Xh $U ist (w',~) = (.!&!',~ + (%, ~o). Setzt
man.!&!:= 1(J-1w' und bestimmt Wo E XII \ U mit dem Kaplansky-Lemma derart, dass
(V1/OE U) (wo,1/o) = (%, ~o), so ist w :=.!&!+ Wo f/. X ein zu w' winkeltreuer Vektor
und I(J : X -+ X' liisst sich isometrisch zu rp : X $ (w) -+ X' $ (w') fortsetzen.
Eine Isometrie I(J: X -+ X' mit (47) heisst "partitionierte Isometrie" (genaue Definition
auf S.57). Man sieht leicht, dass mit l(Ji (= I(J) auch l(Ji+ 1 (= rp) partitioniert ist
((49)). Fiir dim(E) > ~o mussen wir aber I(J~ : X~ -+ Xi auch fur Lilleszahlen
~ < dim(E) erkliren. Es liegt nahe, I(J.\ : X.\ -+ Xi als Ui<.\l(Ji : Ui<~Xi -+
Ui<.\X: zu definieren. Klarerweiseist I(J.\ isometrisch und erffillt (44),(44'),(45) (S.57).
Leider ist aber I(J.\ La. nicht mehr partitioniert (S.59,72)1 Indem man in die Riume
Xi, X: (i < ~) "vorsorgend" geeignete Teihiume steckt, kann man dennoch erreichen,
dass die Grenzabbildung I(J.\ wieder partitioniert ist. Dazu muss man aber beaehtliche
mengentheoretische Schwierigkeiten iiberwinden; dies wird der Inhalt von 2.3 sein.
2.2 Isometrischer Teil des Beweises
Die folgenden Grundbegriffe stammen aus Grll]. Sei E ein Vektorraum. 8 ~ L(E)
heisst Partitionierung von E, falls entweder dim(E) S ~o und 8 = 0 ist, oder falls
dim(E) = ~a > ~o ist und gilt
S = U{S'Y I 'Y< a},
(48) (V'Y~a) E=Ef)8'Y und (VFE8'Y) dim(F)=~'Y'
(V,8S 'Y< a) FE 8'Y =? F = Ef){G IG E 8,8,G ~ F}.
Ee sei (E, 8) ein partitionierter Raum der Dimension ~a > ~o. X ~ E heisst homogen,
falls X Summe von Riumen aus 80 ist. Sei 'Y< a. Ein Teilraum X ~ E heisst 'tRaum,
falls X Summe von ~ ~'Yvielen Riumen aus 8'Y ist. FUr ein X ~ Emit dim(X) S ~'Y
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sei A(X, ,) der von X erzeugte ,Raum. (Fiir Z E E sei Z = EZF E EDS/. Dann ist
A(X,/) = ED{F E S, I (3z E X) ZF ::I:O}). Ein partitionierter Unterraum X eines
partitionierten Raumes (E, S) ist eine direkte Summe
von endlich vielen li-Riumen X,i (0 S 11 < 12 < ... < 1m S a) und einem
endlich dimensionalen U ~ E, derart dass A(U, 0) n (X,m $ ...$ X,I) = (0). Xh :=
X,m $ ...$ X'I bezeichne den homogenen Teil von X (vgl.(47)). Man beachte,
dass jeder endlich dimensionale Teilraum X ~ E ein partitionierter Unterraum ist
(Xh = (0)). Seien (E,S) und (E',S') partitionierte Riume gleicher Dimension. Eine
bijektive lineare Abbildung
zwischen part. Unterraumen vom selben Typ (1m,''', I.) heisst partitionierter
Isomomhismus, falls (VI SiS m) ~(X,i) = X1i und ~(U) = U'. Fiir spatere
Zwecke notieren wir
(49)
Sei ~ :X =Xh $U -+ X' =X! $ U' ein part. 18omorphi8mus und 8ei
tp :X $W -+ X' $W' eine lineare Bijektion mit
tplX =~, dim(W) < ~o, tp(W) =W', (Vw EW) ~ =~
(De/. tlon.te unten). Dann i8t auch tp ein part. 18omorphi8mus.
Beweis von (49). F.B sei E = Xh $ Yh, FJ = X! $ Y~, wobei Yh := ED{F E So I
F n Xh = (0), Y~ := ED{F' E SL I F' n X! = (On. Ein w E W bzw. w' E W'
werde diesbeziiglich in w = .te+wo bzw. in w' = .te' + trio zerlegt. Sei W := {.te I
wE W}, Wo := {wo IwE W}, W' := {w'I w' E W'}, W& := {trio I w' E W'}. Da
(VwE W) tpwo = tp(w -.te) = tpw - ~ = tpw - ~ = (tpw)o, ist tp(Wo) = W& und
somitX$W = Xh$(U$WO) -+ X! $ (U'$W&) = X'$W', d.h. tp: Xh$Z -+ X!$Z'
ist ein panitionierter Isomorphismus (Z := U $ Wo, Z':= U' $W&).
(50)
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Bemerkung: SchwaeM man in (49) die Voraussetzung (VwE W) ~ = ~ zu
i)(W) =W' ab, so folgt ia. nieM mehr i)(Wo) =W&.
Sei F eine Familie von partitionierten Isomorphismen zwischen part. Unterraumen
von (E, S) und (E', S/). Ein Element (~ : Xh EEl U -+ XL EEl U') E F erffillt die
Ping-Pong-Bedingung (PP), falls gilt
(Glll],S.26) Jedes W E W (bzw. w' E W') kann zu ~ adjungiert werden,
(P P) d.h. es erist;eri e;n (i) : Xh EEl Z -+ XL EEl Z/) E F mit i) ;2 ~
und W E dom$ (bzw. w' E imi»).
(PP) entsprieht (30); dort adjungierien wir Vektoren w zu Unterriumen X ~ E, bier
zu partitionierten ISOllorphislllen ~ : X -+ x'. Ferner sagen wir, dass F die
chain condition (CC) erffillt, falls gilt
Fur jede aufste;gende K ette {~i : Xi -+ Xi I i~O} ~ F fur die
(CC) U~i:UXi -+ UXi (zufiill;gerweue) e;n pari;t;on;erler
/somorph;smus ;st, ;st auch U~i E F.
Der folgende Sab, den Gross fiir dim(E) ~ NW1 bewies und den wir in 2.3 auf
dim(E) < mo ausdehnen werden, erledigt die mengentheoretischen Sehwierigkeitenim
Umgang mit partitionierten Riumen.
Satz 33: (Glll],S.26,Wild) Es se;en (E,8) und (E',8') part. Riume der Dimension
It < mo und B := (e, I , < It) bzw. B':= (e11 ' < It) se;en Folgen ;n E bzw. E'.
Ferner se; F e;ne (CO) erfiillende Fam;l;e, deNrt dllM ge.nsse (~ :X -+ X') EF (P P)
erfiillen:
dim(X) < No => ~ erfiillt (PP),
(dim(X) ~ No und (e, I'< dim(X)) ~ Xund
(e11 ,< dim(X/)) ~ X') => ~ erfiillt (PP).
Dann bes;tzl jedu (~o : Xo -+ X6) E F e;ne Erwe;terung (t :E -+ E') E F.
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Sei [E, (,)] ein regulirer Sesquilinearraum der Dimension Na > No. 1st Seine
Partitionierung des Vektorraumes E, derart dass in (48) (V'Y < a) E = as'Y, 80
ist Seine orthogonale Partitionierung von E. Einen isometrischen, partitionierten
Isomorphismus 'P : X -+ X' nennen wir partitionierte Isometrie.
Ziel dieses Abschnitts 2.2 ist der Beweis des folgenden Lemmas, das zusammen mit Satz
33 den Beweis unseres Hauptsatzes 25 ergibt (setze 'Po : Xo -+ X& gleich (OJ -+ (O)).
Lemma 27: (G[ll],Wild) & 8eien E, Fl, V ~ L(E), V' ~ L(Fl) wte in Satz 25
gegeben find e8 gelte (40), (41). Dann emtieren orlhogonale Partitionierungen S bzw.
S' find Basen B = (e, I' < ,,) bzw. B' = (ell' < ,,) tlon E find Fl, derarl daB8
F := {'P: X -+ X' I 'P i8t partitionierte 180metrie mit (44), (44'), (45)}
80wohl (CC) al8 aflch (SO) erfUllt.
Man sieht leicht, dass F jedenfalls (CC) erfiillt (unabhangig von der Wahl von
S, S'): Sei dazu {'Pi: Xi -+ Xi I i ~ O} ~ F eine aufsteigende Kette. Klarerweise ist
auch 'P := U'Pi : UXi -+ UXi isometrisch. Zum Nachweis von (44) (und (44')) sei
:t E (UXi + A) n (UXi + B). Dann existiert ein j mit :t E (Xj + A) n (Xj + B) =
Xj + (A n B) ~ UXi + (A n B); die andre Inklusion ist trivial. Wegen (UXi) n A =
U(Xi n A) -+ U(Xi n A') = (UXi) n A', gilt auch (45).
Die iibrigen Behauptungen sind weniger trivial. Wir unterteilen den Beweis in fiinf
weitere Lemmata.
Lemma 28: (G(llj,S.39) Unter den Voraus8etzungen tlon Satz 25 ezt8tieren Basen
B = (e, I ' < ,,) bzw. B' = (el I , < ,,) tlon E bzw. Fl, 80 daB8fur alle (44), (44')
erfUllenden linearen Bi,jektionen 'P : X -+ x' mit No ~ dim(X) < " find fur alle
wEE, tJI E Fl g.lt:
(51) (e, I ' < dim(X)) ~ X, D:= D(w, X) irred. ==> dim(Df 1)) > dim(X),
(51') (ell' < dim(X')) ~ X', D':= D'(w', X') irred. ==> dim(D' ffji) > dim(X').
Dann ;st A ~ E genau dann 1''1-abgesch1088en, wenn eine grobere Zerlegung
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Beweis: Fiir " :5 No ist nieMs zu beweisen. Sei nun" = NO'> No. Fiir "1< 0'
betrachten wir die auf Seite 52 definierie Menge D("t, V):
(52) 3 Basis (e, I'< wO') ~ Emit (V"1 < 0') De D("t, V) ~ D ~ (e, I'< "1)+D.
Beweis von (52). Gemiss (43) ist ID(O,V)I :5 No. Fiir aIle De D(O, V) sei D =De
{eD,' I ' < w} und (e, I ' < w) sei eine Umnumerierung von (eD,' IDe D(O, V),, < w).
Ebenso ist ID(l, V)I :5 NI und fUr D e D(l, V) sei D = fJ e {eD,' I , < WI}' Es
sei (e, I w :5 , < wd eine Umnumerierung von (eD,' IDe D(l, V),, < WI)' So
fortfahrend erhilt man ein linear unabhingiges System U"1<O'{e, I , < "1}mit (52).
1st 0' eine Limeszahl, so ist es eine Basis von E. AndernfaDs sind noeh (beliebige)
unabhingige Vektoren e, (wO' _ 1 :5 , :5 wO') hinzuzufiigen.
Sei nun X ~ E mit No :5 dim(X) < NO'und (e, I, < dim(X)) ~ X vorgegeben. Ferner
sei D := D(w, X) irreduzibel (wegen (44) und "V artinsch" ist D(w, X) woh1definiertj
vgl. S.38). Fur dim(D/D) = NO'ist nichts zu zeigen. AndernfaDs ist De D("t, V) fiir
A (52)
ein "1< 0'. Angenommen dim(D/D) = N"1:5 dim(X). Dann folgte w e X + D ~
X + {e, I ' < "1}+ D = X + D, im Widerspruch zur Definition von D(w, X). Also ist
dim(D/fJ) > dim(X). Ebenso findet man eine Basis (e1I' < ,,) von FJ mit (51'). 0
Es sei E ein regulii.rer Sesquilinearraum der Dimension NO'und E = 68"1,. sei
eine orthogonale Zerlegung mit (VF e 8"1,.) dim(F) :5 N"1'Wird A ~ E diesbeziiglieh
zerlegt, d.h. A = EB{A n F I F e 8"1,.}, so ist A 1"1-abgesch1ossen, denn ist x =
E{XF IFe 8"1,.} e E \ A, 80 ist fUr ein G e 8"1,. mit Xc '1.An G {x + 1/11/ e GJ.}
eine 1"1-Umgebung von x, welche zu A disjunkt ist.
Bemerkenswerierweise wird auch umgekehrt jedes 1"1-abgeschlosseneA ~ E zerlegtj
genauer gilt:
("Gattersage-Lemma"j Bii.!3],S.1570)Sei E = e8"1,. VJie oben.
(53)
E = 68"1,0 mit (VGe 8"1,0) dim(G) :5 N"1e:zistiert,
so dass A= e{A nGIG e S"1,o}.
59
Wir verzichten auf den nichttrivialen Beweis und notieren gleich eine wichtige Konse-
quenz aus (53):
Lemma 29: (GlllJ,S.33) Sei E ein regultirer, diagonaler Sesquilinearraum der Dimen-
sion ~Q > ~o und V ~ L(E) sei ein beziglich .l und T"'( ("'( ~ 0) abgeschlossener
Unterverband mit
(42)
Dann ex;stiert eine orthogonale Partitionierung S = U{S"'( I "'(< Q} von E, derart
dass
(54)
Beweis: Weil E diagonal ist, existiert eine orthogonale Zerlegung E = eso,.
mit (VF E So,.) dim (F) 5 ~o. Wegen (42) konnen wir TO(V) = {At I t < w}
schreiben. Gemass (53) existiert eine grobere Zerlegung So,o ~ So,., welche Ao zerlegt.
Dito existiert eine Zerlegung SO,I ~ So,o, welche Al zerlegt (und erst recht Ao). So
fortfahrend findet man Zerlegungen SO,&(t < w), derart dass SO,t aIle Ai (j 5 &)zerlegt.
nann ist So := lim{SO,t I &< w} eine aus ~o~ensionalen Riumen bestehende
Zerlegung, die aIle A& (t < w) ~rlegt (zur Definition von So: Jedes Fo E So,o be-
stimmt eindeutig eine aufsteigende Kette Fo ~ F1 ~ F2 ~ ••• (Ft E ,SO,t); es ist
So = {U{Ft It < w} I Fo E So,o} ). Weiter ist wegen (42) Tl(V) = {B& It < wI}.
SI,O ~ So zerlege Bo. Wievorhin bilde man SI,O5 Sl,l 5 ..., FUrLimeszahlen t < WI
sei SI,& := lim{SI,i I j < &}und schliesslich sei SI := lim{SI,t 1&< WI}. Ebenso
konstruiere man S2, S3, .... 1st A< Q eine Limeszahl und sind aIle S"'( ("'(< A) schon
definiert, so sei Sp} := lim{S"'( I "'(< A}. S{A} zerlegt aIle T"'((A) (A E V,"'( < A)
und jedes F E S{A} hat Dimension 5 ~A' (53) liefert daher wieder ein SA,O~ S {,\},
welches das erste Element von TA(V) zerlegt. Man bilde wiederum SA t (t < wA),




orthogonale Partitionierung S = U{S, I , < a} mit (54) (vgl. Bemerkungen auf
8.72).0
Sei E regularer, diagonaler Se8quilinearraum. Dann gilt
(55) (VM ~ L(E))(V, ~ 0) IMI s N, ~ T,(EM) = ET,M,
insbe80ndre (VA~ E) dim(A) S N, ~ A= T,A.
Beweis von (55). Es ist zu zeigen, dass ET,M T,-abgeschlossen ist. GemiisB
Lemma 29 existiert eine Zerlegung E = aR, (VF E R) dim(F) S N" welche aIle
T,A (A E M) zerlegt. Dann wird aueh E{T,A I A E M} zerlegt und ist deshalb
T,-abgesch1ossen (triviale Riehtung von (53)).
1m allgemeinen ist 0'0 (A + B) :F 0'0 A +O'oB. In folgendem 8pezialfall hat man jedoeh
Gleiehheit.
18t E regular, diagonal und E = E9R mit IRI S No, so gilt fur A ~ E
Beweis von (56). Wegen I{AnF IF E R}I S N" folgt die Behauptung fUr , ~ 1 aus
(55). Weil O'oA = A.l.l und weil sich der Orthogonalraum von A komponentenweise
berechnet, ist die Aussage fUr 0'0 trivial.
Wir versehen nun E, E' von 8atz 25 mit Basen B, B' aus Lemma 28 und mit
orthogonalen Partitionierungen S bzw. S' aus Lemma 29. Sei tp : Xh E9 U --+ XL E9
U' eine partitionierte Isometrie mit (44),(44'),(45),(50). GemiisBLemma 27 miissen
wir (PP) fiir tp zeigen, d.h. zu vorgegebenem w' E E' eine (44),(44'),(45) erfiillende
partitionierte Isometrie (~ : Xh E9 Z --+ XL e Z') d tp mit w' E im~ konstruieren! (Die
Adjungierbarkeit eines wEE beweist man analog.)
Fall8 jede8 w' E E' mit irreduziblem D' (w' , X') zu tp adjungierbar iBt,
so ist jede8 w' E E' zu tp adjungierbar.
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Beweis von (57). Es sei tJI E E' und D'(tJI, X') sei o.B.d.A. reduzibel. Gemass dem
Muster von (32) beweist man problemlos, dass tJI E E' sogar oberhalb (0 adjungierbar
ist, d.h. zu jeder part. Isometrie (~ : Xh e Z -+ XL e Z') ~ rp mit (44),(44'),(45)
adjungierbar ist (hier braucht man, dass V,V' artinsch sind).
Damit haben wir das Problem auf irreduzible D' (tJI, X') zurUckgeftihrt. Fur tJI E X',
d.h. fur D'(tJI,X') = (0) setzeman ~:= rp. Andernfalls ist o.B.d.A. tJI E P&\X'+P&,
wo Po E J8(V), P&:= (0'8Po)' (vgl. 8.30). Falls V8 tj D2, so zerlege man tJI(po) :=
tJI entlang einer J8(V) -Aufzahlung (P&,~,PI, ... ,QLPt). Dies liefert Vektoren
tJI(r) E R' \ X' + RJ. Wir konnen nun annehmen, unsre J8(V)-Aufzihlung sei gerade
die in (.6.6) geforderte. Dies bedeutet bloss, dass unser tJI = tJI(po) zu einem ::l:tJI(r)
wird. Es sei
(58) W' := (tJI(po), tJI(pt} , ... , tJI(Pt))
Auf der linken Seite sei w(Po) E Po \ (X + Pc;). Man bilde analog W := (w(po))
bzw. W:= (w(po), ... ,w(pt)) und setze ~IX:= rp, ~(Pi):= tJI(Pi) fur 0 ~; ~ t.
Dadurch wird eine lineare Bijektion ~ : X $W -+ X' $W' definiert, welche gemass
Lemma 12 wieder (44),(44') erfiillt. Ausserdem ist (VA E V) ~((X EI) W) n A) =
~((X nA) EI) (W n A)) (46J!27) (X' n A') $ ~((wJ8(a))) = (X' nA') $ (tJlJ8(a)) =
(X' nA') EI) (W' nA') = (X' EI) W') nA', d.h. ~ erfiillt auch (45).
1m folgenden werden wir zeigen, wie das W ~ E zu wahlen ist, so dass ~ auch partitio-
niert und isometrisch wird! Das nachste Lemma zeigt dies fUr den primen Fall V8 ~ D2
(womit 8atz 24 emeut bewiesen ist) und bildet gleichzeitig die "Induktionsvoraussez-
zung" fUr den nichtprimen Fall.
Lemma 30: (Glllj,8.35ff) Se; P' E V' kompakt und ;mduzibel. Dann ex;st;ert zu
jeder part;t;on;erten lsometrie rp : X -+ X' und zu jedem tJI E P' \ (X' + PI) e;n
w E P \ (X+ P), derart daBS~ : X$ (w) -+ X' EI) (tJI), ~IX:= rp, ~w:= tJI, e;ne
part;t;on;erte lsometn'e ;st.
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Beweis: tp ist von der Form tp : X"1m e ... e X"11 e U- X1m. e ... e X11 e U'.
Wir betrachten die Zerlegungen
(59') E' = X~ e~ol = X~ e (A(U', "1de A(X', "1dol).
w' = yt + (% + y') sei die Zerlegung von w' bezuglich (59') (den FaJl tp : U _ U'
behandeln wir nebenbei). Wir werden in drei Schritten (61),(64),(65) ein Pendant
w =!!1.+ (wo+ y) konstruieren mit wE P \ (X +Pl. Dabei ist !!1.:= tp-1!t und fUr
Wo wird gelten
(60) (Vxo E U) (wo, xo) = (vIo, tpxo).
(62)
Dann ist fUr aJIe x = ~ + Xo aus Xh e.u (w, x) = (!!1.,!l + (wo, xo) = (!!1.',tp~ +
(%, tpxo) = (w', tpx) und wegen (w, w) = (w', w') = 0 (E, E' sind altemierend!) ist
ij5 : X ED (w) - X' ED (w'), ij5IX := tp, ij5w := w', dann eine partitionierte Isometrie
(beaehte (49)).
(61) !!1.:= tp-l!!1.' E (1"11P) nXh und 3wo E (1"11P) nA(U, "(1) mit (60).
Beweis von (61): Gemiss (54) werden 1"11P bzw. 1"11P' von (59) bzw. (59') zerlegt,
insbesondre ist yf E (1'1 P') n X~ und % E (1'1 P') n A(U', "1d. Wegen (45) und
weil tp partitionierter Isomorphismus ist, gilt tp( (1"11P) n Xh) = (1"11P') n xl, woraus
die erste Behauptung folgt. Zur Konstruktion von Wo benotigen wir das sogenannte
"Kaplansky-Lemma" :
(G[llj, S.25)Sei F das Erzeugnis der linear unabhiingigen Vektoren
It, ... ,In im regularen Sesquilinearraum E und A ~ E ein Teilraum.
Sind a1, ... , an E k beliebig, so ist fur die Existenz eines x E A mit
(VI :5 i:5 n) (x,/il = ai notwendig und hinreichend, das8 Aol n F = (0).
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Sei nun U' = (U' n (T11P').1) ED (In ED ••• ED (I~). Aus tpU = U' und (45) folgt
tp(U n (T11P).1) = U' nT11P'. SOInitist U = (U n (T11P).1) ED (It) ED ••• ED (In) (Ii :=
tp-1 If). Wegen (T11P).1 n (It, ... , In) = (O) existiert gemass (62) ein Wo E T11P
mit (WO,Ii) = (%, If). Indem wir zur zweiten Komponente von wo beziiglich (59)
iibergehen, konnen wir Wo E (T11P)nA(U, 1.) annehmen. Da % E (T11P')nA(U', 11)'
konnen wir statt der Ii in obiger Gleichung beliebige zo E U zulassen. (Fir tp : U -+ U'
betrachten wir (U' nP'.1) ED (In ED ••• ED (I~)und linden mit (62) 80gar ein wo E P mit
(60); Fortsetzung in (65)).
AlBnichstes suchen wir ein 1/ E A(X, 11).1, das unser !&l+Wo von T11P nach
P bringt. Dazu zerlege man !&l'= w'm + ... + w1 E X1m 6 ...6 X11 bzw. !&l=
Wm+.. +W1 E X1m E9 ... 6 X11. Da tp partitioniert ist, ist (VI ~ i ~ m) Wi = tp-1w1.
Betrachtet man fir 1 ~ i ~ m die Zerlegung (X1m 6 ••• 6 X1i+1) E9 X1i E9 (X1m 6
... E9X1i).1 (und das Analogon in EI), 80 erhilt man iihnlich wie im Beweis von (61)
eine verfeinerte Aussage iiber !&l:
(63)
Sei X := X1m E9 ••• E9 X11 6 U ~ E partitionierter Unterraum und
Wm + ...+W1+WoEX1m 6 ... E9 X11 6 A(U, 11) mit
(64) Wo E (T11P) nA(U,1d und (VI ~ i ~ m) Wi E (T1iP) nX1i'
Dann 31/* E A(X, 1m) nA(X, 1m).1 mit E~oWi + 11*E T1mP
und 31/ E A(X, 11).1 mit E~oWi + 11E P.
Beweis von (64). Wir zeigen induktiv, dass es fir alIe 1 ~ i ~ m Vektoren 1Ii E
A(X1i 6 ... 6 U,1;) n A(X, 11).1 (1 ~ i ~ i) gibt mit v(i) := E;"=OWi + E;"=111i E
(T1iP) nA(X1i 6 ... 6 U, 1i)' Fir i = 1 setze man 1/1 :=O. Die Behauptung gelte nun
fir ein festes i. 11i+1P und T1iP werden von
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zerlegt und wegen (f'iP) n & = f'i((f'i+! P) n &) (vgl. (56)) ist v(i) ein 'T,i-
Beriihrungspunkt von (f,i+! P) n &; mithin gibt es ein v(i) + Yi+! E (v(i) + A(X,i 6
... 6 U, 'i)l.) n ((f'Hl P) n &). Aus Yi+! E A(X,i 6 ... 6 U, 'i+l) und Yi+! E
A(X,i 6 ... 6 U, 'i)l. folgt unschwer, dass Yi+! 1. A(X, 'I)' Somit ist v(i + I) :=
Wi+!+ (V(i)+Yi+d E (f,i+! P)nA(X,i+! 6.. '6U, 'i+!)' d.h. die Behauptung gilt fur
i+l. Also ist Y. :=E~lYi E A(X, 'm)nA(X, ,Ill. und E~oWi+Y. = v(m) E f,mP,
Sei v(m)+Ym+! E (v(m) +A(X, ,Ill.) nP. Man setze y:= Y. +Ym+!. Damit ist (64)
bewiesen.
Fiirein yaus (64) ist also w:= ~+wo+y E P. 1stW rt X+P, so haben wir Gliick
gehabt und Lemma 30 ist bewiesen. Andernfalls wahlen wir ein t rt PnX l. \ (X+p) (~)
o und ersetzen W durch w+t = w+wo + y+t = ~+wo + Y E P\ (X + p) (dabei ist
t = tOl+ t02 E A(U, ,ll 6 A(U, ,Ill., Wo :=wo+ tOl, y:= y + t02; wegen t E Xl. bleibt
w + t winkeltreu zu wi). Zu zeigen bleibt
(65)
Beweis von (65).
I.Fall: dim(P/p) ~ ~o. Wegen (51) ist 0:= dim(X) < dim(P/p) und gemass (68) ist
dim(E/Xl.) 5 O. Somit ist dim(p/pnXl.),dim((P + (Xnp)) nxl./P n Xl.) 5 o.
Da andrerseits dim(P/Pn X) ~ max{o, ~o}, folgt PnXl. :) (p + (Xn P)) n Xol Q)
(p +X) n P n Xol. Dm einiges schwieriger ist der
2.Fall: dim(P/P) < ~o (G[IOj,S.117,118). Wegen (51) muss dann auch dim(X) < ~o
sein. Wir unterteilen den Beweis von (65) in (66) und (67).
Beweis von (66). Man zerlege w E (X+P)np = P+(Xnp) in w = p+y E P+(Xnp).
Sei X = (X n Pl.) E9 (It) E9 ••• E9 (In). Gemass (45) ist X' = (X' n }>Iol) E9 (In E9 ••• E9
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(J~)(It := <pI,).Wegen (62) existiert ein p' E P; mit (VI ~ i~n) (P', It) = (p, I,).
Somit ist auch (Vz E X) (P', <pz) = (p, z). Nun ist t' := -wI + d' + <ptJ E pi n X'J.,
denn fUr aIle tpz E X' ist (t',tpz) = -(w,z) + (p,z) + (y,z) = -(w,z) + (w,z) = o.- --Da w' ~ pi + X', aber p' + <ptJ E pi + X', ist t' ~ pi + X'.
Den Beweis von (67) unterteilen wir in (68) bis (71). FUr jeden reguliren, diago-
nalen Sesquilinearraum E und fur aIle Unterraume X ~ Y ~ E gilt zuna.chst
dim(E/ X J.) = dim(X), dim(X J./Y J.) ~ dim(Y / X),
(68) dim(Y) < ~o =? Y = Y J.J.,
X = X J.J. und dim(Y / X) < ~o =? dim(X J./Y J.) = dim(Y / X).
Beweisvon (68): Sei vorerst K ~ E, dim(K) < ~o. Nach G[IOj,S.22ist dim(E/ K J.) =
dim(K). 1st dim(K) ~ ~o, so existiert ein orthogonaler Summand Ko ~ K mit
dim(Ko) = dim(K), woraus wieder dim(E/ K J.) = dim(K) folgt. Sei nun Y ;;2 X, Y =
X $ K. Dann ist dim(XJ./yJ.) = dim(XJ./XJ. n KJ.) = dim(XJ. + KJ./KJ.) ~
dim(E/ K J.) = dim(K) = dim(Y/ X). Die restlichen Behauptungen ergeben sich aus
dim(Y J.J./ X J.J.) ~ dim(X J./Y J.) ~ dim(Y/ X).
(69) P/PnxJ. C:!.XJ.+P/XJ. (~) X/XnpJ. (~) X'/X'nplJ. C:!.P'/P'nx'J..
A A A (68)
P+ (X n P)/(P+ (Xn P)) nXJ. C:!.P + (X n P) +xJ. /XJ. C:!.
(70) A J.. -J. J.X/pJ. n (XnP) nX C:!.X'/P' n (X' n P') n X' C:!.. .
C:!.P; + (X' n PI)/(P; + (X' n Pi)) n X'J..
A -J.Hierbeifolgt * in (70) aus (pJ.nX)n(Xn(Xnp)J.) -+ (Pi nXI)n(X'n(X'np')J.),
welches gilt, da <p: X -+ X' isometrisch ist und (45) erfiillt.
A A "" A A (45) .
Weiterfolgt aus (P+X)nP/p = p+(Xnp)/p C:!.xnp/Xnp C:!.x'np'/x'np, C:!.
'" C:!.(P; + X') n pl/P; und PIP C:!.pl/P; (" indextreu) durch Subtraktion
(71) P/(P+ X) nP C:!.PI/(P; +X') nP'.
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Da aIle in (69),(70),(71) betra.chteten Quotientenraume endlichdimensionaI sind, erhal.
ten wir (67) wieder durch Addition und 8ubtraktion ((67) = (70) + (71) - (69)). Damit
ist Lemma 30 vollstandig bewiesen.D
Die Grundidee des Beweises von 8atz 25 tritt deutlich hervor im einfa.cheren
Beweis von Korollar 26: (Voraussetzungen von 8.60,61) tp : U -+ U' (dim(U) <
00) sei eine Isom~trie und vi E: E\ U' mit D(vI, U') = P&, wo {P&,QLP{} = JO(V')
und Vo ~ Ma. 8etze vI(po) := vi. Gemass Lemma 30 kann der (44),(44'),(45)
erftillende Isomorphismus rp : Z := U EfJ (w(Po), w(pt}) -+ Z, := U' EfJ (vI(Po), vi (pt})
auf U EfJ(w(po)) i80metrisch gewiihlt werden. Es geniigt, w(pt} E PI \ U + P; und
w(qI) E QI \ U +Q; durch Vektoren w(pI) := w(pt} + to E PI \ U +P; und w(qt} :=
w(qI) - to E QI \ U +Q; zu ersetzen, welche zu vI(pt} bzw. vI(qt} winkeltreu sind
(dann gilt wieder w(Po) = w(pt} +w( qI)). Dazu muss notwendigerweise to E P; nQ; =
PI nQI seinl Wegen rp(Z nPl') = Z' np? findet man mit (62) wie auf 8.63 zunachst
ein to E PI mit ('Vxo E Z) (xo, w(pt) + to) = (rpxo, vI(pt}) (damit ist auch w(qt)
zu w'(qI) winkeltreu). Nach Voraussetzung (66) ist nun PI ~ (PI n QI)'L.i, d.h.
to ist ein qo-Beriihrungspunkt von PI nQI (vgl. (37)). Ersetzt man to durch ein
to + y E (to + Zl.) n (PI nQI), so ist to von der gewiinschten Sorte.D
Den etwas technischeren Beweis von Satz 25 unterteilen wir in Lemma 31 und
Lemma 32.
Lemma 31: Es se; tp: X -+ X' wie auf 8.60 und W' = (vI(po), ... ,vI(Pt)) wie;n
(58). Dann ex;st;erl e;n W = (w(Po), w(pd, ... , w(pt}), derarl dass .p : X EfJW -+
X' EfJW' (tJlIX:= tp, w(Po) H w'(po), W(Pi) H w'(Pi)) e;n (44), (44'), (45) erfiillender,
auf X EfJ(w(Po)) ;sometrischer, part;tion;erler Isomorphismus ;8t.
Beweis: Wir wahlen ein zu vI(po) E P&\ (X' + PJ) winkeltreues w(po) E Po \
(X + ~) mit tp~(po) = w'(po) gemass Lemma 30. Es geniigt zu zeigen (Induk-
tion), dass es eine Zerlegung w(po) = w(pI) + w(qI) E PI + QI mit tp.!i!(pt} =
!Q'(pI), tp.!i!(ql) = !l'(ql) gibt (vgl.(49)). Dazu schreiben wir tp: X -+ X' ausfiihrlicher
(73)
67
ala tp : X1m e ... e X11 e U - X1m 6 ... 6 X11 6 U'. Es ist o.B.d.A. Xh :F (O)
(sonst ist Lemma 31 trivial). Fiir das f := f1 aus (66) gilt dann 1n ~ f > 1n-1 oder
f> 1m, oder 11 ~ f. Wir betrachten die Zerlegungen
(welcheausarten zu A(X1m e ... e X11 eu, f) fiir f > 1m, bzw. (X1m e ...e x''f1)e
A(U, f) fiir 11 ~ f). Nach Definition von f sind P&,Pf, Q~ 1f-abgeschlossen; somit folgt
fiirdie durch (72') zerlegten Vektoren w'(po) = a~+a', w'(P1) = b'n+b', w'(Q1) = ~+c',
dassa~,a'EP&, b'n,b'EPf, c'n,c'EQ~ (vgl.(54)). NachVoraussetzungwirdw(po)
bezuglich (72) zerlegt in
Wir zerlegen a weiter in a = b + c E (PI nE1) + (Q1 nE1) und definieren als erste
Niherung
W(P1) := tp-1 (b'n) + b E (PI n&) + (PI nEd,
w(qd := tp-1(c!n) + c E (Q1 n&) + (Q1 nEd.
Es . b" ~n-1b" .. ~n-1.. E X X R d b' ~n-111 c'Bel = L..,=O " C= L..,=O C\ E 1 = 1n-1 e...e 11e un = L..i=O iii, =
E:';Ol ~ E E1 = X1n-1 e ... e X11 e R', wobei R := e{F E 811 I F ~ E1, F n
(X1n-1 E9 ••• e X,I) = (O}}und R' analog definiert ist.
Wir wollen h, c durch geeignete Vektoren h:=E:~h, E PI nEl bzw. c:= E:';;Ci E
Q1 nEl ersetzen, derart dass die Beziehung a =~+cerhalten bleibt und (Vi :F 0) tph, =
~ gilt. Dann ist automatisch (Vi :F 0) tpCi = tpai - tphi = a~- ~ = ~ und die Vektoren
w(pd := tp-1 (~) + h, w(qI) := tp-1 (c'n)+ c sind von der gewunschten Sorte. Machen
wir den Ansatz h := h+ t und c := c - t, so haben wir das Problem reduziert auf den
Nachweis von
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Beweis von (74). Fiir'l ~ l; ist b = b und c = C. Sei jetzt l; > 'n-l (n - 1 ~ m).
Setzt man T := PI n Ql, so ist b E (1l;T ~ 1,n-1 T gemass (66). Aus b = bn-1 +
n-2" . .. n-2-Ei=O bi E E1 = X,n-l E9 (X,n-2 E9 ••• 6 R) folgt InIt (54), dass bn-l, Ei=O bi E
1,n-l T. 1,n_2T 3 bn-2 +E?;;03bi E X,n-2 E9 (X,n-3 6 ... E9R) impliziert wiederum
bn-2, E?;;;bi E 1,n_2T. So fortfahrend erhiilt man induktiv
(75)
Da 'Ppartitionierter Isomorphismus ist und wegen (45) ist 'P(X,i n1,i T) = X7i n1,i T'.
Aus (75) folgt daher
(76)
Man bestatigt sofort, dass die ti den zweiten Teil von (74) erfiillen. Die Giiltigkeit
des ersten Teils hangt nun an der Definition von tol Wegen (76) und (64) existiert
ein y. E A(X,n_l 6 ... E9 U, 'n-tl n A(X,n_l 6 ... 6 U"l).1 ~ R, derart dass
v := E?;;Ni + Y. E (1,n-l T) n E1 und wegen (1,n-l T) n E1 = 1,n-l ((1l;T) n Ed
(vgl.(56)) existiert ein V+Yn E (v+A(X,n_l 6 .. '6U"n_tl.1 )n(1l;TnEt) ~ 1l;T= T.
Also ist to := 'It + Yn E R und t := E?;;lti E T. Dies beweist (74) und somit Lemma
31. 0
&i seiW' aus (58) fixiert. Wir betrachten Raume W := (w(Po), ... , W(Pi),W(Pi+l),
... , w(pt}) , sodass 1/J: X$W ~ X'$W' ("'IX:= 'P, w(Pi) t-+ w'(Pi), tiJ(Pi) t-+ w'(Pi))
ein (44),(44'), (45) erfiillender partitionierter Isomorphismus ist. Ein solches 1/J heisse
Pi - isometrisch, faIls 1/JIXffi (w(Po), ... , W(Pi)) isometrisch ist. Lemma 31liefert ein
po-isometrisches 1/J : X ffi W ~ X' ffi W'. Mit dem na.chsten Lemma ergibt sich daher
der Beweis fiir die Adjungierbarkeit von w' bei nichtprimem, irreduziblem D'(w',X').
Lemma 32: SeiW := (w(Po), ... , W(Pi-l), W(Pi), ... , tiJ(Pt)) und 1/J: XffiW ~ X'ffiW'
sei Pi-l -isometrisch. Dann eristiert ein Pi-isometrisches ;p : X ffi W ~ X' ffi W'.
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Beweis: Wir schreiben unser Pi-l-isometrisches t/J : X $ W - X' $W' gemiiss
(49) in der partitionierten Form
Gemiiss Definition einer J(VO)-Aufz3.hlung existiert ein ri E {Po,PI, ql, ... ,Pi-I, qi-tl
mit w(ri) = w(pd +W(qi) E Pi + Qi und w'(ri) = w'(Pi) + w'(qi) E P! + Q~. Diese
Vektoren seien bezuglich Xh E9 Z bzw. X~ E9 Z' zerlegt in
w(r,) = g,+ ao w'(r,) =i+ a~
w(p,) = k+ bo w'(p,) = k' + b~
W(qi) = Q + Co w'(q,) = Q' + do.
Nach (61) ist g"ao E T''flEli, !l, 60 E T,l Pi, Q,COE T,l Qi und die analogen Beziehungen
gelten auch in E'.
ao ist bereits winkeltreu zu a~, aber bo nicht zu bfJ und Conicht zu cf>! Wir wollen 60
bzw. Codurch winkeltreue bo := 60 + to E Pi n xt bzw. Co := Co- to E Q, n xt
ersetzen. Dazu muss to offenbar aus Tn xt := (Pi n Qi) n xt gewahlt werden. Aus
der Gultigkeit von (~6) fur f, folgt zunachst
(78)
Da 9JI (45) erfullt und partitioniert ist (Lemma 31!), gilt t/J(Zn(qoT).1) = Z'n(qoT').1.
Setzen wir Z = (Zn(qoT).1 )$(ft}$ .. '$(lk), sofolgt z' = (Z'n(qoT').1 )$(tjlft)$ ... $
(t/Jfk). Gemiiss (62) existiert ein to E qoT mit (VI ~ i ~ k) (Ii, to) = (t/JIi, bfJ)-(fi, bolo
Wegen (78) gilt die Gleichung dann auch fiir beliebige Xo E Z (statt bloss /i). Ersetzen
wir to durch seine erste Komponente bezuglich A(Z, ,.)6 A(Z, ,.).1, so ergibt sich
(79) 3to E (qoT) nA(Z, '1) mit (VxoE Z) (xo, bo+ to) = (tjlxo1Vo).
Da qoT, T,l T bezuglich A(Z"l) 6 A(Z"l).1 zerlegt werden, ist nach (56) (qoT) n
A(Z"tl = qO((T,l T) n A(Z, ,tl). Ersetzen wir to durch ein to + 11 E (to + Z.1) n
((T,l T) nA(Z, '1))' so konnen wir (79) verschirfen zu
(80) 3to E (T,lT)nA(Z,'l) mit (Vxo E Z) (xo,bo +to) = (tjlxo,Vo).
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Zu to aus (80) existiert gemass (64) ein 1/ E XII mit to + 1/E T. Ersetzt man to
wieder durch to + 1/, so ist W(Pi) := W(Pi) + to E Pi, W(qi) := W(qi) - to E Qi
und w(ri) = W(Pi) + W(qi). Setzt man noch w(p;) := w(p;) fur 0 ~ j ~i-I,
so ist ;p : X EB(w(po), ... , W(Pi)) -+ X' EB(w'(po), ... ,w'(Pi)), ;PIX := tp, w(p;) t-+
w'(pj) (0 ~ j ~i), klarerweise eine partitionierte Isometrie. Wie in Lemma 31 findet
man eine Zerlegung w(ri+d = W(Pi+d + W(qi+t) E Pi+t + Qi+t mit tp!i!(Pi+d =
yf(Pi+d, tp!i!(qi+t) =!Q'(qi+t). Sofortfahrendbildemanw(pj), w(qj)furi+l ~j ~ t
und setze W := (w(po), ... , W(Pi), W(Pi+t), ... , w(fJt)). Die Abbildung ;p: X EBW -+
X' EBW', ;PIXh-:= tp, w(pj) t-+ w'(pj) (0 ~ j ~i), w(pj) t-+ w'(pj) (i + 1 ~ j ~t), ist
dann pi-isometrisch. 0
Bemerkung: Sei t/J : XEB(w(Po), ... , W(pi- d) -+ X' EB(w' (Po), ... , w' (Pi-t)) eine
partitionierte Isometrie. Es liegt nahe, direkt eine Zerlegung w(ri) = W(Pi) + W(qi) E
Pi+Qi mit W(Pi) bzw. W(qi) winkeltreu zu w'(Pi) bzw. w'(qi) zu konstruieren, um so t/J
zu einer partitionierten lsometrie;P : XEB(w(po),... ,W(Pi)) -+ X'EB(w'(po), ... ,w'(Pi))
auszudehnen. Schreibt man t/J in der partitionierten Form t/J : X E9Z -+ X' E9Zl, so
ist zwar fur A E V stets t/J(Xh nA) = tp(Xh n A) = X' n A' (wovonwir in Lemma 31
Gebrauch machten), aber La. ist t/J(Z n A) ':F Z' n A', da t/J (noch) nicht (45) erfiillt!
Dies erkliirt die Aufteilung des Beweises in Lemma 31 und Lemma 32.
1st in Satz 25 (66) fiir ein 8 E 8p(V) nicht erfiillt - z.B. falls V8 ~ Ma und die E-
lemente P, Q,R E J8 (V) 1.1.-abgeschlossen sind - so besteht u. U. dennoch Boffnung
fur eine induzierende Isometrie, sofem die Quotienten PfP, QfQ, Rf R endlichdimen-
sional sind.
Genauer: Sind Xo, X~ ~ E endlichdimensionale Teilrciumemit (44),(44)' und ist tpo :
Xo -+ X6 eine (45) erfiillende Isometrie, so heisst (Xo, tpo, XA) ein initiales Tripel
([101,[141,[16]). (Xo, tpo, XA)entschirft ein P E J(V), falls K ~ Xo, K' ~ XAexistieren
mit P = P + K, P' = Pi + K'.
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Angenommen, es existiert nun ein initiales Tripel (Xo, Po, X6), welches alle P E
UPO(V) 10 verletzt (bo6) } entschcirft. Dann kann man die rekursive Definition der
Isometrie t :E - E mit Po : Xo - X6 (statt (0) - (0)) starten und erhiilt nur
noch reduzible oder (bo6) erfiillende irreduzible Elemente D(w,X) E V, womit das
Problem auf Satz 25 zuruckgefiihrt ist. Falls man alle nichtprimen P E J(V), P' E
J(V') in ein initiales Tripel packen kann, so genugt es, Satz 24 zu zitieren. Dies
ist das Vorgehen von Grossll0],Kap.16, Gross-Kellerl14] und HaapasaloI16]. Die dort
untersuchten Verbande sind alle endlich und aus {Ma,a}e. In einigen Fiillen gilt auch
(bo6), jedoch lisst sich Satz 25 nicht direkt anwenden, denn die Verbande in 116]sind
nicht orthostabil und in 110],114]ist der Raum E nichtalternierend. In allen Fa.Ilenliesse
sich aber der Nachweis von (44), (44)' fUrXo, X6 mit den Ergebnissen aus Kapitell
verkiirzen (wie im Beweis von Satz 38).
Gibt es nichtprime P E J(V) mit dim(P/P) = 00 (wie in 2.4), so miisste man bei
der Konstruktion des unendlichdimensionalen Tripels (Xo, Po, X6) zusatzlich darauf
achten, dass Xo, X6 partitionierte Riume werden! Diese kaum zu bewiltigende Auf-
gabe war es gerade, die den Autor zur Bedingung (bo6) fiihrte.
In nichtalternierenden Riumen IE, (,)] muss bei der Adjunktion eines Vektors
x zu einem partitionierten Isomorpbismus P : X - X' neben der "Winkeltreue"
darauf geachtet werden, dass x diesselbe "Lange" wie die Vorgabe x' besitzt (d.h.
(x, x) = (x', x')). Ell erweist sieh, dass Elemente P E J(V) mit dim(P / P n p.1) < 00
diesbezuglich Probleme bereiten. Initiale Tripel konnen auch bier einspringen, um
solche P's zu entschirfen. 1m Beweisvon Satz 38 werden wir dieses Verfahren ZUSaID-!
men mit (bo6) auf einen 957-elementigen Verband anwenden.
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2.3 Mengentheoretischer Teil des Beweises
Jeder endlich dimensionale Teilraum U ~ E ist ein partitionierter Unterraum,
aber der Limes U{Un I n < wo} einer aufsteigenden Kette Uo ~ U1 ~ ••• endlich
dimensionaler Riume braucht natiirlich kein partitionierter Unterraum mehr zu sein.
Auch der Limes einer aufsteigenden Kette {X,., I ,.,< ~} von ,.,-Riumen braucht kein
~-Raum zu sein, falls Sp} :F S~ (vgI.S.59)! Diese Probleme behandelt der schon
auf S.56 formulierte Satz 33, den wir in diesem Abschnitt beweisen woDen. (Das
Verstandnis des recht langen, technischen Beweises ist fiir die Anwendungen von Satz
25 in 2.4 nicht notig, d.h. 2.3 kann iibersprungen werden.)
Satz 33: (Glllj,S.26,Wild) Es seien (E,S) und (Fl,S') part. Rtiume der Dimension
II:(E) < mo und B := (e& I & < 11:) bzw. B':= (ei I & < 11:) seien Folgen in E bzw.
Fl. Ferner se; F eine (GG) erfwlende Familie, derart dass gewisse (~: X -+ X') E F
(P P) erfuUen:
dim(X) < No => ~ erfwlt (PP),
(50) (dim(X) ~ No und (e&1& < dim(X)) ~ Xund
(ei 1& < dim(X')) ~ X') => ~ er/wlt (PP).
Dann besitzt jedes (~o : Xo -+ X6) E F eine Erweiterung (t :E -+ FJ) E F.
Korollar 34: Es seien (E, S) und (Fl,S') part. Rtiume der Dimension II:(E) < mo
und F sei eine (00) er/wlende Familie partitionierter Isomorphismen, welehe aIle
(P P) er/wlen. Dann besitzt jedes (~o :Xo -+ X6) EF eine Erweiterung
(t:E-+Fl)EF.
Die hier nicht erklirten mengentheoretischen Grundbegriffe wie Ordinalzahl, Kardi-
nalzahl (=Anfangszahl), Kofinalitit, regular, findet man in Kunenl20j oder Uvy121j.
Fiir Ordinalzahlen verwenden wir griechische Buchstaben, wobei ~ stets eine Limeszahl
und II: stets eine Kardinalzahl bezeichnet.
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In diesem Abschnitt ist es bequemer, die auf S.54 eingefiihrten Begriffe eiwas anders
zu definieren: Sei € eine beliebige OrdinaizahI und X ~ E ein Teilraum. X heisse
E-Raum, faIls dim(X) = € < Nooder faIls dim(X) = I~I= N"(und X ein "(-Raum im
Sinne von S.54 ist. FUr einen Teilraum X ~ E mit dim (X) ~ I~Isei A(X, {) der von
X erzeugte {-Raum. Partitionierte Unterraume schreiben wir jetzt in der Form
wo Itm > 1tm-1 > ... > "1 unendliche Kardinalzahlen sind und X"i ein "i-Raum ist.
Sei F unsre Familie von partitionierten Isomorphismen und sei (~o : S $ Zo ....•
S' $ Z') E F. Dabei sei S := X"m $ $ X"n' Zo := X"n_1 $ ... $ U und
S' .- X' a. ... a. X'I z.',- X'I a. a. U'.- "m IJ7 IJ7 "n' 0'- "n-1 IJ7 IJ7 •
Ein Teilraum T ~ E (bzw. T' ~ E') mit dim(T) =" ~ "n ("n minimal) heisst zu ~o
adiungierbar, faIls ein (~ : S $Z ....•S' $Z') ;2 ~o aus F existieri mit T ~ dom~ (bzw.
T' ~ im~), wo Z;2 Zo, z' ;2 Z& part. Unierraume der Dimension ~ dim(Zo) +" sind
(fUr" > "m haben wir ~ : Z ....•Z').
Wir benoiigen noch einige weitere Definitionen:
F(PP):= {(~: X ....•X') E F Idim (X) < No oder
(dim(X) ~ No und (et It < dim(X)} ~ X, (e{ It < dim(X')) ~ X')}
Fot := F u{~I~: E ....•E' Vektorraumisomorphismus}
A(,,) :<=:> (V~o E F(PP))
((VI' ~ E)(dim(T) ~" => 3~ E Fot, das T adjungierl) und
(VT' ~ E')(dim(T') ~" => 3~ E Fot, das T' adjungierl))
Man beachte, dass gem3ss (50) aIle ~ E F(PP) die Pingpong-Eigenschaft (PP) be-
sitzen.
Die Aussage A(,,) ist fUr aIle " ~ "(E) := dim(E) definiert. Da man durch endlich
oftes Anwenden von (PP) jeden endlichdimensionalen Raum T ~ E adjungieren kann,
gilt A(,,) fUr aIle endlichen " ~ ,,(E); insbesondre foIgt Satz 33 fUr endliches "(E)
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(man adjungiere E zu ~o).
Sei ab jetzt ~(E)unendlich. Unser Ziel ist es,
(81) ,
zu zeigenj dann konnen wir wiederum E zum vorgegebenen ~o adjungieren und erhal-
ten eine Erweiterung t :E -+ E'.
Eine Funktion / : .\1 -+ .\2 heisst Normalfunktion (L[21]), falls / streng monoton
wachsend, stetig und unbeschrinkt ist, d.h. e < fJ => Ie < /fJ, (V.\ < .\1) /.\ =
sup{fe I e < .\}), U/(.\I) = .\2.
Es sei 1 := cU die Kofinalitit von.\ und Reg(.\I) := {.\ < .\1 11= .\} die Menge alIer
reguliren Limeszahlen (Kardinalzahlen) unterhalb .\1.
Lemma 35: Sei ~(E) unendlich. Falls fur alle No~ ~ ~ ~(E) eine Normalfunktion
/: ~ -+ ~ mit
(82) (V.\E Reg(~)) 3.\*(.\* <.\ und .\ < /.\*)
ezistiert, 80 gilt (V~~ ~(E)) A(~).
(82) bedeutet also, dass / alIe reguliren Limeszahlen .\ <~"iiberspringt".
Beweis: Wir beweisen (V~ ~ ~(E))A(~) mit transfiniter Induktion nach~. Wie
gesehen, gilt A(~) fUr alIe endlichen ~ < ~(E). Sei jetzt ~ ~ ~(E)unendlich, und es
gelte
(83)
Wir haben A(It) zu zeigen. Seien dazu ein (~o : SEe Zo -+ S' EeZ6) E F(PP) und ein
T ~ E mit dim(T) = ~vorgegebenj die geforderle Erweiterung ~ : 5 Ee Z -+ 5' Ee Z'
werden wir als Limes einer aufsteigenden Kette {~e : SEe Ze -+ 5' Ee Z! I e < ~}~
F(PP) konstruieren. Durch Ubergang von e 1-+ Ie zu e 1-+ ~n-l + Ie kann man
(84) dim(Zo) = dim(Z&) ~ 1/01
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annehmen. Fur spatere Zwecke schicken wir folgende triviale Bemerkung voraus:
Sei S $ Z := (X"m $ ...$X"n) $ (X"n_I $ ...$X"I $U)
(85) ein part. Untemlum. 1st 11E S $Z, 11= E1IF E e{F IF E So},
(VF E So) (F ~ S => 1IF = 0), so ist 11E Z.
Stellt man einen Vektorraum Y als Vereinigung einer aufsteigenden Kette von
Unterraumen dar, so spricht man von einer Filtrierung von Y. Wir fixieren nun fUr
alIe ,,-Riume und alle IA-Riume (A< 11:) Filtrierungen der Form
(86)
Y = U yuel, (Ve < 11:) dim(YffeH = lfel,
e<ic
Y = U Yffel, (Ve < A) dim(YffeH = lfel.
ed
Analoge Filtrierungen seien fur alle ,,-Riume und IA-Riume Y' ~ E' fixiert. Die
Existenz solcher Filtrierungen ist klar. Ausserdem fixiere man fiir alIe A< II: kofinale
Folgen A{3--+ A (P < ~)mit (VP < ~)P ~ AfJ.
Wir definieren unsare aufsteigende Kette (~e I e < Ii:) rekursiv: Sei e < Ii: fest und fiir
'1< e seien die (~'1 : S $Z'I --+ S' $Zq) E F (PP) mit dim (Z'I) ~ 11'11 bereits definiert
(vgl.(84)). Ferner sei fUr '11< '12< e auch Z'II ~ Z'I2' ZqI ~ Zq2' Zur Definition
von ~e machen wir eine Fallunterscheidung. (Interessant ist Ii: = ", vgl. S.77.)
1.Fall: e ist Nachfolgerzahl. Wir setzen
(87)
Te :=(ee)+A(T,"Hfel +E{A(Z'I,"Hfell '1< e}
+E{A(ZA{3,/AHfell e < A< Ii: mit ~ < fe; A{3< el,
(87')
T! :=(~) +E{A(Zh,"Hfell '1< e}
+E{A(Z~p,/AHfell e < A < Ii: mit ~ < fe; Ap < el.
Es ist dim(Te) = 1+ llel + lel.llel + lel.llel.llel = lfel und analog dim(T!) = llel.
Wegen lfel < " konnen wir gemass (83) zweimal A(lfel) anwenden und erhalten ein
76
(~e : S $ Ze -+ S' $ ZH ;;2 ~e-l aus F mit Ze-l ~ Ze, Z!_l ~ Z!, dim(Ze) ~ Ifel
und Te ~ S $ Ze, T~ ~ S' $ Z!. Klarerweise ist mit ~e-l auch ~e aus F(PP).
2.Fall: e ist LimeszahI. Wir setzen >.:= e. F.aliegt nahe, Z>.:= U{Z" I" < >'}, Z>.:=
U{ZI, I" < >'}und ~ >. := U"<>.~,, : S $Z>.-+ S' $Z>.zu setzen. Kla.rerweise ist ~ >.
ein Vektorraumisomorphismusmit ~>.(Z>.)= Z>.und T>.:=U"<>.T,, ~ S$Z>., T1 :=
U,,<>.TI,~ S'$Z>.. Weniger klar ist, ob ~>. ein partitionierter Isomorphismus ist, d.h.
ob Z>.und Z>.uberhaupt 1'\-R3.ume sind! Dazu genugt es offenbar, dim(Z>.) ~ 1/'\1
und A(Z,\, I>') ~ Z,\ zu zeigen (sowie das Analogon fur Z>.). Es ist dim(Z,\) =
sup{dim(Z,p I " < ,\} ~ sup{I/,,1 I " < ,\} = 1/'\1. Die zweite Aussage ist weniger
trivial:
A(Z,\,/>') = U A(Z,\ ,1'\) (~)
• IJ
/3<,\
U ( U A(Z,\p,/,\H/"l) ~ U Zq = Z>..
~•</3<~ '\p < q < >. q<'\
Erlii.uterung von *: Da ~. < >'p< q, ist wegen (82) ~ < I~. < Iq, d.h. es ist
(87)
A(Z>'p,/'\Hfql ~ Tq ~ S $Zq. Gemiiss (85) ist daher A(Z'\p'/'\Hf"l ~ Zq.
~,\ ist also eine partitionierte Isometrie. Wegen (CC) ist ~,\ E F und damit auch
~,\ E F(PP) (fUr S ::f: (0) trivial; fUr ~>. : Z>. -+ Z>.ist gemiiss (87),(87') (e, I ' <
dim(Z>.)) ~ Z,\, (ei I'< dim(Zl)) ~ Zl ).
Somit haben wir eine Kette {~e I e < k} ~ F(PP) definiert. Sei Z := Ue<li:Zeund
Z' := Ue<li:Z!, Dann ist ~ := Ue<li:~e : S $ Z -+ S' $ Z' ein Isomorphismus mit
~(Z) = Z'. Aus dim(Z) = sup{dim(Ze)1 e < k} ~ sup{IJeII e < k} =" und
A(Z, It) ~ U A(Zq,") = U ( U A(Z","HJel) ~ U.Ze = Z
q<1i: ,,<Ii: "<E<1i: e<"
folgt wie oben, dass Z und analog Z' 1t-R3.umesind; also ist ~ : X"m E9-+ E9X"nE9Z-+
Xkm E9... E9Xkn E9Z' ein partitionierter Isomorphismus (fUr It = "n verschmelzen




T~A(T,II:)~ UA(T,II:)flel ~ UT€~ USEBZ€=SEBZ,
€<k €<k €<k
d.h. <p adjungiert das vorgegebene T. Damit ist A(II:) bewiesen. 0
Bemerkung: F.8 ist notig, sich in (82) auf regulire A < it einzuschIinken,
denn fiir II: = it ~ ~1 kann es keine Normalfunktion I : II: -+ II: geben, welehe alle
Limeszahlen A < II: iiberspringt: Sei Ao< II: beliebig; definiere An+! := IAn (n < w)
und A :=SUP{AnIn < w} < 11:. Dann ist (VA.< A) IA. < IA = A.
Wir wollen nun sehen, welche Kardinalzahlen II: eine Normalfunktion I :it -+ II:
mit (82) zulassen.
Hat II: die Kofinalitit it = ~o, so gibt es keine Limeszahlen A< it, d.h. wir konnen eine
beliebige Normalfunktion I :it -+ II: wihlen.
1st II: = ~,+ 1 eine Nachfolgerkardinalzahl, so ist it = II: und Reg(lC)~ {~,81 ,8 :5 ,}.
Setzt man Ie :=w,+ e (Ordinalzahlsumme), so ist (82) trivialerweise erfiillt.
(Beachtet man, dass fUrIC= ~,+ 1 die Vereinigungjeder aufsteigenden Kette von ~,-
Biumen "automatisch" wieder ein ~,-Raum ist, so lasst sich A(~,+ 1) wie im Fall
it = ~o ohne eine Limeszahlen iiberspringende Hilfsfunktion I beweisen. Alle IC< ~Wl
sind von dieser Sorte, WOfaUSsich die Schranke ~Wl in Satz 24 erklirt.)
1st IC= ~p eine Limeskardinalzahl mit it < IC(d.h. II: ist singular), so erfiillt Ie := k+e
wieder trivialerweise (82).
1st IC= ~p Limeskardinalzahl mit ir. = 11:, so heisst ICschwach unerreichbar. 1st uo die
kleinste schwach unerreichbare Kardinalzahl, so gibt es also nach obigen Ausfiihrungen
fiir alle IC< uo eine (82) erfiillende Normalfunktion I :;;,-+ IC.H. Lauchli verdanke ich
den Hinweis, dass aueh viele schwach unerreichbare u noeh 80lche Normalfunktionen
zulassen:
Lemma 36: (Lii.uchli) Sei mo die erste schwache Mahlo-Zahl (Def. unten). Dann
gibt eafur alle IC< mo Normalfunktionen f: it -+ II: mit (82), jedoch nicht fur II:= mo.
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Lemma 35 und Lemma 36 ergeben somit den Beweisvon Satz 33. Zum Beweisvon
Lemma 36 benotigen wir noch einige Begriffe. Sei It eine regulire Kardinalzahl, d.h.
k = It. Eine Teilmengea ~ "heisst Cub (closed unbounded), falls a in It unbeschninkt
ist und abgeschlossen unter Limesbildung, d.h. fiir aIle Limeszahlen A < It und aIle
monotonen Folgen b~ I e < A} ~ a ist supbe I e < A} EO.
1st f : " -+ " eine Normalfunktion, so ist f(It) ~ It offenbar ein Cub. 1st umgekehrt
a ~ It ein Cub, so ist der Ordnungstyp von (0, <) gleich It, d.h. a = be I e < It}
ist das Bild der Normalfunktion f : It -+ It mit Ie := "Ye. Eine Teilmenge R ~ It
heisst stationar, falls Rna :F 0 fiir aIle Cub's a ~ It. Andemfalls heisst R diinn
(beispielsweise sind aIle beschninkten R ~ "diinn). Ein regulires It heisst nun
schwacheMahlo-Zahl, falls Reg(It) ~ It stationar ist; It ist dann notwendigerweise
schwach unerreichbar.
Beweis von Lemma 36 (Wild): Sei It < mo regular. Weil R := Reg(It) ~ It diinn
ist, existiert ein Cub a ~ It mit Rna = 0. f : It -+ " sei die zugehorige Normalfunktion
(siehe oben). Gibe es ein A E R mit (VA. < A) fA. ~ A, so wire A = fA ERn 0, im
Widerspruch zu Rna = 0. Also erfiillt f (82).
Sei jetzt f : mo -+ mo eine beliebige Normalfunktion. Man sieht leicht, dass a :=
{A < mo I fA = A} ein Cub ist (die Unbeschranktheit folgt wie in Bem.S.77). 1st
A E Reg(mo) nO:F 0, so ist (VA. < A) fA. < fA = A, d.h. (82) ist verletzt. 0
Zum Schluss noch einige Bemerkungen iiber schwach unerreichbare Zahlen und
schwache Mahlo-Zahlen.
Sei m eine schwache Mahlo-Zahl und sei U := {u < m I u schwach unerreichbar}.
Offenbar ist U = Reg(m) no, wo a der Cub aIler Limeskardinalzahlen " < mist.
Da zwei Cub's 0, A' immer nichtleeren Schnitt haben (Ku[20J,S.78), ist auch U~ m
stationir, d.h. m = Um ist die m-te schwach unerreichbare Zahll Man kann sogar
zeigen, dass m die m-te unter den schwach unerreichbaren Zahlen u mit der Eigen-
schaft u = Uu ist (L[21J,S.347). Daraus ist ersichtlich, dass mo "viel" grOsser ala Uo
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ist.
Es gibt Modelle (V, €) der Zermelo-Fraenkel-Mengenlehre ohne schwach unerreich-
bare Zahlen (Ku[20),S.34,I33)j insofern bedeutet also dim(E) < mo in Satz 25 keine
Beschrinkung.
2.4 1st V (V,E) ~ V (V', E) fir diagonales E
eine hinreichende Kongruenzbedingung ?
Um diese Frage zu diskutieren, verwenden wir einen in GLS[I5J eingefiihrten Be-
griff: Sei 0 ~ m < w fest. Eine Struktur (V, A, V, .1, 0'1, ••• , O'm) (bzw. (V, A, V, .i) fUr
m = 0) heisst quadratischer Verband, falls gilt:
(QI) (V, A,V) ist modularer Verband mit 0, 1.
(Q2) .1: V -+ V ist Galois-Verbindung mit Ii = 0, d.h.
(Vx,1I E V) x ~ xii, X ~ 11=> 1Ii ~ xi.
(Q3) 0'''(: V -+ V ist Abschlussoperator, d.h. (VI ~ "( ~ m)
(Vx,1I E V) x ~ O'''(x, O'''(x= O'''((O'''(x), X ~ 11=> O'''(x ~ 0'''(11.
(Q4) (VI ~ "( ~ p ~ m)(Vx E V) O'''(x ~ O'px.
(Q5) (VI ~ "( ~ m)(Vx E V) O'''((xi) = (O'''(x)i.
(Q6) (VI ~ "( ~ m)(Vx,1I E V) O''Y(xV 11)= O''YxV O"'/Y.
Fur festes m bildet die Klasse alIer quadratischen Verbinde V =Vm eine Varietit IKm
(aIle Axiome konnen auch alBGleichungen geschrieben werden) und man bestitigt in
der iiblichen Weise (z.B. Gri[9J) die Existenz freier Objekte. 1mfolgenden sei VmraJder
von einem Element a in IKm frei erzeugte quadratische Verbandj ist Vm quadratischer :
Verband und a E Vm, 80 sei Vm(a) (runde Klammern) der von a erzeugte quadratische .
Unterverband.
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Fiir m ~ 2 ist Vm[a) distributiv und es ist IVo[aJl= 14 (Kaplansky, vgl.S.19),
IV1[aJl= 30 (Bini), IV2[a)/ = 88 (Gross). Hasse-Diagramme von Vm (m ~ 2) findet
man in Seh[24).
VsIal ist nicht mehr distributiv und zihlt 957 Elemente (Gross,Lomecky,Sehuppli)1
1m folgenden werden wir intensiven Gebraueh von seinem Hasse-Diagramm auf FaIt-
blatt Fig .18 machen. Um das Diagramm iibersiehtlieh zu haIten, sind die folgenden
Nachbarschaftsrelationen nieht eingezeiehnet: x -< a + x (ra < x < ra.l.l), a + x -<
usa + x (rO'sa < x < ra.l.l) , usa + x -< 0'2a+ x (r0'2a < x < ra.l.l), 0'2a+ x -<
O'ta+x (rO'ta < x < ra.l.l). Damit die "Querverbindungen" die richtige Nordwestrich-
tung erhaIten, verschiebe man die linke Seite des Plans etwas nach oben. Die Giiltigkeit
des Diagramms, sowie aIle weiteren hier nicht gezeigten Aussagen iiber VslaJ sind in
GLSI15Jbewiesen.
Die durch (QI) bis (Q6) definierten "abstrakten" quadratischen Verbinde stellen
natiirlieh eine Axiomatisierung der folgenden Situation dar: 1st V Teilraum eines Sea-
quilinearraumes IE, (, )J, so bestiitigt man leicht, dass V(V, E) (Def. S.49) ZUSaID-
men mit der Orthogonalitii.tsrelation 1. und den in 2.1 eingefiihrten Topologien 0'''1 ein
"konkreter" quadratischer Verband (V (V,E), n, +,O't, .•. , O'm) ist (fiir ~, > dim(E)
ist 0', diskret).
In Verallgemeinerung der Definition in GLSI15J werden wir aueh fiir unendl1ches
m = a Sesquilinearriiume E der Dimension ~a und deren quadratische Verbinde
V (V,E) betrachten. Statt von zulissigen Verbandsisomorphismen (S.49), kann man
auch von indextreu isomorphenquadratischen Verbinden sprechen.
Satz 31: Es sei E ein regularer, altemierender Raum mit dim(E) < mo. Die
Teilmume V, V' ~ E seien 0'4 -abgeschl088en und die zugehorigen qtladratischen Ver-
bande V (V, E) und V (V', E) seien indextreu isomorph. Dann sind V und V' kongruent




Beweis:Aus U4V = V folgt mit (Q6) und Induktion iiber den Termaufbau leicht,
dass (VA E V (V,E)) u4A = A. Daher ist V(V,E) ein homomorphes Bild des freien
quadratischen Verbandes V3Ia]. Wir nehmen zunachst an, es sei V(V,E) ~ V3Ia].
Ais modularer Verband ist V31a] Dreieekverband mit
J(V 3Ia], D) ~ /:i /:i II II f. .. / / (57 8triehe)
Beweis von (88). Fig.iS entnimmt man, dass die Elemente 31,22,32 bzw. 35,23,36 je
ein Dreieck bilden. Jedes der restlichen 57 irreduziblen Elemente (ungleich 1 = (0))
moge eine weitere Zusammenhangskomponente bilden. Dies liefert ein /:i-Matroid
vom Rang 61. Da auch 6(V(V,E)) = 61 (vgl. Fig.iS), ergibt sich die Behauptung.
(Gemass Satz 10 (i) sind die restlichen 57lrreduziblen aDeprim.)
Setzen wir rx:= x" xi, so ist gemass GLSI15]und Tab. is
31 = (33V 25) "37 = (UI ((ra)ii " rU2a) V rU2a) "Ul (ru3a)
22 = (37 V 33) " 25
32 = (37 V 25) "33
35 = (48V 25) "37 = ((ra)ii V rU2a) "Ul (ru3a)
23 = (48V 37) "25
36 = (37V 25) "37
Daraus ist ersichtlich, dass aDeElemente von (Po, Ql, PI) := (32,22,31) u2-abgeschlos-
sen sind, aber nicht aDeul-abgeschlossen. Aus Fig .iSliest ma.nUl (PI "Qd ~ u115 =
37 ~ PI a.b. Dies bedeutet, dass die Zusammenhangskomponente (Po, Ql1PI) (/:i6)
erfiillt.
Die Elemente von (Po, QI, PI) := (36,23,35) sind ebenfalls u2-abgeschlossen, aber
DicMuI-abgescWossen, und es ist Ul (PI" QI) ~ U115 = 37 ~ PI, d.h. es gilt wieder
(/:i6). Gemass Satz 25 ist also die Verbandsisomorphie V(V, E) --+ V(V', E) von einer
Isometrie E --+ E induziert.
Es bleibt noch zu zeigen, dass sich (40) unter jedem Epimorphismus 1f : V31a] --+
V(V), a 1-+ V, von quadratischen Verbinden vererbt. Dies ergibt sich, weil aus Po =
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U2PO, Ql = U2Ql, PI = U2Pl, UI(PI 1\ Q.) ~ PI folgt, dass ".PO = 1r(U2PO)=
U2(1rPO), 1rQl = U2(".Q.), 1rPI = U2(1rP.) und Ut{1rPI 1\ 1rQ.) = UI(1r(PI 1\ QI)) =
r(Ul(P1I\Q.)) ~ ".PI. 0
Als nachstes wollen wir Satz 37 auf nichtaltemierende Riume ausdehnen, die
noch "geniigend viele" isotrope Yektoren enthalten. Dabei werden wir von den in
2.2 definierten initialen Tripeln Gebrauch machen. Zuvor seien einige Definitionen aus
G[IOIvorweggenommen.
Nach G[IOI,S.7ist jeder (orthosymmetrische) (Ie, v)-Raum [E(,)I mit dim(EI El.) > I
E-hermitisch, d.h. es existiert ein EE Ie, derart dass
(00i)
(90;;)
EVE= UV = I find (VAE Ie) Av2 = c1AE,
(Vz, VEE) (V, x) = E(X, V)v.
{(V, V) I VEE} ist also Teilmenge von S := {e E Ie I e = EeV}, der Menge der
symmetrischen Elemente von k. Die Sesquilinearform (,) heisst spurwertig, falls ihre
Werte (V, V) in der Untergruppe der Spuren (traces) T := {e + Eev leE Ie} ~ S
liegen. Man sieht leicht, dass fUrKorper Ie mit char(k) :f: 2 alle E-hermitischen Formen
spurwertig sind.
Sei E Sesquilinearraum. FUr VEE bzw. Y ~ E setze man Ivi := (,1,,1) ("Lange von
y") bzw. WI := {lvil V E Y}. V heisst isotrop, falls 1111 = 0 und Y heisst isotrop, falls
ein isotroper Yektor 0 :f: V E Y existiert. Ein Teilraum Y ~ E heisst totalisotrop, falls
(VZ,7IE Y)(z, y) =O. Gemiss GIIO],S.14 gilt:
(91)
Y se; ein regularer, spflrwerliger, isotroper Se8quilinearraum. Dann ist
WI = T find es ezistierl eine Basis aus isotropen Vektoren.
Satz 38: Sei E regularer, spurwerliger, diagonaler Raum mit dim(E) < mo und der
Eigenschaft
(92) (VY ~ E) dim(Y) = 00 ~ Y isotrop.
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Femerseien V, V' ~ E t14-abgeschlossene Teilrtiume mit indezlreu isomorphen quadra-
tischen Verbanden V(V), V(V') und es gelte
(93) dim(V /rV) < 00 => V 2:! V' und dim (V .L/rV.L) < 00 => V.L 2:! V'.L.
Dann sind V und V' kongruent in E.
Beweis: Wie in Satz 37 ist V(V) ein homomorphes Bild von Va[a]. Ein Blick in
den Beweis von Satz 25 bestatigt, dass es genugt,fiir eine vorgegebene partitionierte
Isometrie If) : X - X' mit (44),(44'),(45),(50) die Ping-Pong-Eigenschaft (PP) zu
verifizieren. Sei dazu uI E E gegeben. Wir konnen o.B.d.A. P' := .D'(uI,X') alB
irreduzibel und uI E pi \ (X' + PI) annehmen. 1st P' E (rV'.L/(O}) ~ V(V'), 80
konstruiere man rp : X EB W - X' EB W' wie in Lemma 30, 31, 32 (bier ist stets
dim(W) ~ 2). Da W ~ rV.L und W' ~ rV'.L totalisotrop sind, ist rplW trivialerweise
isometrisch, d.h. rp ist eine (44),(44'),(45) erfiillende, partitionierte Isometrie mit uI E
imrp.
Gemiss Fig. 18 bleiben noch die irreduziblen Elemente P aus
zu behandeln. Dazu machen wir eine vierfache Fallunterscheidung.
1. Fall: rtP E M) dim (P/p) = 00 (3.hnlich wie G[10],S.123). Nach Lemma 30
existiert ein w mit (i) wE P\ (X+p), (ii) 'P!!l=!At.., (iii) rtx E X) (x,w) = (If)X, uI).
Es genugt, ein 1/ zu konstruieren, derarl dass w + 11(i), (U), (iii) und Iw + 111 = lull
erfiillt.
Sei rP EB Y = Pj dann ist dim(Y) ~ dim(P/p) (~) dim(X EB (w}) =: ". Setzt
(68)
man Y1 := Y n (X EB (w}).L, 80 folgt aus dimlY /Y1) ~ dim(E/(X EB (w}).L) ~ ",
dass dim(Y1) = dimlY). Da Y regul3.r ist, ist dim(rYt} ~ dim(Y1.L/y.L) ~ ". Aus
rY1 :F Y1 folgt mit (91) 1Y11 = T (betrachte ein Supplement von rY1 in Yt), d.h. es
existiert ein 111 E Y1 mit 11111 = lull- Iwl, Iw + 1111 = lull (da 1/1 .1 w). Sollte
w+ 111EX + P sein, 80 setze man PEB Y = P und Y2:= Y n (X EB (w +1/1)).L. Da Y
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regulir ist, schliesst man wie oben dim(Y2) = dim(Y) > te und dim(rY2) ~ te. Gemass
(91) existiert eine Zerlegung rY2 (£)bit I ' < dim(Y2)) = Y2 mit isotropen Vektoren 1/,
und wegen dim(X (£)(w + 1/1) + PIP) ~ te existiert ein 1/&EX(£) (w + 1/1) + P. Fur
1/ := 1/1+ 1/t ist Iw+ 1/1 = lull und w + 1/ erfiillt (i), (ii), (iii) (w + 1/ = W t-+ !t).
2. Fall: a49 := dim(V frY) = 00 und a48 := dim(Vol/rVol) = 00. Fur P' = V', V'ol
folgt (PP) aus dem 1. Fall. Andemfalls gilt zunachst
(95) (VPEM\{V,Vol}) dim(P/rP) =00.
Beweis von (95). Fur P E {E} u {(rO'')'V)ol I 0 ~ ')' ~ 4} ist rP ~ rVol, also
dim(P/rP) ~ dim(V +Vol/Vol) = a49 = 00 (Fig. 18). Fur P E {O'')'V I 0 ~ ')' ~ 3} ist
P = 0'')' + 1V + rO'')'V und rP = (0'')' + 1V + rO'')'V)n (0'')' + 1V)ol n (rO'')'V)ol = rO'')'V,
also aueh dim(P/rP) ~ a49 = 00.
Sei nun P E M\ {V, Vol}. Fur dim(P/P) = 00 korrigiere man das w E P\ (X + P)
wie im 1. Fall. Andernfalls folgt aus (51) und (95) dim(P /rP) = 00 > dim(X (£)(w)).
Setzen wirsomit rP(£)Y = P und YI := Yn(X(£)(w))ol, so ist wegendim(Y.) = 00 und
dim(rYI) ~ dim(YIol/yol) ~ dim(Y /Yd < 00 wieder rYI 'I YI und nach (91) existiert
ein 1/1 E YI mit 11/11 = lull-lwl. Mithin ist w + 1/1 E P \ (X + p) (da 1/1 E p) und
Iw+ 1/II = lull.
3. Fall: a49 = 00 und a48 < 00. Gemass (93) existiert eine Isometrie t/J: Vol -+ V'ol und
klarerweise ist t/J(rV ol) = rV'ol. Setzt man Vol = rVol (£)Xo, so ist V'ol = rV'l. (£)X~mit
X~ := t/J(Xo). Da Vol E V(V) prim ist, ist CPo := t/JIXo : Xo -+ X~ eine (44),(44'),(45)
erfiillende Isometrie. Starlet man den Aufbau von t :E -+ E mit dem initialen Tripel
(Xo,cpo,X~) (vgl. S.70), so tritt der Fall D(w,X) = Vol bzw. DI(uI, X') = V'ol nieht
mehr auf; die Riume P E M \ {Vol} behandelt man wie im 2. Fall.
4. Fall: a49 < 00. Aus E~~49a, = dim((rV)ol /Vol) (~) a49 folgt (V50~ i~58) a, = 0





Unterfall (a): a.a = 00 und al := dim(rV) < 00. Gemass (93) existiert eine Isometrie
t/J: V -+ V'; analogzum3. Fallist t/J(rV) = rV', V = rV$Xo, V' = rV'$X& (X&:=
t/J(Xo)) und po := t/JIXo: Xo -+ X&ist eine (44),(44'),(45) erfiillende Isometrie. Beim
Aufbau von t :E -+ E ist der Fall D(w,X) = V.1 wegen a.a = 00 problemlos (1.
Fall) und der Fall D(w, X) = E kommt nur "solange" vor, wie dim (X) < 00 ist (da
dim(EIE) < 00). Wegen dim(ElrE) = dim((rV).1/(rV).1.1) ~ a.a > dim(X), kann
man deshalb wie im 2. Fall vorgehen.
Unterfall (b): a.a < 00 und al = 00. Gemass (93) ist V ~ V' und V.1 ~ V'.1. Daher
konnen wir Po : Xo -+ X&wie in (a) definieren und finden ferner Zerlegungen V.1 =
rV.1$(xl)$ ... $(xn) und V'.1 = rV' .1$(~)$ .. '$(~) mit (VI ~ i,j ~ n) (Xi, Xj) =
(~, x~.). FUr 0 ~ i ~ n betrachte man die Abbildung
Nach Konstruktion ist Po eine (44),(44'),(45) erfiillende Isometrie. Angenommen Pi-l
habe die gleichen Eigenschaften. Wegen Xi 'I. (Xo ~ (Xl, ... , Xi-I}) + rV.1 ist D(Xo ~
(XI, ... ,Xi-I), Xi) = V.1 und analog D'(X&~(~ ... , ~-l)'~) = V'.1; die Primheit von
V.1, V'.1 garantiert daher, dass Pi wieder (44),(44'),(45) emllt. Weil Xi .1Xo, ~ .1
X&und (VI ~ j ~i) (Xi, Xi) = (~,r,.), ist Pi auch isometrisch. Per Induktion ist somit
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(Xo e (Zl, ... , Zn), V;>n,X6 e (~,...,z'n)) ein initiales Tripel, das die Irreduziblen V
und V.l entschirft. Der Fall D(w, X) = E ist wegen dim(E/EJ) = al = 00 problemlos
(1. Fall).
Unterfall (c): a4lj < 00 und al < 00. Dann ist dim(V) = al + a49 < 00, woraus mit
(68) V = V.l.l und somit dim(E) = al + a4lj + a49+ a59 < 00 folgt. Da nach Voraus-
setzung (93)V und V' isometrisch sind, existiert nach dem Witt'schen Fortsetzungssatz
G[IOI,S.376eine Isometrie t: E -+ Emit t(V) = V'. D
Aus dem Beweis von Satz 38 (1./2. Fall) folgt sofori, dass sich Satz 25 verallge-
meinern lasst:
Scholion 39: Sei E ein reguliirer, diagonaler spurwertiger Raum mit dim(E) <
mo und der Eigenschalt (92). Weiter sei " : V -+ V' ein zulassiger Verbands-
isomorphismus zwischen abziihlbaren, artinschen 6- Verbtinden V,V' ~ L(E) und
(Xo, VJo, X&) sei ein initiales Tripel.
Falls jedes 0 E sp(V) (mindestens) eine der lolgenden Bedingungen erliillt, so ist "
von einer Isometn'e t :E -+ E indunerl.
(i) 0 erlUllt (66) und E{p IP E JO(V)} ist totalisotrop,
(ii) (Xo, VJo, X&) entschtirlt alle P E JO(V),
(iii) Vo ~ D2 und dim(P/rP) = 00 ({P}:= JO(V)).
Flir viele Korper kist (92) automatisch erfiillt; so besitzt z.B. jeder oo-dimensio-
nale, symmetrische Raum E liber einem Kneser-Koroer einen isotropen Vektor. Dabei
heisst k Knese]'-Korper, falls k nicht formal reell, ehar(k) ::f:. 2, und der Index der
Gruppe der Quadrate in k \ {O} endlieh ist. Beispiele sind die algebraisch (oder
quadratiseh) abgeschlossenen Korper, die endliehen Korper und Korper von ,radischen
Zahlen. In G[1OI,S.84ff sind weitere Korper mit der Eigenschaft (92) aufgefiihrt.
Fur spater ist es niitzlieh, die Situation wie folgt zu prizisieren: Ein Tripel (k,lI, E)mit
(OOi)heisse isotrop (par abus de langage), falls fUr jeden (k,II, E)-hermitischen Raum
E (92) zutrifft.
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1st E ein Vektorraum und V ~ L(E) ein Verband, so induzierl jede V-Zerlegung
E = ElHE; liE I} auch eine subdirekte Zerlegung von V (Bem. S.7).
1st nun E ein E-hermitischer Raum und V ~ L(E) ein qua.dra.tischer Verband, so
induzierl jede orthogonale V-Zerlegung E = eHE; liE I} auch eine subdirekte
Zerlegung des quadratischen Verbandes V, denn die subdirekten Faktoren Vi :=
{A n Ei I A E V} sind wegen (56) beziiglich u"y und .1 abgeschlossen, mithin selbst
quadratische Verbinde.
In Satz 19verwendeten wir die Zerlegbarkeit zweier isomorpher Verbinde V, V' ~
L(E) zur Konstruktion eines induzierenden linea.ren Isomorphismuses t: E -+ E.
Wir wollen nun umgekehrt sehen, wie man die Induzierlheitsaussa.ge von Satz 38 zur
Konstruktion orlhogonaler Zerlegungen fUr gewisse quadratische Verbinde V verwen.
den kann!
SeiE ein regulii.rer,diagonaler, E-hermitischer Raum und V ~ E ein u4-abgeschlos-
sener Teilraum. Dann ist der qua.dra.tischeVerband (V(V), n,+, U1,U2,us) ein homo-
morphes Bild von Vs[a] (a 1-+ V). Als modula.rer Verband besitzt Vs[a] 59 Aquivalenz-
klassen projektiver Primquotienten (vgl.(7),(88))j demnach konnen wir auch in V(V)
59 Indices (= Kodimensionen bena.chba.rter Elemente) tJi = ai(V(V)) betra.chten.
Einige der ai's kreuzten schon in Satz 38 unsern Wegj die allgemeine Zuordnung der ai's
zu den Klassen projektiver Primquotienten ist aus Tab. 18 ersichtlich (in Schuppli[25]
heissen die Indices a49 bis aS9 anders: b1 = a49, ... , 6s = ass, C1= aS4, ... I C6 = a59).
Da V(V) quadratischer Verband ist, bestehen, anders a.ls in (7), gewisse Relatio-
nen zwischen den Indices, z.B. ist gemiss (68) ass = a41, a56 = a42, aS1 = a24, ass =
(I{! , aS9 = a1. Auch die iibrigen 54 Indices sind von einander abhingig:
Satz 40 (Sch[25J):Sei E regultirer, diagonaler (k,II, E)-Raum und V ~ E ein U4-
abgeschlossener Teilraum. Dann 6estehen die lolgenden Relationen zwischen den In-
dices ai = a. (V (V,E)):
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+ aSM2 + a9M2 + al0M2 + allMl + a12M1
+ alaMo + aU~Ml + a16M1 + a17Ml + alSMO
+ a19MO + a21M1 + a22MO + a2sMl + a26M1
+ ~7Ml + a2SMl + a29Ml + aaOMl + aal Mo
+ a33Ml + aS4MO+ aa6Mo + aa9Mo + a4aMo
(R4) a4 =a4 + asM2
(R5) as =as + a9M2 + al0M2 + a12M1 + a16M1 + a26Ml
(R6) ~ =aSS = a6 + all M2+ a12M2 + a13M2 + a14M2
+ auM2 + a18M1 + ~OMI + a21M1 + a22M1
+ a2aMo + a27M2 + a28Ml + a29Ml + aS1Ml
+ aa2Ml + aaaMl + aa4M1 + a35N1 + aS7Mo
+ a40MO + a44MO
(RI3) ala =ala + aUNl + a27N1
(RI8) a18 =alS + a28N1
(RI9) a19 =a19 + a21Nl + a29Nl + aaoNl
(R22) a22=a22 + asaNl
(R23) a2a =a2S + aa4Nl + assNl
(R24) a24 =aS7 = a24 + aa6Ml + aa7N1 + aasNl + a41No + a45NO
(R42) a42 =aS6 = a42 + a46NO
(R47) a47 =a55
(R48) a48 =au + aS4No
(R49) a49 =a49 + aaMs + a4Na + asMs + ~Na + asNa + agNa
+ al0Na + anNa + a12Na + alaNa + a14Na + a15M2
+ a16Na + a17Na + a18Na + a19N2 + a20Na + a21Na
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+ a29Na + aaoN2 + aalNa + aa2Na + aaaNa + aa4Na
+ aasNa +aa6N2 + aa7Na + aasN2 + aa9Nl + a40Na
+ a41 N2+ a42Nl + a«Na + a4SN2+ a46Nl + a47NO
+ asoNa +aS1N2 + aS2Nl + asaNo + aS4No + assNo .
+ alleNl +all7N2 + allsNa
(Schuppli setzt in 125]dim(E) ~ Na voraus, eine Durchsicht des Beweises ergibt
jedoch, dass nur 0'4V = V gebraucht wird.) Obige Liste von Relationen ist vollstii.ndig
im folgenden Sinne: 1st (Qi I 1 ~ ; ~ 54) eine Familie von Kardinalzahlen, welche
den Relationen (Rl) bis (R49) geniigt, so exitiert stets ein Raum E und ein geeigneter
Unterraum V ~ E, derart dass (VI ~ i~54) ai(V(V, E)) = Qi. Wirformulieren dies
genauer in
Satz 41 (SchI25]): Set (k,V,f) :f; (k,id,-I) lest. Fur alle 1 ~ i:5 54 existiert ein
regularer, diagonaler (k, v, f)-Raum Ei mit dim(Ei) :5 Na und ein Unterraum Vi ~ P,
derart dass ai(V(Vi, Ei)) = 1 ist, und die aj(V(Vi, P)) kleinstmoglich auslallen:
10 := {I, 4,5,6,13,18,19,22,23,24,42,47,48, 49};
(96) j f/. 10 ~ (VI ~; ~ 54) aj(V(Vi, P)) = Oi,j
j E 10 ~ (VI ~; ~ 54) aj(V(Vi,Ei)) = Koeffizient von ai in (Rj)
Satz 42: Sei (k,V,f) :f; (k,id,-I) ein lestes isotropes Tn'pel. 1st E ein regularer,
spurwertiger,diagonaler (k, v, f)-Raum mit No ~ dim(E) < mo und V ~ E ein 0'4-
abgeschlossener Te;lraum, so existiert eine orthogonale V(V, E)-Zerlegung der Art
welche eine Zerlegung von V (V,E) in seine quadratisch subdirekt irreduziblen Faktoren
induzierl.
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Beweis: Zu jedem i E I wahlen wir nach Satz 41 ein "Schuppli'sches Elementar-
beispiel" (E", Vi), von dem wir isomorphe Kopien (Vii, Pi) (0 ~ j < Oi) weriigen.
Wir setzen
und behaupten
(97) V(V', E') ist ;ndeztreu isomorph zu V(V, E).
Beweis von (97). Wegen (55) ist u.V' = V' und V(V', E') ist jedenfalls homomorphes
Bild von Va[a]. Es bleibt (VI ~ j ~ 54) ai(V(V', E') = 0i zu zeigen. Dazu machen
wir eine FaIlunterscheidung.
1. FaIl: j t1. I, d.h. 0i = o. 1st zunachst j E 10, 80 verschwinden auch aIle Ok auf
der rechten Seite von (Rj), d.h. gemass (96) ist (Vi E I) ai(V(Vi,P)) = O. Also
ist aj(V(V',E') = EiEloiaiV(Vi,P)) = 0 = 0i. 1st j t1. 10, 80 ist ai(V(V',E') =
" ""a'(V(Vi l:'i))(~)", ""~"-O-""LJiEI...•' , I.IY - LJ'EI...•,u',' - - ...•,.
2. Fall: j E I. 1st j E 10, 80 ist gemass (96) und Gleichung (Rj) aj(V(V', E')) =
ojaj(V(Vi, P)) +EiEI\{j}Oiai(V(Vi IP)) = OJ. 1st j t1. 10,80 wird obige Gleichung
zu aj(V(V', E')) = 0iaj(V(Vj, P)) +0 = OJ.
Wegen (97) ist insbesondre dim(E') = dim(E) und weil es fur ein isotropes (k, v, e)
nur eine Isometrieklasse von reguIaren, spurweriigen, ~o-dimensionalen Riumen gibt
(lEI = lE'I (~:PT und G[IO],S.70), ist E ~ E' und wir erhalten mit Satz 38 eine Isome-
trie t :E' ~ E, welche den Verbandsisomorphismus V(V', E') ~ V(V, E) induzieri.
Wir setzen (Vi E I)(Vj < Oi) Hij := t(Pj). Weil (VA E V(V, E)) E9i,j(Hij n
A) ~ A = t(E9i,i(pi n A')) ~ 6i,j(Hii n A) gilt, ist E = 6i,jHij eine V(V, E)-
Zerlegung. In Satz 46 werden wir zeigen, dass aIle Schuppli'schen Elementarbeispiele
V(Vi, P) ~ V(V nHij, Hii) ala quadratische Verbande subdirekt irreduzibelsind. 0
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Bemerkung 1: Mit der Bedingung (k,II, €) ;f: (k, id, -1) haben wir alternierende
Riume E ausgeschlossen. Fiir solche ist nimlich {(Rj) I j E Io} keine vollstindige
Liste von Relationen mehr; z.B. existiert kein alternierender Raum E mit Unter-
raum V ~ E, der die (Ri)'s befriedigenden Bedingungen a4s(V(V, E)) = 1 und
(Vi;f: 48) ai(V(V, E)) = 0 erfiillt (siehe Fig. 22(ii)). Man kann aber bei allen Ele-
mentarbeispielen V(Vi, P) in der Definition vonP die anisotropen Geraden {a} durch
hyperbolische Ebenen {a, a'} ersetzen und Vi so abindern, dass stets ai(V(Vi, P)) ~ 2
sowie (96) gilt. Dies lisst Hoffnung,dass Satz 42 dennoch fiir alternierende Riume gilt.
Bemerkung 2: Die Bedingung dim(E) ~ Noin Satz 42 ist wesentlich, denn fiir
dim(E) < No braucht der VergleichsraumE' nicht mehr zu E isometrisch zu sein!
Sab 38 besagt, dass fiir viele Korper k in jedem reguliren, diagonalen k-Raum E
die Kongruenzklasse eines 0"4-abgeschlossenenTeilraums V ~ E schon durch V (V,E)
bestimmt ist.
Gilt dies auch, falls V bloss O"s-abgeschlossenist? In diesem Fall ist V (V,E) ein
homomorphes Bild von V4[al. In Satz 47 werden wir sehen, dass es sogar distribu-
tive quadratische Verbinde V4(a) mit unendlich absteigenden Ketten gibt! Es ist
anzunehmen, dass auch konkrete V(V, E) mit O"s-abgeschlossenemV unendlich ab-
steigende Ketten besitzen konnen (ein Beispiel steht allerdings noch aus). Da die
absteigende KeUenbedingung schon fUr affine Konstruktionen wesentlich war (SAO),
diirfte sich Satz 38 wohl nicht auf o"s-abgeschlossene TeilrciumeV verallgemeinern
lassen.
Es liegt nahe, sich deshalb auf endliche Verbinde V(V, E) zu beschrinken. Leider
gilt Satz 38 auch unter dieser Primisse nicht mehr:
Satz 43: & ezistiert ein regulirer, diagonaler, altemierender Raum E der Dimension
Nt) mit Teilriiumen V, V' ~ E, derart dau V(V, E) und V(V', E') indextreu isomorph
von Kardinalitit 32 sind, aber V und V' nieht kongruenf in E sind.
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Beweis: Wir beniitzen die Methode von GLS[15j,n.2. Sei k eiDKorper mit Ikl ~ 4
und seien PI ':F 132 aus k \ {O,I}. Unterraume der Form (a, a') bezeichnen im folgen-
den alternierende hyperbolische Ebenen, d.h. as ist (a, a) = (a', a') = 0, (a, a') =
1, (a', a) = -1. Wir setzen
E :=(a, a') e (b.b') e (6, < Wo (r" r1}) e (6, < WI (s" sU)
(98) e (6, < W2 (t"tU) e (6~~~5 (g&lt,~IC))





v =Vo + VI + V2 +Va :=6, < Wo (a + r,)
e (6~~~5 ((b + s, + g,lC) $ (b + s, + ~IC)) )
e (6~~~4 ((a + b+ t, + h,lC) $ (a + b+ t, + h~IC}) )
e (61C< Wa ((a +Plb + 'IC) $ (a +Plb + l~))).
0'5V =(a + r,)wo + (b + S')WI + (g'IC)WI Ws + (~IC)WI W5
+ (a + b + t, + h'IC)W2W4 + (a + b + t, + h~IC)W2W4
+ (a +PI b+ 'lC)wa + (a +Plb + l~)wa
0'4V =(a + r,)wo + (b + S')WI + (g'IC)WIW5 + (~IC)WIW5
+ (a + b + t')W2 + (h'IC)W2W4 + (h~IC}W2W4
(101) + (a +Plb + llC)wa + (a +Plb + l~)wa
O'aV =(a + r,)wo + (b + S')WI + (g'IC)WIWS + (~IC)WIW5
+ (a + b + t')W2 + (h'IC}W2W4 + (h~IC)W2W4
+ (a +PI) + (11C)wa+ (l~)wa
0'2V =0'1V = O'oV = (a) + (r,)wo + (b) + (s')WI + (t')W2 + (g'IC)WIWS
+ (~IC)WIWS + (h'IC)W2W4 + (hilC)W2W4 + (11C)wa+ (l~)wa
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Zunachst sei festgehalten, dass z.B. (gt")WIWS eine Abkiirzung fUr (g,,, I ' <
WI, " < ws) istj die andern Ausdriieke sind entsprechend zu verstehen.
Beweis von (100). Die Inklusion ~ ist klar. Sei umgekehrt x = aa +a'a' +pb + p'bI +
EPiri +E~t1 +EUi8i+E~8~ +ETiti+Ertt~+E''I&d'"+E'Yid1" +Eet"h,,, +
Eel"h1" +E~"l" +E~~lk .1V (fast a.lleKoeffizienten =0). Fixiert man ein & < Wo
mit P1= 0, so folgt a' = (x, a + rt) = o. Wiihlt man '," mit u1 = ')'1" = 0, so folgt
P' = (x, b + 8,+ g,,,) = O. Nun ist (V, < wo) P1 = (x, a + r,) = 0 (beaehte a' = 0).
Ebenso schliesst man leicht (V" ,,) u1 = rf. = ')'&" = 'Yi" = et" = el" = ~" = ~~ = o.
Beweisvon (101). GemiiBs(55) ist usV = usVO+USVI +USV2+usVa = Vo+USVI +V2+
Va. Somit geniigt es zu zeigen, dass b+8, (, < wI) em us-Beriihrungspunkt von VI ist.
Sei dazu Y ~ E mit dim(Y) < ~s gegeben. Dann ist (b+ 8t + y.L) nVI :F 0, denn es
existiert em " <Wsmit g,,, .1Y (man betrachte die Komponenten der Vektoren emer
Basis von Y beziiglieh der Zerlegung (98)). Auf analoge Weise berechnet man u4V und
usV. Zur Berechnung von U2V sei bemerkt, dass a + bern u2-Beriihrungspunkt von
(a + b+ t')W2 ist; mit a + b, a +Plb E U2V ist auch a, bE U2V. Klarerweise ist U2V
sogar uo(=.l.l)-abgeschlossen, da sich der uo-Abschluss "pro hyperbolische Ebene"
berechnet.
Wie man leicht verifiziert, geben die unterstriehenen Terme in (101) jeweils ru')' V :=
u')'V n (u')'V).L = u')'V nV.L an (0 ::5 ')' ::5 6, U6 = id). Wir berechnen einige weitere
Elemente von V (V,E):
uo(rV) =(a) + (r,)wo
uI(ruSV) =(a + rt)wo + (b) + (8')WI = rusV EJ:) (b)
U2(ru4V) =(a + r,)wo + (b + 8&)WI+ (a + b) + (t&)W2
(102) Al :=uo(rV) +udrus V) = (a) + (b) + (r,)wo + (8&)WI
A2 :=uo(rV) + rus V = (a) + (r,)wo + (b + 8')Wl = rus V EJ:) (a)
As :=uo(rV) + rU4V = (a) + (r,)wo + (b + 8')WI + (a + b + t')W2
A4 :=UI (rus V) + rU4V = (a + r,)wo + (b) + (8')WI + (a + b+ t'}W2
(102)
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~ :=AI n rUaV = (a + rc}wo + (b+ 8C}WI
+ (a + {JIb) = ruaV $ (a + {JIb)
AcI :=AI nU2(ru4 V) = (a + rc}wo + (b+ 8c)WI + (a + b)




Beweis von (102). Die ersten drei Zeilen verifiziert man analog zu (101). Der Rest ist
einfache lineare Algebra.
Die Unterraume (0), rV, rU6V, ru.V, ruaV, rU2V = rulV = ruoV = V.l, sowie
die in (102) aufgefiihrten Riume bilden einen +, n-UnterverbandS(V, E) von V(V, E),
wie man anhand von Fig. 20 leicht verifiziert.
S(V, E) ist der t10nR(V, E) := {(O)} U {ru')'V I0 ~ ')' ~ 6}
u')'-stabil erzeugte Verband (0 ~ ')' ~ 5).
Beweis von (103). Zu zeigen bleibt, dass S(V, E) u')'-stabil ist fUr 0 ~ 'Y ~ 5:
uI(rV) = rV, uo(rV) E S(V, E); U2(ru6V) = ru6V, UI(ru6V) E S(V, E), UO(ru6V) =
AI; us(ru.V) = ru.V, u2(ru.V) E S(V, E), uI(ru.V) = V.l; Ua(rusV) = rusV,
u2(ruSV) = Vol. FUr B = AI,A2,~,Aa ist u2B = B und ulB = uoB = AI. FUr
B = As, A. ist uaB = B und U2B = Vol.
In Sch[24],S.25, sowie in GLS[15],S.272 bezeichnet S(V,E) allgemein den durch
(103) definierten Unterverband von V (V, E) (genauer sind S(V, E), V(V, E) die Pen-
dants zu S(a), V(a) in GLS[15J). Weitere Bausteine von V(V, E) = Vm(V, E) sind
S'Y(V,E) :=U'YV+ S(V, E) = {u')'V + BIB E S(V, E)} (0 ~ ')' ~ m + I)
A(V, E) :=R(V, E)ol = {(ru')'V)ol I0 ~ 'Y~ m + I} U {E}
B(V,E) :={Vol} U {u')'V + Vol I0 ~ ')' ~ m+ I}
Gemiss Theorem I in GLS115]ist stets
Vm(V, E) = S(V, E) U smH(V, E) U ... uSo (V, E) uB(V, E) uA (V, E).
In unserem Fall ist m = 5 und U6V + Vol = UoV + Vol = UoV. Nach [15],I.4,Lemma.4
ist dann V(V,E) = S(V,E)uS6(V, E)UA(V,E).und S(V, E)nS6(V, E) = 0. Weiterist
nach 115],I.4,Cor.3 IS6(V,E)I = IruoV fru6VI. Man rechnet leicht nach, dass A(V, E)
aus den vier verschiedenen Elementen UoV, (ru6V)ol, (ru6V)ol, E besteht. Somit ergibt
sich
(104)
V(V, E) =S(V, E) U S6(V, E) u (A(V, E) \ {uoV}),
IV(V,E)I =15+14+3=32.
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Nun definieren wir einen zweiten Unterraum V' ~ E durch V' := Vo e VI e
V2 e (ell: < Wa ({a + (J2b+ '11:) EEl {a + (J2b+ 'k))). Klarerweise ist V (V', E) indextreu
isomorph zu V(V, E)j die entsprechenden Riume in V(V', E) erhaIt man, indem man
jeden Term (JIb durch (J2b ersetzt.
Wir behaupten, dass es keinen linearen (geschweigedenn isometrischen) Isomorphismus
t : E - E gibt, der den Verbandsisomorphismus V(V, E) - V(V', E) induziert.
Angenommen t sei ein induzierender Isomorphismus. Dann ist t(A2) = A~, d.h.
ta = y(a)+aa e rusV'EEl(a) (vgl.(102)). Femertb = y(b)+(Jb e rUsV'EEl(b), t(a+b) =
y(a + b) + 'Y(a + b) = ta + tb = (y(a) + y(b)) + aa + (Jb e rusV' EEl (a) EEl (b), also
y(a + b) = y(a) + y(b) und (J = 'Y = a. Schliesslieh ist t(a + (JIb) = y(a + (JIb) +
c(a + (J2b) = ta + (JItb = (y(a) + (JIy(b)) + (aa + (JIab) e rusV' EEl (a) EEl (b). Aus
c(a + (J2b) = a(a + (JIb) folgt c = a = 0, was zum Wide1'8prueh t(A2) ~ rusV' :F A~
fiihrt. 0
Ein quadratischer Verband V (V,E) kann also schon bei kleiner endlieher Kar-
dinalitat so stark nichtdistributiv ausfallen (mit Unterverband M.•), dass eine index-
treue Verbandsisomorphie nieht einmallinear induzierbar ist.
Eine interessante, bis anhin Dieht unte1'8uehte Frage ist, ob weDigstens "V (V,E) _
V(V', E) linear induzierbar" schon "V(V, E) - V(V', E) isometrisch induzierbar"
impliziert. (Auf 8.50 haben wir gesehen; dass aus "V - V' linear induzierbar" i.a.
Dieht "V - V' isometrisch induzierbar" folgt. Dieses V war aber Dieht von der Form
V = V(V, E), d.h. nicht von einem Element erzeugt!)
(105)
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2.5 Die subdirekt irreduziblen Faktoren von Vg(aJ und Konstruktion
eines niehtartinschen, distributiven V.(a)
Fiir konkrete quadratische Verbande V(V, E), welche homomorphe Bilder von
V3[aJ sind, definierten wir in 2.4 gewisse Indices aj(V(V,E)) (1 ~ i ~ 54). Fiir
abstrakte quadratische Verbande V3(b) macht es keinen Sinn mehr, von Kodimensionen
zu sprechen; wir setzen aber ai (V3(b)) gleieh 1 bzw. 0, je nach dem, ob der zu ai
gehorige Primquotient von V3[aJ im homomorphen Bild V3(b) getrennt wird oder
meht.
In Satz 40 war beispielsweise (R13) die Relation a13 = a13 + a17Nl + a27N1. Wir
definieren (R13)' als die Relation al3 ~ a17, a27. In analoger Weise gehe (Rj)' fUr aIle
j E10aus (Rj) hervor.
Sei V3(b) ein quadratischer Verband. Dann gelten
lur alle ai := ai(V(b)) die Relationen (Rj)' (jE10),
Der Beweis von (105) ist eine triviale (aber zeitaufwendige) Anwendung der Axiome
(Q1) bis (Q6). Als Beispiel verifizieren wir (R2)' a. ~ as. Fiir a. = 1 ist nichts zu
zeigen. Bei a. = 0 ist r0'3b 1\O't(rb) = r0'3b 1\ 0'2(rb) (vgl. Tab.iS). E8 ist as = 0, d.h.
0'2(r0'3bl\O'I (rb)) = 0'2(rb) V (0'1(rb)l\r0'3b) zu zeigen. Nach Voraussetzung ist die rechte
Seite gleich 0'2(rb) und es folgt 0'2(r0'3b 1\ 0'1(rb)) = 0'2(r0'3b 1\ 0'2(rb)) ~ 0'2(0'2(rb)) =
0'2(rb). Um ~ einzusehen, beachteman rb = bl\bJ. ~ 0'3b1\ 0'3(bJ.) (~) 0'3bl\(0'3b).1 =
rO'gb. Daraus folgt rb ~ rO'gb1\ 0'2(rb) und 0'2(rb) ~ 0'2(r0'3b 1\ 0'2(rb)).
Sei V3(b) quadrat;scher Verband. Setzt man
(106) (VI~ i ~ 54) Qi := ai(V3(b)) und 1:= {i IQi= I},
so ;st V3(b) isomorph zu V(V',E'):= V(6IVi,6IEi)
Beweis von (106). Wie in 2.4 bezeiehnet (Vi, FJ) das i-te Sehuppli'sche Elementar-
beispiel (iiber festem (k, II, t:) :f (k, id, -1)). Wir zeigen ihnlieh wie in Satz 42, dass
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(VI ~ j ~54) ai(V(V', E')) = 0 <:> ai = 0, woraus die Behauptung folgt
1. Fall: j f1. I, d.h. ai = o. 1st j E 10,so verschwinden wegen (105) auch alle ak
auf der rechten Seite von (Rj)' und nach (96) ist (Vi E 1) ai(V(Vi, EI)) = O. Somit
ist ai(V(V',E')) = EiElai(V(Vi,EI)) = 0 = ai' 1st j f1. Io, so folgt noch leichter
ai(V (V', E')) = EiElai(V (Vi, EI)) = EiEl6i,i = 0 = ai'
2. Fall: j E I, d.h. ai = 1. Dann ist auch ai(V(V', E') ~ ai(V(Vi, Ei)) (~) 1.
Lemma 44: Sei V 711. (b) ein quadratischer Verband. Falls b ~ b.1.1, so lasst sich V 711. (b)
nicht "fremd" erzeugen:
(Vx E Vm(b)) x ~ b => (x):= V 711. (x) C Vm(b).
Beweis: Es sei x ~ b. Wir zeigen, dass b f1. (x).
1. Fall: b und b.1 sind vergleichbar. Dann ist V 711. (b) von der Form V 711. (b) = {O~ b ~
O'mb ~ ... ~ 0'1b ~ b.1.1 ~ b.1 ~ I} oder V 711. (b) = {O~ b.1 < b ~ O'mb ~ ... ~ 0'1b ~
b.1.L ~ I}, woraU8die Behauptung sofon folgt.
Gemiiss GLSII5I,S.275 ist V 711. (b) = (I/b.1) U (b.1.1 /0). Wir untersuchen die beiden
Fane x E I/b.1 und x E b.1.1 /0 einzeln.
2. Fall: x E (I/b.1). Nach GLSII5I,S.272 ist (I/b.1) = {b.1} U {b.1Y O'ib I 0 ~ i ~
m + I} U {(rO'ib).1 I0 ~ i~m + I} U{I}, wobei natiirlich 0'011:= y.1.1 und 0'711.+111:= y.
(b.1) bzw. (b.1 Y O'ib) bzw. ((rO'ib).1) sind offenbar stets homomorphe Bilder der in
Fig.21Ca) bzw. (b) bzw. (e) abgebildeten quadratischen Verbinde. Da b nach
Voraussetzung nicht .l.l-abgeschlossen ist, entnimmt man (a) •(b), dass b ~ (b.1) und
b fI. {(rO'ib).1). Ausdemselben Grund ist b ~ (I). 1st fiir ein 0 ~ i~m+I bE (b.1YO'ib),
80 ist b ~ b.1 (da 1, rb.1.1, (rb.1.1).1 .L.L-abgeschlossen sind) und wir landen im 1. Fall.
3. Fall: x E (b.1.1 /0). Gemiiss GLSII5I,I.3,I.4 ist
{y.11 11E Vm(b)} = to, b.1,b.1.1, 1, (rO'ib).1.1, (rO'ib).11 0 ~ i~m+ I}.
Mithin ist {y.1 lyE Vm(b)} ~ (I/x) U (b.1 /0) =: U, weswegen U quadratischer
Unterverband von V 711. (b) ist mit (x) ~ U. Angenommen b E U. Dann ist o.B.d.A.
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x < b (1. Fall), woraus x E {O,rb} folgt (GLSI15J,I.3). Offenbar ist (rb) ~ (bJ./0) U
(1/bl.J.), aber O.B.d.A. ist b ~ (bJ./0) U (l/bJ.J.) (1. Fall und b:F bl.J.). 0
1\ 11








0 (6) 0 (c)
Korollar 46: Fur ieden quadratischen Verband Vm(b) ist
Aut(V m(b)) ~ {712, fal18 b= bJ.J. und b,bJ. unfJergleichbar
7ll, S01l8t. .
Beweis: 1st b = bJ.J. :F bJ. und b nicht mit bl. vergleichbar, so ist Vm(b) ein
homomorphes Bild von Fig. 21 (a), in dem hOchstens die Quotienten l/(rb)J., (rb)J. /
(b V bJ.), rb/O zusammenfallen. K1arerweise stiftet dann b •..• bJ. den einzigen nichttri-
vialen Automorphismus von Vm(b).
Andernfalls ist entweder bmit bJ. vergleichbar, was sofori Aut(V m (b)) = 7ll implizieri,
oder es ist b :F bJ.J., woraus Aut(V m (b)) = 7ll mit Lemma 44 folgt. 0
Satz 46: Die Schuppli'schen Elementarbeispiele V(Vi, Ei) (I ~ i ~ 54) sind als
quadratische Verbtinde gerade die subdirekt irreduziblen Faktoren von ValaJ.
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Beweis: AIle Elementarbeispiele (Vi, Ei) seien uber einem festen Tripel (k, II, £)
definierl. Gemass (106) ist Vala] ein subdirektes Produkt der quadratischen Yerbinde
V(Vi,Ei) (1 ~ i ~ 54). F.B bleibt zu zeigen, dass die V(Vi,Ei) als quadratische
Verbinde subdirekt irreduzibelsind.
V(V48, E48) und V(V49, E49) sind schon als blosse Yerbinde subdirekt irreduzibel
(Fig. 22{ii), (iii»). Wir fixieren ein p E {I, ... 54} \ {48,49} und eine subdirekte
DarsteIlung
mit subdirekt irreduziblen Sk E ~ (S.79). Unser Ziel ist es, V(V", EP) !::::! Sh fUr ein
h E K zu zeigen. Nach Definition eines subdirekten Produktes ist (Vk E K) Sk =
(810), d.h. die Sk sind I-erzeugte quadratische Yerbande und somit nach (106) zu
Elementarbeispielen V(V;, E;) isomorph. Wir konnen daher o.B.d.A. annehmen
(107) V(V", EP) !::::! ((W; Ij E J)) ~ II{V(V;, E;) IiE J}.
Wegen a" (V (V", EP)) = 1, existiert auch ein h E J mit a" (V (Wh, Eh)) ~ 1.
1. Fall: h f/. {48,49, 54}. Dann ist Wh = Vh, denn fUr h = 1 ist dies trivial
(Fig.22(1»), und fur h f/. {I, 48, 49, 54} ist stets Vh ::F (Vh).LL, wie man sich an-
hand der Hasse-Diagramme in Sch125]vergewissern kann, mithin gilt Wh = V h gemiiss
Lemma 44! Somit ist a" (V (V h, Eh)) = a" (V (Wh, Eh)) ~ 1. Gelingt es, a" (V (V h, Eh))
= 1 zu zeigen, so folgt mit (96) wie gewiinscht p = h. Angenommen a" (V(Vh, Eh))
> 1. Gemiiss (96) muss dann p E fo sein und aus (Rp) folgt, dass in allen Elementar-
beispielen ah ~ a" gilt; insbesondre ist ah(V (V", EP)) ~ a" (V (V", EP)) = 1. Aber aus
ah(V(V",EP)) = 1 erhalten wir den Widerspruch h = p, a,,(V(Vh,Eh)) = 1 (statt
> 1) und aus ah(V(V", EP)) = 0 den Widerspruch (Vj E J) ah(V(V;, P)) = O.
2. Fall: h = 54 (Fig.22(1v»). 1st WS4 = VM, so folgt p = 54 wie im ersten Fall. Ala
Erzeugendes kommt aber auch W54 = (V54).l in Frage! Setzen wir V := V54, E:=
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E54, so ist
a48(V(V.L, E)) = dim (V .L.LfrV.L.L) = a48(V (V, E)),
a49(V(V.L, E)) =dim (V .LfrV.L) = a48(V (V, E)),
aM (V (V .L,E)) =dim(( r(V .L).L.L).L f (V.L).L + (V.L ).L.L) =
dim((rV.L.L).L fV.L + V.L.L) = a54(V(V, E)),
aj(V(V.L, E)) =0 (Vi~ 48,49,54) (Routinerechnungen).
Da nach Voraussetzung p ~ 48,49 ist, muss p = h = 54 sein.
3. Fall: h = 48 (Fig. 22(ii»). Sei o.B.d.A. W48 = V48.L. Es ist a49(V (V48.L , E48)) =
a48(V(V48, E48)) = 1 und (Vj ~ 49) aj(V(V48.L, E48)) = O. Da p ~ 49, kann dieser
Fall also gar nicht eintreten.
4. Fall: h = 49 (Fig.22(iii»). Seio.B.d.A. W49 = V49.L. Esist a48(V(V49.L,E49)) =
a49(V(V49, E49)) = 1 und (Vj ~ 48) aj(V(V49.L, E49)) = O. Da p ~ 48, kann auch
dieser Fall nicht auftreten. 0
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Wir steigen nun eine Dimension hoher und beweisen den in 2.4 versprochenen
8atz 41 (Herrmann, Wild): E8 enstierl ein nichtarlinscher, distn'butiver, quadrotischer
Verband V.(a).
Beweis: Wir werden eine 8truktur (8, A, V, 0'],0'2, O's, 0'.) angeben, derart dass
(8, A, V) ein nichtartinscher, distributiver Verband ist, der (Q3), (Q4), (Q6) von 8.79,
sowie die folgenden Axiome aus GL8115J,1.5erfiillt:
(Q7) E8 gibt Ketten R:= {r6 ~ r~ ~ ... ~ ro} und R" := {ri{ ~ r'l ~ ... ~ rff}
mit (VI ~ i~5) ri ~ r1' find ro = r'cf, r6 = ri{,
(Q8) (VO~i,i~6) ri=rj ~ r/'=rIj,
(Q9) (VI ~ i~4)(Vl ~ i ~6) O'iri= ri und O'ir'j = r'j,
(QIO) 8= (RUR"}A,V,O'i'
(Qll)(VO ~ i,i ~ 6) (j < i find rj ~ r1') ~ r'j = r1'.
In GLSl15J ,1.6 ist ausgefiihrt, wie man ein solches (8, A, V,O'], ... ,O'm) (m < wo) in
einen quadratischen Verband Vm(a) einbetten kann (es ist dann 8= 8(a) vgl. 8.95).
Ist 8 distributiv, 80 auch Vm(a) (Lemma 5 in 1.4).
Zur Konstruktion von (8, A, V, 0'1,0'2,83,8.) schicken wir folgende einfache Bemerkung
voraus:
Sei S ein Verband mit lund Uj (1 ~ i ~m) 8eien tJol18tiindige Unter-
(108) verbande mit 1E U] ~ ... ~ Um ~ 8. Dann 8ind die Operation en O'jx:=
A{8 E Uj 18 ~ x} V-trefle Ab8chlU88operotoren mit O'm~ O'm-] ~ ... ~ 0'].
Beweis von (108): nasa die O'j geordnete Abschlussoperatoren sind, ist trivial. KIa-
rerweise ist O';x V O'j1l ~ O';(x V 11). Da x V 1/ ~ O'jXV 0';1/ =: 8 E 8;, ist auch
O'jXV 0';11~ 0';(x V 1/).
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Wir starten mit der unendlichen, partieD geordneten Menge (P, S), deren Hasse-
Diagramm in Fig.23 abgebildet ist. Fiir ein pEP sei p !:= {z E P I z S p} das
von p erzeugte Hauptideal, Nun sei 8 := ({p !I PEP}) ~ Pot(P) der von allen
Hauptidealen erzeugte Unterverband in der Potenzmenge von P. Damit ist (8, n, u)
jedenfalls distributiv und besitzt die unendlich absteigende Kette til !:> tl2!:> .",
(Man beachte, dass fiir in P existierende Infima p A q bzw. Suprema p V q zwar stets
p! nq!= (pAqU gilt, aber p! Uq!C (pVqU ist.)
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Wir wollen nun Abschlussoperatoren 0'1,0'2,0'3,0'4und Ketten R, R" ~ S definie-
ren, derart dass die Axiome (Q3), (Q4), (Q6) und (Q7) bis (Qll) erfiillt sind. Setzt
man
UI :={{r~ !I 0 ~ i ~ 6} u {r: !11 ~ i ~ 5}U {ui!1 i ~ I}),
Ui :={Ui-I U {r:'!11 ~ i ~ 5}) (j = 2,3,4),
so ist 1 = r~ !~ UI ~ V2 ~ Ua ~ V. und man sieht leicht, dass die Ui auch
vollstandigsind. Nach (108) erhaJt man mit O';x:= f\{s E V; Is ~ x} (Q3), (Q4), (Q5)
erfiillende Abschlussoperatoren.
Als nachstes definieren wir die Ketten R = {ri 10 ~ i ~ 6} und R" = {~' I0 ~ i ~ 6}
durch ri := r:! bzw. r:' := r~ !. Es bleiben die Axiome (Q7) bis (Qll) nachzuweisen.
Die Giiltigkeit von (Q7), (Q8), (Qll) entnimmt man leicht Fig.23.
ZU (Q9). Da (VI ~ i ~ 4) ri E Ui, haben wir O'tri = rio Ebenso ist (VI ~ i ~ 4)
(VO ~ j ~6) O'ir'l = r'l-
Zu (QlO). DaS dasA, V-Erzeugnisvon {p!1 I' E P} ~ S ist, geniigt es, {RuR"} ;;2 {p!1
I' E P} zu zeigen. Wir zeigen zunachst, dass {R UR"} ;;2 {r:' !12 ~ i ~ 5,1 ~ j < i}.
Klarerweise ist r:!= 0'4rS,da r: ! das kleinste Element von U. oberhalb rs ist. Analog
ist r: != 0'3rS, r:!= 0'2rS, r~!= O'irs. Mit etwas mehr Aufwand liesse sich durch
Bestimmung des kleinsten Elementes von Ui oberhalb ri allgemein (V2~ i ~ 5)(V1~
j < i) r:'!= O';ri zeigen. Fiir 2 ~ i ~ 4,1 ~ j < i, (i,i) ::f. (4,3) folgt aber ~ !E {RuR"}
schon aus r:' != ~' n ri und r:! ist gleich r:! nr3 (siehe Fig. 23). Nun folgt weiter
VI!= rg n r:!, UI!= 0'1(VI!) (klar) , tl2!= UI! nra, U2!= 0'1(tl2!), Va!= U2! nr:!,
etc.. Damit ist der Satz bewiesen.
(Die "Entdeckung", dass Uo:= (ra}.l.l, U2i-1 := 0't{U2i-2A0'2(r0'4a)), U2i:= O'dU2i-1
ArO'aa) (i ~ 1) im freien quadratischen Verband V41a] wohl eine streng monoton
fallende Folge definieri, stammt vom Autor; Ohr. Herrmann half mir bei der expliziten
Konstruktion eines distributiven V.( a) "um {Ui I i ~ O} herum".) D
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Symbol- und Schlagwortverzeichnis
c eehte Inklusion (A c B {:}A ~ B und A 'F B) Einleitung
1\ Infimum (a 1\ b) 1
V Supremum (a V b) 1
~ isomorphe Verbinde (L ~ Lo) 1
'" isomorphe Darstellungen (p '" pi) 1
( ) erzeugter Untervektorraum bzw. Unterverband ({Xi liE I}) 4,98
~ Nachbarschaftsrelation (b ~ a) 7
I Quotient (alb:= {eELI a ~ e ~ b}) 7
/ nach oben transponierte Quotienten (alb / eld) 7
'\. nach unten transponierte Quotienten (alb'\. eld) 7
'" transponierte Quotienten (alb", eld) 7
~ projektive Quotienten (alb ~ eld) 7
A Vorginger eines irreduziblen Elementes (P) 9
Abschluss einer Teilmenge eines Matroids (II) 12
(, ) Sesquilinearform (,) : E x E -. E 48
.L Orthogonalitatsrelation (x .L 11) •••••.••••••••••••••••••••••••••••••••••••••• 48
E9 orthogonale Zerlegung (6{Xi liE I}) 48
~ isometrische Riume (V ~ V') 48
. Kofinalitat einer Limeszahl (~ = Kofinalitat von A) .....•..................... 74
1111 "Lange" eines Vektors (11,111) 82
A(,,) Adjungierbarkeit ,,4iimensionaler Teilriume 73
A(X, 'Y) von X erzeugter 'Y-Raum 55
ai(V(V)) Indices im "konkreten" quadratischen Verband V(V) E ~ 87
ai(V(b)) Indices im "abstrakten" quadratischen Verband V(b) E ~ 97
an O-Kongruenzklasse von a 6
(CC) chain condition 56
C(L) Kongruenzverband von L 6
D2 zweielementige Kette 11
DCC "Descending Chain Condition" 35
D( L) Dreiecke des Dreieckverbands L 17
Db, V) := {D E V ID irreduzibel, kompakt, dim(Df D) = ~'1} 52
DO(L) := uO(D(LO)) 26
D(w, X) Erzeugendes von M(w, X) 33
6 Dreieck aus D(L) 11
(61), (62), (63) Der. eines Dreieckgraphen 13
(64), (65) Der. eines Dreieckverbandes 17
(65)' Abschwachung von (65) 22
(66) "quadratische" Zusatzbedingung 51
6(b) Rohe von bEL 8
6(L) := 6(1£) Hohe von L 8
E k-Vektorraum 1
IE, (, )] Sesquilinearraum 48
(E, S) partitionierter Raum 54
e IKe ist die von IK erzeugte Varietit 11
F := {~ :X - X' I tp partitionierte Isometrie mit (44), (44'), (45)} 57
FM(65) unter (65) frei modular erzeugter Verband 10
F M(3) "Dedekind- Verband" 10
F(P P) Teilmenge von F 73
G(V, J) Graph mit Eckenmenge V und Kantenmenge J 13
(J, -) Abschlussmenge, Matroid 12
J(a) := J(L) n (a/O) 22
(J, D) Dreieckmatroid 15
(J, D) = n:=1 (Ji, Di) Zusammenhangskomponenten von (J, D) 15
Ji(a) := J(a) n Ji 26
J(L) := {p ELI P irreduzibel} \ {O} 5
JO (L) := uO(J(LO)) 9
K(J, -) Kreise des Matroids (J, -) 12
IK.m Varietiit quadratischer Verb3.nde 79
k Korper (nicht notwendig kommutativ) 1
ker 1l' Kern von 1l' ••••••••••••••••••••••••••••••••••••.•••••••••••••••.•••••••••• 6
(k, 1/,€) "€-hermitisches Tripel" 82
L = (L, ~) Verband " '" 1
L(E) Verband der Unterraume von E 1
L( J, -) Verband der abgeschlossenen Untemume von (J, -) 17
L(J,~) Verband der Ideale von (J(L),~) 22
L(J,~,-):= L(J, -) nL(J,~) 23
LO L modulo die Kongruenzrelation 0 6
Ms Verband von 3,18
Ms,s Verband von 27
Ms,s,a Verband von 18
Mg,g Verband von 45,
M4 Verband von 3,20
M(w,X) Filter in V 33
mo erste schwache Mahlo-Zahl 51,78
1/ : k -+ k Antiautomorphismus 48
PGn[k] := L(kn) projektive Geometrie .42
(PP) Ping-Pong-Bedingung 56
(po, ql, PI, , qt, Pt) (J,D)-Aufz3.hlung 16
II{Li liE I} direktes Produkt der Verbinde Li 6
'Ir : L -+ Lo Verbandshomomorphismus 1,6
'Ir : L -+ II{Li liE I} subdirekte Darstellung 6
'lr0 : L -+ LO kanonische Projektion 6
Reg(.\d := {,\ < .\1 I~= .\} 74
r "Radikal" eines Elementes eines quadratischen Verbandes (rx:= x 1\ xi) 81
rg( A) Rang von A ~ (J, -) 12
p: L -+ L(E) lineare Darstellung von L 1
IpJ Isomorphieklasse von p 21
plL, kJ : L -+ L(E) (eindeutige) treue k-Darstellung des 6-Verbands L 21,26
px : L -+ L(X) von X ~ E induzierte Darstellung 29
8 Partitionierung eines Vektorraumes 54
S(6, 4), S(n, 4) Yerbinde von 19,40
8(V, E) Seitenverband von V (V,E) 95
8"1 Teilmenge einer Partitionierung 8 ..................•.•..................... 54
sp(L) := {O E C(L) 10 ~ I} Spektrum von L 8,36
(1 : Lo -+ L kleinste Urbilder von 'Ir : L -+ Lo 8
(1"1 lineare Topologie auf IE, (,)J 49
(10 : LO -+ L kleinste Urbilder von 'lr0 : L -+ LO 9
8 ~ L x L Kongruenzrelation auf L (siehe auch aO, LO) 6
8c,d c/d trennende Kongruenzrelation 36
f"1 := (1"t + 1 52
f"1(V) := {f"1(A) 1 A E V} 52
Uo erste schwach unerreichbare Kardinalzahl 77
V ~ L(E) Verband von Unterraumen 29
Vm(a) quadratischer Verband aus IKm mit Erzeugendem a 79
VmlaJ von a frei erzeugter quadratischer Verband aus IKm 79
V(V) = V(V, E) "konkreter" quadratischer Verband 49,80
w : J -+ E lineare Matroiddarstellung 16
W(Pi),W(qi) Vektoren des Pseudosummanden W ~ E 30
X ~ E Pseudosummand einer Darstellung p ....••.•••.•....•.•.••••.•.••.•.• 29,53
X'Ym~ ~ X'Yl~ U partitionierter Unterraum 55
Xh := X'Ym~ ... ~ X'Yl homogener Teil eines partitionierten Unterraums X 55
X'Y 'Y-Raum (vgl. auch 8.73) 54
abhingig 12
Abschlussoperator 12













Darstellung (Verband) ' 1
diagonal 49
Dimension (einer Darstellung) 3
direkte 8UID!ne(von Darstellungen) 1












endlicher Darstellungstyp (Partialordnung) Einleitung














irredundant (subdirekte Darstellung) 6
irreduzibel (beziiglich v) ' 5
Isometrie 48
Isomorphismus (von Verbanden) 1
isomorph (Verbandsdarstellungen p, p') 1
isotrop (Vektor 11 E E) 82
isotrop (€-hermitisches Tripel (k, II,€)) 86
(J, D)-Aufziihlung 16
k-darstellbar (modularer Verband) 21
k-darstellbar (semimodularer Verband) 24
Kern (eines Homomorphismus) 6
kleinste Urbilder 8





kongruent (Unterriume eines Sesquilinearraums) 48
Kongruenzproblem 48
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