This paper considers the implementation of SCADA over a more widely distributed system and with a far higher level of integration into management infonnation networks. Having reviewed the traditional approach to distributed measurement and control, it is proposed that use of presently available internet, cellular telephone and other enabling (network) technologies will offer business a far more competitive edge. The requisite technologies are discussed and the business advantages presented.
Introduction
In recent years, the trend in measurement and control systems has been one of distribution. The availability of bus-based systems has presented significant advantage in plant implementation, the major benefits being the reduction of cabling and the ability to connect many different types of I/O devices to a local node. The controller then assumes a more supervisory role, with scaling to engineering units and many other point-specific functions being carried out by the remote I/O units.
The implementation of such systems has been at engineer level, where consideration is mainly for plant functionality, maintainability and reliability. Having secured operation of the plant, attention then turns to supervisory data collection and process monitoring, report generation and asset management. Data from the plant requires filtering and processing at different levels for the generation of production control, SPC, stock, accounting or other management infonnation reports, but this type of data collection is often added later using bolt-on software modules to extract and process accordingly. Figure 1 depicts the traditional approach to distributed plant measurement and control using various instrumentation bus protocols and remote I/O units. This structure has an inherent hierarchy, readily lending itself to data acquisition and filtering.
It is no surprise that individual plant items and processes are controlled in this manner, and systems will continue to be designed within the same framework, but there is considerable advantage in placing emphasis upon the "management information" aspects of the measurements from the beginning. Measurement and control engineers should consider the use ofthe transport medium by which most business IT systems operate, since there are advantages to be gained by utilisation of an existing network structure and the range of existing application software.
Ethernet remote I/O units are now available with a considerable level of functionality, far higher than that of PLC remote units. They also offer a far higher connectivity, supporting many of the traditional instmmentation bus protocols. Equipment manufacturers have been relatively slow to exploit the existing network technology for measurement and control purposes, but those committed have made a startling impact/.
Figure 2 depicts the use of Ethemet I/O units as an integral part of a business network. Note that the hierarchy is no longer present, the system being completely open. Indeed, the system is open to outside connectivity, via internet or cellular telephone network.
Networked SCADA Systems
Every measurement and control or plant engineer is familiar with the need to connect many devices, from different vendors, often with different connectivity and standards to a common supervisory control system. This problem has become more acute with the advent of intelligent instruments, each capable of operating remotely, each being addressable, but often with a limited set of data transfer protocols.
The developments in control system technologies have helped minimise the problems of implementation, especially as the remote I/O units have more intelligence and communicability on-board.
In small-scale systems (eg up to 20 I/O points) distribution is often not so great and interconnectivity not such a problem. In medium-to large-scale systems, however, especially where there is greater use of intelligent instruments and greater distribution, a more radical approach to interconnectivity is required.
Networking is a major component in successfully implementing open systems, and a network's architecture should help to solve industrial automation problems as well as to achieve business objectives. When planning a network infrastructure, a business typically has several objectives. Open connectivity to a wide range of plant floor devices 1S one objective, while data sharing and gathering is another, Another objective is to have the flexibility to incorporate future advances in technology; without flexibility, businesses may be caught with dying technology that makes them unable to compete in tomorrow's opportunities.
Network Technology

Physical media
The physical media is the set of wires used to move data and connect devices. Ethemet cabling is essentially a pair of twisted copper wires, widely found in many applications as the backbone of a company IT structure.
The number of Ethernet connectivity devices dwarfs any other physical networking technology. Furthermore, the Ethernet knowledge base within most organisations far surpasses that for any proprietary industrial instrumentation network.
Other physical media, such as fibre optics and wireless applications, have been in use in SCADA applications for Figure 3: Physical, transport and application layers. some time, both with the capability to handle many channels over long distances at high speed. Fibre optics are particularly useful in harsh environments whilst radio transmission is unique in that there is no physical hardware connecting the communicating devices. Indeed, cellular telephone technology also has application in SCADA systems.
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Transport mechanism
The transport mechanism is the means by which data is transported over the physical medium, having little to do with the data itself, but more with how the data moves from one device to another. The undisputed global leader is Transport Control Protocol over Internet Protocol (TCP/IP). The major usefulness of TCP/IP is its ability to bind many types of physical media, from wire to wireless, LAN to WAN, and to be able to encapsulate virtually any type of data. TCP/IP then becomes the key to true networking flexibility. Since it can adapt to both the physical layer and the application layer in any way, its applications are limitless.
Application level protocols
The application level protocol layer is perhaps the most contentious within the industrial automation community. Most of the opponents of Ethemet technology argue that the lack of a standard protocol at the application level is a major drawback, preventing Ethernet from becoming a truly interoperable networking technology. It must be remembered that Ethernet is only the physical part, and that there has been global adoption of the technology.
For the sake of interoperability, a common method of sharing data from one device to another is necessary. It does not mean that all plant floor devices must effectively speak the same language. Different devices have different tasks and different data to share. It would be foolish to believe that a single protocol could cover all of the possible data types that might be shared on a given plant now or in the future.
Market forces are sufficient to ensure that vendors will not agree on a standard application level protocol. The market will decide which, if any, will be predominant, based upon the functionality of the protocol, the task it is designed to do and its ability to coexist with other protocols.
An illustrative analogy is the standard telephone system. The actual telephone line and cable is the physical medium. The dial tone is the transport mechanism. The language spoken over the line would be the application level protocol. Regardless of which language is spoken through the telephone, the underlying technology remains the same. The only requirement for successful communication is that both users speak the same language or, at least, one can understand the language of the other. But to require that everybody who uses a telephone should speak one and the same language would be ludicrous.
The industrial automation community can learn from the IT aspects of a business. In IT, as well as in automation, different tasks require different data elements and structure. For example, simple mail transfer protocol (SMTP) was designed to allow e-mail systems to exchange e-mail messages. If it is required to transfer files, the capability of SMTP is not required, but the file transfer protocol (FTP) is necessary, since transferring files is what it is designed to do. FTP works simultaneously with SMTP and a large number of other task-specific protocols. Figure 3 shows 
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Benefits
It is a requirement for I/O servers to be able to communicate with several devices simultaneously, using different protocols for each. For example, using a Modbus/TCP protocol to gather data from an I/O device, while using SMTP to page a technician about a problem. This simultaneous use is possible because of the enabling technology of the TCP/IP protocol suite over the physical medium. TCP/IP can handle concurrent sessions from many hosts. There is no need to develop a single protocol to accomplish both tasks. The computing power built into currently available remote I/O units exceeds that of existing PLC units in that a far wider range of plant devices can be handled by the single I/O unit and higher level operations can be performed, such as messaging. Further, PLC type control functions (eg event/reactions and logic) can be performed at I/O level.
A further benefit is that the cost of implementation is significantly reduced, since the interconnectivity hardware requirements of the measurement and control engineer become very similar to the requirements of the IT engineer. The supplier base of Ethernet and networking equipment is so vast that costs have been driven down significantly while performance and reliability specifications have improved on a similar scale.
Software hierarchy and security issues
Whilst the traditional SCADA system had an inherent hardware hierarchy, the networked SCADA system requires a similar hierarchy in software. The traditional system uses its hierarchy to off-load low-level tasks to the I/O unit, the controller operating in a supervisory capacity and then being the gateway for all data transfer to management and reporting systems elsewhere.
The networked system is completely open from the hardware point of view and does not have the same constraint that management information passes through the controller. However, the hierarchy must exist in software to afford the differing levels of functionality available to different users and the differing data requirements of different users.
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A feature of the traditional system often overlooked, is that security is also in-built, since access to plant I/O is possible only via the supervisory controller. The hierarchy is not fully open, so full access to all levels is not possible from outside the system. The open architecture of a networked system offers benefit in terms of data requirements and plant asset management but carries with it the need for a software hierarchy to mirror the access control of the traditional system. Figure 4 shows how the hierarchy is implemented in software.
Conclusions
Networking should have the ability to drive both automation and business systems, but the network itself should have enabling capabilities. TCP/IP provides that capability, being a conduit through which data can flow over multiple physical media and through multiple application level protocols.
Eventually, the industrial automation community will realise the significance of TCP/IP and interoperability will then happen.
Typically, plant devices are separated and disconnected from the rest of the company assets. Managing all these assets together allows the business to function as a unit. By following the philosophy of network implementation described, it is possible to bridge the management of mission-critical assets across the entire organisation.
The industrial automation community can benefit in many ways from taking a close look at how the IT community have solved the same problems of making open systems work. While interoperability and commercially available open technology is the hope and dream for users in industrial automation, it is the reality in the world of information technology.
An important advantage of adopting this networking philosophy is the inevitable issue of change. When newer advanced protocols emerge, the underlying infrastructure is already in place to allow its implementation.
