Using deep neural networks for kinematic analysis: Challenges and opportunities by Cronin, Neil
This is a peer-reviewed, final published version of the following document and is licensed under
Creative Commons: Attribution 4.0 license:
Cronin, Neil ORCID: 0000-0002-5332-1188 (2021) Using deep 
neural networks for kinematic analysis: Challenges and 






The University of Gloucestershire has obtained warranties from all depositors as to their title in 
the material deposited and as to their right to deposit such material.  
The University of Gloucestershire makes no representation or warranties of commercial utility, 
title, or fitness for a particular purpose or any other warranty, express or implied in respect of 
any material deposited.  
The University of Gloucestershire makes no representation that the use of the materials will not
infringe any patent, copyright, trademark or other property or proprietary rights.  
The University of Gloucestershire accepts no liability for any infringement of intellectual 
property rights in any material deposited but will remove such material from public view 
pending investigation in the event of an allegation of any such infringement. 
PLEASE SCROLL DOWN FOR TEXT.
Journal of Biomechanics 123 (2021) 110460Contents lists available at ScienceDirect
Journal of Biomechanics
journal homepage: www.elsevier .com/locate / jb iomech
www.JBiomech.comUsing deep neural networks for kinematic analysis: Challenges
and opportunitieshttps://doi.org/10.1016/j.jbiomech.2021.110460
0021-9290/ 2021 The Author(s). Published by Elsevier Ltd.
This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
⇑ Address: Viveca 234, Rautpohjankatu 8, 40700 Jyväskylä, Finland.
E-mail address: neil.j.cronin@jyu.fiNeil J. Cronin ⇑
Neuromuscular Research Centre, Faculty of Sport and Health Sciences, University of Jyvaskyla, Finland
School of Sport and Exercise, University of Gloucestershire, UK
a r t i c l e i n f oArticle history:






AIa b s t r a c t
Kinematic analysis is often performed in a lab using optical cameras combined with reflective markers.
With the advent of artificial intelligence techniques such as deep neural networks, it is now possible
to perform such analyses without markers, making outdoor applications feasible. In this paper I sum-
marise 2D markerless approaches for estimating joint angles, highlighting their strengths and limitations.
In computer science, so-called ‘‘pose estimation” algorithms have existed for many years. These methods
involve training a neural network to detect features (e.g. anatomical landmarks) using a process called
supervised learning, which requires ‘‘training” images to be manually annotated. Manual labelling has
several limitations, including labeller subjectivity, the requirement for anatomical knowledge, and issues
related to training data quality and quantity. Neural networks typically require thousands of training
examples before they can make accurate predictions, so training datasets are usually labelled by multiple
people, each of whom has their own biases, which ultimately affects neural network performance. A
recent approach, called transfer learning, involves modifying a model trained to perform a certain task
so that it retains some learned features and is then re-trained to perform a new task. This can drastically
reduce the required number of training images. Although development is ongoing, existing markerless
systems may already be accurate enough for some applications, e.g. coaching or rehabilitation.
Accuracy may be further improved by leveraging novel approaches and incorporating realistic physiolog-
ical constraints, ultimately resulting in low-cost markerless systems that could be deployed both in and
outside of the lab.
 2021 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
In recent years, the long-held dream of taking biomechanical
analyses out of the laboratory has edged closer to reality with
the advent of new technology. For example, wearable devices can
now be used to track individual stride characteristics during gait
(e.g. Davidson et al., 2019; Liu et al., 2010), including joint angles
(Mundt et al., 2020; Zimmermann et al., 2018). The computation
of joint angles is challenging with wearable devices but can be
achieved relatively easily using a set of cameras. Until recently,
kinematic analysis was generally performed in a lab using optical
cameras in combination with reflective markers, but this setup is
not primarily designed for outdoor use (see Colyer et al., 2018 for
a review of the methodological development). With the advent of
deep neural networks (deep learning; see Table 1 for a glossary
of key terms), it is now possible to estimate joint angles withoutthe need for reflective markers. This requires combining one or
more cameras with an approach referred to in computer science
as ‘‘pose estimation” to detect body landmarks, and then using
simple geometry to estimate joint angles (i.e. the angle between
two vectors that each represent a body segment). Thus, at least
in theory, kinematic analysis can be performed outside of a labora-
tory, including in clinical and sporting environments (Cronin et al.,
2019; Kidziński et al., 2020). The purpose of this paper is to sum-
marise popular markerless approaches for estimating joint angles,
highlighting their strengths and limitations. I focus mainly on 2D
applications, since the use of pose estimation for markerless 3D
joint angle prediction is still in its infancy (see Nakano et al.,
2020; Nath et al., 2019).
2. Pose estimation
In the past few years, user-friendly neural network-based meth-
ods for pose estimation have emerged that allow markerless detec-
tion of anatomical landmarks (Arac et al., 2019; Cao et al., 2017;
Table 1
Glossary of key terms.
Neural network An iterative computational method that uses a network of
functions to learn features from data. Convolutional
neural networks are a variant commonly used in image
processing because of their use of mathematical
convolutions to detect spatial patterns. Graph neural
networks are another variant that allow connections
between different structures to be encoded in the model,
e.g. the spatial relationships between body parts
Deep learning Using neural networks with multiple layers (hence
‘‘deep”) to detect patterns in datasets
Ground truth Known ‘‘correct” answers against which a neural
network’s predictions are compared to determine its
accuracy, e.g. joint centre locations in an image
determined manually
Overfitting A process where a trained model learns the features of the
training data so well (‘‘overfits” the data) that it does not
generalise well (makes poor predictions when exposed to
new data)
Pose estimation A computer vision method that uses some kind of neural
network model to detect body landmarks in an image
Probability heat
map
Convolutional neural networks assign probabilities to
each pixel of an image depending on the learned
likelihood that a feature is present in that part of the
image. For example, a model trained to detect hands will
assign high probabilities to pixels where the hands are
visible and low probabilities to other pixels
Self-supervised
learning
A method of training a neural network that does not
require the user to provide manually labelled data as
input. Instead the labels are extracted automatically from
the data. For example, we could cut an image into 9
equally-sized squares and jumble them up. By learning to
rearrange the squares in the correct order, the model can
‘‘learn” useful features from the image
Supervised
learning
The process of using labelled data to train a neural
network to learn desired features. After training, the
network can detect the presence of learned features in
new, previously unseen images
Transfer
learning
Using a model trained to perform one task as the basis of a
model for a new task
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even allow videos to be processed in real-time (Cao et al., 2017;
Kane et al., 2020). One algorithm that has received particular atten-
tion is DeepLabCut (Mathis et al., 2018), which was initially
designed for tracking animal behaviour, but can also be used to
track human movement in 2D or 3D (Cronin et al., 2019; Nath
et al., 2019). These and many other recent studies have demon-
strated the potential value of markerless neural network
approaches in the field of human movement science (see also
Tome et al., 2018). Could these methods lead to a revolution in
human motion analysis?
To address this question, it is first important to examine where
these new approaches came from. In computer science, the field of
pose estimation (Table 1) has existed for many years, and the cur-
rent state of the art is quite advanced, with several ongoing com-
petitions in this area ensuring continuous development of new
methods (e.g. https://posetrack.net/). For example, an open source
method called OpenPose enables key body landmarks to be tracked
from multiple humans in a video in real-time (Cao et al., 2019,
2017), and has been used as part of a 3D markerless system to cal-
culate joint angles during gait with promising results (Nakano
et al., 2020). However, there are some critical distinctions between
pose estimation and kinematic analysis. Firstly, strictly speaking
pose estimation only involves the detection of body landmarks,
which are then used in combination with geometry to compute
the angle between any two body segments. Secondly, the accuracy
requirements of pose estimation are less strict than those of kine-
matic analysis. Common applications of pose estimation include
gaming, robotics and animation, and these algorithms are also use-2
ful to help automated vehicles detect pedestrians. For these appli-
cations, it is usually sufficient to predict the location of a body
landmark to within about 5–10 cm. However, when calculating
joint angles for kinematic analysis, this magnitude of error is unac-
ceptable. Thus, pose estimation algorithms cannot simply be used
out of the box for accurate kinematic analysis (see Seethapathi
et al., 2019 for further limitations).
Nonetheless, the emergence of new, more advanced approaches
that allow a user to train their own models (such as DeepLabCut)
may give us the raw ingredients needed to develop markerless
deep learning approaches that could contend with existing gold
standard methods such as optical motion analysis (and manual
digitisation). However, to develop a markerless deep learning
method for estimating joint angles, it is first necessary to train a
model to detect the desired features, which in this case are
anatomical landmarks. Existing pose estimation methods achieve
this via a process called supervised learning (see Mathis et al.,
2020 for discussion of individual algorithms).3. Supervised learning
In the context of this paper, supervised learning involves train-
ing an algorithm to identify patterns between images and their
corresponding labels, which are provided by a human ‘supervisor’
(Cunningham et al., 2008). These labels indicate where in the
image a particular body part or object is located. The premise is
that after seeing a sufficient number of examples of a body part’s
appearance, the network can robustly learn to identify this body
part in other images that it has not previously seen (Fig. 1).
Unfortunately, the labelling process is fraught with difficulties.
Firstly, it is inevitably subjective. Each labeller has their own con-
cept of anatomical landmarks, and where exactly the label should
be placed. If all of the data that are used to train the model (i.e.
training data) are labelled by the same person, the network may
learn to identify the body parts consistently according to that
labeller’s logic, but a different labeller may still argue that the neu-
ral network labels images incorrectly (Nowak and Rüger, 2010).
There is no easy solution to this problem because we often do
not know the ground truth (i.e. the objectively correct location),
but one approach is for 2 or more people to label the data and then
confirm agreement between their estimates based on some pre-
defined reliability criterion.
Another difficulty of the labelling process relates to the quality
and variety of the training data. When selecting these data, it is
common practice to first collect videos that are relevant to the task
at hand, for example, videos of people walking and running. We
then extract individual images from those videos and label the
extracted images. The goal is to produce a training set that includes
lots of variability, so that the neural network learns to label images
robustly. In our example, we would want to include images from
different parts of the step cycle, people wearing different clothes,
with different skin colours, different lighting, and from different
angles and scales. By exposing our network to all these sources
of variability, there is a better chance that after training it will
recognise wide variations in new images. Naturally, these require-
ments mean that large and varied training sets need to be collated
and labelled, both of which can be time consuming. Moreover, if
we want a robust markerless approach, we cannot train the model
using images that contain reflective markers (which could act as
ground truth). If we did, the model could use the appearance of
the markers to help identify each body part, so when trying to
analyse a new image where the markers were not present, the
model may not make accurate predictions.
Camera settings are another issue relevant to the collection of
training data, particularly the frame rate and shutter speed with
Fig. 1. In supervised learning we first train a convolutional neural network (A, for definition see Table 1) by feeding in image-label pairs (only one pair shown for simplicity).
Once the model is trained, we perform inference, i.e. process new images with the trained model. The model labels the images using the logic that was ‘learned’ during
training (B). All images are from the MPII dataset (Andriluka et al., 2014).
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rule, shutter speed should be at least double the sampling rate.
Many modern cameras, such as those in mobile phones and web-
cams, will by default sample data at around 30 frames per second,
necessitating a shutter speed of at least 1/60th of a second. With
these settings, the individual frames of a video can be very blurry
in dynamic scenes (Fig. 2A), and this makes labelling challenging.
Depending on the camera, this can usually be overcome by manu-
ally increasing shutter speed. Image resolution is another impor-
tant factor: very low-resolution images result in pixellated close-
up views that can make it difficult to accurately label a body part
(Fig. 2B). Furthermore, body part occlusion is common in a 2D
camera view, e.g. the hand blocking the hip (Fig. 2C). The labeller
must then decide whether to label the location where the blocked
part is believed to be, or to avoid labelling the part for that image
(see Table 2 for some recommendations).
As well as data quality, data volume is a key element of super-
vised learning. Generally, neural networks require lots of training
examples to reliably identify an object or body part in new images.
Even a task as mundane as identifying cats in images is surpris-
ingly difficult for neural networks, requiring tens of thousands of
examples (e.g. Krizhevsky et al., 2012). Thus, to train robust mod-
els, we need willing individuals to label the training images. In
large, open source datasets, this task is achieved using crowd-
sourcing whereby a large number of individuals are recruited
and paid to each label a subset of images (the largest dataset cur-
rently in existence, ImageNet, currently contains over 14 million
labelled images; Deng et al., 2009). All the labelled data are then
combined and used to train one large model that includes thou-
sands of labelled images. A good example is OpenPose (Cao et al.,
2019, 2017), which was trained using tens of thousands of images
that were labelled by a large number of people. This is problematic
because we cannot ensure that each of the people labelling the
data used the same logic (or indeed whether they possess the nec-
essary anatomical knowledge). In some cases, those who publish
the resulting model openly acknowledge that they were (under-
standably) not able to manually check the labelling results for all3
images, due to the volume of data. This can result in a conflict:
we input many different images of a body part to the model, but
this body part has been labelled in different ways by different peo-
ple, making it difficult for the model to learn a reliable construct of
what that body part looks like (see Table 2 for labelling
recommendations).
In addition to OpenPose, many other open source pose estima-
tion models have been trained using open datasets and crowd-
sourced labels. For example, in Fig. 3, sample images from the
commonly used MPII dataset (Andriluka et al., 2014) are shown
along with the accompanying crowdsourced labels. In the majority
of cases, the labels clearly do not correspond with anatomical land-
marks (e.g. the knees in Fig. 3B and the hips in Fig. 3C), which
would likely influence the resulting joint angles. Moreover, body
parts are labelled even when they are occluded, which in a 2D
image usually results in the label being placed on the wrong side
of the body (several examples in Fig. 3A). Markers are also placed
on different aspects of the same body part (e.g. the ankles in
Fig. 3B), which likely makes it more difficult for a neural network
to learn appropriate features.
Clearly, crowdsourcing the label process is not appropriate
when the goal is to train a model to accurately detect human
anatomical landmarks for kinematic analysis. If models are trained
using labels that do not reflect the actual body parts that a
biomechanist is interested in, the neural network will not ‘learn’
to label new images correctly. As an example, Fig. 4 shows the out-
put of processing a single running trial with OpenPose (for result-
ing video see supplementary material), one of the best-known pose
estimation algorithms, as well as with manual analysis performed
by the author. The OpenPose marker placements for a given body
part often exhibit so-called ‘‘jitter” between frames (e.g. the hip
markers), which is probably at least partly due to the conflicting
labelling logic and/or use of multiple labellers mentioned above.
The algorithm also sometimes mislabels the right and left limbs.
Both of these issues are characteristic of an algorithm that has
not robustly learnt to identify specific body parts, and they have
important consequences for calculating variables such as body seg-
Fig. 2. Challenges associated with labelling 2D images. A: Image blur. The top image is blurry because of a slow shutter speed (1/15). In this case, it would be difficult to
accurately label the feet and ankles. In the bottom image, an individual is shown running on a treadmill. This image was extracted from a video sampled at 60 Hz with a
shutter speed of 1/250, and the blurring effect is much less evident. B: Image resolution. In the upper image, which is low resolution (177  201 pixels; from the Leeds Sports
dataset; Johnson and Everingham, 2010), zooming in on a smaller region can make it difficult to accurately identify anatomical landmarks because of pixellation (inset). In the
lower image (1920  1080 pixels; from the MPII dataset; Andriluka et al., 2014), pixellation is much less evident. However, in both cases the challenge of accurately
identifying the joint centre without being able to physically palpate remains a challenge. C: Occlusion. When using a single camera, body parts are often not visible in the
resulting 2D images. Occlusion can be in the form of one body part blocking another (top; hand blocking knee), or simply because the target body part is blocked by the body
itself (middle; right side not visible) or by an implement (bottom; right knee blocked by ball). All images in C are from MPII (Andriluka et al., 2014).
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mentioned limitations and my own experience, some recommen-
dations for labelling are given in Table 2 (see also Mathis et al.,
2020).
The issues outlined above lead us to a quandary: we need lots of
training examples to produce robust deep neural networks. On the
other hand, such large volumes of data cannot be feasibly labelled
by a single person, and yet using multiple labellers can affect
model accuracy. One possible solution lies in the use of an
approach called transfer learning.
4. Transfer learning
Transfer learning involves modifying a model that has been
trained to perform a certain task, say, identifying vehicles in
images, in such a way that it retains some of the learned features
and is then re-trained to identify features in a new set of images,
namely those related to our task (Donahue et al., 2013). For exam-
ple, we might wish to use transfer learning to adapt a model that
has been trained to detect different categories of objects in an
image (e.g. tables and chairs) so that it can be used to detect
human body parts. To do this, we would re-train the existing
model by modifying its structure and then showing it a set of
labelled images of the anatomical landmarks of interest. Thus,
although the detection of tables and chairs is not at all related to
our task, there are common features to both tasks that allow for
‘‘knowledge” to be transferred between them, hence the name
transfer learning (see Johnson et al., 2019 for an example related
to human motion analysis).
Because transfer learning involves modifying a model that has
already been trained on a large number of images, when we train4
it to perform a new task, we no longer need huge datasets. Dee-
pLabCut, for example, exploits this concept and can yield models
that make accurate predictions despite being trained with just a
few hundred training examples (Mathis et al., 2018; Cronin et al.,
2019; Papic et al., 2020). It should be noted however that if training
images are of low quality (e.g. low resolution, blurring, occlusion),
or include movements such as gymnastics or pole vault where the
athlete is often upside down, more training images may be
required. Nonetheless, it is reasonable to conclude that recent
advances have brought us closer to the dream of a truly markerless
(and open source) approach that can be used outside of a lab envi-
ronment, including in natural sports and training settings.
5. What next?
Artificial intelligence has received huge media interest in recent
years, and perhaps as a result, people often over-estimate the cur-
rent state of the art and what can realistically be achieved (Siegel,
2019). It is important to remember that neural networks do not
perform magic tricks; they identify mathematical patterns in data.
If the dataset used to train a model is small and homogeneous (e.g.
only includes data from 2 to 3 individuals), the trained model is
very likely to make poor predictions when tested on images of pre-
viously unseen people, or even the same people from the training
dataset imaged in different settings. In other words, neural net-
works perform well on the specific task for which they were
trained. To produce robust models, the training dataset should
include examples of a wide range of human poses, environments,
clothing, lighting etc. As with any scientific tool, neural networks
have their limitations, but when used appropriately they have
the potential to revolutionise the way kinematic analyses are per-
Table 2
Recommendations for working with deep learning pose estimation methods.
Problem Possible solution(s) Comments
Blurry training images Use higher shutter
speed (and potentially
framerate)
Image blur is relevant
during both the training
and testing phases and






When aiming to track
fast movements (e.g.
running), use at least
FHD resolution


















on (at least) a subset of
images to ensure
training data are reliable
With transfer learning
approaches (see text), it
is usually feasible for
multiple individuals to
label all training data




A smaller number of
accurate labels is






what a particular part
should look like
Inconsistent labelling Label a given body part
consistently, e.g. always
the lateral side of the
part if visible. If both
sides of a joint need to
be labelled, label them
separately
Generic labelling of a
body part (e.g. labelling
any visible part of the
ankle) necessitates a
larger volume of
training data for the
model to detect that
part consistently
Gaps in data labelled
by a trained model
Fill gaps using spatio-
temporal filtering
(Karashchuk, 2020;
Papic et al., 2020)
Simpler filters (e.g.
median) may suffice
when labels are only
missing for 1–2
consecutive frames
Fig. 3. Examples of mislabelled body parts in the MPII dataset (crowdsourced labels
are shown with red circles). A: Left-side body part labels are placed on the right side
because the left side of the body is not visible. B: Markers for the left and right limb
are placed inconsistently, e.g. lateral versus medial side (knees, elbows, ankles).
Note also that the right hip marker is placed where the hip is presumed to be, but
the label itself is on the left forearm. C: Similar issues to A and B, especially at the
shoulders and wrists. Note that the hip markers do not correspond with the greater
trochanter location commonly used in optical motion analysis. Inset: the labelling
scheme used for the MPII dataset. (For interpretation of the references to colour in
this figure legend, the reader is referred to the web version of this article.)
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ground truth is still somewhat unclear (D’Antonio et al., 2020;
Nakano et al., 2020), this is a very active research area. In fact, it
is likely that in the best case, the accuracy of such systems is
already sufficient for them to be useful in certain settings, such
as for giving rapid feedback to athletes about training performance,
or to assist in clinical monitoring of gait disturbances. Ultimately,
the biomechanics community will also need to decide how accu-
rate is accurate enough.
Existing techniques rely on supervised learning to detect body
landmarks, but there are several exciting new avenues that may
eventually help to improve accuracy further. For example, self-
supervised learning, as the name suggests, removes the need to
manually label training data and instead relies on cues (or ‘‘labels”)
that can be extracted automatically from the data itself (Table 1).
This could theoretically allow very large, diverse datasets to be
used to train accurate models capable of 2D or even 3D analysis.
Promising advances in this area have already been made (e.g.
Kocabas et al., 2019; Kundu et al., 2020), although these methods
have not yet been applied to the specific task of kinematic analysis,
which requires not just the accurate detection of body landmarks,
but additional post-processing to yield joint angles. Other neural
network approaches such as graph-based methods allow informa-
tion (or ‘knowledge’) to be encoded into an algorithm (e.g. Ge et al.,5
2019). If these techniques could be successfully leveraged, neural
networks might learn to make fewer mistakes. Moreover, they
would be better equipped to deal with some of the constraints of
human movement, such as the fixed connections between body
parts, and realistic frame-to-frame changes in joint range of
motion or movement velocity.
To date, few comparisons have been performed betweenmarker-
less andmarker-basedmethods, partly because it is challenging todo
reliably. However, OpenPose can predict marker locations that are
often within 1–3 cm of the actual anatomical landmarks according
to optical systems (Nakano et al., 2020). I believe that thismagnitude
of error can be improved upon using models tailored to the require-
Fig. 4. Sagittal plane analysis of a segment of treadmill running, sampled at 60 Hz
with a GoPro HERO8 camera. Note that the x,y coordinates (A and B) often show
large, rapid changes in location between frames (e.g. ankle and knee x-coordinates).
Segment lengths computed using the distance formula (C and D) also show large,
non-physiological deviations over time, which are possible because OpenPose does
not constrain segment lengths. Joint angles (E and F) were computed using x,y
coordinates predicted by OpenPose (solid black traces). For segment lengths and
joint angles, results of the author’s manual analysis of the same video are also
shown (dotted red traces). This figure clearly shows that inaccurate detection of
anatomical landmarks leads to inaccurate joint angle estimates. (For interpretation
of the references to colour in this figure legend, the reader is referred to the web
version of this article.)
N.J. Cronin Journal of Biomechanics 123 (2021) 110460ments of biomechanical analysis. Given that the current gold stan-
dard optical systems and manual digitisation also include inherent
limitations (e.g.movement of skin andmarkers relative to the under-
lying anatomical landmark), if we reach a state where marker-based
andmarkerlessmethods yield resultswithin a fewmmof each other,
markerlessmotionanalysis could trulybea feasibleoption forhuman
movement scientists, both in and outside of the lab.Declaration of Competing Interest
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