I. INTRODUCTION

M
UCH research in the area of integrated active LC filters in a low-cost CMOS technology has been motivated by the need for highly integrated wireless communication transceivers. The requirement of high-frequency RF bandpass filters with narrow fractional bandwidths for preselection, image rejection, and channel selection has so far rendered the superheterodyne receiver unsuitable for monolithic integration. Several attempts can be found in the literature [1] - [7] to eliminate the off-chip passive filters and obtain a fully integrated solution which will reduce power consumption, area, cost, and need of impedance matching.
To provide acceptable image rejection when the filtered signal is downconverted to IF, high-order filters should be used. Classic LC filter synthesis can be used with quality factor ( ) enhancement applied to compensate for the LC tank losses [1] - [3] .
Here, a new fourth-order bandpass filter architecture is proposed. The filter structure is based on the emulation of two magnetically coupled resonators (double-tuned transformer proto- type). In contrast with the previously published works [3] - [5] , the proposed filter has a very small bandpass ripple (less than 0.5 dB). It also provides the possibility of tuning the filter bandwidth without much affecting the flatness in the passband. This is achieved by emulating the action of the coupled resonators using a current sensing element (a resistor) and a tunable coupling transconductance. The enhancement approach is reviewed in Section II. Section III shows the evolution of the filter architecture from the two magnetically coupled resonator prototype. Section IV discusses different tradeoffs and design considerations of linearity and noise performance of the filter. The strategies for frequency and bandwidth tuning of the filter are presented in Section V. The experimental results are given in Section VI. Finally, concluding remarks are given in Section VII.
II. ENHANCEMENT APPROACH
Due to the losses associated with integrated spiral inductors implemented in standard CMOS technologies, the achievable quality factor in the RF range is limited. Hence, to implement on-chip narrow-band LC filters, positive feedback is needed to compensate for the losses, thus enhancing the of the filter; this is equivalent to adding a negative resistance. The negative resistance can be connected in parallel [1] or in series [2] with the inductor. For the former case, as shown in Fig. 1 , the overall transfer function is given by (1) The center frequency and the of the second-order filter are given by (2) 0018-9200/03$17.00 © 2003 IEEE where (4) and (5) For the case of narrow-band filters, i.e., , we have , and (2) can be written as (6) Note that due to the losses of the inductor there is a deviation in the frequency response of the filter even after using enhancement. There is a shift in the filter center frequency and in the filter quality factor from their nominal values.
A typical value (the quality factor of the on-chip inductors) of four results in a deviation of 3% of . This type of deviation in frequency response can be corrected by the automatic tuning circuit used to compensate normal IC component tolerances and temperature variations.
III. FILTER ARCHITECTURE
In order to obtain a higher order filter and to avoid large element value spread, especially for the case of narrow-band filters, coupled resonators are used. A coupled filter consists of reactive parallel tank circuits, which are coupled together by capacitors, inductors, or magnetically as shown in Fig. 2 [9] . For the case of magnetic coupling, the center frequency remains nearly fixed even if the coupling coefficient is changed. For fixed termination resistors, insertion loss becomes lower with increasing the coupling coefficient toward the critical coupling. In the proximity of critical coupling, the bandwidth becomes larger with a flat passband response and, finally, with a further increase in the value of coupling, a passband ripple will appear as shown in Fig. 3 .
The filter's center frequency is determined by the resonance frequency of the resonators. The magnetic coupling coefficient determines the filter's bandwidth (BW). In order to avoid insertion loss and passband ripple, the termination resistance is chosen to achieve the case of critical coupling (flat pass- band response) [9] . Assuming identical resonators, the filter design equations are (7) (8) (9) where is the required filter quality factor 1 and and are constant values that depend on the filter approximation used and the number of resonators. For a Butterworth approximation with two resonators, and can be found from tables [9] to be ( ) and , respectively. Fig. 4 shows the effect of changing the termination resistance while fixing , or equivalently fixing . For the value of given by (9), the output magnitude response is flat in the passband. Changing the value of has almost no effect on the bandwidth, but the flatness of the passband and peak gain are greatly affected. Thus, to maintain the passband flatness while tuning the bandwidth (changing the value of ), according to (8) and (9), both and need to be tuned simultaneously such that the product is kept constant, as shown in Fig. 5 .
A. Effects of Nonideal Inductors
For ideal coupled inductors, magnetic coupling results in an induced current in one resonator, which is in phase with the current in the opposite inductor, as shown in Fig. 6 . However, with nonideal on-chip inductors, the inductor currents and voltages are not in quadrature (even using enhancement) due to the resonator losses, i.e., the induced current has in-phase and quadrature-phase components. This leads to severe passband asymmetries.
To maintain a flatband response, the approach adopted in [4] was to incorporate a coupling neutralization circuit that injects current into one resonator proportional to the voltage in the opposite resonator to cancel the effects of the undesired coupling component. This approach needs at least one-time trim to get a passband ripple better than 1 dB. It also lacks the possibility of changing the magnetic coupling coefficient, which is a function primarily of inductor placement on the die. Thus, the filter's bandwidth cannot be tuned, while keeping the flat passband response, to account for any process or temperature variations or to adapt to different bandwidths of different wireless standards. The proposed approach adopted here is to emulate the action of the magnetic coupling. This can be done using current-controlled voltage sources (CCVS) as shown in Fig. 6(b) or current-controlled current sources (CCCS) as shown in Fig. 6(c) . In the first realization, the current is sampled in one inductor and a quadrature-phase voltage is applied to the opposite inductor. This realization has two drawbacks. First, a 90 phase shift needs to be implemented, and second, the output resistance of the CCVS should be very small compared to the losses of the inductor. In order to simplify the implementation, the second realization is adopted. The proposed CCCS has been implemented by sensing the current in one inductor, using a small resistor , and injecting an in-phase current to the opposite resonator using the tunable transconductance , i.e., . Thus, the proposed fourth-order filter, using electric coupling to emulate the coupled inductors, based on the prototype of . is the series resistance associated with the losses of the inductor. This is done by placing the inductors apart from each other such that the physical magnetic coupling is diminished. It has been verified using the magnetic simulator ASITIC [8] that if the inductors are placed at a distance four times that of their diameter, the coupling coefficient is less than 0.1%. The proposed approach not only eliminates the need of any extra neutralization circuit, but also gives the flexibility of tuning the bandwidth without affecting the flatness in the filter's passband.
B. Design Equations
In Fig. 7 , assuming that the two resonators are identical, it can be shown that (10) where , and represents the overall resistive termination. In practical circuits, is the combination of the resistive termination and the negative transconductance ( ) used for enhancement to compensate for the inductor losses (including and ). Thus, according to (9) and (10), we can write (11) where i.e.
For , is a negative conductance. This condition is always satisfied for high-filters. As described in (6), there is a shift in the filter's center frequency .
The transimpedance transfer functions, of Fig. 7 can be derived as follows:
The passband voltage gain at is given by (15)
C. Circuit Implementation
The proposed circuit implementation of the filter is shown in Fig. 8 . Cross-coupled transistors compose the negative transconductance . The coupling transconductance is composed of transistors , and input transconductance is composed of transistors . is the sensing resistance and is implemented as a polysilicon resistance. The inductors use the three available metal layers in series. Each inductor has 2.5 turns/layer with an inductance value of 3 nH, an equivalent series resistance (including eddy current losses in the substrate) of , and occupies an area of 85 m 85 m. The varactor used is an accumulation-mode pMOS capacitor. Connecting the drain and source to the lowest dc voltage ensures that the formation of inversion regions is inhibited.
IV. DESIGN CONSIDERATIONS
In this section, different design tradeoffs to optimize the filter's power consumption and dynamic range are discussed. Fig. 9 shows the factor , which is proportional to the power consumption, as a function of the ratio , for and . Note that increasing the value of requires a larger value of for the same , and reducing the value of requires a larger value of for the same . Therefore, the value of should be carefully chosen. The value of which minimizes for a fixed is given by (16) Fig. 9 . Effect of R on the overall filter power consumption.
A. Power Consumption
where was defined in (4). As predicted by (16), for this application, the minimum occurs at . At the optimum value of , the power consumption is dictated by the negative transconductance . Also from Fig. 9 , it can be seen that the required value of is almost double that of the case where (magnetically coupled resonators), i.e., . This can be realized by doubling the width of the transistors at the expense of reducing the tuning range, or by doubling the current at the expense of increasing the power consumption. A better tradeoff is partially increasing both, which will also keep a constant saturation voltage (constant linearity performace of the negative transconductance ), increasing the dimensions of by 40% and the current by 40%. It can be demonstrated that for higher , the percentage of power consumption increase relative to the conventional case of magnetic coupling ( ) is less. For example, at and , . This represents 15% increase in both the dimensions of and the current .
B. Noise Analysis
The total integrated input referred mean square noise voltage of the filter structure shown in Fig. 8 is calculated as follows: (17) where , , and are given in (13), (14), and (15) respectively, and factor accounts for the excess noise of short-channel devices.
The noise contributions shown in (17) are of the input transconductance , the inductor loss , the negative transconductance , and the coupling transconductance , respectively. It can be shown that (18) Also, let us define (19) where (
) is a factor that accounts for the noise shaping of the noise contributions of the first resonator by the transfer function given in (10) . For this design, is about 0.3. Substituting (18) and (19) in (17), and for , i.e., the case of narrow-band filters, we obtain (20) where is Boltzman's constant and is temperature in degrees kelvin. Note that there is a tradeoff in choosing the value of for noise performance. Increasing the value of implies reducing [see (12)], and consequently, increasing the noise contribution of and . Reducing the value of implies increasing the value of (for the same ) and consequently, increasing its noise contribution. Thus, must be judiciously chosen as a tradeoff to minimize the total integrated input referred noise. For the case of low peak gain, i.e., , or equivalently , the noise contribution of the input transconductance, in (20), can be neglected. Thus, according to (20), should be chosen to minimize . This leads to the following condition, for the case of , to minimize the total integrated input referred noise power for a fixed :
(21) Fig. 10 shows the factor (solid line), which is proportional to the integrated noise power, as a function of the ratio , for and . As predicted by (21), the minimum occurs at . Note that at the optimum value of , the power consumption is dictated by the negative transconductance and the inductor losses . Around the optimum value of , the noise performance is dominated by the inductor loss and the negative transconductance. Note also that there is about 25% increase in the integrated noise voltage than the case where , i.e., magnetically coupled resonators. This is equivalent to a 1.76-dB deterioration in the noise figure of the filter. As the case for power optimization, it can be demonstrated that for higher , the percentage increase in the integrated noise voltage, relative to the conventional case of magnetic coupling ( ), is less. For example, the integrated noise voltage increases by 12% only for the case of and . The inverse is true for , i.e., for higher the percentage increase in the integrated noise voltage relative to the conventional case of magnetic coupling is more. This can be explained since as goes to infinity, goes to zero but does not. Since the integrated noise power is fairly constant for values of from 0.2 to 0.3, the value of can be chosen to minimize the power consumption. This results in of 4.3 and a coupling transconductance in the order of 6.5 mS for .
C. Nonlinearity Analysis
To isolate the effect of the nonlinearities in this analysis, each nonlinear element is considered separately [10] , i.e., assuming all other elements are linear. It is also assumed the nonlinearities injected from one resonator to the other are negligible. This is a reasonable assumption due to the fact that small current sensing resistor has a small voltage across it. Assuming that the input transconductance is the only source of nonlinearity, the filter input 1-dB compression point, for a long-channel approximation, is given by -
where -
In (23), an input transconductance based on a coupled differential pair with tail current source is assumed. The filter input 1-dB compression point, assuming that the negative transconductance is the only source of nonlinearity, can be expressed as [1] --
is defined as in (23) with transistor dimensions of and tail current of . Note that the nonlinearity contribution of the input and coupling transconductances can be neglected with respect to that of the negative transconductance. This is true because for high or high-gain applications, the voltage swing across the negative transconductance is much greater than the voltage swing across the coupling and input transconductances. Thus, the best investment to improve the linearity performance of the filter is to linearize the negative transconductance, for example, using source degeneration at the expense of more power consumption.
Assuming that the varactor (implemented as a MOSFET gate capacitance ) is the only source of nonlinearity, analysis yields the following expression for the input 1-dB compression point of the filter: (25) where , and are the first-order and second-order nonlinearity coefficients in the power series expansion of the varactor capacitance-voltage characteristic, i.e., , around a bias voltage . is the quiescent value of the varactor capacitance. The exact values for , , and depend on the region of operation of the MOS transistor [11] . For low-voltage applications, where is limited by the supply voltage, the nonlinearity coefficients are large and the varactor contribution to the nonlinearity of the filter cannot be neglected.
The quality factor of the inductor has a considerable effect on linearity as well. For a fixed-filter quality factor imposed by the selectivity specification of the application, the higher , the lower the loss conductance , assumed to be dominated by the inductor and consequently the lower the required negative transconductance. Thus, for a fixed tail current the dimensions of the cross coupled transistors can be designed to allow for higher effective bias ( ) for better linearity [7] .
Note also that increasing the input transconductance reduces the input-referred noise, but it increases , which reduces the 1-dB compression point consequently resulting in an almost constant dynamic range. Noise-linearity is the first tradeoff observed. The inverse dependence of the linearity to both the filter gain and quality factor in (24) and (25) shows that there is a selectivity-linearity tradeoff as well. Although the simplified analytical expressions provided above ignore the interaction between different nonlinear elements, they are still useful as design guidelines for the tradeoffs involved. 
D. Dynamic Range
Assuming that the negative transconductance dominates the filter nonlinearity performance, the 1-dB compression dynamic range (DR) of the filter can be written as:
DR (26)
This result shows that there is a factor of improvement in the dynamic range of -enhanced LC filters over their OTA-C counterparts [3] . This is a main motivation for using LC filters in those RF applications where large DR is required. The bandwidth used to determine the noise floor, in the previously derived DR expression, is the filter noise bandwidth. For a filter targeted to be used in a receiver, the bandwidth is usually taken to be the signal IF bandwidth which is normally less than the RF bandwidth. This will result in better dynamic range performance.
Note from (26) that the DR can be improved by maximizing . This implies, according to (12), maximizing . Assuming and scale proportionally, the dynamic range can still be improved by minimizing the losses of the inductor as low as possible. This can be achieved by using a small inductance, since it will certainly have smaller resistance. But the power consumption, mainly dictated by the negative transconductance is proportional to , as shown in (5), for a high-filter where . Thus, using a small inductance will require large capacitance, for the same center frequency, and hence, more power consumption. The inductance value cannot be very large either; this will result in a small capacitance leaving small room for an extra tunable varactor, and a limited tuning range. A simple design strategy for the LC resonator to maximize the tank dynamic range for a given power budget and a fixed center frequency could be itemized as follows.
1) Calculate the ratio according to (16).
2) Choose the minimum inductance value to meet the power budget constraint, using (5). 3) Use a large ( ) for the negative transconductance.
V. FILTER TUNING REMARKS
A major issue with LC filters, and continuous-time filters in general, is the need of a tuning scheme required to compensate for the drift of element values (capacitors, inductors, and transconductors) due to process and temperature variations that will consequently affect the filter accuracy. The automatic tuning of an LC filter in the gigahertz range is a challenge and is still an open problem for investigation. In this section, some observed properties of the proposed filter architecture, which represent the information needed in an automatic tuning scheme for both the center frequency and quality factor, are presented and verified through experimental results.
Note from (10) that at the center frequency, the two voltages and are 90 out of phase. This is true for any value of coupling coefficient or transconductance . This represents the information needed for frequency tuning. The frequency tuning loop should be able to detect the phase difference between and and enforce it to be 90 at steady state by tuning the varactors. Substituting (6) and (11) in (10) yields (27) Note that (27) represents the main information needed for bandwidth tuning while maintaining the flatness in the passband, i.e., the case of critical coupling. For that case and exactly at the center frequency the the two voltages and have the same magnitude. The technique for tuning the bandwidth would be changing the coupling transconductance to fix the coupling coefficient to the required value of according to (8) . This can be achieved by a separate tuning loop. The bandwidth tuning loop should, simultaneously, enforce the magnitude of voltages and to be equal at steady state by tuning the negative transconductance . Note that the tuning loop cannot correct the errors that are caused by mismatches between the two resonators.
VI. MEASUREMENT RESULTS
A test chip filter has been fabricated in the HP 0.5-m CMOS process available through MOSIS. The chip micrograph is shown in Fig. 11 . The filter and the additional on-chip buffers occupies an area of 500 300 m . All the shown measurements include the effect of the on-chip buffers with an estimated attenuation of 24 dB (for 50-termination). The filter passband gain is tunable, through changing the current , with a programmability range of about 2:1 (see Fig. 8 ). When the bandwidth is tuned by adjusting the current at 100 MHz, the measured center frequency of the filter is tunable by adjusting the voltage between 1.77 and 1.86 GHz, as shown in Fig. 12 . The measured filter's bandwidth is tunable between 70 and 100 MHz at a center frequency of 1.86 GHz, as shown in Fig. 13. Fig. 14 shows the differential output of the two resonators with the center frequency and the bandwidth set at 1.846 GHz and 80 MHz, respectively. Mismatches between the two resonators can be one of the reasons for asymmetry in the output of the first resonator (top trace). The filter's passband ripple is less than 0.25 dB. Note that the two outputs have equal magnitude at the center frequency. This result has been achieved by tuning manually the negative transconductance, by adjusting its tail current , to maintain the flatband response. Fig. 15 shows the phase difference between the two filter outputs and . Note that the two outputs are in phase quadrature ( 90 ) at the filter's center frequency. The error in the center frequency is due to mismatches between the two resonators and is less than 0.05%. The two-tone intermodulation distortion measurement is shown in Fig. 16 . The two tones are applied at 1.84 and 1.85 GHz, and they have the same amplitude of 34 dBm.
The measured output 1-dB compression point is 40 dBm, as shown in Fig. 17 . As given by (24), the filter's input 1-dB compression point can be calculated as 21 dBm for of about 0.3 V and of about 0.1. The measured input 1-dB compression point value, as shown in Fig. 17 , is about 26 dBm. The difference between the theoretical and measured values is expected since (24) does not take into account the nonlinearity contributions from the varactor, the input differential pair, the output buffer, and the interactions between the contributors.
The measured output noise power (including the output buffer) is 101 dBm, measured in a 1-MHz resolution bandwidth, yielding 61 dB of in-band dynamic range in a 1-MHz RF system and 42 dB of 1-dB compression dynamic range. The calculated dynamic range from (26) is about 52 dB for a factor of 1.5. The discrepancy between the calculated and measured values is partly due to the noise contribution of the output buffer (about 2 dB according to simulations), and the noise contribution of the measurement equipment itself.
The filter operates from a single 2.7-V supply voltage and consumes 16 mA of drain current for the previous setting. The filter can operate from a minimum power-supply voltage of 2 V. Table I gives a summary of filter performance parameters together with previously reported works [4] - [6] of similar filter structures. This structure offers the smallest area of all the filters reported in Table I .
VII. CONCLUSION
A new architecture for implementing high-order RF filters was proposed. The magnetic coupling between the inductors is emulated to provide bandwidth tuning while maintaining small passband ripple when compared with previously published filters using on-chip coupled resonators. The noise and linearity analyses of the filter and different design tradeoffs have been discussed. A design strategy for maximum dynamic range was presented. The information needed for both frequency and bandwidth tuning have been shown. Measured frequency and bandwidth tuning ranges around 1.8 GHz are 5% and 35%, respectively. The filter sinks 16 mA from a 2.7-V supply providing a filter bandwidth of 80 MHz at 1.846 GHz with a 1-dB compression dynamic range of 42 dB. The experimental passband ripple is less than 0.5 dB. The filter provides a passband gain of 9 dB and more than 30 dB of image attenuation for an IF frequency of 100 MHz. 
