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INTRODUCTION 
In this paper, we set down some thoughts on pole shifting for noncommu- 
tative rings. The inspiration for this work is the paper [5] of E. Sontag and 
Y. Wang. In that paper, the authors consider pole shifting over the noncom- 
mutative ring of continuous quatemionic-valued functions on a CW complex 
of dimension at most three. They prove a positive result for this ring and 
apply it, via a clever trick, to deduce a dynamic pole-shifting result for the 
(commutative) subring of the above ring consisting of all continuous real-val- 
ued functions. 
The above work led us to consider the pole-shifting problem over 
arbitrary noncommutative rings. We have been able to extend to noncommu- 
tative rings one of the main theorems for commutative rings. We have also 
been able to show that several results from linear systems theory over 
commutative rings remain valid for noncommutative noetherian rings. In the 
process, we have seen that, in sharp contrast to the commutative case, an 
obstruction to pole shifting often occurs in the “dimension-one case.” This 
can happen even for very nice rings. Before discussing the noncommutative 
version, we should first recall the problem in the commutative setting. In 
doing so, we may as well give the relevant definitions in their most general 
forms. 
1. POSITIVE POLE-SHIFTING RESULTS 
Let R be a ring, not necessarily commutative. An n-dimensional system 
over R is a pair (A, B), where A is an n X n matrix over R and B is an 
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m X n matrix over R, for some positive integers m and n. Two systems 
(A,,B,) and (A,,B,) are called feedback equivalent if there exists an 
invertible m X m matrix S, an invertible n X n matrix T, and an n X m 
matrix L such that 
B, = S-‘BIT, 
A, = T-lA,T + LB,T. 
REMARK. Note that if we take left free modules R’” and R”, then we 
can view right multiplication by B as a map from R”’ to R”, and we can 
view right multiplication by A as a map from R” to R”. Indeed, in what 
follows, we always write maps on the right. Then the systems equivalence 
defined above is just a change of basis in R” represented by the matrix T, a 
change of basis in R”’ represented by the matrix S, and a feedbnck 
operation represented by the matrix L. 
With this interpretation of the system (A, B), we call (A, B) controEZubZe 
if 
R” = Im( B) + Irn( BA) + Im( BA’) + . . . , 
where Im(X> denotes the image of the map X. 
Finally, following Sontag and Wang, we shall call the n-dimensional 
system (A, B) (arbitrarily) triangulurizable if, for each rl, r2,. , r, E R, 
there exists a system (F,G) feedback equivalent to (A, B), such that 
f-1 0 
. . . 0 
F = ; ‘.’ 
. . . 0 
i :I . ‘. . * * . . . rn 
For a system over a commutative ring R, the pole-shifting problem is the 
following: Given an n-dimensional controllable system (A, B) and ring ele- 
ments ri,ra,..., r, E R, find a system (F, G) feedback equivalent to (A, B) 
such that the eigenvalues of F are rl, r2,. . . , r,. Clearly, if the system (A, B) 
is arbitrarily triangularizable, the pole-shifting problem has a positive solu- 
tion. Consequently, over a noncommutative ring, the pole-shifting problem 
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translates into the question of whether or not each controllable system can be 
arbitrarily triangularized. 
For commutative rings, there is a condition, the GCU property, which 
implies that the pole-shifting problem has a positive solution. As originally 
formulated, that condition does not have an obvious translation in case the 
ring is noncommutative. However, implicit in [5] is a condition for noncom- 
mutative rings which, for commutative rings, turns out to be equivalent to 
the GCU property. We now define the GCU property and prove its equiva- 
lence to the condition of [5]. In the process, we shall find it convenient to 
introduce another equivalent form. An m x n matrix R over R is said to be 
good if there exists an n x n matrix A such that (A, B) is controllable. We 
say that the ring R has the GCU proopetiy if, for every good matrix B, there 
exists a vector v such that vB is unimodular (cf. [l]). 
PROPOSITION 1. Let R he a commutative ring. The following are eyuiva- 
lent: 
(i) R has the GCU property. 
(ii) For each good matrix B over R, there exists a vector v and an 
invertible matrix P such that vBP = [0 0 . . . 0 l]. 
(iii) For each good matrix B over R, there exists a matrix L and an 
invertible matrix P such that LBP = [O 1 I], where 0 is a block matrix of zeros 
and I is an identity matrix of the appropriate size (cf. [5]). 
Proof. Certainly (ii) implies (iii). If (iii) holds, then (ii) follows immedi- 
ately by taking v to be the last row of the matrix L. Thus, conditions (ii) and 
(iii) are equivalent. 
(i) implies (ii): Let B be a good matrix over R. Since R has the GCU 
property, stably free R-modules are free [l, Lemma 11. Thus, each unimodu- 
lar row over R can be extended to an invertible matrix. Let vB = 
[a, a2 .*. a,] be a unimodular row in the image of B. We can find rows 
(Yi,(YZ,~.~>(Y,~_l such that the matrix 
is invertible. It follows that vBP = [0 0 . . . 0 11. 
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(ii) implies (i): Let B be a good matrix over R, and choose a vector v and 
an invertible matrix P such that vBP = [O 0 * . . 0 l]. Then vBPP-’ = vB 
is the last row of P- ’ and consequently is a unimodular row in the image of 
B. Thus, R has the GCU property. n 
The key idea of the proof of the above proposition is Lemma 1 of [l], 
which says that, over a (commutative) GCU ring, stably free modules are 
free. One of the key ideas of the proof of that result is what is sometimes 
referred to as Gabel’s theorem: If P is a stably free module over a 
commutative ring, then some power of P is free. Theorem 1 of [4] shows that 
Gabel’s theorem is still valid if we relax the commutativity assumption but 
require the ascending-chain condition. This enables us to prove a noetherian, 
noncommutative version of Lemma 1 of [l]. For that, we need the notion of 
the GCU property for a (possibly) noncommutative ring. Since we are 
working with left modules, with maps written on the right, we say that the 
ring R has the Zeft GCU property if, for every good matrix B, there exists a 
vector v such that vB is unimodular, multiplying by scalars on the right. 
That is, if vB =[a1 ... a,], then we require that there exist scalars 
c,, . , c,, such that the right linear combination a,c, + . . . + a,,~,, = 1. 
PKOPOSITIOh. 2. Let R be a left-noetherian ring with the left GCU 
property. Then stably free left R-modules are j>ee. 
Proof. Let P be a stably free left R-module. By [4, Theorem 11, there 
exist positive integers k and n such that P” is isomorphic to R” as left 
R-modules. We proceed to find a reachable system (A, B) such that the 
module generated by the rows of B is isomorphic to P. 
Without loss of generality, we take R” equal to Pk. Let g : R” + R” be 
the projection onto the first P-factor, and let f : Pk + Pk be defined as 
f(p,,...,pk)=(pk,p,,...,pk-,). Then clearly 
Thus, if A and B are any matrices representing f and g, respectively, it 
follows that (A, B) is a reachable system, where the left module generated by 
the rows of B is isomorphic to P. Since R has the left GCU property, there 
exists a vector Y such that vB = [ a1 * . . a,,] is unimodular. In particular, 
there exists scalars c r, . . . , c, such that the right linear combination 
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multiplication by the 
Cl p= : II C” 
is a surjection from R” onto R, in fact mapping the free left module R. 
[a, ... a,] onto R. Since R is projective, this yields a direct-sum decom- 
position R”= R*[a, **. u,]@ker(p). 
But R.[u, ... a,] is a submodule of P = Im(g), the left R-module 
generated by the rows of B, from which it follows that P contains a rank-one 
free summand, and we can decompose P = R @ P,. Since P is stably free, the 
summand P, is as well. By the same argument as above, P, contains a 
rank-one free summand, and so on. Since P is a noetherian left R-module, 
this must eventually exhaust all of P, and hence P is free. W 
As a corollary to Proposition 2, we note that the three equivalent 
conditions of Proposition 1 remain equivalent if we assume that the ring R is 
(left) noetherian rather than commutative. 
COROLLARY 1. Let R be a left noetheriun ring. The following are equivu- 
lent: 
(i) R has the lef GCU property. 
(ii) For each good matrix B over R, there exists a vector u and an 
invertible matrix P such that uBP = [0 0 . . . 0 l]. 
(iii) For each good mutrix B over R, there exists a matrix L an d an 
invertible matrix P such that LBP = [O 1 I], where 0 is a block matrix of zeros 
and I is an identity matrix of the appropriate size. 
Proof. The proof is the same as that of Proposition 1, using Proposition 
2 in place of [l, Lemma 11. n 
The following result removes the commutativity assumption of [l, 
Theorem 11. 
THEOREM 1. Let R be a ring satisfying property (ii) of Proposition 1. 
Then each controllable system over R is arbitrarily triangulurizable. 
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Proof. Let (A, B) b e an n-dimensional controllable system over R with 
t-1, r s,...>r, elements of R. We induct on 72. For n = 1, suppose that the 
one-dimensional system 
is controllable. By (ii) of Proposition 1, there exist a vector Y = [or . . * D,,,] 
and a unit u such that vBu = u,b,u + 1. * + ~,,~b,u = 1, so that uvB = 1. 
Then, given any element r E R, we can write r = a +(r - a)uvB, and hence 
the system (1) is arbitrarily triangularizable. 
Suppose that the result is true for controllable systems of dimension less 
than n, and let (A, B) be a controllable system of dimension tr. By a change 
of basis in the state space, we may harmlessly replace B by BP and A 
by P-‘AP and assume that there exists a vector I, such that vB = [0 0 . . . 
0 11. Then we can write 
A= 
A,, Ah H--l A arm and B=[B, 1 B2], nl 
whereA,, is(n-l1)X(n-l1)[sothatA,, is Ix(n-l)and A,, is(n-1)X11 
and B, is m X 1 [so that 8, is m X(n - 111. Let 
A,, 
CT,= B 
[ I 1 
As the following lemma shows, the system (A,,, C,) is also controllable. 
LEMMA (Eising). Suppose that (A, B) can be partitioned as 
A= 
A,, A,, H-l A,, A,, and B=[B, 1 ~~1. 
Set 
421 c,= B 
[ 1 . 1 
Zf (A, B) is controllable, then so is the system (A,,,C,). 
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Proof of L&3nmu. We shall only sketch the idea. We have that 
R”=Im(B)+Im(BA)+Im(BA2)+ ... , 
so it follows that R” is the span of the rows of the following matrices: 
Wt, + &%A,, + BlA,A, + %&A21 
B,A,,A,, + B,A,,A,, + B,A,,A,, + B,A2,, II “” ’ 
(2) 
We are interested in the span of the rows of the matrices 
Suppose that the notation is such that A,, is n, X nl, so that B, is m X n,. 
We need to show that the rows of the matrices in (3) span R”‘. Focusing on 
the left-hand side of the matrices occurring in (2), which do span R”1, we 
have to see that any row which is a combination of such rows occurs in the 
span of the rows of the matrices in (3). This is easily verified by inspection. 
For example, B, is present in both. Now, BIA,, belongs to (3), and, since 
A,, belongs to (3), the rows of B2A,, are in the span of the rows. Hence, the 
rows of B,A,, + B,Azl belong to the span of the rows of the matrices in (3), 
etc. n 
Continuing the proof of the theorem, by induction, there exists an 
invertible matrix P, and a matrix K such that 
r r1 0 
P,‘A,,P, + KC,P, = * ” . . 
. . 
1 
. * * 
Write K as K = [K, I K,], so that 
. . . 0 
. . . 0 
Y 4 . . . . . f-n-1 
P;‘A,,P, + KC,P, = P;‘AllP, + K,A,,P, + K,B,P,. 
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Replace A by 
A’ = .A. 
and B by 
B’=[B, 1 Bz] 
Let 
0 p, L----L1 0 0 . . . 0 1 
0 p, ! ,i =[B,P, 1 B2]. .o ... 0 1 
Q= [y&A-&]. sothat ~-l=[s], 
Then replace A’ by 
A”= QA’Q-‘= [p’1A11;~;1A21p1 1 ;, 
and B’by 
B”= B’-Q-’ = [ B,P, 1 Bz] 
.[&+j-j-q] 
= [ B,P, 1 B2 - w,q. 
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Now replace A” by 
A 1~ = A” + K2 1 . B” 
= 
lo ... 01 
P;‘A,,P, + K,A,,P, * 
* 
+ 
and we have only to show that the system (A”‘, B“) can be put into the proper 
form. There exists a vector v such that vB = [0 0 . . * 0 11, and it follows 
easily that YB” = [0 0 . * . 0 11. Hence, 
1 . vB”=
as intended. This completes the proof. 
0 
r2 
* 
. . . 
. . . 
. . . 
0 
0 
r n 
n 
Theorem 1 has a number of interesting corollaries. The first of these was 
known for commutative rings, but unknown in general. 
COROLLARY 2. lf R is a local ring, then each controllable system over R 
is arbitrarily triangular&able. 
Proof. If (A, B) is controllable, then the two-sided ideal of R generated 
by the entries of B is R. Therefore, some entry of B is a unit. By performing 
row and column operations on B, we can arrange to have the last row in the 
form [O 0 . * * 0 l]. This amounts to finding an invertible matrix P and a 
vector v such that vBP = [0 0 . . * 0 11. n 
COROLLARY 3 [2, Proposition 3.71. lj. R is a (commutative) elementary 
divisor ring, then each controllable system over R is arbitrarily triangulariz- 
able. 
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Proof. If (A, B) is controllable, then the ideal generated by the entries 
of B is R. There exist invertible matrices Q and P such that 
I 
d, 0 ... 0 
0 
PBQ= d, . 1” 
0 
. . . 
(j (j ..: ; 1 
If v denotes the last row of P, then vBQ = [0 0 . * . 0 11. n 
COROLLARY 4 [l, Theorem I]. lf R is u GCU ring, then each controllal~le 
system is at+itrurily triangulari.zal~le. 
Proof. The statement follows immediately from Proposition 1 and 
Theorem 1. H 
As most of the work in [5] goes toward showing that the ring of 
continuous quatemionic-valued functions on a CW complex of dimension at 
most three satisfies Proposition 1, Theorem 3.7 of [5] may be recaptured as 
follows. 
COROLLARY 5 [5, Theorem 3.71. Let R be the ring of continuous yuater- 
nionic-calued functions on a CW complex of dimension at most three. Then 
each controllable system otter R is ar&trarily triungularisuble. 
2. PATHOLOGY 
In this section, we shall give some indication of the kinds of difficulties 
one can encounter when trying to consider pole shifting over noncommuta- 
tive rings. We begin by showing that some very nice rings may fail to have 
the arbitrary-triangularization property. 
Consider a ring R with elements a, h E R, and look at the system 
RARAR, (4) 
where the maps are right multiplication by the elements b and a, respec- 
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tively. This system is controllable if and only if 
R=Im(h)+Im(ba)+Im(ba”)+ ... 
= Rb+ Rba+ Rba”+ ... . 
where I%x denotes the left ideal of R generated by X. In particular, if there 
exist elements r, s E R such that 
l=rb+sbu, (5) 
then the system in (4) is controllable. 
Similarly, arbitrary triangularization of the system in (4) means the 
following: Given an element r E R, there must be a unit u E R and an 
element k E R such that 
x = U-‘(u + kb)u. 
We can now give two examples of the type mentioned above. 
(a) An example of a noncommutative principal-ideal domain and a one- 
dimensional system over it which is not arbitrarily triangularizable. Let F 
be a field, with t an indeterminate, and denote by F(t) the ring of algebraic 
functions over F in the variable t. Let R be the skew polynomial ring 
F(t)[B, 61, where 0 is an indeterminate and 6 is the ordinary formal 
derivative (as applied to 0). By [3, Theorem 1.111, the ring R is a left and 
right principal-ideal domain. The multiplication in R is determined as 
follows: If c E F(t), then 8c = c0 + 6(c). Therefore, Bt = tf3 +l, so that 
i=(-t)e+i.et. By (5)*b a ove, the system in (4, with b = 0 and a = t, is 
controllable. However, it is not arbitrarily triangularizable. To see this, notice 
that taking r1 = 0, we would have to be able to find an element k E R with 
0 = t + k0, which is a contradiction to the fact that {l, 8,8”, . . . ) is a basis for 
R over F(t). 
(b) An example of a simple artinian ring and a one-dimensional system 
over it which is not arbitrarily triangularizable. Let F be a field, and 
denote by M,(F) the ring of all 2 x 2 matrices over F. It is well known that 
R is a simple artinian ring, and we now give an example of a one-dimensional 
controllable system over R which fails to be arbitrarily triangularizable. In 
this case we let 
bc” o 
[ 1 1 0 and a = 
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so that 1= ab + ba. By (5) above, the system in (4) is controllable. As in the 
first example, if we take rr = 0, we would have to be able to find a matrix 
k E M,(F) with 0 = a + kb, which is clearly impossible. 
Note that this example can be made to work with matrices of any size 
over any ring S. 
It might be worthwhile at this point to justify our statement in the 
introduction to the effect that, for commutative rings, pole shifting for 
one-dimensional systems is always possible. Specifically, if R is a commuta- 
tive ring and if 
R “’ (6) 
is a controllable, one-dimensional system over R, then 
1 = Crijbiuj 
i,j 
for some elements r;; E R. Since R is commutative. we can interchange and 
relabel and obtain t& equation 
1 = sib, + * . . + s,,,b,,, 
for some elements s ,, . . . , s,,, E R. Thus, given an element c E 
c - a = (sic - siu) b, + . . . + (s,,,c - s,,,u) b,,, 
it is evident that the system (6) is arbitrarily triangularizable. 
R, since 
Recall that there exists rings R for which R $ R = R as R-modules. For 
such rings, R = R” - R3 = . . . . Obviously, this wreaks havoc with trying to 
take the standard approach of defining the dimension of a system to be the 
dimension (i.e., rank) of the state module. The observant reader will notice 
that we finessed that problem by defining a system as a pair (A, B) of 
matrices, and taking as the dimension of the system the size of the (square) 
matrix A. If, say, A is an rr X n matrix and B is an m X n matrix, 
POLE SHIFTING FOR NONCOMMUTATIVE RINGS 159 
has the property of Theorem 1, then not only is (A, B) arbitrarily triangular- 
izable, but so is (A,, B,). After all, (A, B) is controllable if and only if (A,, B,) 
is controllable! This may seem rather strange at first glance. 
There is a related remark. A ring R is said to be an ZBN ring (for 
invariant basis number) if Rh = Rk implies that h = k. For such rings, we 
would be able to take the standard approach to defining the dimension of a 
system. For example, commutative rings are IBN rings. By a variant of the 
argument of the second example above, one can show that, if R is not an 
IBN ring, then there is a controllable system over R which is not arbitrarily 
triangularizable. It follows from this that a ring satisfying the hypothesis of 
Theorem 1 must be an IBN ring. When we first proved Theorem 1, we were 
fearful that we would have to avoid all of the aforementioned unpleasantness 
by including the additional assumption that the ring is an IBN ring. 
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