a b s t r a c t A solute particle in a water flow behaves as a stochastic process, which is modeled by a stochastic differential equation. The solute transport equation governing macroscopic dynamics of solute concentration distribution in a locally one-dimensional open channel network is deduced from the Kolmogorov's forward equation associated to the stochastic differential equation. The cell-vertex finite volume method is applied for developing a computational scheme to numerically solve the solute transport equation. A computational domain is divided into a regular mesh, from which a dual mesh is generated. The exact solution to a local two-point boundary value problem is used for evaluating the flux at the interface of each pair of two dual cells. The scheme satisfies the total variation diminishing condition and consistently deals with any singular point such as junctions. The semi-implicit method is applied to temporal integration, and the stability condition for the time increment is presented. A series of test problems is examined in order to verify accuracy and conservative property of the scheme. Sufficiently accurate numerical solutions are obtained for test problems in a one-dimensional interval domain, while solute transport phenomena in an open channel network are correctly reproduced for cases with and without deposition of solute. It is concluded that the cell-vertex finite volume scheme is accurate, stable, and versatile in the numerical analysis of solute transport problems in open channel networks.
Introduction
Water flowing in porous media or in free surface turbulence is stochastic in nature. Solute transport phenomena in such a flow are considered as macroscopic appearance of solute particles behaving as stochastic processes. A stochastic differential equation (SDE) representing a stochastic process is associated with its Kolmogorov's forward equation (KFE) and Kolmogorov's backward equation (KBE) (Øksendal [1] ). As early as 1987, Bodo et al. [2] reviewed fundamental properties of SDE, KFE, and KBE, which have turned out to be applicable to some of hydrological problems. Cai et al. [3] established an evaluation method for groundwater contamination using the analytical solutions of KBEs. Fang et al. [4] extended their evaluation method to more general problems of groundwater pollution processes, utilizing numerical solutions of KBEs for validation. Heemink [5] presented an advection-dispersion model derived from the KFE governing the transport of solute particles in horizontally two-dimensional shallow water bodies. Dimou and Adams [6] discussed consistency between conventional depth-integrated mass transport models and particle tracking models equipped with KFEs, in the context of well-mixed estuarine water flows. Unami et al. [7] considered fish behavior in drainage canals as a stochastic process and numerically solved the associated KBE to assess ecological effect of hydraulic structures installed in the drainage canals. Yoshioka et al. [8] found that the governing equation of conservative solute transport in surface water flows is deduced from the KFE associated to the SDE for solute particles. Yoshioka et al. [9] numerically solved a KBE in an existing open channel network to analyze stochastic contaminant particle dynamics.
The KFEs, the KBEs, and the transport equations related with them are categorized as the advection diffusion equations (ADEs). In the view of engineering applications, different numerical methods for the ADEs have been vigorously investigated. Di Paola and Sofi [10] proposed a simple weighted residual method to obtain approximate solutions of steady one-dimensional KFEs. Spencer and Bergman [11] applied the standard Galerkin finite element method (FEM) for numerical resolution of two-dimensional KFEs. Kumar and Narayanan [12] numerically solved a four-dimensional KFE using the high order finite difference methods (FDMs) as well as the standard Galerkin FEM. Their FDM scheme has been applied to the analysis of a nonlinear stochastic system excited by random perturbations (Narayanan and Kumar [13] ). Although the numerical methods based on the FDM or the FEM have been widely used for the analysis of KFEs, most of these methods are not equipped with conservative property that mass transport problems require. On the other hand, the finite volume method (FVM) based on local conservation laws has the advantage of achieving the conservative property when applied to equations in conservative form such as the KFEs.
The majority of existing FVM schemes is cell-centered, employing flux-limiter functions to evaluate fluxes on the cell interfaces. Casulli and Zanolli [14] developed a cell-centered FVM scheme for the ADEs in horizontally two-and three-dimensional surface water flows. Mercier and Delhez [15] proposed a flux-limiter function for advection equations in spatially and temporally varying one-dimensional flow fields. Liang et al. [16] developed a total variation diminishing (TVD) MacCormack scheme with an operator splitting technique to exhibit higher conservative property than the conventional schemes. The flux-limiter functions are essential in cell-centered FVM schemes to preserve TVD properties in discretized advection-dominant ADEs (Hubbard [17] ).
In contrast to cell-centered FVM schemes, cell-vertex FVM schemes do not use any flux-limiter function but employ dual mesh (Mishev [18] ). In multi-dimensional problems, dual mesh is also termed Voronoi mesh. In some cell-vertex FVM schemes, evaluation of fluxes on the cell interfaces is implemented using the exact solutions of two-point boundary value problems, yielding numerical solutions with TVD property. This evaluation method is referred to as fitting technique (Miller and Wang [19] ). The cellvertex FVM schemes with the fitting technique have been applied to different ADEs including the Black-Scholes equation governing option pricing (Wang [20] , Chernogorova and Valkov [21] ), the Hamilton-Jacobi-Bellman equation appearing in optimization problems (Richardson and Wang [22] ), and the reactive solute transport equation in a steady incompressible flow field (Fuhrmann et al. [23] ). However, to the authors' knowledge, the fitting technique has not been applied to the ADEs of KFE type.
This study develops a numerical scheme suitable for solving the solute transport equation, focusing on implementation to locally one-dimensional open channel networks that require special numerical treatment for channel junctions (Zhang and Aral [24] , Zhang et al. [25] ). A stochastic process model is firstly introduced to trace behavior of solute particles in the domain of flow. Then, the solute transport equation that serves as the governing equation of solute concentration is deduced from the extended KFE. A cell-vertex FVM scheme with a fitting technique is developed to discretize the solute transport equation. Unlike conventional numerical schemes that explicitly specify internal boundary conditions at junctions (Islam and Chaudhry [26] , Basha and Malaeb [27] ), the FVM scheme using dual mesh enables consistent treatment of junctions as implicit internal boundary conditions. Several numerical tests are carried out to evaluate accuracy and conservative property of the scheme. In the analysis of transport phenomena in rivers and canals, the one-dimensional shallow water approximation is practically applied to the flow field. In such cases, a locally one-dimensional open channel network extending over the horizontal twodimensional plain gives the computational domain. A locally one-dimensional open channel network is a connected network domain consisting of a collection of a finite number of reaches attached via a set of nodes. A finite length Jordan curve gives the reach, and an arbitrary position in the domain is uniquely determined from a local abscissa taken along the reaches. ADEs and SDEs defined in a locally one-dimensional open channel network are generally associated with some internal boundary conditions at junctions to preserve continuity of the solutions (Von Below [28] , Freidlin and Sheu [29] ).
SDE and associated KFE
A locally one-dimensional open channel network is taken as the domain O where the flow field is defined and solute particles are present. The position of a solute particle in O is modeled as a continuous stochastic process and is denoted by X t at time t. It is appropriate to assume the Markov property of X t , to yield the Ito's SDE
where V is the cross-sectionally averaged velocity, D is the dispersivity, and B t is the one-dimensional standard Brownian motion. The SDE (1) describes the increment dX t as a sum of the deterministic advection term Vdt and the stochastic dispersion term ffiffiffiffiffiffi ffi 2D p dB t . Let P ¼P(s,y,t,G) be the transition probability such that X t ¼xAG provided that X s ¼y for the time sot, where G is an arbitrary sub-domain of O. Then, the conditional probability density function p ¼p(s,y,t,x) is defined to satisfy
for arbitrary G where the local abscissa x is taken along the reach. According to Risken [30] , the KFE associated with the SDE (1) is given by
However, for the cases where the solute particle may be killed, (3) is extended as
where the linear operator L for a generic function j is defined as
with the decay coefficient
where P K (t,x,h) is the probability such that the particle positioned at x at the time t is killed during the time interval (t,t þh] (Øksendal [1] ).
The solute transport equation
The solute transport equation, which governs macroscopic dynamics of solute concentration distribution, is deduced from the extended KFE (4). The total mass M(t,G) of the solute contained in G at the time t is expressed as
where A is the wetted cross-sectional area of the channel and C is the cross-sectionally averaged concentration of the solute. On the other hand, considering the mass balance during the course of time (s,t], the total mass M(t,G) can also be written as
where u(t,x) ¼A(t,x)C(t,x) and q(t,x) is the unit-length generation rate of the solute. Since the sub-domain G is arbitrary, comparing (7) and (8) results in
The linear operator q/qt þL is applied to the both hand sides of (9) as
Noting that
as shown in Appendix A and that p(t,y,t,x)dy is the Dirac measure centered on x, (10) is reduced to
Finally, an ADE that serves as the solute transport equation is derived as
where V, D, R, and q are considered as known functions defined on O.
3. Finite volume method for the solute transport equation
Finite volume formulation
The solute transport Eq. (13) is numerically solved with a cell-vertex FVM scheme that consistently deals with junctions without explicitly using internal boundary conditions. A couple of staggered computational meshes, which are a regular mesh and a dual mesh, are used in the scheme. The domain O is first divided into a regular mesh consisting of cells bounded by nodes, so that any singular point such as junctions falls on one of the nodes. The cells and the nodes are indexed with the natural numbers. The total numbers of regular cells and nodes are denoted by N c and N n , respectively. The kth cell as a sub-domain of O is denoted by O k . The measure of O k is represented by l k . The number of cells connected to the ith node is denoted by n(i). The jth cell connected to the ith node is referred to as the k(i,j)th cell, namely, O k(i,j) . There are two nodes that bound O k(i,j) ; one of them is the ith node, and the other is referred to as the m(i,j)th node. In O k(i,j) , the direction of the x abscissa is identified with the parameter s i,j , which is equal to 1 when x is directed to the ith node and is equal to À1 otherwise. To discretize the known functions, V is attributed to the cells, while D, R, and q are attributed to the nodes. The value of V on the kth cell is represented by V k , while those of D, R, and q at the ith node are represented by D i , R i , and q i , respectively. A dual mesh is generated from the regular mesh, in order to discretize the unknown u and to implement cell integration. The ith dual cell S i is defined as
where x i and x m(i,j) represent x at the ith node and at the m(i,j)th node, respectively. The dual cell S i is the set of all points in O that are closer to the node x i than to any other nodes. As described in Mishev [18] , the regular mesh and the dual mesh are dual in a graphtheoretical sense. The dual mesh consists of N n dual cells. Each dual cell contains exactly one of the nodes in its inside. The cell interface between S i and S m(i,j) is denoted by G i,j . Fig. 1 illustrates schematic diagrams of computational meshes. The unknown u attributed to the ith dual cell is represented by u i . Integrating (13) on S i with the application of the Gauss-Green theorem results in @ @t
where F i,j ¼ ½VuÀ@ðDuÞ=@x G i,j is the flux to be evaluated on G i,j .
The integrals in (15) prescribe an internal boundary condition when S i contains a junction, overcoming the difficulties that the most numerical schemes such as Szymkiewicz [31] and Zhang et al. [32] encounter. The three integrals appearing in (15) are evaluated with the one-point integration as @ @t 
where 9S i 9 is the measure of S i , which is given by
The flux F i,j on the cell interface G i,j is evaluated with a fitting technique, which utilizes the exact solutionũ of the two-point boundary value problem
where D i,j is the linear interpolation of D in O k(i,j) , which is represented as
The exact solutionũ is explicitly obtained to evaluate F i,j as
and
However, the l'Hospital's rule is applied to (23) for degenerate cases as
when D i aD m(i,j) , V k(i,j) a0, and W i,j ¼0,
when D i ¼D m(i,j) and V k(i,j) a0, and
when V k(i,j) ¼0. The scheme satisfies the TVD condition because the inequalities
hold (Appendix B). The FVM scheme approaches the fully upwind scheme when the dispersivity D becomes infinitely small. Flux evaluation using the fitting technique ensures at least first-order spatial convergence of the scheme even for advection-dominant problems (Roos [35] , Wang [20] ).
Boundary conditions
One boundary condition should be prescribed on each boundary node, specifying the value of either the unknown u or the flux F¼Vu À q(Du)/qx.
Temporal integration
The FVM scheme finally yields the system of ordinary differential equations ( (31) are temporally integrated from a specified initial condition using the y-method (Knabner and Angermann [33] ).
Stability analysis
This section gives a stability condition of the FVM scheme. The vector b is set as the null vector since it does not contribute to stability. It follows that the ith column of the ODEs (31) is described as
Applying the y-method to (32) yields 
and 
for all i as shown in Appendix C, and L (m) is positive definite for
for all i. The scheme is stable if Dt is chosen so that both the inequalities (42) and (43) hold.
Numerical tests
A number of numerical tests are carried out to evaluate the accuracy and conservative property of the FVM scheme.
The system of ODEs (31) is temporally integrated using the ymethod with y¼0.5 (Crank-Nicolson method with second-order convergence), and the resulting linear system is solved with the Gauss-Seidel method, which is an iterative method suitable for inverting diagonally dominant and sparse matrices. The time increment Dt is determined so that (42) and (43) are satisfied.
Accuracy verification
The scheme is applied to one-dimensional test problems in order to determine its accuracy. The unit interval (0,1) is taken as the computational domain O, which is divided into N c ¼100 uniform regular cells with N n ¼100 dual cells. Here, two test problems Tests (a) and (b) are examined. Computational conditions of (13) are specified in each Test but q¼0 is fixed. The known functions V, D, and R, the initial condition (I.C.), and the boundary conditions (B.C.) are specified in Tests (a) and (b) as summarized in Table 1 , where 0 oD 0 o1 is a constant and U(x) is given by
Test (a) is the problem with linearly varying dispersivity, and the scheme is verified for both the diffusion dominant case (D 0 ¼0.5) and the advection dominant case (D 0 ¼0.001). Test (b) is the problem with time-dependent coefficients proposed by Ponsoda et al. [36] . This is a challenging problem because the
respectively. The time increment Dt is set as 0.01. Exact and computed solutions for Test (a) with D 0 ¼0.5 and with D 0 ¼0.001 are shown in Figs. 2 and 3 , respectively, while those for Test (b) are shown in Fig. 4 . For all the test problems, complete agreement can be seen between the exact and computed solutions.
Verification of conservative property
Conservative property of the scheme is verified with a numerical simulation of conservative solute transport in a hypothetical open channel network. A locally one-dimensional open channel network consisting of six reaches is taken as the computational domain O, which is divided into N c ¼600 uniform regular cells with N n ¼600 dual cells. As shown in Fig. 5 , the key nodes defining the boundaries of the reaches are alphabetically labeled A to F, and the x direction in each reach is identified. The key nodes are referred to as the upstream-end (A), the downstream-end (E), the bending points (C and F), and the junctions (B and D). The reaches, having uniform rectangular cross-sections, are identical to each other in terms of width, length, and bed slope, which are set as 0. representing the channel roughness as 0.04 for the reaches B-F-D and as 0.02 for the other reaches. A steady flow field in the channel network is calculated with the numerical method proposed by Unami and Alam [37] that reasonably takes momentum loss at junctions and bending points into account, specifying the discharge at the upstream-end A as 0.02 m 3 /s and imposing the Table 1 Computational conditions specified for Tests (a) and (b).
uniform depth condition at the downstream-end E. The solute concentration C is non-dimensionalized without loss of generality, and the solute transport Eq. (13) governing u¼ AC is examined under the initial condition
the inflow boundary condition
the free outflow boundary condition
where the subscripts A and E denote the values at the node A and at the node E, respectively. The solute concentration C is inversely calculated as the computed u divided by the wetted crosssectional area A. The cross-sectionally averaged velocity V is directly obtained from the calculated flow field, while the dispersivity D is given by the conventional formula (Unami et al. [7] , Kim [38] )
where g is a non-dimensional positive constant, r is the hydraulic radius, g is the gravitational acceleration, and S f is the friction slope determined by the Manning's formula
where Q is the discharge. Here, g is set as 1.0. Both the decay coefficient R and the generation rate q are fixed to zero in order to represent conservative solute transport. Numerical simulation is performed during the time interval [0,T] with the time increment Dt¼1 s. The terminal time T is taken sufficiently large so that u is very close to the steady solution u¼ 0 at the time t ¼T. Here, T is set as 10,000 s. Then, total amount of the solute flowing into the channel network is calculated from (48) as
The obtained water elevation profile in the channel network is illustrated in Fig. 6 , showing that backwaters and abrupt water depth changes are observed at upstream regions of the junctions and the bending points. 
Numerical simulation of sediment transport
Another numerical simulation is carried out to verify applicability of the scheme to transport of solute that may be deposited. Examples of such solute are suspended sediments deposited on floodplains (Thonon et al. [39] ) and floating seeds dispersed in fluvial environment (Groves et al. [40] ). Evaluation of deposition rate is important to understand and accurately predict sediment transport in surface water flows. Here, it is assumed that resuspension of the sediment does not take place. The flow field, the cross-sectionally averaged velocity V and the dispersivity D are the same as in the previous numerical simulation. The decay coefficient R, which is interpreted as the deposition coefficient, is set as 0.0001 1/s in the entire channel network. The generation rate q is prescribed as (13) is solved under the initial condition (47), the inflow boundary condition
and the free outflow boundary condition (49). The terminal time T is again set as 10,000 s. Fig. 11 shows distributions of the total deposition d per unit length of the channel, which is defined as d ¼ dðxÞ ¼ R T 0 R t,x ð Þu t,x ð Þdt, along the reaches A-B-C-D-E and along the reaches B-F-D. As shown in Fig. 11 , a large amount of the solute is deposited at upstream regions of the junctions and the bending points where the backwaters occur. The total deposition is higher in the reaches B-F-D than in the reaches B-C-D, because of the longer residence time of the solute that the flow field brings about via V and D.
Conclusions
In this study, first, the solute transport equation governing macroscopic dynamics of solute concentration distributions in open channel networks was deduced from the extended KFE that associates to the SDE describing particles behavior. Second, a cell-vertex FVM scheme with a fitting technique was developed to numerically solve the solute transport equation. It was shown that the scheme has TVD property and consistently deals with junctions without explicit use of the internal boundary conditions. Finally, the scheme was verified with several test problems. Computational results showed that the scheme gives accurate numerical solutions, exhibiting high conservative property and versatility for problems with decay and generation terms.
It is concluded that the proposed FVM scheme serves as an effective tool for analyzing solute transport problems in open channel networks. Analogous finite volume procedures implicitly specifying internal boundary conditions at junctions can be applied to other partial differential equations in conservation form, such as the advection equations (Rossman and Boulos [41] ), reaction-diffusion equations (Čiegis and Tumanova [42] ), Burgers equations (Onizuka and Odai [43] ), and the shallow water equations (Unami and Alam [37] ), on connected graphs.
