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LOW ENERGY LIMIT FOR THE RESOLVENT OF SOME FIBERED BOUNDARY
OPERATORS
CHRIS KOTTKE AND FRE´DE´RIC ROCHON
Abstract. For certain Dirac operators ðφ associated to a fibered boundary metric gφ, we provide a pseu-
dodifferential characterization of the limiting behavior of (ðφ + kγ)
−1 as k ց 0, where γ is a self-adjoint
operator anti-commuting with ðφ and whose square is the identity. This yields in particular a pseudodiffer-
ential characterization of the low energy limit of the resolvent of ð2
φ
, generalizing a result of Guillarmou and
Sher about the low energy limit of the resolvent of the Hodge Laplacian of an asymptotically conical metric.
One important ingredient in the proof of our main theorem is that the Dirac operator ðφ is Fredholm when
acting on suitable weighted Sobolev spaces. This result has been known to experts for some time and we
take this as an occasion to provide a complete explicit proof.
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Introduction
An important class of complete non-compact Riemannian metrics with bounded geometry is the one of
asymptotically conical metrics (AC-metrics). Those consist in metrics asymptotically modelled on the infinite
end of a Riemannian cone (C, gC), where C = (0,∞)× Y with (Y, gY ) a closed Riemannian manifold and
gC = dr
2 + r2gY .
When Y = Sn and gY is the standard metric gSn , we get the more restricted class of asymptotically Euclidean
metrics (AE-metrics). If Y = Sn/Γ for Γ ⊂ O(n+1,R) a finite subgroup and gY is the quotient of the standard
metric gSn , this corresponds to the slightly larger subclass of asymptotically locally Euclidean metrics (ALE-
metrics). In general relativity, AE-metrics play an important role in the formulation of the positive mass
theorem, while many important examples of gravitational instantons are ALE-metrics [27]. More generally,
there are many examples of asymptotically conical Calabi-Yau metrics [38, 24, 15, 40, 7, 8].
In terms of scattering theory and spectral theory, AC-metrics constitute a natural generalization of the
Euclidean space. In that respect and compared to other types of geometries like asymptotically hyperbolic
metrics [30], meromorphic continuations of the resolvent of the Laplacian are hard to obtain. For instance,
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the meromorphic continuation of the resolvent obtained by Wunsch-Zworski [41] is in a conic neighborhood
of the continuous spectrum, which as expected from [34, § 6.10], does not include an open neighborhood of
0. It is possible however to give a description of the asymptotic behavior of the resolvent (∆− λ2)−1 of the
Laplacian ∆ of an AC-metric when λ = ik is in the imaginary axis and kց 0.
More precisely, developing and using a pseudodifferential calculus initially considered by Melrose and
Sa Barreto, Guillarmou and Hassell, in a series of two papers [19, 20], provided a fine pseudodifferential
characterization of the low energy limit
lim
k→0+
(∆ + k2)−1
of the resolvent of the Laplacian of an AC-metric and used it to obtain results about the boundedness of
the Riesz transform. In [36, 37], Sher used instead this description of the low energy limit to give a precise
description of the long time asymptotic to the heat kernel of an AC-metric and to study the behavior of
the regularized determinant of the Laplacian under conic degenerations. All these results were subsequently
generalized by Guillarmou-Sher [21] to the setting where the scalar Laplacian is replaced by the Hodge
Laplacian, allowing them in particular to describe the limiting behavior of analytic torsion under conic
degenerations.
A somewhat related setting where the pseudodifferential characterization of the low energy limit of the
resolvent is used is in the Cheeger-Mu¨ller theorem for wedge metrics obtained in [1]. Indeed, the overall
strategy of [1] was to describe the limiting behavior of analytic torsion for a family of closed Riemannian
metrics degenerating to a wedge metric. In particular, this required a uniform description of the resolvent of
the Hodge Laplacian under such a degeneration, which in turn could be obtained provided one could invert
a model operator of the form
(1) P = ∆AC +∆E
with ∆AC the Hodge Laplacian of an AC-metric and ∆E the Euclidean Laplacian on R
4. But taking the
Fourier transform of (1) in the Euclidean factor yields
(2) ∆AC + |ξ|2,
whose inverse, setting k := |ξ|, can be described all the way down to |ξ| = 0 thanks to the results of
[19, 20, 21]. This is precisely what was needed to take the inverse Fourier transform of (2) and obtained
a pseudodifferential characterization of the inverse (∆AC + ∆E)
−1 fitting exactly where it should in the
wedge-surgery double space of [1].
Another setting where the model operator (1) naturally arises is in the study of the Hodge Laplacian of a
quasi-asymptotically conical metric (QAC-metric). This type of metrics was introduced by Degeratu-Mazzeo
[10] as a generalization of the quasi-asymptotically locally Euclidean metrics (QALE-metrics) of Joyce [24].
Without entering in the fine details of the definition of such metrics, let us say that one of the simplest
non-trivial example of such metric is a Cartesian product of two AC-metrics, so that (1) can be seen indeed
as a Hodge Laplacian associated to a QAC-metrics.
Having in mind this sort of applications, the purpose of this paper is to generalize the pseudodifferential
characterization of the low energy limit of the resolvent of [19, 20, 21] in two different directions:
(i) Characterize the limit as kց 0 when (∆ + k2)−1 is replaced by
(ð+ kγ)−1,
where ð is a Dirac operator and γ is a self-adjoint operator of order 0 such that
γ2 = Id, γð+ ðγ = 0;
(ii) Do it not only for asymptotically conical metrics, but also for the more general class of fibered
boundary metrics of [29, 23].
The motivation for (i) is to characterize the inverse of an operator of the form
(3) D = ð+ ðE
with D a Dirac operator on X×Rk, ð a Dirac operator on X (associated to an AC-metric or more generally a
fibered boundary metric) and ðE a Euclidean Dirac operator on R
k. Indeed, in this case, taking the Fourier
transform of (3) in the Rk-factor yields
(4) D̂ = ð+ i cl(ξ), ξ ∈ Rk,
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where cl(ξ) denotes Clifford multiplication by ξ. Restricting (4) to the half-line generated by η ∈ Sk−1 ⊂ Rk,
that is, setting ξ = kη with k ∈ [0,∞), we obtain precisely
(5) ð+ kγ with γ = i cl(η).
Hence, understanding (ð+kγ)−1 in the limit k ց 0 will allow, as η ∈ Sk−1 varies, to understand (ð+i cl(ξ))−1
as ξ → 0.
Concerning (ii), let us for the moment remind the reader that fibered boundary metrics are a natural
generalization of the class of AC-metrics modelled at infinity by a fiber bundle over a Riemannian cone (at
least when they are product-type at infinity up to some order). More precisely, one starts with a fiber bundle
φ : W → Y whose base and fibers are closed manifolds and considers metrics gY and gW = φ∗gY + κ on Y
and W making φ a Riemannian submersion. The modelled at infinity is then (Cφ, gCφ) with Cφ = (0,∞)×W
and
(6) gCφ = dr
2 + r2φ∗gY + κ,
so that φ extends to a fiber bundle Cφ → C over the cone C = (0,∞)× Y which is a Riemannian submersion
with respect to the metrics gCφ and gC = dr
2+r2gY on Cφ and C. In dimension 4, an important class of exam-
ples is the one given by asymptotically locally flat gravitational instantons (ALF-gravitational instantons), in
which case the Riemannian cone (C, gC) has cross-section a quotient of the 2-sphere with its standard metric
and the fiber bundle φ is a circle bundle. Those include in particular the natural hyperKa¨hler metric on the
universal cover of the reduced moduli space of centered SU(2)-monopoles of magnetic charge 2. Another
important class of of examples is given by the asymptotically locally conical metrics (ALC-metrics) with
G2-holonomy of [5, 12, 13], in which case φ is a circle bundle over a 5-dimensional base.
To formulate the main result of this paper, let gφ be a fibered boundary metric which is product-type to
order 2 (in the sense of Definition 1.1 below) on the interior of a manifold with boundary M . In particular,
at infinity, gφ is modelled by a metric of the form (6) with W = ∂M , so that ∂M is equipped with a fiber
bundle φ : ∂M → Y . Let E →M be a Clifford module for the associated Clifford bundle and let ðφ be the
Dirac operator associated to a choice of Clifford connection. As explained in § 2, the operator ðφ naturally
restricts to an elliptic family of fiberwise operators Dv on the fibers of φ. We suppose that the nullspaces of
the members of the family have all the same dimension and hence form a vector bundle kerDv → Y over Y .
For instance, by Hodge theory, this is always the case when ðφ is the Hodge-deRham operator associated
to the metric gφ. In any case, as shown in Definition 2.4 and Lemma 2.5 below, given such a vector bundle
kerDv → Y , there is a well-defined holomorphic family
λ 7→ I(Db, λ)
of elliptic first order operators acting on sections of kerDv. This family, called the indicial family of ðφ, is
invertible except for a discrete set of values that are called indicial roots. For our result to hold, we need to
assume that
(7) Reλ ∈ [−1, 0] =⇒ I(Db, λ) is invertible.
Finally, let γ ∈ C∞(M ; End(E)) be a self-adjoint operator such that
(8) γ2 = IdE and γðφ + ðφγ = 0.
Theorem 1. If there is a well-defined kernel bundle kerDv → Y such that (7) and (8) hold, then (ðφ+kγ)−1
is an element of the pseudodifferential calculus Ψ∗k,φ(M ;E) of low energy fibered boundary operators introduced
in (3.23) below.
We refer to Theorem 7.10 below for a more precise statement of the result. Even if we are not given γ as
in (8), we can use Theorem 1 to obtain a corresponding result for the square of ðφ.
Corollary 2. If there is a well-defined kernel bundle kerDv → Y such that (7) holds, then (ð2φ + k2)−1 is
an element of the pseudodifferential calculus Ψ∗k,φ(M ;E).
We refer to Corollary 7.12 for a detailed statement of the result. When ðφ is the Hodge-deRham operator
of gφ, we can give an alternative formulation to (7). In this case, kerDv → Y essentially corresponds to
the vector bundle of fiberwise harmonic forms, and as such is naturally a flat vector bundle. There is in
particular an associated Hodge-deRham operator
(9) d = δkerDv + dkerDv acting on Ω∗(Y ; kerDv),
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where dkerDv is the exterior differential associated to kerDv and δ
kerDv is its formal adjoint.
Corollary 3. Let ðφ be the Hodge-deRham operator of gφ. Suppose that
(10)
Hq(Y ; kerDv) = {0}, q ∈ {h− 1
2
,
h
2
,
h+ 1
2
},
Spec(dkerDvδkerDv + δkerDvdkerDv )h
2
>
3
4
,
Spec(dkerDvδkerDv )h+1
2
> 1,
where h = dimY and Spec(A)q denotes the part of the spectrum of A coming from forms of degree q. Then
the conclusion of Corollary 2 holds for (ð2φ + k
2)−1. Moreover, if there is γ such that (8) holds, then the
conclusion of Theorem 1 holds for (ðφ + kγ)
−1.
Remark. The authors wish to acknowledge that in a parallel work by Grieser, Talebi and Vertman [18], a
result similar to the first part of Corollary 3 was obtained independently and simultaneously using partly differ-
ent methods, in particular working directly with the Hodge Laplacian, and relying on a split-pseudodifferential
calculus with parameter, which specifies the asymptotics of the Schwartz kernel with respect to a splitting of
differential forms into fiberwise harmonic forms and their orthogonal complement.
When Y = ∂M and φ is the identity map, so that gφ is in fact an AC-metric, the part of Corollary 3
involving (ð2φ + k
2)−1 corresponds to [21, Theorem 1], though, as discussed just after Corollary 7.14 below,
our assumption (10) is slightly less restrictive then those of [21]. Notice also that restricting Corollary 3
to forms of degree 0 gives a corresponding statement for the low energy limit of the resolvent of the scalar
Laplacian, though in this case our assumption (10) is probably not optimal and could possibly be improved
by working directly with the scalar Laplacian.
Our main motivation for proving Theorem 1 is to study Dirac operators associated to yet another class
metrics, namely the class of quasi-fibered boundary metrics (QFB-metrics) introduced in [9]. Indeed, in an
on going work [25], we are planning to use Theorem 1 as a building block to construct a parametrix for the
Hodge-deRham operators of a QFB-metric. As the name suggests, QFB-metrics are to fibered boundary
metrics what QAC-metrics are to AC-metrics. According to [14], an important example of QFB-metrics is
given by the hyperKa¨hler metric on the reduced moduli space of SU(2)-monopoles of charge k on R3.
To prove our main result, the strategy, as in [19], is to introduce a suitable double space, M2k,φ, that is, a
suitable manifold with corners M2k,φ on which the Schwartz kernel of (ðφ + kγ)
−1 will admit a description
as a conormal distributions with polyhomogeneous expansion at the various boundary hypersurfaces of the
double space. Compared to the double space in [19], the main difference is that there is one more boundary
hypersurface and that one other boundary hypersurface, corresponding to sc in [19], is slightly different
in nature. Given such a double space and the corresponding calculus of pseudodifferential operators, one
important step in the construction of the inverse of (ðφ+ kγ) is to show that ðφ is Fredholm when acting on
suitable weighted Sobolev spaces. Thanks to the thesis of Vaillant [39], which among other things derived
a corresponding Fredholm result for the related geometry of fibered cusp metrics, it has been known for
some time by experts that such Fredholm result holds. In particular, a precise statement is provided in [23,
Proposition 16] when ðφ is the Hodge-deRham operator. Assuming some conditions on the metric, such
result follows from a general Fredholm criterion obtained by Grieser and Hunsicker in [17, Theorem 13].
However, since this result is central in proving our main result, we took this as an opportunity to provide
a complete explicit proof for Dirac operators which gives a prelude of the techniques used later in the
paper. First, to extend the statement of [23, Proposition 16] to a Dirac operator ðφ with well-defined bundle
kerDv → Y , let Πh denote the fiberwise L2-projection onto kerDv → Y . Let Π˜h denote a smooth extension
of Πh, first to a collar neighborhood of ∂M , and then to all of M using cut-off functions. Let L
2
φ(M ;E) and
H1φ(M ;E) be the L
2-space and the L2-Sobolev space of order 1 associated to the fibered boundary metric gφ
and a choice of bundle metric and connection for E →M . Let H1b (M ;E) be the L2-Sobolev space of order 1
associated to a choice of b-metric in the sense of [33]. Finally, let x ∈ C∞(M) be a boundary defining function,
which, near ∂M , corresponds to 1
r
in terms of the model metric (6). Then [23, Proposition 16] admits the
following generalization (see also Corollary 2.17 and Corollary 2.18 below for alternative formulations).
LOW ENERGY LIMIT FOR FB-OPERATORS 5
Theorem 4. If δ ∈ R is not a critical weight of the indicial family I(Db, λ) of ðφ, then ðφ induces Fredholm
operators
(11) ðφ : x
δ
(
Π˜hx
h+1
2 H1b (M ;E) + x(Id−Π˜h)H1φ(M ;E)
)
→ xδ+1L2φ(M ;E)
and
(12) ðφ : x
δ
(
Π˜hx
h+1
2 H1b (M ;E) + (Id−Π˜h)H1φ(M ;E)
)
→ xδ
(
xΠ˜hL
2
φ(M ;E) + (Id−Π˜h)L2φ(M ;E)
)
.
To prove this result, our strategy, as in the thesis of Vaillant [39] for fibered cusp Dirac operators, consists
in constructing a sufficiently good parametrix for ðφ within the large φ-calculus of [29], see Theorem 2.9
below for the precise statement. Besides establishing Theorem 4, our parametrix is used in Corollary 2.16
to show that elements in the kernel of ðφ are smooth sections admitting a polyhomogeneous expansion at
infinity. More importantly, for our main result, our parametrix in Corollary 2.20 is used to show that the
inverse of (11) defined on the complements of the cokernel of ðφ is a pseudodifferential operator of order −1
in the large φ-calculus. In particular, this inverse fits nicely on one of the boundary hypersurfaces of the
double space M2k,φ, allowing us to construct a good approximate inverse to (ðφ + kγ) within Ψ
∗
k,φ(M ;E).
The paper is organized as follows. In § 1, we make a quick review of the φ-calculus of Mazzeo and
Melrose. This is used in § 2 to construct a parametrix for fibered boundary Dirac operators and derive
few consequences, for instance Theorem 4. We introduce our calculus of low energy fibered boundary
pseudodifferential operators in § 3. After constructing a suitable triple space for our calculus in § 4, we can
describe how operators compose in § 5. After introducing a few symbol maps in § 6, we can finally provide
the desired pseudodifferential characterization of the inverses of (ðφ+kγ) and (ð
2
φ+k
2). In Appendix A, we
establish a result about the commutativity of certain blow-ups of p-submanifolds that turns out to be useful
in § 3 in providing two different points of view on the double space M2k,φ.
Acknowledgements. The authors are grateful to Rafe Mazzeo for helpful conversations. CK was supported
by NSF Grant No. DMS-1811995. In addition, this material is based in part on work supported by the
NSF under Grant No. DMS-1440140 while CK was in residence at the Mathematical Sciences Research
Institute (MSRI) in Berkeley, California, during the Fall 2019 semester. FR was supported by NSERC and
a Canada Research chair. This project was initiated in the Fall 2019 during the program Microlocal Analysis
at the MSRI. The authors would like to thank the MSRI for its hospitality and for creating a stimulating
environment for research.
1. Fibered boundary pseudodifferential operators
In this section, we will review briefly the definitions and main properties of the φ-calculus of Mazzeo-
Melrose [29]. Here and throughout the paper, we will in particular assume that the reader has some familiarity
with manifolds with corners as presented in [31]. What we will need can be found for instance in [16,
Chapter 2] or[22, § 2].
LetM be a compact manifold with boundary ∂M equipped with a fiber bundle φ : ∂M → Y over a closed
manifold Y . Let also x ∈ C∞(M) be a boundary defining function, that is, x > 0 on M \ ∂M , x = 0 on ∂M
and dx is nowhere zero on ∂M . In terms of this data, the space of φ-vector fields is given by
(1.1) Vφ(M) = {ξ ∈ Vb(M) | φ∗(ξ|∂M ) = 0, ξx ∈ x2C∞(M)},
where Vb(M), the algebra of b-vector fields of [33], consists of smooth vector fields tangent to the boundary
of M . The definition of Vφ(M) depends obviously on φ, but it also depends on the choice of boundary
defining function x. Two boundary defining functions x1 and x2 will give the same Lie algebra of φ-vector
fields if and only if the function x1
x2
∣∣∣
∂M
is constant on the fibers of φ : ∂M → Y . In local coordinates
(x, y1, . . . , yh, z1, . . . zv) near ∂M with (y1, . . . , yh) coordinates on Y such that φ is locally given by
(1.2) (y1, . . . , yh, z1, . . . , zv) 7→ (y1, . . . , yh),
the space of φ-vector fields is locally spanned by
(1.3) x2
∂
∂x
, x
∂
∂y1
, . . . , x
∂
∂yh
,
∂
∂z1
, . . .
∂
∂zv
.
6 CHRIS KOTTKE AND FRE´DE´RIC ROCHON
By the Serre-Swan theorem, there is a corresponding vector bundle φTM → M , the φ-tangent bundle, and
a map of vector bundles
(1.4) aφ :
φTM → TM
inducing a natural identification
(1.5) C∞(M ; φTM) = Vφ(M).
In other words, φTM →M is a Lie algebroid with anchor map aφ. The anchor map aφ is neither injective nor
surjective when restricted to the boundary ∂M . The kernel of aφ|∂M is in fact a vector bundle φN∂M → ∂M
on ∂M inducing the short exact sequence of vector bundles
(1.6) 0 // φN∂M // φTM |∂M
aφ
// T (∂M/Y ) // 0,
where T (∂M/Y ) is the vertical tangent bundle of the fiber bundle φ : ∂M → Y . As explained in [29, (7)],
there is in fact a canonical isomorphism
(1.7) φN∂M = φ∗(φNY )
for some natural vector bundle φNY → Y on Y .
The anchor map aφ induces however an isomorphism on the interior of M . In the terminology of [3], this
means that (M,Vφ(M)) is a Lie structure at infinity. In particular, if gφ is a choice of bundle metric on
φTM →M , then it induces a Riemannian metric on M \ ∂M , also denoted gφ, via the isomorphism
(1.8) aφ :
φTM |M\∂M → T (M \ ∂M).
We refer to such a Riemannian metric as a fibered boundary metric or a φ-metric. By the discussion in
[3], such a metric is complete, of infinite volume and of bounded geometry.
If c : ∂M × [0, δ) → M is a collar neighborhood of ∂M compatible with the boundary defining function
x in the sense that c∗x = pr2 : ∂M × [0, δ) → [0, δ) is the projection on the second factor, then a natural
example of φ-metric is given by one such that
(1.9) c∗gφ =
dx2
x4
+
φ∗gY
x2
+ κ,
where gY is a Riemannian metric on Y and κ ∈ C∞(∂M ;S2(T ∗(∂M)) is a symmetric 2-tensor such that
φ∗gY + κ is a Riemannian metric on ∂M making φ : ∂M → Y a Riemannian submersion with respect to
φ∗gY + κ and gY .
Definition 1.1. A product-type φ-metric is a φ-metric gφ taking the form (1.9) in some collar neighborhood
c : ∂M × [0, δ)→M compatible with the boundary defining function x. More generally, a φ-metric is said to
be product-type up to order k ∈ N if it is a product-type metric up to a term in xkC∞(M ;S2(φT ∗M)).
In this paper, we will exclusively work with φ-metrics which are product-type up to order 2. An important
class metrics conformally related to φ-metrics is the class of fibered cusp metrics.
Definition 1.2. A fibered cusp metric is a Riemannian metric gfc on M \ ∂M such that
gfc = x
2gφ
for some φ-metric. Such a metric is said to be of product-type (respectively product-type up to order k) if the
conformally related φ-metric gφ is product-type (respectively product-type up to order k).
Like a φ-metric, a fibered cusp metric is complete. However, if the fibers of φ are not 0-dimensional, its
volume is is finite and it has zero injectivity radius. Moreover, except in special cases, its curvature is not
bounded.
Within the classes of φ-metrics and fibered cusp metrics, there are special subclasses corresponding to
specific choices of fiber bundles φ : ∂M → Y . One can consider for instance the case where Y is a point, in
which case product-type φ-metrics correspond to metrics with infinite cylindrical ends, while product-type
fibred cusp metrics corresponds to metrics with cusp ends. The other extreme is to take Y = ∂M and φ
to be the identity map, in which case the φ-vector fields correspond to the scattering vector fields of [34], a
product-type φ-metric correspond to a metric with an infinite conical end and a product-type fibered cusp
metric corresponds to a metric with infinite cylindrical end.
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The differential operators geometrically constructed from a φ-metric, like the Hodge Laplacian or a Dirac
operator, fit in the more general class of differential φ-operators. The space Diffkφ(M) of differential φ-
operators of order k corresponds to differential operators generated by multiplication by an element of
C∞(M) and the composition of up to k φ-vector fields. In other words, Diff∗φ(M) is the universal enveloping
algebra of Vφ(M) with respect to C∞(M). As explained in [29, 3], given vector bundles E and F over M ,
one can more generally define the space Diffkφ(M ;E,F ) of differential φ-operators of order k acting from
sections of E to sections of F .
To construct good parametrices for differential φ-operators, Mazzeo and Melrose introduced the notion of
pseudodifferential φ-operators. This is done by defining their Schwartz kernels on a suitable double space,
namely the φ-double space. To define it, one starts with the manifold with corners M2 = M ×M . Denote
by x and x′ the boundary defining functions of the boundary hypersurfaces ∂M ×M and M × ∂M obtained
by lifting x ∈ C∞(M) via the projections on the left and right factors. Blowing up the corner ∂M × ∂M
gives the b-double space
(1.10) M2b = [M
2; ∂M × ∂M ] with blow-down map βb :M2b →M2.
The manifold with corners M2b has now three boundary hypersurfaces, namely the lift lf and rf of the old
βb
rb
lb
bf
M2b M
2
Figure 1. The b-double space
boundary hypersurfaces ∂M ×M and M × ∂M , as well as a new boundary hypersurfaces bf created by the
blow-up of ∂M × ∂M . The boundary hypersurface is naturally diffeomorphic to
(1.11) ∂M × ∂M × [0, π
2
]
where the coordinate in the factor [0, π2 ] can be taken to be θ = arctan
(
x
x′
)
. With respect to this identifica-
tion, we can consider the p-submanifold
(1.12) Φ = {(p, q, θ) ∈ ∂M × ∂M × [0, π
2
] | φ(p) = φ(q), θ = π
4
}.
The φ-double space is then the manifold with corners obtained from M2b by blowing up the p-submanifold
Φ,
(1.13) M2φ = [M
2
b ; Φ] with blow-down map βφ :M
2
φ →M2.
βφ
∆∆φ
rb
lb
φbf
ff
M2φ M2
Figure 2. The φ-double space
On M2φ we denote again by lf and rf the boundary hypersurfaces corresponding to the lifts of lf and rf
fromM2b toM
2
φ. We also denote by φbf the lift of bf toM
2
φ and by ff the new boundary hypersurface created
by the blow-up of Φ.
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Let ∆φ be the lift of the diagonal ∆ ⊂M ×M to M2φ. As shown in [29], one of the main features of the
φ-double space is that the lift from the left or from the right of φ-vector fields are transverse to ∆φ. This
suggests to define pseudodifferential φ-operators as conormal distributions with respect to ∆φ on M
2
φ. Let
(1.14) φΩ(M) = |ΛdimM (φT ∗M)|
be the bundle of φ-densities on M . If πR = prR ◦βφ and πL = prL ◦βφ with prR : M × M → M and
prL : M ×M → M the projections on the right and left factor, then on M2φ we can consider the bundle of
right φ-densities
(1.15) φΩR(M) = π
∗
R(
φΩ(M)),
as well as the homomorphism bundle
(1.16) Homφ(E,F ) = π
∗
LE ⊗ π∗RF ∗
for E and F vector bundles over M .
Definition 1.3. Let E and F be vector bundles on M . The small calculus of pseudodifferential φ-
operators acting from sections of E to sections of F is the union over m ∈ R of the spaces
(1.17) Ψmφ (M ;E,F ) = {κ ∈ Im(M2φ,∆φ; Homφ(E,F )⊗ φΩR(M)) | κ ≡ 0 at ∂M2φ \ ff},
where Im(M2φ ,∆φ; Homφ(E,F )⊗ φΩR(M)) is the space of conormal distributions of order m with respect to
∆φ taking value in the vector bundle Homφ(E,F ) ⊗ φΩR(M) and κ ≡ 0 at ∂M2φ \ ff means that the Taylor
series of κ is trivial at all boundary hypersurfaces of M2φ except possibly at ff.
As shown in [29], an operator P ∈ Ψmφ (M ;E,F ) induces an operator
P : C∞(M ;E)→ C∞(M ;F ).
The calculus is also closed under composition in that
Ψmφ (M ;F,G) ◦Ψm
′
φ (M ;E,F ) ⊂ Ψm+m
′
φ (M ;E,G).
Furthermore, simple criteria are provided in [29] to determine when an operator is bounded, compact or
Fredholm when acting on weighted L2-Sobolev spaces associated to a φ-metric.
As for the b-calculus however, it is useful, for some parametrix constructions, to have a larger calculus. If
E is an index family for the boundary hypersurfaces of M2φ, one can more generally consider the spaces
(1.18)
Ψ−∞,Eφ (M ;E,F ) = AEphg(M2φ; Homφ(E,F )⊗ φΩR(M)),
Ψm,Eφ (M ;E,F ) = Ψ
m
φ (M ;E,F ) + Ψ
−∞,E
φ (M ;E,F ), m ∈ R.
Using the pushforward theorem of [32], one can show as in [39, (26)] or [2, Theorem 3.3] that these operators
act on polyhomogeneous sections as follows.
Proposition 1.4. Let A ∈ Ψm,Eφ (M ;E,F ) and σ ∈ AFphg(M ;E) with index family E and index set F such
that
Re(E|rf + F) > h+ 1,
where h = dimY is the dimension of the base of the fiber bundle φ : ∂M → Y . Then the action of A on σ
is well-defined, giving a polyhomogeneous section Aσ ∈ AG(M ;F ) with index set G given by
G = E|lf∪(E|ff + F)∪(E|φbf + F − h− 1),
where h is the dimension of the base Y .
Similarly, the φ-triple space of [29] and the pushforward theorem of [32] can be used to show as in [39,
Theorem 2.11] or [2, Theorem 3.4] that this larger class of φ-operators behaves well under composition.
Proposition 1.5. Let E and F be index families for the boundary hypersurfaces of M2φ such that
Re(E|rf) + Re(F|lf) > h+ 1.
where h = dimY as in Proposition 1.4. Then given A ∈ Ψm,Eφ (M ;F,G) and B ∈ Ψm
′,F
φ (M ;E,F ), there
composition is well defined with
A ◦B ∈ Ψm+m′,Gφ (M ;E,G),
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where G is the index family given by
(1.19)
G|lf = (E|lf)∪(E|φbf + F|lf − h+ 1)∪(E|ff + F|lf),
G|rf = (F|rf)∪(E|rf + F|φbf − h− 1)∪(E|rf + F|ff),
G|φbf = (E|lf + F|rf)∪(E|φbf + F|φbf − h− 1)∪(E|φbf + F|ff)∪(E|ff + F|φbf),
G|ff = (E|lf + F|rf)∪(E|φbf + F|φbf − h− 1)∪(E|ff + F|ff).
2. Fredholm fibered boundary Dirac operators
LetM be a compact manifold with boundary ∂M equipped with a fiber bundle φ : ∂M → Y over a closed
manifold Y . Fix a boundary defining function x ∈ C∞(M) and let gφ be a product-type fibered boundary
metric up to order 2. Let E →M be a Hermitian vector bundle and consider an elliptic formally self-adjoint
first order fibered boundary operator ðφ ∈ Diff1φ(M ;E). An example to keep in mind is the situation where
E is a Clifford module for the Clifford bundle of the φ-tangent bundle and ðφ is the Dirac operator associated
to a choice of Clifford connection.
In order to work with b-densities, it is convenient, instead of ðφ acting formally on L
2
φ(M ;E), to consider
equivalently the fibered boundary operator
(2.1) Dφ = x
−h+1
2 ðφx
h+1
2 acting formally on L2b(M ;E),
where h := dimY . Since ðφ is formally self-adjoint with respect to L
2
φ(M ;E), notice that Dφ is formally
self-adjoint with respect to L2b(M ;E).
Definition 2.1. The vertical family is the family of vertical operators Dv ∈ Diff1(∂M/Y ;E) obtained by
restricting the action of Dφ to the boundary ∂M .
The vertical family is closely related to the normal operator Nff(Dφ) of Dφ. A direct computation shows
that
(2.2) Y ∋ p 7→ Nff(Dφ)p = Dv|φ−1(p) + ðh(p),
where p 7→ ðh(p) is a family of fiberwise translation invariant elliptic first order differential operators asso-
ciated to the vector bundle φN∂M → ∂M of (1.6) restricted to φ−1(p). We will assume that ðh is in fact
a family of Euclidean Dirac operators anti-commuting with Dv. As the next lemma shows, this condition
is automatically satisfied if ðφ is a Dirac operator, for instance if it is the Hodge-deRham operator of the
metric gφ.
Lemma 2.2. If ðφ is a Dirac operator, then ðh is a family of Euclidean Dirac operators anti-commuting
with Dv.
Proof. Let p ∈ Y be given. Since gφ is product-type up to order 2, notice that under the identification
(2.3) φN∂M |φ−1(p) = φ−1(p)× φNpY
coming form (1.7), the metric induced by gφ corresponds to a Cartesian product. On the other hand, the
Clifford module E used to define ðφ induces one on this Cartesian product that we will denote by Ep. This
bundle Ep is in fact naturally the pullback of E|φ−1(p) via the bundle projection φN∂M |φ−1(p) → φ−1(p).
Similarly, there is an induced Clifford connection ∇Ep which is just the pull-back of the Clifford connection of
E|φ−1(p). With respect to this data, the normal operator Nff(Dφ) restricted to (2.3) is just the corresponding
Dirac operator with Dv|φ−1(p) the part acting on the fibers of φ−1(p)× φNpY → φNpY (the operator is the
same for each fiber) and ðh(p) is the part acting on the fibers of
φN∂M |φ−1(p) → φ−1(p). In particular,
ðh(p) is a family of Euclidean Dirac operators. To see that Dv|φ−1(p) and ðh(p) anti-commute, it suffices
to check that c(e1)∇Epe1 and c(e2)∇Epe2 anti-commute, where e1 and e2 are vector fields on φ−1(p) and φNpY
lifted to the Cartesian product (2.3) and c(ei) denotes Clifford multiplication by ei.
But in this case, ∇e1e2 = ∇e2e1 = 0, so using that ∇Ep is a Clifford connection, we compute that
(2.4)
c(e1)∇Epe1 c(e2)∇Epe2 = c(e1)[∇Epe1 , c(e2)]∇Epe2 + c(e1)c(e2)∇Epe1 ∇Ee2
= c(e1)c(∇e1e2)∇Ee2 + c(e1)c(e2)∇Epe1 ∇Ee2
= c(e1)c(e2)∇Epe1 ∇Ee2 .
10 CHRIS KOTTKE AND FRE´DE´RIC ROCHON
Similarly,
(2.5) c(e2)∇Epe2 c(e1)∇Epe1 = c(e2)c(e1)∇Epe2 ∇Ee1 .
Now, the curvature of (Ep,∇Ep) is just the pull-back of the curvature of E|φ−1(p), which implies that
[∇Epe1 ,∇Epe2 ] = 0. Since c(e1)c(e2) = −c(e2)c(e1), we thus deduce from (2.4) and (2.5) that c(e1)∇Epe1 and
c(e2)∇Epe2 anti-commute as claimed. 
To be able to construct a good parametrix, we will make the following assumption.
Assumption 2.3. The nullspaces of the various fiberwise operators of the family Dv form a vector bundle
kerDv → Y.
Using the restriction of the metric gφ to the fibers of φ : M → Y and the Hermitian metric of E, we can
define a family of L2-projections
(2.6) Πh : C∞(Y ;L2(∂M/Y ;E))→ C∞(Y ; kerDv)
onto kerDv. This can be used to define a natural indicial family.
Definition 2.4. The indicial family C ∋ λ 7→ I(Db, λ) ∈ Diff1(Y ; kerDv) associated to Dφ is defined by
I(Db, λ)u := Πh
((
x−λ(x−1Dφ)x
λu˜
) |∂M) , u ∈ C∞(Y ; kerDv),
where u˜ ∈ C∞(M ;E) is such that u˜|∂M = u.
Lemma 2.5. The indicial family I(Db, λ) is well-defined, namely I(Db, λ) does not depend on the choice of
extension u˜.
Proof. Essentially by definition of the Lie algebra of fibered boundary vector fields, notice first that
[Dφ, x] ∈ x2C∞(M ; End(E)).
Moreover, if u˜1 and u˜2 are two choices of extensions of u, then u˜1 − u˜2 = xw for some w ∈ C∞(M ;E), so
that
(2.7)
(x−λ(x−1Dφ)x
λ(u˜1 − u˜2))|∂M = (x−λ−1Dφxλ+1w)|∂M = (x−λ−1(xλ+1Dφ + [Dφ, xλ+1]))w
= (Dφw + x
−λ−1(λ+ 1)xλ[Dφ, x]w)|∂M
= (Dφw)|∂M = Dv(w|∂M ).
Now, we see from (2.2) that the formal self-adjointness of Dφ on L
2
b(M ;E) implies the formal self-adjointness
of Dv. This implies in particular that the image of Dv is orthogonal to its kernel, hence that
Πh((x
−λ(x−1Dφ)x
λ(u˜1 − u˜2))|∂M ) = Πh(Dv(w|∂M )) = 0,
showing that I(Db, λ)u does not depend on the choice of smooth extension u˜ as claimed. 
The indicial family I(Db, λ) is the Mellin transform of the operator
(2.8) cx
∂
∂x
+DY , with c :=
∂
∂λ
I(Db, λ)
∣∣∣∣
λ=0
and DY := I(Db, 0).
If ðφ is a Dirac operator, then we can be more specific. By assumption, gφ is modelled at infinity by the
metric
(2.9) gCφ =
dx2
x4
+
gY
x2
+ gZ
on (0,∞) × ∂M with the map Id×φ : (0,∞) × ∂M → (0, φ) × Y inducing a Riemannian submersion onto
the Riemannian cone
(
(0,∞)× Y, dx2
x4
+ gY
x2
)
. On the other hand, kerDv is naturally a Clifford module for
the tangent bundle TY → Y via the natural map
(2.10)
TY → φTM |∂M
ξ 7→ xξ.
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By [4, Proposition 10.12, Lemma 10.13], the Dirac operator corresponding to the model metric gCφ is
(2.11) ðCφ = Dv + ð˜C
where ð˜C is the horizontal Dirac operator induced by the connection of φ : ∂M → Y and the Clifford
connection
(2.12) ∇E + 1
2
c(ω),
where (¸ω) is defined in [4, Proposition 10.12(2)] and ω is the Λ2T ∗(∂M)-valued 1-form on ∂M of [4, Defini-
tion 10.5] associated to the Riemannian submersion φ : ∂M → Y . Using the projection Πh on Cφ, this yields
a corresponding Dirac operator ðC = Πhð˜CΠh on kerDv with Clifford connection
(2.13) Πh(∇E + c(ω)
2
)Πh.
The term c(ω) is defined in terms of the second fundamental form and the curvature of φ : ∂M → Y .
Those depend only on the fiberwise metric, so really are pull-back of forms on ∂M via the projection
(0,∞) × ∂M → ∂M . However, when measured with respect to the metric gCφ , that is, in terms of the φ-
tangent bundle, the part involving the curvature is O(x2) when xց 0, so does not contribute to the indicial
family I(Db, λ). However, the part coming from the second fundamental form is O(x), so does contribute to
the indicial family.
To describe this more explicitly, suppose first that C = (0,∞)×Y is spin and consider the Dirac operator
ðSC associated to the cone metric
(2.14) gC =
dx2
x4
+
gY
x2
and acting on the sections of the spinor bundle S over C. If ψ is a section of S|{1}×Y , let ψ ∈ C∞(C;S) be
the section obtained by parallel transport of ψ along geodesics emanating from the tip of the cone. This
induces a decomposition
(2.15) C∞(C;S) ∼= C∞((0,∞))⊗̂C∞(Y ;S|{1}×Y ).
By [6, Proposition 2.5], the Dirac operator takes the form
(2.16) cx2
∂
∂x
+ x
(
ðSY −
ch
2
)
in terms of this decomposition, where c is Clifford multiplication by x2 ∂
∂x
and ðSY is the Dirac operator on
(Y, gY ) acting on sections of S|{1}×Y . If we twist the spinor bundle by a Euclidean vector bundle W with
orthogonal connection, there is a corresponding twisted Dirac operator ðS⊗WC . We will suppose that W is
constructed geometrically from (C, gC) and the spin structure, or else that it is the pull-back of a Euclidean
vector bundle with orthogonal connection on Y .
Again, parallel transport along geodesics emanating from the tip of the cone induces a decomposition
(2.17) C∞((0,∞)× Y ;S) = C∞((0,∞))⊗̂C∞(Y ; (S ⊗W)|{1}×Y )
in terms of which (2.16) is replaced by
(2.18) cx2
∂
∂x
+ x
(
ðS⊗WY +N
S⊗W − ch
2
)
,
where now ðS⊗WY is the Dirac operator on (Y, gY ) acting on sections of (S ⊗ W)|{1}×Y and NS⊗W is a
self-adjoint operator of order zero acting on sections of NS⊗W which anti-commutes with c. For instance,
if W is the pull-back of an Euclidean bundle with orthogonal connection on Y , then NS⊗W = 0. Since the
computations considered were local on Y and since a spin structure always exists at least locally on Y , we see
that (2.18) extends to Dirac operators by [4, Proposition 3.40]. Thus, if E is a Clifford module with Clifford
connection on (C, gC) and ðE is the corresponding Dirac operator, then in terms of the decomposition
(2.19) C∞(C; E) ∼= C∞((0,∞))⊗̂C∞(Y ; E|{1}×Y ),
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we have that
(2.20) ðE = cx2
∂
∂x
+ x
(
ðEY +N
E − ch
2
)
with ðEY the Dirac operator of E|{1}×Y on Y and NE is a self-adjoint term of order zero anti-commuting with
c.
We would like to apply (2.20) to the operator ðC = Πhð˜CΠh. However, we must be careful because of
the extra term 12 cl(ω). First, because the form ω is a pull-back of a form on ∂M , parallel transport along
geodesics emanating from the tip of the cone is the same whether we use Πh∇EΠh or (2.13). This yields
again a decomposition
C∞(C; kerDv) ∼= C∞((0,∞))⊗̂C∞(Y ; kerDv|{1}×Y )
in terms of which we have
(2.21) cx2
∂
∂x
+ x
(
ðY − ch
2
)
+ x2VΩ,
where ðY = ðˆY +N with ðˆY the Dirac operator induced by the connection
(2.22) Πh(∇E + ωˆ
2
)Πh
with ωˆ the part of ω involving the second fundamental form of φ : ∂M → Y , , N ∈ C∞(Y ; End(kerDv))
is a self-adjoint operator of order 0 anti-commuting with c and x2VΩ is the part of Πh cl(ω)2 Πh coming from
the curvature of φ : ∂M → Y . Hence, in terms of this description, the operator x (cx ∂
∂x
+DY
)
in (2.8) is
obtained from (2.21) by suppressing the curvature term x2VΩ,
(2.23) x
(
cx
∂
∂x
+DY
)
= x−
h+1
2
(
cx2
∂
∂x
+ x
(
ðY − ch
2
))
x
h+1
2 = cx2
∂
∂x
+ x
(
ðY +
c
2
)
.
By construction, the operator ðY anti-commute with c.
Among Dirac operators, our main motivating example is the Hodge-deRham operator acting on forms
with values in a flat vector bundle. In this case, the bundle kerDv corresponds to the bundle of fiberwise
harmonic forms. By [23, Proposition 15], this is a flat vector bundle with respect to the connection (2.13).
Now, if η is a kerDv-valued k-form on C obtained by parallel transport of its restriction η to {1} × Y along
geodesics emanating from the tip of the cone, then there is a decomposition
η = α+
dx
x2
∧ β, η = α+ dx ∧ β, α = α
xk
, β =
β
xk−1
for some kerDv-valued forms α and β on Y . In terms of this decomposition, we know from [23, Proposition 15]
that the operator ðY = ðˆY +N in (2.23) is such that
(2.24) ðˆY =
(
d 0
0 −d
)
with d the Hodge-deRham operator acting on Ω∗(Y ; kerDv), while
(2.25) N =
(
0 h2 −NY
h
2 −NY 0
)
and c =
(
0 −1
1 0
)
with NY the number operator acting on a form in Ω∗(Y ; kerDv) (of pure degree) by multiplying it by its
degree. The indicial family is therefore given in that case by
(2.26) I(Db, λ) =
(
d −λ+ h−12 −NY
λ+ h+12 −NY −d
)
.
Keeping these examples in mind, let us come back to the indicial family I(Db, λ) and recall the following
standard definition.
Definition 2.6. An indicial root of the indicial family I(Db, λ) is a complex number ζ such that
I(Db, ζ) : H
1(Y ; kerDv)→ L2(Y, kerDv)
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is not invertible. A critical weight of the indicial family I(Db, λ) is a real number δ such that δ + iν is an
indicial root for some ν ∈ R. In other words, δ is a critical weight if it is the real part of some indicial root.
We will denote by Crit(Db) the set of critical weights of the indicial family I(Db, λ).
Remark 2.7. Since x−
1
2Dφx
− 1
2 = x
1
2 (x−1Dφ)x
− 1
2 is formally self-adjoint, notice that the indicial roots are
real and that λ is an indicial root of I(Db, λ) if and only if −1− λ is an indicial root.
For instance, the indicial roots of the Hodge-deRham operator can be described in terms of the eigenvalues
of d = dkerDv + δkerDv as the next lemma shows.
Lemma 2.8. The indicial roots of the indicial family (2.26) are given by
(2.27)
(q − h+ 1
2
),−(q − h− 1
2
), if Hq(Y ; kerDv) 6= {0},⋃{
ℓ±
√
ζ + (q − h− 1
2
)2 | ℓ ∈ {−1, 0}, ζ ∈ Spec(δkerDvdkerDv )q \ {0}
}
⋃{
ℓ±
√
ζ + (q − h+ 1
2
)2, | ℓ ∈ {−1, 0}, ζ ∈ Spec(dkerDvδkerDv )q \ {0}
}
.
In particular, in agreement with Remark 2.7, λ is an indicial root if and only if −1− λ is an indicial root.
Proof. This is a standard computation. We can proceed for instance as in the proof of [1, Proposition 2.3].
In fact, the indicial family of [1, Proposition 2.3], after suitable identifications, corresponds to I(Db,−λ),
since it is the indicial family of the same operator, but considered at the opposite end of the cone. Hence,
(2.27) follows by flipping the sign of the indicial roots in [1, Proposition 2.3]. 
Theorem 2.9. Suppose that the operator Dφ satisfies Assumption 2.3 and that δ ∈ R is not a critical weight
of the indicial family I(Db, λ). Let µ > 0 be such that (δ − µ, δ + µ) ∩ Crit(Db) = ∅. Then there exists
Q ∈ Ψ−1,Qφ (M ;E) and R ∈ Ψ−∞,Rφ (M ;E) such that
(x−δDφx
δ)Q = Id−R,
where Q is an index family such that
inf Re(Q|lf) ≥ µ, inf Re(Q|rf) ≥ h+ 1 + µ, inf Re(Q|φbf) ≥ h, inf Re(Q|ff) ≥ 0,
and R is an index family giving the empty set at all boundary hypersurfaces except at rf, where we have
instead
inf Re(R|rf) ≥ h+ 1 + µ.
Moreover, the term A of order h at φbf of Q is such that A = ΠhAΠh. Here, an inequality of the form
inf Re(E) ≥ a for E an index set and a ∈ R means, in the equality case, that if (a + iν, k) ∈ E with ν ∈ R,
then k = ν = 0.
The construction of the parametrix Q will involve few steps and is closely related to the resolvent con-
struction of Vaillant [39, § 3] for fibered cusp Dirac operators.
Step 0: Symbolic inversion. We can first use ellipticity to do a symbolic inversion.
Proposition 2.10. There exist Q0 ∈ Ψ−1φ (M ;E) and R0 ∈ Ψ−∞φ (M ;E) such that
(x−δDφx
δ)Q0 = Id−R0.
Proof. The operator x−δDφx
δ is elliptic with principal symbol
φσ1(x
−δDφx
δ) = φσ1(Dφ) =
φσ1(ðφ),
so we can find Q′0 ∈ Ψ−1φ (M ;E) with principal symbol
φσ−1(Q
′
0) = (
φσ1(ðφ))
−1,
so that
(x−δDφx
δ)Q′0 = Id−R′0 for some R′0 ∈ Ψ−1φ (M ;E).
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Proceeding inductively, we then define more generallyQ
(k)
0 = Q
′
0R
(k−1)
0 ∈ Ψ−kφ (M ;E) and R(k)0 ∈ Ψ−kφ (M ;E)
such that
(x−δDφx
δ)
 k∑
j=1
Q
(j)
0
 = Id−R(k)0 .
Taking an asymptotic sum over the Q
(k)
0 then gives the desired operator Q0. 
Step 1: Removing the error term at ff. In this step, we improve the parametrix so that the error term
vanishes at the front face ff.
Proposition 2.11. There exist Q1 ∈ Ψ−1,Q1φ (M ;E) and R1 ∈ Ψ−∞,Rφ (M ;E) such that
(x−δDφx
δ)Q1 = Id−R1,
where the index families Q1 and R1 are the empty set at rf and lf and given otherwise by
(2.28) Q1|ff = N0, inf Re(Q1|φbf) ≥ h, R1|ff = N0 + 1, inf Re(R1|φbf) ≥ h+ 1.
Moreover, the leading term A of Q1 at φbf is such that A = ΠhAΠh.
Proof. We need to find Q′1 such that
(2.29) Nff(x
−δDφx
δQ′1) = Nff(R0),
for then it suffices to take Q1 = Q0 + Q
′
1. To solve (2.29), we can decompose Nff(R0) using the fiberwise
projection Πh onto the bundle kerDv,
Nff(R0) = ΠhNff(R0) + (Id−Πh)Nff(R0),
where the right hand side makes sense since Πh can be regarded as an element of Ψ
0
sus(φNY )(∂M/Y ;E).
Now, recall from (2.2) that
(2.30) Nff(x
−δDφx
δ) = Nff(Dφ) = Dv + ðh,
where ðh is a family of Euclidean Dirac operators in the fibers of
φN∂M → ∂M anti-commuting with Dv.
In particular, ðh commutes with Πh. On the range of Id−Πh, the operator Dv + ðh is on each fiber an
invertible suspended operator in the sense of [29], so has an inverse (Dv + ðh)
−1
⊥ ∈ Ψ−1sus(φNY )(∂M/Y ;E).
On the range of Πh, we can apply instead [2, Corollary A.4] to invert ðh as a weighted b-operator. Thus, it
suffices to take Q′1 such that
(2.31) Nff(Q
′
1) = (ðh)
−1Πh(Nff(R0)) + (Dv + ðh)
−1
⊥ (Id−Πh)Nff(R0).
The price to pay is that by [2, Corollary A.4], the image of (ðh)
−1 has an expansion at infinity with index
set Jh+1 such that inf Re(Jh+1) = h. This expansion corresponds to a non-trivial expansion of Q
′
1 at φbf,
so that Q1 = Q0 +Q
′
1 ∈ Ψ−1,Q1φ (M ;E) with Q1 as in the statement of the proposition. Since Q1 is O(xhφbf)
at φbf, the same is true for R1. Moreover, at ff, we must have
Nff(x
−δDφx
δ)Nff(Q1) = Id
which means that
Nff(Q1) = Πhð
−1
h Πh + (Dv + ðh)
−1
⊥ .
Thus, the top order term A at φbf of Q1 comes from the expansion of Πhð
−1
h Πh. Hence, choosing suitably
the definition of Q′1 on φbf, we can assume that A = ΠhAΠh. Since by definition Dv acts trivially on such
an operator, this implies that x−δDxδQ1 vanishes instead at order h + 1 at φbf so that R1 must also be
O(xh+1φbf ) at φbf. 
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Step 2: preliminary step to remove the error term at φbf. Since R1 has a term of order h+1 at φbf,
it cannot be compact as an operator acting on L2b(M ;E). This is because being O(xh+1φbf ) in terms of right
φ-densities corresponds to being O(1) in terms of right b-densities. To get rid of the term of order h+ 1 at
φbf, we can first remove the expansion of this term at ff ∩φbf, in fact just the expansion of this term lying
in the range of Πh.
Proposition 2.12. There exist Q2 ∈ Ψ−1,Q2φ (M ;E) and R2 ∈ Ψ−∞,R2φ (M ;E) such that
(x−δDφx
δ)Q2 = Id−R2,
where Q2 and R2 are index families given by the empty set at lf and rf and such that
inf(ReQ2|ff) ≥ 0, inf Re(Q2|φbf) ≥ h, R2|ff = N0 + 1, inf Re(R2|φbf) ≥ h+ 1.
Moreover, the term A of order h at φbf of Q2 is such that A = ΠhAΠh, while R2 is such that its term B of
order h+ 1 at φbf is such that ΠhB = ΠhBΠh has a trivial expansion at ff ∩φbf .
Proof. Writing Q2 = Q1 + Q˜2, we need to find Q˜2 such that the term B at order h+ 1 of
(x−δDφx
δ)Q˜2 −R1
at φbf is such that ΠhB vanishes to infinite order at ff ∩φbf. Let ro1 denote the part of the restriction at
order h+1 to φbf of R1 whose image is in the range of Πh. By step 1, r
o
1 = I(Db, δ)A1 where A1 is the term
of order h of Q1 at φbf. In particular, r
o
1 = Πhr
o
1Πh. Now, we need to find q
o
2 such that
I(Db, δ)(q
o
2)− ro1
vanishes to infinite order at ff ∩φbf. To construct such a term qo2 , which can be achieved working locally
near ff ∩φbf, the idea is to use [33, Lemma 5.44]. We refer to [2, Proposition 4.14 and Proposition A.7] or
[39, Proposition 3.17] for further details. Extending qo2 smoothly off φbf, thinking of it as a term of order
h there, we obtain Q˜2 as desired. Clearly, q
o
2 = Πhq
o
2Πh, so that the terms of order h of Q2 at φbf and the
term of order h+ 1 of R2 at φbf are as claimed. 
Step 3: Removing the error term at φbf.
Proposition 2.13. There exist Q3 ∈ Ψ−1,Q3φ (M ;E) and R3 ∈ Ψ−∞,R3φ (M ;E) such that
(x−δDφx
δ)Q3 = Id−R3,
where Q3 and R3 are index families such that
(2.32)
inf Re(Q3|lf) ≥ µ, inf Re(Q3|rf) ≥ h+ 1 + µ, inf Re(Q3|ff) ≥ 0, inf Re(Q3|φbf) ≥ h,
inf Re(R3|lf) > µ, inf Re(R3|rf) ≥ h+ 1 + µ, inf Re(R3|ff) > 0, inf Re(R3|φbf) > h+ 1.
Moreover, the term A of order h at φbf of Q3 is such that A = ΠhAΠh.
Proof. Let B be the term of order h+ 1 of R2 at φbf and write
B = bo + b⊥, bo = ΠhB = ΠhBΠh, b
⊥ = (Id−Πh)B.
By Proposition 2.12, bo can be thought of as a smooth kernel on the interior of the b-front face Y 2× (0,∞)s
of the b-double space of Y × [0, 1)x, where s = x/x′ is the usual coordinate. Hence, since δ is not a critical
weight, this suggests to consider
qo3(s) =
1
2π
∫
R
eiξ log sI(Db, δ + iξ)
−1b̂o(ξ)dξ,
where
b̂o(ξ) =
∫ ∞
0
e−iξ log sbo(s)
ds
s
is the Mellin transform of bo(s). Since I(Db, λ) has no critical weight in (δ−µ, δ+µ), notice that in the strip
δ − µ ≤ Reλ ≤ δ + µ, I(Db, λ)−1 has at most simple poles on the lines Reλ = δ ± µ, which means by the
integral contour argument of [33] that eµ| log s|qo3(s) is bounded. In this case, if Q
o
3 is a smooth extension of
qo3 , seen as a term of order h at φbf, we have that
(x−δDφx
δ)Qo3 = b
o
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at order h+1 at φbf. Moreover, the boundedness of eµ| log s|qo3(s) ensures that Q
o
3 has leading terms at least
of order xµlf and x
h+1+µ
rf at lf and rf respectively. Since the term of order µ of q
o
3(s) is killed by x
−δDφx
δ,
we can assume the same is true for Qo3. Hence, considering Q˜3 = Q2 +Q
o
3, we see that
(x−δDφx
δ)Q˜3 = Id−R˜3
with R˜3 similar to R2, but with term B˜ of order h+ 1 at φbf such that
ΠhB˜ = 0
and with leading terms at lf and rf at least of order xµ+νlf and x
h+1+µ
rf for some ν > 0. To get rid of this
term, it suffices then to consider
q⊥3 := D
−1
v B˜
and a smooth extension Q⊥3 having q
⊥
3 as a term of order h + 1 at φbf. By construction, x
−δDφx
δQ⊥3 has
term of order h+1 at φbf precisely given by B˜. Hence it suffices to take Q3 = Q˜3+Q
⊥
3 . Since q
o
3 = Πhq
o
3Πh,
notice that term of order h at φbf of Q3 is as claimed. By our choice of Q3, notice that R3 has no term of
order µ and lf as claimed. 
Step 4: Removing the expansion at lf.
Proposition 2.14. There exist Q4 ∈ Ψ−1,Q4φ (M ;E) and R4 ∈ Ψ−∞,R4φ (M ;E) such that
(x−δDφx
δ)Q4 = Id−R4,
where Q4 and R4 are index families such that
(2.33)
inf Re(Q4|lf) ≥ µ, inf Re(Q4|rf) ≥ h+ 1 + µ, inf Re(Q4|ff) ≥ 0, inf Re(Q4|φbf) ≥ h,
R4|lf = ∅, inf Re(R4|rf) ≥ h+ 1 + µ, inf Re(R4|ff) > 0, inf Re(R4|φbf) > h+ 1.
Moreover, the term A of order h of Q4 at φbf is such that A = ΠhAΠh.
Proof. Proceeding as in the proof of [33, Lemma 5.44], we can find Q˜4 defined near lf such that (x
−δDφx
δ)Q˜4
has the same expansion as R3 at lf. Hence, setting Q4 = Q3 + Q˜4 gives the desired operator. 
Step 5: Proof of Theorem 2.9.
Proof of Theorem 2.9. To prove the theorem, we can remove the expansions of the error term at φbf and ff
by using a Neumann series argument. First, choose S5 to be an asymptotic sum
S5 ∼
∞∑
i=1
Ri4
at φbf and ff. This is possible since from the composition rules of fibered boundary operators (see for instance
[39, Theorem 2.11]), the index family of (R4)
i iterates away at φbf and ff while it is stabilizing at rf. Taking
Q = Q4(Id+S5) then gives the desired operator.

The parametrix of Theorem 2.9 has various implications.
Corollary 2.15. If σ ∈ xαH−∞b (M ;E) with α ∈ R is such that f := Dφσ ∈ AFphg(M ;E), then σ ∈
AEphg(M ;E) with index set E such that inf Re E > α.
Proof. Take δ ≥ −α large enough so that xδf ∈ L2b(M ;E) and δ is not a critical weight of I(Db, λ). By
Theorem 2.9, there exist Q ∈ Ψ−1,Qφ (M ;E) and R ∈ Ψ−∞,Rφ (M ;E) such that
(x−δDφx
δ)Q = Id−R.
Taking the adjoint and using that Dφ is formally self-adjoint, we find that
(2.34) Q∗(xδDφx
−δ) = Id−R∗.
Applying both side of this equation to xδσ ∈ H−∞b (M ;E) yields
(2.35) xδσ = Q∗xδf +R∗xδσ.
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Now, R∗xδσ is well-defined since R∗ vanishes rapidly at rf,ff and φbf and R∗xδσ ∈ AR|rf−(h+1)phg (M ;E). On
the other hand, since by our assumption on δ, inf Re(Q|lf + F + δ) > 0, we can apply Proposition 1.4 to
conclude that Q∗xδf ∈ AGphg(M ;E) with
G = (Q|rf − h− 1)∪(Q|ff + F + δ)∪(Q|φbf + F + δ − h− 1).
Hence, we see from (2.35) that σ is polyhomogeneous, from which the result follows. 
The particular case where f = 0 yields the following.
Corollary 2.16. For each α ∈ R, the kernel of Dφ in xαL2b(M ;E) is finite dimensional and its elements
are polyhomogeneous. Moreover, if for some µ > 0, (−α− µ,−α+ µ) ∩Crit(Db) = ∅, then elements of that
kernel have their leading term at least of order xα+µ in their polyhomogeneous expansion at ∂M .
Proof. Polyhomogeneity is a consequence Corollary 2.15 with f = 0. With δ ≥ −α as in the proof of
Corollary 2.15, the finite dimension of the kernel follows from the fact that xδ kerxαL2
b
Dφ ⊂ kerL2
b
(xδDφx
−δ)
and that by (2.35), R∗, which is a compact operator when acting on L2b(M ;E), restricts to be the identity
on this subspace.
Now, if (−α− µ,−α+ µ) ∩Crit(Db) = ∅, we can take δ = −α, so that
xδσ = R∗xδσ ∈ AR|rf−h−1phg
with inf ReR|rf ≥ h+1+µ, so that σ has leading term of order at least x−δ+µ = xα+µ in its polyhomogeneous
expansion at ∂M . 
The parametrix of Theorem 2.9 can also be used to obtain a Fredholm criterion. LetMδ−1 be the minimal
extension of the fibered cusp operator x1−δ(x−1Dφ)x
δ−1 acting on L2b(M ;E). Since the fibered cusp metric
gfc := x
2gφ is complete, recall that a standard argument shows that there is in fact only one closed extension
since the maximal extension is equal to the minimal extension. Let Π˜h be a smooth extension of Πh, first to
a collar neighborhood of ∂M and then to all of M using a cut-off function. Then one can readily check that
(2.36) Mδ−1 = Π˜hH
1
b (M ;E) + x(Id−Π˜h)x−
h+1
2 H1φ(M ;E).
Corollary 2.17. If δ − 1 is not a critical weight of I(Db, λ), then
Dφ : x
δ−1Mδ−1 → xδL2b(M ;E)
is a Fredholm operator, that is, the operator
ðφ : x
δ−1x
h+1
2 Mδ−1 → xδL2φ(M ;E)
is Fredholm.
Proof. We need to construct a parametrix for x−1Dφ acting formally on x
δ−1L2b(M ;E), that is, we need a
parametrix for x1−δ(x−1Dφ)x
δ−1 acting formally on L2b(M ;E). First, since δ− 1 is not a critical weight, we
know by Theorem 2.9 that there exist Qδ−1 ∈ Ψ−1,Qδ−1φ (M ;E) and Rδ−1 ∈ Ψ−∞,Rδ−1φ (M ;E) such that
(x1−δ(Dφ)x
δ−1)Qδ−1 = Id−Rδ−1.
Conjugating by x then gives
(2.37) (x1−δ(x−1Dφ)x
δ−1)(Qδ−1x) = Id−x−1Rδ−1x.
Similarly, by Remark 2.7, −δ is not a critical weight, so we see from Theorem 2.9 that there exist Q−δ ∈
Ψ
−1,Q−δ
φ (M ;E) and R−δ ∈ Ψ−∞,R−δφ (M ;E) such that
(xδDφx
−δ)Q−δ = Id−R−δ.
Taking the adjoint and using that Dφ is formally self-adjoint, we thus see, after conjugating by x, that
(2.38) (xQ∗−δ)x
1−δ(x−1Dφ)x
δ−1 = Id−xR∗−δx−1.
Since the terms Aδ−1 and A
∗
−δ of order h of Qδ−1 and Q
∗
−δ are such that Aδ−1 = ΠhAδ−1Πh and A
∗
−δ =
ΠhA
∗
−δΠh, we see that Qδ−1 and Q
∗
−δ induce bounded operators
Qδ−1x : L
2
b(M ;E)→Mδ−1, xQ∗−δ : L2b(M ;E)→Mδ−1.
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Hence, since both x−1Rδ−1x and xR
∗
−δx
−1 act as compact operators on L2b(M ;E) and Mδ−1, we deduce
from (2.37) and (2.38) that
x1−δ(x−1Dφ)x
δ−1 :Mδ−1 → L2b(M ;E)
is Fredholm, from which the result follows. 
Corollary 2.18. If δ is not a critical weight, then
Dφ : x
δΠ˜hH
1
b (M ;E) + x
δ(Id−Π˜h)x− h+12 H1φ(M ;E) −→ xδ+1Π˜hL2b(M ;E) + xδ(Id−Π˜h)L2b(M ;E)
is a Fredholm operator.
Proof. We need to show that
(2.39) x−δDφx
δ : Π˜hH
1
b (M ;E) + (Id−Π˜h)x−
h+1
2 H1φ(M ;E) −→ xΠ˜hL2b(M ;E) + (Id−Π˜h)L2b(M ;E)
is a Fredholm operator. By Remark 2.7, we know that both δ and −1 − δ are not critical weights. Hence,
applying Theorem 2.9 gives operators Qδ, Rδ, Q−1−δ and R−1−δ such that
(x−δDφx
δ)Qδ = Id−Rδ,(2.40)
(xQ∗−1−δx
−1)(x−δDφx
δ) = Id−xR∗−1−δx−1.(2.41)
Since Rδ is a compact operator when acting on
xΠ˜hL
2
b(M ;E) + (Id−Π˜h)L2b(M ;E) ⊂ L2b(M ;E),
we see from (2.40) that Qδ is a right inverse modulo compact operators. On the other hand, since xR
∗
−1−δx
−1
is a compact operator when acting on
Π˜hH
1
b (M ;E) + (Id−Π˜h)x−
h+1
2 H1φ(M ;E) ⊂ L2b(M ;E),
we see from (2.41) that xQ∗−1−δx
−1 is a left inverse modulo compact operators. Hence, we see that (2.39) is
invertible modulo compact operators and must therefore be Fredholm.

Remark 2.19. When ðφ is the Hodge-deRham operator of gφ, Corollaries 2.15, 2.16, 2.17 and 2.18 corre-
spond to [23, Proposition 16].
Finally, we can use Theorem 2.9 to give a pseudodifferential description of the inverse of Dφ when it
is inverted as a Fredholm operator. More precisely, for δ − 1 not critical weights, consider the Fredholm
operator
(2.42) x1−δ(x−1Dφ)x
δ−1 :Mδ−1 → L2b(M ;E)
of Corollary 2.17. Let µ > 0 be such that the interval (δ− 1− µ, δ− 1+µ) contains no critical weight of the
indicial family I(Db, λ). By Remark 2.7, the interval (1 − δ − µ, 1 − δ + µ) is a also free of critical weights
of the indicial family I(Db, λ). Let P1 be the orthogonal projection in L
2
b(M ;E) onto the kernel of (2.42).
By Corollary 2.16, P1 ∈ Ψ−∞,E(M ;E) is a very residual operator in the sense of [28], where E = (Elf , Erf)
is an index family with inf Re Elf ≥ µ and inf Re Erf ≥ µ. Similarly, let P2 be the orthogonal projection
onto the orthogonal complement of the range of (2.42) in L2b(M ;E). From the formal self-adjointness of
Dφ, on can check that the orthogonal complement of the range of (2.42) is given by kerL2
b
(xδDφx
−δ). By
Corollary 2.16, this space is finite dimensional and its elements are polyhomogeneous. Hence, we also have
that P2 ∈ Ψ−∞,F(M ;E) is very residual with F = (Flf ,Frf) an index family such that inf ReFlf ≥ µ and
inf ReFrf ≥ µ.
Now, by Corollary 2.17, there is a bounded operator Gδ−1 : L
2
b(M ;E)→Mδ−1 such that
Gδ−1(x
1−δ(x−1Dφ)x
δ−1) = Id−P1,(2.43)
(x1−δ(x−1Dφ)x
δ−1)Gδ−1 = Id−P2.(2.44)
Corollary 2.20. Suppose δ− 1 is not critical weights of the indicial family I(Db, λ). Let µ > 0 be such that
(δ− 1−µ, δ− 1+µ)∩Crit(Db) = ∅. Then the inverse Gδ−1 is an element of Ψ−1,Gφ (M ;E) with index family
G such that
inf Re(G|lf) ≥ µ, inf Re(G|rf) ≥ h+ 1 + µ, inf Re(G|φbf) ≥ h+ 1, inf Re(G|ff) ≥ 1.
Moreover, the term A of order h+ 1 at φbf of Gδ−1 is such that A = ΠhAΠh.
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Proof. We follow the approach of [28, Theorem 4.20]. Using (2.37), we have that
(2.45)
Gδ−1 = Gδ−1 Id = Gδ−1
[
(x1−δ(x−1Dφ)x
δ−1)(Qδ−1x) + x
−1Rδ−1x
]
= (Id−P1)Qδ−1x+Gδ−1(x−1Rδ−1x).
Using instead (2.38), we have that
(2.46)
Gδ−1 = IdGδ−1 =
[
(Q∗1−δx)(x
1−δ(x−1Dφ)x
δ−1) +R∗1−δ
]
Gδ−1
= (Q∗1−δx)(Id−P2) +R∗1−δGδ−1.
Thus, inserting (2.46) into (2.45), we find that
(2.47) Gδ−1 = Qδ−1x− P1(Qδ−1x) +Q∗1−δRδ−1x− (Q∗1−δx)P2(x−1Rδ−1x) +R∗1−δGδ−1(x−1Rδ−1x).
Since R∗1−δ and x
−1Rδ−1x are very residual and Gδ−1 is a bounded operator on L
2
b(M ;E), we see by the
semi-ideal property of very residual operators that the last term in (2.47) is very residual. Hence, the result
follows from (2.47) and the result about composition of fibered boundary operators.

3. The low energy fibered boundary operators
On the manifold M × [0,∞)k, we consider the lift of fibered boundary vector fields
(3.1) Vk,φ(M × [0,∞)k) = {ξ ∈ V(M × [0,∞)k) | (pr2)∗ξ = 0, ξ|M×{k} ∈ Vφ(M) ∀k ∈ [0,∞)},
where pr2 : M × [0,∞)k → [0,∞)k is the projection on the second factor. We can also consider this lift on
the transition single space of [26]
(3.2) Mt = [M × [0,∞)k; ∂M × {0}],
where we denote by sc, zf and tf the boundary hypersurfaces of the lifts of ∂M × [0,∞)k, M × {0} and
∂M × {0}.
zf
sc
tf
Figure 3. The transition single space Mt
Definition 3.1. The Lie algebra of k, φ-vector fields is the Lie algebra of vector fields on Mt generated
over C∞(Mt) by the lift of vector fields in Vk,φ(M×[0,∞)k) toMt. The space of differential k, φ-operators
is the universal enveloping algebra over C∞(Mt) of Vk,φ(Mt). In other words, the space Diffmk,φ(Mt) of
differential k, φ-operators of order m is generated by multiplication by elements of C∞(Mk,φ) and up to m
vector fields in Vk,φ(Mt).
If E and F are vector bundles on Mt, one can consider more generally the space
(3.3) Diffmk,φ(Mt;E,F ) := Diff
m
k,φ(Mt)⊗C∞(Mt) C∞(Mt;E∗ ⊗ F ).
Using the Serre-Swan theorem, there is in fact a vector bundle k,φTMt → Mt, the k, φ-tangent bundle,
inducing the natural identification
(3.4) Vk,φ(Mt) = C∞(Mt; k,φTMt).
This identification is induced by an anchor map a : k,φTMt → TMt giving k,φTMt a Lie algebroid structure.
By construction, on zf, k,φTMt is just the φ-tangent bundle of Mazzeo-Melrose [29],
(3.5) k,φTMt|zf ∼= φTM.
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On the other hand, on sc and tf, let k,φNsc and
k,φNtf be the kernels of the anchor map, so that there are
the short exact sequences of vector bundles
(3.6)
0 // k,φNsc //
k,φTMt|sc a // k,φVsc // 0,
0 // k,φNtf //
k,φTMt|tf a // k,φVtf // 0,
where k,φVsc and
k,φVtf are the vertical tangent bundles associated to the fiber bundles
(3.7) φsc := φ× Id[0,∞)k : sc→ Y × [0,∞)k, φtf := φ× Id[0,π2 ]θ : tf → Y × [0,
π
2
]θ,
induced by the φ and the natural identifications sc ∼= ∂M × [0,∞)k and tf ∼= ∂M × [0, π2 ]θ, the function
θ = arctan x
k
being the natural angular coordinate on tf.
The vector bundles k,φNsc and
k,φNtf are in fact pull-backs of vector bundles with respect to φsc and φtf .
To see this, notice that the fiber bundles φsc and φtf induce as well the short exact sequences
(3.8)
0 // k,φVsc //
k,φTMt|sc (φsc)∗// φ∗sc(k,φNscY ) // 0,
0 // k,φVtf //
k,φTMt|tf (φtf )∗// φ∗tf(k,φNtfY ) // 0,
with k,φNscY = pr
∗
1NY and
k,φNtfY = p˜r
∗
1NY , where NY =
scT (Y × [0, 1))|Y×{0} ∼= TY × R is the
restriction of the scattering tangent bundle on Y × [0, 1) to the boundary Y × {0} and pr1, p˜r1 denote the
projections onto Y in the Cartesian product Y × [0,∞)k and Y × [0, π2 ]θ respectively. In particular, the
inclusions k,φVsc → k,φTMt|sc and k,φVtf → k,φTMt|tf induce splitting for the short exact sequences in (3.7),
(3.9) k,φTMt|sc = k,φNsc ⊕ k,φVsc, k,φTMt|tf = k,φNtf ⊕ k,φVtf .
Hence, we see from (3.8) and (3.9) that
(3.10)
k,φNsc =
k,φTMt|sc = φ∗sc(k,φNscY ),
k,φNtf =
k,φTMt|tf = φ∗tf(k,φNtfY ),
If φ : ∂M → Y is the identity map with Y = ∂M , Vφ(M) corresponds to the Lie algebra of scattering
vector fields Vsc(M). In this case, we denote Vk,φ(Mt) by Vk,sc(Mt). One can check that the vector fields of
this Lie algebra, as elements of V(Mt), vanish to order one at the boundary hypersurface tf corresponding
to the blow-up of ∂M × {0}.
Definition 3.2. ([26]) The Lie algebra of transition vector fields on Mt is given by
Vt(Mt) := 1
xtf
Vk,sc(Mt),
where xtf is a choice of boundary defining function for tf. The space of differential transition operators
is the universal enveloping algebra over C∞(Mt) of the Lie algebra of transition vector fields. Thus, the
space Diffmt (Mt) of differential transition operators of order m is generated by multiplication by elements of
C∞(Mt) and up to m transition vector fields. For E and F vector bundles on Mt, we define more generally
the space of differential transition operators of order m acting from sections of E to sections of F by
Diffmt (Mt;E,F ) := Diff
m
t (Mt)⊗C∞(Mt) C∞(Mt;E∗ ⊗ F ).
To define the associated space of pseudodifferential operators, we need first to introduce a double space.
Definition 3.3. The k, φ-double space associated to (M,φ) and a choice of boundary defining function
x ∈ C∞(M) is the manifold with corners
M2k,φ = [M
2
φ × [0,∞)k;φbf ×{0},ff×{0}, lf×{0}, rf×{0}]
with blow-down map
βk,φ :M
2
k,φ →M2 × [0,∞)k.
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M2φ × {0}
lf ×[0,∞) rf ×[0,∞)
ff ×[0,∞)φbf×
[0,∞)
φbf×
[0,∞)
Figure 4. The space M2φ × [0,∞)k
zf
lf0 rf0
lf rfffφbf φbf
φbf0 φbf0
ff0
Figure 5. The k, φ-double space M2k,φ
On M2k,φ, the lifts of M
2 × {0}, lf ×[0,∞)k, rf ×[0,∞)k, ff ×[0,∞)k and φbf ×[0,∞)k will be denoted
by zf, lf, rf,ff and φbf, while the new boundary hypersurfaces created by the blow-ups of φbf ×{0}, ff ×{0},
lf ×{0} and rf ×{0} will be denoted by φbf0, ff0, lf0 and rf0.
When φ is the identity map, the space M2k,φ =M
2
k,Id is intimately related to the b− sc transition double
space M2t of [26] (denoted M
2
k,sc in [19]),
(3.11) M2t := [M
2
b × [0,∞)k; bf ×{0},∆b ∩ bf ×[0,∞)k, lf ×{0}, rf×{0}]
with blow-down map
βt :M
2
t →M2 × [0,∞)k,
where ∆b ⊂M2b is the lifted diagonal, bf ⊂M2b is the b-front face and lf and rf are the lifts of ∂M ×M and
M × ∂M to M2b . If bf0 ⊂M2t denotes the face created by the blow-up of bf ×{0}, then the relation between
M2k,Id and M
2
t is given by
(3.12) M2k,Id = [M
2
t ; bf0 ∩∆k,sc],
where ∆k,sc is the lift of the diagonal ∆M × [0,∞)k ⊂M2× [0,∞)k toM2t . Indeed, using the commutativity
of blow-ups of Lemma A.1 below, one can check that in this setting, M2k,Id can alternatively be defined by
(3.13) M2k,Id = [M
2
b × [0,∞)k; bf ×{0},∆b ∩ bf ×[0,∞)k,∆b ∩ bf ×{0}, lf×{0}, rf×{0}].
More precisely, Lemma A.1 is used to see that the blow-ups of bf ×{0} and ∆b ∩ bf ×[0,∞)k commute
provided we subsequently blow-up the lift of their intersection ∆b ∩ bf ×{0}. As we will see, these two
different, but nevertheless equivalent ways of constructing M2t will be quite important for the construction
of parametrices.
This can also be used to give the following alternative definition of M2k,φ. To see this, consider the
b, k-double space
(3.14) M2k,b = [M
2
b × [0,∞)k; bf ×{0}, lf×{0}, rf×{0}].
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Lemma 3.4. The k, φ-double space can alternatively be defined by
(3.15) M2k,φ = [M
2
k,b; Φ+,Φ0],
where Φ+ is the lift of Φ× [0,∞)k ⊂M2b × [0,∞)k to M2k,b and Φ0 is the lift of Φ× {0} to M2k,b.
Proof. By Lemma A.1, we can commute the blow-ups of φbf ×{0} and Φ× [0,∞)k in Definition 3.3, yielding
M2k,φ = [M
2
b × [0,∞)k; bf ×{0},Φ× [0,∞)k,Φ× {0}, lf×{0}, rf×{0}].
Since lf ×{0} and rf ×{0} do not intersect the lifts of Φ× [0,∞)k and Φ× {0} when bf ×{0} is first blown
up, their blow-ups commute with those of Φ× {0} and Φ× [0,∞), so that
(3.16)
M2k,φ = [M
2
b × [0,∞)k; bf ×{0}, lf×{0}, rf×{0},Φ× [0,∞)k,Φ× {0}]
= [M2k,b; Φ+,Φ0]
as claimed. 
zf
lf0 rf0
lf rf
ffφbf φbf
φbf0 φbf0ff0
Figure 6. Alternative picture of the k, φ-double space M2k,φ from the point of view of Lemma 3.4
Lemma 3.5. The projections prL× Id[0,∞)k : M2 × [0,∞)k → M × [0,∞)k and prR× Id[0,∞)k : M2 ×
[0,∞)k →M × [0,∞)k lift to b-fibrations πk,φ,L :M2k,φ →Mt and πk,φ,R : M2k,φ →Mt, where we recall that
prL : M
2 →M and prR :M2 →M denote the projections on the left and on the right factors.
Proof. By symmetry, it suffices to prove the result for prL× Id[0,∞)k . First, by [29], this projection lifts to
a b-fibration
πφ,L × Id[0,∞) :M2φ × [0,∞)k →M × [0,∞)k.
Applying [22, Lemma 2.5], this lifts to a b-fibration
[M2φ × [0,∞)k;φbf ×{0},ff×{0}, lf×{0}].
Finally, by [22, Lemma 2.7], this further lifts to a b-fibration
πk,φ,L :M
2
φ →Mt
as desired. 
Similarly, we know from [26] that prL×[0,∞)k and prR×[0,∞)k lift to b-fibrations
πt,L :M
2
t →Mt, πt,R :M2t →Mt.
Let ∆k,φ be the lift of ∆M × [0,∞)k ⊂M2 × [0,∞) to M2k,φ, where ∆M is the diagonal in M ×M .
Lemma 3.6. The lifts of Vk,φ(M) via the maps πk,φ,L and πk,φ,R are transversal to ∆k,φ.
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Proof. By symmetry, it suffices to consider the lift by πk,φ,L. Moreover, since it is a local statement near the
lifted diagonal, it suffices to consider the blow-up of ff ×{0}. Now, by [29, Lemma 5], we know that the lift
of Vk,φ(M × [0,∞)) to M2φ × [0,∞)k is transversal to the lifted diagonal. In fact, if y = (y1, . . . , yh) denotes
coordinates on the base of the fiber bundle φ : ∂M → Y and z = (z1, . . . , zv) coordinates on the fibers, then
(3.17) S =
x
x′
− 1
x′
, Y =
y − y′
x′
, x′, y′, z, z′, k
are coordinates near the intersection of the lifted diagonal with ff ×[0,∞)k in M2φ × [0,∞)k. In these
coordinates, the lifted diagonal corresponds to S = Y = 0, z = z′, while the lift from the left of Vk,φ(M ×
[0,∞)k) is spanned by
(3.18) (1 + x′S)2
∂
∂S
, (1 + x′S)
∂
∂Y i
,
∂
∂zj
.
Now, blowing-up ff ×{0} corresponds to replace the coordinates (3.17) by
(3.19) S, Y, y′, z, z′, r′ =
√
(x′)2 + k2, θ = arctan(
x′
k
).
In these new coordinates, the lift from the left of Vk,φ(Mt) is still spanned by (3.18), that is, by
(1 + r′(sin θ)S)2
∂
∂S
, (1 + r′(sin θ)S)
∂
∂Y i
,
∂
∂zj
.
Since the lifted diagonal still corresponds to S = Y = 0, z = z′, transversality follows. 
Similarly, let ∆t the lifted diagonal in M
2
t .
Lemma 3.7. The lift of Vt(Mt) via the maps πt,L and πt,R are transversal to the lifted diagonal ∆t.
Proof. By symmetry, we only need to prove the result for πt,L. Moreover, since the statement is local near
the lifted diagonal, the relevant blow-ups in (3.13) are those of bf ×{0} and ∆b ∩ bf ×[0,∞)k. Now, on
M2b × [0,∞)k, one can consider the coordinates s = xx′ , x′, y, y′, k near bf ×[0,∞)k, where y = (y1, . . . , yn−1)
represents coordinates on ∂M . In these coordinates, the lift from the left of Vk,sc(M × [0,∞)k) is spanned
by x′s2 ∂
∂s
, x′s ∂
∂yi
and there is a lack of transversality at x′ = 0, that is, at bf ×[0,∞)k. Blowing up bf ×{0}
corresponds to introducing the coordinates
s, y, y′, r′ =
√
(x′)2 + k2, θ = arctan(
x′
k
).
In these new coordinates, the lift of Vk,sc(Mt) is spanned by
r′(sin θ)s2
∂
∂s
, r′(sin θ)
∂
∂yi
.
Since r =
√
x2 + k2 is boundary defining function for tf, this means that the lift of Vt(Mt) is spanned by
(sin θ)s2√
s2 sin2 θ + cos2 θ
∂
∂s
,
sin θ√
s sin2 θ + cos2 θ
∂
∂yi
.
There is still a lack of transversality at sin θ = 0, that is, at the lift of bf ×[0,∞)k. However, blowing up the
lift of ∆b ∩ bf ×[0,∞)k corresponds to introducing the coordinates
S =
s− 1
sin θ
, Y =
y − y′
sin θ
, r′, θ,
in terms of which the lift from the left of Vt(Mt) is locally spanned by
s2√
s2 sin2 θ + cos2 θ
∂
∂s
,
1√
s sin2 θ + cos2 θ
∂
∂yi
.
This is clearly transverse to the lifted diagonal given by Y = 0, S = 0 in those coordinates. 
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These transversality results allow us to give a simple description of the Schwartz kernels of differentials
k, φ-operators and transition differential operators. Starting with the former, consider the coordinates (3.19).
In these coordinates, the Schwartz kernel of the identity operator takes the form
κId = δ(−S)δ(−Y )δ(z′ − z)β∗k,φ(prR× Id[0,∞)k)∗ pr∗1 νφ,
where pr1 : M × [0,∞)k → M is the projection on the first factor and νφ is some non-vanishing φ-density.
Hence,
κId ∈ D0(∆k,φ) · νRk,φ
with
(3.20) νRk,φ = β
∗
k,φ(prR× Id[0,∞)k)∗ pr∗1 νφ
a lift from the right of a non-vanishing k, φ-density and D0(∆k,φ) is the space of smooth delta distributions on
∆k,φ. More generally, by the transversality of Lemma 3.6, the Schwartz kernel of an operator P ∈ Diffmk,φ(Mt)
is of the form
κP = π
∗
k,φ,LP · κId ∈ Dm(∆k,φ) · νRk,φ,
where Dm(∆k,φ) = Diffm(M2k,φ) ·D0(∆k,φ) is the space of smooth delta distributions of order m on ∆k,φ. In
fact, the transversality of Lemma 3.6 ensures that there is a bijection between Diffmk,φ(Mt) andDm(∆k,φ)·νRk,φ.
This suggests the following definition.
Definition 3.8. Let E and F be vector bundles on transition single space Mt. The small calculus of
pseudodifferential k, φ-operators acting from sections of E to section of F is the union over all m ∈ R of the
spaces
(3.21) Ψmk,φ(M ;E,F ) := {κ ∈ Im−
1
4 (M2k,φ,∆k,φ; Homk,φ(E,F )⊗ k,φΩR | κ ≡ 0 at ∂M2k,φ \ ffk,φ},
where ffk,φ is the union of the boundary hypersurfaces ofM
2
k,φ intersecting the lifted diagonal ∆k,φ, Homk,φ(E,F ) =
π∗k,φ,LF ⊗ π∗k,φ,RE∗ and k,φΩR := β∗k,φ(prR× Id[0,∞)k)∗ pr∗1 φΩ.
More generally, for E an index family of the boundary hypersurfaces of M2k,φ, we can consider the spaces
Ψ−∞,Ek,φ (M ;E,F ) := AEphg(M2k,φ; Homk,φ(E,F )⊗ k,φΩR),(3.22)
Ψm,Ek,φ (M ;E,F ) := Ψ
m
k,φ(M ;E,F ) + Ψ
−∞,E
k,φ (M ;E,F ), m ∈ R.(3.23)
Recall from [19, 26] that for φ = Id on ∂M , the calculus of b-sc transition pseudodifferential operators
admits a similar definition. Let πt,L = (prL× Id[0,∞)k) ◦ βt and πt,R = (prR× Id[0,∞)k) ◦ βt be the analog
of πk,φ,L and πk,φ,R and let xsc be a boundary defining function for the boundary hypersurface sc in M
2
t .
Then the small calculus of b-sc transition pseudodifferential operators acting from sections of E to sections
of F is defined as the union over m ∈ R of
(3.24) Ψmt (M ;E,F ) = {κ ∈ Im−
1
4 (M2t ,∆t; Homt(E,F )⊗ tΩR | κ ≡ 0 at ∂M2t \ fft},
where fft is the union of boundary hypersurfaces ofM
2
t intersecting the lifted diagonal, Homt(E,F ) = π
∗
t,LF⊗
π∗t,RE
∗ and tΩR = x
−n
sc β
∗
t (prR× Id[0,∞)k)∗ pr∗1 bΩ. If E is an index family for the boundary hypersurfaces of
M2t , we can consider more generally the spaces
(3.25)
Ψ−∞,Et (M ;E,F ) := AEphg(M2t ; Homt(E,F )⊗ tΩR),
Ψm,Et (M ;E,F ) := Ψ
m
t (M ;E,F ) + Ψ
−∞,E
t (M ;E,F ), m ∈ R.
4. The triple space of low energy fibered boundary operators
To construct the k, φ-triple space, we start with the Cartesian product M3 × [0,∞)k and consider the
projections πL, πC , πR :M
3 × [0,∞)k →M2 × [0,∞)k given by
πL(m,m
′,m′′, k) = (m,m′, k), πC(m,m
′,m′′, k) = (m,m′′, k), πR(m,m
′,m′′, k) = (m′,m′′, k).
As in [19], let us use the 4-digit binary codes for the faces ofM3×[0,∞)k, whereH0000 represent (∂M)3×{0},
H1010 stands for M × ∂M ×M × {0}, H0011 stands for (∂M)2 ×M × [0,∞)k, and so on. In this notation,
recall from [19, 26] that
(4.1) Mk,b = [M
3 × [0,∞)k;H0000, H1000, H0100, H0010, H0001, H1100, H1010, H1001, H0110, H0101, H001]
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is obtained by blowing up all the corners of M3 × [0,∞)k in order of decreasing codimension.
Lemma 4.1. For o ∈ {L,C,R}, πo lift to a b-fibration
π3b,o :M
3
k,b →M2k,b.
Proof. By symmetry, it suffices to consider the case o = L. By [22, Lemma 2.5], the projection πL first lifts
to a b-fibration
[M3 × [0,∞)k;H0000, H0010]→ [M2 × [0,∞)k; ∂M × ∂M × {0}].
Applying [22, Lemma 2.5] three more times, this lifts to a b-fibration
(4.2) [M3 × [0,∞)k;H0000, H0010, H0100, H0110, H1000, H1010, H0001, H0011]→M2k,b.
Now, after the blow-up of H0000, the lift of the corner H0110 is disjoint from those of H1000 and H0001, while
the lift of H1010 is disjoint from the one of H0001. Hence, their blow-ups commute in (4.2), which can be
rewritten
(4.3) [M3 × [0,∞)k;H0000, H0010, H0100, H1000, H0001, H0110, H1010, H0011]→M2k,b.
Hence, by [22, Lemma 2.7], the b-fibration (4.3) lifts to a b-fibration
[M3 × [0,∞)k;H0000, H0010, H0100, H1000, H0001, H0110, H1010, H0011, H1100, H1001, H0101]→M2k,b.
The result then follows by the commutativity of the blow-ups of non-intersecting p-submanifolds.

Let Hbijℓm be the boundary hypersurface of M
3
k,b corresponding to the blow-up of Hijℓm. To construct
the triple associated to M2k,φ, this suggests to look at the lifts of the p-submanifolds Φ+ and Φ0 of M
2
k,b
with respect to πb,o for o ∈ {L,C,R}. For Φ+, this gives the p-submanifolds G+o contained in Hb0001 for each
o ∈ {L,C,R}, as well a the p-submanifolds J+L contained in Hb0011, J+C contained in Hb0101 and J+R contained
in Hb1001. The p-submanifold G
+
L , G
+
C and G
+
R have a non-zero intersection. To describe it, notice that there
is a natural diffeomorphism
Hb0001
∼= ∂M3 × Lb
where Lb is the face corresponding to H
b
0001 inside [0, 1)
3
k,b. We have further that Lb
∼= Gb × [0,∞)k, where
Gb is the front face of the b-triple space [0, 1)
3
b .
Lemma 4.2. The intersection of any pair of G+L , G
+
C and G
+
R is the p-submanifold
K+ = G+L ∩G+C ∩G+R.
Proof. Let x, x′ and x′′ denote the boundary defining functions for each factor of M3. let pb ∈ Gb be
the unique point of Gb contained in the lifted diagonal on [0, 1)
3
b. Then under the identification H
b
0001
∼=
∂M3 ×Gb × [0,∞)k, we have that
G+L
∼= {(m,m′,m′′, q, k) ∈ ∂M3 ×Gb × [0,∞)k | φ(m) = φ(m′), x(q) = x′(q)}
and there are similar descriptions for G+C and G
+
R. From those descriptions, we see that the intersection of
any pair in G+L , G
+
C and G
+
R is given by
K+ = {(m,m′,m′′, q, k) ∈ ∂M3 ×Gb × [0,∞)k | φ(m) = φ(m′) = φ(m′′), q = pb},
which is clearly a p-submanifold of Hb0001.

Similarly, the lifts of Φ0 ∈M2k,b with respect to π3b,L, π3b,C and π3b,R gives p-submanifolds GL, GC and GR
inside Hb0000 as well as the p-submanifolds JL, JC and JR inside H
b
0010, H
b
0100 and H
b
1000. Again GL, GC
and GR have a non-trivial intersection.
Lemma 4.3. The intersection for any pair of GL, GC and GR is the p-submanifold
K = GL ∩GC ∩GR.
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Proof. For the boundary hypersurface Hb0000, there is a natural diffeomorphism
(4.4) Hb0000
∼= ∂M3 ×Db,
where Db is the corresponding face H
b
0000 in [0, 1)
3
k,b. Let Eb ⊂ Db be the p-submanifold given by the
intersection of Db with the lift of the diagonal
{(x, x, x, k) ∈M3 × [0,∞)k | x ∈ [0, 1), k ∈ [0,∞)k} ⊂ [0, 1)3 × [0,∞)k
to [0, 1)3k,b. Then, under the identification (4.4), the intersection of any pair of GL, GC and GR is given by
the p-submanifold
K ∼= ∆3φ × Eb ⊂ ∂M3 ×Db ∼= Hb0000,
where
∆3φ = {(m,m′,m′′) ∈ ∂M3 | φ(m) = φ(m′) = φ(m′′)}
is the triple fibered diagonal in ∂M3. 
This suggests to define the k, φ-triple space by
(4.5) M3k,φ = [M
3
k,b;K
+, G+L , G
+
C , G
+
R, J
+
L , J
+
C , J
+
R ,K,GL, GC , GR, JL, JC , JR]
with blow-down map
(4.6) β3k,φ :M
3
k,φ →M3 × [0,∞).
Proposition 4.4. For each o ∈ {L,C,R}, the b-fibration π3b,o :M3k,b →M2k,b lifts to a b-fibration
π3k,φ,o : M
3
k,φ →M2k,φ.
Proof. By symmetry, it suffices to check the result for o = L. We can then essentially proceed as in the proof
of [29, Proposition 6]. First, by [22, Lemma 2.5], the map π3b,L lifts to a b-fibration
[M3k,b;G
+
L , J
+
L ]→ [M2k,b,Φ+].
By [22, Lemma 2.7], this further lift to a b-fibration
[M3k,b;G
+
L , J
+
L ,K
+, G+C , G
+
R, J
+
C , J
+
R ]→ [M2k,b; Φ+].
Using the commutativity of nested blow-ups and of blow-ups of non-intersecting p-submanifolds, this corre-
sponds to a b-fibration
[M3k,b;K
+, G+L , G
+
C , G
+
R, J
+
L , J
+
C , J
+
R ]→ [M2k,b,Φ+].
Repeating this argument, but with Φ+, K
+, G+o and J
+
o replaced by Φ0, K, Go and Jo, we can check that
this lifts further to a b-fibration
π3k,φ,L :M
3
k,φ → [M2k,b; Φ+,Φ0] =M2k,φ
as claimed. 
As in [29], the b-fibrations π3k,φ,o for o ∈ {L,C,R} behave well with respect to the lifted diagonals. More
precisely, for o ∈ {L,C,R}, set ∆3k,φ,o := π−1k,φ,o(∆M,k) where
∆M,k = {(m,m, k) ∈M2 × [0,∞) | m ∈M, k ∈ [0,∞)}
is the diagonal. These are clearly p-submanifolds. Moreover, for o 6= o′, the intersection ∆3k,φ,o ∩∆3k,φ,o′ is
the p-submanifold ∆3k,φ,T in M
3
k,φ given by the lift of the triple diagonal
∆3M,k = {(m,m,m, k) ∈M3 × [0,∞) | m ∈M, k ∈ [0,∞)}.
Lemma 4.5. For o 6= o′, the b-fibration π3k,φ,o is transversal to ∆3k,φ,o′ and induces a diffeomorphism
∆3k,φ,o′
∼=M2k,φ sending ∆3k,φ,T onto ∆k,φ ⊂M2k,φ.
Proof. By symmetry, we can assume o = L and o′ = C. Now, one can check that the corresponding statement
forM3k,b holds. Doing the blow-ups in the order used to show that π
3
k,φ,L is a b-fibration, we can check step by
step that transversality is preserved. The diffeomorphism is then a direct consequence of the transversality
statement. 
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5. Composition of low energy fibered boundary operators
We can use the triple space of the previous section to describe the composition of k, φ-pseudodifferential
operators. Let us denote by Hk,φijlm the boundary hypersurface of M
3
k,φ corresponding to the lift of Hijlm in
M3×[0,∞). Let us denote by ff+T ,ff+LT ,ff+CT ,ff+RT ,ff+L ,ff+C and ff+R the boundary hypersurfaces corresponding
to the blow-ups of K+, G+L , G
+
C , G
+
R, J
+
L , J
+
C and J
+
R respectively, while let ff
0
T ,ff
0
LT ,ff
0
CT ,ff
0
RT ,ff
0
L,ff
0
C and
ff0R denote the boundary hypersurfaces of M
3
k,φ corresponding to the lifts of K,GL, GC , GR, JL, JC and JR.
Using this notation, let us describe how the boundary hypersurfaces behave with respect to the three b-
fibrations of Proposition 4.4. For the b-fibration π3k,φ,L, it sends H
k,φ
1101 surjectively onto M
2
k,φ, and otherwise
is such that
(5.1)
(π3k,φ,L)
−1(zf) = Hk,φ1110 ∪Hk,φ1100, (π3k,φ,L)−1(ff0) = ff0T ∪ff0LT ∪ff0L,
(π3k,φ,L)
−1(lf0) = H
k,φ
0110 ∪Hk,φ0100 ∪ ff0C , (π3k,φ,L)−1(φbf0) = Hk,φ0000 ∪ ff0CT ∪ff0RT ∪Hk,φ0010,
(π3k,φ,L)
−1(rf0) = H
k,φ
1010 ∪Hk,φ1000 ∪ ff0R, (π3k,φ,L)−1(ff) = ff+T ∪ff+LT ∪ff+L ,
(π3k,φ,L)
−1(lf) = Hk,φ0111 ∪Hk,φ0101 ∪ ff+C , (π3k,φ,L)−1(φbf) = Hk,φ0001 ∪ ff+CT ∪ff+RT ∪Hk,φ0011,
(π3k,φ,L)
−1(rf) = Hk,φ1011 ∪Hk,φ1001 ∪ ff+R .
For the b-fibration π3k,φ,C , it sends surjectively H
k,φ
1011 onto M
2
k,φ, and otherwise is such that
(5.2)
(π3k,φ,C)
−1(zf) = Hk,φ1110 ∪Hk,φ1010, (π3k,φ,C)−1(ff0) = ff0T ∪ff0CT ∪ff0C ,
(π3k,φ,C)
−1(lf0) = H
k,φ
0110 ∪Hk,φ0010 ∪ ff0L, (π3k,φ,C)−1(φbf0) = Hk,φ0000 ∪ ff0LT ∪ff0RT ∪Hk,φ0100,
(π3k,φ,C)
−1(rf0) = H
k,φ
1100 ∪Hk,φ1000 ∪ ff0R, (π3k,φ,C)−1(ff) = ff+T ∪ff+CT ∪ff+C ,
(π3k,φ,C)
−1(lf) = Hk,φ0111 ∪Hk,φ0011 ∪ ff+L , (π3k,φ,C)−1(φbf) = Hk,φ0001 ∪ ff+LT ∪ff+RT ∪Hk,φ0101,
(π3k,φ,C)
−1(rf) = Hk,φ1101 ∪Hk,φ1001 ∪ ff+R .
Finally, the b-fibration π3k,φ,R sends H
k,φ
0111 surjectively onto M
2
k,φ, and otherwise is such that
(5.3)
(π3k,φ,R)
−1(zf) = Hk,φ1110 ∪Hk,φ0110, (π3k,φ,R)−1(ff0) = ff0T ∪ff0RT ∪ff0R,
(π3k,φ,R)
−1(lf0) = H
k,φ
1010 ∪Hk,φ0010 ∪ ff0L, (π3k,φ,R)−1(φbf0) = Hk,φ0000 ∪ ff0LT ∪ff0CT ∪Hk,φ1000,
(π3k,φ,R)
−1(rf0) = H
k,φ
1100 ∪Hk,φ0100 ∪ ff0C , (π3k,φ,R)−1(ff) = ff+T ∪ff+RT ∪ff+R,
(π3k,φ,R)
−1(lf) = Hk,φ1011 ∪Hk,φ0011 ∪ ff+L , (π3k,φ,R)−1(φbf) = Hk,φ0001 ∪ ff+LT ∪ff+CT ∪Hk,φ1001,
(π3k,φ,R)
−1(rf) = Hk,φ1101 ∪Hk,φ0101 ∪ ff+C .
To see what happens to the lift of densities, the following lemma due to Melrose will be useful.
Lemma 5.1 (Melrose). Let Y be a p-submanifold of a manifold with corners. Let w be the codimension of
Y within the smallest boundary face of X containing Y . Let β be the blow-down map from [X ;Y ] to X. If
ρY ∈ C∞([X ;Y ]) is a boundary defining function for the new boundary hypersurface created by the blow-up
of Y , then
β∗bΩ(X) = (ρwY )
bΩ([X ;Y ]).
Indeed, using this lemma, we see that
(5.4) (β3k,φ)
∗(bΩ(M3 × [0,∞)) =(
ρ2ff0T
ρ2
ff+T
ρff0
LT
ρff0
CT
ρff0
RT
ρff+
LT
ρff+
CT
ρff+
RT
ρff0
L
ρff0
C
ρff0
R
ρff+
L
ρff+
C
ρff+
R
)h+1
(bΩ(M3k,φ)),
where ρH denote a boundary defining function for the boundary hypersurface H . We also compute that
(5.5) π∗k,φ,R(x) = ρrf0ρrfρφbf0ρφbfρff0ρff ,
so that combining with Lemma 5.1, we see that
(5.6)
(βk,φ)
∗
[
(prL× Id[0,∞))∗(bΩ(M × [0,∞))) · (prR× Id[0,∞))∗ pr∗1 φΩ(M)
]
= (ρrf0ρrfρφbf0ρφbf)
−h−1(bΩ(M2k,φ)).
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Pulling back (5.5) to M3k,φ via π
3
k,φ,L and π
3
k,φ,R gives
(5.7) (π3k,φ,L)
∗(π∗k,φ,R(x)) = ρ1010ρ1000ρff0Rρ1011ρ1001ρff+R
ρ0000ρff0
CT
ρff0
RT
ρ0010
· ρff0
T
ρff0
LT
ρff0
L
ρff+
T
ρff+
LT
ρff+
L
ρ0001ρff+
CT
ρff+
RT
ρ0011,
and
(5.8) (π3k,φ,R)
∗(π∗k,φ,Rx) = ρ1100ρ0100ρff0Cρ1101ρ0101ρff+C
ρ0000ρff0
LT
ρff0
CT
ρ1000
· ρff0
T
ρffRT ρff0Rρff+T
ρff+
RT
ρff+
R
ρ0001ρff+
LT
ρff+
CT
ρ1001,
where ρijlm stands for ρHk,φ
ijlm
. Hence, in terms of the φ-density bundle φΩ(M) = (x−h−1)bΩ(M) and
bΩ3L(M
3
k,φ) := (π
3
k,φ,L)
∗(βk,φ)
∗
[
(prL× Id[0,∞))∗(bΩ(M × [0,∞)))
]
,
we see that
(5.9) bΩ3L(M
3
k,φ) · (π3k,φ,L)∗β∗k,φ
[
(prR× Id[0,∞))∗ pr∗1 φΩ(M))
] · (π3k,φ,R)∗β∗k,φ [(prR× Id[0,∞))∗ pr∗1 φΩ(M))]
is in (ρa)bΩ(M3k,φ) with multiweight a such that
(5.10) ρa =
(
ρff0
LT
ρff0
CT
ρff0
RT
ρff+
LT
ρff+
CT
ρff+
RT
ρff0
R
ρff+
R
ρ20000ρ
2
1000ρ
2
0001ρ
2
1001
ρ1010ρ1011ρ0010ρ0011ρ1100ρ0100ρ1101ρ0101)
−h−1
.
Hence, if κA and κB denote the Schwartz kernels of operators A ∈ Ψ−∞,Ek,φ (M) and B ∈ Ψ−∞,Fk,φ (M), the
above discussion and a careful computation shows that
(5.11) bΩ3L(M
3
k,φ) · (π3k,φ,L)∗κA · (π3k,φ,R)∗κB ∈ AGphg(M3k,φ; bΩ(M3k,φ))
with index family G given by
(5.12)
G|
H
k,φ
0000
= E|φbf0 + F|φbf0 − 2(h+ 1), G|ff+
T
= E|ff + F|ff ,
G|
H
k,φ
1000
= E|rf0 + F|φbf0 − 2(h+ 1), G|ff+
LT
= Eff + F|φbf − (h+ 1),
G|
H
k,φ
0100
= E|lf0 + Frf0 − (h+ 1), G|ff+
CT
= E|φbf + F|φbf − (h+ 1),
G|
H
k,φ
0010
= E|φbf0 + F|lf0 − (h+ 1), G|ff+
RT
= E|φbf + F|ff − (h+ 1),
G|
H
k,φ
0001
= E|φbf + Fφbf − 2(h+ 1), G|ff+
L
= E|ff + F|lf ,
G|
H
k,φ
1100
= E|zf + F|rf0 − (h+ 1), G|ff+C = E|lf + Frf ,G|
H
k,φ
1010
= E|rf0 + Flf0 − (h+ 1), G|ff+R = E|rf + F|ff − (h+ 1),G|
H
k,φ
1001
= E|rf + F|φbf − 2(h+ 1), G|ff0T = E|ff0 + F|ff0 ,
G|
H
k,φ
0110
= E|lf0 + F|zf , G|ff0LT = E|ff0 + F|φbf0 − (h+ 1),
G|
H
k,φ
0101
= E|lf + F|rf − (h+ 1), G|ff0
CT
= E|φbf0 + F|φbf0 − (h+ 1),
G|
H
k,φ
0011
= E|φbf + F|lf − (h+ 1), G|ff0
RT
= E|φbf0 + F|ff0 − (h+ 1),
G|
H
k,φ
1110
= E|zf + F|zf , G|ff0
L
= E|ff0 + F|lf0 ,
G|
H
k,φ
1101
= F|rf − (h+ 1), G|ff0
C
= Elf0 + F|rf0 ,
G|
H
k,φ
1011
= E|rf + F|lf − (h+ 1), G|ff0
R
= E|rf0 + F|ff0 − (h+ 1),
G|
H
k,φ
0111
= E|lf .
This yields the following composition result.
Theorem 5.2. Let E, F and G be vector bundles over the transition single space Mt. Suppose that E and
F are index families associated to M2k,φ such that
inf Re Erf + inf Flf > h+ 1.
Then given A ∈ Ψm,Ek,φ (M ;F,G) and B ∈ Ψm
′,F
k,φ (M ;E,F ), their composition is well-defined with
A ◦B ∈ Ψm+m′,Kk,φ (M ;E,G),
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where K is the index family such that
(5.13)
K|zf = (E|zf + F|zf)∪(E|rf0 + F|lf0 − h− 1),
K|lf0 = (E|lf0 + F|zf)∪(E|φbf0 + F|lf0 − h− 1))∪(E|ff0 + F|lf0),
K|rf0 = (E|zf + F|rf0)∪(E|rf0 + F|φbf0 − h− 1)∪(E|rf0 + F|ff0),
K|lf = E|lf∪(E|φbf + F|lf − h− 1)∪(E|ff + F|lf),
K|rf = (F|rf)∪(E|rf + F|φbf − h− 1)∪(E|rf + F|ff),
K|ff0 = (E|ff0 + F|ff0)∪(E|φbf0 + F|φbf0 − h− 1)∪(E|lf0 + F|rf0),
K|φbf0 = (E|φbf0 + F|φbf0 − h− 1)∪(E|ff0 + F|φbf0)∪(E|φbf0 + F|ff0)∪(E|lf0 + F|rf0),
K|ff = (E|ff + F|ff)∪(E|φbf + F|φbf − h− 1)∪(E|lf + F|rf),
K|φbf = (E|φbf + F|φbf − h− 1)∪(E|ff + F|φbf)∪(E|φbf + F|ff)∪(E|lf + F|rf).
Proof. For operators of order −∞, it suffices to apply the pushforward theorem of [32, Theorem 5] using
(5.12). When the operators are of order m and m′, we need to combine the pushforward theorem with
Lemma 4.5 to see that the composed operator is of the given order, cf. [11, Proposition B7.20]. 
Corollary 5.3. If E, F and G are vector bundles over Mt, then
Ψmk,φ(M ;F,G) ◦Ψm
′
k,φ(M ;E,F ) ⊂ Ψm+m
′
k,φ (M ;E,G).
Proof. It suffices to apply Theorem 5.2 with index families E and F given by the empty set except at ff, ff0
and zf, where it is given by N0. 
Similarly, the triple space of [19, 26] gives the following composition result for the b-sc transition calculus.
Theorem 5.4 ([19, 26]). Let A ∈ Ψm,Et (M ;E,G) and B ∈ Ψm
′,F (M ;E,F ) be b-sc transition pseudodiffer-
ential operators with index families E and F given by the empty set at bf, lf and rf and such that
inf Re E|sc ≥ 0, inf ReFsc ≥ 0.
In this case, A ◦B ∈ Ψm+m′,Gt (M ;E,G) with index family G given by
(5.14)
G|sc = E|sc + F|sc, G|zf = (Ezf + Fzf)∪(E|rf0 + F|lf0),
G|bf0 = (E|lf0 + F|rf0)∪(E|bf0 + F|bf0), G|lf0 = (E|lf0 + F|zf)∪(E|bf0 + F|lf0),
G|rf0 = (E|zf + F|rf0)∪(E|rf0 + F|bf0), G|bf = G|lf = G|rf = ∅.
6. Symbol maps
To define the principal symbol of an operator A ∈ Ψm,Ek,φ (M ;E,F ), it suffices to notice that its Schwartz
kernel κA has a conormal singularities at the lifted diagonal ∆k,φ, so has a principal symbol
σm(A) ∈ S[m](N∗∆k,φ; End(E,F )).
We define the principal symbol of A, denoted k,φσm(A), to be σm(κA). By Lemma 3.6, there is a natural
identification N∗∆k,φ ∼= k,φT ∗Mt, so that k,φσm(A) can be seen as an element of S[m](k,φT ∗Mt; End(E,F )).
As for other pseudodifferential calculi, the principal symbol induces a short exact sequence
(6.1) 0 // Ψm−1,Ek,φ (M ;E,F )
// Ψm,Ek,φ (M ;E,F )
k,φσm
// S[m](k,φT ∗Mt; End(E,F )) // 0.
For the construction of good parametrices, we will however need other symbols capturing the asymptotic
behavior of k, φ-operators. More precisely, for the boundary hypersurfaces zf, ff0 and ff ofM
2
k,φ, we can define
the normal operators of A ∈ Ψm,Ek,φ (M ;E,F ), for E an index family such that inf Re E|zf ≥ 0, inf Re E|ff0 ≥ 0
and inf Re E|ff ≥ 0, by restriction of the Schwartz kernel κA of A to zf, ff0 and ff,
(6.2) Nzf(A) = κA|zf , Nff0(A) = κA|ff0 , Nff(A) = κA|ff .
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Since the boundary hypersurface zf inM2φ,k is naturally identified with the φ-double spaceM
2
φ of Mazzeo-
Melrose [29], the normal operator Nzf(A) can be seen as a φ-operator. In particular, in terms of the small
calculus, there is a short exact sequence
(6.3) 0 // xzfΨ
m
k,φ(M ;E,F )
// Ψmk,φ(M ;E,F )
Nzf
// Ψmφ (M ;E,F )
// 0,
where xzf ∈ C∞(M2k,φ) is a boundary defining function for zf.
Proposition 6.1. For A ∈ Ψm,Ek,φ (M ;F,G) and B ∈ Ψm
′,F
k,φ (M ;E,F ) with index families E and F such that
inf E|zf ≥ 0, inf F|zf ≥ 0, inf Re(E|rf + F|lf) > h+ 1 and Re(E|rf0 + F|lf0) > h+ 1,
we have that
(6.4) Nzf(A ◦B) = Nzf(A) ◦Nzf(B)
with the composition on the right as φ-operators.
Proof. By Theorem 5.2, the composition A ◦B makes sense and its Schwartz kernel can be restricted to zf.
This restriction comes in fact from the pushforward of the restriction of (5.11) to Hk,φ1110. In other words,
Nzf(A ◦ B) is given by the composition of Nzf(A) and Nzf(B) induced by Hk,φ1110 seen as triple space for zf.
Since Hk,φ1110 is naturally identified with the φ-triple space of [29], the result follows. 
Similarly, in terms of the vector bundle k,φNtfY of (3.10), the boundary hypersurface ff0 in M
2
k,φ is
naturally the double space for k,φNtfY -suspended operators for the fiber bundle φtf : tf → Y × [0, π2 ]θ.
Hence, the normal operator Nff0(A) can be seen as a
k,φNtfY -suspended operator. In terms of the small
calculus, this induces the short exact sequence
(6.5) 0 // xff0Ψ
m
k,φ(M ;E,F )
// Ψmk,φ(M ;E,F )
Nff0
// Ψmsus(k,φNtfY )−φtf (tf;E,F )
// 0,
where xff0 ∈ C∞(M2k,φ) is a boundary defining function for ff0.
Proposition 6.2. For A ∈ Ψm,Ek,φ (M ;F,G) and B ∈ Ψm
′,F
k,φ (M ;E,F ) with index families E and F such that
(6.6)
inf Re E|ff0 ≥ 0, inf ReF|ff0 ≥ 0, inf Re(E|φbf0 + F|φbf0) > h+ 1,
inf Re(E|lf0 + F|rf0) > 0 and inf Re(E|ff + F|lf) > h+ 1,
we have that
(6.7) Nff0(A ◦B) = Nff0(A) ◦Nff0(B)
where the composition on the right is as k,φNtfY -suspended operators.
Proof. From Theorem 5.2, we see that the compositionA◦B makes sense as a k, φ-pseudodifferential operators
and the restriction of its Schwartz kernel to ff0 is well-defined. Moreover, this restriction comes from the
pushforward of the restriction of (5.11) to ff0T . Thus the composition on the right of (6.7) is the one induced
by ff0T seen as a triple space for ff0, which is precisely composition as
k,φNtfY -suspended operators. 
Finally, in terms of the vector bundle k,φNscY of (3.10), the face ff does not quite correspond to the double
space of k,φNscY -suspended operators with respect to the fiber bundle φsc : sc → Y × [0,∞)k. Instead,
because of the blow-up of Φ0 in (3.16), it is an adiabatic version of this suspended calculus, namely it is
semi-classical in the suspension parameters with k playing the role of the semi-classical parameter. However,
since suspended operators are already ‘classical’ in the suspension parameter, insisting on having rapid
decay at ff ∩φbf0 and ff ∩φbf, the boundary hypersurface ff can be seen as a double space for (k−1)k,φNscY -
suspended operators. That is, in terms of suspended operators, the effect of blowing up Φ0 in (3.16) amounts
to rescaling the suspension parameters by k−1. Notice that such an observation was implicitly used in [35]
to avoid introducing an extra blow-up. In particular, the normal operator map Nff induces the short exact
sequence
(6.8) 0 // xffΨ
m
k,φ(M ;E,F )
// Ψmk,φ(M ;E,F )
Nff
// Ψmsus(V )−φtf (tf;E,F )
// 0,
where xff ∈ C∞(M2k,φ) is a boundary defining function for ff and V := (k−1)k,φNscY .
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Proposition 6.3. For A ∈ Ψm,Ek,φ (M ;F,G) and B ∈ Ψm
′,F
k,φ (M ;E,F ) with index families E and F such that
(6.9)
inf Re E|ff ≥ 0, inf ReF|ff ≥ 0, inf Re(E|φbf + F|φbf) > h+ 1,
inf Re(E|rf + F|lf) > h+ 1 and inf Re(E|lf + inf ReF|rf) > 0,
we have that
(6.10) Nff(A ◦B) = Nff(A) ◦Nff(B)
with composition on the right induced by the boundary hypersurface ff+T seen as a triple space for ff. Fur-
thermore, if E|φbf0 = E|φbf = ∅, then the composition on the right is as (k−1)k,φNscY -suspended operators.
Proof. By Theorem 5.2, the composition A ◦ B is a k, φ-pseudodifferential operator whose restriction to ff
makes sense. Furthermore, by the pushforward theorem, this restriction comes from the pushforward of the
restriction of (5.11) to ff+T , hence (6.10) holds with the composition on the right induced by ff
+
T seen as
a triple space for ff. By the discussion above, this corresponds to composition as (k−1)k,φNscY -suspended
operators when E|φbf0 = E|φbf = ∅. 
7. Low energy limit of the resolvent of Dirac fibered boundary operators
Let ðφ ∈ Diff1φ(M ;E) be the elliptic formally self-adjoint first order fibered boundary operator of § 2.1.
Suppose that Assumption 2.3 holds and that ðφ is a Dirac operator associated to a fibered boundary metric
gφ and a structure of Clifford module on E with respect to the Clifford bundle of the φ-tangent bundle. In
particular, ðh in (2.2) is a family of Euclidean Dirac operators. Let γ ∈ C∞(M ; End(E)) be self-adjoint as
an operator in Ψ0φ(M ;E) and suppose that
(7.1) γ2 = IdE , ðφγ + γðφ = 0.
In terms of (2.2) and (2.23), suppose also that γ anti-commutes with Dv, ðh, c and ðY .
In this section, we will consider the first order k, φ-operator
(7.2) ðk,φ := ðφ + kγ.
By (7.1), notice that
(7.3) ð2k,φ = ð
2
φ + k
2 IdE .
In particular, for k > 0, ð2k,φ and ðk,φ are invertible as φ-operators in the small calculus. On the other hand,
when k = 0, ðφ is typically not invertible in Ψ
∗
φ(M ;E), but as shown in § 2, it is at least Fredholm when
acting on suitable Sobolev spaces with an inverse modulo compact operators in the large φ-calculus. This
and the invertibility for k > 0 can be combined to invert ðk,φ as a k, φ-operator as we will now explain. In
order to do this, we need to make the following hypothesis.
Assumption 7.1. There exists ǫ > 0 such that the interval (−1 − ǫ, ǫ) contains no critical weight of the
indicial family I(Db, λ) of Definition 2.4. There is also ǫ ≤ ǫ1 such that each element ψ of the kernel of Dφ
in L2b(M ;E) is such that x
−ǫ1ψ is bounded.
Remark 7.2. By Corollary 2.16, we can take ǫ1 = ǫ. However, there are situations where we can take ǫ1 > ǫ
as the next example shows, yielding better control on the inverse of (7.3).
Example 7.3. If ðφ is the Hodge-deRham operator acting on forms valued in a flat vector bundle, then by
Lemma 2.8, provided
(7.4) Hq(Y ; kerDv) = {0} for q ∈ {h− 1
2
,
h
2
,
h+ 1
2
},
Assumption 7.1 will be satisfied for gφ with metric gY sufficiently scaled (so that the positive spectrum of d
2
is sufficiently large). Moreover, if also
(7.5) Hq(Y ; kerDv) = {0} for q ∈ {h− 2
2
,
h+ 2
2
},
then we can also assume that ǫ1+ǫ ≥ 2ǫ > 1, again provided the metric gY arising in the asymptotic behavior
of gφ is sufficiently small. Finally, if (7.4) holds, but not (7.5), in which case h is necessarily even, then we
can still ensure that ǫ1+ǫ > 1 by requiring that the L
2-kernel of ðφ is trivial in degree q ∈ {h−22 , h2 , h+22 , h+42 }
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Indeed, in this case, again assuming gY is sufficiently small, we can take ǫ1 > 1, since by Lemma 2.8 the
indicial root λ = 12 coming from the non-triviality of H
h±2
2 (Y ; kerDv) does not show in the polyhomogeneous
expansion of elements of the L2-kernel. In general, with h odd or even, we can ensure that ǫ1 > 1 by scaling
gY provided either
(7.6) Hq(Y ; kerDv) = {0} for q = h± ℓ
2
, ℓ ∈ {0, 1, 2, 3},
or that we know that (7.4) holds and that the L2-kernel of ðφ is trivial in degree q =
h+ℓ
2 with ℓ ∈{−3,−2,−1, 0, 2, 3, 4, 5}.
As in § 2, it will be convenient, instead of ðk,φ, to work with the conjugated operator
(7.7) Dk,φ := x
−h+1
2 ðk,φx
h+1
2 = Dφ + kγ.
Consider then the fibered cusp operator
(7.8) Dfc = x
− 1
2Dφx
− 1
2 .
This operator is formally self-adjoint on L2b(M ;E). By Assumption 7.1, we can take δ =
1
2 and µ =
1
2 + ǫ in
Corollary 2.20 to obtain an inverse G− 1
2
: L2b(M ;E)→M− 12 such that
(7.9) G− 1
2
Dfc = Id−Π, DfcG− 1
2
Id−Π,
where Π is the orthogonal projection in L2b(M ;E) onto the finite dimensional kernel of Dfc. If Π = 0, then
one can take x−
1
2G− 1
2
x−
1
2 to invert Dk,φ = Dφ + kγ at zf, for
(7.10) Dφx
− 1
2G− 1
2
x−
1
2 = x
1
2DfcG− 1
2
x−
1
2 = x
1
2 Idx
1
2 = Id .
If instead Π 6= 0, then (7.10) becomes
(7.11) Dφx
− 1
2G− 1
2
x−
1
2 = Id−x 12Πx− 12 .
Let {ϕj}Jj=1 be an orthonormal basis of the kernel of Dfc in L2b(M ;E), so that
Π =
J∑
j=1
(pr∗L ϕj) pr
∗
R(ϕjνb)
for the b-density νb = x
h+1dgφ with respect to which Dfc is formally self-adjoint. By Assumption 7.1,
ϕj = O(x 12+ǫ) near ∂M . In particular, {x− 12ϕj} is a basis of the kernel of Dφ in L2b(M ;E). If {ψj}Jj=1 is a
choice of orthonormal basis of kerDφ, then
ψi =
J∑
j=1
αijx
− 1
2ϕj
for some αij and
(7.12) Πker
L2
b
Dφ =
J∑
j=1
(pr∗L ψj) pr
∗
R(ψjνb)
is the orthogonal projection onto kerL2
b
Dφ. If α
ij denote the inverse of the matrix αij , then
(7.13) x−
1
2ϕi =
J∑
j=1
αijψj .
In terms of the projection (7.12), we compute that
(7.14) Πker
L2
b
Dφ(x
1
2ϕj) =
J∑
k=1
(∫
M
ψkx
1
2ϕjνb
)
ψk =
J∑
k=1
(∫
M
(
J∑
i=1
αkix
− 1
2ϕi
)
x
1
2ϕjνb
)
ψk =
J∑
k=1
αkjψk.
This means that
(7.15) ψ⊥j := x
1
2ϕj −Πker
L2
b
Dφ(x
1
2ϕj) = O(xǫ) near ∂M.
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It also follows from (7.14) that
(7.16)
J∑
j=1
pr∗L(ΠkerL2
b
Dφ(x
1
2ϕj)) pr
∗
R(x
− 1
2ϕjνb) =
∑
j,k,ℓ
αkjα
jℓ(pr∗L ψk) pr
∗
R(ψℓνb) =
∑
k
(pr∗L ψk) pr
∗
R(ψℓνb)
= Πker
L2
b
Dφ .
Lemma 7.4. There exists χk ∈ xǫMǫ− 1
2
⊂ xǫL2b(M ;E) such that Dfcχk = x−
1
2ψ⊥k . Moreover, χk is smooth
on M \ ∂M with polyhomogeneous expansion at ∂M having leading term of order at least x 12+ǫ.
Proof. By Assumption 7.1, kerx−ǫL2
b
Dfc = kerL2
b
Dfc for ǫ > 0 sufficiently small, which means that {ϕj}
spans kerx−ǫL2
b
Dfc. On the other hand, by (7.13), x
− 1
2ϕi is orthogonal to ψ
⊥
k , which implies that ϕi is
orthogonal to x−
1
2ψk. Thus, x
− 1
2ψ⊥k is orthogonal to kerx−ǫL2b Dfc. Hence, taking δ =
1
2 + ǫ in (2.44), this
means that x−
1
2
−ǫψ⊥k is in the range of Id−P2, so that
x−ǫχk := Gδ−1(x
− 1
2
−ǫψ⊥k ) = G− 1
2
−ǫ(x
− 1
2
−ǫψ⊥k ) ∈Mǫ− 1
2
is such that
(7.17)
Dfcχk = x
− 1
2Dφx
− 1
2χk = x
− 1
2Dφx
− 1
2
+ǫG− 1
2
+ǫ(x
− 1
2
−ǫψ⊥k )
= xǫ(x
1
2
−ǫ(x−1Dφ)x
− 1
2
+ǫ)G− 1
2
+ǫ(x
− 1
2
−ǫψ⊥k )
= x−
1
2ψ⊥k
as claimed. Moreover, by Assumption 7.1 and Corollary 2.20, χk is polyhomogeneous at ∂M with χk =
O(x 12+ǫ). 
Using (7.16), we see that
(7.18)
Dφx
− 1
2
G− 1
2
+
J∑
j=1
(pr∗L χj pr
∗
R(ϕjνb)) + pr
∗
L ϕj pr
∗
R(χjνb)
 x− 12
= Id−x 12Πx− 12 +
J∑
j=1
pr∗L ψ
⊥
j pr
∗
R(x
− 1
2ϕjνb)
= Id+
J∑
j=1
(
− pr∗L(x
1
2ϕj) pr
∗
R(x
− 1
2ϕjνb) + pr
∗
L ψ
⊥
j pr
∗
R(x
− 1
2ϕjνb)
)
= Id−
J∑
j=1
pr∗L(ΠkerL2
b
Dφ(x
1
2ϕj)) pr
∗
R(x
− 1
2ϕjνb)
= Id−Πker
L2
b
Dφ .
To construct the inverse of Dk,φ, this suggests to consider the approximate inverse
(7.19) Q0 := k
−1γG−1zf +G
0
zf
with
(7.20)
G−1zf :=
J∑
j=1
pr∗L ψj pr
∗
R(ψjνb) = ΠkerL2
b
Dφ ,
G0zf = x
− 1
2
G− 1
2
+
J∑
j=1
(pr∗L χj pr
∗
R(ϕjνb) + pr
∗
L ϕj pr
∗
R(χjνb))
 x− 12 .
On M2φ × [0,∞)k, it is such that
(7.21) (Dφ + γk)Q0 = Id+R0 with R0 = kγG
0
zf .
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When we lift this parametrix toM2k,φ, we can regard Q0 as an element of Ψ
−1,Q0
k,φ (M ;E) with index family
Q0 such that
(7.22)
Q0|zf = N0 − 1, inf ReQ0|φbf = inf ReQ0|φbf0 ≥ h, inf ReQ0|ff0 ≥ 0, inf ReQ0|ff ≥ 0 and
inf ReQ0|lf = inf ReQ0|lf0 ≥ ν, inf ReQ0|rf = inf ReQ0|rf0 ≥ h+ 1 + ν, with ν := min{ǫ, ǫ1 − 1},
while the error term R0 has leading order 1 at zf and ff0, leading order 0 at ff and φbf0, leading order h at
φbf, leading order 1+ ǫ at lf0, leading order ǫ at lf, leading order h+2+ ǫ at rf0 and leading order h+1+ ǫ
at rf. This means that Q0 also inverts Dk,φ at ff0. At ff0, the lift of Q0 gives the expected model for the
inverse of Dk,φ. In fact, since ψk and χk are of order x
ǫ1 and x
1
2
+ǫ at the boundary, notice that k−1G−1zf is
of order h+ 2ǫ1 in terms of (φ, k)-densities at ff0, while
x−
1
2
 J∑
j=1
(pr∗L χj pr
∗
R(ϕjνb) + pr
∗
L ϕj pr
∗
R(χjνb))
 x− 12
is of order h+1+ǫ+ǫ1. Hence, the term of order 0 at ff0 of Q0 comes exclusively from the term x
− 1
2G− 1
2
x−
1
2
in G0zf .
At φbf0, the error term does not vanish at order h + 1. Moreover, the error term R0 does not vanish
rapidly at φbf, lf and rf. This forces us to seek a better model to invert the operator at φbf0. Looking at
the behavior of Q0 near φbf0, notice that k
−1G−1zf is O(xh+1φbf0), while G0zf has main term of order h coming
from x−
1
2G− 1
2
x−
1
2 (in terms of right k, φ-densities).
On the other hand, before performing the last blow-up in (3.15), we can consider the coordinates
(7.23) k, κ =
k
x
, κ′ =
k
x′
, y, y′, z, z′
in the interior of φbf0, where y and z denote coordinates on the base and the fibers of a local trivialization
of φ : ∂M → Y . Recalling (2.8), we see that in terms of these coordinates, the restriction of the operator
Dk,φ to φbf0 is given by
(7.24) Dk,φ = Dv + kDC with DC := −c ∂
∂κ
+
1
κ
DY + γ.
Here, the operatorDC can be seen as an operator on the cone Y × [0,∞)κ with cone metric dκ2+κ2gY acting
on the sections of kerDv. Near the apex of the cone, that is, for κ < 1, the operator κDC can be treated as
b-operator, while for κ > 1, the operator DC can be seen as a scattering operator in the sense of [34]. This
is consistent with the fact that, when we forget about the fibers of φ : ∂M → Y , the boundary hypersurface
φbf0, before performing the last blow up in (3.15), is just the double space for Y × [0,∞] corresponding to
a b-double space near κ = κ′ = 0 an a scattering double space near κ = κ′ =∞.
More precisely, this double space is given by
(7.25) (Y × [0,∞])2b,sc = [Y 2 × [0,∞]2;Y 2 × {0}2, Y 2 × {∞}2, Bsc],
where Bsc is the intersection of the lifted diagonal with the boundary hypersurface created by the blow-up
of Y 2 × {∞}2.
Denote by bf0(Y ), bf∞(Y ) and sc(Y ) the boundary hypersurfaces created by these three blow-ups and
let lf0(Y ), rf0(Y ), lf∞(Y ) and rf∞(Y ) be the lifts of the boundary hypersurfaces Y
2 × {0} × [0,∞], Y 2 ×
[0,∞]×{0}, Y 2×{∞}× [0,∞] and Y 2× [0,∞]×{∞}. In terms of the boundary hypersurface φbf0, notice
that bf0(Y ), bf∞(Y ) and sc(Y ) correspond to φbf0 ∩ zf, φbf0 ∩φbf and φbf0 ∩ff, while lf∞(Y ) and rf∞(Y )
correspond to φbf0 ∩ lf and φbf0 ∩ rf. However, for lf0(Y ) and rf0(Y ), there is a small twist since they
correspond respectively to φbf0 ∩ rf and φbf0 ∩ lf instead of φbf0 ∩ lf and φbf0 ∩ rf as one could have naively
expect. This is consistent with the fact that, for instance, Y 2 ∩{0}× [0,∞] intersect Y 2× [0,∞]×{∞}, but
not Y 2 × {∞}× [0,∞].
Now, by construction, the term q0 of order h of Q0 at φbf0 is such that Πhq0Πh = q0. To enforce rapid
decay of the error term at φbf, lf and rf, we can take Q1 to be Q0 smoothly cut-off near φbf, lf and rf, but
insisting that Q1 = Q0 away from a small neighborhood of φbf, lf and rf, in particular near ff0 and zf. In
this case, we will have that
(7.26) Dk,φQ1 = Id−R1
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rb0(Y )
lb0(Y )
bf0(Y )
lf∞(Y )
rf∞(Y )
sc bf∞(Y )
bf∞(Y )
Figure 7. The double space (Y × [0,∞])2b,sc
with R1 now having a term r1 of order h + 1 at φbf0 vanishing near φbf0 ∩φbf, φbf0 ∩ lf, φbf0 ∩ rf and
φbf0 ∩ff0. Choosing our way of cutting off more carefully, we can also ensure that the term q1 of order h at
φbf0 and the term r1 of order h+ 1 at φbf0 are such that
Πhq1Πh = q1 and Πhr1Πh = Πhr1.
We need also to choose the cut-off near lf and rf in such a way that it does not introduce more singular
terms in the expansion of the error terms at lf0 and rf0. Near rf ∩ rf0, this can be done in terms of the ‘right
variables’, ensuring that the error terms vanishes to order h + 1 + ǫ1 at rf0. Indeed, the problematic term
to cut-off is k−1G−1zf , but cutting off in this manner, Dφ applied to it gives zero, so yield no singular term,
while kγ yields at term of order h+1+ ǫ1. Cutting off the term G
0
zf in the same manner also yields at term
of order h+ 1 + ǫ1 by (7.18). At lf, we should instead cut off using a cut-off function constant in the fibers
of the lift of the fiber bundle φ × Id : ∂M ×M → Y ×M . In terms of the decomposition (2.8), we thus
see that Dk,φ applied to the cut-off of k
−1G−1zf gives a term of order ǫ1 at lf0. From (7.18), we also see that
the terms of order 1 + ν or less of G0zf at lf0 are in kerDv,φ, where ν = min{ǫ, ǫ1 − 1}. Hence, we see from
Lemma 2.5 that cutting off G0zf near lf0 ∩ lf yields an error term of order ν + 1 at lf0.
To summarize, cutting off to get rapid decay at lf, φbf and rf, we get Q1 in (7.26) where we can assume
that the error term R1 is in Ψ
0,R1
k,φ (M ;E) with index family R1 given by the empty set at lf, φbf and rf and
such that
(7.27)
inf ReR1|ff ≥ 0, inf ReR1|φbf0 ≥ h+ 1, inf ReR1|ff0 ≥ 1,
inf ReR1|rf0 ≥ h+ 2 + ν, inf ReR1|lf0 ≥ 1 + ν, inf ReR1|zf ≥ 1.
To get rid of r1 at φbf0, this means that in terms of (7.24), we should try to find q2 such that
(7.28) kDC(q2) = r1.
To achieve this, we need to analyse the operator DC in terms of the double space (7.25). As mentioned
above, near bf0(Y ), κDC is b-operator. From (2.8) and (7.25), we see that its indicial family is given by
(7.29) I(κDC , λ) = DY − cλ = I(Db,−λ).
We also know from the parametrix construction of § 2 that the term of order h of Q1 at φbf0 ∩ zf is precisely
x−
1
2
(
1
2π
∫ ∞
−∞
eiξ log sI(Db,−1
2
+ iξ)−1dξ
)
(x′)−
1
2
dx′
x′
where s = x
x′
. In terms of the coordinates (7.23), this becomes
(7.30) k−1κ
1
2
(
1
2π
∫ ∞
−∞
eiξ log(
κ
κ′ )I(κDC ,
1
2
+ iξ)−1dξ
)
(κ′)
1
2
This suggests that we should consider
G
1
2
b =
(
1
2π
∫ ∞
−∞
eiξ log(
κ
κ′ )I(κDC ,
1
2
+ iξ)−1dξ
)
,
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the inverse of κ−
1
2 (κDC)κ
1
2 at bf0(Y ) as a b-operator, since then κ
1
2G
1
2
b κ
1
2 gives a corresponding inverse for
DC at bf0(Y ),
DCκ
1
2G
1
2
b κ
1
2 = κ−
1
2 (κDC)κ
1
2G
1
2
b κ
1
2 = κ−
1
2 Idκ
1
2 = Id,
and (7.30) is precisely k−1κ
1
2G
1
2
b κ
1
2 as expected.
At sc(Y ), DC can instead be inverted as a scattering operator. From (7.24), we see that its normal
operator is
(7.31) Nsc(DC) = ðh + γ
where ðh is the family of Euclidean Dirac operators of (2.2) on
φNY = scT (Y × [0,∞])|Y×{∞}. Since by
assumption γðh + ðhγ = 0, we see that
(7.32) Nsc(DC)
2 = ð2h + Id
is clearly invertible as a family of suspended operators. Thus, Nsc(DC) itself is invertible as a family of
suspended operators with inverse
(7.33) Nsc(DC)
−1 = Nsc(DC)(ð
2
h + Id)
−1.
Hence, using this to invert DC at sc(Y ), while at bf0(Y ) using instead κ
− 1
2 (κDC)κ
1
2 , we can construct a
parametrix for DC as follows.
Lemma 7.5. There exists QC ∈ Ψ−1,Qb,sc (Y ; kerDv) and R ∈ Ψ−∞,Rb,sc (Y ; kerDv) such that
(7.34) DCQC = Id−RC , Q∗CDC = Id−R∗C,
where Q is an index family which is trivial at bf∞(Y ), lf∞(Y ), rf∞(Y ), given by N0 at sc(Y ) in terms of
right scattering densities and such that
inf ReQ|bf0(Y ) ≥ 1, inf ReQlf0(Y ) ≥ 1 + ǫ, and inf ReQrf0(Y ) ≥ 1 + ǫ
in terms of right b-densities, while R is an index family which is trivial at sc(Y ), bf∞(Y ), lf∞(Y ), rf∞(Y ),
lf0(Y ), bf0(Y ) and such that inf ReR|rf0(Y ) ≥ 1 + ǫ. Moreover, at sc, the restriction of QC is given by
Nsc(QC) = Nsc(DC)
−1, while at bf0(Y ), the restriction of κ
− 1
2QCκ
− 1
2 is G
1
2
b .
Proof. At the end κ =∞, we can invertDC as a scattering operator as in [29] to obtainQC near sc(Y ), bf∞(Y ),
lf∞(Y ) and rf∞(Y ). At end κ = 0, we can invert instead κ
− 1
2 (κDC)κ
1
2 as a b-operator as in [33], yielding a
parametrix Q˜ such that
κ−
1
2 (κDC)κ
1
2 Q˜ = Id−R˜,
where Q˜ is a b-operator of order one with polyhomogeneous expansion at lf0(Y ) and rf0(Y ) having leading
term of order 12 + ǫ and smooth at bf0(Y ) with restriction given by G
1
2
b , while R˜ is a b-operator of order −∞
vanishing rapidly at lf0(Y ) and bf0(Y ) and with polyhomogeneous expansion at rf0(Y ) having leading term
of order 12 + ǫ. It suffices then to take QC = κ
1
2 Q˜κ
1
2 and RC = κ
− 1
2 R˜κ
1
2 near bf0(Y ). This can be combined
with the construction near sc(Y ) to give the parametrix QC globally as claimed. 
In particular, this parametrix shows that the operator DC is Fredholm as an operator
(7.35) DC : u
1
2H1b,sc(Y × (0,∞]; kerDv)→ u−
1
2L2b(Y × [0,∞]; kerDv),
where u is a boundary defining function for Y × {0} in Y × [0,∞] and
H1b,sc(Y×[0,∞]; kerDv) = {f ∈ L2b(Y×[0,∞]; kerDv) | ξf ∈ L2b(Y×[0,∞]; kerDv) ∀ξ ∈ Vb,sc(Y×[0,∞]; kerDv)}
with Vb,sc(Y × [0,∞]; kerDv) the Lie algebra of smooth vector fields on Y × [0,∞] which are b-vector fields
near Y × {0} and scattering vector fields near Y × {∞}. The operator is also formally self-adjoint.
Lemma 7.6. The Fredholm operator of (7.35) is a bijection.
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Proof. Since we assume that ðφ is a Dirac operator, we know from (2.8) and (2.23) that the operator DC
takes the form
(7.36) DC = −c ∂
∂κ
+
1
κ
(ðY +
c
2
) + γ.
Using that γ anti-commutes with −c ∂
∂κ
+ 1
κ
(ðY +
c
2 ) and that c anti-commutes with ðY , we compute that
(7.37) κ2D2C = −
(
κ
∂
∂κ
)2
+ 2κ
∂
∂κ
+ (ð2Y + cðY −
3
4
) + κ2.
Hence, we see that
(7.38) κ−1(κ2D2C)κ = −
(
κ
∂
∂κ
)2
+
(
ð2Y + cðY +
1
4
)
+ κ2.
Setting ð˜Y := cðY , this becomes
(7.39) κ−1(κ2D2C)κ = −
(
κ
∂
∂κ
)2
+
(
ð˜2Y + ð˜Y +
1
4
)
+ κ2.
Now, ð˜∗Y = (cðY )
∗ = −ðY c = cðY = ð˜Y , so ð˜Y is formally self-adjoint. Moreover,
(7.40) I(Db, λ) = c(λ− ð˜Y + 1
2
),
so Assumption 7.1 implies that ð˜Y has no eigenvalue in the range [− 12 , 12 ]. Now, if λ is an eigenvalue of ð˜Y
with eigensection σ˜, then σ˜ is an eigensection of ð˜2Y + ð˜Y +
1
4 with eigenvalue (λ +
1
2 )
2. Since λ ∈ [− 12 , 12 ],
we have in particular that (λ + 12 )
2 > 0. Hence, decomposing (7.39) in terms of the eigenspaces of ð˜Y , we
obtain the modified Bessel equation
(7.41)
(
−
(
κ
∂
∂κ
)2
+ α2 + κ2
)
f = 0, with α2 = (λ +
1
2
)2 > 0.
A basis of solutions of this equation are given by the modified Bessel functions Kα and Iα. The function Iα
grows exponentially as κ→∞ and tends to zero as κց 0, while Kα blows up like κ−|α| as κց 0 and decays
exponentially at infinity. Thus, except for the trivial solution, no solution of (7.41) are in L2((0,∞), dx
x
).
This means that the operator κ−1(κ2D2C)κ has a trivial kernel in L
2
b(Y × [0,∞]; kerDv), hence that DC has a
trivial kernel in κL2b(Y × [0,∞], kerDv). A fortiori, DC thus have a trivial kernel in uL2b(Y × [0,∞]; kerDv).
Now, if σ ∈ L2b(Y × [0,∞], kerDv) is such that DCσ = 0, then in fact σ decays rapidly as κ → ∞ by
[29] and has a polyhomogeneous expansion at κ = 0 by [33]. Furthermore, Assumption 7.1 and the fact
that I(κDC , λ) = I(Db,−λ) implies that σ = O(u1+ǫ) near Y × {0}. This shows that the operator (7.35) is
injective.
To show that it is surjective, notice the operator u
1
2DCu
1
2 is formally self-adjoint, which forces in particular
the operator (7.35) to be surjective since DC has a trivial kernel in u
1
2L2b(Y × [0,∞]; kerDv) ⊂ L2b(Y ×
[0,∞]; kerDv).

Let us denote by GC the inverse of the Fredholm operator in (7.35).
Lemma 7.7. The inverse GC is an element of Ψ
−1,G
b,sc (Y ; kerDv) with index family G trivial at rf∞(Y ),
lf∞(Y ) and bf∞(Y ), given by N0 at sc(Y ) and such that
(7.42) inf Re(G|bf0(Y )) ≥ 1, inf Re(G|rf0(Y )) ≥ 1 + ǫ, inf Re(G|lf0(Y )) ≥ 1 + ǫ.
Moreover, the restriction of u−
1
2GCu
− 1
2 at bf0(Y ) is precisely G
1
2
b , while at sc(Y ), we have instead Nsc(GC) =
Nsc(DC)
−1.
Proof. Using the parametrix of (7.34) and proceeding as in the proof of Corollary 2.20, we have that
(7.43)
GC = GC Id = GC(DCQC +RC) = QC +GCRC ,
GC = IdGC = (Q
∗
CDC +R
∗
C)GC = Q
∗
C +R
∗
CGC .
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Inserting the second equation in the first one thus yields
(7.44) GC = QC +GCRC = QC +Q
∗
CRC +R
∗
CGCRC .
Since RC and R
∗
C are very residual operators in the sense of [28], we see by the semi-ideal property of such
operators that R∗CGCRC is also semi-residual. Hence, the result follows from (7.44), Lemma 7.5 and the
composition formula for b, sc-operators. 
In fact, near bf0(Y ), we can compare GC with κ
1
2G
1
2
b κ
1
2 as follows,
(7.45) κ
1
2G
1
2
b κ
1
2 = κ
1
2G
1
2
b κ
1
2DCGC = GC + κ
1
2G
1
2
b κ
1
2 (γκ)GC ,
where we have used in the last step that G
1
2
b is the inverse of κ
− 1
2
(
κ
(−c ∂
∂κ
+ 1
κ
DY
))
κ
1
2 . Hence, from the
composition formula of b-operators, we see that the leading order term of GC at bf0(Y ) is at order 1 with
next term at least at order 2. That is,
(7.46) GC = κ
1
2G
1
2
b κ
1
2 +O(x2bf0(Y )).
This can be used to improve the parametrix of (7.26) as follows.
Proposition 7.8. There exists Q2 ∈ Ψ−1,Q2k,φ (M ;E) and R2 ∈ Ψ0,R2k,φ (M ;E) such that
(7.47) Dk,φQ2 = Id−R2,
where Q2 and R2 are the empty set at φbf , lf and rf, while
(7.48)
Q2|zf = (N0 − 1) ∪ N2 with inf ReN2 > 0, inf ReQ2|φbf0 ≥ h, inf ReQ2|ff0 ≥ 0, inf ReQ2|ff ≥ 0
and inf ReQ2|lf0 ≥ ν, inf ReQ2|rf0 ≥ h+ 1 + ν with ν := min{ǫ, ǫ1 − 1}
and
(7.49)
inf ReR2|zf ≥ 1, inf ReR2|ff0 > 0, inf ReR2|ff ≥ 0, inf ReR2|lf0 ≥ 1 + ν, inf ReR2|rf0 ≥ h+ 1 + ǫ
and inf ReR2|φbf0 > h+ 1.
Proof. To solve (7.28), it suffices to take q2 = k
−1GCr1. Letting Q
′
2 be a smooth extension of q2 off φbf0
corresponding to a term of order h there, it suffices then to take
Q2 = Q1 +Q
′
2.
This ensures in particular that R2 in (7.47) is such that inf ReR2|φbf0 > h + 1. Clearly then, the term of
order h at φbf0 of Q2 is precisely GC . Moreover, the property (7.46) ensures that the new error term R2 still
vanishes to order 1 at zf,
inf ReR2|zf ≥ 1.
Finally, the extension of q2 off φbf0 can be done using the ‘right’ boundary defining function x
′ near lf0.
Since Πhq2 = q2, this means that the part of the error term R2 coming from the extension of q2 will have
leading order 1 + ǫ at lf0, so that inf ReR2|lf0 ≥ 1 + ν as claimed. 
The parametrix Q2 inverts Dk,φ at all boundary hypersurfaces of M
2
k,φ except at ff. There, the model to
invert is
(7.50) Nff(Dk,φ) = Dv + ðh + γk.
Using that γ anti-commutes with Dv + ðh and that ðh anti-commute with Dv, we compute that
Nff(Dk,φ)
2 = D2v + ð
2
h + k
2.
This is clearly invertible as a suspended operator for k > 0 with inverse given by
(7.51) Nff(Dk,φ)
−1 = (Dv + ðh + γk)(D
2
v + ð
2
h + k
2)−1.
To see that this matches our model as k ց 0, we should decompose the normal operator in terms of kerDv
and its orthogonal complement (kerDv)
⊥. First, on (kerDv)
⊥, Nff(Dk,φ) is still invertible as a suspended
operator for k = 0. Lifting this inverse from ff ×{0} ⊂ M2φ × [0,∞) to M2k,φ through the blow-down
map M2k,φ → M2φ × [0,∞), this clearly corresponds to the part of Q2|ff0 acting on (kerDv)⊥ on ff0, while
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it vanishes rapidly at lf, rf, φbf0, lf0 and rf0. Hence, when acting on (kerDv)
⊥, the operator Q2 can be
naturally extended on ff by (
(Nff(Dk,φ)|kerD⊥v
)−1
.
On the other hand, on kerDv, the matching of Nff(Dk,φ)
−1 with Q2 is more in the spirit of [19], so we
shall take the point of view offered by Lemma 3.5 and work initially with [M2k,b; Φ+]. On this space, the
face ffb,+ created by the blow-up of Φ+ corresponds to a blow-down version of ff in M
2
k,φ = [M
2
k,b; Φ+,Φ0].
Because of this missing final blow-up, the model operator Nffb,+(Dk,φ) acting on kerDv is not ðh + γk in
the limit k → 0+, but instead
k(ðh + γ).
This is because near k = 0, it is x
′
k
, not x′, which can be used as a boundary defining function for ffb,+. The
inverse is thus given by
(7.52) (ðh + γ)
−1k−1 = (ðh + γ)(ð
2
h + Id)
−1k−1.
By (7.33), this is precisely matched by Q2|φbf0 acting on kerDv, the factor k−1 in (7.52) indicating that
k−1(ðh + γ)
−1 yields a term of order h instead of h+ 1 at φbf0.
Now, the face ff0 created by the blow-up of Φ0 is not really needed to invert the part ofDk,φ asymptotically
acting on kerDv. Indeed, when we are considering the action on kerDv, the operatorDφ becomes a scattering
operator, and we can simply use the b − sc transition double space. The inverse can then be lifted to M2k,φ
via the blow-down map
M2k,φ → [M2k,b; Φ+].
This means that after we blow up Φ0 on [M
2
k,b; Φ+], we still have that the limit of Nff(Dk,φ)
−1 acting on
kerDv matches the term of order h of Q2 at φbf0, but also that it matches the part of Q2|ff0 acting on
kerDv. This yields the following improved parametrix.
Proposition 7.9. There exists Q3 ∈ Ψ−1,Q3k,φ (M ;E) and R3 ∈ Ψ−1,R3k,φ (M ;E) such that
(7.53) Dk,φQ3 = Id−R3
with Q3 = Q2 and R3 the same index family as R2, except at ff where we have instead that
inf ReR3|ff > 0.
Proof. This follows from the previous discussion, except for the statement that R3 is an operator of order
−1. Indeed, a priori, we only know that R3 will be of order 0. However, by construction, k,φσ−1(Q3) −
k,φσ1(Dk,φ)
−1 vanishes on the boundary hypersurfaces of Mt. Hence, changing Q3 in the interior of M
2
k,,φ
near the lifted diagonal, we can thus assume that k,φσ−1(Q3) = (
k,φσ1(Dk,φ))
−1 everywhere on Mt. With
this choice of principal symbol for Q3, we see from (7.53) and the short exact sequence (6.1) that R3 must
be of order −1 as claimed. 
By the composition rules of Theorem 5.2 and thanks to the decay rate of R3 at all boundary hypersurfaces,
notice that there exists δ > 0 such that for H a boundary hypersurface of M2k,φ distinct from zf,
(7.54) R3 = O(xµH) at H =⇒ Rk3 = O(xµ+kδH ) at H ∀H ∈ N0.
When H = zf, then (7.54) holds provided ǫ+ ǫ1 > 1. However, for ǫ+ ǫ1 ≤ 1, it is not quite true at zf, since
R3 = O(xzf) there, but the lack of decay at lf0 and rf0 only ensures that R23 = O(xǫ+ǫ1zf ) at zf. Still, (7.54)
still holds for H = zf provided we take µ = ǫ instead of µ = 1. Since R3 is a pseudodifferential operator of
order −1, this means we can make sense of the formal sum
∞∑
k=1
Rk3
as an asymptotic sum, both symbolically and in terms of polyhomogeneous expansions at the various bound-
ary hypersurfaces. If S is such an asymptotic sum,
S ∼
∞∑
k=1
Rk3 ,
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then S ∈ Ψ−1,Sk,φ (M ;E) with S satisfying the same lower bounds as R3, except at zf when ǫ+ ǫ1 ≤ 1, where
we have instead 0 < inf ReS|zf ≤ 1 in that case.
Then, by construction,
R4 := Id−(Id−R3)(Id+S) ∈ Ψ−∞k,φ (M ;E)
has Schwartz kernel decaying rapidly at all boundary hypersurfaces ofM2k,φ. Hence, setting Q4 = Q3(Id+S),
we have that
(7.55) Dk,φQ4 = Id−R4
with Q4 ∈ Ψ−1,Q4k,φ (M ;E), where Q4 is an index family having the same lower bound as Q3, except at rf0
where we have instead inf ReQ4|rf0 ≥ h+ ǫ. Furthermore, by Theorem 5.2, if ǫ+ ǫ1 > 1, then inf ReS|zf ≥ 1,
inf ReS|lf0 ≥ 1 + ν and 1 + 2ν > 0, so Q4|zf = (N0 − 1) ∪ N4 with inf ReN4 > 0.
The error term R4 can be seen as a smooth family of operators R4(k) ∈ Ψ˙−∞(M ;E) parametrized by
k ∈ [0,∞) and approaching rapidly 0 as k ց 0. In particular, the operator R4(k) has a small operator
norm for k small. This means that there exists δ > 0 such that Id−R4(k) is invertible with inverse given by
Id+S4(k), where
S4(k) =
∞∑
j=1
R4(k)
j for k ∈ [0, δ)
is a smooth family of operators in Ψ˙−∞(M ;E) decaying rapidly to zero when k ց 0. Hence, for k ∈ [0, δ),
we can finally set
(7.56) Gk,φ := Q4(Id+S4) =⇒ Dk,φGk,φ = Id .
By the composition rules of Theorem 5.4, Gk,φ ∈ Ψ−1k,φ(M ;E). For k ≥ δ, we can invert Dk,φ simply in the
small φ-calculus as in [29], that is, with inverse in Ψ−1φ (M ;E). Hence, Gk,φ can be extended to k ∈ [δ,∞),
yielding the following pseudodifferential characterization of the inverse of Dk,φ.
Theorem 7.10. There exists Gk,φ ∈ Ψ−1,Gk,φ (M ;E) such that
Dk,φGk,φ = Id, Gk,φDk,φ = Id,
where G is an index family given by the empty set at lf, rf and φbf, while
(7.57)
inf ReG|zf ≥ −1, inf ReG|φbf0 ≥ h, G|ff = N0, inf ReG|ff0 ≥ 0,
and inf ReG|lf0 ≥ ν, inf ReG|rf0 ≥ h+ 1 + ν with ν := min{ǫ, ǫ1 − 1}.
Furthermore, if ǫ+ ǫ1 > 1 for ǫ and ǫ1 in Assumption 7.1, then in fact G|zf = (N0− 1)∪N with N an index
set with inf ReN > 0.
Proof. From the discussion above, we have that Gk,φ is a right inverse and (??) holds, except at rf0 and ff
where we can only conclude for the moment that inf ReG|rf0 ≥ h+ ǫ and inf ReG|ff > 0. Hence, it remains
to prove that Gk,φDk,φ = Id and that in fact inf ReG|rf0 ≥ h + 1 + ν and G|ff = N0. To see this, take the
adjoint of Dk,φGk,φ = Id,
G∗k,φDk,φ = Id .
It suffices then to notice that
G∗k,φ = G
∗
k,φ(Dk,φGk,φ) = Gk,φ.
In particular, Gk,φ is self-adjoint as expected and inf ReG|lf0 ≥ ν =⇒ inf ReG|rf0 ≥ h+1+ ν. On the other
hand, for k > 0 we know from the parametrix construction of [29] in the small φ-calculus that the expansion
at ff of Gk,φ must be smooth. By continuity, this means that this is still the case in the limit k ց 0, so that
G|ff = N0 as claimed. 
Remark 7.11. Coming back to ðk,φ = ðφ + kγ, we see that x
h+1
2 Gk,φx
− h+1
2 is such that
ðk,φ(x
h+1
2 Gk,φx
−h+1
2 ) = (x
h+1
2 Gk,φx
− h+1
2 )ðk,φ = Id .
Composing Gk,φ with itself also gives a description of the inverse of D
2
k,φ = D
2
φ + k
2.
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Corollary 7.12. Let ðφ ∈ Diff1φ(M ;E) be a Dirac operator satisfying Assumption 7.1. Then there exists an
operator G2k,φ ∈ Ψ−2,G2k,φ (M ;E) such that
(D2φ + k
2)G2k,φ = G
2
k,φ(D
2
φ + k
2) = Id,
where G2 is an index family given by the empty set at lf, rf and φbf , and such that
(7.58)
inf ReG2|zf ≥ −2, inf ReG2|φbf0 ≥ h− 1, G2|ff = N0, inf ReG2|ff0 ≥ 0,
and inf ReG2|lf0 ≥ (ν − 1, 1) ∈ R× N0, inf ReG2|rf0 ≥ (h− 1 + ν, 1) ∈ R× N0.
Proof. To apply Theorem 7.10, we need to find a self-adjoint operator γ ∈ C∞(M ; End(E)) as in (7.1). One
way to proceed is to consider, instead of ðφ the operator ð˜φ ∈ Diff1φ(M ;E ⊕ E) given by
(7.59) ð˜φ =
(
ðφ 0
0 −ðφ
)
,
since then one can consider the self-adjoint operator γ˜ ∈ C∞(M ; End(E ⊕ E)) given by
(7.60) γ˜ =
(
0 −√−1√−1 0
)
.
The operator γ˜ is such that γ˜2 = IdE⊕E and ð˜φγ˜+ γ˜ð˜φ = 0. Setting D˜φ = x
−h+1
2 ð˜φx
h+1
2 , we can thus apply
Theorem 5.2 to find G˜k,φ ∈ Ψ−1,Gk,φ (M ;E ⊕ E) such that
(D˜φ + kγ˜)G˜k,φ = G˜k,φ(D˜φ + kγ˜) = IdE⊕E
with index family G as in (7.57). Composing G˜k,φ with itself and applying Theorem 5.2 gives us an operator
G˜2k,φ ∈ Ψ−2,G2k,φ (M ;E ⊕ E) with index family G2 as in (7.58) such that
(D˜2φ + k
2)G˜2k,φ = G˜
2
k,φ(D˜
2
φ + k
2) = IdE⊕E
If P1 : E ⊕E → E is the bundle projection on the first factor, it suffices then to take G2k,φ = P1G˜2k,φP1. 
Remark 7.13. In terms of ð2φ, this means that x
h+1
2 G2k,φx
− h+1
2 is such that
(ð2φ + k
2)(x
h+1
2 G2k,φx
−h+1
2 ) = (x
h+1
2 G2k,φx
− h+1
2 )(ð2φ + k
2) = Id .
Thanks to Example 7.3, this can be applied in particular to Hodge Laplacian of a fibered boundary metric.
Corollary 7.14. Let ðφ be the Hodge-deRham operator associated to a fibered boundary metric gφ product-
type up to order 2. Suppose that the exterior differential dkerDv and its formal adjoint δkerDv acting on
sections of the flat vector bundle kerDv → Y in Lemma 2.8 are such that
Hq(Y ; kerDv) = {0}, q ∈ {h− 1
2
,
h
2
,
h+ 1
2
},(7.61)
Spec(dkerDvδkerDv + δkerDvdkerDv )h
2
>
3
4
,(7.62)
Spec(dkerDvδkerDv )h+1
2
> 1.(7.63)
Then there exists an operator G2k,φ ∈ Ψ−2,G2k,φ (M ; Λ∗(φT ∗M)) such that
(D2φ + k
2)G2k,φ = G
2
k,φ(D
2
φ + k
2) = Id,
where G2 is an index family given by the empty set at lf, rf and φbf , and such that,
(7.64)
inf ReG2|zf ≥ −2, inf ReG2|φbf0 ≥ h− 1, G2|ff = N0, inf ReG2|ff0 ≥ 0,
and inf ReG2|lf0 ≥ (ν − 1, 1) ∈ R× N0, inf ReG2|rf0 ≥ (h− 1 + ν, 1) ∈ R× N0,
where ν = min{ǫ, ǫ1 − 1}.
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Proof. We need to show that the indicial family I(Db, λ) has no indicial root in the interval [−1, 0]. By
Lemma 2.8, this will be the case provided
Hq(Y ; kerDv) = {0}, q ∈ {h− 1
2
,
h
2
,
h+ 1
2
},(7.65) (
Spec(dkerDvδkerDv + δkerDvdkerDv )h
2
\ {0}
)
>
3
4
,(7.66) (
Spec(dkerDvδkerDv )h+1
2
\ {0}
)
> 1,(7.67) (
Spec(δkerDvdkerDv )h−1
2
\ {0}
)
> 1,(7.68) (
Spec(dkerDvδkerDv )h+2
2
\ {0}
)
>
3
4
,(7.69) (
Spec(δkerDvdkerDv )h−2
2
\ {0}
)
>
3
4
.(7.70)
Clearly, (7.61) and (7.62) corresponds to (7.65) and (7.66). On the other hand, by the symmetry of the
positive spectrum of the Hodge Laplacian, (7.62) also implies (7.69) and (7.70), while (7.63) implies (7.66)
and (7.67).

When Y = ∂M and φ : ∂M → Y is the identity, we see, taking into account the different conventions
for densities to define pseudodifferential operators, that Corollary 7.14 gives back [21, Theorem 1], but on
a double-space with with one extra face, namely ff0. In our parametrix construction however, the face ff0
is not required when φ is the identity map, so our parametrix does indeed descend to the b − sc transition
double space of [19, 26] as in [21].
On the other hand, with respect to [21, Theorem 1], our hypothesis is slightly less restrictive. Indeed,
first, in the terminology of [21], we are allowing asymptotically conic metric to order 2 instead of 3. Second,
the assumption [21, (2)], namely
(7.71) kerx−1L2
b
(D2φ) = kerL2b (D
2
φ)
in our notation, implies in particular that
(7.72) kerx−1L2
b
Dφ = kerL2
b
Dφ.
By the relative index theorem of [33, Theorem 6.5] and the symmetry of the critical weights of I(Db, λ)
around − 12 , we can infer from (7.72) that
(7.73) (−1, 0) ∩ Crit(Db) = ∅.
By Lemma 2.8, the condition (7.73) implies (7.61), (7.62) and (7.63), but the last two with only non-strict
inequalities. However, using the symmetries of the positive spectrum of the Hodge Laplacian, the first
condition of [21, (4)], namely
(7.74)
∣∣∣∣q − h+ 12
∣∣∣∣ ≤ 12 =⇒ 1−
(
h+ 1
2
− q
)2
/∈ Spec(dkerDvδkerDv )q
in our notation, precisely rules out the equality case in the (7.62) and (7.63) with non-strict inequalities.
Thus, conditions [21, (2),(4)] implies our conditions (7.61), (7.62) and (7.63).
Appendix A. Blow-ups in manifolds with corners
In this appendix, we will establish the commutativity of blow-ups of two p-submanifolds which does not
seem to follow from standard results like the commutativity of nested blow-ups or the commutativity of
blow-ups of transversal p-submanifolds.
Lemma A.1. Let W be a manifold with corners. Suppose that X and Y are two p-submanifolds such that
their intersection Z = X ∩ Y is also a p-submanifold with the property that for every w ∈ Z, there is a
coordinate chart
(A.1) ϕ : U → Rn1k1 × Rn2k2 × Rn3k3 × Rn4k4
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sending w to the origin such that
(A.2)
ϕ(U ∩X) = {0} × {0} × Rn3k3 × Rn4k4 ,
ϕ(U ∩ Y ) = {0} × Rn2k2 × {0} × Rn4k4 ,
ϕ(U ∩ Z) = {0} × {0} × {0} × Rn4k4 .
Then the identity map in the interior extends to a diffeomorphism
(A.3) [W ;X,Y, Z]→ [W ;Y,X,Z].
Proof. Since we blow up Z last, notice first that this result does not quite follows from the commutativity of
nested blow-ups. Now, clearly, away from Z, the blow-ups of X and Y commute since they do not intersect.
Thus, to establish (A.3), it suffices to establish it near Z. Let w ∈ Z be given and consider a coordinate
chart (U , ϕ) as in (A.2). Let x = (x1, . . . , xn1), y = (y1, . . . , yn2), z = (z1, . . . , zn3) and w = (w1, . . . , wn4)
be the canonical coordinates for the factors Rn1k1 , R
n2
k2
, Rn3k3 and R
n4
k4
respectively.
When we blow up X , this coordinate chart is replaced by the one induced by the coordinates
(ωx,y = (
x
r
,
y
r
), r =
√
|x|2 + |y2|, z, w) ∈ Sn1+n2−1k1+k2 × [0,∞)r × Rn3k3 × Rn4k4 .
In this coordinate chart, the lifts of Y and Z corresponds to
({0} × Sn2−1k2 )× [0,∞)r × {0} × Rn4k4
and
Sn1+n2−1k1+k2 × {0} × {0} × Rn4k4 ,
where {0}×Sn2−1k2 ⊂ Rn1k1 ×Rn2k2 is seen as a p-submanifold of Sn1+n2−1k1+k2 seen as the unit sphere in Rn1k1 ×Rn2k2 .
To blow up Y , this suggests to consider the smaller coordinate chart induced by the coordinates
(x, ωy =
y
|y| , r, z, w) ∈ R
n1
k1
× Sn2−1k2 × [0,∞)r × Rn3k3 × Rn4k4
in which the lift of Y corresponds to
{0} × Sn2−1k2 × [0,∞)r × {0} × Rn4k4
and the lift of Z to
Rn1k1 × Sn2−1k2 × {0} × {0} × Rn4k4 .
Hence, blowing up Y , we obtain a coordinate chart on [W ;X,Y ] by considering the one induced by the
coordinates
(ωx,z = (
x
ρ
,
z
ρ
), ρ =
√
|x|2 + |z|2, ωy = y|y| , r =
√
|x|2 + |y|2, w) ∈ Sn1+n3−1k1+k3 × [0,∞)ρ×Sn2−1k2 × [0,∞)r×Rn4k4
in which the lift of Z corresponds to
(Sn1−1k1 × {0})× [0,∞)ρ × Sn2−1k2 × {0} × Rn4k4
with Sn1−1k1 ×{0} ⊂ Rn1k1 ×Rn3k3 seen as a p-submanifold of Sn1+n3−1k1+k3 . To blow up Z, this suggests to consider
the coordinate charts induced by the coordinates
(z, ωx =
x
|x| , ρ =
√
|x|2 + |z|2, ωy = y|y| , r =
√
|x|2 + |y|2, w) ∈ Rn3k3 ×Sn1−1k1 × [0,∞)ρ×Sn2−1k2 × [0,∞)r×Rn4k4
in which the lift of Z corresponds to
{0} × Sn1−1k1 × [0,∞)ρ × Sn2−1k2 × {0} × Rn4k4 .
Hence, blowing up the lift of Z, we see that [W ;X,Y, Z] admits a coordinate chart induced by the coordinates
(A.4) (ωz,r = (
z
s
,
r
s
), s =
√
|z|2 + r2, ωx = x|x| , ωy =
y
|y| , ρ =
√
|x|2 + |y|2, w)
∈ Sn3k3+1 × [0,∞)s × Sn1−1k1 × Sn2−1k2 × [0,∞)ρ × Rn4k4 .
In this chart, Z lifts to
Sn3k3+1 × {0} × Sn1−1k1 × Sn2−1k2 × [0,∞)ρ × Rn4k4 ,
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Y lifts to
Sn3k3+1 × [0,∞)s × Sn1−1k1 × Sn2−1k2 × {0} × Rn4k4
and X lifts to
(Sn3−1k3 × {0})× [0,∞)s × Sn1−1k1 × Sn2−1k2 × [0,∞)ρ × Rn4k4 ,
where Sn3−1k3 × {0} ⊂ Rn3k3 × [0,∞)r is seen as a p-submanifold of the unit sphere Sn3k3+1 ⊂ Rn3k3 × [0,∞)r.
Since we are interested in the commutativity of the blow-ups of X and Y when the blow-up of Z is
subsequently performed, we can consider instead a smaller coordinate chart on [W ;X,Y, Z] in a neighborhood
of the lift of X which is induced by the coordinates
(A.5) (ωx =
x
|x| , ωy =
y
|y| , ωz =
z
|z| , r =
√
|x|2 + |y|2, ρ =
√
|x|2 + |z|2, s =
√
|x|2 + |y|2 + |z|2, w)
∈ Sn1−1k1 × Sn2−1k2 × Sn3−1k3 × [0,∞)r × [0,∞)ρ × [0,∞)s × Rn4k4 .
This chart is defined near the intersection of the lifts of X , Y and Z, which corresponds to Sn1−1k1 × Sn2−1k2 ×
Sn3−1k3 × {0} × {0} × {0} × Rn4k4 .
The definition of this system of coordinates is symmetric with respect to X and Y , namely, considering
instead [W ;Y,X,Z], we would have obtain the same coordinate system valid near the intersection of the
lifts of X,Y and Z. This indicates that in this region, the identity map in the interior naturally extends to
a diffeomorphism. Since this clear elsewhere, the result follows.

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