PURPOSE. To demonstrate methods that enable visual field sensitivities to be compared with normative data without restriction to a fixed test pattern.
C
omparison of patient data to normative data is key to the interpretation of many clinical tests. In standard automated perimetry, sensitivity estimates at each tested location are typically compared with the means and empirical quantiles of normative datasets, with or without correction for general sensitivity loss, to obtain metrics like total deviation (TD) and pattern deviation (PD), and their associated probability values. 1 Calculation of global indices like mean deviation (MD) and pattern standard deviation (PSD) also relies on knowledge of the mean and variance of normative data. 1 Such comparisons enable the clinician to efficiently estimate the likelihood that a patient's test results could be produced by a normal visual system.
Gaze-contingent microperimetry (also called fundus perimetry) has gained popularity as a clinical tool for assessing central and paracentral visual function in a variety of ocular conditions (review Ref. 2) . Microperimeters make use of patients' habituated fixation patterns measured by in-built eye tracking to position the test grid according to the individual patient's fixation (the monocular ''preferred retinal locus''). This holds advantages in customizing the test to the individual patient, but creates a problem for comparison to normative data. Because the spatial locations tested vary between patients, sensitivity estimates at individual locations cannot be readily compared with a conventional normative database with fixed test locations. As a result of this limitation, current commercially available microperimeters display only crude normative data comparisons, such as global average sensitivity, and color code individual sensitivity estimates according to an arbitrary scale. Improved normative data comparison would assist clinicians in the detection and characterization of subtle visual defects outside of apparent retinal lesions that may precede further disease progression, 3, 4 and in the detection of early functional impairments due to retinal lesions. 5 Such visual defects may indicate the necessity for treatment to prevent further vision loss.
We aimed to develop methods for improved normative data comparison for gaze-contingent perimetry. We hypothesized that surfaces could be accurately fit to normative data collected using a densely sampled, spatially extensive grid. This would enable comparison of sensitivity at any tested spatial location to corresponding points on the high-resolution normative surfaces. The purpose of this article is to demonstrate the method for deriving and using the normative surfaces, such that these methods may be adopted for wider clinical use with the collection of a larger normative dataset.
METHODS
Approval for this study was obtained from the National Health Service National Research Ethics Service. All participants gave written informed consent to take part. The study adhered to the tenets of the Declaration of Helsinki. 
Test Procedure
Participants undertook MAIA-2 microperimetry using 237 custom test locations placed on a square grid with 18 spacing up to 58 eccentricity and 28 spacing from 58 to 138 eccentricity. Participants were instructed to fixate the standard 0.768 diameter fixation annulus at all times. Testing was broken into four randomly ordered blocks, in each of which an evenly spaced subset of test locations was tested. Testing was completed over one or two study sessions lasting up to 1 hour, incorporating rests between tests as needed.
All participants undertook at least one practice test using the ''4-2 Expert'' strategy of the MAIA-2 (37-point annular pattern within 58 radius of fixation) before experimental data were collected. Sensitivity thresholds were then estimated using the MAIA-2 0 s standard 4-2 staircase algorithm and Goldmann III (0.438 diameter circular luminance increment) stimuli. It should be noted that the decibel scale used by the MAIA-2 is different to that used by some other perimeters owing to differences in maximum stimulus intensity. Any tests with fixation not classified as ''stable'' by the MAIA-2 software were discarded and repeated.
Surface Fitting
Data from left eyes were converted to right eye format. Data from locations with a horizontal eccentricity of þ138 were excluded due to encroachment of the physiological blind spot, and data from (08, 08) were also excluded as sensitivity at this location is affected by the fixation target. 6 This left 228 locations for fitting. The present data were not adjusted for sensitivity decline with ageing as data on this for the MAIA-2 are not available in the public domain. Based on a previous study using the Humphrey Field Analyzer (Carl Zeiss Meditec, Jena, Germany), 7 the age-related sensitivity difference between the median and youngest or oldest participants in our dataset is expected to be less than 1 dB, excluding one outlier (age 50) whose difference is expected to be 1.3 dB. These differences were deemed small enough to be within measurement variability in this study.
Though surfaces could be fit to any quantile of the data, for the purpose of demonstrating the use of this approach we fit surfaces to the mean, variance, and empirical 5th percentile of the data at each location. This later enables the calculation of local and summary indices that are familiar from static automated perimetry such as TD, PD, MD, and PSD. We initially trialed a variety of spatial interpolation methods, including bilinear interpolation, local regression, and Universal Kriging. 8, 9 In preliminary testing (data not shown), Universal Kriging was found to most frequently provide the best fits to subsets of the data, and so was used for the main study, however all of the above methods provided clinically acceptable fits to our data once suitable fitting parameters had been found. Universal Kriging is a spatial interpolation technique originally developed for geostatistical applications that estimates interpolated points without penalization for lack of smoothness, thereby predicting the most likely intermediate values given the available measurements.
Surface fitting and all other analyses were carried out in R (ver 3.2.0) 10 using the MASS and spatial packages. Universal Kriging was done with a quadratic trend surface, chosen to reflect the expected shape of the hill of vision, and an exponential covariance matrix, chosen over the alternatives (Gaussian and spherical) as giving the best fits to our data in initial testing. Fitting a surface by Universal Kriging additionally requires the selection of two parameters, a range parameter (d), that determines the range within which surrounding points are considered in choosing intermediate values, and a ''nugget parameter'' (a) that controls the extent to which local maxima and minima in the data are smoothed. We selected these parameters separately for each of the three surfaces because previous studies of normative perimetric data have shown unequal variance in sensitivity across the visual field, For each surface the parameter combinations with the lowest mean RMS difference across the 200 repeats were chosen for the final surfaces, which were then fit to all locations.
Assessment of Efficacy
The overall efficacy of the surface fitting approach was assessed in three ways: first, the above resampling procedure was repeated 1000 times using the chosen parameters and RMS difference from measured sensitivity at the excluded locations was assessed. Because these excluded locations are spatially more distant from their nearest included locations than any interpolated point would be when all data are used, and no constraint was placed to prevent excluded locations from clustering together forming large areas without data, this method gives a lower bound on the accuracy of the surface fitting. Second, a leave-one-out method was used to compare individual subject datasets with surfaces fitted to the 5th percentile of the remaining subjects' data at each location using the final chosen fitting parameters. Should the method be successful, we expected 5% of tested locations to fall beneath the 5th percentile surface (this is analogous to TD probability analyses in standard automated perimetry). Third, we considered instances in which the location of the anatomical fovea is unknown, as may be the case in central retinal pathology, by spatially shifting the test grid position by an amount sampled from the distribution of relative foveaoptic disc positions in our dataset and comparing the shifted data to the fixed fitted surface. This sampling procedure was repeated 1000 times per participant and was intended to simulate the situation where the best available estimate of the position of the anatomical fovea is derived by assuming that it is in the population average position from the optic nerve head.
Calculation of Summary Indices and Clinical Case Examples
Using the normative surface fitted to the mean of the data, it is straightforward to calculate pointwise indices analogous to Normative
those of the commonly used Humphrey Field Analyser. Total deviation is calculated as the decibel difference of measured sensitivity from the normative surface at the tested location. Pattern deviation is calculated as TD after the measured sensitivity has been adjusted according to the TD at the 85th percentile location in the tested visual field. With the addition of the surface fitted to the variance of the data, global summary indices can be similarly calculated. Mean deviation is calculated as per Heijl et al. 1 :
where x i is the measured sensitivity at location i, N i is the normal reference sensitivity at location i, s 2 i is the variance at location i, and n is the total number of test locations. Similarly PSD is calculated as 1 :
Total and pattern deviation probability plots can also be easily produced by comparing patient data to surfaces fit with the appropriate percentiles of normative data. In order to demonstrate the clinical use of our approach, we provide two clinical case examples of patients with central vision loss due to AMD. In the case examples, we compare microperimetric sensitivity estimates (MAIA-2 4-2 ''expert'' test) to the normative surfaces, using analyses analogous to those commonly used in conventional automated perimetry. Patients were tested with the test grid centered on their monocular preferred retinal locus, as determined by the instrument. For these examples, sensitivities were age-adjusted to the median age of the participants in our normative data set using a correction of 0.056 dB/year, the average of the rates within the central 108 in Heijl et al. 7 
RESULTS
Participants' spherical equivalent refractive error was between À8.00 and þ4.00 D (median À0.75 D). This enabled accurate focusing of the instrument for all eyes. The raw data from this study are publically available in an accompanying article.
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The final fitted surfaces, using the parameters listed in the Table, distribution of RMS differences between the fitted surface and measured sensitivities at 50 randomly selected points excluded from the fit, repeated 1000 times. For the surface fitted to the mean sensitivities RMS error was always below 0.5 dB (median 0.3 dB). Similarly RMS error for the surface fitted to the 5th percentile of the sensitivities was always less than 1.0 dB (median 0.7 dB). Root mean square error was greater for the surface fitted to the variance of the sensitivities (median 1.4d B; range, 0.8-2.7 dB). This was due to a greater variance across the visual field region tested, resulting in some locations having a larger effect on the surface fit than others.
Across all participants median 3.9% (interquartile range [IQR], 1.8%-8.9%), close to the expected 5%, of sensitivities fell beneath the surface fit to the 5th percentile of the data. Blind spot position in our data was mean (15.548, À2.128) and could be described as a bivariate Gaussian distribution with SDs 1.058 horizontally and 0.858 vertically. Figure 4 shows how the number of points below the 5th percentile surface changed after spatial shifts of the test grid sampled from this distribution. Across all samples from all participants the number of locations falling beneath the 5th percentile surface after position shifts ranged from a decrease of 17 to an increase of 14 compared with baseline (median 0, IQR À1 to 1). The absolute magnitude of position shifts was only weakly related to the absolute change in number of locations falling beneath the 5th percentile surface (Fig. 4, Spearman's q ¼ 0.3) and 95% of all position shifts resulted in an absolute change in number of locations falling beneath the 5th percentile surface of 3 (1.3%) or fewer. Figures 5 and 6 show examples of how our methods may be applied clinically to provide similarly detailed analyses of microperimetric sensitivity estimates to those commonly used in standard automated perimetry.
DISCUSSION
Microperimetric testing of visual function at extrafoveal regions may be clinically useful in patients with existing macular pathology. When the test grid is positioned wholly or partly away from the region of damage, either manually by the FIGURE 6. Clinical case example from the right eye of a 62-year-old woman with AMD (visual acuity 0.94 logMAR). Panels as described in Figure 5 . Eccentric fixation is apparent in this patient with the monocular preferred retinal locus situated several degrees from the assumed anatomical fovea (0, 0). It appears from the PD map that the patient may have assumed this preferred retinal locus in order to fixate close to a region of relatively high sensitivity.
clinician or by the patient fixating eccentrically, abnormal sensitivity estimates in retinal areas without apparent structural damage 3,4 (Krishnan A et al. IOVS 2016:57:ARVO E-Abstract 6100) may provide a useful early biomarker of disease progression that may allow treatment to be initiated to prevent further spread of pathology and associated vision loss. Microperimeters also typically allow custom placement of test locations that may be useful in assessment of macular visual function in glaucoma where spatially accurate stimulus placement relative to retinal structures is indicated by recent work. 12 However, the lack of tools for comparison to normative data hampers the clinical use of microperimetry, as it is difficult to separate measurements of healthy visual function from those likely to be affected by disease. Previous normative studies for microperimetry have concentrated on common test patterns centered on the fovea, [13] [14] [15] [16] [17] [18] which is therefore limited to use in patients with central fixation, and where the clinician elects to test the central region using the same pattern of test locations.
In this paper, we have demonstrated a method for development of a normative database for gaze-contingent microperimetry using a dense, spatially extensive grid that can be broken down into several sparse grids for ease of testing and combined post hoc. Accurate spatial interpolation between tested locations is then possible by surface fitting, enabling any spatial location tested in a given patient to be compared with normative data. By fitting further surfaces to the variance and empirical percentiles of the data it is additionally possible to derive summary indices familiar from standard automated perimetry such as MD and PSD, as well as probability maps for TD and PD. With our data we were able to fit surfaces to the mean and 5th percentile sensitivities with estimated upper bounds on their difference from measured values of less than 0.5 and 1.0 dB, respectively, which are both well within measurement precision in clinical perimetry. [19] [20] [21] [22] The surface fit to the variance had larger error, with an estimated upper bound of median 1.4 dB (range, 0.8-2.7 dB), though this is still within typical measurement variability. This was due to a larger variation in the variance across the tested visual field region meaning that the inclusion/exclusion of some points whose variance in sensitivity was markedly different from nearby points had a large effect on the surface fit. This larger error affects only the accuracy of global summary indices that require data on variance such as MD and PSD; point estimates of TD and PD and their associated probability maps do not use this surface. It is further worth noting that the metrics reported herein can be considered lower bounds on the accuracy of the surface fitting approach (upper bounds on fitting error), because for a clinical application no test locations would be excluded from the fit.
One limitation to normative data comparison away from the fovea, regardless of method, is positional uncertainty. In a patient with a structurally intact anatomical fovea it would be possible for the clinician or the instrument to accurately identify the location of the fovea, and then the test grid position would be accurately known. However, a major clinical use for this technique is in macular pathology where it may be impossible to accurately identify the location of the anatomical fovea. In these cases, our chosen method is to assume that the anatomical fovea lies in the population average position relative to the optic disc. In the MAIA-2 microperimeter the optic disc center is identified by the clinician at the start of the test and its position is recorded in the output data. Clearly, this method is subject to population variation in relative foveaoptic disc position [23] [24] [25] and additional variation from the selection of the optic disc center by the clinician. Both types of variation are taken into account in our data, which suggests that using this specific measurement method the distribution of optic disc position is (15.54 6 1.058, 2.12 6 0.858 [mean 6 SD in right eye format]) relative to the fovea. By repeatedly adding error sampled from this distribution to the position of the test grid we found that the change in number of locations falling beneath the 5th percentile surface was less than 3 of 228 (1.3%) in 95% of patients. This small proportion suggests that assuming the location of the fovea in this way is likely to be suitable for most clinical purposes.
The normative database collected for this study comprised 60 healthy volunteers with a narrow range of ages, collected from a single site. Although this database is suitable for the proof-of-concept use here, it is not large enough and does not have a wide enough age range to stand as a definitive normative database. Further data need to be collected using this method to construct such a database.
Further study on the optimal trade-off between sensitivity and eccentricity for selection of a preferred retinal locus may help to develop the role of microperimetry in optimizing visual function in patients with untreatable macular damage. Commercially available microperimeters already feature biofeedback training paradigms that enable a chosen retinal location to be trained as a preferred retinal location. The use of PD probability maps may aid clinicians in the selection of locations to train for this purpose.
In conclusion, we have demonstrated methods that enable normative data comparison in gaze-contingent microperimetry. Our methods enable sensitivity measured at any spatial location, regardless of fixation, to be compared with normative values. Further, our methods enable pointwise and summary indices and probability maps, familiar from standard automated perimetry, to be calculated in microperimetry, despite variations in test pattern and location. With the collection of larger normative datasets using these methods, the clinical use of microperimetry as a tool to measure visual function in central retinal pathology could be enhanced.
