• We present a hierarchical refinement scheme for isogeometric analysis.
Introduction
A phase-field approach to fracture is a most general methodology to predict failure mechanisms in solids. In contrast to the costly and complex computational modelling of sharp cracks, a diffusive interface is introduced, see Miehe et al. [1, 2] and Kuhn and Müller [3] . The phase-field itself is described by an order parameter s that is driven by a corresponding partial differential equation, see Weinberg and Hesch [4] for a detailed investigation on Allen-Cahn type as well as Cahn-Hilliard type equations. It is assumed that the material fails locally upon the attainment of a specific fracture energy or critical energy-release rate, as introduced by Francfort and Marigo [5] and Bourdin et al. [6] . This allows to formulate a variational statement for brittle fracture, see, among many other Karma et al. [7, 8] and Henry et al. [9, 10] . Applications to ductile fracture have been recently proposed in Miehe et al. [11] , whereas phase-field models for cohesive fracture have been addressed in Verhoosel and de Borst [12] . An extension to large deformations relying on a multiplicative decomposition of the deformation gradient into a compressive and a tensile part along with a structure preserving time integration scheme is given in Hesch and Weinberg [13] .
The finite element discretisation of a phase-field approach requires high spatial resolution of the diffusive interface, since the element size h ≪ l, where l represents a specific length parameter of the phase-field approach. To reduce the computational effort, a higher-order phase-field approach as proposed by Borden et al. [14] can be applied to the phase-field, improving the accuracy and convergence of the numerical solution. This fourth-order partial differential equation cannot be discretised by standard Lagrangian shape functions. Thus, we make use of non-uniform rational B-splines (NURBS) in the context of Isogeometric Analysis for the spatial discretisation, see Cottrell et al. [15] for a comprehensive review on this topic. NURBS basis functions allow us to predefine the basis functions continuity within their construction, which makes them ideal for the treatment of higher-order problems.
Although NURBS basis functions have local support, they are not restricted to a single finite element. Moreover, in the multivariate case they have a tensor product structure. This is a major drawback for the introduction of local refinement procedures. T-splines have been introduced to break the tensor product structure of the spline base, see Bazilevs et al. [16] and Evans et al. [17] . Due to severe limitations of T-Splines (see Vuong et al. [18] for details), hierarchical refinement procedures have been developed, see Forsey and Bartels [19] , Schillinger et al. [20] and Bornemann and Cirak [21] , see also Borden et al. [22] for adaptive refinement in the context of phase-field models to brittle fracture. Hierarchical refinement procedures replace B-spline and NURBS basis functions on the refined level by a linear combination of scaled and copied versions of themselves, maintaining the required continuity, see Jiang and Dolbow [23] and Hesch et al. [24] for the application to general phase-field problems. In particular, we aim at a hierarchical refinement formulation maintaining the partition of unity, suitable to be adapted to traditional contact mechanical formulations, and equipped with additional features to account for repeated knots.
In Dittmann et al. [25] , thermomechanical Mortar contact problems in the context of isogeometric analysis are addressed. This work analyses a thermodynamically consistent framework including the energy transfer between the mechanical and the thermal field due to friction and the variationally consistent description of the contact interface on the basis of Mortar methods, see de Lorenzis et al. [26, 27] and Temizer [28, 29] for further details on Mortar contact formulations for isogeometrical analysis. Hierarchical refinements for frictionless contact have been investigated in Temizer and Hesch [30] . In this work, these investigations are extended by incorporating friction within a dynamic framework and additionally applying the resulting algorithms to contact problems involving phase-field fracture.
An outline of the paper is as follows. The higher-order phase-field approach to fracture and the corresponding contact formulations are presented in Section 2. The spatial discretisation using hierarchical refinements for the NURBS basis functions as well as the Mortar formulation will be dealt with in Section 3. The temporal discretisation is outlined in Section 4, followed by representative numerical examples in Section 5. Eventually, conclusions are drawn in Section 6.
Governing equations
The description discussed in this section summarises the fundamental developments and features of a coupled multi-field problem for multiple bodies in contact. In addition to the mechanical field defined in its reference configuration of the bounded domain B ⊂ R n , n ∈ [2, 3], we assume the existence of a phase-field to characterise the diffusive crack modelling inside all bodies taken into account. Adopting a Lagrangian formulation, we introduce the deformation mapping
to map a material point X to its actual position at time t ∈ I = [0, T ]. Consistent with this Lagrangian formulation, the phase-field is described by an order parameter where the value s = 0 refers to the undamaged and s = 1 to the fully broken material. The unknowns [ϕ, s] form a configuration space in R n+1 , representing the primal degrees of freedom to be found for all times of interest.
Regularised crack surface
Crack growth creates a new internal boundary Γ cr 0 (t) ⊂ R n−1 . Here, we assume that this process is based upon an energetic criterion. To be specific, the crack initiates or continues upon attainment of a critical local fracture energy density g c . Thus, the total energy within the sharp crack interface reads
Since the numerical evaluation of this sharp crack interface is not suitable within a standard finite element framework, a regularised crack interface using a specific regularisation profile γ (s) is introduced, such that the critical fracture energy is approximated by 
g c γ (s) dV . For the regularisation zone, a higher-order regularisation of the crack topology is utilised to obtain better accuracy and convergence rates of the numerical solution (see Borden et al. [14] for a detailed discussion). Therefore, we apply a fourth order approach for the crack-density functional
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Finite strain elasticity in a phase-field approach
For the non-linear mechanical field in a phase-field approach to fracture, we assume that the material behaviour is governed by a modified Helmholtz energy density function Ψ : B 0 ×I → R, Ψ := Ψ (F, s) where F : B 0 ×I → R n×n is the deformation gradient. Postulating that fracture requires a local state of tension, we define the fracture insensitive part of the deformation gradient as follows
where n a and N a denote the principal directions of the left and right stretch tensors. Moreover, λ a are principal stretches, decomposed into tensile and compressive components via λ ± a = [(λ a − 1) ± |λ a − 1|]/2 + 1, see Hesch and
Weinberg [13] for further details. Accordingly, we define the local constitutive relations
where P : B 0 × I → R n×n represents the first Piola-Kirchhoff stress tensor and H : B 0 × I → R the driving force of the phase-field. The Lagrangian form of the local balance of linear momentum as well as of the phase-field balance equation 1 reads
The external contributions at the boundary are specified by appropriate Dirichlet and Neumann boundary conditions on the mechanical and the phase-field, respectively
An additional boundary contribution for the phase-field arises due to the structure of the fourth order approach, given as
Note that we consider hereinafter only pure Neumann contributions on the whole boundary ∂B 0 , since Dirichlet boundaries are usually not defined for the phase-field. Finally, initial conditions for the mechanical as well as for the phase-field are given as
which completes the coupled initial-boundary value problem (IBVP) under consideration.
Weak formulation
Next, the spaces of virtual or admissible test functions for the deformation as well as for the phase-field are introduced as follows
where H denotes the Sobolev functional space of square integrable functions and derivatives. Note that the phase-field requires being in H 2 (B 0 ), which has substantial effects for the numerical solution of the coupled IBVP using finite elements. The weak form of the balance equation of the coupled phase-field approach to fracture reads
Postulating that the coupled IBVP considered here obeys the fundamental first and second law of thermodynamics, we follow the lines of arguments outlined in Hesch and Weinberg [13] to demonstrate the validness of the considered approach. In a first step, the first law of thermodynamics is analysed for the system at hand, representing the global energy balance. To this end, suitable substitutions of the variations δϕ =φ are introduced in (14) such that
Ḟ + Hṡ and the terms on the right hand side represent the external power P ext , we obtain
Substituting δs =ṡ in (15) yields
Insertion of (4) and introducing the abbreviation D P F :=  B 0 g cγ dV for the global dissipation we finally end up with
The last statement represents the global energy balance of the dissipative system.
Remark. Miehe et al. [1] , demandṡ ≥ 0, which is equivalent toγ ≥ 0 since ∂Ψ ∂s ≤ 0, for thermodynamical consistency, avoiding a transfer of energy from the phase into the mechanical field. This prevents healing effects, which may be taken into account as well. Here, we only restrict the fully broken state, i.e. we allow for healing until the phase-field reaches one.
Contact formulation
Assuming that multiple bodies i are in contact, 2 the boundary of the mechanical field requires further subdivision
along with
Note that the actual contact surface ∂B (i),c 0 does not interfere with the phase field boundary, which is in contrast to, e.g., a thermal boundary of a thermomechanical problem which establishes an energy transfer across the contact zone. Taking the local linear momentum balance across the contact interface into account, the contact contributions to the total virtual work of a two body contact problem can be written as
where t (1) denotes the Piola tractions related to the surface ∂B (1),c 0
. Next, we decompose the contact tractions in normal and tangential components as
Here, ν denotes the current outward normal vector on ∂B (1) ,c 0 and a α , α ∈ [1, 2] the contravariant tangential basis vectors. For convenience, we introduce the gap functions in normal and tangential directions
The normal contact conditions are given in the form of Karush-Kuhn-Tucker (KKT) conditions via
which are the classical complementary condition for contact problems. Furthermore, we postulate that the frictional response is prescribed by Coulomb's friction law, given as followŝ
The last equation makes use of the Lie derivative L t T =ṫ T,α a α of the frictional tractions and aligns them to the tangential velocityġ s T with respect to the tangential penalty parameter ϵ T . Note that the penalisation of the stick condition implies an additive split of the tangential gap into a reversible (elastic) part g e T and an irreversible (inelastic) part g s T . Moreover, µ denotes the coefficient of friction andζ a consistency parameter in analogy to the plastic multiplier in plasticity, whereζ = 0 represents stick andζ > 0 slip.
To demonstrate thermodynamical consistency, we introduce a local energy density function Ψ c := Ψ c (ϕ) and substitute again δϕ =φ. The global power balance across the interface reads now
Enforcing (25) exactly and assuming that the elastic part of the tangential gap is small enough to be neglected, the global frictional dissipation is given by
Along with the dissipation of energy into the phase-field, the total dissipation is given by D = D P F + D c . This total dissipation D represents the amount of energy transferred into the thermal field, which we did not consider here.
Isogeometric discretisation and local refinement
Concerning the spatial discretisation, displacement based finite elements are applied. Accordingly, polynomial approximations of the deformation and its variations, written as
are introduced, where R A : B 0 → R are global shape functions associated with control points A ∈ ω = {1, . . . , n node }. For the phase-field and its variation we apply a discretisation conforming to the discretisation of the deformation
For the phase-field equation in (15) , at least C 1 continuous shape functions are mandatory. To fulfil this requirement, we make use of quadratic NURBS shape functions
where n, m, l denote the number of control points along each parametric direction. In addition, p, q, r denotes the order of the non-rational B-Splines N , M and L along with the NURBS weights wˆi ,ĵ,k . For further details on the construction of B-Splines for finite element analysis, see Cottrell et al. [15] . 
Hierarchical B-spline and NURBS spaces
Classical refinement procedures rely on the subdivision of elements, which is not an applicable procedure for higher-order problems, since the classical approaches do not conserve the required higher continuity. To circumvent this issue, we focus on a subdivision of the basis functions themselves. This allows us to maintain the required continuity by replacing the underlying B-Splines using a linear combination of splines via
where h l refers to the coarse level element length in the parameter space.
To visualise this refinement procedure, the subdivision for one dimensional shape functions is shown in Fig. 2 , whereas Fig. 3 demonstrates the two dimensional case. Since the refined level consists of copied and scaled versions of the original B-Spline, further local refinements can be applied level by level. To rewrite this approach in a more convenient way, we introduce a subdivision matrix S (with components S i,j ) providing the scaling information in (32) and obtain
Once the subdivision matrix is established, we recalculate the control mesh along with the associated primal variables for the deformation and the phase-field
where S T A addresses a single row in the subdivision matrix corresponding to node A, i.e. q k+1 A represents a set of new coordinates. The extension of B-Splines to NURBS as outlined in (31) is tedious, but straightforward
Note that (32) is only valid for uniform knot vectors and has to be modified for non-uniform knot vectors, see Sabin [31] . For further details, e.g. for the case of repeated knots, details on the construction of the subdivision matrix and its application to control points of NURBS instead of B-spline basis functions as well as the numerical evaluation of the finite elements, see Hesch et al. [24] .
Semi discrete formulation of the coupled problem
Insertion of the polynomial approximations into the virtual work of the coupled phase-field system yields 
Here, M AB =  B 0 ρ 0 R A R B dV are the coefficients of the consistent mass matrix, and F A,ext the nodal force vector of the external contributions. Moreover, P h represents the discrete variant of the first Piola-Kirchhoff stress tensor (6) and H h the discrete variant of the driving force of the phase-field (7), both calculated in a straightforward manner.
To complete the semi-discrete formulation, we define the discrete contact contributions G h c . In particular, we aim at a Mortar based approach for the contact interface. Therefore, the space of admissible test functions for the discrete Lagrange multiplier field is introduced as
For the ease of construction of the discrete Lagrange multiplier space, an approximation of linear order for the dual space has been introduced in Hesch and Betsch [32] for domain decomposition and in Dittmann et al. [25] for contact problems. This variant is efficient to implement and satisfies the necessary convergence order for the quadratic primal space we use to fulfil the C 1 requirement of the coupled problem at hand, see Brivadis et al. [33] for detailed investigations on this topic. In particular, we utilise a set of nodesω (1) = [q 1 , . . . ,q n surf ] on the physical contact boundary, where n surf corresponds to the number of physical nodes on the surface geometry of B (1) and obtain
where N A : ∂B
(1),c 0 → R are (n − 1) dimensional shape functions associated with nodes A ∈ω (1) . Note that the discrete Lagrange multiplier space has to be constructed with care to avoid possible singularities. To clarify this issue, Fig. 4 shows a representative example for quadratic B-Splines. The unrefined situation is displayed on the left hand side, consisting of 49 shape functions on the particular surface with 36 possible nodes. On the right hand side, a single B-Spline has been refined (all remaining shape functions are transparent in this figure) . Here, we obtain 64 shape functions with associated degrees of freedom, whereas 69 nodes on the surface are given.
Consideration of a low order Lagrange multiplier space, e.g., a Dirac distribution of the multipliers at the physical nodes would clearly overconstrain the system. This issue arises for constraints like Dirichlet boundary conditions or for incompressibility constraints. We did not observe this for the contact constraints, although this cannot be ruled out by design. A simple remedy can be considered: Since this issue arises only in the transfer area between coarse and fully refined mesh, the Lagrange multipliers can be placed on the coarse level elements, reducing the total number of constraints. Once the approximation of the dual space is established, the construction of the Mortar contact constraints is straightforward. Decomposing again the tractions λ A into normal λ N ,A and tangential λ T,A components and subsequently inserting them in the contact contributions yields
where we make use of the well-known definition of Mortar integrals
The Mortar integrals must be carefully subdivided for the numerical evaluation such that each subdomain of integration contains well-posed areas of both surfaces, i.e. segments are not allowed to cross element boundaries. Therefore, an isoparametric transformation using bilinear, triangular shape functions M K is introduced
and we obtain the segment contributions
which have to be assembled into the global system, see Hesch and Betsch [34, 35] and the references therein. Moreover, the Jacobian of each segment is required
where A α (ξ ) = R A ,α (ξ )q A denotes the tangential vectors in the reference configuration.
Temporal discretisation
For the temporal discretisation, we subdivide the time period I into a sequence of times t 0 , . . . , t n , t n+1 , . . . , T and assume that the state at t n , denoted by (q A,n , s A,n ), is known. Then we approximate the state at t n+1 with prescribed time step size ∆t = t n+1 − t n using a second order accurate mid-point evaluation.
Full discrete formulation of the coupled problem
For the coupled system we obtain the solution of each time step by solving the algebraic equations
and
Here, (•) n and (•) n+1 denote the value of a given physical quantity at time t n and t n+1 , respectively. Moreover, P h n,n+1 represents the usual mid-point evaluation of the first Piola-Kirchhoff stress tensor. A structure-preserving variant thereof based on a specific evaluation of the second Piola-Kirchhoff stress tensor is presented in Hesch and Weinberg [13] . This approach allows to conserve algorithmically both momentum maps as well as the total energy of the unconstrained system.
Full discrete formulation of the contact constraints
Consistent with the above given discretisation of the bulk, the temporal discretisation of the virtual work of the normal contact contributions is given by
whereas the tangential contact contributions read
To determine the Coulomb frictional traction a return map strategy is applied
where the slip function can be obtained for each node A separatelŷ
We finally obtain for the frictional tractions
Once the frictional tractions at time t n+1 are calculated, the corresponding midpoint approximation reads
where we follow the arguments outlined in Armero and Petöcz [36] . For the construction of energy-momentum schemes of Mortar contact constraints, acting on the mechanical field we refer to Hesch and Betsch [34] . 
Numerical examples
In this section we evaluate the applicability and accuracy of the proposed methodologies within a three-dimensional environment. Hierarchical refinement procedures are tested for contact as well as for the phase-field approach to fracture. All algorithms are implemented for arbitrary NURBS basis functions, although we use weights equal to one if not otherwise stated. Moreover, refined areas are predefined a priori. Eventually, all presented procedures and methods are combined within a high velocity impact simulation.
Patch test
This numerical example is introduced to demonstrate the accuracy of the Mortar method in conjunction with hierarchical refinements. Therefore, we investigate two non conform meshed blocks with hierarchical refinements on the upper side of the contact interface, see Fig. 5 for details of the geometry. The upper block consists of 4 × 4 × 4 elements whereas the lower block consists of 5 × 5 × 5 elements on level 0.
All elements on the lower plane of the upper block have been refined, see Fig. 5 , left hand side. Moreover, a two level hierarchical refinement has been applied to the corner nodes of this plane, see Fig. 5 , right hand side. For the one level refinement we obtain 400 + 125 elements and overall 3477 degrees of freedom, whereas we obtain for the two level refinement in total 1156 + 125 elements and overall 6069 degrees of freedom. Due to the support of the applied quadratic shape functions, large areas between coarse and fully refined elements arise within the contact boundary.
A Neumann boundary is applied to the top surface of the upper block, whereas the lower block is clamped, such that the body can expand in tangential direction. The constitutive behaviour is governed by a compressible Neo-Hooke material with associated strain energy density function given by
where the Lamé parameters are assumed to take the values λ = 1298.1 and µ = 865.3846, which corresponds to a Young's modulus of E = 2250 and a Poisson ratio of 0.3. The density of both bodies is neglected for this quasi-static setup.
The von Mises stress results are shown in Fig. 6 for a uniform and constant pressure field of σ = −2e3 applied to the upper Neumann boundary. As can be seen, the solution shows a nearly perfect constant pressure field across the interface, independent of the application of local, hierarchical refinements.
Ironing
This next example demonstrates the applicability of hierarchical refinement to Mortar based frictional contact, using a setup similar to the ironing problem in Puso and Laursen [37] . Fig. 7 shows the reference configuration of this problem. The upper block of size 0.9 × 0.9 × 0.9 consists of 27 quadratic NURBS elements and the lower block of size 10 × 4 × 3 consists of 12 × 5 × 4 quadratic NURBS elements on level 0. Moreover, a two level hierarchical refinement is applied to the lower block, such that we obtain overall 5196 + 27 elements with together 14,037 degrees of freedom.
The material behaviour is again governed by a Neo-Hookean model with Lamé parameters λ = 7500/13 and µ = 5000/13 for the upper block and λ = 75/13 and µ = 50/13 for the lower block. This values correspond to a Young's modulus of E = 1000 and E = 10, respectively and to a Poisson's ratio of ν = 0.3 for both blocks.
The top surface of the upper block moves −0.3 in vertical direction, afterwards 6 in horizontal direction and finally again 0.6 in vertical direction, whereas the bottom surface of the lower block is fixed in all directions. For each vertical movement 10 quasi-static time steps are applied and 200 quasi-static timesteps for the horizontal movement. The configuration at time t = 0.5 is depicted in Fig. 8 using a friction coefficient of µ = 0.2.
In total 16 Lagrange multipliers are used, located at the lower surface of the upper block. In Fig. 9 , the resultant total forces at the top surface of the upper block in x, y and z direction are displayed. As can be seen, the proposed Mortar approach for hierarchical refined NURBS facilitates very good results for this relatively coarse mesh. For comparison, we added results for a nodal wise KTS-like approach, see Matzen et al. [38] . We placed the Lagrange multiplier on the upper surface of the lower block, since the application to the lower surface of the upper block yields unphysical deformations at the lower surface, such that we could not obtain any useful results. As clearly demonstrated in Fig. 9 , nodal wise approaches suffer from heavy oscillations even with almost twice as much contact constraints.
Bending fracture problem
The purpose of this example is to demonstrate the capabilities of the phase-field approach within a contact situation. In particular, we consider a deformable block to be in contact with an elastic plate, see Fig. 10 for the initial configuration. The plate is clamped and locally refined using a three level hierarchical refinement on the right hand side, since we expect peak stresses within this area. Moreover, the contact area is locally refined as well.
The plate is of size 20 × 30 × 2 with centre point placed at [0, 15, 1], whereas the block is of size 4 × 4 × 4 with centre point placed at [0, 26, 4.5]. For both bodies, we assume again that the constitutive behaviour is governed by the Fig. 11 . Bending contact fracture problem, phase-field after 300, 500 and 582 steps (from top to down, left) and σ 22 stress distribution (right).
Neo-Hooke material law given in (53). The Lamé parameters of the plate are assumed to take the values λ = 1.1538e7 and µ = 7.6923e6, which corresponds to a Young's modulus of E = 2e7 and a Poisson ratio of 0.3. Moreover, the Lamé parameters of the block are given by λ = 2.8846e4 and µ = 1.9231e4, which corresponds to a Young's modulus of E = 5e4 and a Poisson ratio of 0.3. The phase-field parameters for the plate are chosen as g c = 2.7 × 10 2 and l = 0.1538.
Moreover the upper boundary of the block is moved downwards with a constant increment size of ∆u = 5 × 10 −3 in e 3 direction for the first 200 steps and ∆u = 2.5 × 10 −3 for the remaining steps. The block consists of 4 × 4 × 4 elements and the plate of 13 × 19 × 2 elements on level 0. A local refinement is applied to the block as well as the expected contact area on the plate using a one level refinement. Furthermore, a three level refinement is applied to the Dirichlet boundary. In total 12,948 elements with overall 72,912 degrees of freedom are used and we obtain a minimal element size of h min = 0.0769, i.e. nearly half the size of the length parameter of the phase-field. Note that a globally refined plate would require more than three million degrees of freedom without improvements on the accuracy of the areas of interest.
The phase-field as well as the σ 22 stress distribution is depicted in Fig. 11 for different load steps. As can be observed the plate is nearly completely ripped out of the bearing. We stopped the simulation at this point, since the plate simply becomes statically undetermined. The associated load-deflection curve is given in Fig. 12 .
Impact problem
In this final example we consider a transient impact problem in conjunction with the proposed phase-field approach to fracture, see is equipped with the presented phase-field approach to fracture, thus we obtain in total 27,632 elements and 100,760 degrees of freedom.
The material behaviour of both bodies is governed by a Neo-Hookean model, where the Lamé parameters of the wedge-shaped body correspond to steel-like material and take the values λ = 121.15 GPa and µ = 80.77 GPa. In addition the mass density is ρ = 7850 kg/m 3 . For the plate we apply a synthetic substance with Lamé parameters λ = 0.208 GPa and µ = 0.073 GPa and a mass density ρ = 1070 kg/m 3 . Moreover, the phase-field parameters are set to g c = 350 N/m and l = 4.5 × 10 −3 m.
In Fig. 14 the phase-field is shown for the plate after 145 constant timesteps of size 2 × 10 −7 s. A sectional view of the plate is given in Fig. 15 , whereas a detailed snapshot of the crack progression is shown in Fig. 16 . The latter figure displays the isosurface for s = 0.7 within the body. We can see that the surface in contact itself fractures with additional fracturing of the same surface parallel to the impact region. Moreover, due to bending of the lower surface additional cracks are initialised at the bottom of the plate as well and the crack fronts are merging within the plate.
This last example demonstrates the capabilities of the proposed phase-field methodology to deal with complex three dimensional crack patterns within an impact situation.
Conclusions
In this paper, contact formulations within the context of isogeometric analysis are adapted to the field of fracture mechanics. To ensure sufficient accuracy of the chosen phase-field approach, a fourth order crack-density functional is introduced, requiring at least C 1 continuity within the domain. This issue could be resolved easily with the proposed isogeometrical Mortar contact framework, demonstrating the generality and flexibility of the proposed approach. To resolve local features, in particular predefined contact as well as fractured areas, hierarchical refinement schemes are applied. They preserve the required continuity and reduce the computational costs for the three dimensional simulations dramatically, since standard NURBS discretisations only allow for global refinement. Moreover, the proposed hierarchical refinement schemes are combined for the first time with Mortar contact formulations within a three dimensional framework. The chosen multiplicative decomposition of the deformation gradient into a compressive and a tensile part allows for the extension of the phase-field formulation to a large deformation setting which is inevitable in transient contact simulations with large displacements.
