In the literature for fault detection, several decision algorithms have been developed to be employed in the protective relay. In previous research works, the behaviour analysis of signals is performed using DWT. The results obtained from the analysis will be useful in the development of a detected fault scheme for power transformer in this paper. This paper proposes an algorithm based on a combination of discrete wavelet transform (DWT) and radial basis function neural network (RBFNN) for discriminating between external fault and internal winding fault of three-phase two-winding transformer. The DWT is employed for extracting the high frequency component contained in the post-fault differential current waveforms, and the coefficients of the first scale from the DWT that can detect fault are investigated as an input for the training pattern. Various cases studies based on Thailand electricity transmission and distribution systems have been investigated so that the algorithm can be implemented. Results show that the proposed technique is highly satisfactory.
Introduction
To guarantee safety and stability of power grid operating, a precise protection scheme is required. In the literature for fault detection, several decision algorithms have been developed to be employed in the protective relay for preventing maloperation of the protective equipment under different nonfault conditions, including magnetizing inrush current, ratio mismatch, through-fault current line, etc. Most of them have different solutions and techniques [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . This paper is interested in the decision algorithm for detecting and discriminating between internal fault and external fault for power transformer. A decision algorithm is based on discrete wavelet transform (DWT) and radial basis function (RBF) neural networks as an alternative or improvement to the existing protective relaying functions. The DWT is employed in extracting the high frequency component contained in the fault currents. In previous research works [10] , the behaviour analysis of signals is performed using DWT. The variation of high frequency components of differential current signals is presented in [10] . The result can be concluded that coefficient detail in post fault condition is more important when comparison with coefficient detail in previous fault condition. A case of internal fault has behaviour similar to a case of external fault but coefficient values are explicitly distinguished. The results obtained from the analysis will be useful in the development of a detected fault scheme for power transformer in this paper, and the coefficients of the first scale from the DWT that can detect fault are investigated. In recent years, there are many types of artificial neural networks, only a few of these neuron-based structures, are being used commercially. Back-propagation neural network is the most well known and widely applied of the neural networks today. However, back-propagation neural network is limited partly by the slow training performance. It should be improved this drawback of back-propagation neural network, or the other types of neural networks should be developed instead. Radial basis function (RBF) neural network is the most commonlyused types of feed-forward network as well as the backpropagation neural network. The simulations, analysis, and diagnosis are performed using ATP/EMTP and MATLAB on a PC Pentium IV 2.2 GHz 3GB. The construction of the decision algorithm is detailed and implemented with various case studies based on Thailand electricity transmission and distribution systems.
Power System Simulation
The ATP/EMTP program was employed to simulate the transients of fault signals, at a sampling rate of 200 kHz. For a computational model of a two-winding threephase transformer having primary and secondary windings in each phase, BCTRAN is a well-known subroutine on ATP/EMTP. A 50 MVA, 115/23 kV twowinding three-phase transformer was employed in simulations with all parameters and configuration provided by a manufacturer [11] . The scheme under investigations is a part of Thailand electricity transmission and distribution system as depicted in Fig. 1 . It can be seen that the transformer as a step down transformer is connected between two subtransmission sections. To implement the transformer model, simulations were performed with various changes in system parameters as follows:
-The angles on phase A voltage waveform for the instants of fault inception were 0 o -330 o (each step is 30°).
-Internal faults type at the transformer windings (both primary and secondary) which is winding to ground faults was investigated.
-The fault position designated on any phases of the transformer windings (both primary and secondary) was varied at the length of 10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%, and 90% measured from the line end of the windings.
-Fault resistance was 5 Ω. The primary and secondary current waveforms, then, can be simulated using ATP/EMTP, and these waveforms are interfaced to MATLAB/Simulink for a construction of fault diagnosis process. The fault signal in each phase is obtained from primary and secondary current of transformer as illustrated in Fig. 5 and Fig. 6 . These obtained figures correspond to two zones protection. With fault signals obtained from the simulations, the differential currents, which are a deduction between the primary current and the secondary current in all three phases as well as the zero sequence, are calculated, and the resultant current signals are extracted using the Discrete Wavelet Transform (DWT). The coefficients of the signals obtained from the DWT are squared for a more explicit comparison. Fig. 7 . illustrates an example of an extraction using DWT for the differential currents and zero sequence current from scale 1 to scale 5 for a case of winding phase A to ground fault at 20% in length of the high voltage winding while case of phase A to ground fault is at 20% in length of the high voltage side as shown in Fig. 8 . 
Neural Network Decision Algorithm
From the simulated signals, DWT is applied to the quarter cycle of differential current waveforms after the fault inception. The comparison of the coefficients from each scale is considered. By performing many simulations, it has been found that when applying the previously detailed algorithm for detecting internal faults at the transformer winding, the coefficient in scale 1 (50-100 kHz) from DWT seems enough to indicate the internal fault inception of the transformer. As a result, it is unnecessary to use other coefficients from higher scales in this algorithm, and the coefficients of scale 1 obtained using the DWT are used for training and test processes of the radial basis function neural network (RBFNN). 
Radial Basis Layer Linear Layer Fig. 9 . Radial Basis Function Neural Networks. [13] A structure of a RBF neural network consists of three layers, which are an input layer, a hidden radial basis layer, and an output linear layer as illustrated in Fig. 9 . Each layer is connected with weight and bias while radial basis function and linear function are activation function in hidden radial basis layer and output linear layer respectively. Generally, RBF neural network has only hidden radial basis layer for which the combination function is based on the Euclidean distance between the input vector and the weight vector. The only fundamental difference is the way in which hidden units combine value coming from preceding layers in the network-BP neural network uses inner products, whereas RBF neural network uses Euclidean distance.
Before carrying out the training process, input data sets are normalized and divided into 252 sets for training and 168 sets for validation as shown in Table 1 . A structure of the RBF neural network consists of 3 neurons inputs, hidden radial basis layer, and 1 neuron output. In addition, the number of neurons in radial basis layer is always equal to the number of training sets. The inputs patterns are maximum ratio obtained from division algorithm between coefficient from DWT of differential current and zero sequence for post-fault differential current waveforms as shown in Fig. 10 . The output variables of the neural networks are designated as either 0 or 1, corresponding to external fault and internal fault. If output value of RBFNN is less than 0.5, external fault does occur; conversely, if this output value of RBFNN is more than 0.5, internal fault does occur. After the training process, the results obtained from the proposed decision algorithm are shown in Table 2 and  Table 3 . Case studies are varied so that the decision algorithm capability can be verified. The total numbers of the case studies are 54 as shown in Table 1 . The results show that the average accuracy of fault detection from the proposed decision algorithm is highly satisfactory.
Conclusion
In this paper, a decision algorithm based on discrete wavelet transform (DWT) and radial basis function neural network (RBFNN) for discriminating between external fault and internal fault of the power transformer has been discussed. The fault conditions are simulated using ATP/EMTP. The current waveforms obtained from the simulation, then, are extracted using the DWT. Daubechies4 (db4) was selected as mother wavelet in order to decompose high frequency components from fault signals. The inputs patterns are the maximum ratios obtained from the division algorithm between the coefficients from the DWT of the differential current and the zero sequence for post-fault differential current waveforms. The result is shown that an average accuracy obtained from maximum coefficients details (cD1) from DWT in first scale is more satisfactory with an accuracy of higher than 80% as shown in Table 2 and Table 3 . Although the proposed algorithm gives satisfactory results, the overall accuracy indicates that this algorithm requires further improvement so that greater precision can be achieved. However, this technique would be useful in a differential protection scheme for transformers. Future work will be directed towards improving of the algorithm so that a magnetising inrush current in the transformer can be identified. A  B  C  A  B  C  A  B  C  A  B  C   20%  100%  100%  50%  0%  0%  0%  100%  100%  100%  0%  0%  0%   40%  100%  100%  50%  0%  0%  0%  100%  100%  100%  0%  0%  0%   50%  100%  100%  50%  0%  0%  0%  100%  0%  100%  0%  0%  0%   60%  100%  100%  50%  0%  0%  0%  100%  0%  100%  0%  0%  0%   80%  100%  100%  50%  0%  0%  0%  100%  0%  100%  0%  0%  0%   Average  83.33%  0%  80%  0% 
