A recently introduced tool for the analysis of turbulence, wavelet bicoherence [B. Ph. van Milligen, C. Hidalgo and E. Sánchez, Phys. Rev. Lett. 16 (1995) 395], is investigated. It is capable of detecting phase coupling -nonlinear interactions of the lowest (quadratic) orderwith time resolution. To demonstrate its potential, it is applied to numerical models of chaos and turbulence and to real measurements. It detected the coupling interaction between two coupled van der Pol oscillators. When applied to a model of drift wave turbulence relevant to plasma physics, it detected a highly localized coherent structure. Analyzing reflectometry measurements made in fusion plasmas, it detected temporal intermittency and a strong increase in nonlinear phase coupling coinciding with the L/H (Low -to -High confinement mode) transition. Secondly, the traditional analysis techniques involving long-time averages of moments of data and standard spectral methods are of limited applicability to chaotic or turbulent data. To see why this is so, consider the transition from (quasi-) periodicity to chaos in mathematical model systems. Generally speaking, three possible routes to chaos have been identified: period doubling, crises and intermittency [4] . Although sometimes modes are destabilized prior to the transition to chaos, all these routes have in common that the transition to chaos is abrupt and never a smooth continuation of the (quasi-) periodic state prior to the transition. A description of the chaotic state as a superposition of a large number of (harmonic) modes is therefore insatisfactory. In fact, it is known for some model systems that the equations describing these systems do not have a complete set of solutions, and therefore the observed behaviour cannot be decomposed into eigenmodes of the system. Thus it may be expected that a decomposition of observed states into Fourier harmonics (or other global modes), while suitable for global characterizations of chaos or turbulence by means of e.g. the decay of the spectrum with frequency, yields a confused picture on a finer scale, since it is not an optimal base for the expansion. 
I
Introduction: the analysis of turbulent data
The purpose of this paper is to elaborate on the interpretation and usefulness of a new analysis tool for chaos and turbulence that was recently introduced [1] . First, we will briefly comment on why we think a new tool is needed.
In the first place, although there has been considerable progress in the field of the analysis of chaotic or turbulent data in the ultimate years [2] , yet the kind of analysis involving the determination of fractal dimensions, attractors, etc. is not always easily applicable to real data, especially when the noise contribution is significant. Furthermore, sometimes the information that can be recovered by these methods is not the most relevant to physical understanding: for example, while a measured low fractal dimension can be a very helpful information in working towards a physics model, a high dimension (significantly higher than 5, which is observed often in fusion plasmas [3] ) leaves many questions open.
Secondly, the traditional analysis techniques involving long-time averages of moments of data and standard spectral methods are of limited applicability to chaotic or turbulent data. To see why this is so, consider the transition from (quasi-) periodicity to chaos in mathematical model systems. Generally speaking, three possible routes to chaos have been identified: period doubling, crises and intermittency [4] . Although sometimes modes are destabilized prior to the transition to chaos, all these routes have in common that the transition to chaos is abrupt and never a smooth continuation of the (quasi-) periodic state prior to the transition. A description of the chaotic state as a superposition of a large number of (harmonic) modes is therefore insatisfactory. In fact, it is known for some model systems that the equations describing these systems do not have a complete set of solutions, and therefore the observed behaviour cannot be decomposed into eigenmodes of the system. Thus it may be expected that a decomposition of observed states into Fourier harmonics (or other global modes), while suitable for global characterizations of chaos or turbulence by means of e.g. the decay of the spectrum with frequency, yields a confused picture on a finer scale, since it is not an optimal base for the expansion.
Thirdly, there are important indications from both numerical simulations and observation of twodimensional (2-D) and threedimensional (3-D) turbulence that turbulence generally is an intermittent phenomenon, i.e. localized in time and/or space [5] . Thus analysis techniques that presuppose homogeneity such as the Fourier decomposition do not seem very appropriate. The observed non-homogeneity of the turbulence is closely related with the concept of 'coherent structures'. These 'coherent structures' and their interactions would then hypothetically dominate the turbulent flow. This picture, although not sharply defined, provides the intuitive motivation for turning to wavelet analysis.
Wavelet analysis can be seen as a generalization of the Fourier analysis and in many cases permits a similar interpretation, but amplifies it by adding time resolution -in a more fundamental way than is permitted by the Short-Time Fourier Transform, STFT, since the latter does not remove the objection raised above against Fourier-type methods.
Wavelet analysis has been applied with considerable success to turbulent data [5, 6, 7] , but ways are needed to conveniently summarize and visualize the large amount of data generated by the wavelet transform, and extract the information relevant to non-linear interactions. For
Fourier analysis the calculation of higher-order spectra has been applied with some success [8, 9, 10, 11] . In this paper the concept of the first higher-order spectrum (the bispectrum) is generalized to wavelet analysis.
The bicoherence, the normalized bispectrum, is a measure of the amount of phase coupling that occurs in a signal or between two signals. Phase coupling is defined to occur when two frequencies, ω 1 and ω 2 , are simultaneously present in the signal(s) along with their sum (or difference) frequencies, and the sum of the phases φ of these frequency components remains constant. The bicoherence measures this quantity and is a function of two frequencies ω 1 and ω 2 which is close to 1 when the signal contains three frequencies ω 1 , ω 2 and ω that satisfy the relation ω 1 + ω 2 = ω and φ 1 + φ 2 = φ + const; if no such relation is satisfied, it is close to 0. When the analyzed signal exhibits structure of any kind whatever, it might be expected that some phase coupling occurs. Thus, the generalization of the bispectrum to wavelet analysis may be expected to be able to detect temporal variations in phase coupling (intermittent behaviour) or short-lived structures.
In Section II, a short formal description of wavelet analysis and wavelet bicoherence is given. Some remarks are made about the interpretation of the wavelet bicoherence in terms of features of the turbulence. The statistical error and noise level of the calculated bicoherence are estimated.
In Section III, the technique is applied to the output of some chaos and turbulence models and to measurement data. Two numerical models are analyzed: firstly, a system of two coupled van der Pol oscillators in both a periodic and a chaotic state; and secondly, a numerical model of drift wave turbulence in thermonuclear plasmas. The measurement data that are analyzed are taken with reflectometers in fusion plasmas.
Finally, in Section IV, some conclusions are drawn and possible applications of the technique are discussed.
II Wavelet analysis and wavelet bicoherence

II.a Introduction
Wavelet analysis has developed in the latter few years from a somewhat curious technique to a viable alternative to Fourier analysis; the mathematical foundations of the former are now as sound as those of the latter [12, 13] .
Its invention was spurred by the need to analyze signals that contained rapidly changing frequencies, pulses or short temporal events (as may occur in turbulent data). These features cannot be resolved by Fourier analysis due to the fact that it involves an integral over time, such that the frequencies, pulses or events are averaged out -if the averaging does not obliterate the frequency 'finger print' of the events, then at least it eliminates the temporal information, such that from the Fourier analysis it is not possible to reconstruct when the pulse or event has taken place (the Short-Time Fourier Transform, STFT, to some extent resolves this problem although perhaps not in an optimal way, depending on the requirements; in any case the fundamental objection to a decomposition in harmonics mentioned in Section I is not tackled with the STFT).
Wavelet analysis takes as its analyzing basis functions wavelets, i.e. (oscillating)
functions that decay rapidly with time, rather than sines and cosines that have no such decay. Thus, a wavelet transform at a given time point is similar to a Fourier transform in the sense that it exhibits the contribution of the different frequencies to the signal, but due to the decay of the wavelet this information only pertains to a certain short time interval of the signal. When the wavelet transform is carried out on successive time intervals, the contributions of the various frequencies to the signal can be followed in time. In effect, a wavelet transform is therefore not only a function of frequency, but also of time.
Rather than referring to frequency, the wavelet transform is usually expressed in terms of the scale of the analyzing wavelet, which can be understood to be proportional to the inverse frequency. The kind of wavelet analysis described above and used in the remainder of this paper is the continuous wavelet transform, but we wish to mention that the corresponding discrete or fast wavelet transform also exists; it is based on orthogonal wavelets, guaranteeing that the wavelet transform contains exactly the same information as the original signal and can be unequivocally reconstructed from its transform (just as with the Fast Fourier Transform, FFT) [12, 14] . The reason we prefer to use the continuous wavelet transform in the present work will become clear below.
II.b Formal description
The Fourier transform of a function f(t) and its power spectrum are given by:
A wavelet can be any function Ψ(t) that satisfies the wavelet admissibility condition:
The corresponding wavelet family is obtained by means of the scale length parameter a:
Some authors prefer to use the scale number s instead, where s = 1/a. The scale number s is proportional to the frequency of the wavelet. The factor p is the normalization choice. In literature, values of p of 0, 1/2 and 1 are encountered [7, 14] . In the present work, we choose p = 1/2; with this choice, the L 2 -norm of the wavelet is independent of a. Other choices, although perhaps helpful for purposes of visualization of the wavelet power spectrum, would hamper the interpretation of the wavelet bicoherence (see below).
The wavelet transform of a function f(t) is then given by:
W f (a,τ) at any given a can be interpreted as a filtered version of f(t), bandpassed by the filter Ψ a . Usually |W f (a,τ)| 2 is plotted in the (a,τ) -plane for visualization purposes (scalogram).
Observe that for the continuous wavelet transform, Eq. (4), the wavelets are not orthogonal and the transform contains redundant information. Nevertheless, the corresponding inverse wavelet transform (for p = 1/2) can be calculated (for almost all t) by:
In some sense, the wavelet transform can be regarded as a generalization of the Fourier transform. The main advantage over the Fourier transform is that, with a suitable choice of wavelet Ψ, time-resolved spectra can be calculated. Here we give the definition of various combined spectra. In order to obtain statistical stability (discussed in section II.d) while maintaining time resolution, these are evaluated by integrating over a finite time interval T: τ 0 ≤ τ ≤ τ 1 . Apart from that, the definitions are completely analogous to the usual definitions used in Fourier analysis.
The wavelet cross spectrum is given by:
where f(t) and g(t) are two time series. We also introduce the delayed wavelet cross spectrum:
which is a useful quantity for detecting e.g. structures flowing past two separated observation points. The normalized delayed wavelet cross coherence is:
which can take on values between 0 and 1. Here the wavelet auto-power spectrum is given by:
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Note that the wavelet power spectrum can also be written in terms of the Fourier power spectra of the wavelet and f(t):
where P f (ω) is evaluated on T. Thus, the wavelet power spectrum is the Fourier power spectrum averaged by the power spectrum of the wavelet filter [6] .
We introduce the first higher-order spectrum along the same lines. 
where
The wavelet cross-bispectrum measures the amount of phase coupling in the interval T that occurs between wavelet components of scale lengths a 1 and a 2 of g(t) and wavelet component a of f(t) such that the sum rule is satisfied. If the scale lengths may be interpreted as inverse frequencies, ω = 2π/a (whether this is permitted depends on the wavelet type -it is valid for wavelets whose Fourier spectrum has a single well-defined peak), one may interpret the wavelet cross-bispectrum as the coupling between waves (wavelets) of frequencies such that ω = ω 1 + ω 2 . Likewise, we define the wavelet auto-bispectrum
The squared wavelet cross bicoherence is the normalized squared cross-bispectrum:
( , ) ( , ) (
which can attain values between 0 and 1. Similarly, the squared wavelet auto-bicoherence (henceforth simply referred to as bicoherence) is
It is convenient to introduce the summed bicoherence, which is defined as \B(b Up to this point, the exact form of the wavelet did not enter the definitions. But in order to discuss the interpretation of the bicoherence, we need to choose a wavelet type suited for this kind of analysis. As was suggested above, the coupling between wavelets only makes sense when a frequency can be assigned to the wavelet. Thus, we restrict our attention to wavelets which have Fourier transforms that exhibit a single dominant peak, and define the location of that peak as the corresponding frequency.
In literature, several suitable wavelets are mentioned. Cubic spline wavelets [13] , for example, would provide an excellent basis for the analysis. In the present work, however, we have chosen the following conceptually simple wavelet in order to ease the interpretation of the results:
The parameter d determines the exponential decay of the wavelet and thus permits a suitable combination of time-and frequency resolution to be selected. The real and imaginary parts of this wavelet are shown in Fig. 1 for d=1, along with its Fourier transform. The simplicity in the interpretation results from the fact that to each a corresponds a frequency ω = 2π/a. The frequency resolution of the wavelet is approximately ∆ω = ω/4d (FWHM -Full Width at Half Maximum). The time resolution is ∆t = ad, given by the decay of the exponential part of the wavelet. As d increases, frequency resolution improves but time resolution deteriorates. For d >> 1 the wavelet analysis effectively becomes a Fourier analysis. We set d=1 in the following, which is, we believe, a reasonable compromise between frequency and time resolution, although for specific purposes other choices may be better. Note that we do not impose the condition that the wavelets be orthogonal, because we wish to choose the frequencies in the analysis procedure freely, and not be restricted to a ∈ {2 n } [6, 12, 14] . This implies a certain redundancy in the wavelet transform coefficients which must be taken into account upon interpreting the results (cf. section II.d).
The squared bicoherence ( )
2 is usually plotted in the (ω 1 ,ω 2 ) -plane rather than the (a 1 ,a 2 ) -plane for ease of interpretation. We allow ω 1 , ω 2 and ω to take on negative values in order to be able to represent all sum and difference combinations of ω 1 and ω 2 . There is no need to represent the whole plane; firstly, both ω 1 , ω 2 and their sum ω must be smaller than the Nyquist frequency (half the sampling frequency); secondly, because ω 1 and ω 2 are interchangeable, we may restrict the plot to ω 1 ≥ ω 2 ; and finally, the case (ω 1 ,ω 2 ) is identical to the case ( − ω 1 , − ω 2 ) w h i c h i s t h e r e f o r e n o t r e p r e s e n t e d .
II.c Interpretation of the wavelet bicoherence
The significance of the squared wavelet bicoherence can perhaps best be understood by analyzing a few examples and contrasting the results with the results that would be obtained with the Fourier-based bicoherence analysis. If one generates a test signal f(t) given by:
such that the coupling condition ω p = ω q + ω r is satisfied and A p , A q and A r are constants, three peaks with amplitude 1 will appear in the (ω 1 ,ω 2 ) -plane: one at ω 1 = ω q , ω 2 = ω r , one at ω 1 = ω p , ω 2 = −ω r and one at ω 1 = ω p , ω 2 = −ω q . This is basically the same result as obtained with the bicoherence based on Fourier analysis [8, 9] . However, the coupling condition ω p = ω q + ω r need only be satisfied to within the frequency resolution (discussed above) to produce a high value of the bicoherence, which in some cases is a significantly less strict requirement than with the Fourier-based analysis. For example, if there is a mismatch in coupling frequencies ∆ω such that ω p = ω q + ω r + ∆ω, and ∆ω is larger than the frequency resolution of the Fourier analysis but smaller than the wavelet frequency resolution corresponding to the highest frequency of the set {ω p , ω q , ω r }, then the wavelet bicoherence will show high bicoherence where the Fourier bicoherence detects low bicoherence. Decreasing the exponential decay (by increasing d) of the wavelet, Eq. (14), improves the frequency resolution such that the wavelet results gradually approximate the Fourier results.
A similar test signal that is mostly random noise, except for a short period in which phase coupling is generated in the manner of Eq. (15), may cause the Fourier-based bicoherence not to detect the coupling due to the large time window used in its averaging process, whereas the wavelet bicoherence will detect the coupling during the relevant time window (provided it has a certain minimum duration, discussed in Section II.d). This feature allows intermittent coupling to be detected; further, the time when the coupling occurs can be identified along with the scales of the coupling interaction. An interesting practical application of the wavelet bicoherence is therefore its use as a detector of intermittent non-linear behaviour (cf.
section III.c).
It will be noted that in the three subregions of the region we have selected for representation of the bicoherence {ω 2 > 0}, {ω 2 < 0 ∧ ω 1 > −2ω 2 } and {ω 2 < 0 ∧ ω 1 < −2ω 2 }, the bicoherence differs only in normalization (cf. Eqs. (9) and (12)), the squared bispectrum being the same; therefore, in many cases a triple symmetry will appear in the plot.
The symmetry can be broken, for example, by letting the amplitudes A p , A q and A r of the test signal (Eq. (15)) vary slowly in time: then the heights of the three peaks will differ. This occurs often when analyzing measurement data, and is an indication that the coupling strength varies during the time window of analysis.
At this point, a caveat is in place: when the test signal is periodic but non-sinusoidal (e.g. a square wave or a sawtooth), very strong coupling will be detected for a wide range of frequencies. This is as expected, since the non-sinusoidal wave can be built up from a number of Fourier components that are phase-locked with respect to each other. In fact, this reveals a fundamental difficulty when analyzing data taken e.g. at one point in a turbulent fluid: it is not possible to discern between the coupling generated by a static structure (eddie) passing by the observation point and a dynamic wave-interaction process. To some extent, this problem can be alleviated by analyzing data from various observation points (see below).
The interpretation of the bicoherence in terms of the underlying physics is, in general, not straight-forward. The simplest interpretation is offered by a quadratic coupling model [9, 10, 16] , which is relevant to the description of some drift-wave turbulence in plasmas. In this model, the coupling between three 'modes' or 'scales' a, a 1 and a 2 is expressed by means of a coupling constant A(a 1 , a 2 ,τ):
where the frequency sum-rule (Eq. 10) is satisfied. The component W 0 f (a,τ) is statistically independent of any other scales a i . This equation expresses the existence of a (quadratic) relation between the three wavelet components. When the coupling constant A(a 1 , a 2 ,τ) changes little during the time T used in the averaging process (cf. Eq. 9), the following equivalence holds:
where τ' is the central value of the averaging time interval T. Thus, the coupling constant in this simple quadratic phase-coupling model can be determined by evaluating the bicoherence, provided the averaging time T is smaller than the rate of change of the coupling constant.
More detailed interpretations are possible when data from more than one observation point are available. For example, two closely spaced observation points in a turbulent field allow the calculation of the cross-bicoherence. This analysis has two advantages over the single-point measurement: firstly, any random noise present in the measurements will be more effectively suppressed provided the two measurements may be considered statistically independent; and secondly, the cross-bicoherence decreases when the two points are separated, such that a determination of the average or typical size of each of the structures is possible (of course, the fluid velocity along the line connecting the two measurement points has to be taken into account -in some cases the cross correlation can give an estimate of this quantity). Finally, with an array of measurement points both time-and space-resolved (wavelet) spectra and (bi-) coherencies can be evaluated.
II.d Error estimation
In the following, we discuss the statistical noise contribution to and the error estimate of the wavelet bicoherence. The noise contribution results from the fact that one is integrating over finite times in order to calculate the bicoherence. We call this the statistical noise level because it is the value of bicoherence that would be attained by a white noise input signal, and is caused by finite statistics (i.e. using a limited number of values in the integrating or averaging process).
Likewise, the error estimate we give is the product of the uncertainties in the determination of the individual wavelet coefficients.
As was mentioned earlier, the wavelet bicoherence is calculated by integrating over a time interval T. Since the signals to be analyzed are usually digitally sampled, one may express However, the wavelet coefficients are not all statistically independent, since the chosen wavelet family is not orthogonal. Each coefficient is calculated by evaluating Eq. (4), integrating over the range -∞ < t < ∞. Due to the periodicity a of the wavelets of scale a (cf. 
Observe that at low frequencies the statistical noise may dominate the bicoherence, and a significant interpretation must limit itself to (relatively) high frequencies. The statistical error in the determination of b w (ω 1 ,ω 2 ) can be deduced from Eq. (12).
Each factor in this equation that is obtained by integrating over T suffers an error of 1/√ N, so that the error is estimated by:
Note that Eqs. (16) and (17) imply that the bicoherence analysis is able to detect coherent signals in extremely noisy data, provided the coherency remains constant during sufficiently long times, since the noise contribution falls off rapidly with increasing N: If one demands, for exampe, that the bicoherence due to the coherent signal should be at least a factor 3 above the maximum noise contribution, the allowable signal-to-noise ratio is 3ε (ε given by Eq. (16)), which in many cases (N sufficiently large) is well below 1. In this sense, the bicoherence can be considered a very powerful noise filter. 
II.e Comparison wavelet and Fourier bicoherence
In order to compare the wavelet and Fourier-based bicoherence, measurements taken at the Advanced Toroidal facility (ATF) [17] with Langmuir Probes and with known strong Fourier bicoherence were analyzed (see Ref. 18 for a more detailed description of these data). The data record consists of 16384 data points sampled at 1 MHz. The first data point is taken to occur at 0 ms. To demonstrate that the bicoherence in both cases is detecting something that is not evident from the Fourier spectrum, we performed an FFT on the raw data, scrambled the phase information (i.e., maintaining the FFT transform coefficient amplitudes, we gave each coefficient a random phase), and performed an inverse FFT to obtain a new data series. It is expected that this new series exhibits no coherence of any kind, even though its power spectrum is identical to the original series. Effectively, as is shown in Fig. 3 .c (bottom), both the Fourier and wavelet bicoherence drop to noise level.
III Analysis of simulated and experimental data
III.a Simulated data: Coupled van der Pol oscillators
In the present section, data from a system of two coupled van der Pol oscillators are analyzed.
This system of oscillators is one of the simplest that exhibits chaos in a self-sustaining way, i.e.
without external driving [19] :
The system {i=1, j=2} describes the first oscillator, whereas {i=2, j=1} describes the second. The ε i describe the limit cycles of the oscillators and the α j the nonlinear coupling between them. Further detail is provided in Ref. 19 .
The analysis of the behaviour of this system as a function of its control parameters has been done to some depth in the cited reference and will not be repeated here. We analyze the output data x 2 (t) of the system for two combinations of control parameters as given in Table 1 .
The Fourier spectrum of the signal x 2 (t) in the periodic case is shown in Fig. 4a . The very clean spectrum shows only a few peaks with their harmonics. A section of 153 data points, sampled every ∆t = 0.2 (units see Ref. 19 ) and covering about 5 periods of the x 2 coordinate, was analyzed using the wavelet bicoherence method. Because the signal does not contain high frequency components, the wavelet coefficients decay to very low values at those frequencies. To prevent computer rounding errors at those frequencies, a small random signal (with an amplitude of roughly 10 -4 times the signal RMS -Root Mean Square -value) was added to the data. The result of the calculation is shown in Fig. 4b . The ridges near zero frequency are not significant since they are below the statistical noise level (Eq. (16)). The strong, straight horizontal and diagonal ridges correspond to a frequency of roughly 0.34, which can be identified in Fig. 4a with the second peak. Thus, the two dominant peaks in the Fourier spectrum at frequencies of 0.17 and 0.51 couple with their difference frequency at 0.34. Likewise, the difference in frequency between the second and the fourth peak, between the fourth and the sixth peak, etc., is allways 0.34, and the same holds for the odd series of peaks. The difference frequencies between even and odd peaks (i.e. 0.17) are not reflected in the bicoherence plot, however (except when coupled to 0.34). It may therefore be conjectured that the odd peaks are the harmonics of the limit cyle of the oscillators, whereas the even peaks are due to the coupling interaction between the two oscilators. This interpretation is reaffirmed by the knowledge that with the combination of control parameters as given the limit cycle is asymmetric, which means that, were the coupling constants zero, only odd harmonics would appear [19] .
The Fourier spectrum of the signal x 2 (t) in the chaotic case is shown in Fig. 4c . Several peaks are still visible, and some of these are related to the peaks in the periodic case through a frequency shift. New peaks have also appeared due to the process of period doubling in the transition to chaos. The chaos is apparent in the increase of the noisy (broad-band) part of the spectrum. Fig. 4d shows the bicoherence as calculated using a section of 303 data points, sampled every ∆t = 0.2, that covers about 8 pseudo-periods of x 2 (t). At first view, there is a striking similarity to Fig. 4b . The main horizontal and diagonal ridges occur at a frequency of about 0.25, corresponding to the fourth major peak in Fig. 4c . This frequency must therefore be identified with the frequency of 0.34 in Fig. 4a -the change of control parameters of the coupled system, apart from introducing chaos, causes an overall frequency downshift with a factor of 0.73. Further it is observed that, although the high-frequency aspect of the graph has changed little -apart from a reduction in the value of the squared bicoherence -, the lowfrequency part is much more complex. The vertical line indicating the simple coupling at 0.34 of Fig. 4b has split into several distinct coherent points at slightly shifted frequencies; observe the similarity in shape of these three points with the three points at double the frequency, which is obviously related to the period doubling process. New couplings have appeared at even lower frequencies (below 0.2), the biggest of which, at around 0.13, is easily identified as half the main coupling frequency of 0.25, and which is due to the period doubling effect also apparent in Fig. 4c .
III.b Simulated data: Plasma drift wave turbulence model
The numerical results analyzed in this section correspond to a simple model of long-wavelength drift wave turbulence [20] . We use a sheared-slab geometry. In this approximation, the equilibrium quantities vary along the x-axis (radial direction) but are independent of the other two coordinates, y (poloidal direction), and z (toroidal direction). The equilibrium magnetic field is
where L s is the magnetic shear length and ŷ and ẑ are the unit vectors in the y and z directions, respectively. In addition to the magnetic field, the equilibrium is characterized by the electron density and temperature profiles with basic scale lengths L n and L T , respectively.
The simplified drift wave model, valid for long wavelengths, is Fig. 5b shows the wavelet spectrum of the same data, calculated over the interval 31.1 × 10 4 < Ω i t < 39.4 × 10 4 . Not the whole data time window is used because the continuous wavelet transform cannot be evaluated near the data edges. The frequency is given in inverse time units. The wavelet spectrum broadens where the RMS level is high. At radial positions where the spectrum is narrow, the calculation of the wavelet transform suffers from numerical errors at high frequency. This is important to keep in mind when viewing the results presented in Fig. 6 . Fig. 6a shows the total bicoherence vs. radial position for this simulation. Fig. 6b shows the corresponding summed bicoherence as a function of both sum frequency and radial position. From Fig. 6b it is apparent that e.g. the peak in Fig. 6a at 47.5 ρ s is due mainly to the numerical problems mentioned above and does not correspond to anything physical. Thus one should ignore the bumpy structures at radial positions and frequencies where such numerical problems occur (roughly, to the right of the dashed line in Fig. 6b , which is the -10 level of rational surface, located at 30 ρ s (whereas nor the RMS value, nor the spectrum exhibit such a local drop). (2) The maximum of the bicoherence is at 31 ρ s . (3) Secondary maxima occur, apart from some minor peaks, at 16.5, 24.5, 29.5 and 36.5 ρ s . These positions coincide roughly (but not exactly) with maxima in the RMS value (see Fig. 5a ). From this, we conclude that the bicoherence provides information that pertains to an aspect of the turbulence (non-linear, or rather quadratic behaviour) that is not captured by either of the other methods.
Having established the general interest of this analysis, the next question must be: how does this information help in understanding turbulence? In the following, we compare the results from the bicoherence calculation with a more conventional approach. Fig. 6c shows the cross correlation, the weighted average cross coherence and the weighted average cross phase between one radial position and the next; the weighting being done by the spectral power (the cross spectra are calculated with the normal FFT). It is observed that the cross correlation and cross coherence between adjacent radial positions is generally high, but that around 30 ρ s these quantities drop. Further, it is observed that the cross phase exhibits a peak around 30. The maximum in the bicoherence at 31 ρ s is related to the presence of a long-living structure that is highly localized poloidally and radially. This structure has the (3,2) periodicity and lies close to the q = 3 2 surface; such a structure is visible in a two-dimensional plot of the ion density, but because of its high spatial localization, it was only discovered after this analysis indicated the persistence of non-linear couplings over a time period of many decorrelation times (in Ref. 20 it is explicitly indicated that coherent structures were not seen).
For a more detailed analysis we refer to Fig. 6d , where the full bidimensional bicoherence is shown for a few selected radial positions. First, we draw attention to the graph corresponding to 30 ρ s . Here the typical behaviour of a single mode coupling to broad-band turbulence is visible (horizontal band-like structure), with the main mode frequency around 1.4 × 10 −4 . Turning now to the graph taken at the maximum of the bicoherence (at 31 ρ s ), one observes that each point of this band-like structure couples, in its turn, to a range of frequencies, thus nearly filling the two-dimensional plane of the bicoherence. A similar thing occurs at 29.5 ρ s (here also a harmonic of the mode can be seen). Then, at 24.5 ρ s , a completely different picture arises. An independent, but far weaker, mode is visible at a different frequency. A similar statement can be made about 16.5 ρ s (recall that the structure at higher frequencies is numerical noise).
III.c Intermittency: Reflectometry data from ATF
We have analyzed data taken with a dual sin/cos reflectometer [21] (Fig. 6d) .
III.d Observation of L/H transition on Wendelstein VII-AS
We have analyzed data taken with a broadband X-mode heterodyne reflectometer [22] in the edge region of the Wendelstein VII-AS stellarator [23] . This is a low-shear modular stellarator with major radius R 0 = 2 m and minor radius a ≈ 0.18 m. The toroidal magnetic field is B = 2.5
T. In the discharge investigated, the plasma was heated with P ECH = 400 kW of ECRH power at 140 GHz. The central electron density was n e = 8 × 10 19 m −3 , while the central electron temperature was T e = 0.8 keV. The rotational transform at the plasma edge was -ι = 0.53. We studied the L/H transition that is generally observed in this kind of discharges [24] , i.e. a Multiple-ray tracing simulations (which can account for the interference phenomena) indicate that under these two conditions an artificial increase in the bicoherence of the demodulated phase signal is observed (i.e. due to this interference rather than non-linear processes in the plasma). The observed low value of the bicoherence during the L mode suggests, however, that these two-dimensional effects are not very important here. The increase of the bicoherence at the L/H transition could therefore be due to a scale reduction of turbulent structures in the plasma.
On the other hand, the observed reduction in the turbulence amplitudes (RMS) together with the increase of the density gradient during the H-mode implies that two-dimensional interference effects may be expected to be even weaker here than in the L-mode, which seems to favor an interpretation in terms of increased nonlinear interactions.
To gain some insight into the characteristics of the L-and H-phase and the ELMS, we calculated the bicoherence and the wavelet spectra on time sections of 1 ms length and summed the results. For the L-phase, 5 such sections were selected arbitrarily but before the transition at 757.5 ms. For the ELMs, these sections were chosen centered on the spikes in the RMS level, corresponding to the 5 major spikes in the H α signal (Fig. 8a) ; finally, for the H-phase, 5
sections were selected inbetween the ELMs. The summed wavelet bicoherence resulting from these calculations is presented in Fig. 8b ; the bicoherence in Fig. 8c ; and the wavelet spectra in Fig. 8d . In Fig. 8d it is seen that the wavelet power spectrum drops almost by an order of magnitude when going from L to H, in accordance with the drop in the RMS level seen earlier.
The spectrum corresponding to the ELMs is inbetween, and a bit closer to the L-phase than the H-phase level. From the summed bicoherence graph in Fig. 8b it is clear that the bicoherence is close to noise level in the L phase, as expected from the earlier observation presented in Fig. 8a .
The H-mode exhibits a high bicoherence at nearly all frequencies, with a peak at 50 kHz (Fig.   8b ). There is a weak indication that this frequency couples to higher frequencies (Fig. 8c) , but the graph is by no means conclusive. Finally, the ELMs exhibit a high bicoherence over a broad range of frequencies as well (Fig. 8b) , and several broad peaks can be discerned (at 80 and 220 kHz), but the twodimensional graph (Fig. 8c) shows that the bicoherence here is quite different from the H-phase case, and it exhibits a complex structure.
Summarizing we believe that we can maintain, although we cannot make any statement about the nature of the ELMs, that an ELM is not simply a short return to L-mode conditions (which has been a working supposition for some time), but a rather more complex phenomenon involving nonlinear modes or phase coupling effects. This statement is based on the wavelet bicoherence analysis which shows that the phase coupling processes in the turbulence during
ELMs are more similar to the situation in the H-phase than the L-phase, even though the RMS levels are more similar to the L-phase than the H-phase.
IV Conclusions
IV.a General conclusions concerning the analysis method
In this paper we have presented a new analysis method for turbulent data, based on wavelet analysis and bispectral analysis. The bispectrum is the first higher-order spectrum after the ordinary spectral analysis and is useful for the investigation of non-linear interactions of the lowest order (i.e. quadratic interactions). The novel technique presented here, wavelet bicoherence, detects phase coupling between short-lived wavelets rather than between modes caused by the lack of definition of this concept. However, if we adopt the working definition that a coherent structure is an object that shows spatial and temporal correlation in an otherwise uncorrelated background, then the answer is yes, provided it has some minimal size and lifetime, which are determined through the frequency and time resulution and the noise level as discussed in Section II. It should be noted, however, that with a single observation point it is not possible to distinguish between a static structure passing by the observation point and a dynamical quadratic wave-interaction process. Comparing this capability with the Biorthogonal Decomposition (BD) method [29, 30] , we remark that the BD is capable of detecting coherent structures in the local frame of reference with relatively little interpretation problems; however, measuring in the local frame of reference is not always possible (and almost never in fusion experiments). The wavelet bicoherence, however, exhibits merely a Doppler shift when performing a Galileo transformation without losing the coupling information. Thus, the wavelet bicoherence is more independent of the frame of reference and may be expected to be more useful in experiments where measurement in the local frame of reference is difficult.
IV.b Summary of results
We have shown that the wavelet bicoherence provides information about turbulent signals that is not available from the usual data analysis methods. The bicoherence of turbulent data taken with Langmuir probes in a tokamak plasma (Section II.e) was seen to disappear when the signal was phase-randomized while maintaining the amplitude spectrum constant. Similarly, the simulation of drift wave turbulence (Section III.b) showed a drop in the bicoherence at the mode rational surface that did not correspond to any distinct feature in the RMS value or the spectrum. We believe that these examples demonstrate that valuable information is contained in the bicoherence.
In order to examine further the meaning of the bicoherence, we have analyzed data from two model systems.
Firstly, the system consisting of two coupled van der Pol oscillators, considered to be one of the simplest systems that show self-sustained chaos without external driving, was analyzed (Section III.a). The system parameters were selected to produce both a quasiperiodic and a chaotic state. It was found that in the quasiperiodic state the bicoherence provided accurate information about the coupling interaction between the two oscillators. In the (weakly) chaotic state the coupling interaction could still be identified in the twodimensional bicoherence graph, along with the effects of the period-doubling transition to chaos.
Secondly, a plasma drift wave model in sheared slab geometry was analyzed (Section III.b). This model bears relevance to the turbulence occurring in thermonuclear fusion plasmas.
The presence of a coherent structure was deduced accurately from the total bicoherence vs. radial position graph to be located near (but not at) the q = Experimental data taken with reflectometers in thermonuclear fusion plasma experiments were also analyzed.
Firstly, a clear indication of intermittency was found in the case of ATF (Section III.c).
Similar observations were reported earlier for the same device [1] . It was found that the intermittent part of the bicoherence is mainly due to high frequencies (> 100 kHz). 
IV.c Future developments
The technique for wavelet bicoherence as presented in this paper is based on the simple wavelet as given by Eq. (14) . This wavelet has the advantage that it removes the unrealistic assumption that the turbulent signals that are analyzed consist of modes that are constant in time, while it preserves to some degree the physical intuition associated with the mode paradigm (i.e. by assigning a frequency to each wavelet scale one may continue to speak in terms of coupling between frequencies). The latter feature greatly facilitates the interpretation of the bicoherence, but it may not allways be adequate. In particular, while this wavelet may be appropriate for weakly developed turbulence, perhaps the point of view that the signal is constituted of regular (if short-lasting) oscillations is no longer valid in fully developed turbulence. One may therefore consider substituting the analyzing wavelet by more appropriate ones, such as the "Mexican
Hat" wavelet mentioned in literature [7] . In that case, however, the language referring to frequencies should be abandoned altogether and one should refrain to speaking in terms of Finally, while in this paper we have concentrated on the analysis of time series data, we believe that in the analysis of turbulence it is important to include spatial information in the analysis. In fusion plasmas, it is a difficult problem by itself to obtain time-and space-resolved data; nevertheless some are available (e.g. Ref. 31 ) and more are expected. It is not clear a priori how bicoherence analysis could be generalized to such data. (bottom) The summed bicoherence for both the Fourier and Wavelet bicoherence after scrambling the phase information in the data (see text). As expected, the bicoherence drops to noise level. Coupled van der Pol oscillators, chaotic state, Fourier spectrum Wavelet spectrum vs. radius for the same data as in Fig. 5a . 
