ABSTRACT Extreme learning machine is characterized by less training parameters, fast training speed, and strong generalization ability. It has been applied to obtain feature representations from the complex data in the tasks of data clustering or classification. In this paper, a graph embedding-based denoising extreme learning machine autoencoder (GDELM-AE) is proposed for capturing the structure of the inputs. Specifically, in GDELM-AE, a graph embedding framework that contains an intrinsic graph and a penalty graph constructed by local Fisher discrimination analysis is integrated into the autoencoder. So, it can exploit both local structure and global structure information in extreme learning machine (ELM) spaces. Further, we propose a stacked graph embedded denoising (SGD)-ELM by stacking several GDELM-AEs. The experimental results on several benchmarks validate that GDELM-AE can obtain efficient and robust feature representation of original data; moreover, the stacked GDELM-AE can obtain high-level and noiserobust representations. The comparative results with the state-of-the-art algorithms indicate that the proposed algorithm can obtain better accuracy as well as faster training speed.
I. INTRODUCTION
Feedforward neural network is one of the most popular network structures in the tasks of representation and learning. Most of the existing training algorithms of feedforward neural network, such as back-propagation [1] and LevenbergMarquardt [2] , adjust the weights and the biases iteratively by using a certain optimization technique like gradient descent. However, such iterative computational technique suffers from low computational efficiency and easily falls into local optima. This problem greatly limits the generalization ability of the algorithm.
The concept of extreme learning for feedforward neural network was first proposed in 2004 [3] . And then extreme learning machine (ELM) algorithm is proposed to train single-hidden layer feedforward neural (SLFN) networks. Different from traditional learning algorithms of SLFN networks that adjust the network parameters iteratively, ELM randomly initiates the input weights and the hidden layer biases, and determines the output weights by Moore-Penrose generalized inverse. Another different aspect is that the ELM not only tends to seek the smallest training error but also the smallest norm of weights. Barlett's theory [4] on the generalization performance of feedforward neural networks has stated that the smaller training error and the norm of weight reach, the better generalization performance the networks tend to have. Afterwards, the relevant theoretical and applied researches have demonstrated that ELM has the advantages of less training parameters, fast learning speed and strong generalization ability [5] . So far, various extensions of original ELM have been proposed to make it more efficient for some specific applications [6] , [7] , such as computer vision [8] - [12] , image processing [13] , text understanding [14] . In [15] , the original ELM is extended for semi-supervised and unsupervised tasks by using the manifold regularization to handle multi-classification and clustering. Reference [16] proposes an unsupervised discriminative extreme learning machine for clustering, which combines local manifold learning with global discriminative learning. GEELM proposed in [17] exploits both local near-neighbor structure and global structure information by constructing intrinsic and penalty graphs under the graph embedding framework. GEELM shows good performance on some standard classification problems and human behavior analysis. However, compared with some deep learning models, GEELM as a SLFN network only has limited representation capability.
In view of the high efficiency of ELM, some researchers devote to studying how to integrate ELMs into the deep learning framework for alleviating the computational complexity and time-consuming problem of deep learning. The multilayer extreme learning machine (ML-ELM) is proposed by stacking several extreme learning machine autoencoders (ELM-AEs) [18] . In ML-ELM, the ELM-AE maps the original data to the ELM feature space with good representation ability. Furthermore, the multilayer structure of ELM-AE can extract high-level and abstract features for original data representation. Different from other deep learning models, such as deep belief network (DBN) [19] , stacked autoencoder (SAE) [20] , convolutional neural network (CNN) [21] , ML-ELM does not require to fine-tune the parameters using back propagation. So it will reduce the computational cost in the training stage. In recent research, a hierarchical extreme learning machine (H-ELM) is proposed for multilayer perceptron [22] . In H-ELM, unsupervised hierarchical feature extraction is followed by supervised feature classification. During the stage of feature extraction, an ELM sparse autoencoder is developed to extract the features of input data; while in the feature classification stage, the original ELM-based regression is performed for final decision making. In [23] , a method for synthesizing deep neural networks using ELMs as a stack of supervised autoencoders is presented to handle the multiclass image classification. In [24] , a stacked sparse denoising autoencoder based on ridge regression (SSDAE-RR) is proposed for constructing feature representations. The proposed model effectively integrates the advantages of stacked AE, sparse AE, denoising AE, and ridge regression. SSDAE-RR not only increases the robustness to noise, but also reinforces the sparsity of weights, and this makes it easier to discover interesting and prominent features. In [25] , a deep neural network called multilayer generalized extreme learning machine autoencoder (ML-GELM) is proposed. It is stacked by several graph regularization extreme learning machine autoencoders (GELM-AEs), which add the manifold regularization to the objective of ELM-AE. The generalization performance of the proposed method is not sensitive to the parameters of the networks.The above-mentioned ELM based deep neural networks for feature extraction mostly exploit underlying structure of the data using unlabeled data, or exploit the intrinsic manifold structure of the data via manifold learning. These methods only exploit the local neighborhood information of data structure. However, the global structure information is not fully considered.
To improve the performance of ELM based deep learning models, we firstly propose a new graph embedded denoising extreme learning machine autoencoder (GDELM-AE), which contains an intrinsic graph and a penalty graph constructed by local Fisher discrimination analysis (LFDA) [26] . The mechanism of graph embedding exploits both local near-neighbor structure and global structure information by maximizing the intraclass similarity and the global interclass separability. Then a stacked graph embedded denoising extreme learning machine (SGD-ELM) is proposed for feature representation by stacking several GDELM-AEs.
The rest of this paper is organized as follows. In Section II, we give the preliminaries about ELM-AE and graph embedding. In Section III, the graph embedded denoising extreme learning machine autoencoder (GDELM-AE) and the framework of stacked graph embedded denoising extreme learning machine (SGD-ELM) are proposed respectively. Extensive experimental comparisons on several benchmark datasets are conducted in Section IV. Finally conclusions are drawn in Section V.
II. RELATED PRELIMINARIES A. EXTREME LEARNING MACHINE AUTOENCODER (ELM-AE)
Extreme learning machine autoencoder (ELM-AE) [18] , [27] is an unsupervised learning algorithm. It is a three-layer neural network with one hidden layer as shown in Fig. 1 . The autoencoder tries to learn an approximation that makes the target values equal to the inputs. As for the sparse ELM-AE architecture, the feature of input x i can be represented by mappings from the input space to the ELM space:
where ω and b are subjected to the constraints ωω
is the output vector of the hidden layer with respect to input x i . g(·) is an activation function usually taken as sigmoid function or Gaussian function and so on. I is an identity matrix. The output vector is denoted as x i = x i = [x i1 , . . . , x iD ], and it can be obtained by
Mathematically, Eq.(2) can be expressed in a matrix form as
where
ELM-AE learns to make its target values (outputs) to be equal to its inputs. The objective function of ELM-AE is as follows arg min
where ξ = X − H β. The function is composed of regularization term and training error term. The regularization term controls the complexity of the model to prevent overfitting. The penalty coefficient c of the error term is utilized to balance the two terms in the model. By setting the gradient of J ELM-AE with respect to β as zero, we have
When the number of training samples N is larger than the number of the hidden neurons N h , the output weights β can be obtained by
If the number of training samples N is smaller than the number of the hidden neurons N h , then H has more columns than rows. In this case, the output weights β can be expressed as the linear combinations of the rows of H : β = H T α(α ∈ R N * D ). Then from Eq.(5) we can have
Given input data X , we can obtain its feature representation in N h dimensional space as X ELM-AE = X β T . Then the obtained features can be used as a new representation of the original data and can be applied to the tasks of data clustering or classification more effectively.
B. GRAPH EMBEDDING
The graph embedding model proposed in [28] defines two undirected weighted graphs. The two graphs have the same vertex set, but different edge weight matrices. One is an intrin-
is the data matrix of sample set, W ∈ R N * N is the similarity matrix, and each element of W denotes the similarity between the vertices of G, where N is the sample number and D is the feature dimension. The other is a penalty graph G p = {X , W p }, where edge weight matrix W p ∈ R N * N penalizes specific characteristics of the relationships between the training data. The intrinsic graph characterizes the intraclass compactness and it can establish connections between each data point and its neighbor within the same class, while the penalty graph connects the marginal points and characterizes the interclass separability.
The purpose of Graph embedding algorithm is to find a mapping function f :
based on keeping the relationship of vertices in graph. The function f may be explicit or implicit, linear or nonlinear in different cases. Assuming that the mapping is linear as
Then the objective function of graph embedding can be described as
In the constraint ω T XBX T ω = q, q is a constant value(usually q = 1), B ∈ R N * N is the constraint matrix defined to avoid a trivial solution of the objective function. Typically, B is a diagonal matrix for scale normalization and can also be the Laplacian matrix of penalty graph
According to Lagrange multiplier method, Eq. (8) can be transformed into solving the generalized eigenvalue decomposition problem,
Define S r = XLX T , S p = XL p X T , then Eq.(9) can be represented as
Therefore, the optimal projection vector ν of the linear graph embedding algorithm can be obtained by solving the generalized eigenvalue of Eq.(10). The eigenvector corresponding to the smallest eigenvalue λ is the desired projection vector. That is, the columns of the transformation matrix ω are formed by the eigenvectors with respect to the first d minimal eigenvalues λ i for the matrix S = S −1 p S r . When the matrix S p VOLUME 7, 2019 is singular, its generalized pseudo-inverse can be used instead of inverse, namely S = S † p S r . So the matrix S = S † p S r can be used to describe the intrinsic relationship and the penalty relationship among the training data.
The second step of the proposed GDELM-AE is linear data mapping process. Graph embedding is introduced to maintain the local and global structure relational between samples. Specially, we construct the intrinsic graph and penalty graph by LFDA to express the structure relationship between samples.
III. STACKED GRAPH EMBEDDED DENOISING ELM (SGD-ELM)
In this section, we firstly propose a graph embedding based denoising extreme learning machine autoencoder (GDELM-AE) for representing the inputs. Furthermore, the framework of stacked graph embedded denoising extreme learning machine (SGD-ELM) is proposed for developing high-level and noise-robust representations.
A. GRAPH EMBEDDED DENOISING EXTREME LEARNING MACHINE AUTOENCODER (GDELM-AE)
ELM-AE can exploit the underlying structure information of unlabeled data for feature representation. Graph regularization extreme learning machine autoencoder (GELM-AE) [25] exploits the latent manifold structure of the local features for unlabeled data. The proposed denoising autoencoder GDELM-AE in this paper exploits both local structure and global structure information by integrating graph embedding, and in which denoising technique further acquires noiserobust features. The structure of GDELM-AE is as shown in Fig. 2 . In GDELM-AE, feature representation is achieved by training the autoencoder to output denoised data features from the corresponding data corrupted by noise. First, Gaussian noises are superimposed to the original data, and then the corrupted data is taken as the input data of GDELM-AE to reconstruct clean features. This process consists of two phases: stochastic feature mapping and parameter solving. In the first phase, the input layer weights and hidden layer bias are initialized randomly and processed by orthogonalization, and then these parameters are fixed. The input data is mapped FIGURE 2. The network structure of GDELM-AE.
to the ELM feature space by nonlinear activation function. In the next phase, based on graph embedding framework, an intrinsic graph and a penalty graph constructed by LFDA are integrated into the autoencoder. So it can utilize local and global structure information to enhance feature representation by maximizing the interclass separability and the intraclass similarity.
Given a set of N vectors {x i , c i } i=1,2,...,N , where x i ∈ R D is sample data, and c i ∈ {1, . . . , C} is the corresponding class labels. For each training sample x i , its corresponding label vector is denoted as y i = [y i1 , . . . , y ij , . . . , y iC ], if c i = k, then y ik = 1, otherwise, y ik = −1. First the corrupted datã x i is constructed by adding Gaussian noise on the original data x i . Then the corrupted inputx i is mapped into the ELM space using Eq.(1) for acquiring the representation in hidden layer. It can be written as
in the form of matrices. In this paper, the following objective function is established for GDELM-AE:
The matrix S is used to express the local near-neighbor structure and global structure in ELM space. λ is a tradeoff parameter between the two regularization terms of β and λ > 0. The first term in Eq. (11) is a regularization term which controls the complexity of the model, and prevents overfitting. The second term is a training error term, and c is the penalty coefficient. The third term is a regularization term based on graph embedding, which contributes to the intraclass similarity and the interclass separability in ELM space. GDELM-AE employs graph embedding regularization to discover intrinsic structure and penalty structure in ELM space to analyze the nonlinear relationships between the input datax i . We use hidden layer output vectors h(x i ), i = 1, 2, . . . , N to construct an intrinsic graph G = {H , W }, where W ∈ R N * N is a similarity matrix. The element W ij of matrix W denotes the similarity between the graph vertices h(x i ) and h(x j ), and it is expected to be maximized. Besides, we construct a penalty graph G p = {H , W p }, where weight matrix W p ∈ R N * N penalizes the relationships among the graph vertices, and it is also expected to be maximized. The matrices S r = HLH T and S p = HL p H T can be defined, where
are the graph Laplacian matrices of G and G p respectively. Then structure information matrix S can be defined as S = S −1 p S r . When S p is singular, S can be defined as S = S † p S r , where S † p is the pesoinverse matrix of S p . It should be noted that in order to better express the nonlinear relationship among the input data, the calculation of the matrix S is in the ELM space rather than in the input space.
The weight matrices W and W p in intrinsic graph and penalty graph can be obtained with different criteria. In this paper, we adopt LFDA to obtain the intrinsic structure and penalty structure for the input data. So the weight matrices W and W p can defined by
where ω ij is a measure of the similarity between h(x i ) and h(x j ) based on Euclidean distance, and it can be defined by (13) (14) are positive. And it weights the value for the samples pairs in the same class according to the affinity. This implies it trends to keep the sample pairs in the same class close and the sample pairs in different class apart. What's more, far apart data pairs in the same class are not imposed to be close.
By solving the equation ∂J GDELM-AE /∂β = 0, then output weights β can be obtained as
where HH T + 1/c(I + λS) is nonsingular. For the given input data X , its representation in N h -dimensional ELM space can be defined as X new = X β T . Finally we use the new learned representation to replace the original data in the tasks of data clustering or classification. Algorithm 1 shows the pseudocode of the GDELM-AE algorithm.
B. STACKED GRAPH EMBEDDED DENOISING ELM (SGD-ELM)
In this section, a stacked graph embedding denoising extreme learning machine (SGD-ELM) is proposed by stacking several GDELM-AEs to capture the high-level feature representation of the data. The structure of SGD-ELM and the details of the algorithm are given as follows.
SGD-ELM is a stacked multilayer neural network model which employs GDELM-AE as a base building block, and trained by a layer-by-layer greedy training method. Each GDELM-AE is trained by the feedforward way, and the output of the previous GDELM-AE is used as the input of the next GDELM-AE. The network structure of SGD-ELM is shown in Fig. 3 . The hidden layer weights in SGD-ELM are inherited from the GDELM-AEs. The output matrix H k of the kth hidden layer can be expressed as
, where β k is the output weight matrix of the kth GDELM-AE. The input dataX can be considered as the 0th hidden layer where H 0 =X . Assume that there are m hidden layers in the SGD-ELM, the weights between the last hidden layer and the output layer in SGD-ELM are obtained by regularized
The number of hidden neurons N h ; Activation function g(·); Output:
The feature representations of the inputs. 
where Y = [y 1 , . . . , y i , . . . , y N ], y i = [y i1 , . . . , y iC ] is the label vector corresponding to x i , H m is the output matrix of the last hidden layer in SGD-ELM. If the number of training samples N is larger than the number of the hidden neurons N hm , the output weights β m+1 can be obtained by
Otherwise, β m+1 can be obtained by
The motivation of GDELM-AE is to acquire efficient and noise-robust feature representation in ELM space by exploiting the local near-neighbor structure information and global structure information among the original input data. The stacked model SGD-ELM is to extract higher-level feature representation of the data. So the proposed model can be used to address some issues related to feature representation, such as classification, clustering and annotation. Taking classification as an example, the pseudo-code of the proposed SGD-ELM algorithm is shown as Algorithm 2. And Fig. 4 shows the flowchart of the proposed SGD-ELM.
This section analyzes the time complexity of the proposed SGD-ELM algorithm. In GDELM-AE, output weights β are calculated by Eq. (14) , in which matrix S describes the graph structure. When only intrinsic graph structure is considered, h +N 2 h N )). Usually the value of m is not very large, and it is taken as 3 in this paper. Therefore, the time complexity of SGD-ELM is equivalent to O(N 3 h + N 2 h N ).
IV. EXPERIMENTAL STUDIES A. DATASETS AND EXPERIMENTAL ENVIRONMENT
To test the performance of the proposed GDELM-AE and SGD-ELM, a series of experiments on several benchmark datasets are conducted and the results are compared with the state-of-the-art algorithms. The relevant attributes of the used benchmark datasets are summarized in Table 1 . The IRIS, WINE, LIVER, SATIMAGE are public classification datasets from UCI machine learning repository [29] . The YALEB [30] is a face recognition dataset. The COIL20 [31] is a multiclass image classification benchmark from Columbia University image database. And the USPST is a subset (the testing set) of the handwritten digit recognition data set of USPS [32] . All the experiments are carried out on a PC with Xeon (R) CPU 5-2609 2.50GHz processor, 32 GB memory using Matlab 2014a.
B. RESULTS AND COMPARISONS FOR GDELM-AE
In order to validate the feature representation of GDELM-AE, we conduct some clustering experiments on the IRIS,
Algorithm 2 SGD-ELM for Classification
The deep architecture depth m; The number of hidden neurons of each GDELM- AE: N h1 , N h2 , . . . , N hm ; Activation function g(·); Output:
The classification results of test data. Train the output weights β k of the kth GDELM-AE using Algorithm 1 ;
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Compute the outputs 11 Compute the classification results of the testing data X test by using the above trained SGD-ELM model. WINE, YALEB, LIVER and COIL20 datasets, in which the feature representations of the original data obtained by GDELM-AE are employed. For comparisons, the proposed algorithm GDELM-AE is compared with other existing unsupervised learning algorithms, which include k-means, ELM-AE [18] and GELM-AE [25] . ELM-AE uses a standard ELM autoencoder to exploit the underlying structure information of unlabeled data for feature representation. GELM-AE adds the manifold regularization into the objective of ELM-AE to learn the intrinsic structure relationship of the data.
In the experiments, the parameters are selected concerning the quality of solutions and the incurred computational efforts. The number of hidden neurons in ELM-AE, GELM-AE and GDELM-AE is selected from 500, 1000 and 2000. The hyper parameters c and λ in the regularization term of the object function are selected from the exponential sequence {10 −4 , 10 −1 , 10 0 , . . . , 10 6 } according to the experimental performance. The ELM based autoencoders adopt sigmoid function as the activation function. The basic k-means algorithm implements clustering in the original data space, while ELM-AE, GELM-AE and GDELM-AE perform clustering based on the acquired feature representations from their different ELM embedding spaces. The Gaussian noise added into the training data for the proposed GDELM-AE is a signal with zero mean and variance σ = 0.01. We test the ability of feature representation for the original data in each dataset using these algorithms independently.
To evaluate the performance of each algorithm, clustering accuracy (ACC) is employed to measure the experimental results. ACC is defined as
where N is the number of training samples, t i and c i are the predicted label and the true label of x i , respectively.
δ(c i , map(t i )) is an indicator function, and if
is an optional permutation function that maps each cluster label to a category label by the Hungarian algorithm [33] . The algorithm is repeated 30 times independently and the best value, the mean value and the standard derivation of the 30 runs are presented in Table 2 . The best results among the five tested approaches are highlighted with boldface. It can be seen that the proposed GDELM-AE achieves the highest value for the mean accuracy over all the datasets compared with other algorithms. Moreover, the proposed algorithm obtains the highest value for the best accuracy for four out of five benchmark datasets and and the lowest value for the standard derivation for three out of five. The experimental results indicate that the proposed GDELM-AE can enhance feature representation by exploiting the local and global structure information of the original data. Besides, the smaller standard deviation indicates that the proposed model has better robustness. To validate the noise robust feature representation of GDELM-AE further, we also provide a set of experiments that the Gaussian noise with the same noise level is added to test data, and the obtained results (GDELM-AE-noise) are also listed in Table 2 . It can be seen that the obtained results are superior to the results obtained by the other three compared algorithms, and slightly worse than those obtained by GDELM-AE that has no noise added to the test data. The results indicate that the proposed model can acquire noise-robust feature representation. Fig. 5 shows a box diagram of the results obtained by each algorithm, in which the middle mark labels present the mean value of 30 trails in each dataset using different algorithms and the lines with horizontal bars present the standard deviation. It can be seen that the middle mark labels of GDELM-AE in each dataset occupy the highest position, which means GDELM-AE get the best performance of mean value compared with other algorithms. And the length of horizontal bars VOLUME 7, 2019 of GDELM-AE is almost the shortest in most of the datasets, which demonstrates the stability of GDELM-AE.
To illustrate the abilities of feature representation for different algorithms intuitively, Fig. 6 gives a kind of visual express that describes the clustering results for IRIS dataset in different feature spaces. Fig. 6 (a) shows the visualization in the original feature space, Fig. 6 (b) (c) and (d) show the visualization in the ELM-AE embedding space, the GELM-AE embedding space and the GDELM-AE embedding space respectively. In the figures, the black marks indicate the clustering center, and the red circles represent the wrong data point of the clustering result. From Fig. 6 , it can be observed that better clustering results can be obtained by using the feature representations learned from the proposed GDELM-AE. Moreover, it can be observed that the clustering results in the feature space obtained by GDELM-AE is relatively compact within the same cluster and separable between the different clusters.
C. RESULTS AND COMPARISONS FOR SGD-ELM
In order to validate the performance of SGD-ELM, the proposed algorithm is tested for classification on six benchmarks (LIVER, IRIS, WINE, SETIMAGE, USPST and COIL20). The proposed SGD-ELM algorithm is compared with several deep neural models (DBN [19] , SAE [20] , ML-ELM [18] and ML-GELM [25] ). DBN is a generative graphical model using stacked restricted Boltzmann Machines (RBMs). Each RBM is trained greedily in a layer-by-layer manner. After pre-training, all layers are then jointly fine-tuned using the conventional backpropagation algorithm. SAE is similar to DBN, which replaces RBM with autoencoder (AE).
AEs are stacked in a greedy layer-wise fashion for pretraining the weights and the features from the stacked autoencoders are fed to a softmax classifier for classification. Traditional deep learning models are computationally complex and time-consuming. The deep learning models ML-ELM and ML-GELM employ the ELM as the stacked base block. ML-ELM is stacked by several unsupervised ELM autoencoders. ML-GELM embeds the manifold learning into the ELM autoencoders and stacks them to form a multilayer network.
In the experiments, 50% of the samples in each dataset are used as training set, and another 50% as the testing set. In training process, Gaussian noise is added to the input data of each GDELM-AE with zero mean and variance σ = 0.01. For testing data, the original data are used in all the algorithms. The parameters of SGD-ELM include the depth of multilayer model m, the number of hidden layer neurons for each GDELM-AE module N hk (k = 1, 2, . . . , m), and the regularization term hyper parameters c k and λ k (k = 1, 2, . . . , m) for each GDELM-AE. Parameter selection is challenging for deep structure due to the massive parameters analysis or experiments. In this paper, we select the widely used parameter values in some references [18] , [34] , and which have shown that such parameter values can usually obtain a better performance. Here, m is taken as 3. The hyper parameters c k and λ k are selected from the exponential sequence set {10 −6 , 10 −5 , . . . , 10 6 }, which are determined by the 5 fold cross-validation strategy applied on the training data set. To ensure the proportion of different classes, the samples of each category in training set are randomly divided into five parts, and four of which are used for training and the rest are used for verification. The average result after five cross validations is used to determine the parameters c k and λ k . In SGD-ELM, the number of hidden neurons ranges from 1000 to 5000 with an interval of 100 and it is also determined by cross validation. For fair comparisons, the selection strategy of the number of hidden neurons in the DBN, SAE, ML-ELM, ML-GELM is the same to that in SGD-ELM. Besides, the lost function used in DBN and SAE is cross-entropy cost function, which is defined as follows: To evaluate the feature representation capacity of each algorithm, the obtained features by different models are input to the same fully connected classifier, and classification accuracy is employed to measure the performance. Each algorithm is repeated 30 times independently and the best accuracy, the average accuracy and the standard derivation of the 30 runs are presented in Table 3 . It can be seen that the SGD-ELM obtains the highest average accuracy for five out of the six benchmark datasets compared with other deep neuron networks. And the average accuracy in COIL20 dataset is just slightly lower than other algorithms. It demonstrates that the proposed SGD-ELM stacked by several GDELM-AEs can enhance the feature representation. Besides, it achieves smallest standard deviation in most datasets, which indicates the stability of performance. Fig. 7 shows the box diagram of the results obtained by each algorithm.
To further illustrate the abilities of feature representation for the proposed stacked model intuitively, Fig. 8 shows an example of the visualization that describes the classification results for IRIS testing dataset in different layer feature spaces. Fig. 8 (a) shows the visualization of the classification result in the original data space, Fig. 8 (b) , (c) and (d) show the visualization of the classification results using the features from the first hidden layer, the second hidden layer and the third hidden layer in SGD-ELM respectively. It can be seen that the algorithm can achieve better classification result when the features obtained from the higher layer are used. It indicates that stacked model enhances the feature representation of the original data, and more effective and higher-level feature representation can be acquired as the depth of networks increases.
To further reveal the feature representation capability of the proposed SGD-ELM for the noise data, different degrees of Gaussian noise are added to the test data. The adopted Gaussian noise is a signal with zero mean and variance σ , and σ is taken as 0.005, 0.01, 0.02, 0.05, 0.1, 0.2, 0.5, 1.0, 1.5, 2.0, 3.0 respectively. Each experiment is repeated 30 times independently, and the average results in each dataset are summarized in Table 4 . Fig. 9 shows the curves of the average classification accuracy obtained by SGD-ELM for different degrees of noise data in each dataset. It can be seen that the clustering accuracies in LIVER, COIL20 and SATIMAGE datasets decrease slightly with the increase of noise level from variance σ = 0 to σ = 3. However, the clustering accuracies in WINE, IRIS and USPST datasets decreased rapidly when the variance σ of Gaussian noise is greater than 1, especially for WINE dataset, whose classification accuracy decreases almost linearly. So the proposed model has different noiseresistibility for different datasets. In general, the proposed SGD-ELM can achieve satisfactory classification accuracy when the variance σ of Gaussian noise is less than 1.0, and it indicates that the proposed SGD-ELM can obtain noiserobust feature representation.
In addition, to compare the time complexity of SGD-ELM with other algorithms, the training time of each algorithm in each dataset is recorded. Fig. 10 shows the histogram of the average training time of 30 runs for each deep model algorithm on five datasets sorted by the number of samples (N IRIS < N WINE < N LIVER < N COIL20 < N USPST < N SATIMAGE ). Among these algorithms, with the increase of the number of samples, the training speed of SGD-ELM is obviously faster than the conventional depth models SAE and DBN, and it is basically comparable with ML-GELM and ML-ELM. The reason lies in that the ELM based deep models do not need to learn the network parameters iteratively. It can also be demonstrated by the analysis of time complexity in Section III-B. The experiments here illustrate SGD-ELM not only can obtain more effective feature representation, but also has the advantages of faster training speed compared with traditional deep neural network models.
V. CONCLUSION
Multilayer neural networks can transform the original input feature to a high-level and abstract representation that can be better classified or discriminated, but they usually have high computational complexity because they rely on time-consuming procedure to perform iterative optimization of parameters. This paper takes the advantages of extreme learning machine and proposes a stacked denoising extreme learning machine model based on graph embedding (SGD-ELM) for feature representation. Firstly, a graph embedding based denoising extreme learning machine autoencoder (GDELM-AE) is proposed for capturing the structure of the inputs. GDELM-AE integrates an intrinsic graph and a penalty graph constructed by local Fisher discrimination analysis so that it can effectively exploit both local nearneighbor structure and global structure information of data in ELM space. To further enhance the feature representation, several GDELM-AEs are stacked to form the multilayer model (SGD-ELM) for obtaining high-level and noise-robust representations. A series of experiments on several benchmark datasets are conducted and the results are compared with the state-of-the-art algorithms. The comparative results demonstrate that the proposed algorithm can obtain better accuracy as well as faster training speed. Besides, the experiments with different degrees of Gaussian noise indicate that the proposed SGD-ELM can obtain noise-robust feature representation. 
