Abstract-Communication in networks suffers if a link fails. When the links are edges of a tree that has been chosen from an underlying graph of all possible links, a broken link even disconnects the network. Most often, the link is restored rapidly. A good policy to deal with this sort of transient link failures is swap rerouting, where the temporarily broken link is replaced by a single swap link from the underlying graph. A rapid replacement of a broken link by a swap link is only possible if all swap links have been precomputed. The selection of high-quality swap links is essential; it must follow the same objective as the originally chosen communication subnetwork. We are interested in a minimum-diameter tree in a graph with edge weights (so as to minimize the maximum travel time of messages). Hence, each swap link must minimize (among all possible swaps) the diameter of the tree that results from swapping. We propose a distributed algorithm that efficiently computes all of these swap links, and we explain how to route messages across swap edges with a compact routing scheme. Finally, we consider the computation of swap edges in an arbitrary spanning tree, where swap edges are chosen to minimize the time required to adapt routing in case of a failure, and give efficient distributed algorithms for two variants of this problem.
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INTRODUCTION
F OR communication in computer networks, often only a subset of the available connections is used to communicate at any given time. If all nodes are connected using the smallest number of links, the subset forms a spanning tree of the network. This has economical benefits compared to using the entire set of available links, assuming that merely keeping a link active for potentially sending messages induces some cost. Furthermore, as only one path exists between any communication pair, a spanning tree simplifies routing and allows small routing tables. Depending on the purpose of the network, there is a variety of desirable properties of a spanning tree. We are interested in a Minimum-Diameter Spanning Tree (MDST), i.e., a tree that minimizes the largest distance between any pair of nodes, thus minimizing the worst-case length of any transmission path, even if edge lengths are not uniform. The importance of minimizing the diameter of a spanning tree has been widely recognized (see, e.g., [2] ); essentially, the diameter of a network provides a lower bound (and often even an exact one) on the computation time of most algorithms in which all nodes participate.
One downside of using a spanning tree is that a single link failure disconnects the network. Whenever link failures are transient, i.e., a failed link soon becomes operational again, the momentarily best possible way of reconnecting the network is to replace the failed link by a single other link, called a swap link. Among all possible swap links, one should choose a best swap w.r.t. the original objective [3] , [4] , [5] , [6] , that is, in our case, a swap that minimizes the diameter of the resulting swap tree. Note that the swap tree is different from a minimum-diameter spanning tree of the underlying graph that does not use the failed link. The reason for preferring the swap tree to the latter lies in the effort that a change of the current communication tree requires: If we were to replace the original MDST by a tree whose edge set can be very different, we would need to put many edges out of service, many new edges into service, and adjust many routing tables substantially-and all of this for a transient situation. For a swap tree, instead, only one new edge goes into service, and routing can be adjusted with little effort (as we will show). Interestingly, this choice of swapping against adjusting an entire tree even comes at a moderate loss in diameter: The swap tree diameter is at most a factor of 2.5 larger than the diameter of an entirely adjusted tree [4] .
In order to keep the required time for swapping small, we advocate to precompute for each edge of the tree a best swap edge. We show in the following that the distributed computation of all best swaps has the further advantage of gaining efficiency (against computing swap edges individually), because dependencies between the computations for different failing edges can be exploited.
Related work. Nardelli et al. [4] describe a centralized (i.e., nondistributed) algorithm for computing all best swaps of an MDST in Oðn ffiffiffiffi ffi m p Þ time and OðmÞ space, where the given underlying communication network G ¼ ðV ; EÞ has n ¼ jV j vertices and m ¼ jEj edges. For shortest path trees (as opposed to minimum-diameter spanning trees), an earlier centralized algorithm [5] has been complemented by a distributed algorithm using techniques for finding all best swap edges for several objectives [7] , [8] . Using techniques that are quite different from the techniques we propose in this paper, these algorithms require either OðnÞ messages of size OðnÞ (i.e., a message contains OðnÞ node labels, edge weights, etc.) each, or Oðn Ã Þ short messages with size Oð1Þ each, where n Ã denotes the size of the transitive closure of the tree if edges are viewed to be directed away from the root. In a so-called preprocessing phase of this algorithm, some information is computed along with the spanning tree construction using OðmÞ messages. A distributed algorithm for computing an MDST in a graph GðV ; EÞ in an asynchronous setting has OðnÞ time complexity (in the standard sense, as explained in Section 3) and uses OðnmÞ messages [2] . However, no efficient distributed algorithm to compute the best swaps of an MDST had been found to date.
Our contribution. In this paper, we propose a distributed algorithm for computing all best swaps of an MDST using no more than Oðn Ã þ mÞ messages of size Oð1Þ each. The size of a message denotes the number of atomic values that it contains, such as node labels, edge weights, path lengths, etc., and n Ã is the size of the transitive closure of the MDST with edges directed away from a center of the tree (i.e., n Ã is essentially the same as above). Both n Ã and m are very natural bounds: When each subtree triggers as many messages as there are nodes in the subtree, the size of the transitive closure describes the total number of messages. Furthermore, it seems inevitable that each node receives some information from each of its neighbors in G, taking into account each potential swap edge, totaling to ðmÞ messages. Our algorithm runs in OðkDkÞ time (in the standard sense, as explained in Section 3), where kDk is the hop length of the diameter path of G; note that this is asymptotically optimal. The message and time costs of our algorithm are easily subsumed by the costs of constructing an MDST distributively using the algorithm from [2] . Thus, it is cheap to precompute all the best swaps in addition to constructing an MDST initially.
Just like the best swaps algorithms for shortest path trees ( [7] , [8] ), our algorithm (like many fundamental distributed algorithms) exploits the structure of the tree under consideration. The minimum-diameter spanning tree, however, is substantially different from shortest path trees in that it requires a significantly more complex invariant to be maintained during the computation: We need to have just the right collection of pieces of information available so that on the one hand, these pieces can be maintained efficiently for changing failing edges, and on the other hand, they can be composed to reveal the diameter at the corresponding steps in the computation.
To complement our distributed algorithm, we propose a compact routing scheme for trees which can quickly and inexpensively adapt routing when a failing edge is replaced by a best swap edge. Notably, our scheme does not require an additional full backup table, but assigns a label of c log n bits to each node (for some small constant c); a node of degree stores the labels of all its neighbors (and itself), which amounts to c log n bits per node, or 2mc log n bits in total. 1 We will show how given this labeling, knowledge of the labels of both adjacent nodes of a failing edge and the labels of both adjacent nodes of its swap edge is sufficient to adjust routing.
Motivated by this routing scheme, we further consider a different variant of the swap edge computation problem, where instead of optimizing the quality of the resulting tree, the time required for the routing adaptation is minimized. This is useful whenever recovery of a failed edge is so quick that the speed of adjusting the routing tables takes priority. This boils down to replacing each failing edge by a swap edge whose endpoints are close to the endpoints of the failing edge. For two different variants of this problem (depending on whether an edge failure is detected at both of its endpoints or only at one), we give a distributed algorithm with running time OðkDkÞ and message complexity Oðn Ã þ mÞ. In Section 2, we formally define the distributed all best swaps problem. Section 3 states our assumptions about the distributed setting and explains the basic idea of our algorithm. In Section 4, we study the structure of diameter paths after swapping, and we propose an algorithm for finding best swaps. The algorithm uses information that is computed in a preprocessing phase, described in Section 5. Our routing scheme is presented in Section 6, and Section 7 contains the algorithms for computing swaps closest to the failing edges. Section 8 concludes the paper.
PROBLEM STATEMENT AND TERMINOLOGY
A communication network is an undirected graph G ¼ ðV ; EÞ, with n ¼ jV j vertices and m ¼ jEj edges. Each edge e 2 E has a nonnegative real length lðeÞ. The length jPj of a path P ¼ hp 1 ; . . . ; p r i is the sum of the lengths of its edges, and the distance dðx; yÞ between two vertices x; y is the length of a shortest path between x and y. Note that throughout the paper, we measure distances in the given spanning tree T , not in the underlying graph G itself. The hop length kPk :¼ r À 1 of a path P is the number of edges that P contains. Throughout the paper, we are only dealing with simple paths. Given a spanning tree T ¼ ðV ; EðT ÞÞ of G, let DðT Þ :¼ hd 1 ; d 2 ; . . . ; d k i denote a diameter of T , that is, a longest path in T (see Fig. 1 ). Where no confusion arises, we abbreviate DðT Þ with D. Let T be rooted at d c , and let, for each node x 6 ¼ d c , node pðxÞ be the parent of x and CðxÞ the set of its children. Furthermore, let T x ¼ ðV ðT x Þ; EðT x ÞÞ be the subtree of T rooted at x, including x. Let V L (L stands for "left") be the set of nodes in the subtree rooted at d cÀ1 ; V R the set of nodes in the subtree rooted at d cþ1 , and V C all other nodes. Now, the removal of any edge e ¼ ðx; pðxÞÞ of T partitions the spanning tree into two trees T x and T nT x (see Fig. 2 ), where T nT x denotes the graph with vertex set V ðT ÞnV ðT x Þ and edge set EðT ÞnEðT x Þnfðx; pðxÞÞg. Note that T nT x does not contain the node x. A swap edge f for e is any edge in EnEðT Þ that (re)connects T x and T nT x , i.e., for which T e=f :¼ ðV ðT Þ; EðT Þnfeg [ ffgÞ is a spanning tree of Gnfeg :¼ ðV ; EnfegÞ.
Let SðeÞ be the set of swap edges for e. A best swap edge for e is any edge f 2 SðeÞ for which jDðT e=f Þj is minimum. A local swap edge of node z for some failing edge e is an edge in SðeÞ adjacent to z. The distributed all best swaps problem for an MDST is the problem of finding for every edge e 2 EðT Þ a best swap edge (with respect to the diameter), or to determine that no swap edge for e exists. Throughout the paper, let e ¼ ðx; pðxÞÞ denote a failing edge and f ¼ ðz; z 0 Þ a swap edge, where z is a node inside T x and z 0 a node in T nT x .
ALGORITHMIC SETTING AND BASIC IDEA
In our setting, nodes have unique identifiers that possess a linear order. Each node knows its own neighbors in T and in G, and for each neighbor the length of the corresponding edge. At the end of the distributed computation, for every edge e ¼ ðx; pðxÞÞ of T , the selected best swap edge f (if any exists) must be known to the nodes x and pðxÞ (but not necessarily to any other nodes). We assume port-to-port communication between neighboring nodes. The distributed system of nodes is totally asynchronous. Each message sent from some node to one of its neighbors arrives eventually (there is no message loss). As usual, we define the asynchronous time complexity of an algorithm as the longest possible execution time, assuming that sending a message requires at most one time unit. Furthermore, nodes do not need to know the total number of nodes in the system (although it is easy to count the nodes in T using a convergecast).
The Basic Idea
Our goal is to compute, for each edge of T , a best swap edge. A swap edge for a given failing edge e ¼ ðx; pðxÞÞ must connect the subtree of T rooted at x to the part of the tree containing pðxÞ. Thus, a swap edge must be adjacent to some node inside T x . If each node in T x considers its own local swap edges for e, then in total all swap edges for e are considered. Therefore, each node inside T x finds a best local swap edge, and then participates in a minimum finding process that computes a (globally) best swap edge for e. The computation of the best local swap edges is composed of three main phases. In a first (preprocessing) phase, a root of the MDST is chosen, and various pieces of information (explained later) are computed for each node. Then, in a second (top-down) phase, each node computes and forwards some "enabling information" (explained later) for each node in its own subtree. This information is collected and merged in a third (bottom-up) phase, during which each node obtains its best local swap edge for each (potentially failing) edge on its path to the root. The efficiency of our algorithm will be due to our careful choice of the various pieces of information that we collect and use in these phases.
To give an overview, we now briefly sketch how each node computes a best local swap edge. First observe that after replacing edge e by f, the resulting diameter is longer than the previous diameter only if there is a path through f which is longer than the previous diameter, in which case the path through f is the new diameter. In this case, the length of the diameter equals the length of a longest path through f in the new tree. For a local swap edge f ¼ ðz; z 0 Þ connecting nodes z 2 V ðT x Þ and z 0 2 V nV ðT x Þ, such a path consists of 1. a longest path inside T nT x starting in z 0 , 2. edge f, and 3. a longest path inside T x starting in z. Part 1 is computed in a preprocessing phase, as described in Section 5. Part 2 is by assumption known to z, because f is adjacent to z. Part 3 is inductively computed by a process starting from the root x of T x , and stopping in the leaves, as follows. A path starting in z and staying inside T x either descends to a child of z (if any) or goes up to pðzÞ (if pðzÞ is still in T x ), and continues within T x nT z . For the special case where z ¼ x, node x needs to consider only the weighted heights of the subtrees rooted at its children, where the weighted height of a subtree denotes the maximum length of any path from the subtree root to a leaf in the subtree. All other nodes z in T x additionally need to know the length of a longest path starting at pðzÞ and staying inside T x nT z . This additional enabling information will be computed by pðzÞ and then be sent to z.
Once the best local swap edges are known, a best (global) swap edge is identified by a single minimum finding process that starts at the leaves of T x and ends in node x. To compute all best swap edges of T , this procedure is executed separately for each edge of T . This approach will turn out to work with the desired efficiency. Main Theorem. All best swap edges of an MDST can be computed in an asynchronous distributed setting with Oðn Ã þ mÞ messages of constant size and in OðkDkÞ time.
Note that a naive algorithm, in which each node sends its topology information to the root, where the solution is computed and then broadcast to all nodes, would be a lot less efficient than the above bounds in several respects: Since the root must receive ÂðmÞ edge weights in this naive algorithm, possibly through only a constant number of edges (e.g., if the MDST has constant degree), its running time would be ðmÞ, possibly much higher than OðkDkÞ (which is OðnÞ). Furthermore, sending information about the m edges to the root would require ðmnÞ constant size messages in some cases, as the information might have to travel through ðnÞ intermediate nodes. Reducing the number of messages to OðnÞ would be possible by increasing the message size from constant to OðmÞ, which however does not seem practical.
We will prove the above theorem in the next sections, by proving that the preprocessing phase can be realized with OðmÞ messages, and after that the computation of all best swap edges requires at most Oðn Ã Þ additional messages. Our algorithm requires that each node knows which of its neighbors are children and which neighbor is its parent in T . Although this information is not known a priori, it can be easily computed in a preprocessing phase, during which a diameter and a root of T are selected.
HOW TO PICK A BEST SWAP EDGE
In our distributed algorithm, we compute for each (potentially) failing edge the resulting new diameter for each possible swap edge candidate. This approach can be made efficient by exploiting the structure of changes of the diameter path, as described in the following.
The Structure of Changes of the Diameter Path
For a given failing edge e, let P f be a longest path in T e=f that goes through swap edge f for e. Then, we have the following. Lemma 1. The length of the diameter of T e=f is jDðT e=f Þj ¼ maxfjDðT Þj; jP f jg.
Proof. Let T 1 and T 2 be the parts into which T is split if e is removed. It is easy to see that
Since T is an MDST, we have
Because T 1 and T 2 are contained in T , jDðT 1 Þj jDðT Þj and jDðT 2 Þj jDðT Þj:
If jP f j ! jDðT Þj, it is clear that jP f j is a largest term in (1), so the claim holds. On the other hand, if jP f j < jDðT Þj, then either T 1 or T 2 must contain a diameter of length exactly jDðT Þj (otherwise, either (2) or (3) would be violated). Thus, the claim holds also in this case. t u
That is, for computing the resulting diameter length for a given swap edge f ¼ ðz; z 0 Þ for e, we only need to compute the length of a longest path in T e=f that goes through f. For node z in the subtree T x of T rooted in x, and z 0 outside this subtree, such a path P f consists of three parts. To describe these parts, let LðH; rÞ denote a longest path starting in node r and staying inside the graph H. The first part is a longest path LðT nT x ; z 0 Þ in T nT x that starts in z 0 . The second part is the edge f itself. The third part is a longest path LðT x ; zÞ starting in z and staying inside T x . This determines the length of a longest path through f as jP f j ¼ jLðT x ; zÞj þ lðfÞ þ jLðT nT x ; z 0 Þj.
Distributed Computation of jLðT x ; zÞj
For a given failing edge e ¼ ðx; pðxÞÞ, each node z in T x needs its jLðT x ; zÞj value to check for the new diameter when using a swap edge. This is achieved by a distributed computation, starting in x. As x knows the heights of the subtrees of all its children (from the preprocessing), it can locally compute the height of its own subtree T x as jLðT x ; xÞj ¼ max q2CðxÞ flðx; qÞ þ heightðT q Þg, where CðxÞ is the set of children of x. For a node z in the subtree rooted at x, a longest simple path either goes from z to its parent and hence has length jLðT x nT z [ fðz; pðzÞÞg; zÞj, or goes into the subtree of one of its children and hence has length jLðT z ; zÞj (see Fig. 3 ). The latter term has just been described, and the former can be computed by induction by the parent r of z and can be sent to z. This inductive step is identical to the step just described, except that z itself is no candidate subtree for a path starting at r in the induction. In total, each node r computes, for each of its children q 2 CðrÞ, the value of and sends it to q, where we assume that the value jLðT x nT r [ fðr; pðrÞÞg; rÞj was previously sent to r by pðrÞ. A bird's eye view of the process shows that each node z first computes jLðT x ; zÞj, and then computes and sends jLðT x nT q [ fðq; zÞg; qÞj to each of its children q 2 CðzÞ. Computation of the jLðT x ; zÞj values finishes in T x 's leaves. Note that a second value will be added to the enabling information if ðx; pðxÞÞ 2 D, for reasons explained in the next section.
Distributed Computation of jLðT nT
In the following, we explain how z can compute jLðT nT x ; z 0 Þj for a given swap edge f ¼ ðz; z 0 Þ. In case the failing edge e ¼ ðx; pðxÞÞ 6 2 D, we show below that the information obtained in the preprocessing phase is sufficient. For the sake of clarity, we analyze two cases separately, starting with the simpler case.
Case 1: The removed edge e is not on the diameter. For this case, we know from [4] that at least one of the longest paths in T nT x starting from
Remarkably, in this case, jLðT nT x ; z 0 Þj does not depend on the concrete failing edge e ¼ ðx; pðxÞÞ, apart from the fact that ðz; z 0 Þ must be a swap edge for e. 2 In the latter case, the path now cannot continue on D L until it reaches d 1 , because edge e lies on D L . Instead, we are interested in the length of a longest path that starts at d c , proceeds into V L , but does not go below the parent pðxÞ of x on D L ; let us call this length ðpðxÞÞ. As announced before, we include the ðpðxÞÞ value as a second value into the enabling information received by pðxÞ; then, we get jLðT nT x ; z 0 Þj ¼ dðz 0 ; d c Þ þ maxfjD R j; ðpðxÞÞg. The remaining case is z 0 2 V R . For this case (see Fig. 4 ), we know (from [4] ) that at least one of the longest paths in T nT x starting at z It remains to show how the length of a longest path of the last type (Option 4) can be found efficiently. We propose to combine three lengths, in addition to the length of the path from z 0 to u 0 . The first is the length of a longest path inside V R that starts at d k ; let us call this length R . In general, this path goes up the diameter path D R for a while, and then turns down into a subtree of V R , away from the diameter, at a diameter node that we call R (see Fig. 4 ). Given R , the distance from u 0 to R , and the distance from R to d k , the desired path length of an upwards turning path inside V R is dðz 0 ; u 0 Þ þ dðu 0 ; R Þ þ R À dðd k ; R Þ. Note that while it may seem that R needs to lie above u 0 on D R , this is not really needed in our computation, because the term above will not be larger than Option 1 if R happens to be at u 0 or below. Furthermore, in this case, Option 4 cannot be better than Option 1 and thus need not be considered.
In total, we get
All of these path length computations can be carried out locally with no message exchanges, if the constituents of these sums are available locally at a node. We will show in the next section how to achieve this in an efficient preprocessing phase.
The BESTDIAMSWAP Algorithm
For a given edge e ¼ ðx; pðxÞÞ that may fail, each node z in the subtree T x rooted at x executes the following steps: , and define f best as the edge achieving the smaller diameter (or any of them if their length is equal), and its diameter as jDðT e=f best Þj. 5. Send the information f best ; jDðT e=f best Þj to the parent. The above algorithm computes the best swap edge for one (potentially) failing edge e, based on the information available after the preprocessing phase. In order to compute all best swap edges of T , we execute this algorithm for each edge of T independently. A pseudocode description of
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2. The option of going back into V C can be ignored because it cannot yield a path longer than D R . Algorithm BESTDIAMSWAP is given in Fig. 5 . BESTDIAMS-WAP in turn uses Algorithm LONGEST, which is described in Fig. 6 . Analysis of the algorithm. We now show that the proposed algorithm indeed meets our efficiency requirements.
Theorem 1. After preprocessing, executing the BESTDIAMS-
WAP algorithm independently for each and every edge e 2 EðT Þ costs at most Oðn Ã Þ messages of size Oð1Þ each, and OðkDkÞ time.
Proof. Correctness follows from the preceding discussion.
Preprocessing ensures that all precomputed values defined for the other end z 0 of a candidate swap edge are available locally at z (these values are required to compute, e.g., jLðT nT x ; z 0 Þj). As to the message complexity, consider the execution of the BESTDIAMSWAP algorithm for one particular edge e ¼ ðx; pðxÞÞ. Starting in node x 2 V nfd c g, each node in T x sends a message containing the "enabling information" (i.e., LðT x nT q ; qÞ and possibly ðpðxÞÞ) containing Oð1Þ items to each of its children. Furthermore, each node in T x (including finally x) sends another message with size Oð1Þ up to its parent in the minimum finding process. Hence, two messages of size Oð1Þ are sent across each edge of T x , and one message is sent across e. Thus, the computation of a best swap for e requires 2 Á jEðT x Þj þ 1 ¼ 2 Á jV ðT x Þj À 1 messages. The number of messages exchanged for computing a best swap edge for each and every edge ðx; pðxÞÞ, where x 2 V nfd c g is P x ð2 Á j V ðT x Þj À 1Þ ¼ 2n Ã À ðn À 1Þ. As to the time complexity, note that the best swap computation of a single edge according to the BEST-DIAMSWAP algorithm requires at most OðkDkÞ time. Now note that this algorithm can be executed independently (and thus concurrently) for each potential failing edge. In this fashion, each node x in T sends exactly one message to each node in T x during the top-down phase. Symmetrically, in the bottom-up phase, each node u in T sends exactly one message to each node on its path to the root. The crucial point here is to avoid that some of these messages block others for some time (as only one message can traverse a link at a time). Indeed, one can ensure that each message reaches its destination in OðkDkÞ time as follows. A node z receiving a message with destination at distance d from z forwards it only after all messages of the protocol with a destination of distance more than d from z have been received and forwarded. By induction over the distance of a message from its destination, this "farthest-first" contention resolution policy (see also [9] ) allows each message to traverse one link towards its destination after at most one time unit of waiting. Thus, the OðkDkÞ time complexity also holds for the entire algorithm. t u Instead of sending many small messages individually, we can choose to sequence the process of message sending so that messages for different failing edges are bundled before sending (see also [7] , [8] for applications of this idea). This leads to an alternative with fewer but longer messages. Corollary 1. After preprocessing, the distributed all best swaps problem can be solved using OðnÞ messages of size OðnÞ each, and in OðkDkÞ time.
THE PREPROCESSING PHASE
The preprocessing phase serves the purpose of making the needed terms in the sums described in the previous section available at the nodes of the tree. Details of this phase can be found in the pseudocode given as Algorithm Preprocessing 1 and Algorithm Preprocessing 2 in Figs. 7, 8, and 9.
Algorithms
In the preprocessing phase, a diameter D of T is chosen, and its two ends d 1 and d k as well as its center d c are identified. This can be done essentially by a convergecast, followed by a broadcast to distribute the result (see, e.g., [10] ); the details are standard and therefore omitted. After preprocessing exchanges OðnÞ messages, each node knows the information that is requested in 1 and 3 below. It is crucial that during preprocessing, each node obtains enough information to later carry out all computational steps to determine path components 1, 2, and 3. More precisely, each node gets the following global information (the same for all nodes):
1. the endpoints d 1 and d k of the diameter, the length jDj of the diameter, and the lengths jD L j and jD R j; 2. the length R of a longest path starting in d k that is fully inside T d cþ1 , together with the node R on D where this path leaves the diameter, and the distance dð R ; d c Þ. Fig. 10 illustrates such a longest path R . Symmetrically, the values L ; L , and dð L ; d c Þ are also required. In addition, each node z obtains the following information that is specific for z: Computing the additional information. Recall that the first preprocessing part ends with a broadcast that informs all nodes about the information described in 1 and 3. The second part of the preprocessing phase follows.
A node z receiving the message about D can infer from the previous convergecast whether it belongs to D itself by just checking whether the paths from z to d 1 and d k go through the same neighbor of z.
Information in 5 is obtained by having the center node send a "distance from d c " message to both neighbors d cþ1 and d cÀ1 on D, which is forwarded and updated on the diameter. 3 This information is used by the diameter nodes for computing ðd i Þ, required in 9. The center initiates the inductive computation of ðd i Þ:
. ðd c Þ ¼ 0;
. for each d j ; 1 j < c, 3. The measure is updated as follows: when forwarded through an edge on the diameter, the length of this edge is added to the forwarded distance. This ensure that each mode node which receives the message obtains its own distance from d c . Details are described in Fig. 9. h 2 being the weighted height of a highest subtree of d j apart from the diameter subtree;
. for each d j ; c < j k,
In order to compute L and R as required in 2, we define 
. for each d j ; c < j < k, Distributing the information. When the computation of the two triples ð L ; L ; dð L ; d c ÞÞ and ð R ; R ; dð R ; d c ÞÞ completes in d c , the center packs these values plus the values jD L j and jD R j into one message M Ã . It adds the appropriate one of the labels "V L ,""V R ," and "V C " to M Ã , before forwarding M Ã to d cÀ1 ; d cþ1 and any other neighbor of d c in T , and then flooding the tree. Additionally, M Ã contains the "distance from d c " information which is updated on forwarding, such that all nodes know their distance to the center. 4 When M Ã is forwarded from a node u 2 D to a node not on D, it is extended by the "distance from u" information, which is also updated on forwarding. In addition, dðu; d c Þ is appended to M Ã . Finally, if node z receives M Ã from node v, then z learns that v is its parent.
At the end of this second part of the preprocessing phase, each node z 0 sends a message M 0 to each of its neighbors z in GnT . Note that this is the only point in our solution where messages need to be sent over edges in GnT . M 0 contains dðz 0 ; d c Þ and exactly one of {"z 0 2 V L ," "z 0 2 V C ," "z 0 2 V R "}, whichever applies. Furthermore, let u 0 be the nearest ancestor of z 0 on D; the distance dðu 0 ; d c Þ is also appended to M 0 . As a consequence, after each node has received its version of the message M Ã , the information stated in 2, 5, 6, 7, 8 is known to each node. Furthermore, each node that has received M 0 from all its neighbors in G knows the information stated in 10 The distribution of this information requires OðkDðT ÞkÞ time and OðmÞ messages. Let us summarize.
Lemma 2. After the end of the two parts of the preprocessing phase, which requires OðkDkÞ time, all nodes know all information 1-10, and OðmÞ messages have been exchanged.
Recognizing swap edges using labels. A node v 2 T x must be able to tell whether an incident edge f ¼ ðv; wÞ is a swap edge for e ¼ ðx; pðxÞÞ or not. We achieve this by the folklore method of attaching two labels to each node: The first label is the node's number in a preorder traversal, while the second is its number in a reverse preorder traversal. For any two nodes, a simple comparison of both respective labels tells whether one node lies in the subtree of the other node (see, e.g., [7] , [8] ).
ROUTING ISSUES
A natural question arises concerning routing in the presence of a failure: After replacing the failing edge e by a best swap edge f, how do we adjust our routing mechanism in order to guide messages to their destination in the new tree T e=f ? And how is routing changed back again after the failing edge has been repaired? Clearly, it is desirable that the adaptation of the routing mechanism is as fast and inexpensive as possible.
Existing approaches. The simplest routing scheme uses a routing table of n entries at each node, which contains, for each possible destination node, the link that should be chosen for forwarding. This approach can be modified to allow swaps by storing additional n entries for the swap links at each node [7] . In [3] , a scheme is proposed that stores only one swap entry, at the cost of choosing suboptimal swap edges. All these approaches require Oðn 2 Þ routing entries in total.
In the following, we propose to use a compact routing scheme for arbitrary trees (shortest paths, minimum diameter, or any other) which requires only entries, i.e., c log n bits, at a node of degree , thus n entries or 2mc log n bits in total, which is the same amount of space that the interval routing scheme of [11] requires. The header of a message requires c log n bits to describe its destination.
Our routing scheme. Our routing scheme for trees is based on the labeling : V ! f1; . . . ; ng 2 described at the end of Section 5. Recall that allows to decide in constant time whether a is in the subtree of b (i.e., a 2 T b ) for any two given nodes a and b.
Basic routing algorithm. A node s routes message M with destination d as follows: This algorithm clearly routes each message directly on its (unique) path in T from s to d. Before describing the adaptation in the presence of a swap, observe that a node s which receives a message M with destination d can locally decide whether M traverses a given edge e ¼ ðx; pðxÞÞ: edge e is used by M if and only if exactly one of s and d is in the subtree T x of x, i.e., if ðs 2 T x Þ 6 ¼ ðd 2 T x Þ. Thus, it is enough to adapt routing if all nodes are informed about a failing edge (and later the repair) by two broadcasts starting at its two incident nodes (the points of failure). However, the following lemma shows that optimal rerouting is guaranteed even if only those nodes which lie on the two paths between the points of failure and the swap edge's endpoints are informed about failures. Lemma 3. Let e ¼ ðx; pðxÞÞ be a failing edge and f ¼ ðz; z 0 Þ a best swap of e, where z is in T x and z 0 in T nT x , as shown in Fig. 11 . If all nodes on the path from x to z know that e is unavailable and that f ¼ ðz; z 0 Þ is a best swap edge, then any message originating in s 2 T x will be routed on the direct path from s to its destination d. Symmetrically, if all nodes on the path from pðxÞ to z 0 know about e and f, then any message originating in s 0 2 T nT x will be routed on the direct path from s 0 to its destination d 0 .
Proof. Let M be any message with source s 2 T x . If d 2 T x , then trivially M will be routed on its direct path, because it does not require edge e. If d 2 T nT x , consider the path P T from s to d in T , and the path P T e=f from s to d in T e=f . Consider the last common node i of P T and P T e=f in T x . The path composed of the paths hx; . . . ; ii, hi; . . . ; zi is exactly the unique path in T from x to z, so node i lies on that path. Obviously, M will be routed on the direct path towards d up to i. As i lies on the path from x to z, it knows about the failure and the swap and will route M towards z. Because each node on the path from i to z also knows about the swap M will proceed on the direct path to z. At z; M will be routed over the swap edge f, and from z 0 onwards M is forwarded on the direct path from z 0 to d. t u Given Lemma 3, we propose the following "lazy update" procedure for informing nodes about an edge failure:
Algorithm SWAP.
If an edge fails, no action is taken as long as no message needs to cross the failed edge. As soon as a message M which should be routed over the failing edge arrives at the point of failure, information about the failure and its best swap is attached to message M, and M is routed towards the swap edge. On its way, all nodes which receive M route it further toward the swap edge, and remember for themselves the information about the swap.
Observation (Adaptivity). After one message M has been rerouted from the point of failure to the swap edge, all messages originating in the same side of T as M (with respect to the failing edge) will be routed to their destination on the direct path in the tree (i.e., without any detour via the point of failure).
If a failing edge has been replaced by a swap edge, then all nodes which know about that swap must be informed when the failure has been repaired. Therefore, a message is sent from the point of failure to the swap edge (on both sides if necessary), to inform these nodes and to deactivate the swap edge.
Remark. The above routing scheme has the disadvantage that each node must know the labels of all its neighbors. Thus, an individual node is potentially required to store much more than Oðlog nÞ bits. This drawback could be removed by combining the above scheme with a compact routing scheme for the designer-port model, see, e.g., [12] . Such a routing scheme assigns a label of Oðlog nÞ bits to every node, such that the correct forwarding port for a given destination can be computed solely on the basis of the labels of the current position and of the destination. The labels we introduced in our scheme are then only used to determine whether a message needs to be rerouted (because it would otherwise need to use the failing edge). As this is possible solely on the basis of the labels of the message's current position and its destination, this combination yields a compact routing scheme which can efficiently adapt to swaps.
FINDING SWAPS CLOSE TO THE FAILURE
In the routing scheme described in Section 6, the time required to adapt to an edge failure by activating a swap edge depends on the lengths of the paths between the two points of failure and the corresponding two endpoints of the swap edges. Two different possible models of failure detection seem reasonable:
1. The failure of an edge is detected at both of its endpoints concurrently. 2. The failure of an edge is detected at one of its endpoints only. Of course, in some systems it might be unknown in advance whether one or both endpoints will detect a given failure. In such a system, the latter of the above variants would minimize the worst-case time to adapt routing.
If the prime goal is to reconnect the network quickly after an edge failure and the quality of the resulting tree is less important, then one should precompute swap edges which are "closest" to the failing edge. In the following, we present two efficient distributed algorithms for computing such swap edges in both models of failure detection. Both of these algorithms employ the same basic principle as the algorithm BESTDIAMSWAP described in Section 4.4: For each failing edge e ¼ ðx; pðxÞÞ, first all nodes in the subtree T x compute their locally best swap edge, and then a minimum finding process finds a globally best swap edge for e. The difference lies in the means of computing the quality of a given swap edge candidate f, given a failing edge e.
An Edge Failure is Detected at Both Endpoints
If an edge failure is detected at both endpoints of the failing edge, then the fastest way of informing all nodes which need to be informed in order to readjust routing, as identified by Lemma 3, is to send two messages, each starting at one endpoint of the failing edge e ¼ ðx; pðxÞÞ, to the two respective endpoints of the swap edge f ¼ ðz; z 0 Þ. Thus, the time until this message reaches both destinations is the maximum length of the two paths connecting f's endpoints with e's endpoints, i.e., maxfdðx; zÞ; dðpðxÞ; z 0 Þg (see Fig. 12 ).
In order to evaluate a local swap edge candidate f ¼ ðz; z 0 Þ for a given failing edge e, a node z 2 T x must compute maxfdðx; zÞ; dðpðxÞ; z 0 Þg. For a given edge f ¼ ðz; z 0 Þ, let nca f denote the node closest to the root among all nodes on the path from z to z 0 in T . It is easy to see that dðpðxÞ; z 0 Þ ¼ dðpðxÞ; nca f Þ þ dðz 0 ; nca f Þ. We propose to use again the folklore labeling described at the end of Section 5. Using this labeling, there is a simple solution for providing z and z 0 with all the information required to compute the terms dðz 0 ; nca f Þ; dðpðxÞ; nca f Þ; and dðx; zÞ; ð4Þ respectively: The root r sends its own label to all nodes in its subtree T r . Each other node v sends the two labels of v and pðvÞ and the distance dðv; pðvÞÞ to all nodes in its subtree T v . In total, each node in the tree then knows its entire path to the root, including the labels of all nodes and all distances. This process clearly terminates in OðkDkÞ time and requires Oðn Ã Þ messages. Given this information, a node can compute distances between two arbitrary ancestors of itself. Hence, node z can compute dðx; zÞ, and if nca f were known to both z and z 0 , then in the same way the other terms in (4) could also be computed: z computes dðpðxÞ; nca f Þ, and z 0 computes dðz 0 ; nca f Þ. It remains to show how nca f can be computed locally. This is where we make use of the labeling scheme once again. As z 0 knows the label of pðxÞ, it can determine in constant time whether a given node t is an ancestor of pðxÞ. Since z 0 knows all nodes on the path from z 0 to the root (and all their labels), one of which is nca f , it just needs to find the lowest node on its path to the root which is still an ancestor of pðxÞ. Similarly, z can also compute nca f locally.
As a second step, each node z 0 incident to some swap edge candidate f ¼ ðz; z 0 Þ sends dðz 0 ; nca f Þ to node z across the edge f (note that nca f depends only on the swap edge, not on the failing edge). This step requires two messages per nontree edge, thus OðmÞ additional messages. Then, node z knows all the terms in 1, and can evaluate the quality of swap edge f ¼ ðz; z 0 Þ for the given failing edge e ¼ ðx; pðxÞÞ as maxfdðz 0 ; nca f Þ þ dðpðxÞ; nca f Þ; dðz; xÞg. Let us summarize.
Theorem 2. In a network where the failure of an edge is detected at both endpoints concurrently, all closest swap edges of a spanning tree can be computed in an asynchronous distributed setting with Oðn Ã þ mÞ messages of constant size and in OðkDkÞ time.
An Edge Failure is Detected at One Endpoint Only
If the failure of an edge is detected at one of its endpoints only, then the fastest way of informing all nodes, as identified by Lemma 3, is to send one message from the point where the failure is detected to the endpoint of its swap edge on the corresponding side. The message then must cross the swap edge and continue towards the other endpoint of the failing edge. Thus, the time used by the message to inform all required nodes is proportional to dðx; zÞ þ jfj þ dðz 0 ; pðxÞÞ; irrespective of which side of the failing edge detects the failure. Note that an algorithm for computing the distances dðx; zÞ and dðz 0 ; pðxÞÞ ¼ dðz 0 ; nca f Þ þ dðpðxÞ; nca f Þ has already been described in Section 7.1. A slight modification of this algorithm thus computes all best swap edges in this scenario, using Oðn Ã þ mÞ messages and OðkDkÞ time.
Theorem 3. In a network where the failure of an edge is only detected at one of its endpoints, all closest swap edges of a spanning tree can be computed in an asynchronous distributed setting with Oðn Ã þ mÞ messages of constant size and in OðkDkÞ time.
DISCUSSION
We have presented a distributed algorithm for computing all best swap edges for a minimum-diameter spanning tree. Our solution is asynchronous, requires unique identifiers from a linearly ordered universe (but only for tiebreaking to determine a center node), and uses OðkDkÞ time and Oðn Ã þ mÞ small messages, or OðnÞ messages of size OðnÞ. It remains an open problem to extend our approach to subgraphs with other objectives; for instance, can we efficiently compute swap edges for failing edges in a spanner? Fig. 12 . Illustration of the distances dðx; zÞ and dðpðxÞ; z 0 Þ.
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