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Resumen: Este art´ıculo presenta un sistema para el reconocimiento del feno´meno
de implicacio´n textual basado en conocimiento. El sistema propuesto esta compuesto
por dos componentes: el primero de ellos deriva las formas lo´gicas asociadas a un
par de fragmentos de texto (denominados texto e hipo´tesis), y una vez obtenidas, el
segundo componente aplica varios enfoques con el objetivo de obtener un factor de
similitud sema´ntica entre ellas y determinar si se produce implicacio´n textual entre
los textos. Todos los enfoques esta´n basados en la base de datos le´xica WordNet
y las relaciones entre conceptos que e´sta establece. El sistema ha sido evaluado
con los corpus y la metodolog´ıa de evaluacio´n de la competicio´n PASCAL Second
Recognising Textual Entailment consiguiendo un 60% de precisio´n media.
Palabras clave: Implicacio´n textual, formas lo´gicas, similitud sema´ntica, WordNet
Abstract: This paper covers the recognition of textual entailment by means of an
approach based on knowledge. Our approach consists of two stages. The first stage
infers the logic forms from two fragments of text. These logic forms are obtained by
analysing the dependency relations between words. And the second stage carries out
several methods in order to achieve a score that determines the semantic similarity
between the derived logic forms. Depending on this score the system establishes
the existence of an entailment relation. All the methods use the WordNet lexical
database as a knowledge source and obtain a semantic similarity score by means of
WordNet relations. Our approach has been evaluated within the PASCAL Second
RTE Challenge and achieved 60% average precision.
Keywords: Textual Entailment, logic forms, semantic similarity, WordNet
1. Introduccio´n
En el lenguaje natural un feno´meno
frecuente es la variabilidad de expresio´n
sema´ntica, mediante la cual un mismo signifi-
cado puede ser expresado por o inferido de di-
ferentes textos. La resolucio´n de este feno´me-
no ayudar´ıa a mejorar numerosas aplicacio-
nes de Procesamiento del Lenguaje Natural
(PLN) e implicar´ıa un gran avance dentro de
este a´rea.
La tarea de implicacio´n textual (del
ingle´s, Textual Entailment) ha sido recien-
temente definida como una solucio´n comu´n
para el modelado de la variabilidad del
lenguaje (Dagan y Glickman, 2004). Una im-
plicacio´n textual estricta define una relacio´n
existente entre dos expresiones en lenguaje
natural, de manera que el significado de
∗ Esta investigacio´n ha sido parcialmente financia-
da bajo los proyectos CICyT nu´mero TIC2003-07158-
C04-01
una de ellas puede deducirse a partir de la
otra. El fragmento de texto que mantiene
la implicacio´n es definido como T, mientras
que la hipo´tesis deducida por T se define
como H. Un ejemplo de una relacio´n de
implicacio´n textual ser´ıa el siguiente:
T: But only one major oil company was
shamed by the 623-page report: Texaco, part of
Chevron, the US’s second largest energy group.
H: Chevron owns Texaco.
en el ejemplo H puede ser deducida por T,
ya que en T se establece que Texaco es parte
de Chevron y e´sta es una afirmacio´n similar
a la que se dice en H (Chevron es duen˜o de
Texaco).
El par de expresiones (T-H) pueden mos-
trar diferentes hechos, pero para que se pro-
duzca la implicacio´n textual tanto el texto
como la hipo´tesis deben ser expresiones con
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sentido, coherentes y del significado del texto
debe ser deducida la hipo´tesis.
La implicacio´n textual es un feno´meno que
se da en muchas aplicaciones PLN, y resul-
tar´ıa muy beneficioso disponer de un siste-
ma que lo detectara y mejorara la eficiencia
de dichas aplicaciones. En el caso de Bu´sque-
das de Respuestas (QA) una misma respues-
ta puede ser expresada de diferentes mane-
ras sinta´ctico-sema´nticas y un mo´dulo de im-
plicacio´n textual ayudar´ıa a detectar cuales
de las posibles respuestas pueden deducir la
respuesta esperada. Del mismo modo, en Ex-
traccio´n de Informacio´n (IE) descubrir las di-
ferentes formas de expresar un mismo con-
cepto tambie´n resultar´ıa provechoso, por u´lti-
mo en sistemas de generacio´n automa´tica de
Resu´menes (SUM) identificar informacio´n re-
dundante entre las frases con mayor conteni-
do de informacio´n tambie´n mejorar´ıa esta ta-
rea. Por lo tanto, disponer de un sistema que
ayude a la resolucio´n de la implicacio´n tex-
tual resulta una tarea motivadora por muchos
aspectos.
En este art´ıculo se presenta un sistema
basado en conocimiento para el reconoci-
miento de la implicacio´n textual estricta.
La implicacio´n textual estricta abarca tanto
transformaciones sinta´cticas como sema´nti-
cas, las cuales pueden producirse del texto
a la hipo´tesis, con la u´nica restriccio´n de que
la hipo´tesis debe ser deducida a partir del sig-
nificado del texto. El sistema que se presen-
ta, resuelve la implicacio´n textual mediante
la derivacio´n de las formas lo´gicas de los tex-
tos y encontrando relaciones sema´nticas entre
sus predicados utilizando WordNet.
El art´ıculo esta organizado en las siguien-
tes secciones. La seccio´n 2 introduce un bre-
ve estado de la cuestio´n de la tarea. La sec-
cio´n 3 describimos nuestro sistema en detalle.
La evaluacio´n y discusio´n de los resultados se
muestra en la seccio´n 4, y las conclusiones y
trabajos futuros en la seccio´n 5
2. Estado de la cuestio´n
En la literatura podemos encontrar dos
grandes grupos o aproximaciones: los enfo-
ques que utilizan te´cnicas basadas en cono-
cimiento, los cuales normalmente hacen uso
de recursos lingu¨´ısticos, y los enfoques que
se basan en aprendizaje automa´tico y me´to-
dos estad´ısticos para detectar las relaciones
de implicacio´n.
La implicacio´n textual es una tarea nove-
dosa y que ha tenido un fuerte intere´s en la
comunidad cient´ıfica. Un claro ejemplo es la
organizacio´n de variosWorkshops como PAS-
CAL Challenge Workshops1 (Dagan, Glick-
man, y Magnini, 2005) y ACL Workshop on
Empirical Modeling of Semantic Equivalence
and Entailment2. En los siguientes apartados
comentamos algunas de las aproximaciones
que fueron expuestas en estos Workshops.
2.1. Basadas en aprendizaje
automa´tico y me´todos
estad´ısticos
En las aproximaciones basadas en me´to-
dos estad´ısticos, destacar el trabajo desarro-
llado por (Glickman y Dagan, 2005), propone
un entorno probabil´ıstico que formalice la no-
cio´n de implicacio´n textual. En este trabajo
sus autores describen un modelo basado en
las probabilidades de coocurrencia.
En (Bos y Markert, 2005), un a´rbol de
decisio´n es entrenado usando caracter´ısticas
obtenidas a partir de diferentes me´todos de
PLN como word overlap, CCG-parser, lo´gi-
ca de primer orden, Vampire y Paradox (un
generador de auto´matas finitos).
Otro trabajo interesante es el desarrolla-
do por (Zanzotto, Pazienza, y Pennacchiotti,
2005). En este trabajo, los autores se centran
en encontrar la implicacio´n textual entre los
verbos, ya que el significado de la frase vie-
ne normalmente gobernado por el verbo. In-
vestigan prototipos de formas textuales que
describan relaciones de implicacio´n, a las que
ellos llaman textual entailment patterns. Es-
tos patrones son analizados para detectar ex-
presiones que denotan implicacio´n textual. El
ana´lisis de los patrones lo realizan sobre gran-
des colecciones de textos y aplicando medidas
estad´ısticas relevantes para la tarea.
2.2. Basados en te´cnicas de
conocimiento
En esta seccio´n mostramos varias de las
aproximaciones que se basan en el uso de
recursos lingu¨´ısticos. Por ejemplo, (Akhma-
tova, 2005) describe un sistema basado en
un ana´lisis sema´ntico dirigido por la sintaxis.
Hace uso de la nocio´n de proposicio´n ato´mi-
ca como principal elemento para reconocer la
implicacio´n textual. Una proposicio´n ato´mi-
1http://www.pascal-
network.org/Challenges/RTE/ y http://www.pascal-
network.org/Challenges/RTE2
2http://acl.ldc.upenn.edu/W/W05/
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ca es una mı´nima exposicio´n declarativa (o
pequen˜a idea). Establece que, si para todas
las proposiciones ato´micas en la hipo´tesis hay
una en el texto por la que podr´ıa ser implica-
da entonces se produce la implicacio´n textual,
en el caso de que no se encuentren las propo-
siciones ato´micas correspondientes no se pro-
ducira´ la implicacio´n.
(Herrera, Pen˜as, y Verdejo, 2005) presen-
tan un sistema que convierte el texto y la
hipo´tesis en a´rboles de dependencias. Estos
a´rboles son comparados mediante un algo-
ritmo simple de emparejamiento centrado en
analizar todas las ramas empezando desde
cualquier hoja del a´rbol de la hipo´tesis y mos-
trar el emparejamiento con cualquiera de las
ramas de los a´rboles asociados al texto. Un
nodo de la rama del a´rbol de la hipo´tesis casa
con un nodo del a´rbol del texto si hay una im-
plicacio´n le´xica entre ambos. Los autores de-
finen esta implicacio´n le´xica considerando las
relaciones que proporciona WordNet (sinoni-
mia, antonimia, hiperonimia e implicacio´n).
Por u´ltimo, destacar tambie´n el trabajo
realizado por (Kouylekov y Magnini, 2005).
En este trabajo se utiliza un algoritmo sobre
la distancia de edicio´n aplicado a los a´rboles
de dependencias derivados del texto y de la
hipo´tesis. Si existe una secuencia de transfor-
maciones aplicables sobre el a´rbol del texto,
por las cuales se pueda obtener la hipo´tesis
con un coste inferior a un umbral espec´ıfico,
se produce implicacio´n textual.
Aunque hay mu´ltiples aproximaciones que
utilizan me´todos estad´ısticos y de aprendi-
zaje automa´tico, consiguiendo muy buenos
resultados, la tendencia principal se orienta
hacia la resolucio´n de la implicacio´n textual
mediante recursos lingu¨´ısticos. Esto es debi-
do a que el reconocimiento de esta tarea es
dependiente de una comprensio´n sema´ntica
detallada del texto y, adema´s el uso de recur-
sos como WordNet parece que son apropiados
para dicha tarea.
3. Arquitectura del sistema
Nuestro sistema detecta la implicacio´n
textual estricta entre dos fragmentos de tex-
tos aplicando un proceso basado en dos com-
ponentes. El primer componente aplica una
serie de te´cnicas basadas en el procesamien-
to del lenguaje natural que derivan la forma
lo´gica del texto y de la hipo´tesis. Mientras
que, el segundo componente proporciona un
factor caracter´ıstico de la similitud sema´ntica
existente entre los predicados de las formas
lo´gicas. En base al valor que adquiera este
factor, el sistema toma la decisio´n referente a
si se produce o no la implicacio´n entre ambas
formas lo´gicas y, en consecuente, la implica-
cio´n textual entre el texto y la hipo´tesis.
La Figura 1 muestra la arquitectura de
nuestro sistema. En ella se pueden distinguir
los dos componentes que pasamos a describir
con detalle a continuacio´n.
Texto
Derivación de las
Formas Lógicas
Hipótesis
FL HipótesisFL Texto
Computación de la similitud
Semántica entre Formas Lógicas
¿Implicación?
SI NO
factor
Figura 1: Arquitectura del sistema
3.1. Derivacio´n de las formas
lo´gicas
Nuestro sistema hace uso de las formas
lo´gicas asociadas al texto y a la hipo´tesis con
el objetivo de aplicar un procesamiento de lo
ma´s natural posible. El formato de una forma
lo´gica es similar al formato empleado en el re-
curso le´xico “Logic Form Transformation of
eXtended WordNet” (LTF) (Harabagiu, Mi-
ller, y Moldovan, 1999). La forma lo´gica de
una frase es derivada a trave´s de la aplicacio´n
de reglas basadas en PLN a las relaciones de
dependencia existentes entre las palabras de
la frase. As´ı, la primera tarea necesaria para
derivar la forma lo´gica consiste en obtener las
relaciones de dependencia entre las palabras.
Con este propo´sito utilizamos las dependen-
cias entre palabras dadas por el recurso le´xi-
co “MINIPAR” (Lin, 2005). Una vez calcu-
ladas las relaciones de dependencias entre las
palabras, la siguiente tarea consiste en deri-
var automa´ticamente la forma lo´gica a trave´s
del ana´lisis de estas relaciones de dependen-
cia. De este modo, podemos concluir que la
derivacio´n de la forma lo´gica es un proceso
composicional que comienza en las hojas del
a´rbol de dependencias, continua por las ra-
mificaciones y finaliza en la ra´ız.
A continuacio´n aplicamos este complejo
proceso de derivacio´n de la forma lo´gica a
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      is [N]   
        subj            pred e
beach [N]  beautiful [A]
  det s   
The [Det]   
Figura 2: A´rbol de dependencias de la frase
la frase “The beach is beautiful”. La prime-
ra tarea consiste en encontrar las relaciones
de dependencia entre las palabras de la frase.
La figura 2 muestra estas relaciones de depen-
dencia. La segunda tarea consiste en aplicar
las reglas a las hojas del a´rbol de dependen-
cias derivando as´ı un predicado de la forma
lo´gica asociado a cada hoja. Esta tarea com-
posicional continu´a por las ramificaciones del
a´rbol hasta llegar a su ra´ız.
Una vea finalizada esta segunda tarea, la
forma lo´gica asociada a la frase queda instan-
ciada como “beach:NN(x2) be:VB(e1, x2, x3)
Atributo:IN(e1, x1) beautiful:JJ(x1)”. Cabe
destacar que el verbo de la frase es intransiti-
vo. Este hecho implica que en la forma lo´gica
aparezca el predicado “Atributo” que relacio-
na dicho verbo y el adjetivo “beautiful”.
3.2. Similitud Sema´ntica entre las
Formas Lo´gicas
El objetivo de este componente es calcular
el factor que le permita al sistema decidir si
entre las formas lo´gicas asociadas al texto y
a la hipo´tesis se produce una implicacio´n.
Para ello, es necesario un ana´lisis de las
relaciones sema´nticas de los predicados de
ambas formas lo´gicas. Lo primero que hace
este componente es comprobar la relacio´n
sema´ntica existente entre los predicados
asociados a los verbos de ambas formas
lo´gicas. Aunque en esencia la idea es similar
a la expuesta por (Zanzotto, Pazienza, y
Pennacchiotti, 2005) que consiste en darle
una mayor importancia sema´ntica al verbo
de la frase, ellos en su trabajo establecen
a partir de un corpus precondiciones o
propiedades que debe satisfacer un verbo
y dependiendo de si el verbo implicado las
satisface o no se producira´ la implicacio´n.
En nuestro caso la relacio´n sema´ntica entre
los predicados verbales se establece explo-
rando las relaciones de WordNet mediante
alguno de los enfoques que desarrollamos
y que sera´n explicados ma´s adelante. Si se
produce alguna relacio´n sema´ntica entre los
predicados verbales, se procede a analizar
las relaciones sema´nticas existentes entre
los predicados asociados a las palabras
dependientes de dichos verbos. Este conjunto
de ana´lisis parciales proporciona factores
sema´nticos que son sumados y normalizados
obteniendo as´ı el factor caracter´ıstico de la
similitud sema´ntica. El pseudo-co´digo del
algoritmo es el siguiente:
pesoSem = 0
Tvb = obtenerVerbos(T)
Hvb = obtenerVerbos(H)
for i = 0 ... size(Tvb) do
for j = 0 ... size(Hvb) do
if semSim(Tvb(i),Hvb(j)) = 0 then
pesoSem+=semSim(Tvb(i),Hvb(j))
Telem = obtenerElem(Tvb(i))
Helem = obtenerElem(Hvb(j))
pesoSem+=semSim(Telem,Helem)
end if
end for
end for
if pesoSem > umbral then
return CIERTO
else
return FALSO
end if
Hemos adoptado tres enfoques diferen-
tes con el objetivo de obtener la similitud
sema´ntica existente entre los predicados de
ambas formas lo´gicas (semSim(x,y)). Todos
nuestros enfoques se basan en la jerarqu´ıa de
WordNet y en sus relaciones. El primero de
ellos se caracteriza por aplicar un estudio de
relaciones sema´nticas complejo entre los pre-
dicados de ambas formas lo´gicas. Por otro
lado, realizamos otro enfoque que trate es-
te ana´lisis sema´ntico de manera mucho ma´s
relajada y se centre u´nicamente en las relacio-
nes que consideramos adecuadas a la tarea de
implicacio´n textual. Por u´ltimo, nuestro ter-
cer enfoque hace uso de la medida de simili-
tud definida por Lin (Lin, 1998), que aunque
no se trata de una medida espec´ıfica para la
implicacio´n textual se adapta bastante bien
a la tarea. En las siguientes subsecciones se
describen en detalle cada uno de los enfoques.
Antes de describir estos enfoques, destacar
que nuestro sistema no emplea ningu´n mo´du-
lo de desambiguacio´n de sentidos a la hora
de obtener las relaciones existentes entre dos
predicados. Para ello, so´lo hemos considerado
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la primera mitad de los sentidos de una pala-
bra en WordNet. Tomamos esta decisio´n, de-
bido a que los sentidos esta´n organizados por
frecuencia de uso y consideramos que con ob-
tener la primera mitad de ellos conseguiremos
un detalle sema´ntico de la palabra suficiente
para esta tarea. Por otra parte, el umbral que
decide si se produce implicacio´n textual, ha
sido calculado emp´ıricamente a partir del cor-
pus de desarrollo. La Figura 3 de la siguiente
seccio´n muestra y detalla este proceso.
3.2.1. Ana´lisis Sema´ntico Complejo
utilizando relaciones de
WordNet
En la base de datos le´xica WordNet (Mi-
ller, 1990), un synset es un conjunto de con-
ceptos que representan el mismo significado.
Se define un concepto como el uso de una pa-
labra en un determinado contexto (sentido).
As´ı, este enfoque trata de determinar si dos
conceptos distintos esta´n relacionados entre
si a trave´s de la composicio´n de diferentes re-
laciones de WordNet, concretamente las re-
laciones de hiperonimia, hiponimia, implica-
cio´n, sinonimia, meronimia y holonimia. La
longitud del camino que relaciona los dos con-
ceptos no debe ser nunca superior a 4, dado
que a longitudes mayores la relacio´n sema´nti-
ca que puedan tener dos conceptos es tan
de´bil que introducir´ıa ma´s ruido que benefi-
cio. Cada una de estas relaciones de WordNet
tiene asociado un peso: 0.8 para la relacio´n de
hiperonimia, 0.7 para las relaciones de hipo-
nimia e implicacio´n, 0.9 para las relacio´n de
sinonimia, y 0.5 para las relaciones de me-
ronimia y holonimia. De este modo, el peso
del camino existente entre dos conceptos se
calcula como el producto de los pesos asocia-
dos a las relaciones que conectan dichos con-
ceptos. Esta te´cnica deriva en su esencia de
la te´cnica empleada por el algoritmo Spread-
Weights (Moldovan y Novischi, 2002), aun-
que ambas divergen en el tratamiento entre
conceptos.
A pesar de que estas relaciones de Word-
Net han sido aplicadas al feno´meno de impli-
cacio´n textual, tambie´n ha sido usado en la
resolucio´n de otros problemas del PLN como
la Bu´squeda de Respuestas (Terol, Mart´ınez-
Barco, y Palomar, 2005). Adema´s, hemos
considerado que la aplicacio´n de estas rela-
ciones de WordNet es muy interesante a la
hora de comparar su impacto en la tarea de
implicacio´n textual. De este modo, podemos
estudiar que relaciones de WordNet son ma´s
adecuadas para dicha tarea.
3.2.2. Ana´lisis Sema´ntico Superficial
utilizando relaciones de
WordNet
En este caso, determinamos si dos concep-
tos esta´n relacionados a trave´s de la composi-
cio´n de las relaciones de WordNet que hemos
considerados ma´s espec´ıficas para la tarea de
implicacio´n textual. Hiponimia, implicacio´n
y sinonimia son las relaciones de WordNet
que hemos manejado en este enfoque. Con-
sideramos que estas tres relaciones son las
ma´s adecuadas para el feno´meno de implica-
cio´n textual, y queremos comprobar que con
el u´nico uso de estas tres relaciones, el reco-
nocimiento de la implicacio´n textual mejora
con respecto al enfoque anterior.
Al igual que en el anterior enfoque, la lon-
gitud del camino que relaciona los dos con-
ceptos diferentes debe ser inferior o igual a
4 synsets, y los pesos asociados a cada una
de las relaciones de WordNet son los mismos
(0.7 para la hiponimia y la implicacio´n, y 0.9
para la sinonimia). Como en el enfoque ante-
rior, el peso de este camino se calcula como
el producto de los pesos asociados a las rela-
ciones que conectan los synsets intermedios.
3.2.3. Medida de similitud de Lin
En este caso, la similitud entre los pre-
dicados de las formas lo´gicas ha sido obte-
nida usando la medida de similitud de Lin
(Lin, 1998) tal y como es implementada en
la aplicacio´n WordNet::Similarity3 (Peder-
sen, Patwardhan, y Michelizzi, 2004). Word-
Net::Similarity es una herramienta de co´di-
go abierto desarrollada por la Universidad de
Minnesota. Proporciona tres medidas de rela-
cio´n y seis de similitud entre un par de con-
ceptos. Todas estas medidas se basan en la
jerarqu´ıa de la base de datos le´xica WordNet.
Las medidas de similitud analizan las rela-
ciones is-a de WordNet para obtener la simi-
litud sema´ntica existente entre dos concep-
tos. Podemos dividirlas en dos grupos: por
un lado las que se basan en los caminos de
conexio´n entre conceptos (path-based), y por
otro lado agrupar´ıamos aquellas que utili-
zan el contenido de informacio´n (information
content-based) para obtener la similitud.
Para nuestros experimentos, hemos esco-
gido la medida de similitud de Lin. Esta me-
dida escala el contenido de informacio´n del
3http://www.d.umn.edu/∼tpederse/similarity.html
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LCS (Least Common Subsumer4) con el con-
tenido de informacio´n de cada concepto indi-
vidualmente.
4. Evaluacio´n del sistema
Con el objetivo de evaluar nuestro sistema
sobre la tarea de implicacio´n textual, hemos
utilizado los corpus proporcionados por PAS-
CAL Second Recognising Textual Entailment
Challenge. Los organizadores de esta compe-
ticio´n proveen a los participantes con un cor-
pus para el desarrollo y adaptacio´n de los sis-
temas, y un corpus para evaluar la precisio´n
de los sistemas en la tarea de reconocimien-
to de implicacio´n textual. Los corpus poseen
ambos 800 pares texto-hipo´tesis manualmen-
te anotados, los cuales debera´n ser predecidos
por los sistemas como relaciones de implica-
cio´n si del significado del texto se deduce la
hipo´tesis. De e´stos el 50% posee una relacio´n
de implicacio´n correcta, mientras que el resto
son ejemplos incorrectos. A su vez, los pares
texto-hipo´tesis corresponden a fallos y acier-
tos extra´ıdos de diferentes aplicaciones rea-
les de Extraccio´n de Informacio´n (IE), Re-
cuperacio´n de Informacio´n (IR), Bu´squedas
de Respuestas (QA) y te´cnicas de Resu´me-
nes (SUM).
Para evaluar la precisio´n de los sistemas
se establecen dos medidas: el porcentaje
de aciertos con respecto a la anotacio´n
manual (accuracy) y la precisio´n media
(Average Precision). E´sta u´ltima evalu´a la
capacidad de los sistemas en determinar
las implicaciones correctas de acuerdo a su
coeficiente de confianza, en orden decreciente
desde el par texto-hipo´tesis que posee un
coeficiente mayor hasta el que posee el menor
coeficiente. Formalmente:
PrecMedia = 1R (
∑n
i=1E(i)
# correctos hasta par i
i )
donde n es la cantidad de pares en el corpus,
R es la cantidad de pares positivos, E(i) es 1
si el par es positivo y 0 si no lo es, e i recorre
todos los pares ordenados segu´n el coeficiente
de confianza.
Consideramos apropiado evaluar los dife-
rentes enfoques de nuestro sistema sobre el
corpus proporcionado por PASCAL Second
Recognising Textual Entailment Challenge.
Todos nuestros enfoques se basan en derivar
4LCS es el primer concepto antecesor comu´n a dos
conceptos en la jerarqu´ıa
las formas lo´gicas del texto y la hipo´tesis, y a
partir de sus predicados obtener la similitud
sema´ntica entre ellos.
Los enfoques que utilizan las relaciones de
WordNet para determinar la similitud entre
dos conceptos, los denominaremos WNsuper-
ficial y WNcomplejo. Donde WNsuperficial
hace uso de tres relaciones de WordNet (si-
nonimia, hiponimia y entailment, ver seccio´n
3.2.2) que se consideran ma´s relevantes para
la tarea de implicacio´n textual, mientras que
WNdetallado utiliza seis relaciones (hiperoni-
mia, hiponimia, implicacio´n, sinonimia, me-
ronimia y holonimia, ver seccio´n 3.2.1) para
obtener el peso de similitud entre dos concep-
tos. El u´ltimo de nuestros enfoques es el que
utiliza la medida de similitud de Lin, al que
denominaremos WNlin.
En el Cuadro 1, se muestran los resulta-
dos obtenidos para cada uno de los enfoques
mediante el script de evaluacio´n que se pro-
porciona en la competicio´n PASCAL Second
Recognising Textual Entailment.
El umbral que determina si la hipo´tesis
es inducida por el texto, ha sido obtenido
emp´ıricamente. Varios experimentos fueron
realizados sobre el corpus de desarrollo, los
cuales establecieron un umbral de decisio´n
para cada uno de nuestros enfoques. La figura
3 muestra el incremento emp´ırico del umbral
para cada enfoque, en relacio´n con la preci-
sio´n que se obtiene con cada incremento.
El umbral que mejores resultados obtuvo
sobre el corpus de desarrollo, fue de un valor
de 0.24 para los enfoques de Lin y WNdeta-
llado, mientras que para el enfoque que so´lo
utilizaba tres relaciones de WordNet (WN-
superficial) el mejor umbral emp´ırico fue de
0.25. Aunque los umbrales son bastante pa-
recidos y sufren un comportamiento similar
conforme se van aumentando, el tratamiento
de diferentes relaciones de WordNet por par-
te de nuestros enfoques ocasiona esta ligera
diferencia entre ellos.
Los resultados del Cuadro 1 muestran que
en todos los casos, tanto para el corpus de de-
sarrollo como para el test, el enfoque que uti-
liza la medida de similitud de Lin obtiene me-
jores resultados que el resto de enfoques. Sin
embargo, cabe destacar la mejora que produ-
ce el enfoque que hace uso u´nicamente de las
tres relaciones de WordNet que consideramos
ma´s relevantes para la tarea con respecto al
enfoque que utiliza seis relaciones de Word-
Net. Esta mejora, aunque pequen˜a, la consi-
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overall IE IR QA SUM
desarrollo
WNlin Accuracy 0.5462 0.5421 0.5440 0.5722 0.5260
WNcomplejo Accuracy 0.5273 0.5510 0.5345 0.4677 0.5686
WNsuperficial Accuracy 0.5375 0.5026 0.5357 0.5641 0.5474
test
WNlin Accuracy 0.5563 0.4950 0.5800 0.6100 0.5400Average Precision 0.6089 0.5722 0.6159 0.6431 0.6215
WNcomplejo Accuracy 0.5475 0.4750 0.5850 0.6150 0.5150Average Precision 0.5743 0.5853 0.6113 0.5768 0.5589
WNsuperficial Accuracy 0.5513 0.5150 0.5350 0.5950 0.5600Average Precision 0.6027 0.5689 0.5891 0.6385 0.6105
Cuadro 1: Resultados obtenidos con el script de evaluacio´n PASCAL RTE2
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Figura 3: Ajuste de los umbrales sobre el cor-
pus de desarrollo
deramos importante ya que demuestra nues-
tra hipo´tesis sobre que´ relaciones de WordNet
son ma´s adecuadas para la implicacio´n tex-
tual y, adema´s el tratamiento de un menor
nu´mero de relaciones ocasiona en el sistema
un coste de procesamiento reducido.
La razo´n por la cual nuestro enfoque que
hace un uso ma´s complejo de las relaciones de
WordNet obtiene resultados ma´s bajos, se de-
be a que intenta establecer una comparacio´n
sema´ntica objetiva entre las formas lo´gicas
ma´s que una relacio´n de implicacio´n textual.
No obstante, nuestro sistema en todos sus
enfoques se equivoca cuando encuentra un
factor alto de comparacio´n sema´ntica entre
los predicados de las formas lo´gicas, pero con
un significado final diferente. Por ejemplo:
T: Jose Reyes scored the winner for Arse-
nal as they ended a three-game league losing
streak with a victory over battling Charlton.
H: Jose Reyes scored the winner against Arsenal.
nuestro sistema determina que se pro-
duce una relacio´n de implicacio´n textual
debido al elevado factor de similitud entre
los predicados, y sin embargo no es as´ı.
La razo´n de que se produzca este feno´me-
no se debe a que, aunque los verbos y sus
predicados dependientes son muy similares
sema´nticamente, en la hipo´tesis la palabra
against causa un significado diferente que no
es detectado por el sistema. Con el fin de
solucionar estos casos y como trabajo futu-
ro, sera´ necesario un mayor procesamiento
sinta´ctico para detectar aquellas palabras y/o
negaciones que impliquen cambios de signifi-
cado de las frases.
5. Conclusio´n y trabajo futuro
En este art´ıculo se presenta un sistema
para la resolucio´n de la implicacio´n textual
estricta, este tipo de implicacio´n tiene en
cuenta todo tipo de transformaciones tanto
sinta´cticas como sema´nticas, teniendo como
u´nica restriccio´n que la hipo´tesis sea inferida
a partir del texto. El sistema deriva las for-
mas lo´gicas asociadas, y establece un factor
de similitud sema´ntica entre ellas para detec-
tar implicacio´n textual. Se implementan tres
enfoques para obtener dicho factor. De en-
tre todos, es el enfoque que hace uso de la
medida de similitud de Lin el que consigue
mejores resultados. Sin embargo, los tres de-
tectan mejor la implicacio´n textual cuando
el par de textos pertenecen a aplicaciones de
Bu´squedas de Respuestas (ver Cuadro 1).
Otra de las aportaciones de este art´ıcu-
lo es la evaluacio´n del impacto de los dife-
rentes tipos de relaciones de WordNet sobre
la tarea de implicacio´n textual. Tras evaluar
nuestros experimentos concluimos que el uso
de un grupo reducido de relaciones de Word-
Net (en concreto sinonimia, hiponimia e im-
plicacio´n) consigue una mejora con respecto
al tratamiento de un mayor nu´mero de re-
laciones. Adema´s, el tratamiento de un me-
nor nu´mero de relaciones tambie´n reduce el
tiempo de procesamiento del sistema. Sin em-
bargo, evaluar nuestro enfoque que hace uso
masivo de las relaciones de WordNet sobre la
tarea de implicacio´n textual, nos parecio´ muy
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interesante ya que ha sido usado para otras
aplicaciones como Bu´squedas de Respuestas
(Terol, Mart´ınez-Barco, y Palomar, 2005).
Como trabajos futuros nos concentrare-
mos en dos aspectos. El primero de ellos, con-
siste en mejorar nuestro sistema analizando
con mayor detalle el a´rbol sinta´ctico y as´ı, de-
tectar los posibles cambios de significado de
las frases. Por otro lado, tambie´n nos atrae la
idea de estudiar el impacto que producir´ıa la
adicio´n de otras herramientas de PLN sobre
la tarea de implicacio´n textual. Por ejemplo,
incorporar un reconocedor de entidades po-
dr´ıa ayudarnos a detectar la implicacio´n tex-
tual entre dos fragmentos de texto.
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