The epsilon algorithm an a non-commutative algebra  by Draux, André
Journal of Computational nd Applied Mathematics 19 (1987) 9-21 9 
North-Holland 
The epsilon algorithm 
an a non-commutative algebra 
Andr6 DRAUX 
UFR IEEA, Laboratoire d'Analyse Num&ique t d'optimisation, Universit~ de Lille Flandres-Artois, 
59655 Villeneuve D'Ascq-Cddex, France 
Received 31 October 1985 
Abstract: In the case of a non-commutative algebra, the epsilon algorithm is deduced from the Pad6 approximants at
t = 1, and from the use of the cross rule; their algebraic properties are a consequence of those verified by the Pad6 
approximants. The computation of the coefficients is particularly studied. It is shown, that it does not exist any 
non-invertible needed elements if and only if the Hankel matrices M k (AlSn) - l k-a - (ASn+i+i)i=j=o, for l =1, 2 and 3, have 
an inverse. Some results of convergence and convergence acceleration are also given. 
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1. Introduction 
The epsilon algorithm discovered by Wynn has been studied extensively by himself and many 
authors as Brezinski. This paper takes place after those of Wynn [11-13] and the book of 
Brezinski [1], our assumptions being more general than those of our predecessors. 
The epsilon algorithm is deduced from the formal orthogonal polynomials and the Pad6 
approximants in a non-commutative algebra, which have been studied by the author in two more 
detailed internal reports of the University of Lille [5,6]. In this paper we are interested by the 
computation of the epsilon algorithm without meeting non definite coefficients and non 
invertible needed elements, and by some properties of convergence and convergence acceleration. 
Let ~ be a non-commutative Banach algebra with a unity element I on an infinite 
commutative field. 
Let f be a formal power series: 
f(t)= E citi' CiEJ?~ , t~K.  
i=0 
Some recalls are first given about the Pad6 approximants. A left Pad6 approximant of f, 
denoted by [n + k - 1/k] f  is the product of the polynomial Zk (") of degree n + k - 1 and the 
inverse of the polynomial /Sk(n) of degree k such that: 
/sk(")(0)=I and 2~"~(t ) (P (~") ( t ) ) - l : [n+k-1 /k ] f ( t ) ,  
0377-0427/87/$3.50 © 1987, Elsevier Science Publishers B.V. (North-Holland) 
10 
and 
at least. 
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f ( t ) -  [n + k -  1 /k ] f ( t )=O(t  n+2k) 
Left and right Pad4 approximants are identical. (See [3].) 
The existence and the uniqueness of [n + k - 1/k]i depend on the Hankel matrix: 
k-1 
(Cn+i+j)i=j=O 
denoted by M~ "). 
Theorem 1 [3]. If M~ ") has an inverse, then [n + k - 1/k]f exists and is unique. 
In the sequel, M~ n) is assumed to have an inverse for any k belonging to N and any n 
belonging to Z such that n >1 k + 1. In this case all the Pad6 approximants [n + k - 1/k]fVk ~ ~I 
and Vn ~ Z such that n >I k + 1 exist and are unique. They are displayed in a two-dimensional 
array called the Pad6 table as follows: 
[0/0] [0/1] [0/2] . . .  
[1/0] [1/1] [1/2] . . .  
[2/0] [2/1] [2/2] . . .  
In the Pad6 table the cross rule, first proved by Wynn [12] in the commutative case, is verified. 
This relation is given for the following Pad6 approximants, also denoted by N, E, S, W and 
C. 
[n+k-1 /k ]=N 
[n+k/k -1 ]=W [n+k/k ]=C [n+k/k+l ]=E 
[n + k + l /k]  = S 
Theorem 2 [3]. 
(N -C)  -a +(S -C) - I=(E -C)  -a +(w-C)  -1 (1) 
2. The epsilon algorithm 
The quantities e~2~, ) can be defined from the Pad6 approximant [n + k/k]/(t)  for t fixed: 
e~ )= [n + k/k] f ( t )  (2) 
The cross rule verified by the Pad6 approximants permits to give the rules of the epsilon 
algorithm between the quantities e~2~, ) Vk e ~ and n ~ Z such that n >/k + 1" 
(£(2~-1)- '(2~')-1 ~-(£(2~+ 1'- '(2~))-1 = (£(n-1)- E(~)) -12k+2 -~- \/£(n+l) -- ((2~)) -12k 2  (3) 
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with the initializations: 
4")=[n/o]j(t)=s.= E c,t', 
i=0 
E(~=oe,  Vn~[N and e(2~ k- l~=0, Vk~.  
The knowledge of these two first columns and first row is sufficient o compute all the Pad~ 
table. The first column and the two first rows also can be used to compute this table. 
The second row contains the Pad6 approximants [O/k]f. 
Let h be the formal power series: 
oo  
h(,)= E 
i=0 
such that: 
f ( t )h ( t )  = h( t ) f ( t )  = I. 
The theory of formal power series shows that a necessary and sufficient condition for h to 
exist is that c o has an inverse, which is realized here (c o = M~ (°)). 
A property of the Pad6 approximation will be used; it has been proved in the non-commuta- 
tive case in [3]. It is the following: 
[n /k l j [k /n lh=I  (4) 
Thus 
~- )-1 ( ~ )  -1 
[O /k ]z  ( [k /O lh  = o~it i , Vke~.  
i=O 
The intermediate quantities E} n), for j odd, are introduced thanks to four new relations: 
( (2~')-1 ,:(n) ,r(n-1) [ (n+l) (~))-1 ,:(n) ,:(n+l) 
£(~-1) __ , = ~'2k-1- - '2k+1,  t•2k-2 - -£  = "2k-1 -- "2k-1 , (5) 
and the first relation written for n = n + 1 and the second relation written for n = n -  1 and 
k=k+l .  
If all the inverses in (1) are replaced by their new expressions from (4), the cross rule is well 
verified. 
From the relations (5) the quantities e(k ") Vk ~ tN can be defined by: 
'(n+) 1"= £(kn_+11)"-]- (£(n+l) -- '(n)) -1 (6) 
with the initializations (two from a group and the third from the last group): 
Group 1." 
r l  
'(O n) = Sn = E Ci ti, e(_nl )=0 Vn ~ 
i=0 
Group 2." 
E(2kk)= (Uk) -1 = O~i ti , £~kk-1)=O VkE~ 
i=o 
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Group 1 can be replaced by Group 1': 
Group 1 ': 
All the quantities e~) will be displayed in a two-dimensional rray called the etable as 
dl 
follows: 
1[(0-1) 1[(2-2) 
¢{-1) 
£(0) (~-1)  
1[~0) 
1[(01 ) ((0) 
1[~1) 
o . . 
, o o 
, o o 
° o . 
o o . 
• o . 
The cross rule is also satisfied by the quantities 1[}") for j odd. Indeed the relation 
(1[(rn) __ c (m- -1 )~ __ ( i [ (27+1,_  1[(27)) = ( , r (m+l )_  .r(m) ) - -1  ~ '2 j+1 ~2 j+1 2 j+ l  2 j+ l ]  2 j+2 ~2 j+2 ) ..1_ (1 [ (m- I )  1[(rn) ~-1  
can be obtained from the difference of (5) written for n = m and k = 2j  + 1 and (5) written for 
n = m - 1 and k = 2j  + 1. To get the cross rule the two quantities in the left hand side member 
must be replaced by those given in (4). 
The relation (5) could be used with the initializations: 
e?a)=0 and £}n)-=(ASn)-l=(Sn+l-Sn) -1 Vn~NI. 
Remark 3. If the Pad6 approximants of the inverse series h are computed, then the cross rule is 
also satisfied by these approximants. If they are replaced in this relation by the Pad6 approxi- 
mants of f thanks to (4), we obtain: 
(N -1 - C-1) -1 + (S -1 -  c - l )  -1= (W -1 -  C-1) -1--t- (E -1 -  C-1) -1 
with the initializations: 
q 
[q/ -  l ] / ( t )=  oe, [ -1/p l / ( t )=0,  [q/O]/(t)= ~ ci ti, 
i=0  
and [O/pl/(t)=( 
i=0  
Therefore the quantities (1[(5)+ 1) -1 
the sequence {A Sn }. 
-1  
oti ti Vp and q E N. 
are equal to the ~)  obtained by applying the ealgorithm to 
3. Properties of the epsilon-algorithm 
If the c-algorithm is applied to a sequence {Sn } of elements of ~ ,  a formal power series can 
be associated to it by: 
oo 
f ( t )=  E Ci ti 
i=0  
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with 
C O = So~ 
c i=AS i_ l=S i -S i _ l ,  V i~ ,  i>~l. (7) 
The nth partial sum of the series is equal to S~ for t = 1, and lim~ ~S~ = S. Then, if Pff+l)(1) is 
invertible: 
E(27= Z(kn+l)(1)( p(kn+l)(1)) -1 
where: 
l~rNand l> l  
f /5~+1)(t)  = tkp~n+l)(t-1), 
~ 2~"+l)(t)=t"+kZ(k"+l)(t ') 
Pk (n+a) is a monic polynomial. 
New Hankel matrices are defined by: 
mk(A%)  / l \ k -1  = 
where 
atS,+~+j t-1 _ k l - lv  = A Sn+i+j+l ~n+i+j" 
By convention: NS  1 = Al-130. 
(8 )  
(9) 
The left Pad6 approximants of a new formal power series, whose the coefficients are: 
ca, 0 = AS 0 and c2, i = AZsi_I Vi ~ IN such that i > 1, can be given; they are equal to: 
-1  
2,k 
From Remark 3 it is obvious that: 
Theorem 4. / f  Z2(,~k+ l) (1) is invertible, then: 
(Z("+I)  (1)) -1" "2k+l"(n) = P2(,~:+1)(1)\ 2,k (10) 
Our problem is to study when the computation of e(k~l is possible (i.e. when ~:(n+l) __ £(k n) is 
invertible). 
Theorem 5. Mk (n+a) and Pk("+l)(1) are invertible if and only if Mk( AZS,) ls invertible. 
Proof. Let A be the matrix: 
, 
[7 (n  +k+ 1) "k  M~ (n+2)  
where U is a row vector with k components equal to I and V~ "-k+l) is a vector whose 
components are equal to c.+1+ i, Vi ~ N such that 0 ~< i ~< k - 1. 
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The matrix A is invertible if and only if M~(A2Sn) is invertible. Indeed, if A is multiplied on 
the right by the (k + 1) × (k + 1) invertible matrix 
1 - I  / 
/ I  
we obtain: 
i 0 )  
M (A2S.) • 
The polynomial P(~"+~)(x) being written: 
k 
E ~kk-i,k xi 
i=0 
with Xo, k = I, A is multiplied on the right by the (k + 1) × (k + 1) invertible matrix 
A k I 
Xo, k 0 
where A k is a vector of components equal to Xk-i,k Vi ~ IN, 0 ~< i ~< k - 1. We obtain the matrix 
P(n+l)(1) U 
0 ~lAr (n + 1) 
and the theorem holds. [] 
The following result can be deduced immediately from Theorem 7. 
Theorem 6. Mk( A2an) and P2(,~,+1)(1) are invertible if and only/f M~(A3S,) is invertible. 
Now, e(2] ) can be expressed as a function of the coefficients Xk_i, k. 
The polynomial Pk (n+l) is orthogonal with respect to a left linear functional c (n+l) whose 
moments are given by: 
c(n+l)(~kX i) = Cn+l+i~k Vi E IN, 
where X ~.~¢ (see [2] and [3]). Thus: 
c(n+l)(p(n+l)(x)(1-x)- l)=c(n+l)(xie(n+l)(x)(1-x) - ) Vi~IN 
such that 0 ~< i ~< k. 
From the expression of the error of Pad~ approximation (see [3]), the following relation holds: 
S-,(2nk)=C(n+l)(xie(n+l)(x)(1-x)-l)(e(kn+l)(1))-I V i~N,O<i<k.  (11) 
Therefore 
k k ) -1 
S-e(2~ ) :  E (S -  S,+i+,)Xk_,, k E X~-z,k (12) 
/=0 /=0 
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The system of orthogonality verified by the coefficients of "kP(n+l) gives: 
k 
E Asn+j+l•k-l,k = 0 W ~ • such that 0 ~<j ~< k - 1. 
/=0 
Thus 
k 
S~+j+,)~_t, k = e Vj ~ 
l=0 
where e is a non zero arbitrary constant. 
From (12) the following relation can be deduced: 
e(2~ ) = e )tk ,,k , 
= 
if Pk(n + 1)(1) k = El=oXk-l,k is invertible. 
such that 0 ~<j ~< k, (13) 
(14) 
Remark 7. From (8) and (14) it is obvious that e = Z~"+1)(1). 
Therefore we have the following theorem. 
Theorem 8. I f  M (n+l) and P~(n+l)(1) 
equivalent. 
(i) Zk(n+X)(l) is invertible. 
(ii) e(2~  is invertible. 
(iii) Mk+I(S~) is invertible. 
are invertible, then the three following properties are 
Proof. (i) ¢~ (ii) obvious by (14). 
(i) ¢* (iii) Mk+ l (Sn) is multiplied on the right by the invertible matrix 
I Ak )  
0 X0, ~ 
and on th, left by the invertible matrix: 
/ ) - I  / 
by using (12) we obtain: 
S, - . .  Sn+k+ 1 e / 
0] •Ar(n + 1) 
"v l  k 
and the result holds. [] 
In the same way the following theorem will be obtained: 
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are invertible, then the three following properties are 
where: 
and: 
(n) D(n-1)[v] p~+l(X) = _ p<.)(,.~o<,-1) ~t k+l \ " !  ~t k ~'~]~'k+l ,
where e~_l 1) is invertible. 
Then, by using (16) the two following new relations are deduced: 
) C-  S=( -1 )~t"+2%,  H (f}i(n)(t))-lf}i(n_~(t)Ci(~ /3(+)1(t))-1 
i=1 
X (p(n) It)  - -~+11)(  t ) ) (~+l l ) (  t ) ) - I  \ k+l\ 
k _lpi(n~(t)Ci{:l)(~}(kn+)l(t)) = (--1)k+ltn+2k+lCn I--I (Pi(n)(t)) 
i=1 
× 15k(n) (t) e~+q 1)( pk(~_~ 1)( t ) ) -  I. 
-1 
[n -  l + k /k ]  - [n + k /k  + l] = W-  S 
= . (  ,)( ,)) 
-- S )Pk+l l ) ( t ) ,  (S  W)(~}(n) (t) - ~}(n-1)(t)) = ( k+l k+l ~(n- 
C-  S= [n -  1 + k /k+ 1] - [n + k /k+ 1], 
(17) 
(18) 
(19) 
Theorem 9. / f  Mk(A2Sn) and p(n+ 2,k 1)(1) 
equivalent: 
(i) Z2(~+1)(1) is invertible. 
(ii) ({(2~,)+1) -  is invertible. 
(iii) M,+I( AS,) is invertible. 
Let Q~") be the polynomial associated to P~') with respect to the left linear functional c("): 
Q~') verifies the same recurrence relation as Pk (") (see [2]): 
Pk (n) ( x ) = P}')( x )( lx  + B(~+),) + P(k"_)l( X )C(~+)l (15) +1 
Vk ~ t~, with the initializations P¢~) = 0 and Po ~") = I. For Q~') the initializations are Q~_"? = I 
and Q~0 ") = 0 with C~ ") = c, an invertible arbitrary constant. "--k+c~(")l is invertible. 
The transformed polynomial (~") is defined by: 
O(kn)( t ) = tk- lQ(kn)( t-1 ) 
Then, by using (15), we have: 
Property 10. l f  Mi(~) is invertible, Vi ~ rN such that 1 <~ i <~ k + 1, then: 
O(n)(t)(f~(n)(t)) -1-~(n)~k+l\lt][ k+l\It'~'~-l,'] 
k 
= ( -1)k- l t2kc ,  I--[ (Pi(")(t))-lpi~(t)C}+~(P(k+)a(t)) -1 (16) 
i=1 
where l~i=lui = UlU 2 . . .  Uk in this order. 
Now, three relations extracted from [2] and [3] will be used: 
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M/~+I is invertible, then Property 11. /fM~ (') is invertible, Vi ~ IN such that 1 <~ i ~ k + 1 and if (.-1)
C-  S is invertible if and only if M(k~_21) is invertible. 
Proof. All the quantities are invertible from the assumptions, except '-k+l°(n-1), which is invertible if 
and only if ~(, -1) is invertible (see [2, Theorem 1.16.2 ii]). [] ~'*k+2 
If t is taken equal to 1 and if k is replaced by k -  1, then (18) becomes: 
k-1 
e(2~-2,_ e(2~ 1) = ( - 1) ~c, 1-I (Pit")(1)) -1P(n)(l'~C(n)i-l\ , i+1 (P~n)(1)) -1 
i=1 
XIO(n)--k-l~,ll~'k [l]°(n-1)(tPk(n- 1) (1)) -1 " (20) 
In the same way we obtain: 
(n-2) ' -1  / (n 1)) -1 (/__I~ 1 e2k+l ) te2k+l = (-1) k A2Sn_I (p(')tD]-ap(') q~c (,) 2,i ~, l] 2,i-1\ ] 2,i+1 
×(P2(;k)(1)) -1P(')2,k-l\g1~e('-1)/, 2,k ~P('-1)(1]]-12,k t ,] , (21) 
where r'(.) and e(2"k -1) are the coefficients of the relations similar to (15) and (17) which are '-'2,i+ 1 
satisfied by P2(7 ). 
Now the e-algorithm is as follows. The initializations are: 
e(J~=O and e(o j )=S j ,  Vj~IN.  
Computation of (~ j) 
e~j) = (((0j+ 1,_  e(oj )) -1 =_ (AS j ) - I  (22) 
From the Property 11 and relation (20), ((0 j+l) -((0 j) is invertible if and only if Me1 j+l) is 
invertible, that is to say if and only if kSj is invertible, which is in accordance with (22). 
Computation of eJ ) 
e(2j ) = ({0j+ 1) _]_ ( (~ j+ l ) _  e~j)) - I  
From (21), if ({ j+l) and (~ j) are invertible, then (~ j+l) - ({ j) is invertible if and only if MI(k2Sj) 
is invertible. 
Mo(A2Sj) = Ie t  P(J+I)( 1 )2 ,0  = I, thus, from Theorem 9, ((~ j)) 1 is invertible if and only if 
MI(ASj) is invertible. 
Therefore ((2 j) can be computed if and only if MI(ASj) , MI(ASj+,) and MI(A2Sj) are 
invertible. 
Now, all the quantities e} j) are assumed to be known up to the column 2k - 1, Vj ~ IN. That 
means: Vj ~ IN, My  +1) is invertible for any i belonging to IN such that 1 ~< i ~< k and Mi(A2Sj) is 
invertible for any i belonging to IN such that 1 ~< i ~< k - 1. At last, P2(,J,+l)(1) must be invertible 
at each step of computation of e~ ) and thus Mi(A3Sj) is invertible V ie  IN such that 1 ~ i ~< k - 2 
and Vj ~ IN. 
18 A. Draux / Epsilon algorithm 
Computation of cc:~ 
M (j+a)~ , that is to say Mk(ASj), being invertible, Pk(J+l)(1) is invertible if and only if Mk(AzSj) 
is invertible. If e(2~+~ ) and d2~)_1 are invertible, then, from (21), e(2~,+_a~- e(2~_~ is invertible if and 
only if M~(AZSj), P(J+I)/I"~ and P(J+2)tla =,~- 1 t~J =,1,- a ~ J are invertible. 
P(J+l)tl~=,~_lt, is invertible if and only if M~_ a(A3Sj) is invertible (see Theorem 6), and (e(~{+ 1~) -~ is 
invertible if and only if M~(ASj) is invertible (see Theorem 9), which is realized. 
Therefore the computation of e(~ ) is possible if and only if the following new additional 
assumptions are given: M~(A=Sj), M~_a(A3Sj), and M~_a(A3S~+~) are invertible. 
Computation of e~ + 1 
e( j )_ , ( j+l )  is invertible if and only if Mk+I(ASj), P~J+I~(1) and P~J+2~(1) are invertible, 2k "2k  
according to (20) and Property 11. But the last two quantities are invertible if and only if 
Mk(A2Sj) and Mk(A=Sj+I) are invertible, according to Theorem 5, which is realized for e(~ ) and 
e~ +1) have been computed. 
Therefore the computation of e((]÷ a is possible if and only if the new additional assumption is 
verified: M k + 1 ( A Sj) invertible. 
Conclusion 
The e-algorithm can be implemented without problem (that with all the needed elements 
invertible) if and only if all the matrices Mi(ASj), M~(z~Zsj), and Mi(ZI3Sj) are invertible. 
Remark 12. (i) If we only want to compute c(2~, ), it is necessary and sufficient to have Mi(ASn+s) 
invertible Vi and j ~ N such that 1 ~< i ~< k - [½(j + 1)] ([.] denotes the integer part), Mi(A2Sn+fl 
invertible Vi and j ~ N such that 1 ~< i ~< k - [~j] and Mi(A3S,+j) invertible Vi and j ~ N such 
that 1 ~< i ~< k - 1 - [~']. 
(ii) If we only want to compute e(2~+1, it is necessary and sufficient to have Mi(AS,+ fl 
invertible Vi and j ~ N such that 1 ~< i ~< k + 1 - [½(j + 1))], M~(A2S,+j) invertible Vi and 
j ~ • such that 1 ~< i ~< k - [~'], and Mi(A3Sn+j) invertible Vi and j ~ N such that if j = 0, 
l~<i~<k- land i f j>O, l~<i~<k- l - [½( j -1 ) ] .  
4. Convergence and convergence acceleration 
Some results of convergence are given for Pad6 approximants in a non-commutative algebra 
(see [6] for the proofs); they use theorems proved by Field [9] and Negoescu [10] for the 
convergence of some non-commutative continued fractions. 
Theorem 13. if, Vx ~ K such that Ix I <<- P: 
] IB ix[ I~<7<I ,  V i~N suchthati>~l 
and 
I[ Ci II ~< (1 - ~) i /4p2(1+ ~,) i-= V i~N,  i>~2 
where B i and C i are the coefficients in (17), then [k - 1/k]f converges uniformly to f when k tends 
to infinity. 
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Theorem 14. Let n be a fixed integer belonging to Z. If, Vt ~ K such that [ t I <~ P, one of the two 
following assumptions i verified: 
(i) I fn~,  [[B}")t[[ ~<y<I ,  V i~N such that i>~land 
( l -y ) '  
@2(1 + 7) ~-2 
(ii) Ifn<O, II e(x) I I  ~<?<1, II B(~)_.+ltll <7  < 1, V i~r~ such thati>2, 
(") (1 -~) (1  r I[C_n+2]l-~ -- )/4p 2-", 
and 
C (') -4< (1 y)i-1(1 i-3(1 - -n+i  - -  - -  ~)/402( 1 + 7) + ~) Vi ~ [N, i >~ 3 
where/3(x) = P(f2+l(X) - I. 
Then [n + k - 1 /k ] /  converges uniformly to f when k tends to infinity. 
By using (2) for t = 1, the two preceeding results can be easily transformed to give the 
convergence of e (~ 1) and -( "- 1) 
~ ' 2 k  • 
Theorem 15. M i is assumed to be invertible, Vi ~ IN. f f  I] Bi II ~< Y < 1, Vi ~ N such that i >~ 1, and 
IIC, II-4< (1 -7 ) i /4 (1  + 7) '-2 V i~N,  i>  2, 
then e(2-k 1) converges to S when k tends' to infinity. 
Theorem 16. Let n be a fixed integer belonging to Z. Mf f  ) is assumed to be invertible, V i ~ N such 
that i + n >~ l. 
I f  one of the two following assumptions i verified: 
(i) I f  n ~ ~ and if 11 B} ") [I ~ 7 < 1, Vi ~ IN such that i >1 1, and 
[Ic¢")ll < (1 - 7) ' /4(1  + 7) i-2 Vi (~ ~,  i>  2, 
(ii) I fn  < 0 and if II/3(1) II < ? < 1, II BL"2+, II < 7 < 1, v i  ~ ~ such that i > 2, 
1 (1 - 7)'-1(1 - 7) 
]1C(n)-.+2 I 4 1(1 - 7)(1 - 7) and [] C(_n,)+, [[4 -4 (1 + 7)i-3(1 + 7) 
Vi ~ N such that i >~ 3, then ¢(~-1) converges to S when k tends to infinity. 
All the preceding results require to verify some estimations of the recurrence relation 
coefficients, and in that case we generally have no information on the Si's of the sequence. 
Let us now generalize the Theorem 85 of [1] which applies to the matrix e-algorithm. This 
property gives a result of convergence and convergence acceleration for a sequence for which 
some properties of the Si's are known: 
Theorem 17. Let { Sn } be a sequence of elements of x¢ such that: 
Sn+l-  g=(A  + En)(Sn-  S ) 
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where A and E~ are elements of d such that: 
[ [A [ [< I  and l imE.=0.  
S. - S is assumed to be invertible Vn > N'. 
If the e-algorithm is applied to the sequence {Sn } then 
lira e(2 n) = S 
and 
lira (c(2 n ) -  S) (Sn+ 1 - S) - I  = 0. 
tl ---+ ~ 
(23) 
Proof. The proof is approximately the same as in [1]. First it is easy to see that, if 
lim S n = S. 
Like in [1] we can write: 
£(n)--~- gn+l - Agn( A2gn) -1 ASn+ 1 
if AZgn is invertible. 
But kS. = (A - I + E.)(S. - S) and AZs. = ((A - i )2 + E')(S. - S) with: 
E~' = E.  + 1A + A E n - 2 E. + E. + 1E.- 
Thus 
lira E" = 0, 
/'/ "--~ OO 
and AZgn is invertible, for Vp < 1, 3N1, such that for n > N 1 we have 
(A -  I ) - IEn(A- I )  -1 ~ [ [ (A -  I ) -1  l] 2[]Entl] ~)< 1. 
Moreover, 
e(2n)-S [I ( I+En(A I ) - I ) ( I+(A  -1 , . . . .  I )  En(A  - 1) -1 )  -1 
× (I+ (A - I)-IE.+I)](A + E.)(S n-  S), 
and that relation shows that 
l ira E(2 ") = S.  
n ~. O9 
On another hand the expression between the square brackets of (24) can be written: 
oO 
(A - I ) - IE ' (A - I )  -1 2 ( -1 ) ' ( (A - I ) - IE ' (A - I ) - I )  ' 
/=0 
oo 
-1 I) E.(A I ) - l ) l ( I  + (A I)-1E.+1). -En(A- I )  2 ( -1 ) ' ( (A  -a , _ 
/=0 
The modulus of each E is less than or equal to: 
1 / (1 -0 )  
I lAll < 1, then 
(24) 
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The quantities E~' and E n before the ~'s prove that the modulus of the whole quantity tends to 
0. 
Therefore (23) holds by using (24). [] 
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