M a c h i n e L e a r n i n g
Interactive Machine Learning in Data Exploitation
The goal of interactive machine learning is to help scientists and engineers exploit more specialized data from within their deployed environment in less time, with greater accuracy and fewer costs. A basic introduction to the main components is provided here, untangling the many ideas that must be combined to produce practical interactive learning systems.
I n a variety of science and engineering applications, the quantity of data collected far exceeds our capacity to digest and interpret that data. Machine learning can help in these applications by providing tools that clean up, filter, and identify the most relevant data subsets. These tools have broad applicability, which is a strength; but, because they lack domain-specific input, they're not as accurate or as robust as they could be, and domain experts don't fully trust them.
There are two main ways to make machine learning tools more accurate and useful in specific applications. The most common approach employs computer scientists (or knowledge engineers)-who have a sophisticated understanding of both the application and tools-to translate and encode what they learn from domain experts. This is a time-consuming and expensive process, but the importance of science and engineering datasets often justifies the up-front investment. For example, we often define the structure of Bayesian networks through a knowledge-elicitation process between modelers and domain experts.
Interactive machine learning provides a second way to tailor machine learning to specific applications. The central idea is to engage end users directly and provide data visualization and annotation tools that enable experts to customize the tools for their application. This approach is particularly attractive for applications in which objectives are harder to define up front, scientific hypotheses are subject to change, or cost/time constraints mean solutions that are good enough today are preferred over solutions that will be optimal tomorrow.
Researchers have pursued interactive machine learning ideas and techniques in a variety of forms since machine learning began. The first objective of this article is to untangle some of these ideas and techniques to better understand where the state-of-the-art is and where it's going. The main vehicle for doing this (and the main contribution of this article) is the 3D design space for interactive machine learning (see Figure 1 ). The vertical axis (task decomposition) defines the field of interactive machine learning, and we suggest the field will move from binary reductions (as seen today) toward more dynamic reductions, as we make progress along two main technical axes (the training vocabulary and training dialog).
Our second objective is to introduce new developments and describe how they enable new kinds of interactive machine learning tools. With that in mind, we organized the article into three parts according to the three axes in Figure 1 -the task decomposition, training dialog, and training vocabulary-and focus on advances with respect to each axis independently. However, many interactive machine learning efforts involve multiple axes, and successfully combining advances from different axes is an important part of interactive machine learning (see Figure 1 ).
Part 1: Task Decompositions
Here, we describe the task decompositions used in interactive machine learning systems today. In traditional machine learning applications, tasks are unreduced, and humans and machines work independently on different tasks. The computer is responsible for the automated tasks, and the user is responsible for manual tasks. In interactive machine learning, humans and computers begin to work together on the same task. The most common decomposition divides the task into two parts (binary reduction), where the human and computer each do a part.
One of the unique features of machine learning is training: the ability to optimize tool performance using examples of desired results. In traditional machine learning applications, the algorithm designer uses a fixed set of labels, supplied by the domain experts, to train machine learning tools before they're deployed on the larger dataset or data archive. This approach (labels and batch in Figure 1 ) has proven successful both in theory (rigorous proofs) and in practice (commercial applications). But as machine learning advances, training methods become more general and assumptions less restrictive. These advances support interactive machine learning in two main ways: the training vocabulary and training dialog.
Machine Learning Predicts and Humans Do the Rest
The vast majority of today's interactive machine learning systems use a binary reduction of tasks between humans and machines. Here, we describe two of the main variations of binary reduction.
The most common binary reduction involves computers in a first stage identifying subsets of data that are relevant to humans in a second stage. We define relevant data broadly; it could represent anything from faces in imagery to trends in the stock market. The computer's task is formulated as a machine learning problem by associating a variable y ∈ {+1, −1} with each data sample x that indicates that the sample is relevant (+1) or not (−1). Machine learning methods try to find functions f that predict y with a small number of mistakes. However, in many applications, tasks are just too complex for computers to get it right, and so humans are required to validate, clean up, and correct the results in a second stage.
The most widely used example of this binary reduction is interactive anomaly detection, where the function f is used to identify subsets of the data with low likelihood. 1 A recent variation of the anomaly-detection problem is rare category detection (RCD). 2 It's motivated by the intuition that users are more interested in small groups of anomalies than they are in single isolated anomalies. This has led to the concept of category (or cluster) discovery: users need to see only one example from each category, and the objective is to maximize the number of categories shown to the user while minimizing the number of samples shown. Figure 2 illustrates the difference between anomaly detection and RCD.
Humans Sketch, and Machine Learning Does the Rest
The second binary reduction is the complement of the first, and, this time, the human goes first. This approach has proven successful in several applications in which the task is typically easy for a human to partially (or approximately) complete, but to fully complete the task would be tedious, expensive, and errorprone. The decomposition benefits both parties. The human does less work because he or she has to provide only a partial solution. The computer can obtain higher accuracy compared Figure 1 . Traditional machine learning has developed important methods (unreduced, batch, and labels) that lie at the origin of this design space. Interactive machine learning builds on advances in the training vocabulary (generalizing labels to enable more complex user input) and the training dialog (relaxing batch learning assumptions to enable more unstructured interaction) to produce more dynamic task decompositions between humans and machines. The vertical axis (task decomposition) defines the field of interactive machine learning. We suggest the field will move from today's binary reductions to more dynamic reductions as we progress along two main technical axes (the training vocabulary and training dialog). to automated methods, because its computation can be focused on the relevant task. This decomposition has been applied to a wide range of application settings, including semi-supervised learning, 3 as well as clustering with constraints. 4 The most widely used example of this binary reduction is interactive image segmentation. In this application, the human provides input with basic annotation tools (such as the brush strokes in Figure 3 ). The computer then uses this input to generate equivalence constraints for the segmentation: pixels underneath the same brush stroke should belong to the same segment, and pixels underneath different brush strokes should belong to different segments. Interactive image segmentation is an important tool in biomedical imaging, material science, geology, manufacturing, and food inspection. We can use energy minimization in a graphical model (see Figure 3 ) to understand many techniques developed for interactive image segmentation.
Part 2: The Training Vocabulary
So far, we've described decompositions where humans and computers work together on tasks with relatively static job assignments. Here, we describe the interactions between humans and machines during training. Training can be used prior to deployment to improve the computer's role in the decompositions described in Part 1. Training can also be used in the deployed environment to help interactive systems improve over time. We describe the training interaction's potentially dynamic nature later. Here, we focus on the training vocabulary, which is used in two main categories of training interaction.
Learning by Example
The idea behind learning by example is to collect examples of humans performing a task and then use the examples to train a computer to perform the task. Many interactive applications use this approach. The most common form of example is a label. As a concrete example, we describe a pixel-labeling application used to motivate the Crayons interactive machine learning system 5 as well as our own Genie image exploitation system. 6 Both of these systems obtain training examples from users through paintbrush-like tools and then use supervised learning methods to develop a pixel classifier that can be applied to the larger image or image archive (see Figure 4) .
Over the past 10 years, learning by example has advanced rapidly, and the traditional input (labels) has been generalized to include "constraints" and, in the most general case, "structures." Constraints have received considerable attention for clustering applications. 4 Structures can be thought of as graphs and include special cases such as sequences and parse trees. Training to predict these structures proceeds much like label learning, except the training examples are also complex structures. For example, when labeling pixels, each training example involves a single pixel and its corresponding label. In segment learning, each training example involves a complete image and its corresponding segmentation (see Figure 5 ). In general, structures are complex, and collecting examples from users in an interactive setting is nontrivial. In addition, structures are typically fixed in advance and only approximate reality, which means training examples aren't intuitive. This has limited the applicability of learning from structures to applications, where we can justify the up-front training data investment. Researchers are addressing this problem, and methods that enable structures to be collected from users in more interactive applications are appearing.
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Specialized Programming
Specialized programming-in which humans program the computer to perform the task-is a second category of research relevant to the training dialog. The key idea here is to provide specialized programming languages that enable users (who might not know how to program) to optimize machine learning tools. For example, we provide a scatter plot visualization of data that lets users directly (or indirectly) manipulate decision boundaries. Decision trees are a popular method in this approach because models are relatively intuitive for users to understand and visualize. The approach has been shown to be competitive to learning by example in some applications. 9 However, although these tools are often extremely useful to machine learning researchers, they generally haven't moved outside of the research environment.
Other forms of specialized programming have become standard components in learningby-example applications. For example, thresholds are difficult to set automatically because they often depend on prior probabilities that can change from one dataset to the next. Thresholds are also easy for users to understand and manipulate with sliders, particularly if the impact of the threshold on the result can be visualized in real time. When users adjust thresholds in a binary task decomposition, they're also indicating that they prefer one type of error over another; for example, users care more about false alarms than missed detections. This type of interaction has been generalized to multiclass applications by enabling users to interact with the classifier's confusion matrix. 10 In the specialized programming techniques we've described, the user interaction isn't learned or applied to future datasets; the final program can be applied to new data, but the programming itself is specialized. However, there are situations in which the programming can become examples for a meta-learning system. 11 For example, a user might apply a pixel classifier to several images and adjust the final threshold each time, while a meta-learning Figure 3 , but represents a completely different form of interaction. Previously, the brush strokes were used as seeds from which algorithms would grow segments. The number of brush strokes was equal to the number of final segments. In this figure, the brush strokes in the insert (lower left) are translated into pixel labels. The number of brush strokes isn't important, just the total number of labeled pixels. The labels are used to train a pixel labeler, which can then be applied to a much larger image or image archive.
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User markup system would use the images and thresholds as examples.
Part 3: The Training Dialog
So far, we've discussed common task decompositions and outlined the growing training vocabulary that humans and computers use. Here, we describe the different interactive dialogs that can emerge during training. The standard (or default) formulation of learning by example is batch: all examples are drawn independently from the same underlying distribution and provided to the training system up front. The examples could be any combination of labels, constraints, structures, or specialized programming described earlier.
Batch methods make fairly restrictive statistical assumptions, such as assuming independent and identically distributed (IID) training samples. Recent advances relax these assumptions and enable iterative and unstructured training dialogs that are often a better match for how users want to interact with data.
Interactive machine learning isn't appropriate for all applications. Consumer electronics are driving many applications in which the end users are consumers. In some of these applications, users must be enticed into providing training data, and the priority is to minimize the interaction. But in science, engineering, health, and defense, users are often highly motivated and willing to interact with data and tools in a much more sophisticated way than current systems allow. Interactive machine learning can have the most impact on these applications, which will in turn drive interactive machine learning tool development.
One Word at a Time
A variation on the batch training dialog provides examples to the computer iteratively: one sample at a time or, more generally, one subset at a time. This is called online learning, and the approach can have significant computational advantages. Theoretical developments show that online learning methods can obtain performance competitive with batch methods, and practical developments have produced some of the fastest and most scalable training algorithms for standard methods, such as support vector machines. 12 Iterative learning strategies are also important to a long-term dialog. Computers are becoming increasingly pervasive, and user interaction has rapidly changed from singleperson interactions over short periods of time with no history, to multiperson interactions over long periods of time with persistence. A general approach in long-term learning systems is to manually partition the accumulated examples into sets appropriate to the application. As examples, in content-based search, examples have been integrated through separate shortterm and long-term components, 13 while in a commercial email application, examples are integrated through separate individual and group preference components.
14
A Conversation
When examples are provided iteratively to a learning system, it opens the door to more interactive learning paradigms in which dependencies exist between the model learned at time t and the training examples provided by the user at time t + 1. These dependencies take several different forms depending on the interactive setting; in this section, we discuss some of them. relevance feedback. When "Machine Learning Predicts, and Humans Do the Rest" (the first binary reduction described in Part 1), users can often provide feedback (such as labels) for predicted results. This concept is used extensively in content-based search applications-such as 
User inputs Images
Training finds parameters that minimize an error estimate:Ĝ raphical model then applied to new data:
image retrieval, where it's called relevance feedback. 15 In this setting, the typical dialog is:
1. start with a few examples and build a content detector; 2. apply the content detector to unlabeled data and present the most relevant samples; 3. have the user provide labels for samples indicating whether they're relevant (or not); 4. update the content detector based on the new labels; and 5. return to 2 and repeat.
A fundamental problem in relevance feedback-and interactive dialogs in general-is sampling bias. The samples that the user labels in step 3 are not IID, but the methods used in step 4 assume that they are. This means there are no guarantees that query (or detector) performance will get better as more labels are obtained-and, in fact, it might get worse. Figure 6 provides a simple illustration of the sampling bias issues. active learning. Active learning is similar to relevance feedback, but it uses a different strategy for selecting examples (see line 2 in the pseudocode). Active learning focuses on minimizing the number of labels required to obtain a given level of performance (the sample complexity). Note that with respect to the end-users' application, these strategies may well select the most uninteresting samples in the dataset. In some sense, active learning is a training strategy for noninteractive settings: once a user has done the minimal amount of work to build an accurate detector, they can then make productive use of the detector in the application. A long-standing challenge for machine learning theory has been to develop active learning strategies that perform as well as batch learning, but with fewer samples. Mitigating sampling bias has been a key topic, and researchers have developed many methods that provide safety guarantees and batch learning performance in the worst case.
16 rare category detection. Exploration of large datasets has motivated the development of many interactive learning techniques based on anomaly and rare category detection. The pseudocode is similar to relevance feedback, but it often starts with no examples and unsupervised detectors in line 1. We've proposed several different strategies for selecting which samples to label. Often, these strategies include a combination of the most anomalous samples (a relevance feedback strategy), as well as the most ambiguous samples (an active learning strategy). 2 This mixed strategy arises from the fact that there's often a tradeoff between exploration and exploitation in discovery type tasks. We'd like to bring important data to the user's attention as quickly as possible, but we're unsure exactly what data is important. RCD has mainly focused on the category discovery problem, and this is a form of exploration. However, once categories are discovered, it can be useful to improve the accuracy of detectors for these known categories. This helps users find more examples of known categories, and, if we have a better idea of what we know, it might help us identify what we don't know. So, even though active learning strategies don't show users what they want to see in the short term, they can lead to detectors that discover more categories with less samples in the long term.
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User sampling. So far, we've discussed situations in which the computer determines which samples to label next based on the previous result. An alternative is for the user to choose which samples to label next. This means that users must be able to visualize (or browse) a larger subset of data and predicted results to make their selections. Empowering users to select the samples can be advantageous, because users Figure 6 . Understanding and mitigating sampling bias is an important first step in developing interactive training dialogs such as (a) relevance feedback and (b) active learning. 16 Data are uniformly distributed in clusters on a line: white blocks contain data with label +1 (for example, relevant); black blocks contain data with the label −1; and gray blocks contain a 50 percent mixture of +1 and −1 labels. Content detectors include the space of threshold functions (data to the right of the threshold is predicted to be +1). As these examples show, common sampling strategies for relevance feedback and active learning converge to classifiers with higher error than the detector found through IID sampling (f *).
%
often know the problem's most important aspects. In addition, users can sometimes discover a learning system's strengths and weaknesses through interaction and then choose examples that guide the system toward better solutions (see Figure 7) . Several other interactive search applications have been developed that support and benefit from this type of interaction.
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I nteractive machine learning has an exciting future, with many open research questions and many opportunities in science and engineering. One area in which we expect particular progress is in the generality (and pervasiveness) of interactive learning systems. Currently, most interactive learning systems are specialized tools that expect a specific form of interaction and are used in specific parts of the application. But in most applications, users are engaged in a much larger conversation that involves multiple tools and activities such as data preparation and postprocessing. In Part 2, we described the growing vocabulary that has emerged in machine learning; we suggest this will fuel the development of more general interactive systems. Figure 8 shows a typical image analysis workflow used in material science that already uses the entire machine learning vocabulary.
Increasing the training vocabulary is the first step toward more interactive machine learning systems. However, it's often the training dialog, more than the vocabulary, that contains the invaluable domain knowledge that humans possess and machine learning needs. Users are quite good at finding creative ways to use a small set of (inadequate) tools to reach their objectives, and so computers must learn to exploit a more unstructured dialog. For example, we could post-process the workflow in Figure 8 to extract all of the merge examples, and then develop tools that predict additional merge candidates. This approach provides a starting point, but it ignores temporal dependencies that could provide important clues to the problem's structure. For example, users often might split and merge segments in sequence or use different merging strategies at different points in time. A key challenge for interactive machine learning is to identify and partition recurring patterns of interaction as examples. Another part of dealing with an unstructured training dialog is knowing when to automate and when to engage users. In Part 1, we described binary reductions, in which both humans and computers played roles. In Part 3, we described training dialogs, in which some of these task decompositions evolve over time as the computer learns to automate or as humans program new components. We also saw that learning can be applied at multiple levels; sometimes user interactions are automated and sometimes they're not. A great promise of interactive machine learning is dynamic task decomposition, where the training dialog evolves over time and leads to optimized reductions for the problem and the resources at hand. It's interesting to note that in other areas of computer science, technologies such as crowdsourcing are enabling humans to be cost-effective in tasks traditionally performed by machines. Different groups of humans (and machines) have different skills and different costs. This will be an important factor in how tasks are decomposed.
Finally, as humans and machines become more tightly integrated in machine learning, human factors related to user bias and attention come into play. This topic also appears in the context of exploiting crowdsourced data products and methods to mitigate noise and other issues as an active topic of research. Human factors might become even more important as interactive machine learning expands the vocabulary and flexibility that users have. As we saw in Part 3, user bias can help steer simple classifiers to better solutions; in fact, bias is critical to interactive machine learning reaching its full potential. Theory for formalizing the positive impacts of bias (domain expertise), as well as methods to mitigate the negative impact of bias (human factors), are in their infancy. 
