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INTRODUCTION 
Models of uhrasonie phenomena based on integral representations involve evaluation of 
integrals of the form 
fo A(s) exp(i f(s)) ds (1) 
where A(s), f(s) are amplitude and phase factors, respectively, s is of arbitrary dimension, 
and D is either finite or infinite. Formulations yielding such forms include Fourier transform 
integrals and reciprocal boundary integrals employing Green functions. Various techniques 
for evaluation of such integrals have been developed and employed over the past few decades 
in research studying ultrasonic phenomena. In past work, emphasis was often placed on 
performing one-time computations to gain understanding of physical phenomena, thus issues 
of computational efficiency were of secondary interest. In the on-going NIST-funded 
initiative yielding the work reported here, emphasis is on the incorporation of such 
computation into ultrasonic measurement simulation software for general distribution within 
the engineering community, tobe accessed as a routine engineering tool. In such usage, 
computational efficiency becomes an issue of very practical concern. For this reason, 
computational methods employed in evaluating expressions of form eq.(1) are being carefully 
re-considered. Work here reports on a new, efficient algorithm for such purposes. 
Three cases of targeted application for the work reported here are 1) evaluation of Fourier 
transform integrals, 2) evaluation of reciprocal boundary integral representations, and 3) 
evaluation of BEM matrix coefficients for boundary integral equation inversion. In the first 
case, interest is in transducer radiation models, andin guided-mode propagation problems 
conforming to separable coordinate systems. The second case arises in both transducer 
radiation modeling and in Kirchhoff-based scattering models. The third case is of special 
significance when solving high-frequency scattering problems using an asymptotic 
computational ansatz, as described in [1]. 
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TiffiORETICAL DEVELOPMENT 
The approach developed here divides D into sub-domains Dn. Integrandamplitude A(s) 
and phase f(s) are represented over each sub-domain by a polynomial expansion, where 
accuracy of the representation is controlled by adjusting the sub-domain size. The 
sophistication of the resulting algorithm is determined primarily by the order of the polynomial 
used in the expansion of the phase function f(s). An order zero expansion implies a constant 
phase over the sub-domain. A corresponding constant amplitude approximation over the sub-
domain yields a simple Reimann sum (or discrete Fourier transform in the Fourier integral 
case). This simple approach can become very inefficient should the gradient of f(s) become 
large, due to an extremely fine subdivision required for convergence. (A notable exception is 
the case where a large number of Fourier transform field evaluations are desired over an equi-
spaced grid: in this case FFT symmetry exploitation can result in a remarkably high 
computational efficiency). 
A frrst order expansion of f(s) yields integrals over the sub-domain which are readily 
evaluated analytically. Such a procedure represents the solution in a basis of sinc functions. 
Algorithms for both Fourier transform evaluation and evaluation of Green function-boundary 
integral representations have been developed. [2,3,4] These algorithms have been heavily 
exploited in a myriad of modeling applications, and are often the approach of choice due to 
numerical convergence to the exact answer given sufficient sub-domain refinement. 
A second order expansion of f(s) yields integrals which have only been evaluated 
analytically in the case of an infinite integration domain. In this case, the solution is 
represented in a basis of Gauss-Hermite polynomials. Due to the requirement of an infinite 
domain, this approach has found application primarily in evaluation ofFourier transform 
representations. The approach has utility in problems where the phase f(s) is reasonably 
represented as a global quadratic. Extensive use of this approach has been made in Fourier 
integral representation of ultrasonic transducer radiation and transmission at constant-
curvature interfaces, due to a high computational efficiency. [5] 
The focus of this research is the development of highly-efficient algorithms for evaluation 
of eq.(l) over a fmite domain D using order 2 or higherpolynomial expansions ofphase f(s). 
The work seeks to exploit steepest descent contour deformation techniques, similar to those 
used in an asymptotic integral expansion. Indeed, the approach follows a line of reasoning 
identical to a steepest descent expansion, but with multiple orders in the phase expression, not 
unlike a uniform asymptotic expansion. It will be seen that the analysis reduces the problern 
to a combination of special functions, which are readily tabulated for computer access. 
It was found in the course of the work that the technique employed possesses the same 
conceptual complexity regardless of the order of the phase expansion. The difficulty 
encountered as the phase expansion order increases is in the argument dimension of the special 
function to be tabulated, and in the number of terms to be retained when considering multi-
dimensional integrals. Work considered phase expansions to order 4. Basedon this work, it 
was concluded that a cubic expansion of phase offered an attractive balance of 
representational power and algorithmic simplicity. The discussion of this paper consequently 
is presenting the technique as applied to a cubic phase expansion. 
Integrals in multiple dimensions are treated as successive !-dimensional integrations. At 
each stage of the multi-dimension integration the integration variable is scaled to a range of 0 
to 1. The phase is expanded to third order over this range, and the amplitude is likewise 
expanded to some arbitrary order. Interest is thereby in the evaluation of 
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(2) 
where the subscript "n" refers to the power of s constituting the amplitude factor of this phase 
integral. The integration contour from 0 to 1 is deformed to follow steepest descent contours 
of the phase factor in the complex s-plane. The steepest descent contours are defined 
implicitly by the relation 
(3) 
The integration contour from 0 to 1 in the complex s plane is deformed to follow the 
steepest descent path from 0 to oo , then from oo to 1. lf needed, additional contours 
connecting infmity to infinity are included should the contours with endpoints at 0 and 1 not 
converge as they approach infinity. These additional contours pass through contributing 
saddle points. Fig. 1 depicts possible deformed contours in the complex s-plane, along with 
the real axis segment 0 < s < 1. Fig.la shows a simple case of steepest descent contours 
which asymptotically converge as they approach infmity. Fig.lb shows the case of steepest 
descent contours approaching infinity in different directions, plus an additional contour 
passing through a contributing complex-valued saddle point located above the real axis. 
Fig.lc shows the case of two additional contours required to complete the contour from 0 to 
1. Here the two contributing saddle points lie on the real axis. A special case is shown in 
Fig.ld in which the two saddle points ofFig.lc coalesce on the real axis (i.e. a second order 
saddle point). Figs.le and 1f depict cases of one saddle point located on the real axis. 
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Fig. 1 Possible steepest descent contours for cubic phase functions. 
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The case of Fig.1 b requires special consideration for the present purposes. U se of the 
complex-valued saddle point as a contour endpoint would result in special functions of 
complex argument in the algorithm which follows. Therefore, an additionalleg is added to the 
contour which passes vertically from the saddle point to the real axis, and then back to the 
saddle point retracing the same path. This path is in fact the steepest descent path from an 
inflection point of f(s) on the real axis (i.e. f"(s)=O), with a path bifurcation at the complex-
valued saddle point. 
The integral of eq.(2) is decomposed into a sum of contour integrals as depicted in Fig.1, 
expressed by 
(4) 
1( 
where the superscript K denotes the various steepest descent contours. Each contour has an 
endpoint s" which is a critical point, defined as s = 0, 1, a real-axis saddle point, or a real-axis 
inflection point in the case of a complex-valued saddle point. Note that with this notation, the 
additional contours passing through saddle points in Fig.l consist of two semi-infinite 
contours, each with a real-axis critical point as an endpoint. It is, of course, possible for s = 0 
or 1 to be a saddle point, in which case the selected contour is that required to connect with 
the other integration end point. 
The contour integrals I~ are now re-scaled for evaluationvia special functions. Foreach 
I~ having endpoint s", the integrationvariable is translated as s = s" + t. Powers of s are 
expressed in the translated coordinates in powersoft summed with coefficients b~~ 
n 
S0 = (sK + t) 0 = L b~K tl 
pO 
(5) 
The phase function is in turn expressedas a cubic in t with coefficients g~ defined by 
f0 + f1 s + f2 s2 + f3 s3 = g~ + g~ t + g~ t2 + g; t 3 • (6) 
The semi-infinite contour integrals are written 
3 
I~ = L b~l( exp(i g~) 1~0 
J=O 
I~0 = Jt exp(i(g~ t + g~ t 2 + g; t3 )) dt 
(7) 
(8) 
where the additional superscript "0" in eq.(8) indicates integration of tenns in the translated 
coordinates. Note that the integral of eq.(8) is a function of three parameters. The integral is 
next scaled through introduction of a new variable w such that 
t = 'Y~ w ' 'Y~ =lg~l-l/k (9) 
where k is that k for which y ~ = min { y ~, y ~, y;} . This scaling yields: 
fork=l 
fork=2 
fork=3 
864 
(10) 
(11) 
(12) 
(13) 
(14) 
(15) 
In eqs.(l0-13), Q~P (a, b) are special functions with arguments -1 :s; a, b :s; 1. The superscript 
sdoo refers to the steepest descent path to infinity from w = 0. Note that w = 0 is a saddle 
point when a = 0 in eqs.(13 and 15), thus the functions are multiple-valued (a = b = 0 implies 
a double saddle point in eq.15), corresponding to the choices in steepest descent direction 
from w = 0. To accommodate this, the functions are tabulated separately for 
a :s; 0 and a ~ 0, and for b :s; 0 and b ~ 0, with the choice of contour at w = 0 determined by 
the required path for endpoint connection. 
The functions Q~P (a, b) have been numerically tabulated for rapid interpolation for j = 0, 
1, 2, 3, thus enabling up to a cubic expansion of the amplitude factor. An algorithm has been 
developed which takes as input the cubic expansion coefficients of both the amplitude and 
phase. The algorithm performs the needed translations and scalings to determine the 
arguments sent to the special function evaluation, interpolates the special functions, then 
appropriately weights and sums the results to yield the integral value. 
Application to multi-dimensional integrals will be outlined with the following 2-
dimensional example. Denote as J the 2-dimensional integral 
Jyl J,R(y) A A J = A(x,y) exp(i f(x,y)) dx dy 
yO L(y) 
The integration variables are transformed to 
y(t)=yo+t(yo-y,) 
x(s, t) = L(y(t)) + s (R(y(t))- L(y(t))) 
(16) 
(17) 
(18) 
New functions A(s,t) and f(s,t) are defined by Substitution of eqs.(17 ,18) into the amplitude 
and phase terms of eq.(16), yielding the scaled integral 
J = J~ J~A(s, t) exp(i f(s, t)) ds dt (19) 
Amplitude and phase are expanded to third order in s 
3 3 
A(s, t) =I, an (t) Sn f(s, t) = :2, fm (t) Sm (20) 
n:::::O m::O 
yielding 
(21) 
(22) 
The integrals In ( t) are evaluated as outlined in eqs.(2-15), leading to the representation 
J = 2,J" (23) 
1C 
J" = J~ V"(t) exp(i g"(t)) dt (24) 
3 
g"(t) = 2,fm(t) s;(t) (25) 
m=O 
3 3 
V" (t) =I, an (t) :2, bj" (t) 1~0 (t) (26) 
n=O .FO 
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where K denotes critical points on the interval 0 :::;; s :::;; 1 located at positions defined by the 
functions s= s" (t). Eq.(23) is thus viewed as a sum ofline integrals traversing the critical 
point contours ( s" (t) ,t) in the s-t plane. Evaluation of the integrals represented by eq.(24) is 
performed using the approach outlined in eq.(2-15). However, it is noted that the amplitudes 
V"(t) can display discontinuous behaviors under certain important circumstances. Such cases 
occur when a critical point contour s"OC(t) associated with a saddle point intersects an endpoint 
contour ( s"(t) = 0 or 1 ), or when two saddle point contours coalesce at a double saddle 
point. In such cases, a polynomial representation over the entire integration interval is 
inappropriate, and the interval must be subdivided with sub-interval endpoints at the point of 
contour intersection. 
Important cases of contour intersection are shown in Fig.2. The intersection of saddle 
point and endpoint contours is depicted in Fig.2a as occurring at point A. The amplitude 
function V"(t) for the integration following s = 0 will display a discontinuous jump at this 
point. The integration following the saddle point contour ( denoted o, f = 0) will terminate at 
tA, which can be viewed as V"(t) discontinuously dropping to zero over tA :::;; t :::;; 1 for this K-
contour. Therefore, integrations over the interval 0 :::;; t :::;; 1 are sub-divided, with separate 
polynomial expansions of V"(t) employed over 0:::;; t :::;; tA and tA :::;; t :::;; 1. Fig.2b depicts the 
coalescence of two saddle point contours at a double saddle point, denoted B. For 0:::;; t :::;; t 8 , 
the saddle point in s is complex valued, becoming increasingly so as t decreases. 
Consequently, V"(t) displays an exponential decay. The phase f(s,t) displays an inflection 
pointins at points on this contour. As t ~ t 8 fort> t8 , values ofV"(t) on the two separate 
saddle point contours approach values which sum to the value ofV"(t) on the complex-valued 
saddle point contour at t ~ t 8 fort< t 8 . Similar to Fig.2a, integrations over the interval 
0:::;; t:::;; 1 are sub-divided, with separate polynomial expansions of V"(t) employed over 
0:::;; t:::;; t 8 and t 8 :s; t :s; 1. Furthermore, the range of integration over the complex saddle 
point contour is further reduced to t 0 :s; t :s; t 8 , where f is prescribed suchthat V"(t) 
exponentially decays to, say, 1% of its value at t8 • This is done to enable an acceptable cubic 
approximation of the exponential decay of V"(t) over this range. 
t 
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Fig. 2 Critical point contours resulting from s-integration. 
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Once the integrations in 0 :::> t :::> 1 have been acceptably sub-divided to isolate the 
discontinuous amplitude behaviors, the resulting sub-integrals are readily evaluated as I-
dimensional cubie phase integrals. Each sub-integration is re-scaled to conform to a unit 
integration interval. Cubic representations of amplitudes yx and phases g.: over the re-scaled 
sub-intervals are obtained by evaluating eqs.(25,26) at four discrete points over each sub-
interval, and evaluating the coefficients of collocating cubies. The integrals of eq.(24) are then 
evaluated using the approach outlined in eq.(2-15). The results for each K-contour are 
summed to obtain the final result, as indicated by eq.(23). 
NUMERICAL APPLICA TION 
An example of application to uhrasonie transducer radiation is presented. The problern 
considers transmission of a focused ultrasonie pulse through a water/solid component 
interface. The formulation of the problern as a reciprocal boundary integral employing the 
Green function for the water-component system is presented in references [3,4]. The key 
result of relevance to the present work is the form of the phase integral to be evaluated. The 
formulation yields an integral representation for the field within the component via an 
integration over the radiating aperture, in the form of eq.(l). 
The result of a typical computation is presented. An uhrasonie pulse is assumed radiated 
by a 5 MHz 0.75 inch diameter transducer with a sphericallens which focuses at 8 inches in 
water. The transducer is positioned 1 inch from a planar titanium interface with perpendicular 
incidence. The 5 MHz time-harmonie component of the field generated along the central axis 
of the ultrasonie beam is calculated. The amplitude of this complex-valued field is plotted in 
Fig.3. The result obtained by performing the computation using a piece-wise linear phase 
approximation is also plotted. The results of the two different computational methods are 
seen to be nearly indistinguishable, as should be the case. The significant difference between 
the two approaches is the nurober of computational sub-domains required for convergence. 
The piece-wise linear approximation used a 16x16 sub-domain discretization of the transducer 
aperture for the displayed convergence. The piece-wise cubie approximation employed a 2x2 
grid. The resulting savings in computation time, though not rigorously quantified, was 
observed to be comparable to the reduction in the nurober of integration sub-domains. 
0. 75 in 5 mhz 8 in fl 1 in wp 
-- CUbiC 
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Fig. 3 Axial uhrasonie field computed with piece-wise cubic and linear phase expansions. 
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SUMMARY 
A new computational approach to the evaluation of multi-dimensional phase integrals has 
been developed The canonical phase integral addressed in this work underlies a multitude of 
problern formulations of interest to NDE modeling, including Fourier transform and reciprocal 
boundary integral analysis of problems in transducer radiation, transmission, scattering, and 
guided wave propagation. The numerical efficiency potentially gained by the method outlined 
here stands to significantly enhance the utility of computer simulation for study and design of 
NDE inspections. 
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