Abstract-Structurally random matrices (SRMs) have been proposed as a practical alternative to fully random matrices (FRMs) for generating compressive sensing measurements. If the compressive measurements are transmitted over a communication channel, they need to be efficiently quantized and coded and hence knowledge of the measurements' statistics reequired. In this paper we study the statistical distribution of compressive measurements generated by various types of SRMs (and FRMs), give conditions for asymptotic normality and point out the implications for the measurements' quantization and coding. Simulations on real-world video signals confirm the theoretical findings and show that the signal randomization of SRMs yields a dramatic improvement in quantization properties.
, m n ≪ , is a sensing matrix. This generally ill-posed problem is made solvable by constraining x to have a k-sparse representation in the column space of a sparsifying matrix Ψ , that is, Ψ is an orthonormal or a tight frame matrix, = Ψ x ξ ξ ξ ξ , and ξ ξ ξ ξ has only k non-zero entries. If Φ is incoherent with Ψ and meets some additional conditions, then x is the unique solution of the constrained minimization problem [2] 1 min s.t. ,
Other results in the same vein give more relaxed conditions under which x is the solution of (2) only with a very high probability [2] , or provide boundaries on the difference between solution of (2) and the true signal when the measurements are noisy [3] . The simplest way to generate good sensing matrices, i.e matrices which allow reconstruction of the signal from a relatively small number of measurements, is probabilistic. A fully random matrix (FRM) is defined as a matrix whose entries are independent, identically distributed (IID) Gaussian or Bernoulli random variables (RVs). If Φ is a FRM, then there is a constant α > 0 (of moderate size) such that if log( ) m k n k α > and n is large, then with very high probability, x is the unique solution of (2) [4] . Furthermore, this result holds for any sparsifying matrix because any orthonormal or tight-frame matrix Ψ is incoherent with Φ with high probability.
While FRMs are an excellent choice from a theoretical standpoint, they are unwieldy in large scale applications such as image and video processing. Some algorithms for solving (2) require fairly complex operations with Φ : For example, CoSaMP [5] , requires computing pseudo-inverses of m m × minors of , which is computationally intractable for large scale applications. Even less demanding reconstruction algorithms, such as the alternate-direction augmentedlagrangian [6] , require multiplying vectors by and T Φ . The resources needed for storing the sensing matrix and for repeated multiplication by it may be too high for large practical application. It is possible to avoid storing the matrix by generating its entries on the fly, but this significantly increases the computational complexity. Furthermore, since most random number generation algorithms are recursive, onthe-fly generation makes parallel processing implementation nearly impossible.
A more practical alternative is to use a transform based sensing matrix (TBSM) n mSW Φ =
where n n W × ∈ ℝ is an orthonormal matrix having a fast transform, and m n S × ∈ ℝ randomly selects m out of the n rows of W, with equal probabilities for all possible selections. Thus, the rows of S are a random subset of the rows of the n n × identity matrix. Multiplying x by Φ can be done by computing the fast transform Wx and selecting a subset of the transform coefficients. With this sensing matrix, if Φ is incoherent with Ψ , x is the unique solution of (2) with very high probability [7] . However, the incoherence of Φ and Ψ depends on the incoherence of W and Ψ , which cannot be taken for granted. This problem was addressed by the introduction of structurally random matrices (SRM) [8] , [9] : n mSWR Φ = (4) where S,W are as above and
is a randomizing matrix -an orthonormal random matrix, designed to eliminate the coherence between W and Ψ . Two types of randomization were proposed: Local randomization (LR), where each entry of x is multiplied by ±1 with equal Φ Φ
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Both forms of randomization make the SRM incoherent, with very high probability, with any given sparsifying matrix. Thus, SRMs retain the computational advantages of TBSMs, and their signal recovery capability is similar to that of FRMs [9] .
As a data compression method, compressed sensing has some unique features. It allows decoupling between compression and recovery: the same measurements vector y can be used by different recovery algorithms and different sparsifiers; moreover, successful signal recovery is possible even if some entries of y are not available. Another unique feature of CS is that the balance of complexity between compression and reconstruction is sharply skewed towards the latter. While the right hand side of (1) is a simple linear operation, signal reconstruction requires solving a constrained minimization problem. These properties make CS attractive for applications such as video transmission over lossy channels [10] [11] , video transmission where the same video stream may be decoded by different types of receivers [10] [12] or surveillance applications, where only a small part of the video stream needs to be reconstructed [13] [14] . In all these applications the measurements need to be encoded and decoded for transmission, which entails source coding, usually by quantization, followed by channel coding, in which the quantization codewords are represented by a sequence of channel symbols. The goal of the coding is to strike a favorable trade-off between the data rate and the error in the decoded measurements. The preferred coding scheme depends on a variety of factors, but it is invariably based on assumptions about the probability distribution of the measurements. If those assumptions are wrong, the coding performance will be poor, regardless of the sophistication of the coding scheme.
The quantization of compressive measurements has recently received significant attention [15] [16] [17] [18] [19] [20] [21] [22] . Dai et al. [15] state, without proof, that the measurements' distribution is asymptotically normal. Laska et al. [18] prove that it is a mixture of Gaussians. However, in both cases the sensing matrix was FRM and the input signal was random with a known distribution. In another work the measurements distribution was estimated empirically for a given type of input signals [22] . Do et al. showed that under certain conditions, if Φ is a SRM, the entries of ΦΨ are asymptotically normally distributed [9] , but since those entries are not independent, it is difficult to draw conclusions about the measurements distribution from that work.
In this paper we study the distribution of measurements generated by SRMs and draw conclusions for the design of measurements coding schemes. We demonstrate our results by simulation on real-world signals and show that SRMs are superior to TBSMs not only in being incoherent with any sparsifier (with very high probability), but also in the way that their measurements' distribution lend themselves to effective quantization.
is assumed to be deterministic and
. The distribution of the measurements is characterized by signal parameters (e.g. mean and norm). These parameters should be transmitted to the decoder as side information, thus allowing adaptation of the measurements' coding scheme to the specific signal.
Generally, the decoder can recover gracefully from loss of some mesurements, but any loss of side information may be catastrophic. Therefore, in unreliable channels, the side information needs much more protection than the measurements. Nevertheless, the data rate associated with the signal parameters, even with the protection overhead, is negligible in comparison with that of the measurements.
The paper is organized as follows: As a reference, Sec. II provides the distribution of measurements generated by FRMs (to the best of our knowledge, these results, for a determinstic input signal have not been reported earlier). Sec. III introduces concepts which are common to both types of SRM and provides examples of transforms for which SRMs may have asymptotic normality. Sec. IV and Sec. V characterize the distribution of measurements generated by SRMs with LR and GR, respectively. Sec. VI shows simulation results and Sec. VII presents implications and conclusions.
II. MEASUREMENTS GENERATED BY FRMS
For a given n, let 
where
(c) If
Condition (8) excludes signals with energy concentrated in a very small region. Even for large n, the measurements of such signals are the sum of a small number of RVs -too small for applying the CLT. (6) 
Hence (6) provides strong boundaries on the tail of the distribution even for moderately large values of n.
III. GENERAL PROPERTIES AND EXAMPLES OF SRMS
Let Φ be a SRM as defined by (4) and let = Φ y x . Often the fast transform W exists only for specific orders (e.g. powers of 2). We assume that n is the transform order and that x has been zero-padded to size n.
Let
n mWR = z x . We may write
, where
Therefore, each of 1 , , m y y … is a mixture, with equal probabilities of 1 , , n z z … , hence the measurements are
were a random sample from n ℤ with replacement, the measurements would also be independent. However, usually (1), , ( ) c c m … is a sample without replacement; since 1 , , n z z … may be not independent or identically distributed, the measurements too may be not independent. However, for m n ≪ , the distribution of a sample without replacement is close to that of a sample with replacement, hence the measurements may be treated as IID. Note that when 1 , , n z z … are not identically distributed, one can get better coding by applying different coding schemes to different entries of z based on their individual distributions.
An immediate consequence of the orthonormality of R and W is that for a RV y distributed as 1 (in discussing specific transforms we always assume this normalization). The Discrete Fourier Transform (DFT) may also be used as long as it is treated as a real matrix, that is, the real and imaginary parts of each row of the original DFT are separated to form two rows of real coefficients (also, since the input is real, redundant rows should be omitted to make W a n n × matrix). Other transform matrices may be formed as a Kroenecker product of any of the matrices listed above. For example, if x contains the pixels of an image organized row by row and W represents the 2-dimensional DCT, then W is the Kroenecker product of the DCT matrices for the vertical and horizontal dimensions.
n n W R , be sequences of transform matrices and randomizing matrices of size n n × , respectively. We consider the asymptotic behavior, as → ∞ n , of
where ( ) n j w is the jth row of
z . We will show conditions under which
In order to apply a form of CLT, the energy of ( ) n j w cannot be concentrated in a small region. For that end we require:
Due to the normalization, WHT, DCT and DFT satisfy this condition. It is also satisfied by
. However, (13) In addition, we require the rows of ( ) n W to be reordered so
w is an extension of
This is the natural order of WHT and can be easily done for DCT and DFT. The notation above has been simplified, without loss of generality, by not indicating that n is restricted to dimensions at which the transform exists and by not indicating that m is a function of n.
IV. LOCALLY RANDOMIZED SRMS
A local randomizer is defined by x . Then, after some calculation (16) becomes:
Unless the signal is very narrow band, we will usually have
Consequently, the deviations of 2 , 1 j j n σ ≤ ≤ from their mean, var{ } y , are relatively small. Therefore, even though we may expect to see some deviation from normality it should not be severe. In situations where this effect is more serious, tighter distributions and better coding may be achieved if the coding scheme for each σ -s, which may significantly improve coding performance. Therefore, if possible, the signal should be "centralized" by subtracting the mean before measurements are taken. The value of the mean should then be sent to the decoder as side information.
V. GLOBALLY RANDOMIZED SRMS
A global randomizer is defined by 
Denote the following means by:
The following theorem is the equivalent of Theorem 1 for GR SRMs:
{ } number of distinct components, which are determined independently of the signal. Furthemore, the measurements' variance is generally smaller than in the LR case, and subtraction of the mean from the input signal happens implicitly in (25) . Condition (29) requires the signal to consistently deviate from its mean (the requirement is stronger than mere nonconvergence). This is because if (29) is not satisfied, the permuted signal Rx is too similar to x and j z is not sufficiently randomized. For WHT, DCT and DFT, all rows of W have zero mean, except for the first one which is constant. Consequently Therefore, the asymptotic distribution is a mixture of two distinct components: 1 z , which is a constant RV proportional to the mean of the signal, and 2 , , … n z z which are identically, normally distributed (in the case of WHT they are identically distributed not only asymptotically but for any n, because each of 2 ,… n w w has an equal number of 
Therefore, in these cases, In each test case, each signal vector was multiplied by 8 matrices of a specified type, which differed only in the random number generator seeds used to create the random matrices L and R . m was set to 76032, thus after removing the 1 z entries we had 8 76031 608248 × = measurements per signal. The mean and variance of those measurements were estimated and the measurements were normaized to zero mean and unit variance. If this set of measurements is a sample of a standard normal distribution, its quantile-quantile (Q-Q) plot [20] should be linear with a slope 1. The Q-Q plots of the nomralized measurements were computed for each of the 160 signals and overlayed in one graph.
The graphs for each test case are shown in Fig. 1 . In all cases of local and global randomization, the curves appear to be very close to linear, which indicates that the sample distribution is quite close to normal. Moderate deviations from the straight line appear above 3.5 standard deviations and may be explained by the scarcity of the data points in those regions. On the other hand, when the input signal is not randomized, the measurements distribution is far from normal and the shape of the Q-Q plots indicates that these distributions have much heavier tails than normal distributions with the same variance. Furthermore, the wide spread among the Q-Q plots in the no-randomization cases shows that the shape of the measurements' distribution is highly dependent on the input signal. According to the analysis of the LR case (Sec. IV), asymptotic normality is guaranteed for measurements generated by WHT, but signal dependent deviations from normality may appear in measurements generated by DCT or DFT. The deviations in the DFT case may be smaller because of (20) and (21) . Yet, these differences are hardly noticeable in Fig. 1. Fig. 2 shows enlarged sections (the range of [1,1.5]) of the same graphs. While the graphs of the WHT case retain its clean, linear shape, the graph of the DCT case is a wide stripe with irregular boundaries, indicating that its underlying individual Q-Q plots deviated slightly from the linear shape expected for a normal distribution and that these deviations are signal dependent, making each Q-Q plot different, hence the overlay of all those plots fills the stripe region. Interestingly, the Q-Q graph for the DFT case is as clean as the one of the WHT case although the transform coefficients jk w do not have the same magnitude, suggesting that for the signals and signal size we used, those deviations were too small to be noticeable.
VII. DISCUSSION
SRMs were introduced in order to make the sensing matrix incoherent with any sparsifier with very high probability, thus eliminating a shortcoming of the TBSM defined by (3). Our work shows that the signal randomization of SRMs addresses another important issue: making the measurements suitable for quantization by making the measurements' distribution approximately normal. The quantization of Gaussian sources is well studied, and there are effective methods for doing it. In contrast, our simulations show that that it would be quite difficult to efficiently quantize measurements generated by TBSMs because of the wide spread of their distributions and because of the dependence of the distribution on the input signal.
The measurements distributions computed above are parameterized by input signal properties, such as energy or mean. These parameters can be transmitted as side information, in which case any quantization or coding scheme may also be similarly parameterized and thus adapted to the signal at hand. Alternatively, a single quantizer or coding scheme may be designed, assuming a random input signal with a known probability density X f . The measurements distribution for this case, Y F , is given by
is the conditional distribution of the measurements, given the signal-specific parameters ( ) p x . Whether or not to use signal-specific paramseters is a design trade-off: parameterized quantization achieves better quantization by adapting the quantizer to the signal, but requires reliable transmission of side information, whereas non-parameterized quantization necessitates knowledge of input signal statistics. Our work determines | ( ) Y X p F = x , hence, using (30), one can compute the measurements' distribution for both design options.
Theorems 1, 2, and 3 establish asymptotic normality of measurements generated by SRMs and FRMs. The concentration results (6), (18) , (27) provide an indication for the convergence rate. They also have practical importance: The quantizer is designed so that the measurement quantization error is bounded for measurments within a certain range and unbounded outside it. Measurements with unbounded errors ("saturated") carry little information and treating them in the same way as unsaturated measurements may degrade the reconstruction quality [18] . The concentration results may be used to verify that the probability of measurements outside the bounded error range is negligible.
Of the transforms considered, the WHT seems to be the most robust, performing equally well with LR and GR.
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Local DCT Local DFT Fig. 2 . Enlargements the range [1,1.5] in the Q-Q plots of measurements generated with SRMs with local randomization.
Intuitively, this may be explained by the noise-like rows of the Walsh-Hadamard matrix, in contrast to the smoother rows of the DCT and DFT matrices. GR seems to be more robust than LR because with GR the measerments' distribution is much less dependent on detailed signal properties; the subtraction of the signal mean happens implicitly; and the measurements variance is smaller. The advantages of GR may be attributed to its thoroughness in randomizing the signal. Let = ɶ R x x be the randomized signal and let 1 While these distinctions are theoretically valid, for many practical signals the differences between the distributions of measurements generated with different SRMs may be inconsequential. Furthermore, the designer's choice may be restricted by the application, especially if the measurements are generated in the analog domain. For example, LR may be impractical in a one pixel camera [24] because it requires negative optical amplification.
APPENDIX: PROOFS
The proofs rely on the following theorems: Bennett's Concentration Inequality [25] : Let
be independent random variables such that
where ( ) ( )
Corollary: Under the conditions of Bennett's inequality ( ) is independent of n) and let ε > 0 be such that for sufficiently large n, (34) is satisfied because for such n:
