Decomposing p-groups via Jordan algebras by Wilson, James B.
ar
X
iv
:0
71
1.
02
01
v1
  [
ma
th.
GR
]  
1 N
ov
 20
07
DECOMPOSING p-GROUPS VIA JORDAN ALGEBRAS
JAMES B. WILSON
Abstract. For finite p-groups P of class 2 and exponent p the following are
invariants of fully refined central decompositions of P : the number of members
in the decomposition, the multiset of orders of the members, and the multiset
of orders of their centers. Unlike for direct product decompositions, AutP is
not always transitive on the set of fully refined central decompositions, and
the number of orbits can in fact be any positive integer.
The proofs use the standard semi-simple and radical structure of Jordan al-
gebras. These algebras also produce useful criteria for a p-group to be centrally
indecomposable.
Contents
1. Introduction 2
1.1. Outline of the proof 3
2. Background 4
2.1. Central decompositions and products 4
2.2. Central decompositions of p-groups of class 2 and exponent p 4
2.3. Bilinear and Hermitian maps, isometries, and pseudo-isometries 6
2.4. ⊥-decompositions 7
2.5. Symmetric bilinear forms 8
3. Bilinear maps and p-groups 9
3.1. The functor Bi 9
3.2. The functor Grp 10
3.3. Equivalence of central and orthogonal decompositions 10
4. Adjoint and self-adjoint operators 12
4.1. The adjoint ∗-algebra Adj(b) 12
4.2. Simple ∗-algebras and Hermitian C-forms d : V × V → C 13
4.3. Radical and semi-simple structure of ∗-algebras 16
4.4. Isometry groups are unipotent-by-classical 16
4.5. The Jordan algebra Sym(b) of self-adjoint operators 17
4.6. Decompositions, idempotents, and frames: E(X ) 19
4.7. Linking central decompositions, ⊥-decompositions, frames, and
orthogonal bases: HI , XI , EI , and Xd(I). 20
4.8. All fully refined central decompositions have the same size 21
4.9. The five classical indecomposable families 21
5. Isometry orbits of ⊥-decompositions 22
5.1. Addresses: H@ and X@ 22
Date: October 31, 2018.
Key words and phrases. central product, p-group, bilinear map, ∗-algebra, Jordan algebra.
This research was supported in part by NSF Grant DMS 0242983.
1
2 JAMES B. WILSON
5.2. Orbits of fully refined ⊥-decompositions of non-degenerate Hermitian
C-forms 23
5.3. Orbits of frames in Jordan algebras 24
6. Semi-refinements and proof of Theorem 1.1.(i) 27
6.1. The orthogonal bases of symmetric bilinear forms 27
6.2. Semi-refinements 28
7. Unbounded numbers of orbits of central decompositions 30
7.1. Centrally indecomposable p-groups of orthogonal type 30
7.2. Direct sums and tensor products 31
7.3. Proof of Theorem 1.1.(ii) 33
7.4. Centrally indecomposable p-groups of non-orthogonal type 35
8. Closing remarks 37
8.1. Conjecture on uniqueness of fully refined central decompositions 37
8.2. Further directions 37
8.3. Other fields 37
8.4. 2-groups of exponent 4 38
Acknowledgments 38
References 38
1. Introduction
A central decomposition of a group G is a set H of subgroups in which distinct
members commute, and G is generated by H but no proper subset. A group is
centrally indecomposable if its only central decomposition consists of the group itself.
A central decomposition is fully refined if it consists of centrally indecomposable
subgroups.
We prove:
Theorem 1.1. For p-groups P of class 2 and exponent p,
(i) the following are invariants of fully refined central decompositions of P : the
number of members, the multiset of orders of the members, and the multiset
of orders of the centers of the members; and
(ii) the number of AutP -orbits acting on the set of fully refined central decompo-
sitions can be any positive integer.
Central decompositions arise from, and give rise to, central products (cf. Sec-
tion 2.1), and hence Theorem 1.1.(i) is a theorem of Krull-Remak-Schmidt type
(cf. [21, (3.3.8)]). That theorem states that the multiset of isomorphism types of
fully refined direct decompositions (Remak-decompositions) is uniquely determined
by the group, and the automorphism group is transitive on the set of Remak-
decompositions. Theorem 1.1.(ii) points out how unrelated the proof of Theorem
1.1.(i) is to that of the classical Krull-Remak-Schmidt theorem. Moreover, induc-
tive proofs do not work for central decompositions. For example, a quotient by a
member in a central decomposition generally removes the subtle intersections of
other factors and so is of little use. Similarly, automorphisms of a member in a
central decomposition usually do not extend to automorphisms of the entire group.
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We conjecture that under the hypotheses of Theorem 1.1, even the multiset
of isomorphism types of a fully refined central decomposition of P is uniquely
determined by P . For details see Section 8.1.
While the literature on direct decompositions is vast, little appears to have been
done for central decompositions. For p-groups, results similar to Theorem 1.1 have
concentrated on central decompositions with centrally indecomposable subgroups
of rank 2 and 3, with various constraints on their centers [1, 2, 25, 26]. Using
entirely different techniques, our setting applies to groups of arbitrary rank at the
cost of assuming exponent p.
The methods used in this paper involve bilinear maps and non-associative al-
gebras, but not the nilpotent Lie algebras usually associated with p-groups. We
introduce a ∗-algebra and a Jordan algebra in order to study central decomposi-
tions. The approach leads to a many other results for p-groups and introduces a
surprising interplay between p-groups, symmetric bilinear forms, and various alge-
bras. Most of these ideas are developed in subsequent works. As the algebras we use
are easily computed, in [28] we provide algorithms for finding fully refined central
decompositions and related decompositions – even for p-groups of general class and
exponent. In [30] we prove there are p2n
3/27+Cn2 centrally indecomposable groups
of order pn, which is of the same form as the Higman-Sims bound on the total num-
ber of groups of order pn [10, 23]. In [30] we also prove that a randomly presented
group of order pn is centrally indecomposable, and we characterize various minimal
centrally indecomposable p-groups by means of locally finite p-groups, including
those p-groups with P ′ ∼= Z2p. Finally, in [29] we address central decompositions of
2-groups, p-groups of arbitrary exponent, and p-groups of arbitrary class, by means
of an equivalence on p-groups related to the isoclinism of P. Hall [9].
1.1. Outline of the proof. Section 2 contains background and notation for central
decompositions of groups and orthogonal decompositions of bilinear maps.
Section 3 translates p-groups P of class 2 and exponent p into alternating bilinear
maps on P/P ′ induced by commutation. This approach is well-known and appears
as early as Baer’s work [6] and refined in [13] and [27]; however, such techniques
have been upstaged by appealing to various associated Lie algebras of Kaloujnine,
Lazard, Mal’cev and others [14]. By contrast, the bilinear approach translates
unwieldy central decompositions into natural-looking orthogonal decompositions,
and automorphisms into pseudo-isometries (Theorem 3.8).
In Section 4 we introduce two algebraic invariants of bilinear maps: the associa-
tive ∗-algebra of adjoint operators, and the Jordan algebra of self-adjoint operators.
The first of these encodes isometries, while the second encodes orthogonal decom-
positions via sets of pairwise orthogonal idempotents (Theorem 4.33). We use these
algebras to give criteria for indecomposable bilinear maps and centrally indecom-
posable p-groups (Corollary 4.45 and Theorem 4.46). We also prove the first part
of Theorem 1.1.(i).
In Section 5 we prove that a certain subgroup of isometries acts on suitable sets
of idempotents of our Jordan algebra with the same orbits as the full isometry
group. Using the radical theory of Jordan algebras and the classification of finite
dimensional simple Jordan algebras we identify the orbits of the isometry group
acting on the set of fully refined orthogonal decompositions (and therefore the
orbits of CAutP (P
′) on the set of fully refined central decompositions of P ) (Cor-
ollary 5.22).
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In Section 6, semi-refined central decompositions are introduced. These are
derived from properties of symmetric bilinear forms and then interpreted in the
setting of p-groups, leading to the proof of Theorem 1.1.(i).
The remaining Section 7 proves Theorem 1.1.(ii). We also build families of
centrally indecomposable groups of the types in Theorem 4.46. These examples are
only a sample of the known constructions of this sort and the proofs provided are
self-contained versions of broader results in [30].
Section 8 has concluding remarks.
2. Background
Unless stated otherwise, all groups, algebras, and vector spaces will be finite and
p will be odd. We begin with brief introductions to central products and central
decompositions of groups, followed by orthogonal decompositions of bilinear maps.
2.1. Central decompositions and products. Let H be a central decomposition
of a group G (cf. Section 1). The condition [H,K] = 1 for distinct H,K ∈ H shows
that H ∩ 〈H − {H}〉 ≤ Z(G) for all H ∈ H. Then, the members of H are normal
subgroups of G.
Central decompositions can be realized by means of central products. Fix a set
H of groups and a subgroup N of H˜ :=
∏
H∈HH such that N ∩ H = 1 for all
H ∈ H. The central product of H with respect to N is H˜/N . If H is a central
decomposition of a group G, then define π : H˜ → G by (xH)H∈H 7→
∏
H∈H xH .
Then G ∼= H˜/ kerπ. These two treatments are equivalent [5, (11.1)].
In an arbitrary central decomposition H of a group G, in general H ∩ K and
H ∩ J are distinct, for distinct elements H,K, J ∈ H.
Definition 2.1. Given a subgroup M ≤ G and a central decomposition H of G, we
call H an M -central decomposition if M = H ∩K for all distinct H,K ∈ H. The
associated central product is an M -central product.
Every central decomposition induces a Z(G)-central decomposition HZ(G) =
{HZ(G) : H ∈ H}. Some authors write H1 ∗ · · · ∗Hs or H1 ◦ · · · ◦Hs for a Z(G)-
central product. These notations still depend on the given N ≤ H1× · · · ×Hs. We
require a precise meaning in the following specific case:
(2.2)
n︷ ︸︸ ︷
H ◦ · · · ◦H =
n︷ ︸︸ ︷
H × · · · ×H /N
where N := 〈(1, . . . ,
i
x, 1, . . . ,
j
x−1, 1, . . . )|1 ≤ i < j ≤ n, x ∈ Z(H)〉.
2.2. Central decompositions of p-groups of class 2 and exponent p. Using
standard group theory, we show that central decompositions of a finite p-group P
of class 2 and exponent p reduce to central decompositions of a subgroup Q where
P ′ = Q′ = Z(Q) and P = QZ(P ). Furthermore, we show that for our purposes we
may consider only Z(Q)-central decompositions (cf. Corollary 2.10).
Definition 2.3. An automorphism ϕ ∈ AutP is upper central if Z(P )xϕ =
Z(P )x, for all x ∈ P , and lower central if P ′xϕ = P ′x, for all x ∈ P . The
group of upper central automorphisms we denote by Autζ P and the lower central
automorphisms by Autγ P .
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As P has class 2, Autγ P ≤ Autζ P . Furthermore, every α ∈ Autγ P is also the
identity on P ′.
Lemma 2.4. (i) There are subgroups Q and A of P such that Z(Q) = Q′ = P ′,
A ≤ Z(P ) and P = Q×A.
(ii) Given subgroups Q and R of P such that Z(Q) = Q′ = P ′ = R′ = Z(R) and
P = QZ(P ) = RZ(P ), if A is a complement to Q as in (i) then it is also a
complement to R so that P = Q×A = R×A. Furthermore, there is an upper
central automorphism of P sending Q to R and identity on Z(P ).
Proof. (i). Since P/P ′ is elementary abelian, there is P ′ ≤ Q ≤ P such that
Q ∩ Z(P ) = P ′ and P = QZ(P ). Furthermore, P ′ = [QZ(P ), QZ(P )] = Q′ and
[P,Z(Q)] = [QZ(P ), Z(Q)] = 1, so Q′ ≤ Z(Q) ≤ Q ∩ Z(P ) = Q′.
Also, Z(P ) is elementary abelian, so there is a complement A to P ′ in Z(P ).
Whence, P = QZ(P ) = QA and Q ∩ A ≤ Q ∩ Z(P ) ∩ A = P ′ ∩ A = 1. As A is
central in P , P = Q×A.
(ii). Fix two subgroups Q and R as described in the hypothesis. So there is a
complement A to Q as in (i). Since Q ∩ Z(P ) = P ′ = R ∩ Z(P ) it follows that
P = Q × A = R × A. Let π : P → P be the projection of P to R with kernel A.
Restricting π to Q gives a homomorphism α : Q→ R. Furthermore, P = QA so α
is surjective, and Q ∩ A = 1 so α is injective. Hence α is an isomorphism. Indeed,
Q′ = P ′ = R′ and π is the identity on R, so α is the identity on Q′ = R′. Then
β = α × 1A : Q × A→ R ×A is a upper central automorphism of P sending Q to
R. 
Definition 2.5. If H is a central decomposition of P , then define Z(H) = {H ∈
H : H ≤ Z(P )}.
Lemma 2.6. Let H be a fully refined central decomposition of P . If Q = 〈H−Z(H)〉
and A = 〈Z(H)〉, then P = Q×A, Q′ = Z(Q) and Q′A = Z(P ).
Proof. Certainly A ≤ Z(P ) and P = QA. Also P ′ = Q′ and Z(P ) = Z(Q)A. As H
is fully refined, every H ∈ H − A is centrally indecomposable and so also directly
indecomposable. By Lemma 2.4 it follows that H ′ = Z(H), for all H ∈ H−Z(H).
As a result, Q′ = Z(Q). Thus P = Q×A. 
Definition 2.7. Two central decompositions H and K of a group G are exchange-
able if, for each J ⊆ H, there is an α ∈ AutG such that Jα ⊆ K and (H−J )α =
H−J .
For instance, if G = H1◦· · ·◦Hs = K1◦· · ·◦Kt are exchangeable decompositions,
then s = t and, for each 1 ≤ i ≤ s,
G = H1 ◦ · · · ◦Hi ◦Ki+1 ◦ · · · ◦Kt.
Replacing ◦ with × we recognize this as the usual exchange property for direct
decompositions. The Krull-Remak-Schmidt theorem states that all fully refined
direct decompositions (Remak-decompositions) are exchangeable [21, (3.3.8)]. In
light of Theorem 1.1.(ii), a general p-group of class 2 and exponent p will have fully
refined central decompositions which are not exchangeable.
Subgroups in Z(H) can only be exchanged with subgroups in Z(K), and similarly
for the complements of these sets.
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Lemma 2.8. If H and K are two fully refined central decompositions of P such
that H− Z(H) = K− Z(K), then H and K are exchangeable.
Proof. Set Q = 〈H − Z(H)〉, A = 〈Z(H)〉, R = 〈K − Z(K)〉 and B = 〈Z(K)〉.
By Lemma 2.4.(i) it follows that P = Q × A = R × B and by Lemma 2.4.(ii),
P = Q × B as well. The projection endomorphism π from P to B with kernel Q
makes α = 1Q × π an automorphism sending A to B and identity on Q. Since A
and B are abelian, any fully refined central decomposition is a direct decomposition
so (Z(H))α is exchangeable with Z(K) by automorphisms of B. As AutB extends
to AutP inducing the identity on Q, it follows that H and K are exchangeable. 
Theorem 2.9. If H and K are two fully refined central decompositions of P such
that HZ(P ) = KZ(P ), then H and K are exchangeable.
Proof. It suffices to prove that a single subgroup of H can be exchanged with one
in K. Let M = Z(P ) and fix H ∈ H − Z(H). As HM = KM there is a K ∈ K
such that HM = KM . Since H is not contained in Z(P ) neither is K. If J ∈ K
such that HM = JM then J ≤ 〈K,M〉, and so K−{J} generates P . As K is fully
refined this cannot occur. So K is uniquely determined by H .
By Lemma 2.4.(i) and the assumption that H and K are fully refined, it follows
that H ′ = Z(H) and K ′ = Z(K). As Z(HM) = M = Z(KM) it follows that
HZ(HM) = HM = KM = KZ(KM). So by Lemma 2.4.(ii) there is an automor-
phism α of HM = KM which is the identity on M and maps H to K. Extend α
to P by defining α as the identity on all J ∈ H − {H}. This extension exchanges
H and K. 
Corollary 2.10. Let P be a p-group of class 2 and exponent p.
(i) Autζ P is transitive on Remak-decompositions.
(ii) Given two fully refined central decomposition H and K of P , there is a ϕ ∈
Autζ P such that Hϕ = K if, and only if, HZ(P ) = KZ(P ).
Proof. (i). This is the Krull-Remak-Schmidt theorem.
(ii). Suppose that Hϕ = K for some ϕ ∈ Autζ P . Given H ∈ H set K := Hϕ.
Then HZ(P )/Z(P ) = (HZ(P )/Z(P ))ϕ = KZ(P )/Z(P ) so HZ(P ) = KZ(P ).
Thus HZ(P ) = KZ(P ).
For the reverse direction, let HZ(P ) = KZ(P ). Then by Theorem 2.9 there is a
ϕ ∈ Autζ P sending H to K. 
2.3. Bilinear and Hermitian maps, isometries, and pseudo-isometries. In
this section we introduce terminology and elementary properties for bilinear maps
which we will use frequently. Throughout, let V and W be vector spaces over a
field k.
A map b : V × V →W is k-bilinear if it satisfies
b(su+ u′, tv + v′) = stb(u, v) + tb(u′, v) + sb(u, v′) + b(u′, v′)
for all u, u′, v, v′ ∈ V and s, t ∈ k. Given X,Y ⊆ V define
b(X,Y ) := 〈b(u, v) : u ∈ X, v ∈ Y 〉.
For convenience we assume all our bilinear maps have W = b(V, V ). Whenever
X ≤ V we can restrict b to
(2.11) bX : X ×X → b(X,X).
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The radical of b is
rad b := {u ∈ V : b(u, V ) = 0 = b(V, u)}.
If rad b = 0 then b is non-degenerate. A k-bilinear map b : V × V → W is called
θ-Hermitian if θ ∈ GL(W ) and
(2.12) b(u, v) = b(v, u)θ, ∀u, v ∈ V.
As W = b(V, V ), θ is an involution (which in this paper will mean θ2 = 1 and allow
θ = 1). Furthermore, θ is uniquely determined by b (assuming W 6= 0) and so it is
sufficient to say b is Hermitian.
If θ = 1W we say that b is symmetric and if θ = −1W we call b skew-symmetric.
As we work in odd characteristic it follows that every skew-symmetric bilinear map
is equivalently alternating in the sense that b(v, v) = 0 for all v ∈ V .
Given two k-bilinear maps b : V × V → W and b′ : V ′ × V ′ → W ′ a morphism
from b to b′ is a pair (α, β) of linear maps α : V → V ′ and β :W →W ′ such that
(2.13) b′(uα, vα) = b(u, v)β, ∀u, v ∈ V.
When α is surjective it follows that W ′ = b′(V α, V α); so, β is uniquely determined
by α. In this case we often write αˆ for β. If α and αˆ are isomorphisms then we
say b and b′ are pseudo-isometric. The term isometric is reserved for the special
circumstance where W =W ′ and αˆ = 1W .
The pseudo-isometry group is
Isom∗(b) :={(α, αˆ) ∈ GL(V )×GL(W ) :
b(uα, vα) = b(u, v)αˆ, ∀u, v ∈ V },
(2.14)
and the isometry group is
(2.15) Isom(b) := {α ∈ GL(V ) : b(uα, vα) = b(u, v), ∀u, v ∈ V }.
(The decision to write the isometry group as a subgroup of GL(V ) rather than
GL(V )×GL(W ) is to match with the classical definition of the isometry group of
a bilinear form.) When b is a bilinear k-form (i.e.: W = k), the pseudo-isometry
group goes by various names, including the group of similitudes and the conformal
group of b. The following is obvious:
Proposition 2.16. (i) If (ϕ, ϕˆ) is a pseudo-isometry from b to b′ then Isom∗(b) ∼=
Isom∗(b′) via (α, αˆ) 7→ (αϕ, αˆϕˆ), and Isom(b) ∼= Isom(b′) via α 7→ αϕ.
(ii) If b : V × V → W is a bilinear map, then (α, αˆ) 7→ αˆ is a homomorphism
from Isom∗(b) into GL(W ) with kernel naturally identified with Isom(b).
In light of Proposition 2.16.(ii) we will view Isom(b) as a subgroup of Isom∗(b)
and Isom∗(b)/ Isom(b) as a subgroup of GL(W ).
2.4. ⊥-decompositions.
Definition 2.17. Let b : V × V →W be a k-bilinear map.
(i) A set X of subspaces of V is a ⊥-decomposition of b if: (a) b(X,Y ) = 0 for
all distinct X,Y ∈ X and (b) V = 〈Y〉 for Y ⊆ X if, and only if, Y = X .
(ii) A subspace X of V is a ⊥-factor if there is a ⊥-decomposition X containing
X. Furthermore, define
X⊥ := 〈X − {X}〉.
(iii) We say b is ⊥-indecomposable if is has only the trivial ⊥-decomposition {V }.
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(iv) A ⊥-decomposition X of b is fully refined if bX is ⊥-indecomposable for each
X ∈ X (cf. (2.11)).
When b is Hermitian it is also reflexive in the sense that b(u, v) = 0 if, and only
if, b(v, u) = 0, for u, v ∈ V . Also, X⊥ = {x ∈ V : b(X, x) = 0}.
Let X be a ⊥-decomposition of b and take X ∈ X . For each x ∈ X ∩ 〈X −
{X}〉 we know b(x, 〈X − {X}〉) = 0 and b(x,X) = 0; thus, b(x, V ) = 0. Hence,
X ∩ 〈X − {X}〉 ≤ rad b. Thus a fully refined ⊥-decomposition is also a direct
decomposition of V (and more generally any ⊥-decomposition, if the bilinear map
is non-degenerate.)
The pseudo-isometry group (2.14) acts on the set of all ⊥-decompositions, but
may not be transitive on the set of all fully refined decompositions. This fact can
already be seen for symmetric bilinear forms (see Theorem 5.11).
2.5. Symmetric bilinear forms. Various parts of our proofs and examples re-
quire some classical facts about symmetric bilinear forms over finite fields.
Let K be a finite field and ω ∈ K a non-square. By [4, p. 144], every n-
dimensional non-degenerate symmetric bilinear K-form is isometric to d : Kn ×
Kn → K defined by
(2.18) d(u, v) := uDvt, ∀u, v ∈ Kn;
where D is In or In−1⊕ [ω]. If n is odd then these two forms are pseudo-isometric,
but they are not pseudo-isometric if n is even. If A ∈ GL(n,K) then d(uA, vA) =
u(ADAt)vt. The discriminant of d is
(2.19) disc d ≡ detD ≡ detADAt (mod (K×)2),
for any A ∈ GL(n,K) [4, (3.7)]. The discriminant distinguishes the two isometry
classes of non-degenerate symmetric bilinear forms of a fixed dimension.
Lemma 2.20. Let d : K2 ×K2 → K be defined as in (2.18).
(i) If disc d = [1] then
([
α β
β −α
]
, ω
)
∈ Isom∗(d), where ω = α2 + β2 ∈ K.
(ii) If disc d = [ω] then
([
0 1
ω 0
]
, ω
)
∈ Isom∗(d).
Proof. This follows by direct computation. 
Proposition 2.21. Let d be as in (2.18). Then (by definition) Isom(d) is the
general orthogonal group GO(d). Also,
(i) if n is odd then Isom∗(d) = 〈(α, 1), (sIn, s2) | α ∈ GO(d), s ∈ K×〉; hence,
Isom∗(d)/ Isom(d) ∼= (K×)2;
(ii) if n is even then Isom∗(d) = 〈(α, 1), (sIn, s2), (ϕ, ω) | α ∈ GO(d), s ∈ K×〉
where ϕ := φ⊕ · · · ⊕ φ⊕ µ, (φ, ω) is as in Lemma 2.20.(i) and
(a) if disc d = [1] then (µ, ω) is as in Lemma 2.20.(i); and
(b) if disc d = [ω] then (µ, ω) is as in Lemma 2.20.(ii).
In particular, Isom∗(d)/ Isom(d) ∼= K×.
Therefore, | Isom∗(d)| = ε(q − 1)|GO(d)| where q = |K|, ε = 1/2 if n is odd, and
ε = 1 if n is even.
Proof. By Proposition 2.16.(ii) we start knowing Isom∗(d)/ Isom(d) ≤ K×. Fur-
thermore, Isom∗(d) = {(A, s) ∈ GL(V ) × k× : ADAt = sD}. Hence, for each
(A, s) ∈ Isom∗(d) we must have sn = (detA)2. (i). If n is odd then s must
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be a square. Hence, Isom∗(d)/ Isom(d) ∼= (K×)2. As (sIn, s2) ∈ Isom
∗(d) it fol-
lows that Isom∗(d) = 〈(α, 1), (sIn, s2) | α ∈ GO(d), s ∈ K×〉. (ii). If n is even,
then (ϕ, ω) ∈ Isom∗(d). Thus Isom∗(d)/ Isom(d) = 〈s2, ω : s ∈ K×〉 = K× and
Isom∗(d) = 〈(α, 1), (sIn, s2), (ϕ, ω) | α ∈ GO(d), s ∈ K×〉. 
3. Bilinear maps and p-groups
In this section we translate fully refined central decompositions to ⊥-decomposi-
tions, automorphisms to pseudo-isometries, and back (Proposition 3.5 and Theorem
3.8).
To prove these we describe a well-known method to convert p-groups of class
2 into bilinear maps explored as early as [6], compare [13], and [27, Section 5].
The method has ties to the Kaloujnine-Lazard-Mal’cev correspondence (see [14,
Theorems 10.13,10.20]).
Our notation is additive when inside elementary abelian sections.
3.1. The functor Bi. Let P be a p-group of class 2 and exponent p, V := P/P ′,
and W := P ′. Then V and W are elementary abelian p-groups, that is, Zp-vector
spaces. The commutator affords an alternating Zp-bilinear map Bi(P ) : V ×V →W
where b := Bi(P ) is defined by
(3.1) b(P ′x, P ′y) := [x, y], ∀x, y ∈ P.
The radical of b is Z(P )/P ′. If α : P → Q is a homomorphism of p-groups of class
2 and exponent p, then
(3.2) Bi(α) := (α|P/P ′ : P
′x 7→ Q′xα, α|P ′ : x 7→ xα)
is a morphism from Bi(P ) to Bi(Q) (cf. (2.13)).
Remark 3.3. We have refrained from using V := P/Z(P ) and W := Z(P ). A
homomorphism α : P → Q of p-groups need not map the center of P into the center
of Q. Hence, with W = Z(P ) we cannot induce a morphism Bi(α) of Bi(P ) →
Bi(Q). Moreover, using P ′ we have W = b(V, V ). The penalty is that b may be
degenerate. We avoid this difficulty by means of Lemma 2.4.(i).
Given another homomorphism β : Q → R then Bi(αβ) = Bi(α)Bi(β); so, Bi is a
functor. Finally, if α, β : P → Q are homomorphisms then Bi(α) = Bi(β) if, and
only if, α|P/P ′ = β|P/P ′ (which forces also α|P ′ = β|P ′).
Finally, subgroups Q ≤ P are mapped to bQP ′/P ′ (see (2.11)). If Q
′ = Z(Q) (as
in Lemma 2.4.(i)) then Q′ ≤ Q∩P ′ ≤ Q∩Z(P ) ≤ Z(Q) = Q′ so that Q∩P ′ = Q′.
Hence, QP ′/P ′ ∼= Q/Q′ and bQP ′/P ′ is naturally pseudo-isometric to Bi(Q).
Proposition 3.4. If H is a central decomposition of P , then Bi(H) := {HP ′/P ′ :
H ∈ H} is a ⊥-decomposition of b.
Proof. Let H and K be distinct members of H. As [H,K] = 1 it follows that
b(HP ′/P ′,KP ′/P ′) = 0. Furthermore,H generates P and so X := Bi(H) generates
V = P/P ′. Take a proper subset Y ⊂ X . Define J := {H ∈ H : HP ′/P ′ ∈
Y} ⊆ H. Note Y = Bi(J ). Since Y is a proper subset of X , it follows that J
generates a proper subgroup Q of P and thus Y generates QP ′/P ′. We must show
QP ′/P ′ 6= P/P ′, or rather, that QP ′ 6= P .
Suppose that QP ′ = P . For each K ∈ H − J , K is not contained in Q by the
assumptions on H. Now [P : P ′] = [Q : Q ∩ P ′] ≤ [QK : Q ∩ P ′] ≤ [P : P ′] so
QK = Q and K ≤ Q. This is impossible. Hence Q is proper. 
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3.2. The functor Grp. Suppose b : V ×V →W is an alternating Zp-bilinear map.
Equip the set V ×W with the product
(u,w) ∗ (v, x) :=
(
u+ v, w + x+
1
2
b(u, v)
)
, ∀(u,w), (v, x) ∈ V ×W.
The result is a group denoted Grp(b). If (α, αˆ) is a morphism from b to b′ : V ′×V ′ →
W ′ (see (2.13)), then Grp(α, αˆ) : Grp(b)→ Grp(b′) is (v, w) 7→ (vα,wαˆ).
By direct computation we verify that Grp(b) is a p-group of class 2 and exponent
p with center rad b ×W and commutator subgroup 0 ×W . Furthermore, Grp is a
functor. Compare with [27, Theorem 5.14] and [6, Theorem 2.1].
If ϕ ∈ Autγ P (cf. Definition 2.3) then ϕ induces the identity on V = P/P ′
and W = P ′. So write ϕ − 1 for the induced Zp-linear map V → W defined by
P ′x(ϕ− 1) = x−1(xϕ).
Proposition 3.5. Let P = Grp(b). All the following hold:
(i) Autγ P ∼= hom(V,W ) via the isomorphism ϕ 7→ ϕ− 1, for all ϕ ∈ Autγ P .
(ii) AutP ∼= Isom∗(b) ⋉ Autγ P , with (1 + ϕ)(α,αˆ) = 1 + α−1ϕαˆ for each ϕ ∈
hom(V,W ) and (α, αˆ) ∈ Isom∗(b).
(iii) CAutP (P
′) ∼= Isom(b)⋉Autγ P .
Proof. These follow directly from the definition of Grp(b). 
If U ≤ V then define Grp(bU ) as U × b(U,U) ≤ Grp(b). It is evident that
this determines a subgroup. Similarly, given a set of subspaces X of V define
Grp(X ) = {Grp(bU ) : U ∈ X}.
Proposition 3.6. If X is a ⊥-decomposition of b then Grp(X ) is a central decom-
position of Grp(b).
Proof. Let X and Y be distinct members of X . Set H := Grp(bX), K := Grp(bY )
and P = Grp(b). Since b(X,Y ) = 0 it follows that [H,K] = 1. Also, V is generated
by X , and V × 0 generates P , so that P is generated by H := Grp(X ).
Let J be a proper subset of H. Define Y = {X ∈ X : Grp(bX) ∈ J }. As J 6= H
it follows that X 6= Y and therefore U := 〈Y〉 6= V . Furthermore, 〈J 〉 = Grp(bU ) =
U × b(U,U) 6= V × b(V, V ) = P . So indeed, H is a central decomposition. 
3.3. Equivalence of central and orthogonal decompositions. Here we relate
fully refined central decompositions to fully refined ⊥-decompositions.
Proposition 3.7. Let b : V × V → W be an alternating Zp-bilinear map and P a
p-group of class 2 and exponent p.
(i) There is a natural pseudo-isometry (τ, τˆ ) from b to b′ := Bi(Grp(b)).
(ii) Every function ℓ : P/P ′ → P to a transversal of P/P ′ in P , with 0ℓ = 1
determines an isomorphism ϕℓ : P → P˜ where P˜ := Grp(Bi(P )).
Proof. (i). Let b : V ×V →W be an alternating bilinear map. Set P = Grp(b) and
b′ = Bi(Grp(b)). Recall P ′ = 0×W and define τ : V → P/P ′ by vτ = (v, 0)+0×W
and τˆ : W → 0 ×W by wτˆ = (0, w). This makes (τ, τˆ ) a pseudo-isometry from b
to b′. It is straightforward to verify that (τ, τˆ ) is indeed a natural transformation.
(ii). Now let P be an arbitrary p-group of class 2 and exponent p. Set V := P/P ′,
W := P ′, b := Bi(P ) and P˜ := Grp(Bi(P )). Given a lift ℓ : V → P with 0ℓ = 1,
define xϕℓ := (x¯, x− x¯ℓ) where x¯ := P ′x. The group P has the presentation
〈V ℓ,W | [uℓ, vℓ] = b(u, v), exponent p, class 2〉
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and P˜ has the presentation
〈V × 0, 0×W | [(u, 0), (v, 0)] = (0, b(u, v)), exponent p, class 2〉.
Evidently ϕℓ preserves the exponent relations. Furthermore,
[x, y]ϕℓ = [x¯ℓ, y¯ℓ]ϕℓ = b(x¯, y¯)ϕℓ = (0, b(x¯, y¯))
for each x, y ∈ P . Hence, ϕℓ preserves all the relations of the presentations and so
ϕℓ is a homomorphism, indeed, an isomorphism.

Theorem 3.8. Let P be a p-group of class 2 and exponent p such that P ′ = Z(P ),
and let H be a central decomposition of P .
(i) P is centrally indecomposable if, and only if, Bi(P ) is ⊥-indecomposable.
(ii) H is a fully refined if, and only if, Bi(H) is fully refined.
(iii) if K is a central decomposition of P , then
(a) there is an automorphism α ∈ AutP such that (HP ′)α = KP ′ if, and
only if, there is a (β, βˆ) ∈ Isom∗(Bi(P )) such that (Bi(H))β = Bi(K).
(b) there is an automorphism α ∈ CAutP (P ′) such that (HP ′)α = KP ′ if,
and only if, there is a β ∈ Isom(Bi(P )) such that (Bi(H))β = Bi(K).
Proof. (i). Let P be a centrally indecomposable group and take b := Bi(P ), V =
P/P ′, W = P ′. Suppose that X is a ⊥-decomposition of b. It follows that {X ×
b(X,X) : X ∈ X} is central decomposition of Grp(Bi(P )), Proposition 3.6. By
Proposition 3.7.(ii) we know P is isomorphic to Grp(Bi(P )) so that Grp(Bi(P ))
must be centrally indecomposable. Therefore, X× b(X,X) = Grp(Bi(P )) = V ×W
so that X = V , for each X ∈ X . Since no proper subset of X generates V it follows
that X = {V } and b is ⊥-indecomposable.
Next suppose that b is ⊥-indecomposable and that P = Grp(b). Suppose that
H is a fully refined central decomposition of P . Then {HP ′/P ′ : H ∈ H} is a
⊥-decomposition of Bi(Grp(b)), Proposition 3.4. Proposition 3.7.(i) states that b is
pseudo-isometric to Bi(Grp(b)) and so HP ′/P ′ = P/P ′, or rather HP ′ = P , for
each H ∈ H. Hence H ′ = P ′ for each H ∈ H. Since P ′ 6= 1 there is an H ∈ H
which is non-abelian. Furthermore, H is centrally indecomposable so that by Lem-
ma 2.4.(i), H ′ = Z(H). Therefore, HP ′ = H ⊕ A for some A ≤ Z(P ) such that
H ′A = P ′, Lemma 2.4.(i). But H ′ = P ′ forces A = 1. Thus H = P , and P is
centrally indecomposable.
(ii). This follows from Proposition 3.6, Proposition 3.4 and (i). Finally, (iii)
follows from Proposition 3.5. 
Example 3.9. If H is p-group of class 2 and exponent p with b = Bi(H) then
Bi(
n︷ ︸︸ ︷
H ◦ · · · ◦H) =
n︷ ︸︸ ︷
b ⊥ · · · ⊥ b,
(cf. (2.2)). Furthermore, the canonical central decomposition {H1, . . . , Hn} of
n︷ ︸︸ ︷
H ◦ · · · ◦H corresponds to the canonical ⊥-decomposition {V1, . . . , Vn} of
n︷ ︸︸ ︷
b ⊥ · · · ⊥ b.
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4. Adjoint and self-adjoint operators
This section proves a structure theorem for isometry groups (Theorem 4.19),
introduces a criterion for groups/bilinear maps to be indecomposable (Theorem
4.46), and proves a stronger version of the first part of Theorem 1.1 (Theorem
4.41).
Throughout this section let b : V ×V →W be a non-degenerate Hermitian bilin-
ear map over a field k (cf. (2.12)). We associate to b a ∗-algebra, and a Hermitian
Jordan algebra of self-adjoint elements. The isometry group of b is a subgroup of
the group of units of the ∗-algebra and ⊥-decompositions are represented by sets
of pairwise orthogonal idempotents of the Jordan algebra.
4.1. The adjoint ∗-algebra Adj(b).
Definition 4.1. (i) A map f ∈ EndV has an adjoint f∗ ∈ EndV for b if
b(uf, v) = b(u, vf∗), ∀u, v ∈ V.
Write Adj(b) for the set of all endomorphisms with an adjoint for b.
(ii) A ∗-algebra is an associative k-algebra A with a linear bijection ∗ : A → A
such that (ab)∗ = b∗a∗ and (a∗)∗ = a for all a, b ∈ A.
(iii) A homomorphism f : A → B of ∗-algebras is a ∗-homomorphism if a∗f =
(af)∗ for all a ∈ A.
(iv) The trace of A is T (x) = x+ x∗ for all x ∈ A.
(v) The norm of A is N(x) = xx∗ for all x ∈ A.
Proposition 4.2. Adj(b) is an associative unital ∗-algebra; in particular, adjoints
are unique.
Proof. Let f ∈ Adj(b) and f ′, f ′′ ∈ EndV where b(u, vf ′) = b(uf, v) = b(u, vf ′′)
for all u, v ∈ V . As b is non-degenerate, vf ′ = vf ′′ so that f ′ = f ′′. If f, g ∈ Adj(b)
then b(u(fg), v) = b(uf, vg∗) = b(u, v(g∗f∗)) for u, v ∈ V ; so, fg ∈ Adj(b) with
(fg)∗ = g∗f∗. Since b(u, v) = b(v, u)θ for u, v ∈ V , it follows that b(uf∗, v) =
b(v, uf∗)θ = b(vf, u)θ = b(u, vf) for every f ∈ Adj(b). Hence, f∗ ∈ Adj(b) and
(f∗)∗ = f . 
Proposition 4.3. Let b : V × V → W and b′ : V ′ × V ′ → W ′ be non-degenerate
Hermitian maps.
(i) A pseudo-isometry (α, β) from b to b′ (cf. (2.13)) induces a ∗-isomorphism
f 7→ f (α,β) := α−1fα
of Adj(b) to Adj(b′). In particular, Isom∗(b) acts on Adj(b).
(ii) Let ϕ ∈ GL(V ) and s ∈ k×. Then (ϕ, s1W ) ∈ Isom
∗(b) if, and only if,
ϕ ∈ Adj(b) and ϕϕ∗ = s1V . Hence,
Isom(b) = {ϕ ∈ Adj(b) : ϕϕ∗ = 1V }.
Proof. (i) We have
b′(uf (α,β), v) = b′(uα−1fα, vα−1α) = b(uα−1f, vα−1)β
= b(uα−1, vα−1f∗)β = b′(u, v(f∗)(α,β)),
for each u, v ∈ V ′ and f ∈ Adj(b). Hence f (α,β) ∈ Adj(b′) with (f (α,β))∗ = (f∗)(α,β).
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(ii) Take (ϕ, s1W ) ∈ Isom
∗(b), s ∈ k×. Then
b(uϕ, v) = b(uϕ, vϕ−1ϕ) = sb(u, vϕ−1) = b(u, svϕ−1), ∀u, v ∈ V.
Hence ϕ ∈ Adj(b) with ϕ∗ = sϕ−1. Conversely, if ϕ ∈ Adj(b) with ϕϕ∗ = s1V then
b(uϕ, vϕ) = b(u, vϕϕ∗) = sb(u, v), ∀u, v ∈ V.
Thus (ϕ, s1W ) ∈ Isom
∗(b). 
4.2. Simple ∗-algebras and Hermitian C-forms d : V ×V → C. In this section
we summarize in a uniform manner the known results of finite simple ∗-algebras
(Theorem 4.4) and the corresponding finite classical groups (Proposition 4.15).
Theorem 4.4. A finite simple ∗-algebra of odd characteristic is ∗-isomorphic to
one of the following for some n ∈ N and some field K:
Orthogonal case: Mn(K) with the X 7→ DXtD−1 as the involution, for
X ∈Mn(K), where D is either In or In−1⊕ [ω] and ω ∈ K is a non-square
(compare (2.18)).
Unitary case: Mn(F ) with involution X 7→ X¯t, where F/K is a quadratic
field extension with involutory field automorphism x 7→ x¯, x ∈ F , applied
to the entries of X ∈Mn(F ).
Exchange case: Mn(K⊕K) with involution X 7→ X¯t, where (x, y) := (y, x)
for (x, y) ∈ K ⊕K, defines an involution on K ⊕K which is applied to the
entries of X ∈Mn(K ⊕K),
Symplectic case: Mn(M2(K)) with involution X 7→ X¯t, where
(4.5)
[
a b
c d
]
:=
[
d −b
−c a
]
=
[
0 1
−1 0
] [
a b
c d
] [
0 1
−1 0
]−1
defines an involution on M2(K) which is applied to each entry of X ∈
Mn(M2(K)).
Proof. See [11, p.178] restricting consideration to finite fields. (Compare with Theo-
rem 4.8, Proposition 4.13, (2.18), and Corollary 4.14.) 
The above description of these algebras will allow us to give uniform proofs later;
however, there are simpler and more standard descriptions, for example:
Remark 4.6. The exchange type ∗-algebras can also be described as Mn(K) ⊕
Mn(K) with (X,Y )
∗ = (Y t, Xt) for (X,Y ) ∈Mn(K)⊕Mn(K).
The symplectic type ∗-algebras are ∗-isomorphic toM2n(K) with involution X∗ =
JXtJ−1, for each X ∈M2n(K), where J := In ⊗
[
0 1
−1 0
]
[11, p. 178].
Definition 4.7. [12, Definition 6.2.2] A ∗-algebra C is an associative composition
algebra over a field K (where by convention x∗ is denoted x¯ and bar replaces ∗ in
the definitions) if
(i) K = {x ∈ C : x = x¯} and
(ii) xax = 0 for all a ∈ C implies x = 0.
Theorem 4.8. [12, Theorem 6.2.3] Over a finite field K of odd characteristic each
associative composition algebra C is bar-isomorphic to one of the following:
(i) K with trivial involution,
(ii) a quadratic field extension F/K with the involutorial field automorphism,
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(iii) K ⊕K with the exchange involution (x, y) = (y, x) for (x, y) ∈ K ⊕K, or
(iv) M2(K) with the involution (4.5).
In particular these algebras are simple bar-algebras and with the exception of ex-
change also simple algebras. Norms (cf. Definition 4.1.(v)) behave as follows:
N(C) = K if C > K; otherwise, N(K) = K2.
Definition 4.9. Let C be an associative composition algebra and V be a free left
C-module. We call a K-bilinear map d : V × V → C a Hermitian C-form if, for
u, v ∈ V and s ∈ C, it follows that:
(i) d(u, v) = d(v, u), and
(ii) d(su, v) = sd(u, v) and d(u, sv) = d(u, v)s¯.
The rank of d is the rank of V as a free left C-module.
Note that a Hermitian C-form is also a Hermitian K-bilinear map and the usual
definitions of (pseudo-)isometries apply. It is most important to note that d(x, x) =
d(x, x); hence, d(x, x) ∈ K, for all x ∈ V .
Let C be an associative composition algebra over K and D ∈ Mn(C) where
D = D¯t. Then dD(u, v) := uDv¯
t, for u, v ∈ Cn, determines a Hermitian C-form
dD : C
n × Cn → C. Here adjoints f, f∗ ∈ Adj(dD) can be represented as matrices
F, F ∗ ∈Mn(C) such that:
uFDv¯t = dD(uf, v) = dD(u, vf
∗) = uD(F¯ ∗)tv¯t, ∀u, v ∈ Cn.
Hence, FD = D(F¯ ∗)t. As D is invertible, Adj(dD) ∗-isomorphic to Mn(C) with
involution defined by
(4.10) F ∗ := DF¯ tD−1, ∀F ∈Mn(C).
Likewise, if d : V × V → C is a Hermitian C-form and X is an ordered basis of
V as a free left C-module, then setting Dxy := d(x, y), for all x, y ∈ X , determines
a matrix D in Mn(C), n = |X |, such that D = D¯t and the Hermitian C-form
given by D is isometric to d. Furthermore, d is non-degenerate if, and only if, D is
invertible. So we have:
Corollary 4.11. Every simple ∗-algebra is ∗-isomorphic to Adj(d) for a non-de-
generate Hermitian C-form d : V × V → C.
In the cases where C has orthogonal or unitary type we have the usual symmetric
and Hermitian forms, respectively. Suppose instead the C = M2(K) and that
d : V × V → C is the non-degenerate Hermitian C-from d(u, v) := uv¯t, where
V = Cn. There is a natural submodule U of V defined by:
U :=
n︷ ︸︸ ︷{[
∗ ∗
0 0
]}
⊕ · · · ⊕
{[
∗ ∗
0 0
]}
≤ V.
Furthermore, d(U,U) ∼= K; hence, the restriction dU : U × U → K is a bilinear
form. It is easily checked that dU is alternating and non-degenerate. The case when
C has exchange type is not usually handled as a form but for a uniform treatment
we find it convenient. In particular we may state:
Definition 4.12. Given a non-degenerate Hermitian C-form d : V × V → C, an
element x ∈ V is non-singular if d(x, x) 6= 0 and dimCx = dimC.
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Proposition 4.13. Every non-degenerate Hermitian C-form d : V × V → C has
an orthogonal C-basis X (i.e.: X is a C-basis for V and d(x, y) = 0 if x 6= y,
x, y ∈ X ). Furthermore, every fully refined ⊥-decomposition of d determines an
orthogonal basis and so every ⊥-indecomposable has rank 1.
Proof. First we show that there is always a non-singular vector x ∈ V .
Suppose otherwise: d(x, x) = 0 for any x ∈ V such that dimCx = dimC.
Immediately, d(v, v) = 0 for all v ∈ V and thus −d(v, u) = d(u, v) = d(v, u) for
u, v ∈ V .
For each u ∈ V , Cd(u, V ) + d(V, u)C is a bar-ideal of C. As C is a simple bar-
algebra (Theorem 4.8), Cd(u, V ) + d(V, u)C = 0 or C. If Cd(u, V ) + d(V, u)C = 0
then Cd(u, V ) = 0 and d(V, u)C = 0; hence, u ∈ radd = 0. Thus, C = Cd(u, V ) +
d(V, u)C for all u ∈ V − {0}. We split into two cases.
If C = Cd(u, V ) then 1 = d(su, v) for some s ∈ C and v ∈ V . Then 1 =
1¯ = d(su, v) = −d(su, v) = −1, so charK = 2, which we exclude. Similarly,
d(V, u)C 6= C.
Now suppose C 6= Cd(u, V ), d(V, u)C. Then Cd(u, V ) is a proper ideal of C.
Form Theorem 4.8 this requires C = K⊕K with the exchange involution. Without
loss of generality, take Cd(u, V ) = K ⊕ 0. Hence (1, 0) = sd(u, v) for some s ∈ C
and v ∈ V . Thus, (1, 1) = d(su, v) + d(su, v) = d(su, v) − d(su, v) = 0, which is a
lie. Therefore, there exists a non-singular vector x ∈ V .
As 0 6= d(x, x) = d(x, x) it follows that d(x, x) ∈ K×. Then d
(
v − d(v,x)d(x,x)x, x
)
=
d(v, x) − d(v,x)d(x,x)d(x, x) = 0, for v ∈ V . That is, v −
d(v,x)
d(x,x)x ∈ x
⊥; hence, v =
d(v,x)
d(x,x)x+
(
v − d(v,x)d(x,x)x
)
shows that V = Cx+x⊥. Since Cx∩x⊥ = 0 it follows that
V = Cx⊕ x⊥. Restrict d to x⊥ and induct to exhibit an orthogonal basis X for d
on x⊥. Thus X ∪ {x} is an orthogonal basis of d on V . 
Notice in the case of symplectic type, if {x1, . . . , xn} is an orthogonal C-basis for
d, then V = Cx1 ⊥ · · · ⊥ Cxn. Translating to the associated alternating bilinear
form d′, the orthogonal basis becomes a hyperbolic basis: U = H1 ⊥ · · · ⊥ Hn
where each Hi is a hyperbolic line (cf. [4, Definition 3.5]). In the case of exchange
type, a natural orthogonal basis is given by {(x, x) : x ∈ X} where X is a K-basis
of U and V = U ⊕ U , U = Kn.
Corollary 4.14. If C does not have orthogonal type then d has an orthonormal
C-basis (i.e.: a basis X where d(x, y) = δxy, for all x, y ∈ X ). In particular, d is
pseudo-isometric to the C-dot product d : Cn × Cn → C where d(u, v) := uv¯t, for
all u, v ∈ V .
Proof. From Theorem 4.8, N(C) = K whenever C > K. Therefore if v ∈ V such
that d(v, v) 6= 0 then d(v, v) = N(s) = ss¯ for some s ∈ C×. Let u = s−1v so
that d(u, u) = s−1d(v, v)s¯−1 = s−1N(s)s¯−1 = 1. By Proposition 4.13, we have an
orthogonal basis X for d. Replace each x ∈ X with s−1x x so that d(s
−1
x x, s
−1
x x) = 1
and {s−1x : x ∈ X} is still an orthogonal C-basis. 
Proposition 4.15. Let d : V × V → C be a non-degenerate Hermitian C-form.
Then Adj(d) = EndV ∼=Mn(C) as an algebra, and the following hold:
Orthogonal case: C = K and Isom(d) = GO(d);
Unitary case: C = F and Isom(d) = GU(d);
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Exchange case: C = K ⊕K, Isom(d) ∼= GL(U), V = U ⊕ U ; and
Symplectic case: C =M2(K) and Isom(d) ∼= Sp(U), V = U ⊕ U .
Proof. The first two cases are by definition alone. If C = K ⊕K then AdjC(d)
∼=
EndU ⊕ EndU with (f ⊕ g)∗ = g ⊕ f . Hence, the isometry group is:
Isom(d) = {f ⊕ g ∈ GL(U)⊕GL(U) : (f ⊕ g)(f ⊕ g)∗ = 1⊕ 1}
= {f ⊕ f−1 : f ∈ GL(U)} ∼= GL(U).
Finally, if C = M2(K) then Adj(d) ∼= Adj(d′) where d′ is the non-degenerate
alternating K-bilinear form on U , Remark 4.6. Therefore Isom(d) ∼= Isom(d′) as
both are the set of elements defined by ϕϕ∗ = 1 (Proposition 4.3.(ii)). The latter
group is by definition Sp(U). 
4.3. Radical and semi-simple structure of ∗-algebras.
Definition 4.16. (i) A ∗-ideal is an ideal I of a ∗-algebra A such that I∗ = I.
(ii) spec0A is the set of all maximal ∗-ideals of A.
(iii) A ∗-simple algebra is a ∗-algebra with exactly two ∗-ideals.
(iv) A ∗-semi-simple algebra is a direct product of simple ∗-algebras.
(v) A ∗-ideal is nil if it consists of nilpotent elements.
Theorem 4.17 (∗-algebra structure theorem). Let A be a ∗-algebra with Jacobson
radical radA. Then
(i) radA is a nil ∗-ideal,
(ii) A/ radA is ∗-semi-simple, and
(iii) if A is ∗-simple then A ∼= Adj(d) for a non-degenerate Hermitian C-form d.
Proof. (i) Since ∗ is an anti-automorphism of A, every left quasi-regular element is
mapped to a right quasi-regular element. Thus (radA)∗ ⊆ radA. Since A is finite
dimensional, the Jacobson radical is nilpotent.
(ii) We induce ∗ on A/ radA, so that A/ radA is a ∗-algebra which is product of
uniquely determined minimal ideals. If I is a minimal ideal of A/ radA then either
I∗ = I or I ∩ I∗ = 0 so that 〈I, I∗〉 = I ⊕ I∗ is a minimal ∗-closed ideal. Thus
A/ radA is a product of simple ∗-algebras.
For (iii) see Section 4.2. 
4.4. Isometry groups are unipotent-by-classical. We describe the structure
of the isometry group of a Hermitian bilinear map. To do this we invoke the
following generalization of the Wedderburn Principal Theorem for finite dimensional
∗-algebras over fields not of characteristic 2 (cf. [15]).
Theorem 4.18. [24, Theorem 1] Given a finite dimensional ∗-algebra A over a
separable field k, there is a subalagebra B of A such that B∗ = B, A = B ⊕ radA
as a k-vector space, and B ∼= A/ radA.
Recall that the p-core of a finite group G, denoted Op(G), is the largest normal
p-subgroup of G.
Theorem 4.19. If Adj(b)/ radAdj(b) ∼= Adj(d1) ⊕ · · · ⊕ Adj(ds) where di is a
non-degenerate Hermitian Ci-form, for some associative composition algebra Ci,
for each 1 ≤ i ≤ s, then
Isom(b) ∼= (Isom(d1)× · · · × Isom(ds))⋉Op(Isom(b)),
where p is the characteristic of Adj(b).
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Proof. Let A := Adj(b). By Theorem 4.18 we have A = B ⊕ radA where the
projection map π : A→ B is a surjective ∗-homomorphism with kernel radA. Now
set G = {ϕ ∈ B : ϕϕ∗ = 1} and N = {ϕ ∈ A : ϕϕ∗ = 1, ϕ − 1 ∈ radA}. If
ϕ = 1 + z, τ = 1 + z′ ∈ N , z, z′ ∈ radA, then ϕτ − 1 = z + z′ + zz′ ∈ radA so
that ϕτ ∈ N . Hence, G and N are subgroups of Isom(b) and G ∩N = 1. As π is a
∗-homomorphism, (ϕπ)(ϕπ)∗ = (ϕϕ∗)π = 1 for all ϕ ∈ Isom(b) ⊂ A (Proposition
4.3.(ii)). Hence, Isom(b)π = G. Finally, the kernel of π restricted to Isom(b) is N .
Thus Isom(b) = G ⋉ N . Since B ∼= A/ radA ∼= Adj(d1) ⊕ · · · ⊕ Adj(ds) it follows
that G ∼= Isom(d1) × · · · × Isom(ds) (Proposition 4.3.(ii)). By Proposition 4.15,
Op(G) = 1. Thus, Op(Isom(b)) = N . 
4.5. The Jordan algebra Sym(b) of self-adjoint operators. At last we intro-
duce the Jordan algebras associated to our bilinear maps (and thus to our p-groups
as well).
Definition 4.20. For a k-bilinear map b : V × V →W , define
Sym(b) := {f ∈ EndV : b(uf, v) = b(u, vf), ∀u, v ∈ V }
(The notation Sym(b) has no relationship to symmetric groups.) This is an
instance of a broader class of objects (see Theorem 4.23):
Definition 4.21. Given a ∗-algebra A, the special Hermitian Jordan algebra of A
is the set
H(A, ∗) = {a ∈ A : a = a∗}
equipped with the special Jordan product x • y = 12 (xy + yx) [11, pp. 12-13].
Special Hermitian Jordan algebras are part of the family of unital Jordan alge-
bras, which are algebras J with a binary product • such that:
(i) x • y = y • x,
(ii) x•2 • (y • x) = (x•2 • y) • x where x•2 = x • x, and
(iii) x • 1 = 1 • x = x
for all x, y ∈ J [11, Definition I.2]. Unless stated otherwise, our use of Jordan
algebras is restricted to finite special Hermitian Jordan algebras. As we deal only
with odd characteristic, the definitions we provide for ideals, powers, and related
properties are in terms of the classical x • y product rather than the quadratic
Jordan definitions. This said, we still have many uses for the quadratic Jordan
product which in a special Hermitian Jordan algebra J := H(A, ∗) is simply:
(4.22) yUx := xyx ∈ J, x, y ∈ J.
Evidently the Jordan product • need not be associative. However, we always have
xi •xj = 12 (x
i+j+xj+i) = xi+j , i, j ∈ N (cf. [11, p. 5]). As J = H(A, ∗) and 1∗ = 1,
the identity of J is the identity of A. Furthermore, if x ∈ J is invertible in A then
(x−1)∗ = (x∗)−1 = x−1 proving that x−1 ∈ J . Hence we omit the • notation in the
exponents of our Jordan algebra products.
From our discussion thus far we have:
Theorem 4.23. For every non-degenerate Hermitian bilinear map b, Sym(b) is
the special Hermitian Jordan algebra H(Adj(b)). Furthermore, Isom∗(b) acts on
Sym(b) as in Proposition 4.3.
Proof. This follows directly from the definitions. 
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Definition 4.24. [12, 4.1-4.2] Let J be a Jordan algebra.
(i) A subspace I of J is an ideal if I • J ⊆ I. Then, in the usual way, J/I
becomes a Jordan algebra.
(ii) A nil ideal is an ideal that consists of nilpotent elements.
(iii) A subspace I is an inner ideal if JUI = {aUb : a ∈ J, b ∈ I} ⊆ I.
(iv) The radical, denoted radJ , is the intersection of all maximal inner ideals [12,
4.4.10].
(v) J is simple if it has exactly two ideals, and semi-simple if it is a direct product
of simple Jordan algebras.
In Jordan algebras, the inner ideals often play the roˆle that left/right ideals play
for associative algebras. Every ideal of a Jordan algebra is also an inner ideal. As
J = H(A, ∗) (cf. Definition 4.21) each ideal I of A determines an ideal I ∩ J of J .
Likewise, if I is a left or right ideal of A then I ∩ J is an inner ideal. For further
details see [12, 4.1-4.2].
We can account for all the special simple Hermitian Jordan algebras (also called
special Jordan matrix algebras) in much the same way as we have describe the
simple ∗-algebras.
Definition 4.25. [11, III.2] Let C be a finite associative composition algebra over
a field K and D = Diag[ω1, . . . , ωn] a matrix in Mn(C) with entries in K
×. Then
the special Jordan matrix algebra with respect to D is
H(D) = {X ∈Mn(C) : X = DX¯
tD−1}
whose product is X •Y = 12 (XY +Y X) and where XUY = Y XY for X,Y ∈ H(D).
Following Section 4.2 we know d(u, v) := uDv¯t, u, v ∈ Cn, determines a non-
degenerate Hermitian C-form and
(4.26) H(D) = H(Adj(d)) = Sym(d).
By [11, p.178-179], H(D) is a special simple Hermitian Jordan algebra (though
typically the case of C = K ⊕K is not specified in this manner).
Theorem 4.27 (Hermitian Jordan algebra structure theorem). Let A be a finite
∗-algebra with Jacobson radical radA, and let J = H(A, ∗).
(i) radJ = J ∩ radA and is a nil ideal of J ,
(ii) J/ radJ is a semi-simple Jordan algebra,
(iii) every special simple Hermitian Jordan algebra is isomorphic to Sym(d) for
some non-degenerate Hermitian C-form d.
(iv) for every I ∈ spec0A, J ∩ I is a maximal ideal of J .
Proof. (iii). This follows from [11, pp.178-179, Second Structure Theorem].
(ii). This follows from (iii) and Theorem 4.17.(ii), J/(J∩radA) = H(A/ radA, ∗)
is semi-simple.
(i). By [11, p.161, First Structure Theorem] (interpreted in radical vocabulary
in [12, 4.2.7,4.2.15]), rad(J/ radJ) = 0 and also radJ = 0 if, and only if, J is
semi-simple. Thus, by (iii), it follows that J ∩ radA = radJ . By Theorem 4.17.(i),
radA is a nil ideal, and so radJ = J ∩ radA is also a nil ideal.
(iv). This is immediate from (iii) and Theorem 4.17.(iii). 
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4.6. Decompositions, idempotents, and frames: E(X ). We show how idem-
potents of Sym(b) parameterize ⊥-decompositions of a Hermitian k-bilinear map
b : V × V →W . We start with the elementary
Lemma 4.28. If f ∈ Sym(b) then b(im f, ker f) = 0.
Proof. Let u ∈ V and v ∈ ker f . Then b(uf, v) = b(u, vf) = 0. 
By standard linear algebra, an idempotent e in EndV decomposes V as im e ⊕
ker e. In light of Lemma 4.28, if e ∈ Sym(b) then b(im e, ker e) = 0, so we arrive at
a ⊥-decomposition {ker f, im f}.
Definition 4.29. [11, pp.117-118] Let J be a Jordan algebra.
(i) An idempotent is an element e in J such that e2 = e. It is proper if it is
neither 0 nor 1.
(ii) The Peirce-1-space of an idempotent e is the subspace JUe. The Peirce-0-
space is JU1−e. These are Jordan algebras (in fact inner ideals) with identity
e and 1− e, respectively (cf. Proposition 4.30).
Proposition 4.30. Let e ∈ EndV with e2 = e, E := V e and F := V (1− e).
(i) e ∈ Sym(b) if, and only if, b(E,F ) = 0.
(ii) If e ∈ Sym(b) then Sym(b)Ue is isomorphic as a Jordan algebra to Sym(bE)
via the restriction of f ∈ Sym(b)Ue to (fUe)|E : E → E.
Proof. (i) Lemma 4.28 proves the forward direction. For the converse, as b(E,F ) =
0 it follows that b(ue, v(1− e)) = 0 = b(u(1− e), ve) for all u, v ∈ V . Hence
b(ue, v) = b(ue, ve + v(1 − e)) = b(ue, ve) = b(ue + u(1 − e), ve) = b(u, ve),
for all u, v ∈ V ; thus, e ∈ Sym(b).
For (ii), note that Sym(b)Ue ⊆ eAdj(b)e and so Sym(b)Ue is faithfully repre-
sented in EndE by restriction. Furthermore, b(uexe, v) = b(u, vexe) for all u, v ∈ E
and x ∈ Sym(b). Thus the restriction of Sym(b)Ue is Sym(bE). 
From Proposition 4.30.(i) we see that F = E⊥ (cf. Definition 2.17.(ii)).
Definition 4.31. [11, pp.117-118] Let J be a Jordan algebra.
(i) Two idempotents e, f in J are orthogonal if e • f = fUe = eUf = 0 [12, 5.1].
(ii) An idempotent is primitive if it is not the sum of two proper orthogonal idem-
potents.
(iii) A set of idempotents is supplementary if the idempotents are pairwise orthog-
onal and sum to 1.
(iv) A frame E of J is a set of primitive pairwise orthogonal idempotents which
sum to 1.
Idempotents in special Jordan algebras are idempotents in the associative algebra
as well. If e, f ∈ Sym(b) then e and f are orthogonal idempotents in Sym(b) if,
and only if, they are orthogonal in Adj(b). To see this, if 0 = e • f = 12 (ef + fe)
and efe = fUe = 0 then ef = ef + efe = e(ef + fe) = 0 and also fe = 0. If
ef = 0 = fe then e • f = 12 (ef + fe) = 0 (cf. [12, p. 5.4]). However, if e is a
primitive idempotent in Sym(b) it need not follow that e is primitive in Adj(b) since
there may be orthogonal idempotents in Adj(b) which sum to e but do not lie in
Sym(b).
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The following definition is based on standard uses of idempotents in linear alge-
bra.
Definition 4.32. Let V be a vector space over k.
(i) Let E(Y) be the set of supplementary idempotents parameterizing a given ⊕-
decomposition Y of V .
(ii) Let X (F) be the ⊕-decomposition arising from a set of supplementary idem-
potents F of EndV .
Theorem 4.33. Let X be a ⊕-decomposition of V and let E = E(X ).
(i) E(X ) ⊆ Sym(b) if, and only if, X is a ⊥-decomposition of b.
(ii) X is a fully refined ⊥-decomposition if, and only if, E is a frame.
(iii) Let X be a ⊥-decomposition. If (α, αˆ) ∈ Isom∗(b), then Xα = X (E(α,αˆ))
and E(α,αˆ) = E(Xα). In particular, Isom∗(b) acts on the set of all frames of
Sym(b).
Proof. Part (i) follows from Proposition 4.30. Part (ii) follows from observing that
an idempotent e ∈ Sym(b) is primitive if, and only if, bV e is ⊥-indecomposable.
For part (iii), if e ∈ E and x ∈ V eα, then x(e(α,αˆ)) = ((xα−1)e)α = xα−1α = x.
Therefore V (e(α,αˆ)) = V eα. 
4.7. Linking central decompositions, ⊥-decompositions, frames, and or-
thogonal bases: HI , XI , EI , and Xd(I). We use the following notation repeatedly
as a means to track the changes from p-groups, to bilinear maps, to ∗-algebras, to
Hermitian forms, and then back. As usual, we assume that P has class 2, exponent
p, and P ′ = Z(P ).
Let H be a fully refined central decomposition of P , X a fully refined ⊥-
decomposition of b := Bi(P ), E a frame of J := Sym(b), A := Adj(b), and
I ∈ spec0A (that is, I is a maximal ∗-ideal of A). Define:
EI = {e ∈ E : e /∈ I},(4.34)
XI = {X ∈ X : e ∈ E(X )I , X = V e},(4.35)
HI = {H ∈ H : HP
′/P ′ ∈ Bi(H)I}.(4.36)
Since A/I ∼= Adj(d(I)) for some non-degenerate Hermitian C-form d := d(I) :
U×U → C, (Theorem 4.17.(iii))), it follows that J/(I∩J) ∼= Sym(d). Hence, I∩J
is a maximal ideal of J (Theorem 4.27.(iv)). Therefore, EI parameterizes a frame
(4.37) EJ/(I∩J) := {(I ∩ J) + e : e ∈ EI}
of J/(I ∩ J). Furthermore, this gives rise to a fully refined ⊥-decomposition
(4.38) Xd(I) := {Ueτ : e ∈ EI}
of d(I) where τ : A/I → Adj(d(I)) is a ∗-isomorphism. Certainly, Xd(I) depends
on the choice of τ but we consider τ fixed. This influences the definition of address
in Section 5.1.
Proposition 4.39. Let H be a fully refined central decomposition of P , X := Bi(H),
and E := E(X ). The sets HI , XI , EI , EJ/(I∩J), and Xd(I) are in bijection.
Proof. This follows from Theorem 3.8.(ii), Theorem 4.33.(ii), Theorem 4.27.(iii),
and Proposition 4.13. 
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Proposition 4.40. For every fully refined central decomposition H of P with P ′ =
Z(P ), the set {HI : I ∈ spec0Adj(Bi(P ))} partitions H. Furthermore, |HI | depends
only on P and I ∈ spec0Adj(Bi(P )).
Proof. By Proposition 4.39 we know HI is in bijection with EI for each maximal
∗-ideal of Adj(Bi(P )). As E is partitioned by EI , as I ranges over the maximal
∗-ideals of Adj(Bi(P )), it follows that {HI : I ∈ spec0Adj(Bi(P ))} partition H. 
4.8. All fully refined central decompositions have the same size. We now
prove the first part of Theorem 1.1.(i) – that fully refined central decompositions
of a p-group P of exponent p and class 2 have the same size.
Theorem 4.41. Let P be a finite p-group of class 2 and exponent p and H a fully
refined central decomposition. Let Q := 〈K〉, K := H−Z(H). Then H is partitioned
into
(4.42) Z(H) ⊔ {KI : I ∈ spec0Adj(Bi(Q))}.
Furthermore, |Z(H)| and |K| are uniquely determined by P , and |H| is uniquely
determined by P .
Proof. By Lemma 2.4 we know P = Q ⊕ A with A ≤ Z(P ) and Q′ = P ′ = Z(Q).
Furthermore, |Z(H)| = logp |A| = logp[Z(P ) : P
′]. Therefore, Lemma 2.6 and
Proposition 4.40 complete the proof. 
4.9. The five classical indecomposable families. By Theorem 4.33, a bilin-
ear map b has no proper ⊥-decompositions if, and only if, 0 and 1 are the only
idempotents of Sym(b). But more can be said if Adj(b) is considered as well:
Lemma 4.43 (Fitting’s Lemma for bilinear maps). If b is ⊥-indecomposable then,
for every x ∈ Adj(b), T (x) = x+ x∗ is either invertible or nilpotent. In particular,
every x ∈ Sym(b) is either invertible or nilpotent.
Proof. Set y = x+x∗ and note yr ∈ Sym(b) for all r ∈ N. By Fitting’s lemma there
is some r > 0 such that V = im yr ⊕ ker yr. By Lemma 4.28, b(im yr, ker yr) = 0.
So we have a ⊥-decomposition of b. Since b is ⊥-indecomposable, yr = 0 so that y
is nilpotent, or ker yr = 0 and im yr = V so that y is invertible. 
Theorem 4.44. [18, Theorem 2] If (A, ∗) is a ∗-algebra over a finite field of odd
characteristic such that T (x) is either invertible or nilpotent for each x ∈ A, then
A/ radA is an associative composition algebra.
Corollary 4.45. For a k-bilinear map b the following are equivalent:
(i) b is ⊥-indecomposable,
(ii) Sym(b) has only trivial idempotents,
(iii) J/ radJ is isomorphic to a field extension of k.
(iv) A = Adj(b) has A/ radA is isomorphic to an associative composition algebra.
Theorem 4.46. A p-group P of class 2 and exponent p is centrally indecomposable
if, and only if, one of the following holds with G := CAutP (Z(P ))/Op(CAutP (Z(P ))):
Abelian: |P | = p,
Orthogonal: G ∼= O(1, pe) ∼= Z2 with p 6= 3, or p = 3 and
CAutP◦P (P
′)/Op(CAutP◦P (P
′)) ∼= GO±(2, 3e);
Unitary: G ∼= U(1, pe) ∼= Zpe+1,
Exchange: |P | 6= p and G ∼= GL(1, pe) ∼= Zpe−1, or
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Symplectic: G ∼= Sp(2, pe) ∼= SL(2, pe);
for some e > 0.
Proof. This follows from Corollary 4.45, Theorem 4.19 and Theorem 3.8. 
In Section 7 we demonstrate that with the possible exception of the unitary type,
each of these types can occur.
5. Isometry orbits of ⊥-decompositions
In this section we describe the orbits of CAutP (P
′) in its action on the set of
fully refined central decompositions. To do this, we define a computable CAutP (P
′)-
invariant for each fully refined central decomposition called its address. Then we
prove that any two fully refined central decompositions with the same address lie
in the same orbit.
5.1. Addresses: H@ and X@.
Definition 5.1. Let d : V × V → C be a non-degenerate Hermitian C-form.
(i) Given a non-singular x ∈ V (cf. Definition 4.12), the address of X := Cx is
X@ := d(x, x)N(C×),
as an element of K×/N(C×).
(ii) X@ := {X@ : X ∈ X} (as a multiset indexed by X ) for every fully refined
⊥-decomposition X of d.
From Theorem 4.8 we know N(C) = K if C > K and therefore the addresses of
non-singular points of a non-symmetric non-degenerate Hermitian C-form are all
equal to K×. However, for non-degenerate symmetric bilinear forms, the address
is a coset of (K×)2.
Let d : V × V → K be a non-degenerate symmetric bilinear form. Fix ω ∈
K× − (K×)2. Every address of a non-singular point of V is either [1] := (K×)2 or
[ω] := ω(K×)2. If X is an orthogonal basis of d, then for some 0 ≤ s ≤ n,
(5.2) X@ = {
n−s︷ ︸︸ ︷
[1], . . . , [1],
s︷ ︸︸ ︷
[ω], . . . , [ω]}, n = dimV.
We write (n− s : s) for the address X@.
The discriminant of a Hermitian C-form d is
(5.3) disc d =
∏
X∈X
X@
as an element of K×/N(C×) (cf. (2.19)). In particular, if d is symmetric then
disc d = [ωs] (cf. (5.2)). Otherwise we can regard the discriminant as trivial.
Let P be a p-group P of class 2, exponent p, and P ′ = Z(P ). Let H be a fully
refined central decomposition of P , X := Bi(H), and E := E(X ). Using the notation
of Section 4.7 and Proposition 4.39, for each maximal ∗-ideal I of Adj(Bi(P )), assign
the address of HI , XI , EI , and EJ/(I∩J) as the address of Xd(I). Finally,
E@ := {(I, EI@) : I ∈ spec0Adj(Bi(P ))},(5.4)
X@ := {(I,XI@) : I ∈ spec0Adj(Bi(P ))},(5.5)
H@ := {(I,HI@) : I ∈ spec0Adj(Bi(P ))}.(5.6)
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Remark 5.7. Recall that Xd(I) depends on the choice of non-degenerate Hermitian
C-form d := d(I) : U×U → C. Any other choice is pseudo-isometric to d. Suppose
that d′ : U ′ × U ′ → C is pseudo-isometric to d via (α, β). Let u ∈ U such that
d(u, u) ∈ K× (cf. Proposition 4.13). Then
(5.8) d(u, u)β = d(uα, uα) = d(uα, uα) = β¯d(u, u).
Hence, β = β¯; thus, β ∈ K×.
The affect is that Xd′@β = Xd@. Therefore the specific cosets in K×/N(C×)
are not significant, rather the total number of members with the same address. For
finite fields the notation (n−s : s) is sufficient to record the address unambiguously.
Proposition 5.9. (i) If X is a fully refined ⊥-decomposition of b and ϕ ∈ Isom(b)
then X@ = Xϕ@ for all X ∈ X .
(ii) If H is a fully refined central decomposition of P and ϕ ∈ CAutP (P ′) then
H@ = Hϕ@ for all H ∈ H.
Proof. (i). Let I ∈ spec0Adj(b) and Adj(b)/I
∼= Adj(d), d := d(I) : U × U → C.
By Proposition 4.3.(ii), Isom(b) maps into Isom(d). Let X ∈ XI and Cx, x ∈ U ,
the corresponding member of Xd(I). The address of X is by definition the address
of Cx. As d(x, x) = d(xϕ, xϕ) it follows that Cxϕ@ = Cx@ and Xϕ@ = X@. (ii).
This follows from (i) and Theorem 3.8. 
5.2. Orbits of fully refined ⊥-decompositions of non-degenerate Hermit-
ian C-forms. The theorems of this section are undoubtedly known, though with
different terminology.
Lemma 5.10. Let d : V × V → C be a non-degenerate Hermitian C-form and
X a fully refined ⊥-decompositions of d. Then, for each ϕ ∈ Isom(d) there is a
τ ∈ Isom(d) which is a product of involutions and such that Xϕ = Xτ , for X ∈ X .
Proof. If the rank of V is 1 then let τ = 1. So assume the rank is greater than 1.
By Proposition 4.15, we have the four classical groups to consider. The orthogonal
groups are generated by reflections so take τ := ϕ. In the exchange, unitary, and
symplectic cases, the rank of V excludes the case GF (q)×, GU(1, q) and Sp(2, q).
Therefore the relevant symplectic groups are generated by their involutions and
again τ := ϕ. In the exchange and unitary cases the involutions generate a nor-
mal subgroup N ≥ Isom(d) ∩ SL(V ). Therefore ϕ ≡ µ (mod N) where µ is a
diagonalizable. Without loss of generality, Xµ = X , so take τ := µ−1ϕ ∈ N . 
Theorem 5.11. Let d : V ×V → C be a non-degenerate Hermitian C-form and X
and Y fully refined ⊥-decompositions of d. Then there is an isometry ϕ of d such
that Xϕ = Y if, and only if, X@ = Y@. Indeed, if φ : X → Y is a bijection where
Xφ@ = X@ for each X ∈ X , then ϕ can be taken as a product of involutions where
Xϕ = Xφ, for each X ∈ X .
Proof. Suppose Xϕ = Y for some ϕ ∈ Isom(d). Given X ∈ X , d(xϕ, xϕ) = d(x, x)
for each x ∈ X ; hence, X@ equals Xϕ@. Thus, the addresses of X and Y agree.
For the converse, suppose we have a bijection φ as described above. Fix genera-
tors x and yx for X = Cx ∈ X and Xφ = Cyx ∈ Y, respectively. By assumption,
there is an sx ∈ C× such that d(x, x) = N(sx)d(yx, yx).
Define ϕ : V → V by xϕ = sxyx for each X = Cx ∈ X . It follows that
d(xϕ, xϕ) = N(sx)d(yx, yx) = d(x, x) for all X = Cx ∈ X ; thus, ϕ ∈ Isom(d).
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Furthermore, Xϕ = Y and Xϕ = Xφ. To convert ϕ into a product of involutions,
invoke Lemma 5.10. 
We also require the following version of transitivity as well.
Theorem 5.12. Let d : V × V → C be a non-degenerate Hermitian C-form.
If X,Y ∈ V are non-singular points (Definition 4.12), then Xϕ = Y for some
ϕ ∈ Isom(d) if, and only if, X@ = Y@.
Proof. If Xϕ = Y then X@ = Y@.
For the reverse direction suppose that X@ = Y@. Since X@disc dX⊥ = disc d =
Y@disc dY ⊥ , it follows that disc dX⊥ = disc dY ⊥ . By (2.18) for the symmet-
ric case and Proposition 4.13 for all other cases, there are orthogonal bases X ′
of dX⊥ and Y
′ of dY ⊥ such that X
′@ = {[1], . . . , [1], [disc dX⊥ ]} and X
′@ =
{[1], . . . , [1], [disc dY ⊥ ]}. Set X = {X} ⊔ X
′ and Y := {Y } ⊔ Y ′. Then X and
Y are fully refined ⊥-decompositions of d. Furthermore,
X@ = {X@, [1], . . . , [1], [disc dX⊥ ]} = {Y@, [1], . . . , [1], [disc dY ⊥ ]} = Y@.
Therefore, by Theorem 5.11, there is a ϕ ∈ Isom(d) such that X τ = Y and Xϕ =
Y . 
5.3. Orbits of frames in Jordan algebras. In this section we determine the
orbits of Isom(b) acting on fully refined ⊥-decompositions of b, for an arbitrary
Hermitian bilinear map b : V × V → W . To do this we use frames, radicals, and
the semi-simple structure of the Jordan algebra Sym(b). We caution that we make
frequent use of Sections 4.5 and 4.6, at times without specific reference.
Suppose X is a fully refined ⊥-decomposition of b. By Theorem 4.33, E := E(X )
is a frame of Sym(b). We also know that Isom(b) acts on Sym(b) by conjuga-
tion (Theorem 4.23) and that Eϕ = E(Xϕ) for each ϕ ∈ Isom(b) (Theorem 4.33).
Therefore, it suffices to work with the orbits of frames of Sym(b) under the action of
Isom(b). To make use of the Jordan algebra we also translate the action of Isom(b)
into Jordan automorphisms of Sym(b) in the following way.
By Proposition 4.3.(ii), every isometry ϕ has the defining property ϕϕ∗ = 1.
Hence, ϕ ∈ Sym(b) ∩ Isom(b) if, and only if, ϕ2 = 1.
Definition 5.13. Define Inv(J) = 〈Ux : x ∈ J, x
2 = 1〉 ≤ GL(J) for a special
Jordan algebra J .
We consider only those Jordan algebras J which are subalgebras or quotient
algebras of a special Hermitian Jordan algebra such as Sym(b). Note that if x ∈ J
with x2 = 1 then yUx = x
−1yx = yx for all y ∈ J . Therefore each element of
Inv(J) acts both as a product of U -operators and as conjugation. So Inv(J) is a
group of automorphisms of J built from elements of J .
Remark 5.14. The group Inv(Sym(b)) is not contained in Isom(b) and we are
careful to distinguish the action on J := Sym(b) by the two groups as follows: if
ϕ ∈ Isom(b) then write yϕ (cf. Proposition 4.3.(i)), and if ϕ ∈ Inv(J) then use the
usual function notation yϕ, for y ∈ J . However, Inv(Sym(b)) embeds in Isom(b)
by extending Ux 7→ x, x ∈ Sym(b), x2 = 1.
By Definition 4.29, if e ∈ J is an idempotent then JUe = eJe is a subalgebra
with identity e.
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Proposition 5.15. Let e be an idempotent in J . Then Inv(JUe) embeds in Inv(J)
acting as the identity on JU1−e.
Proof. It suffices to extend the generators of Inv(JUe) to J . Let v ∈ JUe with
v2 = e. Set u := (1 − e) + v ∈ J . As v = vUe = eve it follows that u2 =
(1−e)2+(1−e)eve+eve(1−e)+v2 = 1, so Uu ∈ Inv(J). Furthermore, if x ∈ JUe,
then xUu = xUeUu = ((1 − e) + v)exe((1 − e) + v) = xUv. Finally, if x ∈ JU1−e,
then xUu = xU1−eUu = ((1 − e) + v)(1 − e)x(1 − e)((1− e) + v) = x. 
Lemma 5.16. [11, III.7,Lemma 4] Let N be a nil ideal in J . If N + u ∈ J/N with
u2 − 1 ∈ N , then there is a v ∈ J such that N + u = N + v and v2 = 1.
Proposition 5.17. (i) If ϕ ∈ Inv(J) then (rad J)ϕ = radJ and ϕ|J/ rad J ∈
Inv(J/ radJ).
(ii) Suppose N E J and N is nil (in particular for N ⊆ radJ). Then for each
ϕˆ ∈ Inv(J/N) there is a ϕ ∈ Inv(J) such that ϕ|J/N = ϕˆ.
Proof. (i) Inv(J) is a subgroup of the automorphism group of J and so maximal
inner ideals are mapped to maximal inner ideals and the radical is preserved. Since
involutions of J are sent to involutions of J/ radJ , it follows that Inv(J)|J/ rad J ≤
Inv(J/ radJ).
(ii) By definition Inv(J/N) is generated by the Uvˆ for which vˆ is an involution of
J/N . For each vˆ, by Lemma 5.16 there is an involution v ∈ J such that vˆ = v+N .
Thus Uvˆ = Uv+N = (Uv)|J/N , Uv ∈ Inv(J). 
Lemma 5.18. Let e, e′ ∈ J be orthogonal idempotents. If z ∈ J such that z2 = 0
and e+z is an idempotent, then there is a v ∈ J such that (i) v2 = 1, (ii) eUv = e+z
and (iii) e′Uv = e
′ − 2e′ • z + e′Uz.
Proof. Let v = 1− 2e− z.
(i). Since e + z = (e + z)2 = e + ez + ze it follows that z = ez + ze. Hence,
v2 = 1− 4e+ 4e2 − 2z + 2ez + 2ze+ z2 = 1. For (ii) note that 0 = z2 = ez2 + zez
so that zez = 0. Thus,
(1− 2e− z)e(1− 2e− z) = ((1 − 2e− z)e)(e(1− 2e− z))
= (e + ze)(e+ ez) = e+ ez + ze = e + z.
So eUv = e + z. Finally for (iii):
e′Uv = (1− 2e− z)e
′(1− 2e− z) = (e′ − ze′)(e′ − e′z) = e′ − 2e′ • z + e′Uz.

Lemma 5.19. Let N be an ideal in J such that N2 = 0. If E and F are both
sets of supplementary idempotents of J such that E ≡ F (mod N), then there is
ϕ ∈ Inv(J) such that Eϕ = F .
Proof. Take e ∈ E − F and f = e + z ∈ F , z ∈ N so that z2 = 0. By Lemma
5.18.(i,ii), there is an involution v ∈ J such that eUv = e+z = f . Hence, E ′ := EUv
is a supplementary set of idempotents of J . By Lemma 5.18(iii), E ′ ≡ E (mod N)
so that E ′ ≡ F (mod N). Also, f ∈ E ′ ∩ F .
We now induct on the size of E . In the base case E = {e} and F = {f}, so EUv =
E ′ = F . Otherwise, as E ′ is a set of supplementary idempotents, for all e′ ∈ E ′−{f},
e′U1−f = e
′ so E ′ −{f} = E ′U1−f −{0} and similarly F −{f} = FU1−f −{0}. So
E ′−{f} and F −{f} are both sets of supplementary idempotents in JU1−f , where
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E ′ − {f} ≡ F − {f} (mod NU1−f). By induction there is a τ ′ ∈ Inv(JU1−f ) such
that (E ′ − {f})τ ′ = F − {f}. By Proposition 5.15 there is a τ ∈ Inv(J) extending
τ ′ to J so that τ is the identity on JUf . So E ′τ = F . Thus Uvτ ∈ Inv(J) with
EUvτ = F . 
Proposition 5.20. Two sets of supplementary idempotents of J are equivalent
under the action of Inv(J) if, and only if, their images in J/ radJ are equivalent
under the action of Inv(J/ radJ).
Proof. The forward direction follows from Proposition 5.17.(i). For the converse, let
E and F be sets of supplementary idempotents of J such that Eϕ˜ ≡ F (mod radJ)
for some ϕ˜ ∈ Inv(J/ radJ). By Proposition 5.17.(ii) we can replace ϕ˜ with some
ϕ ∈ Inv(J).
We will induct on the dimension of radJ . In the base case radJ = 0 and the
result is clear. Now suppose N := radJ > 0. By [11, Lemma V.2.2] there is an
ideal M of J such that N2 ⊆ M ⊂ N . Then Eϕ ≡ F (mod N/M) in J/M and
(N/M)2 = 0, so by Lemma 5.19 there is a µ˜ ∈ Inv(J/M) such that Eϕµ˜ ≡ F
(mod M). By Proposition 5.17.(ii), µˆ lifts to some µ ∈ Inv(J) such that Eϕµ ≡ F
(mod M). As M is a nil ideal properly contained in N , using M in the roˆle of N
and inducting we find a τ ∈ Inv(J) such that Eϕµτ = F . 
Theorem 5.21. Inv(J) is transitive on the set of frames of Sym(b) which have
any given address.
Proof. By Proposition 5.20 we may assume radJ = 0. By Theorem 4.27.(ii, iii),
J is the direct product of a uniquely determined set M of simple Jordan matrix
algebras. If e is a primitive idempotent of J then eJe is a minimal inner ideal of
J (cf. [11, Theorem 1.III]), and so e lies in a minimal ideal of J , thus in a unique
simple direct factor of J . Hence, if E is a frame of J then M ∩ E is a frame of M ,
for each M ∈M. Furthermore, Inv(J) restricts to Inv(M) for each M ∈ M. Thus
Corollary 5.11 and Remark 5.14 show that Inv(J) is transitive on frames with the
same address. 
Corollary 5.22. (i) Isom(b) acts transitively on the set of fully refined ⊥-de-
compositions with a given address.
(ii) If P is a p-group of class 2, exponent p, and P ′ = Z(P ), then CAutP (P
′)
acts transitively on the set of fully refined central decompositions with a given
address.
Proof. (i). This follows from Theorem 5.21 and Remark 5.14. (ii). This follows
form part (i) and Theorem 3.8. 
Corollary 5.23. Let b : V ×V → W be a non-degenerate Hermitian bilinear map.
Suppose that X and Y are two ⊥-factors of b.
(i) Then there is a ϕ ∈ Isom(b) such that Xϕ = Y if, and only if, X@ = Y@
(which includes X ∈ XI , Y ∈ YI for the same maximal ∗-ideal I of Adj(b)).
(ii) bX is isometric to bY if, and only if, X@ = Y@.
(iii) Let P be a p-group of class 2, exponent p, and P ′ = Z(P ) with centrally
indecomposable subgroups H and K. Then there is a ϕ ∈ CAutP (P ′) such
that Hϕ = K if, and only if, H@ = K@.
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Proof. The forward direction of (i) and (ii) are clear. For the reverse, use Theo-
rem 5.12, Lemma 5.10, Remark 5.14, and Proposition 5.17.(ii) to arrange for
E({X,X⊥}) ≡ E({Y, Y ⊥}). Then Proposition 5.20 completes the proof. (iii).
This follows from (ii) and Theorem 3.8. 
6. Semi-refinements and proof of Theorem 1.1.(i)
By Theorem 5.22.(i), any two fully refined ⊥-decompositions with the same
address have the same multiset of isometry types. This section is concerned with
strengthening this result by involving pseudo-isometries in order to prove Theorem
1.1.(i).
6.1. The orthogonal bases of symmetric bilinear forms. Let d : V ×V → K
be a non-degenerate symmetric bilinear form and recall the notation (n− s : s) for
addresses, given in Section 5.1.
Lemma 6.1. If X and Y are fully refined ⊥-decompositions of d with X@ = (n−s :
s) and Y@ = (n− r : r), then 2|s− r.
Proof. Recall that the discriminant is independent of the basis of V . Hence, we
have [ωs] = disc d = [ωr] so that ωs−r ≡ 1 (mod (K×)2) and 2|s− r. 
Theorem 6.2. Let X be a fully refined ⊥-decomposition with address (n − r : r).
There is an involution ρ ∈ Isom(d) where Xρ = X and such that, if S := {X ∈ X :
Xρ = X} then
(i) if |X | = 2m+ 1 then S = {X} with X@ = disc d,
(ii) if |X | = 2m and disc d = [ω] then S = {X,X ′} with X@ = [1], X ′@ = [ω],
(iii) if |X | = 2m and disc d = [1] then S = ∅,
(iv) and for each 0 ≤ s ≤ n, where 2|r−s, there is a fully refined ⊥-decomposition
Y where
(a) Y@ = (n− s : s),
(b) 〈X,Xρ〉 = 〈Y ∩ 〈X,Xρ〉〉 for each X ∈ X .
Proof. We proceed by induction on the size of X .
If X = {X} then let ρ = 1 and Y = X . Hence S = X and disc d = X@, as
required by (i). Also (iv) is satisfied trivially.
If X = {X,X ′}, X 6= X ′ then disc d = X@X ′@.
If X@ 6= X ′@ then take ρ = 1 and Y = S = X and up to relabeling, (ii) is
satisfied. Once again, (iv) is satisfied trivially as s = r = 1.
Suppose that X@ = X ′@. By Theorem 5.11 there is a ρ ∈ Isom(d) where
Xρ = X ′ and X ′ρ = X , and indeed we may take ρ2 = 1. Notice S = ∅ and
disc d = [1], as required by (iii). For (iv), either s = r and we let Y = X or
s = 2−r. By Lemma 2.20 there is (ϕ, ω) ∈ Isom∗(d); hence, Y := Xϕ satisfies (iv).
If n = |X | > 2 then there are distinct X,X ′ ∈ X with X@ = X ′@. By induction
on Z := X − {X,X ′} we have an isometry τ of d〈Z〉 which permutes Z. We also
induct on {X,X ′} to locate an involution µ ∈ Isom(d〈X,X′〉) such that Xµ = X
′.
Set ρ = τ ⊕ µ ∈ Isom(d). Hence, ρ2 = 1 and permutes X . Moreover, {X ∈ X :
Xρ = X} = S = {Z ∈ Z : Zτ = Z} and disc d = X@X ′@disc d〈Z〉 = disc d〈Z〉.
Therefore, each case of S is satisfied for X with ρ as it is satisfied for Z with τ .
Therefore ρ satisfies (i), (ii), and (iii).
For (iv), let 2|r − s. First assume s ≥ 2. From the induction on Z there is
a fully refined ⊥-decomposition W of 〈Z〉 of address (n − 2 : s − 2) such that
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〈Z,Zτ〉 = 〈Y ∩ 〈Z,Zρ〉〉 for each Z ∈ Z. If X@ = [ω] then set Y =W ⊔{X,X ′} to
complete (iv). If X@ = [1] then use (ϕ, ω) ∈ Isom∗(d〈X,X′〉) from Lemma 2.20 and
set Y :=W ⊔ {Xϕ,X ′ϕ}. Finally, if s < 2 then take W to have address (n− 2 : s)
and define Y :=W⊔{Xϕ,X ′ϕ} if X@ = [ω], and Y :=W⊔{X,X ′} otherwise. 
Corollary 6.3. The set of addresses of orthogonal bases of d is{
(n− (c+ 2k) : c+ 2k) : 0 ≤ k ≤
n− c
2
}
where disc d = [ωc], c = 0, 1. In particular, there are 1 + ⌊n−c2 ⌋ addresses.
Proof. From Theorem 6.2.(iv), there is a fully refined ⊥-decomposition of d for each
address in the set. By Lemma 6.1, these are the possible addresses of d. 
Corollary 6.4. Let d : V × V → K be a non-degenerate symmetric bilinear form
with n = dimV and let X and Y be orthogonal bases with addresses (n− s : s) and
(n− r : r), respectively.
(i) If n is odd then Xϕ = Y for some (ϕ, ϕˆ) ∈ Isom∗(d) if, and only if, s = r.
(ii) If n is even then Xϕ = Y for some (ϕ, ϕˆ) ∈ Isom∗(d) if, and only if, s = r or
s = n− r.
Proof. Let Xϕ = Y. Then as ϕˆ ∈ K×, ϕˆ ≡ 1 or ω (mod (K×)2). If x ∈ X , then
Xϕ@ ≡ d(xϕ, xϕ) ≡ d(x, x)ϕˆ ≡ X@ϕˆ (mod (K×)2), X = 〈x〉.
Thus Y@ = X@ϕˆ. If ϕˆ ≡ 1 (mod (K×)2) then s = r. If ϕˆ ≡ ω then s = n− r, and
(disc d)[ωn] =
∏
X∈X
X@ϕˆ =
∏
Y ∈Y
Y@ = disc d.
So, 2|n. This completes (i).
For the converse, by Theorem 5.11 it remains only to consider s = n− r, which
means X@ = Y@[ω], and from above also n = 2m. By Proposition 2.21.(ii)
there is a (ϕ, ω) ∈ Isom∗(d). Therefore Xϕ@ = Y@. By Theorem 5.11 there is
a τ ∈ Isom(d) such that Xϕτ = Y. This completes (ii). 
6.2. Semi-refinements.
Definition 6.5. A bilinear map b : V×V →W is ⊥-semi-indecomposable if it is ei-
ther ⊥-indecomposable or b has orthogonal type with a fully refined ⊥-decomposition
{X,Y } such that X@ = Y@.
A ⊥-decomposition is semi-refined if it consists of ⊥-semi-indecomposables and
it has no coarser ⊥-decomposition consisting of ⊥-semi-indecomposables.
Remark 6.6. Suppose that b is a ⊥-semi-indecomposable bilinear map which is
not ⊥-indecomposable. Hence, we have a fully refined ⊥-decomposition {X,Y } of
b with X@ = Y@. By Corollary 5.23.(ii), this is equivalent to having an isometry
ϕ ∈ Isom(b) in which Xϕ = Y . Thus bX is isometric to bY . Hence, if c := bX then
b is isometric to c ⊥ c.
Theorem 6.7. Let b be a non-degenerate Hermitian bilinear map.
(i) Given a semi-refined ⊥-decomposition Z and any fully refined ⊥-decomposition
X , there is a fully refined ⊥-decomposition Y with X@ = Y@ and
Z = Y [ρ] := {〈Y, Y ρ〉 : Y ∈ Y},
where ρ ∈ Isom(b) is an involution. In particular, |Z| ≥ |X |/2.
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(ii) Isom(b) acts transitively on the set of semi-refined ⊥-decompositions.
(iii) Every fully refined ⊥-decomposition of a bilinear map b determines a semi-
refined ⊥-decomposition (as in (i)). In particular, semi-refined ⊥-decomposi-
tions exist.
Proof. (i). The idempotents associated to a semi-indecomposable bZ , Z ∈ Z,
project to the same simple factor of Adj(b). By Proposition 4.40, {ZI : I⊳Adj(b) a
maximal ∗-ideal } partitions Z. Hence, it suffices to consider ZI for a fixed maximal
∗-ideal I of Adj(b).
For each Z ∈ ZI , either bZ is ⊥-indecomposable or it has a ⊥-decomposition
of size 2 whose members have equal addresses. As ZI is semi-refined, the set
S = {Z ∈ Z : bZ is ⊥-indecomposable} has size 1 if |ZI | is odd, or size 2 with
S = {Y, Y ′} and Y@ 6= Y ′@, or S = ∅. It follows that ZI is determines a fully
refined ⊥-decomposition
YI := (⊔Z∈ZI{YZ , Y
′
Z}) ⊔ S
in which YZ@ = Y
′
Z@ and Z = 〈YZ , Y
′
Z〉, for each Z ∈ Z − S. By Theorem 6.2 and
Lemma 5.16, there is an involution ρ ∈ Isom(b) for which Y [ρ] = Z and furthermore,
such that XI@ = YI@.
(ii). Let W be another semi-refined ⊥-decomposition of b. As in (i) we know
W = U [τ ] where U is fully refined and has address equal to that of Y. So we may
define a bijection φ : Y → U such that Y@ = Y φ@ and Y ρφ = Y φτ , for each
Y ∈ Y. By Corollary 5.22, φ induces a ϕ ∈ Isom(b) such that Y ϕ = Y φ so that
Yϕ = U and Y [ρ]ϕ = U [τ ].
(iii). Let X be a fully refined ⊥-decompositions. From (i), any semi-refined
⊥-decomposition can be fully refined to have the same address of X . By (ii) is
this unique up to an isometry. Therefore it remains only to prove that there is a
semi-refined ⊥-decomposition. This follows from Theorem 6.2. 
Definition 6.8. A p-group P of class 2 and exponent p is centrally semi-indecom-
posable if it is either centrally indecomposable or P = H ◦H where H is centrally
indecomposable of orthogonal type (cf. (2.2)).
A central decomposition is semi-refined if it consists of centrally semi-indecom-
posable subgroups and it has no coarser central decomposition consisting of centrally
semi-indecomposable subgroups.
Remark 6.9. If P is centrally semi-indecomposable and not centrally decompos-
able then P = H ◦H where H is centrally indecomposable. Thus Bi(P ) = Bi(H) ⊥
Bi(H). As in Remark 6.6, this is equivalent to having a fully refined central decom-
position {H,K} of P where H@ = K@.
Corollary 6.10. Every fully refined central decomposition H of a p-group P of
class 2, exponent p, and P ′ = Z(P ), generates a semi-refined central decomposition
H[ρ] := {〈H,Hρ〉 : H ∈ H},
for some ρ ∈ CAutP (P ′) in which Hρ = H and ρ2 = 1. Furthermore, CAutP (P ′)
acts transitively on the set of semi-refined central decompositions.
Proof. Let H be fully refined central decomposition of P .
As P ′ = Z(P ), b := Bi(P ) is non-degenerate. Let X := Bi(H) (cf. Section 3.1).
By Theorem 3.8.(i) we know X is a fully refined ⊥-decomposition of b. By Theorem
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6.7 there is an isometry ρ which permutes X such that X [ρ] is semi-refined. Let
τ be the automorphism on H induced by ρ (cf. Proposition 3.5). Thus, Hτ 6= H
only if H is centrally indecomposable of orthogonal type (see Definition 6.8 and
Theorem 4.46) and H@ = Hτ@ (cf. Corollary 5.23.(iii)). Hence, 〈H,Hτ〉 ∼= H ◦H
for each H 6= Hτ , H ∈ H. This makes H[τ ] semi-refined.
Given any other fully refined central decomposition K of P it follows that K can
be semi-refined by an automorphism µ which permutes K. Thus, H[τ ] and K[µ]
have full refinements with a common address. Therefore Corollary 5.22, Theorem
3.8.(ii.b), and Corollary 2.10 prove the transitivity of CAutP (P
′). 
Proof of Theorem 1.1.(i). First assume that P ′ = Z(P ). By Theorem 4.41 we
know all fully refined central decomposition have the same size. By Corollary
6.10, we know that all semi-refinements of a fully refined central decomposition are
equivalent under AutP . Furthermore, this also shows that a semi-refined central
decomposition has the form H[ρ] = {〈H,Hρ〉 : H ∈ H} where ρ ∈ AutP . Therefore
the multiset {|〈H,Hρ〉| : H ∈ H} is uniquely determined by P . Indeed, |H | =
|〈H,Hρ〉|/[H : Z(H)] is uniquely determined by H and P .
Choose a subset K of H in which H ∈ K if, and only if, Hρ /∈ K, for each H ∈ H
with H 6= Hρ. Then H is partitioned into
(6.11) {H ∈ H : Hρ = H} ⊔ K ⊔ Kρ.
Hence, the multiset {|H | : H ∈ H} equals
(6.12) {|H | : H ∈ H : Hρ = H} ⊔ {|K| : K ∈ K} ⊔ {|K| : K ∈ K}.
Thus, the multiset of orders of members of H is uniquely determined by P .
The similar argument works for the multiset of orders of the centers of the
members of H.
Finally, for the case when P ′ < Z(P ) we invoke Lemma 2.6 and Lemma 2.4.(ii).

7. Unbounded numbers of orbits of central decompositions
The proof of Theorem 1.1.(i) has depended on a study of CAutP (P
′). Whenever
CAutP (P
′) is transitive on the set of fully refined central decompositions (Theorem
3.8 and Corollary 5.22) this approach is sufficient. However, CAutP (P
′) may have
multiple orbits. This occurs only if there are centrally indecomposable p-groups of
orthogonal type (cf. Theorem 4.46).
In this section we have two principal aims: first to show one way that symmetric
bilinear forms arise in the context of p-groups. Secondly, we develop examples of
centrally indecomposable p-groups of the other types specified in Theorem 4.46,
with the exception of the unitary type.
Most the constructions and theorems in this section are subsumed by more gen-
eral results in [30], but the proofs provided here are self-contained and require fewer
preliminaries.
7.1. Centrally indecomposable p-groups of orthogonal type. In [30] we
prove that there are exponentially many p-groups of order pn which have class
2, exponent p, and are centrally indecomposable of orthogonal type. Indeed, we
also show that a p-group of class 2 and exponent p with “randomly selected pre-
sentation” is “almost always” a centrally indecomposable group of orthogonal type.
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Here we describe just one family of centrally indecomposable p-groups of orthogonal
type.
Lemma 7.1. Let V be a k-vector space of dimension n > 2. Define b : V × V →
V ∧ V by b(u, v) := u ∧ v, for all u, v ∈ V . Then b is alternating and Adj(b) ∼= k
with trivial involution, that is, b is ⊥-indecomposable of orthogonal type.
Proof. Take g ∈ Adj(b). We show that g is a scalar matrix and thus Adj(b) ∼= k.
Hence b is ⊥-indecomposable of type 1 with respect to k.
Let V = 〈e1, . . . , en〉 so that {ei ∧ ej : 1 ≤ i < j ≤ n} is a basis of V ∧ V . Fix
1 ≤ i, j ≤ n, i 6= j. We have
(7.2) eig ∧ ej = b(eig, ej) = b(ei, ejg
∗) = ei ∧ ejg
∗, 1 ≤ i < j ≤ n.
If we take eig =
∑n
s=1 gises and ejg
∗ =
∑n
t=1 g
∗
jtet, then
0 = eig ∧ ej − ei ∧ ejg
∗ =
n∑
s=1
gis(es ∧ ej)−
n∑
t=1
g∗jt(ei ∧ et)
=
n∑
s=1,s6=i
gis(es ∧ ej) + (gii − g
∗
jj)ei ∧ ej −
n∑
t=1,t6=j
g∗jt(ei ∧ et).
So we have gis = 0 for all s 6= i and g∗jt = 0 for all t 6= j, 1 ≤ s, t ≤ n and
furthermore gii = g
∗
jj . As this is done for arbitrary 1 ≤ i, j ≤ n, i 6= j, we have
g11 = g
∗
22 = gii for all 2 < i ≤ n. Finally, g22 = g
∗
11 = g33 = g11 so in fact g = g11In
and similarly g∗ = g11In. As g was arbitrary, Adj(b) = k. 
If dimV = 2 then V ∧ V ∼= k and the k-bilinear map b is simply the non-
degenerate alternating k-bilinear form of dimension 2. This is indecomposable of
symplectic type (Lemma 7.13) and the corresponding group is the extra-special
group of order p3 and exponent p.
Corollary 7.3. Let V be an Fq-vector space of dimension n > 2 and let b : V ×V →
V ∧ V be defined by b(u, v) = u ∧ v for all u, v ∈ V . Then Grp(b) is centrally
indecomposable of orthogonal type (see Section 3.2).
Proof. This follows from Theorem 3.8. 
When q = p, Grp(b) ∼= 〈a1, . . . , an | class 2, exponent p〉. Note that the smallest
example of an orthogonal type group is 〈a1, a2, a3 | class 2, exponent p〉 – the free
class 2 exponent p-group of rank 3 and order p6.
7.2. Direct sums and tensor products. Direct sums and tensor products are
two natural means to construct bilinear maps from others. To use these we must
demonstrate that the adjoint algebras of such products are determined by the ad-
joints of the components. A full account is given in [30] but here we give only the
cases required and supply direct computational proofs.
Definition 7.4. Let b : V × V → W and b′ : V ′ × V ′ → W ′ be k-bilinear maps.
Let b⊕ b′ : V ⊕ V ′ × V ⊕ V ′ →W ⊕W ′ be the bilinear map defined by
(b⊕ b′)(u⊕ u′, v ⊕ v′) = b(u, v)⊕ b′(u′, v′)
for all u, v ∈ V and u′, v′ ∈ V ′.
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Proposition 7.5. Let b and b′ be two non-degenerate bilinear maps. Then Adj(b⊕
b′) = Adj(b)⊕Adj(b′), where the ∗-operator on the right hand side is componentwise.
Hence also Sym(b⊕ b′) = Sym(b)⊕ Sym(b′).
Proof. Evidently Adj(b)⊕Adj(b′) ≤ Adj(b⊕b′). For the reverse, let f ∈ Adj(b⊕b′) ∈
End(V ⊕V ′). Given u, v ∈ V , v′ ∈ V ′, take (u⊕0)f = x⊕x′ and (v⊕v′)f = y⊕y′
for some x⊕ x′, y ⊕ y′ ∈ V ⊕ V ′. It follows that
b(x, v)⊕ b′(x′, v′) = (b ⊕ b′)((u⊕ 0)f, v ⊕ v′)
= (b⊕ b′)(u ⊕ 0, (v ⊕ v′)f∗) = b(u, y)⊕ b′(0, y′) = b(u, y)⊕ 0.
Therefore b′(x′, v′) = 0 for all v′ ∈ V ′. So x′ ∈ rad b′ = 0. Thus (u ⊕ 0)f ∈ V ⊕ 0
for all u ∈ V . Similarly (0⊕ v′)f ∈ 0⊕ V ′. So f ∈ (EndV )⊕ (EndV ′).
Let f = g⊕ h and f∗ = g∗ ⊕ h∗ for g, g∗ ∈ EndV and h, h∗ ∈ EndV ′. It follows
that
b(ug, v)⊕ 0 = b(ug, v)⊕ b′(u′, 0) = (b⊕ b′)((u ⊕ u′)f, v ⊕ 0)
= (b ⊕ b′)(u⊕ u′, (v ⊕ 0)f∗) = b(u, vg∗)⊕ b′(u′, 0).
Therefore g ∈ Adj(b) and similarly h ∈ Adj(b′). So f ∈ Adj(b)⊕Adj(b′). 
Given two bilinear maps b : V × V → W and b′ : V ′ × V ′ → W ′ we induce a
multi-linear map (b× b′) : V × V ′ × V × V ′ →W ⊗W ′ defined by:
(7.6) (b ⊗ b′)(u, u′, v, v′) := b(u, v)⊗ b′(u′, v′), ∀u, v ∈ V, u′, v′ ∈ V ′.
Let b̂× b′ denote the induced linear map V ⊗ V ′ ⊗ V ⊗ V ′ → W ⊗W ′. With this
notation we give:
Definition 7.7. Let b⊗ b′ : V ⊗V ′×V ⊗V ′ →W ⊗W ′ be the restriction of b̂× b′
to V ⊗V ′×V ⊗V ′, where b : V ×V →W and b′ : V ′×V ′ → W ′ are bilinear maps.
Evidently, b ⊗ b′ is bilinear. Using tensor products and the following obvious
result, we can convert symmetric bilinear maps to alternating bilinear maps.
Proposition 7.8. Let b : U ×U →W and c : V ×V → X be Hermitian maps over
k with involutions θ and τ , respectively. Then b ⊗ c is Hermitian with involution
θ ⊗ τ . In particular, the tensor of two symmetric bilinear maps is symmetric, the
tensor of a symmetric and an alternating bilinear map is alternating, and the tensor
of two alternating bilinear maps is symmetric.
Proposition 7.9. Let d : U × U → C be a non-degenerate Hermitian C-form
with k = {x ∈ C : x¯ = x} and let b′ : V × V → W be a k-bilinear map. Then
Adj(d⊗ b) = Adj(d)⊗Adj(b) and Sym(d⊗ b) = Sym(d)⊗ Sym(b).
Proof. Clearly Adj(d) ⊗ Adj(b) ≤ Adj(d ⊗ b). For the reverse inclusion, let X be
an orthogonal basis of d and E = E(X). Take g ∈ Adj(d ⊗ b). We show that
g ∈ Adj(d) ⊗Adj(b).
If x, y ∈ X with associated idempotents e, f ∈ E , then (e ⊗ 1)g(f ⊗ 1) restricts
to 〈x〉 ⊗ V → 〈y〉 ⊗ V , so there is a gx,y : V → V defined by vgx,y = v′, where
(x ⊗ v)(e ⊗ 1)g(f ⊗ 1) = y ⊗ v′. Let (x, y) be the transposition interchanging x
and y and identity on X − {x, y}, treated as an element of EndU = Adj(d). Set
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ex,y = e(x, y)f . Thus, (e ⊗ 1)g(f ⊗ 1) = ex,y ⊗ gx,y. Since
g =
(∑
e∈E
e⊗ 1
)
g
∑
f∈E
f ⊗ 1
 = ∑
e,f∈E
(e ⊗ 1)g(f ⊗ 1) =
∑
x,y∈X
ex,y ⊗ gx,y,
it suffices to prove that gx,y ∈ Adj(b).
As (e ⊗ 1)g(f ⊗ 1) ∈ Adj(d ⊗ b) with ((e ⊗ 1)g(f ⊗ 1))∗ = (f ⊗ 1)g∗(e ⊗ 1) it
follows that:
1⊗ b(v(d(y, y)gx,y), v
′) = d(y, y)⊗ b(vgx,y, v
′)
= (d⊗ b)((x ⊗ v)(e ⊗ 1)g(f ⊗ 1), y ⊗ v′)
= (d⊗ b)(x⊗ v, (y ⊗ v′)(f ⊗ 1)g∗(e⊗ 1))
= d(x, x) ⊗ b(v, v′g∗y,x) = 1⊗ b(v, v
′(d(x, x)g∗y,x)).
Notice we have used the fact that d(x, x), d(y, y) ∈ k× and that the tensor is over
k. Therefore b(vgx,y, v
′) = d(x,x)d(y,y) b(v, v
′g∗y,x) for all v, v
′ ∈ V . Hence gx,y ∈ Adj(b)
with adjoint d(x,x)d(y,y)g
∗
y,x. This completes the proof. 
It can be shown that Adj(b ⊗ c) = Adj(b)⊗ Adj(c) for any two bilinear maps b
and c [30].
7.3. Proof of Theorem 1.1.(ii). The best known examples of central products
are the extra-special p-groups of exponent p and rank 2n: p1+2n =
n︷ ︸︸ ︷
p1+2 ◦ · · · ◦ p1+2,
[8, Theorem 5.5.2]. It is customary to recognize Bi(p1+2n) as the non-degenerate
alternating bilinear form b : Z2np × Z
2n
p → Zp. We view this map as d ⊗ c, where
d : Znp × Z
n
p → Zp is the dot product d(u, v) := uv
t, and c : Z2p × Z
2
p → Zp ∧ Zp.
This construction generalizes. If H is a centrally indecomposable group then it
has an associated associative composition algebraC := Adj(Bi(H))/ radAdj(Bi(H))
(cf. Theorem 4.46). Recall that K := {x ∈ C : x = x¯} is a field (cf. Defini-
tion 4.7). Set P :=
n︷ ︸︸ ︷
H ◦ · · · ◦H and b := Bi(
n︷ ︸︸ ︷
H ◦ · · · ◦H). As in Example 3.9,
b =
n︷ ︸︸ ︷
Bi(H) ⊥ · · · ⊥ Bi(H) which we can express compactly as b = d ⊗K Bi(H),
where d : Kn × Kn → K is the usual dot product d(u, v) := uvt, u, v ∈ Kn.
Hence, by Proposition 7.9, it follows that Adj(b) = Adj(d) ⊗K Adj(Bi(H)) and
thus Adj(b)/ radAdj(b) ∼= Adj(d) ⊗K C. Yet, Adj(d) ⊗K C ∼= Adj(d′), where
d′ : Cn × Cn → C is defined by d′(u, v) := uv¯t, for u, v ∈ Cn. If C > K then Cor-
ollary 5.22 proves that all fully refined central decompositions of P are conjugate
under automorphisms of P . We now demonstrate that the same is not generally
possible with orthogonal type.
Lemma 7.10. Let H = 〈X〉 be a centrally indecomposable p-group of orthogonal
type over Fq with X a minimal generating set of H. Set P :=
n︷ ︸︸ ︷
H ◦ · · · ◦H and
let H0 = {H1, . . . , Hn} be the canonical central decomposition given by the central
product, so that Hi = 〈xi : x ∈ X〉 where xi denotes x in the i-th component.
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Let ω = α2 + β2 ∈ Zp be a non-square. If 0 ≤ m ≤ n/2 then define Hm =
{K1, . . . ,K2m, H2m+1, . . . , Hn} where
K2j−1 := 〈x
α
2j−1x
β
2j : x ∈ X〉, K2j := 〈x
β
2j−1x
−α
2j : x ∈ X〉,
for 1 ≤ j ≤ m. Then every member of Hm is isomorphic to H and Hm is a fully
refined central decompositions of P with address (n− 2m : 2m), for 1 ≤ m ≤ n/2.
Proof. As X is a minimal generating set of H , if x, y ∈ X with Z(H)x = Z(H)y
then x = y. Therefore,
n︷ ︸︸ ︷
X × · · · ×X is mapped injectively into P via the homo-
morphism π :
∏
H∈HH → P described in Section 2.1. This makes the groups Hi,
K2j−1, and K2j well-defined, for each 1 ≤ i ≤ n and 1 ≤ j ≤ n/2. Furthermore,
Hi ∼= H for each 1 ≤ i ≤ n and H0 is a fully refined central decomposition of P .
Set Xi = Hi/H
′
i = HiP
′/P ′, W = P ′ = H ′i, 1 ≤ i ≤ n. Also set Lj :=
〈H2j−1, H2j〉 = 〈K2j−1,K2j〉, 1 ≤ j ≤ n/2. Then Lj/L′j = X2j−1 ⊕ X2j and
b|Lj/L′j is b ⊥ b where b = Bi(H). Recall that Bi(P ) = d⊗ b where d : k
n × kn → k
is the dot product and X := Bi(H0) = {Xi : 1 ≤ i ≤ n} is a fully refined ⊥-
decomposition of Bi(P ). As Adj(Bi(P )) = Adj(d)⊗Adj(Bi(H)) ∼= Adj(d), it follows
that Xd = {Y1, . . . , Yn} is fully refined ⊥-decomposition of d. In fact, the implied
isomorphism Adj(Bi(P )) to Adj(d) maps f⊗1→ f , so E(X ) is sent to the canonical
frame {Diag{1, 0, . . .}, . . . ,Diag{. . . , 0, 1}} of Adj(d). So, H0@ = Xd@ = (n : 0).
Define
(ϕj , ϕˆj) :=
([
α1X2j−1 β1X2j
β1X2j−1 −α1X2j
]
, (α2 + β2)1W
)
∈ Isom∗(b|Lj/L′j ).
Set τj := Grp(ϕj , ϕˆj) ∈ AutLj . Then K2j−1 = H2j−1τj and K2j = H2jτj for
1 ≤ j ≤ n/2. Furthermore, (ϕj , ϕˆj) induces([
α β
β −α
]
, ω
)
∈ Isom∗(〈Y2j−1, Y2j〉).
Therefore, K2j−1@ = [ω] and K2j@ = [ω]. Thus we have proved that Hm has
address (n− 2m : 2m). 
At this point we know there are multiple CAutP (P
′)-orbits of fully refined central
decompositions of P , for any P satisfying the hypothesis of Lemma 7.10. But we
have not worked with AutP -orbits yet. We now show that there are multiple
AutP -orbits as well.
Lemma 7.11. Given vector spaces U and V , the map α⊕β → α⊗β from GL(U)⊕
GL(V )→ GL(U ⊗ V ) has kernel
Z := 〈s1U ⊕ s
−11V | s ∈ k
×〉.
and the image is isomorphic to GL(U) ◦GL(V ) = (GL(U)⊕GL(V ))/Z.
Proof. Fix bases for U and V and consider the resulting matrices in the kernel. 
Theorem 7.12. Let H := 〈x, y, z| class 2, exponent p〉 (which is centrally indecom-
posable by Corollary 7.3), P :=
2n︷ ︸︸ ︷
H ◦ · · · ◦H and Hm be as in Lemma 7.10. Then
all the following hold:
(i) Every member of Hm is isomorphic to H.
(ii) Hm is a fully refined central decomposition of P .
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(iii) For every fully refined central decomposition K of P , there is is a unique m
and some α ∈ CAutP (P ′) such that Kα = Hm. So there are 1 + n orbits of
fully refined central decomposition under the action of CAutP (P
′).
(iv) Hm and Hm′ are in the same AutP -orbit if, and only if, m′ = n−m.
Hence there are exactly 1+ ⌊n/2⌋ orbits in the set of fully refined central decompo-
sitions of P under the action of AutP .
Proof. Let k := Zp.
By design, Bi(H) is the map c : V ×V →W where V = k3,W := k3∧k3 ∼= k3 and
c(u, v) = u∧ v, u, v ∈ V . Hence (i) and (ii) follow from Lemma 7.10. Furthermore,
every possible address (see Corollary 6.3) of Bi(P ) is given by one of the Hm.
Therefore (iii) follows from Corollary 5.22 and Theorem 3.8.
To prove (iv) we start by describing the structure of Isom∗(b). Set b := Bi(P )
and recall that b = d ⊗ c where d : U × U → k is the dot product on U := kn.
Following Lemma 7.11 we find that
Isom∗(d) ◦ Isom∗(c) = Isom∗(d)⊕ Isom∗(c)/〈(s1U ⊕ s
−11V , 1k⊗W ) : s ∈ k
×〉
embeds in Isom∗(b). We claim that Isom∗(b) equals this embedding.
By Proposition 7.9 we know that Adj(b) = Adj(d) ⊗ Adj(c) ∼= Adj(d). Hence
Isom(b) ∼= Isom(d) = GO(d). Indeed this shows that
Isom(b) = {α⊗ 1V : α ∈ GO(d)}.
In particular, Isom(b) embeds in Isom∗(d) ◦ Isom∗(c). Observe that Isom∗(c) =
{(f, f ⊗ f) : f ∈ GL(V )} ∼= GL(3, p) and use Lemma 2.21 to conclude that
[Isom∗(d) ◦ Isom∗(c) : Isom(b)] =
(p− 1)|GO(d)||GL(3, p)|
(p− 1)|GO(d)|
= |GL(3, p)|.
As Isom∗(b)/ Isom(b) ≤ GL(k ⊗ W ) ∼= GL(3, p), we conclude by orders that
Isom∗(b) = Isom∗(d) ◦ Isom∗(c). Hence the orbits of Isom∗(b) on fully refined
central decompositions are those of Isom∗(d)◦Isom∗(c), that is, the orbits described
in Corollary 6.4. 
Theorem 1.1.(ii). This follows from Theorem 7.12. 
7.4. Centrally indecomposable p-groups of non-orthogonal type. Centrally
indecomposable families of symplectic type are the easiest to construct by classical
methods. Already the extraspecial p-groups p1+2 of exponent p serve as examples.
We generalize the extraspecial example to include field extensions of Zp. We let k
be an arbitrary field.
Lemma 7.13. The k-bilinear form d : k2 × k2 → k defined by d(u, v) = det
[
u
v
]
,
for all u, v ∈ k2, has Adj(d) = M2(k) with the adjugate involution, thus d is ⊥-
indecomposable of symplectic type.
Corollary 7.14. Let d : F2q × F
2
q → Fq be the non-degenerate alternating bilinear
form of dimension 2. Then Grp(d) is centrally indecomposable of symplectic type.
Proof. This follows from Theorem 3.8. 
Presently we are not aware of any alternating bilinear maps which are centrally
indecomposable of unitary type. We expect infinite families over any field Fq2 to
exist. Our search for such examples is on-going.
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We next construct a family of centrally indecomposable p-groups of exchange
type. This family also illustrates that there can be a non-trivial Op(CAutP (P
′)).
There are families of exchange type without this feature but we choose this family
for the ease of proof.
Lemma 7.15. Let V be a k-vector space of dimension n > 1. Define the k-bilinear
map b : (k ⊕ V )× (k ⊕ V )→ V by
(7.16) b(α⊕ u, β ⊕ v) := αv − βu.
Then b is alternating and
Adj(b) ∼=
{[
α1k h
0 β1V
]
: h ∈ hom(k, V ), α, β ∈ k
}
,
where the multiplication and the action on k ⊕ V is interpreted as matrix multipli-
cation and where the involution is defined by[
α1k h
0 β1V
]∗
:=
[
β1k −h
0 α1V
]
.
In particular, Adj(b)/ radAdj(b) ∼= k ⊕ k with the exchange involution and the
radical is
{[
0 h
0 0
]
: h ∈ hom(k, V )
}
. Thus b is ⊥-indecomposable of exchange type.
Proof. It is easily checked that e := 1k ⊕ 0V , f := 0k ⊕ 1V ∈ End(k ⊕ V ) are both
in Adj(b) and furthermore e∗ = f , e2 = e, f2 = f . Fix g ∈ Adj(b). Then ege, egf ,
fge and fgf lie in Adj(b) and g = ege+ egf + fge+ fgf . Therefore, we need only
characterize these four terms.
Let u, v ∈ V be linearly independent. Since (0⊕u)fge = λ⊕0 and (0⊕v)fg∗e =
τ ⊕ 0 for some λ, τ ∈ k, it follows that
λv = b(λ⊕ 0, 0⊕ v) = b((0 ⊕ u)g, 0⊕ v) = b(0⊕ u, (0⊕ v)g∗)
= b(0⊕ u, τ ⊕ 0) = −τu.
However, u and v are linearly independent, and hence λ = 0 = τ so fge = 0 = fg∗e.
Next let (1⊕ 0)ege = α⊕ 0 and (0⊕ u)fg∗f = 0⊕ v for some α ∈ k and v ∈ V .
Then
αu = b(α⊕ 0, 0⊕ u) = b((1⊕ 0)ege, 0⊕ u) = b(1⊕ 0, (0⊕ u)g∗)
= b(1⊕ 0, 0⊕ v) = v.
Thus fg∗f = 0 ⊕ α1V where ege = α1k ⊕ 0V . Setting (0 ⊕ u)fgf = 0 ⊕ v and
(1⊕ 0)eg∗e = β ⊕ 0 we similarly find fgf = 0⊕ β1V where eg∗e = β1k ⊕ 0V .
Finally, set (1 ⊕ 0)egf = 0⊕ u and (1⊕ 0)eg∗f = 0⊕ v. Then
−u = b(0⊕ u, 1⊕ 0) = b((1⊕ 0)egf, 1⊕ 0) = b(1⊕ 0, (1⊕ 0)eg∗f)
= b(1⊕ 0, 0⊕ v) = v.
So egf is induced by a k-linear map h : k → V and eg∗f is induced by −h. 
Corollary 7.17. Let b : (Fq ⊕ F
n
q ) × (Fq ⊕ F
n
q ) → F
n
q be as in (7.16) with n > 1.
Then Grp(b) is centrally indecomposable of exchange type.
Proof. This follows from Theorem 3.8. 
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If n = 1 then b is simply the non-degenerate alternating bilinear k-form of
dimension 2. The smallest example of a p-group with exchange type is in fact of
order p5 with rank 3, namely: 〈a, b, c | [a, c] = 1, class 2, exponent p〉.
We can (7.16) to illustrate that Section 5.3 is required. We emphasize that
instances of non-trivial radicals are known in far more general settings than ⊥-
indecomposable bilinear maps of exchange type.
The radical in of Adj(b), for b as in (7.16), intersects Sym(b) trivially. However,
if we define c : (k ⊕ V )× (k ⊕ V )→ V by
(7.18) c(α⊕ u, β ⊕ v) := αv + βu, ∀α, β,∈ k, u, v ∈ V ;
then Adj(c)/ radAdj(c) ∼= k ⊕ k with the exchange involution. Here radAdj(c) ≤
Sym(c). To make this example alternating we may simply tensor by the alternating
bilinear map from Lemma 7.1. To further make a ⊥-decomposable bilinear map
we may tensor with a dot-product. By Proposition 7.9, the result has a non-trivial
radical in Sym(b).
8. Closing remarks
8.1. Conjecture on uniqueness of fully refined central decompositions.
It remains open whether or not the multiset of isomorphism types of a fully re-
fined central decomposition of a p-group P of class 2 and exponent p is uniquely
determined. By Corollary 6.10, it suffices to answer the following:
Let H andK be centrally indecomposable p-groups of class 2, expo-
nent p, and of orthogonal type. Is true that wheneverH◦H ∼= K◦K
then H ∼= K? (Where H ◦H is as in (2.2)).
We conjecture this is true.
A counter-example will require a p-group P := H ◦H of class 2 and exponent p,
whereH is non-abelian centrally indecomposable and Adj(Bi(P ))/ radAdj(Bi(P )) ∼=
Adj(d) with d the dot-product d(u, v) = uvt, u, v ∈ K2. Furthermore, Bi(P ) must
not be bilinear over K. Infinite families of this sort are known, but so far have not
produced counter-examples.
Because such groups involve symmetric bilinear forms, it is possible that a solu-
tion will divide along the congruence of p modulo 4. Some evidence of this has been
uncovered while attempting to develop counter-examples. From these conditions
and others, it appears that a counter-example group P will have order at least 530.
8.2. Further directions. In the future, it may become possible to replace various
algebraic arguments contained here with group theory. Nonetheless, the condition
that an endomorphism f ∈ EndV lies in Adj(b) (or Sym(b)) is determined by
a system of linear equations. This is the source of polynomial time algorithms
for computing central decompositions of p-groups found in [28]. In contrast, the
equations to determine if f ∈ Isom(b) or Isom∗(b) (and hence to determine the
automorphism group of a p-group) are quadratic and generally difficult to solve.
The use of bilinear maps makes many of the results adaptable to other algebraic
objects. For instance, our theorems apply (at least over finite fields) to central
decompositions of class 2 nilpotent Lie algebras. See also [3] and [7, pp. 608-609].
8.3. Other fields. The use of finite fields removed the need to consider Hermitian
forms over non-commutative division rings in the classification of ∗-simple algebras,
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and consequently also the related simple Jordan algebras (Theorem 4.17 and Theo-
rem 4.27); therefore, this assumption affects Sections 5.2 and 6. Furthermore, as
finite fields are separable we are able to apply Taft’s ∗-algebra version of the Wed-
derburn Principal theorem (Theorem 4.18) in proving Theorem 4.46. Evidently our
proofs apply also to bilinear maps over algebraically closed fields of characteristic
not 2.
8.4. 2-groups of exponent 4. The omission of 2-groups of exponent 4 in the proof
of Theorem 3.8 can be relaxed [29]. The known obstacles for 2-groups of class 2
and exponent 4 derive from the usual complications of symmetric bilinear forms in
characteristic 2. We are presently investigating whether or not these are indeed the
only limitations.
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