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Purpose:  
Select the right features on the frame for good accuracy 
Design/methodology/approach: 
Extraction of Mel Frequency Cepstral Coefficient (MFCC) 
Features and Selection of Dominant Weight Normalized 
(DWN) Features 
Findings/result: 
The accuracy results show that the MFCC method with the 
9th frame selection has a higher accuracy rate of 85% 
compared to other frames. 
Originality/value/state of the art: 
Selection of the appropriate features on the frame. 
 
 Abstrak  
Keywords:  extraction of features, 
features, frames, cepstral coefficient, 
linear 
Kata kunci:   ekstraksi ciri, fitur, frame, 
cepstral coefficient, linier 
Tujuan: 
Pemilihan fitur yang tepat pada frame untuk mendapatakan 
akurasi yang baik. 
Perancangan/metode/pendekatan: 
Ekstraksi Ciri Mel Frequency Cepstral Coefficient (MFCC) 
dan Pemilihan Fitur Normalisasi Bobot Dominan (NBD). 
Hasil: 
Hasil akurasi didapat bahwa metode MFCC dengan 
pemilihan frame yang ke-9 mempunyai tingkat akurasi 
yang lebih tinggi sebesar 85% dibandingkan dengan frame 
yang lain. 
Keaslian/ state of the art: 
Pemilihan Fitur yang tepat pada frame . 
 
▪ 
Telematika: Jurnal Informatika dan Teknologi Informasi 
Vol. 18, No. 1, Februari 2021, pp.88-105 
 





Selamat pagi, selamat siang, selamat sore dan selamat malam ucapan salam dalam bahasa 
Indonesia sehari-hari dan klasifikasi ucapan selamat tersebut dilakukan dengan pemilihan fitur 
frame. Pemilihan fitur frame sangat diperlukan dalam pengenalan ucapan, karena hanya 
pemilihan fitur yang tepat sangat berpengaruh terhadap akurasi dan tidak semua fitur terutama 
semua fitur frame dipakai untuk akurasi. Metode ekstraksi ciri umum dan banyak digunakan 
diantaranya menggunakan Mel Frequency Cepstral Coefficient (MFCC) dan Linier Predicted 
Code (LPC).  
1.1. Metode ekstraksi ciri 
Metode pengenalan suara yang menggunakan ekstraksi ciri sangatlah penting karena hasil dari 
ekstraksi ciri tersebut yang berupa fitur sangat berpengaruh terhadap hasil kecocokan dan 
pengecekan pengenalan pola. Penelitian yang menggunakan metode ekstraksi ciri di antaranya 
Mel Frequency Ceptrum Coefficients (MFCC) dan Linear Predictive Code  (LPC) [1]. Kedua 
metode tersebut mempunyai kelemahan dan kelebihan di  dalam ekstraksi ciri yang 
menghasilkan fitur. 
MFCC memiliki kelemahan di antaranya terletak pada frekuensi rendah, kebisingan 
lingkungan, kepekaan, pola suara yang hampir mirip dan pengklasifikasian (Syafria dkk., 
2014). Sedangkan, MFCC memiliki kelebihan di antaranya  mampu menangkap karakterisik 
suara yang penting dalam pengenalan, menangkap informasi yang penting dalam suara, 
menghasilkan data seminimal mungkin tanpa menghilangkan informasi dan mereplikasi suara 
pendengaran manusia [3]. Selain itu, ekstraksi ciri menggunakan MFCC banyak digunakan 
untuk pengenalan suara dikarenakan lebih presisi dalam berbagai kondisi [4]. 
Metode ekstraksi ciri yang menggunakan Linear Predictive Code (LPC) mempunyai 
kelemahan di antaranya derau atau noise, frekuensi ucapan yang berubah-ubah dan 
pengklasifikasian (Irmawan dkk., 2014). Metode ini mempunyai kelebihan berupa 
autokorelasi [1], [6]. Penelitian ekstraksi ciri suara baik yang menggunakan MFCC dan LPC 
mempunyai kelemahan yang sama di antaranya derau atau noise, frekuensi ucapan yang 
hampir mirip, frekuensi yang sering berubah-ubah dan pengklasifikasian. Kelemahan kedua 
metode tersebut juga diungkapkan oleh Abriyono dan Harjoko [1] bahwa ekstraksi ciri yang 
menggunakan MFCC dan LPC tidak cocok untuk mengenali suara jumlah yang sangat besar 
sehingga diperlukan pengklasifikasian. Berdasarkan kelemahan dan kelebihan dari kedua 
metode tersebut baik ekstraksi ciri yang menggunakan MFCC dan maupun LPC, maka peneliti 
lebih memilih ekstraksi ciri yang menggunakan MFCC dikarenakan dari tingkat keakurasian 
lebih baik dibandingkan dengan LPC. Ekstraksi ciri MFCC di antara 58-75%. Selain itu, 
metode LPC menurut Widodo dkk., [9]  lebih cocok untuk komputasi yang bersifa linear, 
sedangkan suara manusia pada dasarnya bersifat nonlinier. 
Penelitian pengenalan suara yang menggunakan MFCC telah banyak dilakukan dalam semua 
bidang termasuk diterapkan dalam bidang bahasa. Penelitian pengenalan suara dalam bidang 
bahasa Arab oleh Chamidy [4] bahwa ekstraksi Mel Frequency Cepstral Coeffisients (MFCC) 
berupa fitur untuk mendapatkan nilai kesesuaian pada penutur Indonesia terhadap penutur 
aslinya diklasifikasi menggunakan Hidden Markov Model (HMM). MFCC diterapkan dalam 
bidang bahasa yang lain di antaranya bahasa Indonesia dengan mengidentifikasi sinyal ucapan 
menjadi kosakata yang menghasilkan Phonem and Syllable Models dan segmentasi [10]. 
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Penelitian serupa dilakukan oleh Suyanto dan Putra [11] menggunakan Mel Frequency Ceptral 
Coefficient (MFCC) dan Hidden Markov Model (HMM) yang mampu mengenali segmentasi 
fonem dalam bahasa Indonesia. Penelitian sejenis tentang fonem juga dilakukan oleh 
Cahyarini dkk., [12] yang mampu mengidentifikasi ucapan jeda antara fonem. 
Penelitian lain yang terkait dengan bahasa tentang pengenalan huruf hijaiyyah oleh 
Bethaningtyas [13] menggunakan MFCC dengan membandingkan penggunaan 3, 6, 9 dan 12 
channel dari model data latih dan  nilai deviasi. Penelitian lain terkait huruf hijaiyah oleh 
Heriyanto [14] menggunakan metode evarage energy dan deviasi wave sebagai pembanding. 
Sedangkan penelitian lain terkait fonem huruf hijaiyyah oleh Subali dkk., [15] menggunakan 
metode LPC dan DTW menghasilkan frekuensi formant pembicara dalam pengucapan dan 
DTW  mempunyai kelebihan berupa autokorelasi.   
Penelitian MFCC yang lain dengan cara memodifikasi dilakukan oleh [16] pada bagian 
windowing. Penelitian lain juga dengan memodifikasi MFCC menghasilkan analisis acoustic 
signal dengan tahapan preemphasis, frame blocking, hamming windowing, Fast Fourier 
Transform, Mel Filterbank, Discrete Cosine Transform (DCT), Delta energy dan delta 
spectrum. 
2. Metode/Perancangan 
Penelitian pengenalan suara menggunakan cara yang berbeda-beda menghasilkan keluaran 
yang berbeda-beda pula di antaranya dengan cara jaringan syaraf tiruan atau neural network 
[18], Hidden Markov Model (HMM) [4], pengenalan suara dengan Dynamic Time Wrapping 
(DTW) [19]. Pengenalan suara dengan metode DTW dilakukan untuk menghitung jarak antara 
dua data time series. Metode ini mempunyai keunggulan mampu menghitung jarak antara dua 
vektor data dengan panjang yang berbeda atau mengetahui nilai jarak terkecil pencocokan 
antara suara pembicara pemula dan pembicara ahli. DTW menurut Miftahuddin dan Hakim 
[19] merupakan algoritma sebagai non-linear sequence alignment, digunakan untuk mengukur 
kemiripan suatu pola dalam kawasan rentetan data bervariasi terhadap waktu dan lebih 
realiastis.  
DTW mempunyai kelemahan dari segi akurasi yaitu dengan hasil yang sangat bervariasi 
Novianto dan Yuliantari [21] dan masih menyamai tingkat akurasi HMM [4]. Sedangkan 
penggunaan metode HMM menurut Suyanto dan Putra [11] mempunyai kelemahan dari segi 
kurang tahan atau robust. Metode pengenalan suara yang lain menggunakan Neural Network 
(NN) mempunyai kelebihan pada sistem pembelajaran, akuisisi pengetahuan, klasifikasi  dan 
generalisasi suatu pola [18]. NN menurut Martyna dan Sudaryanto [22] mempunyai 
kelemahan pada proses training memerlukan waktu yang cukup lama dengan jumlah data 
yang besar. Pernyataan yang sama oleh Aibinu dkk., [23] untuk mengidentifikasi ucapan 
angka satu sampai dengan angka sembilan mempunyai kendala pada saat proses training 
dengan data yang sangat besar membutuhkan waktu proses yang sangat lama. 
Metode MFCC diperkenalkan pertama kali oleh Davis dan Mermelstein sekitar tahun 1980. 
MFCC salah satu metode yang cukup baik dalam pengenalan suara dalam bidang speech 
recognition [24]. MFCC merupakan ekstraksi ciri yang paling banyak digunakan dalam 
bidang speaker recognition dan speech recognition. MFCC merupakan ekstraksi ciri yang 
menghasilkan fitur atau ciri yang merupakan pembeda satu dengan yang lain berupa parameter  
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cepstral coefficient [1]. Ekstraksi ciri Mel Frequency Cepstral Coefficient (MFCC) mengubah 
gelombang suara menjadi beberapa tipe parameter seperti cepstral coefficient yang 
mempresentasikan audio file [4]. Selain itu MFCC menghasilkan fitur vektor yang 
mengonversi sinyal suara menjadi beberapa vektor untuk pengenalan fitur suara (Putra dkk., 
2011).  
MFCC mempunyai tahapan yaitu pre-emphasis, frame blocking, windowing, Fast Fourier 
Transform (FFT), Mel Frequency Wrapping (MFW), Discrete Cosinus Transform (DCT) dan 
cepstral liftering yang menghasilkan parameter sebagai fitur yaitu frame dan cepstral 
coefficient.  
2.1 Pre-emphasis 
Pre-emphasis menurut Chitode [25] melakukan penekanan pada komponen frekuensi tinggi, 
menyelaraskan pada frekuensi rendah dan frekuensi tinggi. Pre-emphasis menurut Tokunbo 
Ogunfunmi [26] mengurangi kebisingan untuk memperbaiki Signal to Noise Rasio (SNR) dan 
mengurangi suara yang tidak diinginkan. Pre-emphasis merupakan pemrosesan signal 
sederhana yang pada dasarnya adalah filter linear dan masih dalam ranah waktu [27].  
Pre-emphasis merupakan tahap awal dalam proses MFCC. Tahap ini, dilakukan karena sinyal 
sering sekali mengalami gangguan noise, sehingga diperlukan untuk mengurangi noise atau 
derau. Pre-emphasis merupakan cara yang sangat sederhana dalam mengurangi noise. Pre-
emphasis mempunyai tujuan agar level base band pada bagian frekuensi tinggi masih 
memiliki kualitas sinyal yang baik. Proses pre-emphasis menurut Proakis dan Manolakis [28] 
dengan nilai α di antara 0 sampai 1 atau di antara 0,9 ≤ α ≤ 1,0 menggunakan persamaan (1) 
                                       𝑦(𝑛) = 𝑠(𝑛) − 𝛼 𝑠(𝑛 − 1).                                                        (1)                                                                                                                          
Dalam hal ini, y(n) adalah signal hasil pre-emphasis, sedangkan s(n) adalah signal sebelum 
pre-emphasis, simbol n merupakan nomor urut sinyal, α merupakan konstanta filter pre-
emphasis di antara 0,9-1,0 dan s adalah  signal. Proses pre-emphasis yang dilakukan seperti 
pada Gambar 1 menunjukkan  bagian (a) merupakan suara masukan sebelum dilakukan pre-
emphasis, sedangkan Gambar 1 bagian (b) adalah hasil output pengolahan signal setelah 
proses pre-emphasis. 
 
              (a)                                                               (b)  
Gambar 1. Pre-emphasis (a) sebelum  dan (b) sesudah 
Pengambilan sinyal ke-n pada pre-emphasis dilakukan sepanjang ucapan satu kata atau dua 
kata dengan waktu satu sampai tiga detik.  
2.2 Frame blocking 
Sinyal yang telah melalui pre-emphasis selanjutnya dilakukan proses frame blocking 
yang diblok dalam frame dengan N sampel dan digeser sebesar M sampel sehingga N=2M 
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dengan M<N. Gambar 2 menunjukkan  ilustrasi frame blocking [1]. Lebar frame dinotasikan 
dengan N, sedangkan lebar pergeseran setiap frame sebagai M. Lebar overlap dihitung selisih 
N-M.  
Frame blocking menurut Holmes [27] menganalisis sinyal ucapan ke dalam frame yang 
diwakili oleh fitur vektor tunggal digambarkan dalam spektrum rata-rata interval waktu. 
Waktu dalam frame diambil rata-rata antara 20-40 milidetik menurut Chamidy [4]. Frame 
diambil sepanjang mungkin untuk mendapatkan resolusi frekuensi yang baik, sedangkan 
waktu sependek mungkin dimaksudkan untuk mendapatkan ranah waktu yang terbaik. 
Perhitungan jumlah frame blocking menggunakan persamaan (2) 
                                         ).()( nMlynf l +=                              (2) 
Dalam hal ini, fl(n) merupakan hasil frame blocking, simbol n adalah 0,1,...N-1. Simbol N 
adalah jumlah sampel, M adalah panjang frame, l adalah 0,1,…L-1. Simbol L adalah seluruh 
signal dan y  adalah hasil pre-emphasis.  
 
Gambar 2. Ilustrasi Frame blocking [1] 
Gambar 2 menunjukkan M adalah frame pertama signal suara dalam formula disimbolkan fl 
kemudian M+M=N.  
 
2.3 Windowing 
Windowing menurut Proakis dan Manolakis [28] mempunyai fungsi efek menghaluskan pada 
spektrum setelah melaluai proses frame blocking. Windowing mempunyai tujuan untuk 
mengurangi efek diskontinue pada ujung-ujung frame yang dihasilkan oleh proses frame 
blocking. Windowing yang digunakan yaitu Rectangular Window, Hamming Window dan 
Hanning Window [4]. Dari ketiga fungsi windowing tersebut peneliti menggunakan windowing 
Hanning dikarenakan lebih halus dibandingkan dengan yang lain [29]. Representasi fungsi 
windowing menggunakan persamaan (3)  
    ).()()( nwnfnX l=                                                 (3)                                                                                                                                                                                                                
Dalam hal ini, fungsi X(n) adalah signal hasil windowing, dengan fl adalah hasil frame 
blocking, dengan n adalah 0,1,…,N-1. Simbol N adalah jumlah sampel dalam masing-masing 
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frame dan w(n) adalah fungsi window. Sedangkan fungsi windowing Hanning menggunakan 
persamaan (4) 






















               (4)                                                                                                                         
Dalam hal ini, w(n) adalah fungsi window menggunakan hanning, dengan n adalah 0,1,...,M-1, 
M adalah panjang frame. Gambar 3.3 menjelaskan tentang hasil proses windowing 
menggunakan Hanning window. 
 
Gambar 3. Ilustrasi windowing [28] 
2.4 Fast Fourier Transform (FFT) 
Fast Fourier Transform adalah pengembangan dari algoritma Discrete Fourier Transform 
(DFT) yang digunakan untuk mengubah sinyal digital pada ranah waktu ke ranah frekuensi 
[1]. Sinyal ini pada dasarnya merepresentasikan dekomposisi sinyal dalam hal komponen 
sinusoidal. Sinusoidal adalah sinusoid dari frekuensi yang sama tetapi amplitudo dan fase 
yang berbeda. FFT adalah algoritma yang dikembangkan oleh Cooley dan Turki merupakan 
proses signal dari ranah waktu menjadi ranah frekuensi.  
Transformasi fourier menurut Proakis dan Manolakis [28] salah satu dari beberapa alat 
matematika yang berguna dalam analisis dan desain sistem Linier Time Invarian (LTI) dan 
deret fourier. FFT adalah salah satu metode algoritma cepat untuk dapat 
mengimplementasikan Discrete Fourier Transform (DFT). DFT menurut Proakis dan 
Manolakis [28] alat komputasi yang memainkan peran yang sangat penting dalam banyak 
aplikasi pemrosesan sinyal digital, seperti analisis frekuensi, estimasi spekturm daya, dan filter 
linear. Waktu komputasi DFT terlalu lama dan tidak efisien kemudian FFT dapat melakukan 
efisiensi perhitungan. Seperti yang dikatakan menurut Proakis dan Manolakis [28] bahwa 
metode FFT digunakan sebagai cara yang efisien untuk dapat menghitung DFT. Discrete 
Fourier Transform (DFT) menggunakan persamaan (5) 
















                          (5) 
Dalam hal ini, d[k] adalah hasil perhitungan DFT, simbol X(n) adalah hasil windowing.  
Simbol N adalah bilangan natural, N adalah jumlah sampel yang akan diproses (NN). Simbol 
k adalah variabel frequency discrete bernilai (m=N/2, m N). Fast Fourier Transform 
mempunyai tujuan mendekomposisi sinyal menjadi sinyal sinusioda yang berupa unit real dan 
unit imajiner. Fast Fourier Transform menggunakan persamaan (6) 
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Dalam hal ini, fungsi T(m) adalah hasil perhitungan Fast Fourier Transform ke-m, simbol 
X(n) adalah hasil perhitungan windowing ke-n. Simbol n adalah nomor urut sinyal. Simbol m 
adalah indeks dari frekuensi (1,2,…N). Gambar 4 menunjukkan  hasil spektrum dengan FFT.  
 
Gambar 4. FFT menghasilkan spektrum [30] 
2.5 Mel Frequency Wrapping (MFW) 
Mel Frequency Wrapping (MFW) merupakan filter berupa filterbank untuk mengetahui 
ukuran energi dari frequency band tertentu dalam signal suara. MFW menurut Laha [31] 
mengubah frekuensi ke dalam mel.  
Sedangkan MFW menurut Tshilidzi Marwala [32] berisi filterbank, yang diberi jarak pada 
skala mel. Filterbank memiliki respon frekuensi lewat jalur segitiga yang jarak dan besarnya 
ditentukan oleh interval frekuensi yang konstan. Proses output yang diperoleh dari filter 
dikenal dengan spektrum mel. MFW mempunyai tujuan menghasilkan spektrum mel 
menggunakan persamaan (7) 








][][][                                             (7) 
Dalam hal ini, Y[i] adalah hasil perhitungan mel frequency wrapping ke-i dengan G adalah 
jumlah magnitude spectrum (GN), simbol T[j] adalah hasil FFT, Hi[j] adalah coefficient 
filterbank pada frekuensi j (1 ≤ i ≤ E ), dan E adalah  jumlah channel dalam filterbank. 
Pendekatan yang digunakan dalam bentuk mel  menggunakan persamaan (8)  
                                             𝑚𝑒𝑙(𝑓) = 2595 𝑙𝑜𝑔10 (1 +
𝑓
700
).                                 (8) 
Dalam hal ini, mel menggunakan frekuensi dengan skala mel, f sebagai frequency. MFW 
menghasilkan  berupa spektrum mel. Mel frequency scale adalah linear frekuensi skala pada 
frekuensi di bawah 1.000 Hz dan merupakan logarithmic skala pada frekuensi di atas 1.000 Hz 
(Putra, 2011).  Gambar 5 menunjukkan  proses spektrum mel. 
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Gambar 5. Spektrum mel  
Gambar 5 menunjukkan skala mel dibuat dari filter bank menggunakan jenis filter triangular 
dalam warna sedangkan weight dalam hal ini db merupakan amplitude. 
2.6 Discrete Cosine Transform (DCT) 
DCT menurut Smith [34] merupakan kerabat dari transformasi fourier terdekomposisi sinyal 
ke gelombang cosinus. DCT juga banyak dipakai untuk mengolah image processing misalkan 
file JPEG. Pada dasarnya konsep dari DCT memiliki kesamaan dengan inverse fourier 
transform. Namun hasil dari DCT adalah mendekati Principle Component Analysis (PCA). 
PCA adalah metode static klasik yang digunakan secara luas dalam analisis data dan 
kompresi. DCT diasumsikan menggantikan inverse fourier transform dalam proses ekstraksi 
ciri MFCC. Discrete Cosine Transforms (DCT) adalah anggota dari kelas transformasi unit 
sinusoidal (Britanak dkk., 2007). DCT mempunyai tujuan menghasilkan septrum mel untuk 
meningkatkan kualitas pengenalan. DCT menggunakan persamaan (9) 





















                       (9) 
Dalam hal ini, Cm adalah Coefficient, di mana Y[i] adalah keluaran dari proses filterbank pada 
indek, r adalah banyaknya coefficient dan K merupakan jumlah coefficient yang diharapkan. 
Proses DCT menghasilan septrum mel. 
2.7 Cepstral Liftering  
Cepstral coefficient menurut  Proakis dan Manolakis [28] merupakan the fourier series 
coefficients. Septrum didefinisikan oleh Rabiner dan Schafer [36] adalah kebalikannya 
transformasi fourier. Cepstral liftering meningkatkan akurasi digunakan untuk pattern 
matching, baik speaker recognition maupun speech recognition. Cepstral coefficient 
menggunakan persamaan (10) 
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                                 (10) 
Dalam hal ini, w(k) adalah fungsi window terhadap cepstral features, C adalah  cepstral 
coefficients, simbol k  adalah  index dari cepstral coefficients. Pengolahan cepstral liftering 
mempunyai hasil berupa frame dan cepstral coefficients selanjutnya diproses ke pemilihan 
fitur.  
3.  Model Pemilihan Fitur Normalisasi Bobot Dominan (NBD) 
Pemilihan fitur diperlukan dalam hal analisis pengenal suara agar mendapatkan tabel fitur 
yang tepat. Pemilihan fitur dan referensi yang tepat diperlukan dalam penelitian ini agar 
pengecekan dan pengujian kesesuaian ucapan menjadi lebih baik dan meningkat.  
 
Gambar 6. Pemilihan fitur, pengecekan dan pengujian [37] 
Gambar 6 menunjukkan tahap pemilihan fitur, pengecekan dan pengujian kesesuaian ucapan 
Salam. Pemilihan fitur dilakukan untuk mendapatkan tabel fitur mulai dari ekstraksi ciri 
MFCC, pengecekan ucapan, sampai pengujian. Pengecekan kesesuaian ucapan Salam 
digunakan untuk pengujian dengan pemilihan referensi dan fitur yang tepat. Pengecekan 
terhadap referensi yang tepat dengan cara perulangan ucapan lebih dari satu kali, dipilih yang 
paling tepat dengan kesamaan jangkauan, filtering, perhitungan perkalian sekuensial dan KKP. 
Pengujian terhadap pemilihan fitur yang tepat dilakukan terhadap jumlah cepstral coefficient 
dan jumlah frame, sedangkan pengujian MFCC tanpa NBD untuk membandingkan akurasi 
ucapan dengan model NBD. Pengujian yang lain juga dilakukan terhadap hukum ucapan 
untuk mencari pola kesesuaian ucapan dengan hukum ucapan. 
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Gambar 7. Output frame dan cepstral coefficient 
 
Gambar 7 menunjukkan hasil MFCC cepstral coefficient sebanyak dua puluh empat dan 
sebanyak sebelas frame, sedangkan 
 
Gambar 8.  Hasil MFCC frame dan cepstral coefficients 
 
Gambar 8 menunjukkan hasil MFCC ucapan “iqra” terdiri atas sebelas frame dan dua puluh 
empat cepstral coefficient. 
3.1 Pemilihan Fitur 
Pemilihan fitur yang diusulkan mempunyai enam tahap, yaitu menentukan threshold yang 
sama, membuat jangkauan yang sama, melakukan filtering, menghilangkan duplikasi bobot, 
normalisasi bobot dan bobot dominan [37] . Semua tahap tersebut diterapkan dalam algoritma 
pemilihan fitur Normalisasi Bobot Dominan (NBD) untuk menghasilkan tabel fitur.  
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Gambar 9. Ekstraksi ciri dan pemilihan fitur NBD [37] 
Gambar 9 menunjukkan penelitian ekstraksi ciri suara menggunakan MFCC yang 
menghasilkan fitur berupa parameter frame dan cepstral coefficient dan diproses ke pemilihan 
fitur NBD mulai dari threshold, jangkauan, filtering, menghilangkan duplikasi bobot, 
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Tabel 1. Hasil MFCC ucapan selamat malam 
kodefile frame_ke ucapan koefisien_ke nilai_koefisien_cepstral 
1214269 0 selamatmalam 0 20.38 
1214270 0 selamatmalam 1 -3.08 
1214271 0 selamatmalam 2 33.05 
1214272 0 selamatmalam 3 15.86 
1214273 0 selamatmalam 4 36.08 
1214274 0 selamatmalam 5 15.03 
1214275 0 selamatmalam 6 66.50 
1214276 0 selamatmalam 7 9.77 
1214277 0 selamatmalam 8 53.25 
1214278 0 selamatmalam 9 28.77 
1214279 0 selamatmalam 10 47.97 
1214280 0 selamatmalam 11 11.74 
1214281 0 selamatmalam 12 42.65 
1214282 0 selamatmalam 13 1.83 
1214283 0 selamatmalam 14 40.99 
1214284 0 selamatmalam 15 -8.42 
1214285 0 selamatmalam 16 38.52 
1214286 0 selamatmalam 17 8.41 
1214287 0 selamatmalam 18 7.38 
1214288 0 selamatmalam 19 0.25 
1214289 0 selamatmalam 20 8.79 
1214290 0 selamatmalam 21 2.98 
1214291 0 selamatmalam 22 3.00 
1214292 0 selamatmalam 23 -0.12 
1214293 1 selamatmalam 0 18.23 
1214294 1 selamatmalam 1 0.20 
1214295 1 selamatmalam 2 29.91 
 …    
 10    
 
Tabel 1 menujukkan hasil ekstraksi ciri menggunakan MFCC ucapan “selamat malam”. Hasil 
ekstraksi ciri berupa frame yang terdiri atas sebelas frame dan dua puluh empat cepstral 
coefficient. Proses selenjutnya hasil frame dan cepstral coefficient tersebut dilakukan 
pemilihan fitur dengan pemilihan fitur frame dengan algoritma pemilihan fitur menggunakan 
Normalisasi Bobot Dominan. 
Gambar 10 menunjukkan algoritma NBD yang dimulai dari langkah pertama dan kedua 
pengambilan suara ucapan, langkah ketiga melakukan proses threshold. Kemudian, pada 
langkah keempat dan seterusnya dibuat jangkauan, filtering, menghilangkan duplikasi bobot, 
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Gambar 10. Algoritma pemilihan fitur dengan NBD [37] 
 
Algoritma Pemilihan Fitur Menggunakan  Normalisasi Bobot Dominan (NBD) 
0. Mulai 
1. Ambil suara  ucapan 
2. Fungsi MFCC dengan frame=f, cepstral coefficient (c)=w(k)  
3. Menentukan threshold 1 sampai threshold 6 (b1-b6) 
a. Buat b1  = 𝑚𝑖𝑛(w(k)),  







c. buat b3 = 𝑟𝑎𝑡𝑎 − 𝑟𝑎𝑡𝑎(𝑤(𝑘)),  











f. buat b6 = 𝑚𝑎𝑥 (𝑤(𝑘)).  
4. Membuat jangkauan  
  Jangkauan  dengan cek kondisi di setiap frame dengan cepstral coefficient(c)=w(k) 
 Bobot=1 
   a.Rule1 adalah if (b1)  min=w(k) then pi1 =bobot elseif bobot=0 
   b.Rule2 adalah if (b1) ≥ = w(k) and (w(k) <b2) then pi2 =bobot elseif bobot=0 
   c.Rule3 adalah if (b2) ≥ = w(k) and (w(k) <b3) then pi3 =bobot elseif bobot=0 
   d Rule4 adalah if (b3) ≥ = w(k) and (w(k) <b4) then pi4 =bobot elseif bobot=0 
   e.Rule5 adalah if (b4) ≥ = w(k) and (w(k) <b5) then pi5 =bobot elseif bobot=0 
   f.Rule6 dalah if (b5) ≥ = w(k) and (w(k) <b6 ) then pi6=bobot elseif bobot=0 
   g Rule7 adalah if (b6) max= w(k) then pi7 =bobot elseif bobot=0 
5. Filtering 
 Hasil filtering berupa pi1 sampai pi7  















6. Menghilangkan duplikasi bobot 
        Tetapkan bahwa Qij=pij dan mencari kesamaan menghilangkan duplikasi.  
 if  Qi0=pi1 then Qij=0,  if  Qi1=pi2 then Qjj=0,  if  Qi2=pi3 then Qij=0 
 if  Qi0=pi2 then Qij=0,  if  Qi1=pi3 then Qjj=0,  if  Qi2=pi4 then Qij=0 
 if  Qi0=pi10 then Qij=0,  if  Qi1=pi10 then Qjj=0,  if  Qi2=pi10 then Qij=0 





















h. Bobot dominan 
Urutkan nilai terbesar Sj di tabel fitur (npf2, npf3, npf5, npf6) menjadi variabel Bj 
i. Simpan tabel fitur  perhitungan jumlah bobot=Z, 
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2.1. Pengumpulan Data 
Pengambilan sampling suara dilakukan sebanyak 296 suara reakman dan diujikan terahdap 
296 suara rekaman. Penggunakan cepstral coefficient yang digunakan mulai dari 0 sampai 
dengan 23 sebanyak 24 cepstral coefficient dan 0 sampai 10 frame. Frekuensi yang digunakan 
menggunakan 44,100 kHz stereo 16 bit dengan merekam suara laki-laki dan suara perempuan. 
Tabel 2. Data rekaman suara Training 
NO Jenis Kelamin Ucapan  Jumlah 
Sampling 
1 Laki-Laki Selamat Pagi 37 
2 Laki-Laki Selamat Siang 37 
3 Laki-Laki Selamat Sore 37 
4 Laki-Laki Selamat Malaam 37 
1 Perempuan Selamat Pagi 37 
2 Perempuan Selamat Siang 37 
3 Perempuan Selamat Sore 37 
4 Perempuan Selamat Malaam 37 
   296 
Tabel 3. Data rekaman Uji 
NO Jenis Kelamin Ucapan  Jumlah 
Sampling 
1 Laki-Laki Selamat Pagi 37 
2 Laki-Laki Selamat Siang 37 
3 Laki-Laki Selamat Sore 37 
4 Laki-Laki Selamat Malaam 37 
1 Perempuan Selamat Pagi 37 
2 Perempuan Selamat Siang 37 
3 Perempuan Selamat Sore 37 
4 Perempuan Selamat Malaam 37 
   296 
Tabel 2 dan tabel 3 pengambilan sampling suara untuk masing-masing suara ucapan bacaan 37 
sampling baik laki-laki maupun perempuan. Total pengambilan suara sebanyak 296 suara. 
3. Hasil dan Pembahasan (Heading 1) 
Pengecekan kesesuaian ucapan Salam dilakukan terhadap tabel fitur dengan perhitungan KKP. 
Perhitungan hasil kesesuaian ucapan tersebut diharapkan mendekati dengan hasil yang ada 
pada tabel fitur sehingga persentase kesesuaian ucapan menjadi meningkat. Pengecekan 
terhadap tabel fitur yang ada threshold dengan kesamaan jangkauan dan filtering, perhitungan 
sekuensial dan perhitungan KKP menggunakan persamaan seperti dalam algoritma. 
Pengecekan ucapan tersebut dilakukan terhadap pemilihan referensi yang tepat dan pemilihan 
fitur yang tepat. 
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Gambar 11. Algoritma pengecekan kesesuaian ucapan salam 
Gambar 11 menunjukkan algoritma pengecekan kesesuaian ucapan dengan tabel 2 hasil fitur 
dimulai dari suara ucapan salam, kemudian ekstraksi ciri menggunakan MFCC menghasilkan 
komponen frame dan cepstral coefficient di langkah kedua. Langkah ketiga, algoritma 
pengecekan ucapan pembaca dimulai dengan ekstraksi ciri MFCC yang menghasilkan 
komponen frame dan cepstral coefficient.  Berikut hasil pengujian dapat dilihat pada Tabel 2. 
 
Tabel 4. Hasil Ucapan Selamat 
No UCAPAN Sampling MFCC  
Frame 
0 1 2 3 4 5 6 7 8 9 10 
1 Selamat Pagi 74 60 10 10 20 40 30 40 30 40 50 60 40 
2 Selamat Siang 74 90 30 30 50 80 50 60 50 40 70 90 70 
3 Selamat Sore 74 100 50 50 70 60 80 50 60 50 80 100 90 
4 Selamat Malam 74 90 50 50 60 50 60 70 60 50 80 90 90 
    296 85 35 35 50 58 55 55 50 45 70 85 73 
 
Algoritma Pengecekan Kesesuaian Ucapan Salam 
0. Mulai 
1. Ambil suara ucapan Salam 
2. Fungsi MFCCdengan frame=f, cepstral coefficient(c)=w(k) 
3. Pengecekan  jangkauan  dan filtering setiap frame i=0,1,2,...,F 
a. Ambil tabel fitur yang ada threshold  (b1-b6) 
b. Lakukan pengecekan jangkauan atau range dengan  w(c) jika terpenuhi pij  
diberi bobot=1 
c. rule1 dengan if (b1 min = w(k)) then Ri1 =bobot elseif bobot=0 
d. rule2 dengan if (b1 >= w(k)) and (w(k)<b2) then Ri2  =bobot elseif bobot=0 
e. rule3 dengan if (b2 >= w(k)) and (w(k)<b3) then Ri3  =bobot elseif bobot=0 
f. rule4 dengan if (b3 >= w(k)) and (w(k)<b4) then Ri4  =bobot elseif bobot=0 
g. rule5 dengan if (b4 >= w(k)) and (w(k)<b5) then Ri5  =bobot elseif bobot=0 
h. rule6 dengan if (b5 >= w(k)) and (w(k)<b6) then Ri6  =bobot elseif bobot=0 
i. rule7 dengan if (b6 = w(k)) then Ri7  =bobot elseif bobot=0 
j. Filtering simpan filtering yang terakumulasi dengan Rij, j= 2, 3, 5 dan 6. 
4. Perkalian sekuensial dengan tabel fitur  










5. Hitung  dengan formula KKP P2,P3, P5 dan P6  
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Berdasarkan tabel 2 dengan pemilihan fitur frame yang terbaik pada frame ke-9 dengan nilai 
rata-rata 85% lebih baik dibandingan dengan frame yang lain. 
4. Kesimpulan dan Saran 
Penelitian ini untuk menggunakan MFCC dan pemilihan fitur frame yang tepat untuk 
ucapakan selamat pagi, selamat siang, selamat sore dan selamat malam yang menghasilkan 
frame dan cepstral coefficient. Penggunakan cepstral coefficient yang digunakan mulai dari 0 
sampai dengan 23 sebanyak 24 cepstral coefficient. Pengambilan sampling suara sebanyak 
296 suara rekaman diujikan terhadap 296 suara rekaman. Frekuensi yang digunakan 
menggunakan 44,100 kHz stereo 16 bit. Hasil akurasi didapat bahwa metode MFCC dengan 
pemilihan fitur frame yang ke-9 mempunyai tingkat akurasi yang lebih tinggi sebesar 85% 
dibandingkan dengan frame yang lain 
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