A search for exclusive or quasi-exclusive W + W − production by two-photon exchange, pp → p ( * ) W + W − p ( * ) , at √ s = 7 TeV is reported using data collected by the CMS detector corresponding to an integrated luminosity of 5.05 fb −1 . Events are selected by requiring a µ ± e ∓ vertex with no associated charged tracks, and dilepton transverse momentum p T (µ ± e ∓ ) > 30 GeV. Two events passing all selection requirements are observed in the data, compared to a Standard Model expectation of 2.2 ± 0.5 signal events with 0.84 ± 0.13 background. The tail of the dilepton transverse momentum distribution, with p T (µ ± e ∓ ) > 100 GeV, is studied for deviations from the Standard Model. No events are observed in this region, and the resulting upper limits are compared to predictions involving anomalous quartic gauge couplings.
Introduction
The detection of high-energy photon interactions at the Large Hadron Collider (LHC) opens up the possibility of interesting and novel research [1, 2] . In particular, measurements of the two-photon production of W + W − pairs would provide unique sensitivity to anomalous quartic couplings of the gauge bosons. Exploratory studies [3, 4] showed potential for extending the experimental reach by several orders of magnitude with respect to the best limits so far, obtained at LEP [5] [6] [7] [8] [9] [10] [11] [12] . First measurements of the exclusive two-photon production of muon and electron pairs at √ s = 7 TeV, pp → p + − p, were made using the 2010 data collected by CMS at the LHC [13, 14] . The present analysis is based on the experimental technique developed in Ref. [13] , and uses the full data sample collected by CMS in 2011.
In this analysis the + − final state is used to search for fully exclusive ("elastic") pp → pW + W − p production. Since both very forward-scattered protons escape detection, such a production process is characterized by a primary vertex with only a + − pair associated to it, as well as by large pair transverse momentum p T ( + − ) and invariant mass m( + − ). This signature is also provided by quasi-exclusive ("inelastic" or "proton dissociative") production, where one or both incident protons dissociate into a low mass system that escapes detection, denoted as p * . The two-photon signal is therefore comprised of both the elastic and inelastic contributions. The γγ → W + W − signal is generated using CALCHEP [17] , with PYTHIA6 used to decay the W + W − pair. The Standard Model process consists of both quartic diagrams and t-channel and u-channel W-exchange (Fig. 1 ). In models with anomalous triple gauge couplings the quartic WWγγ and trilinear WWγ interactions can be associated with a single anomalous dimension six operator of the form [15] :
where λ γ has a value of 0 in the SM with no anomalous triple gauge couplings.
The genuine anomalous quartic couplings considered here are instead introduced via an effective Lagrangian containing new terms respecting local U(1) EM and global custodial SU(2) C symmetry. Further imposing C-and P-symmetry results in a minimum of two additional dimension six terms, containing the parameters a W 0 and a W C [15] : where Λ is the scale for new physics. These genuine anomalous quartic couplings are therefore completely independent of the Standard Model triple and quartic couplings.
While the γγ → W + W − process involves two triple gauge coupling vertices involving tchannel W boson exchange (Figure 1 ), the sensitivity to anomalous triple gauge couplings is not expected to significantly surpass the existing experimental limits on WWγ couplings from single TGC processes [4] . Hence, only the genuine anomalous quartic couplings are considered in the present analysis, with no deviation from the Standard Model in the triple gauge couplings assumed.
The existing constraints on the anomalous quartic couplings from e + e − collisions at LEP are derived from e + e − → W + W − γ and W + W − → γγ interactions, in which the γγ center of mass energy is limited to values well below the e + e − center of mass energy of √ s = 209 GeV. In contrast, the spectrum of γγ interactions at the the LHC extends to much higher values, resulting in increased sensitivity to the anomalous couplings.
The γγ → W + W − cross section increases quadratically with the anomalous couplings, and consequentely unitarity is violated for high energy γγ interactions. For anomalous couplings a W 0 /Λ 2 , a W C /Λ 2 of order 10 −5 , the unitarity bound is reached already for collisions with W γγ ∼ 1 TeV [3, 4] . In order to tame this rising of the cross section, both a W 0 /Λ 2 and a W C /Λ 2 parameters may be multiplied by a dipole form factor:
where W γγ is the γγ center-of-mass energy, and p is a free parameter, which is conventionally set to 2, following previous studies of AQGCs [18, 19] . Since the energy scale and exact form of the new physics that enters to regulate the cross section is a priori unknown, in the current analysis we consider both a scenario with dipole form factors with Λ = 500 GeV, and a scenario with no form factors.
The simulated inclusive background samples used in this analysis are produced with MAD-GRAPH [20] for W + W − + jets, W + jets, and tt processes, and PYTHIA6 associated to POWHEG [21] [22] [23] [24] for τ + τ − pairs produced via the Drell-Yan process. The W + W − background is scaled to the NLO prediction obtained from MCFM [25] , which describes the experimentally measured cross section [26] [27] [28] within uncertainties. The diffractive W + W − background is generated using POMPYT [29] , while the two-photon processes γγ → µ + µ − and γγ → τ + τ − are produced using LPAIR [30, 31] , which describes well the exclusive dilepton measurements of CMS [13, 14] . The contribution from strong central exclusive production of W + W − pairs is estimated to be ≤ 1% of the γγ → W + W − cross section, and is neglected in the current analysis [32] . The VBFNLO generator is used to study backgrounds from WW → WW scattering [33] , with PYTHIA6 used for hadronization and the decay of the W + W − pair. All signal and background samples are produced with a detailed GEANT [34] simulation of the CMS detector.
Event selection
The data used in this analysis correspond to that collected in 2011 at √ s = 7 TeV with the CMS detector. In the µ ± e ∓ channel all detector subsystems are required to pass the usual data 4 5 Benchmark with µ + µ − events quality requirements, resulting in an integrated luminosity of 5.05 fb −1 . In the µ + µ − channel a less restrictive selection is used, requiring that only the muon or tracking systems pass the data quality requirements. This results in a slightly higher integrated luminosity of 5.24 fb −1 .
In the µ ± e ∓ channel events are selected by electron-muon triggers with asymmetric 17 GeV and 8 GeV (8 GeV and 17 GeV) thresholds on the electron and muon (muon and electron). For consistency with the µ ± e ∓ channel, dimuon triggers with asymmetric 17 GeV and 8 GeV thresholds on the two muons are used.
Muon candidates are required to pass a tight muon selection, similar to that described in detail in Ref. [13] . Electrons are required to pass a "medium" identification selection, with criteria chosen to ensure the offline selection is tighter than the trigger. The electron selection is similar to that of Ref. [35] , and includes requirements on the shower shape measured in the ECAL, the transverse and longitudinal impact parameters, an isolation criterion based on combined information from the silicon tracker and calorimeters, the number of missing hits on the electron track, and the compatibility of the electron and nearby tracks with originating from a photon conversion. For the pair, both µ ± e ∓ and µ + µ − channels are required to pass the appropriate trigger and to have an invariant mass m( + − ) > 20 GeV. The events are further required to have 15 or less additional tracks associated to the + − vertex. The efficiency for lepton reconstruction of primary vertices with two tracks in a cluster has been measured to be approximately 98% in simulation, and almost 99% in data [36] .
In the µ ± e ∓ channel, the SM signal region is defined to have zero extra tracks associated to the µ ± e ∓ vertex, and transverse momentum of the pair p T (µ ± e ∓ ) > 30 GeV to suppress the backgrounds from τ + τ − events. In addition, events are only accepted as µ ± e ∓ events if they have failed to satisfy the µ ± µ ∓ selection, in order to reject γγ → µ + µ − events with the muon misidentified as an electron.
For the AQGC search, a restricted region of p T (µ ± e ∓ ) > 100 GeV is used. This is chosen to reduce the expected SM γγ → W + W − contribution to approximately 0.1 events after all selection requirements, while retaining sensitivity to anomalous couplings of order 10 −4 for Λ = 500 GeV and larger ( Figure 2 ). This corresponds to values of the AQGC parameters approximately two orders of magnitude smaller than the most stringent limits obtained at LEP [7, 10, 12] .
Benchmark with
In the case of same-flavor dilepton final states, the background to the γγ → W + W − signal due to Drell-Yan or direct, exclusive pp → p ( * ) ± ∓ p ( * ) production is more than an order of magnitude larger than in the µ ± e ∓ channel. The exclusive µ + µ − production is used instead as a test benchmark for high mass lepton pair detection, due to the small theoretical uncertainties on the cross section. This sample is then used to validate the efficiency of the vertexing and exclusivity selection, and the dependence on different pile-up conditions.
The dimuon sample with zero extra tracks is divided into two kinematic regions based on the p T balance (|∆p T (µ + µ − )|) and acoplanarity (1 − |∆φ(µ + µ − )/π|) of the pair. The region with 1 − |∆φ(µ + µ − )/π| < 0.1 and |∆p T (µ + µ − )| < 1 GeV is defined as "elastic" sample, with both protons remaining intact and containing a large fraction of elastic pp → pµ + µ − p events. On the other hand, the region with 1 − |∆φ(
GeV is dominated by γγ → µ + µ − interactions in which one or both protons dissociate. As the latter process is less well-known theoretically, and subject to rescattering corrections at high included in the simulation, the second region is used to determine the contribution of protondissociation.
The contribution from exclusive Z 0 photoproduction is expected to be smaller than 1 fb after the branching fraction to µ + µ − [37] [38] [39] , and the γγ → Z process is forbidden at tree level. The Z 0 peak therefore provides another cross-check of the residual Drell-Yan contamination in both regions. In Figure 3 the invariant mass distribution after pre-selection is shown, with the marked Z 0 peak region defined as 70 GeV < m(µ + µ − ) < 106 GeV. In Figure 4 the dimuon kinematic distributions for events having zero extra tracks are shown. The distributions are plotted separately for the Z 0 peak region, expected to include a large inclusive Drell-Yan component, and for the region outside the Z 0 peak, expected to be dominated by two photon interactions. For the kinematic distributions with zero extra tracks, good agreement is observed between data and simulation. This confirms that event pile-up effects and low multiplicity fluctuations of the inclusive Drell-Yan processes are well modeled. The hatched bands indicate the statistical uncertainty. In Figure 5 the dimuon pair invariant mass is plotted for the dissociation selection with zero extra tracks. Table 1 lists the number of events with zero extra tracks in data and expected from simulation in the µ + µ − sample. In the elastic region, the sum of all contributions in simulation is ∼ 10% greater than the yield observed in data. In the dissociation region an overall deficit of 28% is observed in the data. As seen in Figure 6 , this deficit is particularly large at high p T (µ + µ − ) as the process is expected to be increasingly affected by survival probability. As a result the deficit also increases with the invariant mass of the produced pairs.
This suppression is particularly significant in case of quasi-exclusive production when one or both incident protons dissociate and is practically impossible to calculate from first principles as it involves very soft interactions -only phenomenological models are available. Therefore, using our clean sample of muon pairs produced via two-photon interactions we use the data to determine an effective, observed "luminosity" of two-photon interactions at high energies, relevant for W pair production. Table 1 : Review of the total number of data events compared to the sum of all the background events expected in the two control regions.
For this purpose, the number of detected dimuon events with invariant mass over 160 GeV, corrected for the DY contribution, is divided by the prediction for the fully exclusive, elastic production according to LPAIR,
A total uncertainty of 20% on this factor is assigned, which has two independent sources. The first source is the statistical uncertainty of 15.5% in the determination of this factor from the high-mass dimuon data. The second source is due to the EPA approximation used, which is checked by comparing the matrix element calculations used in LPAIR with the EPA results for muon pair production above 160 GeV in invariant mass, and is taken conservatively as 5%.
With a total of 55 data events selecting two muons reconstructed at an invariant mass over 160 GeV, the quantity F is then This factor F can be then applied, based on the equivalent photon approximation (EPA) [40] , to predict the total two-photon production of W pairs. This assumes the dilepton kinematics are the same in fully exclusive and quasi-exclusive production, with the differece in efficiency arising from the requirement of zero extra tracks.
The SM cross section for the purely elastic process pp → pW + W − p is predicted to be 40.0 fb using CALCHEP, or 0.9 fb for the cross section times branching fraction to µ ± e ∓ final states. Using the scale factor F extracted from the high-mass γγ → µ + µ − sample to account for the proton dissociation contribution, the total predicted cross section times branching fraction is:
The acceptance for the SM signal in the fiducial region |η(µ, e)| < 2.4, p T (µ, e) > 20 GeV is 55.1%, taken from the CALCHEP.
In Figure 7 , the p T (µ ± e ∓ ) distribution for events passing the preselection and trigger and lepton identification criteria is shown for data and simulation. Table 2 lists the efficiency × acceptance for the signal at each stage of the selection, the predicted visible cross section, and the corresponding number of events selected in the data. To check the modelling of the individual background contributions, we define orthogonal control regions based on the number of tracks associated to the µ ± e ∓ vertex, and the p T of the µ ± e ∓ pair. To study the inclusive backgrounds, we select control regions with 1-6 extra tracks associated to the µ ± e ∓ vertex and p T (µ ± e ∓ ) < 30 GeV (dominated by inclusive Drell-Yan τ + τ − ), or p T (µ ± e ∓ ) > 30 GeV (dominated by inclusive W + W − ). In order to select a sample with a significant fraction of exclusive γγ → τ + τ − events, we define an additional control region having 0 extra tracks, but p T (µ ± e ∓ ) < 30 GeV.
We first compare the data to the expected backgrounds from simulation in the inclusive to the other backgrounds, without accounting for any survival probabilities or overlap with the inclusive W + W − sample. To study the W+jets backgrounds, where the contribution is mainly from fake leptons or non-prompt leptons in jets, we select a control sample of events with p T (µ ± e ∓ ) > 30 GeV and at least one of the two leptons failing the nominal offline identification. This sample is then normalized to the simulation in the high-multiplicity (more than 6 extra tracks) region, and used to estimate the W+jets background in the signal and inclusive W + W − control regions. Figure 8 shows the distribution of the number of extra tracks for the W + W − region with p T (µ ± e ∓ ) > 30 GeV. In Figure 9 , the invariant mass and acoplanarity of the events with 1-6 extra tracks are plotted. In general the data is consistent with the sum of simulated backgrounds.
The corresponding extra track multiplicity distribution for the Drell-Yan τ + τ − -dominated region with p T (µ ± e ∓ ) < 30 GeV is shown in Figure 8 . We find a deficit in data compared to simulation in the 1-6 tracks region. In the τ + τ − sample with zero extra tracks we find 4 events in data, compared to an MC background expectation of 2.5 events, plus 0.9 events of γγ → W + W − signal. The expected contribution to the background from γγ → τ + τ − is approximately 0.7 events. The invariant mass and acoplanarity distributions are plotted in Figure 10 . Table 3 summarizes the observed and expected background event yields for the three orthogonal control regions. Due to tracks from pile-up vertices being wrongly associated to the µ ± e ∓ vertex from a γγ → W + W − event, signal events may be reconstructed in the 1-6 tracks bins. This signal contamination, as well as that from signal events with p T (µ ± e ∓ ) < 30 GeV, is estimated from MC to be approximately 1 event or less in any of the control regions.
We use the simulated background sample, corrected for trigger and lepton identification efficiencies, to estimate the backgrounds in the signal region. The W+jets contribution to the background is estimated from the control sample of events with lepton identification inverted, while the γγ → τ + τ − is normalized using the factor derived from the high mass γγ → µ + µ − sample in data. Given the agreement with data in the W + W − control region with 1-6 extra tracks, and the τ + τ − region with zero extra tracks, no additional rescaling of the backgrounds is performed. This results in an estimated background of 0.84 ± 0.13 (stat.) events.
Systematics and checks
The systematic uncertainties affecting the signal are summarized in Table 4 . The uncertainty on the delivered 2011 luminosity is taken as 2.2% [41] . The lepton trigger and selection efficiency corrections are varied by their ±1σ statistical uncertainties, with the direction of the variation within each p T and η bin correlated. The largest variation in the expected signal (when varying the efficiency scale factors by +1σ) is 4.2%, which is taken as a systematic uncertainty on the signal yield. The variation in the sum of backgrounds expected from simulation is 3.7%, which is taken as a systematic uncertainty on the background estimate. The uncertainty on the efficiency for reconstructing vertices with two tracks is taken as 1.0%.
The efficiency of the exclusivity selection, including effects from pile-up, is checked using the γγ → µ + µ − control sample. Using the elastic control region where the theoretical uncertainties are smallest, we assign a 10% systematic uncertainty based on the level of agreement between data and simulation for data samples with lower and higher event pile-up.
The background predictions for both the γγ → W + W − signal and the γγ → τ + τ − background are rescaled to reflect the contribution of proton dissociation, as derived from the high-mass γγ → µ + µ − sample. A total uncertainty of 20% on the factor F used to take into account the contribution from the inelastic two-photon production is assigned, as described in Section 5. This uncertainty is applied to both the theoretical prediction for the signal, and the γγ → τ + τ − background prediction.
As a cross-check we perform several alternative estimates and tests of the nominal background contribution of 0.84 ± 0.13 (stat.) events. To check the sensitivity to the Monte Carlo modelling of the dominant W + W − background we replace the default MADGRAPH sample with a PYTHIA6 sample, normalized to the NLO cross section. The agreement with data in the control region is similar to MADGRAPH, and results in a total background estimate of 0.71 ± 0.21(stat.) events in the signal region. Scaling the inclusive W + W − background to the central value of the CMS cross section measurement [27] , rather than the NLO prediction, would change the total background estimate by an amount smaller than the uncertainty on the nominal estimate, to 0.88 ± 0.13 (stat.) events. The sensitivity to the diffractive component of the W + W − back-Uncertainty Trigger and lepton identification 4.2% Luminosity 2.2% Vertexing efficiency 1.0% Exclusivity and pile-up dependence 10.0% Proton dissociation factor 20.0% Table 4 : Summary of systematic uncertainties affecting the signal.
ground is further tested by varying the cross section between 0% and 200% of the nominal value. This results in a variation of ± 0.03 events in the total background estimate. The contribution from vector boson fusion (VBF), WW → WW, is estimated using the VBFNLO event generator. No VBF events survive all selections, and the contribution in the 1-6 tracks control region is estimated to be approximately 0.1 events.
In addition, we estimate the backgrounds from data using an ABCD method with the three control regions defined in section 6, taking advantage of the lack of correlation between the extra tracks multiplicity and p T (µ ± e ± ) > in the main backgrounds. The background in the signal region is obtained from the expression N D = (N A × N B )/N C , where N A , N B , and N C represent the backgrounds in the inclusive W + W − , γγ → τ + τ − , and inclusive Drell-Yan τ + τ − control regions, respectively. After subtracting the signal contamination estimated from simulation in each region, the resulting background estimate is 0.77 ± 0.44(stat.) events, with a large statistical uncertainty due to the low statistics in the γγ → τ + τ − control region. Performing the same procedure on the simulation as a closure test, we find 0.47 ± 0.15(stat.) events.
We also examine same-sign µ ± e ± events in data to check for possible unmodelled backgrounds, since the the main W + W − and τ + τ − backgrounds considered in the analysis are expected to produce opposite-sign lepton pairs. In the 1-6 extra tracks control region we find 8 same sign events with p T (µ ± e ± ) > 30 GeV passing all selection criteria, and 11 events with p T (µ ± e ± ) < 30 GeV.
No events with fewer than 2 extra tracks on the µ ± e ± vertex are observed in the full 2011 data sample.
Finally, we recalculate the τ + τ − backgrounds using an "embedding" procedure, in which µ + µ − events are selected in data, and the muons replaced with simulated τ decays to final states containing an electron and a muon [42] . In the Drell-Yan control region with 1-6 extra tracks and p T (µ ± e ± ) < 30 GeV, for which the largest data vs. simulation discrepency is observed (Table 3) , the embedded sample predicts 165.2 ± 3.9 events compared to 182 observed in data. In the signal region, the total background estimated using the embedded sample is 0.67 ± 0.15 events, consistent with the nominal background estimate.
The uncertainty on the background estimate includes the statistical uncertainty of the simulated samples or control samples used to evaluate the backgrounds in the signal region. The uncertainties due to trigger and lepton identification, vertexing efficiency, and the exclusivity selection are also applied to the backgrounds that are taken from simulation. An additional uncertainty of 20% is assigned to the γγ → τ + τ − background, reflecting the uncertainty on the normalization of the proton dissociation contribution derived from the γγ → µ + µ − control sample.
8 Results
Examining the SM γγ → W + W − signal region, we find two events passing all selection criteria, compared to the expectation of 2.2 ± 0.5 signal with 0.84 ± 0.13(stat.) background events. We convert the observed results into a cross section and upper limit at the proton-proton level, for events with zero extra tracks within |η| < 2.4. The observed upper limit is estimated using the CL S method to be r < 2.2 times the expected SM yield at 95% CL. The median expected limit in the absence of signal is r < 1.5 +1.0 −0.6 . Converting the limit on the number of observed events to a cross section using:
where N is the number of events observed, and × A the efficiency times acceptance for a Standard Model-like signal, we find at 95% CL:
Correcting for efficiency, acceptance, and backgrounds, the result interpreted as a cross section times branching fraction is:
with a significance of 1.1σ. With statistical uncertainties only, the resulting value of the cross section times branching fraction is 2.1
The SM prediction is 3.8 ± 0.9 fb, including the uncertainty on the contribution of proton dissociation.
The p T (µ ± e ∓ ) distribution for events with zero extra tracks is shown in Figure 12 . In the AQGC search region p T (µ ± e ∓ ) > 100 GeV, zero events are observed in data, consistent with the Standard Model expectation of 0.14, dominated by pp → p ( * ) W + W − p ( * ) . We find the selection efficiency does not vary strongly between the SM and AQGC samples tested within the acceptance (Table 5) , and therefore set an upper limit on the partial cross section times branching fraction for γγ → W + W − → µ ± e ∓ with p T (µ, e) > 20 GeV, |η(µ, e)| < 2.4, and p T (µ ± e ∓ ) > 100 GeV. We treat the residual SM pp → p ( * ) W + W − p ( * ) signal as a background, resulting in a total of 0.14 ± 0.02 expected events, and include an additional systematic uncertainty of 10% based on the maximum relative variation of the efficiency between the SM and samples generated with two values of the anomalous couplings.
We find an upper limit of 3 events, corresponding to a 95% CL upper limit on the partial cross section times branching fraction with the selection cuts p T (µ, e) > 20 GeV, |η(µ, e)| < 2.4, and p T (µ ± e ∓ ) > 100 GeV:
In Figure 13 , the excluded value is compared to the predicted cross section for non-zero values of a W 0 /Λ 2 and a W C /Λ 2 within the defined acceptance, scaled to include the contribution from proton dissociation. The theoretical prediction is determined from the fully simulated samples, with one anomalous quartic coupling parameter fixed to zero, and a second order polynomial interpolation of the other. With a dipole form factor of Λ = 500 GeV, the limits obtained on the AQGC parameters are:
which are approximately two orders of magnitude more stringent than the limits obtained at LEP [7, 10, 12] .
We perform a similar procedure to scan the two dimensional space of a W 0 /Λ 2 and a W C /Λ 2 , using a large number of samples generated with a fast simulation of the CMS detector [44] . For each point the cross section and the number of events passing generator selection requirements is used to calculate the observed cross section times branching fraction. This procedure only depends on the generator level prediction, with the fast simulation used to confirm that the signal efficiency of all trigger, reconstruction, and analysis selections, relative to the acceptance is flat across AQGC sample space. The result is shown in Figure 14 , where the area outside the ellipse corresponds to values of the anomalous couplings that would result in a partial cross section times branching fraction above 1.9 fb, including the form factor with Λ = 500 GeV. The result of Ref. [7] , obtained from a maximum likelihood fit to a combination of WWγ and WW → γγ channels in e + e − collisions, is shown in the inset.
We also obtain the corresponding limits without form factors. In this case the cross section is dominated by the region of high energy γγ interactions, above the unitarity bound. This leads to limits on the anomalous couplings much smaller than in the scenario with form factors: Figure 14 : Excluded values of the anomalous coupling parameters a W 0 /Λ 2 and a W C /Λ 2 with Λ = 500 GeV. The area outside the solid line indicates values of the anomalous couplings for which the predicted cross section is above the 95% CL upper limit obtained for p T (µ, e) > 20 GeV, |η(µ, e)| < 2.4, p T (µ ± e ∓ ) > 100 GeV. The predicted cross sections are rescaled to include the contribution from proton dissociation. The inset shows the allowed region from the measurement of Ref. [7] , obtained from a maximum likelihood fit with the two anomalous couplings as free parameters. 
Summary
A search for exclusive and quasi-exclusive two-photon production of W ± W ∓ in the µ ± e ∓ channel, pp → p ( * ) W + W − p ( * ) → p ( * ) µ ± e ∓ p ( * ) , is performed using 5.05 fb −1 of data collected at 7 TeV by the CMS detector in 2011. The efficiencies and theoretical predictions for the signal are checked using γγ → µ + µ − events, while the backgrounds are constrained from data using control samples in the N(tracks) and p T (µ ± e ∓ ) distributions.
In a region sensitive to SM γγ → W + W − production with p T (µ ± e ∓ ) > 30 GeV, 2 events are observed, with a background expectation of 0.84 ± 0.13(stat.). The signal expectation is 2.2 ± 0.5 events, with the uncertainty on the theory reflecting the uncertainty of the proton dissociation contribution. The significance of the signal is 1.1σ, with a 95% CL upper limit on the SM cross section of 8.4 fb.
In the region with p T (µ ± e ∓ ) > 100 GeV, where the SM contribution is expected to be small, zero events are observed. A limit is set on the partial cross section times branching fraction within the acceptance of p T (µ, e) > 20 GeV, |η(µ, e)| < 2.4, p T (µ ± e ∓ ) > 100 GeV:
We use this subsample to set limits on anomalous quartic coupling parameters, which results in values on the order of 10 −4 GeV −2 for a W 0 /Λ 2 and 10 −3 GeV −2 for a W C /Λ 2 , assuming a dipole form factor with Λ = 500 GeV. These limits are approximately two orders of magnitude more stringent than the best limits obtained at LEP. With no form factors, the limits on the anomalous quartic coupling parameters would be of order 10 −5 GeV −2 and below, driven by high energy γγ interactions beyond the unitarity bound. Further improvements in sensitivity could be obtained using the 8 TeV data collected at the LHC during 2012, and by the use of dedicated forward proton detectors [45, 46] .
