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1. Introduction
We consider doubly periodic solutions of the nonlinear telegraph system⎧⎪⎪⎨
⎪⎪⎩
utt − uxx + c1ut + f1(t, x,u, v) = s1,
vtt − vxx + c2vt + f2(t, x,u, v) = s2,
u(t + 2π, x) = u(t, x+ 2π) = u(t, x),
v(t + 2π, x) = v(t, x+ 2π) = v(t, x),
(1)
where ci > 0 are constants, f i(t, x,u, v) : R4 → R are continuous functions and 2π -periodic in t and x, si are parameters.
Because of its important physical background, the existence of time-periodic solutions of the telegraph equations with
various boundary conditions for space variable x has been studied by many authors, see [1,3,4,6–8] and the references
therein. For a single telegraph equation,
utt − uxx + cut + f (t, x,u) = s,
an Ambrosetti–Prodi-type result has been proved in [3] by using the Lyapunov–Schmidt procedure when the function
f (t, x,u) satisﬁes the following conditions:
(f1) f (t, x,u) = g(u)− h(t, x), where h(t, x) ∈ L2(2) such that ∫2 h = 0 and g : R → R is a continuous function.
(f2) There exist a,b ∈ R such that∣∣g(u)∣∣ a|u| + b, for all u ∈ R.
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∣∣g(u)− g(v)∣∣ α
2πC
|u − v|, for all u, v ∈ R,
where C is the norm of some linear operator.
(f4) g(u) → ∞ if |u| → ∞.
Recently, on the basis of [2,5,7], C. Bereanu has also proved the similar results in [1] via Leray–Schauder degree theory, the
method of upper and lower solutions and a strong maximum principle for the linear telegraph equations, if the function
f (t, x,u) satisﬁes the following conditions:
(g1) f (t, x,u2) − f (t, x,u1) ν(c)(u2 − u1) for all (t, x) ∈ R2 and every u1,u2 with u1  u2.
(g2) f (t, x,u) → ∞ if |u| → ∞ uniformly in (t, x) ∈ R2.
Those results are only proved for a single telegraph equation. So, inspired by the above results, we will study the
Ambrosetti–Prodi-type result for the telegraph system (1).
For convenience, now we state some preliminaries.
Let 2 be the torus deﬁned as
2 = (R/2π Z) × (R/2π Z).
Doubly 2π -periodic functions will be identiﬁed to be functions deﬁned on 2. We use the notations
Lp
(2), C(2), Cα(2), D(2)= C∞(2), . . .
to denote the spaces of doubly periodic functions with the indicated degree of regularity. The space D ′(2) denotes the
space of distributions on 2.
By a doubly periodic solution of (1) we mean that a (u, v) ∈ L1(2) × L1(2) satisﬁes (1) in the distribution sense, i.e.
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∫
2
u(ϕtt − ϕxx − c1ϕt)dt dx+
∫
2
f1(t, xu, v)ϕ dt dx =
∫
2
s1ϕ dt dx,
∫
2
v(ψtt − ψxx − c2ψt)dt dx+
∫
2
f2(t, x,u, v)ψ dt dx =
∫
2
s2ψ dt dx,
∀(ϕ,ψ) ∈ D(2)× D(2).
Given ci > 0, λi = c
2
i
4 (i = 1,2), denote
Łλi u = utt − uxx + ciut +
c2i
4
u.
For λi = −c2i /4, the Green function Gi(t, x) of differential operators Łλi are explicitly expressed, see Lemma 5.2 in [6]. By
the deﬁnition of Gi(t, x), obviously we have
Gi := ess infGi(t, x) = e−3ciπ/2/
(
1− e−ciπ )2,
Gi := ess supGi(t, x) = 1+ e−ciπ/2
(
1− e−ciπ )2.
Let E be a Banach space
{
U = (u, v) ∈ C(2)× C(2)}
with norm ‖U‖ = |u|∞ + |v|∞ , |u|∞, |v|∞ respectively denotes the maximum norm in C(2), and ordered by the usual
positive cone K ⊂ E . Br denotes the open ball of center (0,0) and radius r in C(2) × C(2).
2. Auxiliary results
Set
Γ = {m2: m ∈N}.
The following results are important in the proof of our main result.
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∫
2
u(φtt − φxx − cφt − λφ)dt dx =
∫
2
hφ dt dx, for all φ ∈ C∞(2). (2)
This solution satisﬁes the estimate
|u|∞  C1‖h‖L1 , (3)
where C1 is a constant that depends only on c and λ. Moreover, the linear operator Rλ : C(2) → C(2) deﬁned by Rλ(h) = u is a
compact operator.
If λ = 0 and ∫2 hdt dx = 0, then (2) has a unique solution u ∈ C(2) such that ∫2 u dt dx = 0, which satisﬁes (2).
In addition, Y. Li has proved the following results for (2) when −λ is replaced by a(t, x), which satisﬁes the assumption
0< a(t, x) c
2
4
and
∥∥a(t, x)∥∥L1 > 0.
Lemma 2.2. (See [4].) Let h(t, x) ∈ C(2), X is the Banach space C(2). Then Eq. (2) has a unique solution u = Ph, P : C(2) →
C(2) is a linear bounded operator with the following properties:
(i) P : C(2) → C(2) is a completely continuous operator;
(ii) If h(t, x) > 0, a.e. (t, x) ∈ 2, Ph has the positive estimate
G‖h‖L1  Ph
G
G‖a‖L1
‖h‖L1 , (4)
where G(t, x) is the Green function of differential operators Łλ when λ = −c2/4.
For convenience, we assume the following conditions through this paper:
(H1) The functions a11(t, x), a22(t, x)∈C(2), 0 a11(t, x) c
2
1
4 , 0a22(t, x)
c22
4 for all (t, x)∈2, and
∫
2 a11(t, x)dt dx> 0,∫
2 a22(t, x)dt dx> 0;
(H2) a12(t, x),a21(t, x) ∈ C(2, R−);
(H3) F (t, x,U2) − F (t, x,U1) A(t, x)(U2 − U1) for all (t, x) ∈ R2 and U1  U2, where
F (t, x,U ) =
(
f1(t, x,u, v)
f2(t, x,u, v)
)
, A(t, x) =
(
a11(t, x) a12(t, x)
a21(t, x) a22(t, x)
)
;
(H4) f i(t, x,u, v) → ∞ if ‖(u, v)‖ → ∞ uniformly in (t, x) ∈ R2.
Now we consider the following linear telegraph system
{
utt − uxx + c1ut + a11(t, x)u + a12(t, x)v = h1(t, x),
vtt − vxx + c2vt + a21(t, x)u + a22(t, x)v = h2(t, x), in D ′
(2)× D ′(2), (5)
where hi(t, x) ∈ C(2, R+). We have the following conclusion.
Lemma 2.3. (See [8].) Assume that the conditions (H1) and (H2) hold. In addition, ‖a12‖L1G1 < G1‖a11‖L1 , ‖a21‖L1G2 < G2‖a22‖L1 .
Then system (5) has a solution (u, v) ∈ C(2)× C(2) and satisﬁes the maximum principle.
Deﬁnition 2.4. Let α = (α1,α2) ∈ C(2, R) × C(2, R), we call (α1,α2) a lower solution of problem (1) for all (t, x) ∈ 2 if
⎧⎪⎪⎨
⎪⎪⎩
α1tt − α1xx + c1α1t + f1(t, x,α1,α2) s1,
α2tt − α2xx + c2α2t + f2(t, x,α1,α2) s2, in D ′+
(2)× D ′+(2),
α1(t + 2π, x) = α1(t, x+ 2π) = α1(t, x), (t, x) ∈ R2,
α2(t + 2π, x) = α2(t, x+ 2π) = α2(t, x), (t, x) ∈ R2.
Here this differential inequality is understood in the sense of distributions, that is
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∫
2
α1
(
φtt − φxx − c1φt + f1(t, x,α1,α2)φ
)

∫
2
s1φ,
∫
2
α2
(
ϕtt − ϕxx − c2ϕt + f2(t, x,α1,α2)ϕ
)

∫
2
s2ϕ,
α1(t + 2π, x) = α1(t, x+ 2π) = α1(t, x), (t, x) ∈ R2,
α2(t + 2π, x) = α2(t, x+ 2π) = α2(t, x), (t, x) ∈ R2,
∀(φ,ϕ) ∈ D ′+
(2)× D ′+(2).
Deﬁnition 2.5. Let β = (β1, β2) ∈ C(2, R)× C(2, R), we call (β1, β2) an upper solution of problem (1) for all (t, x) ∈ 2 if⎧⎪⎪⎨
⎪⎪⎩
β1tt − β1xx + c1β1t + f1(t, x, β1, β2) s1,
β2tt − β2xx + c2β2t + f2(t, x, β1, β2) s2, in D ′+
(2)× D ′+(2),
β1(t + 2π, x) = β1(t, x+ 2π) = β1(t, x), (t, x) ∈ R2,
β2(t + 2π, x) = β2(t, x+ 2π) = β2(t, x), (t, x) ∈ R2.
Here this differential inequality is also understood in the sense of distributions, that is
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∫
2
β1
(
φtt − φxx − c1φt + f1(t, x, β1, β2)φ
)

∫
2
F (t, x,α1,α2)φ,
∫
2
β2
(
ϕtt − ϕxx − c2ϕt + f2(t, x, β1, β2)ϕ
)

∫
2
G(t, x,α1,α2)ϕ,
β(t + 2π, x) = β1(t, x+ 2π) = β1(t, x), (t, x) ∈ R2,
β2(t + 2π, x) = β2(t, x+ 2π) = β2(t, x), (t, x) ∈ R2,
∀(φ,ϕ) ∈ D ′+
(
T 2
)× D ′+(2).
Remark. In the next, the inequalities related to upper and lower solutions are in the distribution sense.
Lemma 2.6. Assume that the condition (H3) holds and that (1) has a lower solution α ∈ E and an upper solution β ∈ E satisfying
α(t, x) β(t, x), for all (t, x) ∈ R2.
Then (1) has a solution (u, v) ∈ E such that
α(t, x) (u, v) β(t, x), for all (t, x) ∈ R2.
Proof. The proof will be based in the standard monotone scheme employed in most studies of upper and lower solutions.
Consider the iterative scheme
ŁUn+1 + A(t, x)Un+1 = s − F (t, x,Un)+ A(t, x)Un, in D ′
(2), (6)
where
Ł=
(
Ł1 0
0 Ł2
)
, F (t, x,U ) =
(
f1(t, x,u, v)
f2(t, x,u, v)
)
.
The operator Łi is deﬁned as
Łiu = utt − uxx + ciut .
Let {Un} and {Un} denote the sequences generated by initial conditions U 0 = α and U0 = β , respectively. The regular-
ity of solutions the linear equations implies that Un and Un are continuous if n  1. Moreover, the condition (H3) and
Lemma 2.1 lead to the chain of inequalities
α = U0  U1  · · · Un  Un  · · · U1  U0 = β.
In particular, the sequence {Un} is nondecreasing and converges pointwise to a function U that α  U  β . A passage to the
limit based on the dominated convergence theorem shows that U is a solution of
ŁU + A(t, x)U = s − F (t, x,U ) + A(t, x)U , in D ′(2),
or, equivalently, of (1). Again, the regularity theory allow us to conclude that U belongs to E . 
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by
Ns(U )(t, x) = s − F (t, x,U ) =
(
s1 − f1(t, x,u, v)
s2 − f2(t, x,u, v)
)
, for all (t, x) ∈ R2.
The operator Ns is continuous and takes bounded sets into bounded sets. Next the system (5) is equivalent to
ΛU = A0U + H(t, x), U ∈ E, (7)
where
Λ =
(
Λ1 0
0 Λ2
)
, A0 =
(
0 −a12(t, x)
−a21(t, x) 0
)
, H(t, x) =
(
h1(t, x)
h2(t, x)
)
.
The operator Λi is deﬁned as
Λiu = utt − uxx + ciut + aii(t, x)u.
From Lemma 2.1, we know that (7) is equivalent to
U = Λ−1A0U + Λ−1H(t, x), U ∈ E. (8)
By the conditions (H1), (H2) and Lemma 2.2, it is easy to verify ‖P1 ◦ (−a12)‖ < 1 since
∥∥P1 ◦ (−a12)∥∥ G1
G1‖a11‖L1
‖a12‖L1 < 1.
In a similar way, we also can verify ‖P2 ◦ (−a21)‖ < 1. Therefor (5) is also equivalent to
U = (I − Λ−1A0)−1Λ−1H(t, x), U ∈ E.
Thus let T (s, ·) : E → E be the operator
T (s, ·) = (I − Λ−1A0)−1Λ−1 ◦ [Ns + AI].
By Lemma 2.2, it is easy to see that the homotopy T is compact on S × Ω whenever S = [a1,b1] × [a2,b2] ∈ R2 and Ω is
an open bounded set in E . On the other hand, by the above statements, it is not diﬃcult to know that
Lemma 2.7. A function U ∈ E is a solution of (1) if and only if U is a ﬁxed point T (s, ·), that is U = T (s,U ).
The following lemma gives a priori bounded for possible solutions of (1) for s ∈ [a1,b1] × [a2,b2].
Lemma 2.8. If the condition (H4) holds, then for each b > 0 there exists ρ = ρ(b) such that any possible solutions of (1) with |s| < b
satisﬁes ‖(u, v)‖ < ρ .
Proof. The process is similar to Lemma 3.2 in [1], we give it brieﬂy.
Let |s| < b and U = (u, v) ∈ E is the solution of (1). By condition (H4), we deduce that the function f i is bounded from
below. This implies that we can ﬁnd a δ > 0 such that
∣∣ f i(t, x,u, v)∣∣ f i(t, x,u, v) + δ, for all (t, x,u, v) ∈ R4.
In addition, it is to see that∫
2
(
f i(t, x,u, v) − si
)
dt dx = 0.
Thus we can have that∫
2
∣∣ f i(t, x,u, v)∣∣dt dx 4π2(si + δ).
Let H(t, x) = Ns(u, v), by Lemma 2.1 and the above statement, (1) has unique solution (u˜, v˜) ∈ E such that
∫
2 u˜ dt dx = 0
and
∫
2 v˜ dt dx = 0, and
|u˜|∞  C14π2(2
√
b + δ), |v˜|∞  C14π2(2
√
b + δ).
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u = u¯ + u˜ = 1
4π2
∫
2
u dt dx+ u˜.
Then by (H4) and the above inequalities, there exists a constant C2 such that
|u¯| C2.
We can obtain |u|∞  C3. In the similar way, we also have |v|∞  C3. So∥∥(u, v)∥∥= |u|∞ + |v|∞  2C3.
The proof is completed. 
3. Main result
We now state the main result of this paper.
Theorem 3.1. Assume that the conditions (H1)–(H4) hold, then there exists s∗ ∈ R2 such that problem (1) has zero, at least one or at
least two periodic solutions according to s < s∗ , s = s∗ or s > s∗ .
Proof. Set
S j =
{
s ∈ R2: system (1) has at least j solutions, j  1}.
Step 1. S1 = ∅. Take
s∗i > max
(t,x)∈2
f i(t, x,0,0).
By condition (H4), we can choose R∗i > 0 such that
min
(t,x)∈2
f i
(
t, x, R∗1, R∗2
)
> s∗i .
Then it is easy to see that α = (0,0) is a lower solution and β = (R∗1, R∗2) is an upper solution of (1) with s = s∗ such that
α < β . So by Lemma 2.6 it follows that s∗ ∈ S1.
Step 2. If s˜ ∈ S1 and s > s˜, then s ∈ S1. Let (u˜, v˜) be a solution of (1) with s = s˜, and let s > s˜. Then we can obtain that
(u˜, v˜) is lower solution of (1) with s. By condition (H4), we also can choose R1 >max(t,x)∈2 u˜ and R2 >max(t,x)∈2 v˜ such
that
min
(t,x)∈2
f i(t, x, R1, R2) > si .
Then α = (u˜, v˜) is a lower solution and β = (R1, R2) is an upper solution of (1) such that α < β . Then by Lemma 2.6, s ∈ S1.
Step 3. s∗ = inf S1 is ﬁnite and S1 ⊃ {s ∈ R2: s > s∗}. Let s ∈ R2 and suppose that (1) has a solution (u, v). Thus from the
proof of Lemma 3.2 in [1], we can obtain that∫
2
(
f i(t, x,u, v) − si
)
dt dx = 0.
On the other hand, condition (H4) implies that the function f i(t, x,u, v) is bounded from below. So we have si  inf2 f i >−∞. The ﬁrst part is proved. Next we use the conclusion of Step 2, we get the second part of Step 3.
Step 4. S2 ⊃ {s ∈ R2: s > s∗}. Let s¯ < s∗ < sˆ. For each s ∈ R2, let T (s, ·) be the ﬁxed-point operator in E associated to (1)
and deﬁned in Lemma 2.7. Using Lemma 2.8 we can ﬁnd ρ such that each possible zero of I− T (s, ·) with s ∈ [s¯, sˆ] satisfying
‖(u, v)‖ <ρ . By the invariance property of the Leray–Schauder degree implies that
dLS
[
I − T (s, ·), Bρ,0
]
,
is well deﬁned and does not depend upon s ∈ [s¯, sˆ].
However, by Step 3, we know that U − T (s,U ) = 0 for all (u, v) ∈ E . This implies that dLS[I − T (s¯, ·), Bρ,0] = 0, so that
dLS[I − T (sˆ, ·), Bρ,0] = 0 and, by the excision property of Leray–Schauder degree [5],
dLS
[
I − T (sˆ, ·), Bρ ′ ,0
]= 0, if ρ ′ >ρ. (9)
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β1 >max(t,x)∈2 u and β2 >max(t,x)∈2 v such that
min
(t,x)∈2
f i(t, x, β1, β2) > sˆi . (10)
Now set
ΩUˆ ,β =
{
(u, v) ∈ E: (uˆ, vˆ) < (u, v) < (β1, β2)
}
.
Let U = (u, v) ∈ ΩUˆ ,β and V = T (sˆ,U ). Consider Ψ = β − V . Hence, Ψ = (I − Λ−1A0)−1Λ−1(H(t, x)), where H(t, x) ∈ E is
deﬁned as
H(t, x) =
(
h1(t, x)
h2(t, x)
)
=
(
a11(t, x)β1 + a12(t, x)β2 − a11(t, x)u − a12(t, x)v − sˆ1 + f1
a22(t, x)β2 + a12(t, x)β1 − a22(t, x)v − a21(t, x)u − sˆ2 + f2
)
.
Then by condition (H3), (10) and (u, v)  (β1, β2) imply that H(t, x) > 0 on R2. Using Lemma 2.2 and Lemma 2.3, we
deduce that Ψ > 0 on R2. Consequently, V ∈ ΩUˆ ,β and
T (sˆ,ΩUˆ ,β) ⊆ ΩUˆ ,β .
This implies that
dLS
[
I − T (sˆ, ·),ΩUˆ ,β ,0
]= 1. (11)
Hence, the operator T (sˆ, ·) has ﬁxed point in ΩUˆ ,β which is also the solution of (1) with s = sˆ.
On the other hand, by (9) and (11), if ρ ′ is suﬃciently large, we have
dLS
[
I − T (sˆ, ·), Bρ ′ \ΩUˆ ,β ,0
]= dLS[I − T (sˆ, ·), Bρ ′ ,0]− dLS[I − T (sˆ, ·),ΩUˆ ,β ,0]= −1.
This implies that (1) has another solution with s = sˆ in Bρ ′ \ΩUˆ ,β .
Step 5. s∗ = inf S1, so we can ﬁnd a sequence {τn} ∈ {s ∈ R2: s > s∗} which can converge to s∗ . Let Un be a solution
sequences with s = τn given by Step 3. Then by Lemma 2.7, we have
Un = T (τn,Un). (12)
From Lemma 2.8, there exists ρ > 0 such that ‖Un‖ < ρ for all n  1. The compactness of T (s, ·) implies that, up to
a subsequence, the right hand of (12) converges in E , and hence {Un} converges to some U ∈ E such that U = T (s∗,U ),
namely, U is the solution of (1) with s = s∗ .
The proof is completed. 
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