






















In image-based plant diagnosis, clues related to diagnosis are often unclear, and the other factors such as 
image backgrounds often have a significant impact on the final decision. As a result, overfitting due to latent 
similarities in the dataset often occurs, and the diagnostic performance on real unseen data (e,g. images from 
other farms) is usually dropped significantly. However, this problem has not been sufficiently explored, since 
many systems have shown excellent diagnostic performance due to the bias caused by the similarities in the 
dataset. In this study, we investigate this problem with experiments using more than 50,000 images of 
cucumber leaves, and propose an anti-overfitting pretreatment (AOP) for realizing practical image-based plant 
diagnosis systems. The AOP detects the area of interest (leaf, fruit etc.) and performs brightness calibration as 
a preprocessing step. The experimental results demonstrate that our AOP can improve the accuracy of 
diagnosis for unknown test images from different farms by 12.2% in a practical setting. 


































である Faster R-CNN [10]および SSD [11]を使用し，トマ
ト葉の画像計 5,000 枚に対して調査を行い，平均精度






























































Disease Disease classification dataset 
Training Validation Test (Different farm) 
Viral 
disease 
MYSV 7,448 827 2,596 
ZYMV 9,189 1,021 3,364 
CMV 4,109 456 563 
WMV 2,511 279 306 
Fungal 
disease 
Brown Spot 2,014 224 654 
Downy Mildew 1,311 146 380 
Powdery Mildew 2,204 245 114 
Healthy 6,908 768 1,138 





























Spot，Downy Mildew，Powdery Mildew）と健全葉計 8ク
ラスで構成されている．この分類用データセットは，モ
デル学習用の diseasetraining 35,694 枚，モデル評価用の







Fig. 2.1 使用したデータセットの例 
 
 
Fig 2.2 病害の初期症状の例(a: MYSV, b: CMV, c: WMV, 















AOP モデルは pix2pix のアーキテクチャに基づいてお
り，Generatorと Discriminatorで構成されている．Fig 2.3
に，AOPの概略図を示す．	









Fig 2.3 AOPの概略図 
 

















































の content lossとして SSIMを使用して学習し，直接画像 
生成を行うモデルとする． 
最適化には Generatorと Discriminatorにα= 0.0002，β= 











識 別 器 の 学 習 に は オ ン ラ イ ン で 上 述 の data 
augmentationを行った． 
最適化には学習率 0.001の momentum SGD[25]を適用し，





















Table 3.1 AOPによるセグメンテーション精度 
 Precision [%] Recall [%] F1-score [%] 
AOPMAEprob 100.0 95.8 95.8 
AOPMAE 98.4 97.1 97.8 
(Proposed)AOPSSIM 98.6 97.5 98.1 
 
 
Fig 3.1 AOPによる葉領域抽出の結果 (a: original, b: 
AOPMAEprob, c: AOPMAE, d: AOPSSIM) 
 
Table 3.2 AOPを導入した場合としない場合の精度比較 
 Average Accuracy [%] (8 Classes) 
Diseasetraining Diseasevalidation Diseasetset 
w/o AOP 98.2 97.5 40.3 
AOPMAEprob 98.2 97.2 48.8 
AOPMAE 98.0 97.1 49.7 








































































は Powdery Mildewが 2,204枚含まれており，そのデータ
の約 25%が初期症状の葉画像であった．また，Fig. 2.2か
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