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Abstract
We examine the freshwater balance of Hudson and James bays, two shallow and fresh seas that annually receive 12% of the pan-
Arctic river runoff. The analyses use the results from a 3–D sea ice-ocean coupled model with realistic forcing for tides, rivers,
ocean boundaries, precipitation, and winds. The model simulations show that the annual freshwater balance is essentially between
the river input and a large outflow toward the Labrador shelf. River waters are seasonally exchanged from the nearshore region to
the interior of the basin, and the volumes exchanged are substantial (of the same order of magnitude as the annual river input). This
lateral exchange is mostly caused by Ekman transport, and its magnitude and variability are controlled by the curl of the stress at
the surface of the basin. The average transit time of the river waters is 3.0 years, meaning that the outflow is a complex mixture of
the runoff from the three preceding years.
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1. Introduction
Seasonal changes in insolation at high latitudes lead to air
temperatures above and below the freezing point of water. This
causes the seasonal storage of water in snow and ice during
winter, which is released as liquid water by the melting of snow
and ice in spring and summer. Such seasonal variability can be
observed in Hudson + James bays (HJB), a shallow and semi-
enclosed basin located upstream of the Labrador Shelf and Cur-
rent (Fig. 1). The river discharge in HJB fluctuates by a factor
of three over seasons (De´ry et al., this issue), with a mean value
of 635 km3 y−1, or 12% of the total pan-Arctic runoff (Lam-
mers et al., 2001). This value represents the annual addition of
a 80 cm layer of freshwater if distributed over the whole area
of the basin. Satellite observations show the formation of a
complete ice cover around December and its complete disap-
pearance by early summer (Hochheim et al., this issue). The
thickness of the ice cover is only known from measurements
nearshore and qualitative estimates from satellite images that
range between one and two meters during the peak of win-
ter (Markham, 1986; Prinsenberg, 1988). The precipitation P
and evaporation E rates over the basin are also difficult to esti-
mate from the limited observations, and the literature provides
conflicting estimates: Prinsenberg (1980) suggests a negative
P − E rate, while Fig. 2.5 from Gill (1982) suggests a posi-
tive rate of 290 kg m−2 y−1 at 60◦N (≈ 220 km3 y−1 for HJB).
Nevertheless these values of P − E remain smaller than the an-
nual runoff or ice melt by a factor of two or more (see Straneo
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and Saucier, 2008a, on the freshwater of HJB, Foxe Basin, and
Hudson Strait).
A recent observational study highlights how the outflow
from Hudson Strait (the channel linking HJB to the Labrador
Sea) is a significant contributor to the freshwater flux over the
Labrador Shelf, both by conveying the freshwater from HJB
and by recycling part of the Baffin Current (Straneo and Saucier
2008b). The variability and magnitude of this fresh outflow is
only weakly related to local wind forcing, and the importance
of an upstream control (i.e. from HJB) is suggested by these au-
thors (see also Sutherland et al., this issue). Such upstream-to-
downstream relationship was examined by Myers et al. (1990)
who calculated lagged-correlations between salinities from the
Labrador Shelf and interannual river discharge or ice volume
from HJB. They obtained a significant inverse correlation be-
tween the runoff and the salinity by assuming a point-wise runoff
and a travel time of nine months before reaching the shelf. A
more sophisticated river water tracking algorithm by De´ry et al.
(2005) recently illustrated how the salinity minimum recorded
at the shelf would be in fact a combination of the runoff from
three different years owing to the spatially-distributed runoff in-
side the large basin.
Although the studies from Myers et al. (1990) and De´ry
et al. (2005) differ regarding the time required to reach the
Labrador Shelf, they both assume freshwater to be advected as
in a pipeline: the outflow downstream is solely determined by
the freshwater input upstream (scenario 1). This will not be
the case if processes within HJB act to spatially redistribute
the freshwater and complicate its pathway (scenario 2). For
instance, the plume of the Mackenzie River in the Beaufort
Sea sometimes stretches 400 km off the shelf (Macdonald et al.,
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1999). Such interactions with the offshore region matters for the
climate of the bay, its ecosystem, and its biogeochemical con-
ditions. Riverine freshwater increases the stability of the water
column and thus exerts a control on the mixing and formation
of the bays’ waters. The river waters also impact the primary
production, the basic component of the food web, which re-
lies on vertical exchanges with nutrient-rich deep waters (e.g.,
Kuzyk et al. 2010; Sibert et al., this issue). Finally, the spa-
tial redistribution of the riverine tracers is likely to be different
according to the scenario. These tracers include colored dis-
solved organic matter (CDOM, Granskog et al. 2007), which
absorb the light necessary for the primary production, and also
mercury, a contaminant found in very high concentrations in
marine mammals, and a concern for the health of the northern
residents (Hare et al., 2008).
The objective of this study is to determine the kinematics,
or fate, of the river waters of HJB. More specifically, we inves-
tigate the following aspects: To what extent do the river waters
spread to the interior region of the basin? Which processes con-
trol the exchanges with the interior? What is the transit time of
the river waters? Answering these questions will help us deter-
mine the role of the river waters at the regional scale. The next
sections describe the methodology of the study and the results
obtained for the annual freshwater and volume budgets of the
basin, the cross-shore exchanges of freshwater and associated
process, and the transit time of the river waters.
2. Method
2.1. The Sea Ice–Ocean Coupled Model and its Forcings
For this study we make use of a regional 3–D numerical
model developed by Saucier et al. (2004a). Our study specif-
ically focuses upon the Hudson and James bays (referred to
as HJB) even though the model domain also includes Hudson
Strait and Foxe Basin. The ocean module (Backhaus, 1983,
1985) solves the primitive equations with a resolution of 10 km
in the horizontal and 10 m in the vertical. The internal Rossby
radius of deformation is about 10 km in HJB so that the model
partially resolves the mesoscale eddies (eddy-permitting). The
ocean model is coupled to a dynamic and thermodynamic two-
layer sea ice model (see Hunke and Dukowicz, 1997; Semt-
ner, 1976) and a single layer snow model. As in Saucier et al.
(2004a), the prognostic equations are integrated without having
recourse to nudging or restoring conditions.
The simulations are initialized from a composite of his-
toric salinity-temperature profiles (see Saucier et al. 2004a) and
conducted under realistic forcing from tides, ocean boundaries,
river runoff, and atmosphere. Tides are introduced by prescrib-
ing the sea elevation at the open boundaries according to Mat-
sumoto et al. (2000). Temperature and salinity at these bound-
aries are set according to historic profiles acquired at the mouth
of Hudson Strait (Canadian Marine Environmental Data Ser-
vice) and in Fury & Hecla Strait (Barber, 1965; Sadler, 1982).
Observed daily river runoff is obtained from provincial insti-
tutions of Que´bec, Ontario, Manitoba, and from HYDAT (HY-
drometric DATabase, Environment Canada) when available. Note
that this runoff dataset includes the effect of dams and diver-
sions around HJB. Three-hourly winds and precipitation are
taken from the high-resolution (15 km), data-assimilating, op-
erational model used for weather forecast in Canada (GEM,
Global Environmental Model, Coˆte´ et al., 1998).
The simulations are conducted using the same model con-
figuration as in the study of Saucier et al. (2004a) except for
several minor enhancements. First, the atmospheric and hydro-
logic forcing was extended to cover the period of the simula-
tion. Then, the air-ocean drag coefficient was updated accord-
ing to Zedler et al. (2009, Table A2, right column). The air-ice
drag coefficient is 1.2 × 10−3 as suggested by Hibler (1979).
Finally, the model was modified for the use of salty sea ice
(7 psu, e.g. Prinsenberg 1984) instead of pure fresh sea ice.
It is found that these modifications have only a small effect on
the simulated seasonal cycle, but they are nevertheless included
for completeness.
2.2. Spin-up of the Model
The model results presented in this study are obtained us-
ing the following strategy. The model is first spun-up from
rest using repeatedly the forcing for the period August 2003
to August 2004 (we did not consider spinning the model using
interannually-varying forcing since only four years of contin-
uous data were available.) The spin-up process ends once we
obtain a stable seasonal cycle for the salinity and temperature
fields. Trends in these fields rapidly disappear within five years
of spin-up, and all transient oscillations have disappeared after
20 years. It is this stable seasonal cycle that is used for all the
calculations and figures.
2.3. Comparison with Observations
Extensive comparisons between the model and observations
are available in the work of Saucier et al. (2004a). We neverthe-
less present here a comparison with observations recently ac-
quired during the ArcticNet and Merica cruises. We specifically
show the salinity field since it largely controls the density of the
waters (and thus the pressure field and its gradient) and the lo-
cal concentration of freshwater. The top panel of Fig. 2 shows
the surface salinity in late summer for the model (year 2003)
and observations (year 2005, see Lapoussie`re et al. 2009). Al-
though the years are different, the main features of the salinity
field are preserved over years and apparent in both observations
and model results, notably the relatively fresh boundary region
and the saltier interior region. We also note that the location of
the isohalines and their spacing (gradient) are similar in a) and
b). The bottom part of Fig. 2 shows a salinity transect along
61◦N from the Merica cruises (Saucier et al., 2004b) and for
the same year as in the simulation. Again the model reproduces
the key features of the salinity field, including the wedge of
freshwater in the eastern part and the saltier interior. The model
is slightly too stratified around 30 m (a frequent problem with
statistical closure schemes, Martin 1985) and slightly underes-
timates the salinity of the mixed bottom layer (the model gives
values around 32.9 psu). Nevertheless this comparison confirms
that the high-resolution forcings lead to a realistic solution, and
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that the model is able to reproduce the main dynamical pro-
cesses governing the freshwater balance of the basin.
2.4. Choice of the Reference Salinity
Following McPhee et al. (2009), we define one cubic meter
of seawater as a mixture of salty ocean water (of fixed salinity
S 0) and of freshwater (S = 0 psu). The local freshwater con-
centration, 0 ≤ cfw ≤ 1, is thus defined as:
cfw =
{ (S 0 − S ) /S 0 if S ≤ S 0,
0 if S > S 0.
(1)
Note that some authors allow cfw to be negative when S > S 0.
In our case these two definitions are equivalent since the ref-
erence salinity S 0 = 33 psu corresponds to the salinity of the
bottom layer (see Fig. 2c) or similarly to the maximum salinity
of the waters entering HJB (32.8 psu according to Prinsenberg,
1984). Also note that the model calculations are independent
of the cfw definition since the model dynamics are written in
term of absolute densities. The choice of S 0 only impacts the
freshwater budget that is computed a posteriori from the model
salinities and velocities.
Previous studies used similar values for the salinity refer-
ence of HJB (32.8 psu for Prinsenberg 1984; 33.1 psu for Granskog
et al. 2007). The use of a higher reference salinity, such as
S 0 = 34.8 psu, would only scale (roughly double) the freshwa-
ter content of the basin and the freshwater fluxes at its mouth.
Since both inflowing and outflowing fluxes would be scaled,
the higher reference value would represent a larger volume of
freshwater transiting through the basin, with no net effect on its
budget. The definition of freshwater above is also appropriate
for the sea ice, with the exception that water is denser than ice,
so that a density ratio is taken into account during the calcula-
tions.
2.5. Treatment of Ice Growth and Ice Melt
The coupling between the sea ice and ocean models re-
sults in fluxes of freshwater and brine at the ice-ocean interface.
These fluxes are modeled as diffusive fluxes, meaning that ice
growth/melt results in a modification of the salinity of the upper
ocean (a salt adjustment) while the volume of the water column
is unaltered (an approximation commonly used in ocean mod-
els; e.g. in the Regional Ocean Modeling System, ROMS). For
a grid cell located in the surface level of the ocean model, the
salt adjustement corresponds to (e.g., Mellor and Kantha, 1989,
Eq. 20):
(
S ′ − S
)
ρwat∆x∆y∆z = (S − S ice) ρiceΓ∆t A∆x∆y, (2)
where ∆x∆y∆z is the volume of the cell considered, S (S ′) is its
salinity in g/kg before (after) the salt adjustment, ρwat and ρice
are the density of water and ice, S ice the salinity of ice, Γ the
rate of ice growth or melt (in m s−1, positive for growth), and
0 ≤ A ≤ 1 the fraction of the cell that is ice-covered. The left
hand side of Eq. 2 represents the change in the salt content (in
grams) of the cell, and this is equal to the amount of salt that
must be rejected by the newly formed ice to go from a salinity
S to a salinity S ice (right hand side of Eq. 2; note that S > S ice).
The same equation is used for ice melt (Γ < 0), and its
impact on the freshwater budget is best seen by comparing the
freshwater content (in m3) of the cell before and after the salt
adjustment. Using Eqs. 1 and 2, this is:
∆x∆y∆z [
after︷   ︸︸   ︷
S 0 − S ′
S 0
−
before︷  ︸︸  ︷
S 0 − S
S 0






Eq. 3 shows that the freshwater involved in the growth (melt)
of ice is directly subtracted (added) to the freshwater content of
the upper ocean during the salt adjustment. The factor ρice/ρwat
takes into account the difference of density between ice and wa-
ter, while the factor (S − S ice) /S 0 is necessary when S ice , 0
(here S ice = 7 psu).
This adjustment of the surface ocean salinity can result in
both the destabilization of the upper water column (during ice
growth) or its stabilization (during ice melt). The vertical tur-
bulence closure model takes into account these conditions in
its budget of turbulent kinetic energy (see Mellor and Yamada,
1982; Canuto et al., 2001, for a description of the turbulence
model). Relatively high levels of turbulent kinetic energy and
vertical mixing are produced during sustained periods of ice
growth, and the opposite during ice melt.
2.6. Passive Numerical Tracer
The study presents results from experiments involving a
passive numerical tracer that is injected into the system at the
same rate and locations as the river waters (e.g., Jahn et al.,
2010). A concentration of one (zero) in a given location cor-
responds to pure (absence of) river water. With this tracer we
aim to track the river waters in the most realistic way possible,
so that we must take into account the seasonal transformation of
these waters into sea ice. The contribution from the river waters





During the ice growth period (Γ > 0), criv is the concentration
of the river tracer in the first (surface) model level, and cfw is
the freshwater concentration in the same level. During the ice
melt period (Γ < 0), criv is the thickness of solid river tracer,
and cfw is the ice thickness. Note that criv ≤ cfw at all times.
The solid river tracer is advected using the ice velocities.
This procedure allows us to track the river tracer during the
whole year in a realistic manner. The procedure is not the most
appropriate for substances such as mercury (that are rejected
when ice forms), but it will be seen later (Fig. 7a) that most of
the river water remains liquid during winter (e.g., Macdonald
et al., 1995), which minimizes this issue. Another disadvantage
of having the river tracer involved in the ice growth/melt cycle
is that we must consider both solid and liquid fluxes of river
tracer. It will be shown later that the movements of river tracer




3.1. The Annual Freshwater Budget
The freshwater budget of a coastal basin describes how the
various processes balance each other so that the freshwater con-
tent of the basin is maintained on long timescales. Table 1
shows this budget calculated from the annual mean of the sim-
ulation starting in August 2003 and ending in August 2004 (see
Method). The top part of the table describes a balance between
the riverine and atmospheric inputs of freshwater, the effect
from ice growth and ice melt, and the net lateral exchange of
freshwater at the mouth of the system. The growth and melt of
ice over HJB as a whole nearly cancel each other, and the spatial
distribution of ice growth and melt within the basin is similar
to that of Saucier et al. (2004a, their Figs. 10 and 13). The fact
that ice growth and melt mostly offset each other for HJB as
a whole is also visible in Fig. 3: during winter the liquid and
solid components change at the same rate and the total volume
of freshwater (red curve) is constant. Over May to October a
small increase in total freshwater is visible and it is most likely
related to the seasonal river forcing (Saucier et al. 2004a, their
Fig. 2f; De´ry et al., this issue).
The fluxes through the four channels bounding HJB in the
north (Fig. 1) are shown in the lower part of Table 1. Relatively
small amounts of freshwater enter HJB through the west (nega-
tive fluxes), so that the bulk of the exchange is a large freshwater
flux leaving HJB through the easternmost channel. The magni-
tude of this freshwater outflow (802 km3 y−1) is consistent with
measurements made downstream of HJB (760–880 km3 y−1, or
24–28 mSv, Straneo and Saucier 2008b, Table 2). The volume
fluxes describe a similar pattern with inflow in the west and out-
flow in the east. The net volume flux nearly equates the river
inflow since all other sources of volume in the budget (e.g. P
and E) are parameterized as diffusive fluxes, which means that
they do not modify the volume of the basin. In all cases the
volume contribution from P − E is negligible compared to the
changes associated with the volume fluxes at the mouth of the
bay.
The annual freshwater budget illustrates that the basin mostly
exports freshwater from local sources (rivers and net precipita-
tion), and that the river runoff is the most important contribu-
tor to the annual budget. The next sections focuses upon these
important river waters and more specifically on their trajectory
within the basin.
3.2. The Fate of the River Waters
In order to track the river waters numerically we tag them
with a passive tracer described in Method. Figure 4a shows
the surface concentration of the river tracer once its concen-
tration has reached steady-state. The concentration is shown
for the summer period when observations of the surface salin-
ity are available for comparison (see Method for a description
of the data). The figure shows that the highest concentrations
are found near the shorelines, and that most river plumes are de-
flected toward the right as expected from the Coriolis force. The
tracer field evolves over time by moving in a counter-clockwise
sense and leaving through Hudson Strait, which is consistent
with the known currents of the basin (Prinsenberg, 1986a). What
is less expected is that the river waters seem to be only loosely
trapped to the coastlines, leaking toward the interior of the basin
at scales of 100 km rather than 10 km.
As it will be shown later, this seaward transport of the river
tracer is driven by genuine physical processes rather than arti-
ficial effects such as numerical or subgrid scale diffusion. The
existence of such seaward transport is supported by a certain
number of observations. Granskog et al. (2009) calculated the
distribution of riverine freshwater in southwestern HJB accord-
ing to δ18O measurements in late summer 2005. Their results
clearly show concentrations decreasing seaward on scales of
100 km rather than 10 km. Further evidence is given in Fig 4b,
where the simulated surface salinity is shown for the same pe-
riod as the tracer concentration from Fig. 4a. Striking similari-
ties are visible between the salinity of the water and the tracer
concentration, which suggests that river waters are to a large
degree responsible for the freshness of the waters offshore dur-
ing the summer period. This model result is consistent with
the observed salinity charts (see section 2, and also the charts
from Prinsenberg 1986b) that show similar features during the
summer. Finally, Macdonald et al. (1999) report similar obser-
vations for the plume of the Mackenzie River in the Beaufort
Sea. In the next sections we will investigate the meaning and
importance of this offshore transport of the river waters.
3.3. Exchanges between the Boundary and Interior Regions
For simplicity we first consider the cross-shore exchanges
of freshwater without distinguishing its origin (river or precipi-
tation); we will go back to the specific case of the river waters
once the processes involved are identified. We begin by iden-
tifying the boundary and interior areas: the boundary holds a
narrow, swift flow that follows the shorelines, while the interior
has a broad, slow flow following a closed circuit (e.g., Ped-
losky, 1996, p. 2). Thus the two regions are naturally identified
from the mean streamlines, or more specifically those of the
surface currents (first model level, 0–10 m, see Li et al. 2006)
since we focus upon the buoyant freshwater. The mean stream-
lines (Fig. 4c) depict a counter-clockwise flow around Hudson
Bay, with the waters leaving Hudson Bay through the eastern-
most channel, and then heading toward the east along the south-
ern shore of Hudson Strait. The flow is relatively strong in the
nearshore region and rather quiescent in the central region. The
streamline highlighted in black marks the frontier between the
boundary (open streamlines) and interior (closed streamlines)
regions. Note that having a streamline as the frontier does not
mean the interior is isolated from the boundary: seasonal ad-
vection, and eddy exchange of scalars, can act across the mean
streamline.
We now examine the contribution of lateral fluxes (i.e. the
boundary/interior exchanges) in the freshwater budget of the in-
terior. This budget is shown in Fig. 5a,b, where V stands for the
total (solid plus liquid) freshwater content. The volume V un-
dergoes large seasonal variations, decreasing by 225 km3 dur-
ing the autumn, and increasing during early winter and during
summer. It is also seen in Fig. 5b that the large variations in V
(dV/dt, red curve in b) cannot be explained by the divergence of
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ice and by net precipitation, so that lateral exchanges must be
responsible for the large variations. In particular, the increase
in V during the summer is what is expected from the observed
and simulated summer surface salinity charts (see the previous
section). The next step is to identify what processes are behind
the lateral exchanges.
3.4. What Regulates the Freshwater Content in the Interior?
Two processes are likely to contribute to the cross-shore
transport of freshwater: 1) Ekman transport in the fresh surface
layer (e.g., Lentz, 2004), and 2) eddies formed through baro-
clinic instability of the boundary current (e.g., Spall, 2004). As
a first attempt we will assume the Rossby and horizontal Ekman
numbers to be small, so that we neglect exchanges due to eddies
and assume that the flow can be decomposed into geostrophic
and Ekman components (e.g., Mu¨ller, 2006, section 15.2). The
latter is defined by the dynamical balance:






where f is the Coriolis parameter, e3 the unit vector pointing
upward, uek the Ekman velocity as a function of position and
time, ∂/∂z is the vertical derivative, and A3 is the model ver-
tical turbulent viscosity being also a function of position and
time. Ekman velocities are computed at each grid point and
timestep, with A3∂uek/∂z set to the surface stress, and a no-slip
condition at the bottom. Note that ∂ugeos/∂z is assumed neg-
ligible within the Ekman layers. The surface stress is defined
as a smooth function of the wind stress (ice-free period) and of
the ice-ocean stress (ice-covered period, see Mellor and Kantha
1989). Once the Ekman velocities are obtained, the correspond-
ing freshwater fluxes are calculated using the salinity reference
S 0.
Figure 5c shows the comparison between the lateral ex-
change of freshwater caused by the true model velocities (red curve),
and the lateral exchange of freshwater due to Ekman velocities
(green curve). The two timeseries are very close to one another,
meaning that Ekman velocities are in a large part responsible for
the exchanges of freshwater between the interior and boundary
regions. The interior region releases freshwater to the boundary
region during the autumn (negative fluxes), and then receives
freshwater from the boundary region in early winter and dur-
ing the summer. These results essentially reflect the variations
in the freshwater content of the interior region that were seen
previously (Fig. 5b, red curve).
The important role played by the Ekman velocities for the
regulation of the freshwater present in the interior means that
the stress applied at the surface of the basin exerts a significant
control over these exchanges. The dynamical relation between
the two is directly obtained by computing the divergence ∇· of
the Ekman volume transport Ms = −e3 × τs/ ( fρ0) (Ekman,
1905):
∇ · Ms =
1
fρ0 (∇ × τs)3 (6)
where the subscript 3 refers to the vertical component of the
curl. Such relation is apparent when comparing the blue curve
from Fig. 5d (right hand side of Eq. 6) to the blue and green
curves of Fig. 5c (left hand side). The relation can be summa-
rized in the following way. A counter-clockwise tendency in the
wind stress (positive curl, ∇ × τs > 0) forces the surface waters
to leave the interior region (divergence, ∇ · Ms > 0). A clock-
wise tendency in the wind stress (negative curl, ∇ × τs < 0)
forces the surface waters to enter the interior region (conver-
gence, ∇ · Ms < 0). These concepts are illustrated in Fig. 6.
Note that the horizontal scale of the wind stress field is compa-
rable with the size of the domain.
It is worth noting that Eq. 6 relates the curl of the stress at
the surface of the sea to the Ekman volume transport. How-
ever it is the Ekman transport of freshwater that is the quantity
of interest here, and it could differ appreciably from the vol-
ume transport depending on the cross-shore salinity gradients.
Figure 5c shows that in fact the volume and freshwater trans-
ports share the same seasonal evolution. The salinity field only
causes a slight amplification or damping of the seasonality in
some periods. In other words, variations in the cross-shore flux
of freshwater (a product of velocity and freshwater concentra-
tion) are more determined by the velocities than by salinity.
Another dynamical consideration is that the Ekman trans-
port is driven by the stress at the top of the water column, which
differs from the wind stress in winter. During this period, the
ice cover acts as an intermediary that transfers part of the wind
stress to the ocean (sea ice tends to be driven by winds, and
damped by its contact with the ocean and by ice-ice interac-
tion; Martinson and Wamser 1990; Steele et al. 1997. This is
most likely the case in the interior region since the currents are
so weak, see Fig. 4c, and Markham 1986). It raises the ques-
tion of whether sea ice plays a role in the seasonality of the
Ekman exchange. Figure 5d shows that the curl of the surface
stress and wind stress are identical during the ice-free period (as
expected), and similar during the ice-thick period (Jan.–June).
Therefore the sea ice in the interior of Hudson Bay is mostly
mobile (in agreement with Markham 1986) and allows, to a
large extent, the transmission of the wind stress to the water
column. We conclude that the sea ice plays a small role in the
seasonality of the exchange between the interior and boundary
regions.
The last two sections presented the seasonal variability of
the freshwaters and the main process driving the cross-shore
fluxes of freshwater. We will now examine how these findings
apply to the specific case of the river freshwater.
3.5. The Pathway and Transit Time of the River Waters
The pathway and transit time of the river waters is examined
by once again making use of the numerical river water tracer
described in section Method. In this experiment, the injection
of the tracer starts on 1 April (beginning of the freshet) and lasts
for one year (i.e. until the beginning of the next freshet). Note
that the river forcing remains active at all time even though the
injection of river tracer stops after one year. Also, although this
tracer experiment spans over 10 years, it is the same seasonal
wind and river forcing that is applied each year (see Method).
Once the injection period is completed, the volume of river
tracer, R(t), is gradually exported out of HJB by the circulation,
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and R(t) can be represented as either a linearly or exponentially
decreasing function:













where R0 is the volume of river tracer present in HJB at the
end of the injection period (at t = 0), and T1,T2 are constants
obtained from regression of the model results. The time interval
between the injection of a tracer parcel and the moment it leaves
HJB is defined as its transit time (Zimmerman, 1988). Some of
the dyed waters leave the system faster than others and so the
values reported below correspond to the average transit time
for the whole volume of tracer injected. Following Zimmerman
(1988), and assuming for simplicity that all river tracer parcels










By inserting Eq. 7 into Eq. 8, we see that T1,T2 correspond
to the average transit time in the linear and exponential cases,
respectively.
The red curve of Fig. 7a shows the volume of dyed river wa-
ter within the basin during the injection period and after, nor-
malized by the annual river input. The volume of dyed river wa-
ter increases rapidly during the injection period (ending at time
0) and gradually decreases afterward. About 15% of the river
waters have left the basin when the injection period comes to
an end (i.e. at time 0). The green and blue curves also represent
the amount of dyed river water, but within the boundary and
interior regions instead of the whole bay. Initially there is no
river waters within the interior region since the river inflow oc-
curs in the boundary region. The volume of river water within
the interior (blue curve) increases during the summer of each
year, while release occurs during the autumn (see the close-up
in Fig. 7b). This is consistent with the seasonal exchange of
freshwater identified in the previous sections (Fig. 5c), and it
shows that freshwater of riverine origin effectively contributes
to the seasonal exchange of freshwater. Fig. 7b also shows that
most interior/boundary exchanges occur during the ice-free pe-
riod, and thus what is exchanged is mostly liquid river tracer.
Finally, Fig. 7a shows that ∼ 20% of the river runoff is trans-
formed into ice, a proportion similar to what is observed in front
of the Mackenzie River in the Arctic Ocean (15%, Macdonald
et al., 1995).
The volume of river water within the interior increases up to
the summer of year 1 (reaching one quarter of the annual river
input), and decreases afterward (Fig. 7b). At this point the inte-
rior region has become a net source of river water for the bound-
ary region (the exchanges between the interior and boundary are
illustrated in Fig. 8). From Fig. 7a, this flux from the interior to
the boundary region increases until time 3.5, when the slope of
the blue and green curves become equal, meaning that the bay
is now releasing equal amounts from the interior and bound-
ary regions. The influence of the interior region on the rate of
flushing of the whole bay is illustrated by the dotted and dashed
lines in Fig. 7a. Prior to year 3, the bay linearly releases river
water that mostly comes from the boundary (dotted line). But
from year 3 and onward, the influence of the interior becomes
significant (blue and green curves share the same slope) and the
rate of release slows down (dashed line). This means that the
excursion in the interior contributes to lengthen the transit time
of the river tracer. This is quantified by comparing the dotted
and dashed lines. The dotted line (years 0–3; little influence
from interior) represents a transit time of T1 = 2.2 years, while
the dashed line gives a longer transit time of T2 = 3.0 years.
4. Discussion
The objective of this study was to examine the pathway, or
kinematics, of the river waters of HJB. The study necessitated a
certain number of simplifications, one of them being that we ex-
amined in detail the components of the freshwater balance over
a finite period of time (August 2003–August 2004). It raises
the question of whether these components and processes have
the same importance during other years. We speculate that it is
the case, given the large seasonality of the insolation at these
high latitudes that leads to particularly marked seasonal cycles
and, in comparison, small interannual variability. For instance,
the seasonality of the bay’s waters and that of its hydrologic
forcing in 2003–2004 are qualitatively the same, and quanti-
tatively close, to those from the 1996–1998 period considered
by Saucier et al. (2004a). We also examined the generality of
our analysis regarding the curl of the wind stress by compar-
ing them with NCEP winds (National Centers for Environmen-
tal Prediction, Kalnay et al., 1996) covering a 30-year period
(1979–2008). The curl over the 30 years has a mean value sim-
ilar to that from the 2003–2004 forcing, and seasonal periods
of strongly cyclonic/lightly anticyclonic conditions similar to
those described in section 3.4 (see also Sutherland et al., this
issue, on the role of the curl during other years). For these rea-
sons, we believe the results obtained here with the forcing from
2003–2004 are likely to be generally applicable.
Another methodological consideration is that mesoscale ed-
dies are partly resolved by the 10 km model grid (eddy-permitting
resolution). Such eddies are known to contribute significantly
to the along-shore transport of freshwater in Hudson Strait (Suther-
land et al., this issue). Could cross-shore eddy transport play a
major role in eddy-resolving simulations of HJB? Although in-
creased eddy activity is expected at finer resolution, it seems
unlikely to become the dominant process (i.e. overcoming the
Ekman transport) simply by changing the resolution from 10 to
3 km (eddy resolving). Comparison with observations (Fig. 2)
show that the current resolution is sufficient to yield realistic
results at the scales of interest. We also note that the Ekman
dynamics highlighted in this study (e.g., Eq. 6) do not depend
on the horizontal resolution of the ocean model; this dynam-
ics mostly depend on the wind forcing, which originates from a
highly realistic regional atmospheric model (see Method). Fi-
nally, eddy fluxes are unlikely to dominate the cross-shore ex-
changes since the positive P − E rate over the interior region
requires a net lateral flux of freshwater directed onshore (i.e.
divergent, like the mean Ekman fluxes), while eddy diffusion
of freshwater must be directed offshore (downgradient; see the
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salinity charts in Fig. 2). These considerations support the re-
sults from the simulations.
We initially envisioned two scenarios for the fate of the river
waters of HJB. In scenario 1, the outflow is a function of the
river runoff, the distance to the mouth of the bay, and the ad-
vective velocity. This corresponds to the study from De´ry et al.
(2005), who illustrated how the spatially-distributed runoff in
the wide bay leads to an outflow over the Labrador Shelf made
of river waters from the three preceding years. This basic con-
clusion is recovered here with a transit time of 3.0 years. On
the other hand, our results show that a significant fraction (one
quarter) of the annual river input is diverted to the interior of the
basin because of the winds, as in scenario 2. It is estimated that
this detour amounts to 0.8 years within the overall transit time
of 3.0 years. Therefore, HJB would stand between scenarios 1
and 2. It is interesting that scenario 2 was also encountered by
Proshutinsky et al. (2009) who examined the basin-scale mech-
anisms regulating anomalies in the freshwater content of the
Beaufort Sea/Gyre. These authors find that the seasonality of
the freshwater content is controlled by variations in the curl of
the wind stress (consistent with the numerical results of Omst-
edt et al., 1994), which is similar to what is found in our study.
The results from the study also offer an explanation for
the relatively fresh waters of HJB (compare its surface salin-
ity, or salinity averaged between 0–150 m, with the other Arc-
tic seas, e.g., Steele et al., 2001). First, the transit time calcu-
lated (3.0 years on average) means that the runoff from different
years get superimposed within the basin. Then, this freshwater
is spatially redistributed by the winds instead of being confined
to the nearshore region. This offshore excursion of river water
could play a significant role in the redistribution of river tracers
such as mercury and colored dissolved organic matter (CDOM).
Through the seasonal excursion in the interior, these substances
can impact the marine life outside of the nearshore region. The
offshore excursion is also likely to contribute to the stratifica-
tion and oligotrophic conditions observed in the interior region
(Kuzyk et al., 2010) where vertical mixing can be critical. This
is in contrast with the boundary region, where nutrients can be
made available through the buoyancy-driven circulation that up-
wells deep waters (Kuzyk et al., 2010).
Although the study specifically examined the cross-shore
transport of river waters within HJB, other processes act to spa-
tially distribute the river waters. One of them is the winter
convection that is particularly intense in the large polynya of
northwestern HJB (Markham, 1986; Prinsenberg, 1987; Saucier
et al., 2004a). Granskog and al. (this issue) estimate, from δ18O
measurements, that 6–18% of the annual river input is exported
in the deep layer by winter densification in polynyas. This in-
teresting result supports the idea that the pathway of the river
waters within HJB is not trivial.
5. Conclusions
The kinematics of the river waters of Hudson and James
bays were examined using a realistic regional sea ice-ocean
coupled model whose results compare favorably with observa-
tions. The simulations show that winds produce (through Ek-
man dynamics) a seasonal advection of the river waters in the
cross-shore direction. We estimate that this cross-shore trans-
port involves about 25% of the annual river input. Such cross-
shore transport of river water modifies the density field offshore,
and could play a significant role in the dispersion of river trac-
ers such as mercury and colored dissolved organic matter, with
potential implications for marine life.
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Table 1: Annual budget (August 2003 to August 2004) for the freshwater (FW) and volume (Vol.) of Hudson and James bays, in km3 y−1 relative to S 0 = 33 psu.
The top table lists the sources and sinks of freshwater, and the lower table details the fluxes through the four channels (Ch. 1–4, see Fig. 1) making the mouth of
Hudson Bay (positive fluxes are outward). Note that the river runoff for this period is slightly lower than the long-term mean (635 km3 y−1, Lammers et al., 2001).
P − E stands for precipitation minus evaporation rate.
Riv. + P − E − Growth + Melt = Net Flux + Residual
607 + 222 − 729 + 649 = 743 + 6
Net Flux = Ch. 1 + Ch. 2 + Ch. 3 + Ch. 4 + Residual
FW 743 = −16 + −57 + 14 + 802 + —












































































Figure 1: (left) Hudson Bay (HB) within the Arctic region. The drainage basin of HJB is shown by the white dashed line. Also shown are the basins surrounding
HB: Hudson Strait (HS), Labrador Sea (LS), Baffin Bay (BB), and Arctic Ocean (AO). The surface currents of HB and the Labrador Current (LC) are schematized
by the magenta and black arrows respectively. (right) Bathymetry of Hudson and James bays, with the four channels of Hudson Bay being labeled 1–4.
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Redrawn from Lapoussière et al. 2009
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Figure 2: (top) Surface salinity in September according to a) the simulation (year 2003), and b) observations (year 2005, from Lapoussie`re et al. 2009). The magenta


























Figure 3: Volume of freshwater (fw) in HJB over the year, referenced to its initial value.
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Figure 4: a) Spatial distribution of the river tracer during the summer. The black lines delimitate the extent of the tracer experiment. The arrows show the location








































































Ekman transport of volume (x 0.08)
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Figure 5: a) Volume V of freshwater (solid + liquid) within the interior region, referenced to its initial value. b) Contribution from ice fluxes and net precipitation
to the variations dV/dt. c) Lateral exchange due to the true velocities and to the Ekman velocities. Note that the Ekman transport of volume was scaled by 0.08 to
have all fluxes on the same scale. d) Seasonal cycle for the curl of the wind stress and the curl of the stress at the surface of the ocean. The curl values are spatially






Figure 6: Mean stress (black arrows) at the ocean surface for two contrasting periods. Ekman transport (red arrows) is directed toward the right of the stress. The
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Figure 7: a) Gradual release of the river tracer injected during one year (from 1 April to 1 April). For each region, the dark curve represents the total (solid + liquid)
content of riverine water, and the light curve is its liquid content alone. b) Close-up of the volume of river tracer found within the interior region of Hudson Bay.








Figure 8: Schematic for the fluxes of river tracer once the injection is completed. Note that the interior region cannot export the river tracer directly outside of
Hudson Bay; it can only exchange river tracer with the boundary region.
16
