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Abstract—This paper examines the stability and nonlinear evolution of configurations of equal-
strength point vortices equally spaced on a ring of constant radius, with or without a central
vortex, in the three-dimensional quasi-geostrophic compressible atmosphere model. While the
ring lies at constant height, the central vortex can be at a different height and also have a
different strength to the vortices on the ring. All such configurations are relative equilibria, in
the sense that they steadily rotate about the z axis. Here, the domains of stability for two or
more vortices on a ring with an additional central vortex are determined. For a compressible
atmosphere, the problem also depends on the density scale height H, the vertical scale over
which the background density varies by a factor e. Decreasing H while holding other parameters
fixed generally stabilises a configuration. Nonlinear simulations of the dynamics verifies the
linear analysis and reveals potentially chaotic dynamics for configurations having four or more
vortices in total. The simulations also reveal the existence of staggered ring configurations, and
oscillations between single and double ring configurations. The results are consistent with the
observations of ring configurations of polar vortices seen at both of Jupiter’s poles [1]
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1. INTRODUCTION
The study of the stability of n equally-spaced and identical point vortices lying on a ring
goes back to J. J. Thomson in 1883 [14], who examined the two-dimensional (barotropic) case
without a central vortex. Thomson found that n > 8 vortices are linearly unstable (though he
erroneously concluded n = 7 vortices are unstable as well due to numerical inaccuracies). Nearly
a century later, Morikawa and Svenson [8] examined “geostrophic” vortices in the single-layer,
quasi-geostrophic shallow-water (QGSW) model, and included a central vortex. The QGSW model
includes an additional parameter, the Rossby deformation length LD. In the limit LD →∞, the
QGSW model reduces to the barotropic model (or the two-dimensional Euler equations) originally
examined by Thomson. Further analysis of the geostrophic system, including nonlinear stability,
was presented by Kurakin and Ostrovskaya [7], wherein one may find an excellent literature review
of Thomson’s problem and its variations.
Recently, Reinaud [10] generalised the study of [8] to the three-dimensional quasi-geostrophic
(3DQG) model, using the Boussinesq approximation relevant to oceanic dynamics. Reinaud
considered the simplest case for which both the Coriolis and buoyancy frequencies, f and N , are
constant. Using the rescaled height coordinate z̃ = Nz/f , the streamfunction ψ is then obtained
by inverting Laplace’s operator ∇2 (in the rescaled coordinates) on the potential vorticity q, taken
to be localised at discrete points. The resulting point vortex model is closely analogous to that
derived in two dimensions, and indeed the only difference is the form of the Green function.
Here, we extend [10] to the compressible-atmosphere 3DQG model. In this case, the Green
function is anisotropic in z due to the exponential decay of the background density profile [12].
Moreover, there is an additional length scale to consider, the e-folding length H of density. This
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makes the problem considerably richer, and introduces another stabilising mechanism for ring
configurations of vortices.
The plan of the paper is as follows. The next section reviews the QG model and derives the
nonlinear equations for a general system of point vortices. These equations are next linearised
in section 3 and cast into an eigenvalue problem to determine the modes of oscillation or
stability. Results are presented for a wide range of parameters. The nonlinear behaviour of selected
instabilities is examined in section 4. Conclusions are offered in section 5, including a discussion of
the relevance to Jupiter’s polar vortices [1].
2. MATHEMATICAL PRELIMINARIES
2.1. The Compressible Quasi-Geostrophic Model
We consider a flow in an unbounded domain (or far from any boundaries). We assume that the
flow is shallow, in the sense that horizontal scales are much larger than vertical ones, in order to make
the hydrostatic approximation (wherein the vertical acceleration is neglected). Furthermore, we
assume that the flow is sufficiently rapidly rotating and strongly stratified to make the geostrophic
approximation (wherein the horizontal acceleration is neglected). This requires that both the Rossby
number Ro and the Froude number Fr are small compared to unity, specifically Fr2  Ro 1.
Under these conditions, the Quasi-Geostrophic (QG) model emerges at leading order in Ro [15].
The Rossby number Ro is the ratio of a characteristic vertical vorticity to the background ‘planetary
vorticity’ or Coriolis frequency f0. The Froude number Fr, similarly, is the ratio of a characteristic
horizontal vorticity to the background Brunt-Väisälä or buoyancy frequency N0.
For a compressible atmosphere governed by the ideal gas law and conservation of entropy (or
potential temperature), the vertical hydrostatic balance implies that the background density ρ0(z)
has an exponential dependence on ‘height’ z, proportional to log pressure, i.e. ρ0(z) = ρ00e
−z/H
[2, 3]. Here H is the ‘density scale height’ (proportional to a reference temperature), and ρ00 is a
constant reference density (see section 2(a) in [3] for details). Then, for an inviscid adiabatic flow,
the unique prognostic equation in the QG model expresses material conservation of QG potential
vorticity (PV),
Dq
Dt
≡ ∂q
∂t
+ u
∂q
∂x
+ v
∂q
∂y
= 0 , (2.1)
i.e. q is conserved following fluid particles transported by the layerwise-two-dimensional flow
(u(x, y, z, t), v(x, y, z, t)). The vertical velocity w is higher order in Rossby number Ro and does not
directly contribute to PV advection. The horizontal velocity field is determined by ‘PV inversion’,
namely by solving for the streamfunction ψ from the definition of PV,
q =
∂2ψ
∂x2
+
∂2ψ
∂y2
+
1
ρ0
∂
∂z
(
ρ0
f20
N20
∂ψ
∂z
)
, (2.2)
then differentiating,
u = −∂ψ
∂y
, v =
∂ψ
∂x
. (2.3)
Note, the horizontal velocity field is incompressible (to leading order in Ro). Moreover, PV
is transported on constant z surfaces — this is why the motion is considered ‘layerwise-two-
dimensional’.
For an isothermal atmosphere, assumed henceforth, the buoyancy frequency N0 is a constant
[3]. In this case, the ratio f0/N0 can be absorbed into the height coordinate, i.e. replacing N0z/f0
by z in Eq. (2.2), to remove any explicit dependence on either f0 or N0. Typically, this corresponds
to a stretch of the vertical coordinate, so that pancake-like structures become more isotropic after
scaling [9]. This stretch must also be done for the density scale height H, i.e. we also replace
N0H/f0 by H in ρ0(z) = ρ00e
−z/H . The simultaneous scaling of z and H leaves the form of ρ0(z)
unchanged.
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With these modifications, the definition of PV reduces to a (modified) Helmholtz equation,
∇2ψ − 1
H
∂ψ
∂z
= q , (2.4)
where ∇2 is the three-dimensional Laplacian. In an infinite domain, the solution for ψ can be found
in terms of a Green function G(x′;x), where x′ = (x′, y′, z′) is the ‘source point’ and x = (x, y, z)
is the ‘target point’, namely
ψ(x, t) =
∫∫∫
q(x′, t)G(x′;x) dx′ dy′ dz′ . (2.5)
In the limit H →∞ (applicable to a Boussinesq, ocean-like fluid), G reduces to the well known
form G = −1/(4πr) where r = ‖x′ −x‖ is the three-dimensional distance between x′ and x. In this
case, G is isotropic. However, for finite H, this is no longer the case and instead G assumes the
form
G(x′;x) = −e
−(r+z′−z)/2H
4πr
, (2.6)
first derived in [12]. In this case, G is the product of a function of z′ − z and a function of r.
2.2. The Point Vortex Model
The Green-function formulation above is particularly convenient for deriving the equations
governing the motion of an arbitrary number n of point singularities of PV located at xj(t),
for j = 1, . . . , n. Then, the distribution of PV is represented by a sum of Dirac measures (or δ
‘functions’),
q(x′, t) = 4π
n∑
j=1
κjδ(x
′ − xj(t)) , (2.7)
where κj is the ‘strength’ of vortex j, equal to the volume integral of its PV divided by 4π.
Substituting Eq. (2.7) into Eq. (2.5), the streamfunction ψ(x, t) at any point x, except at a point
vortex position, reduces to the sum
ψ(x, t) =
n∑
j=1
κje
(z−zj)/2Hg(∆j) , where g(r) ≡ −
e−r/2H
r
(2.8)
and ∆j = ‖x− xj(t)‖.
From Eq. (2.8), the layerwise-two-dimensional velocity field follows upon differentiation:
u(x, t) = −
n∑
j=1
κje
(z−zj)/2Hξ(∆j)(y − yj) , (2.9)
v(x, t) = +
n∑
j=1
κje
(z−zj)/2Hξ(∆j)(x− xj) (2.10)
where
ξ(r) ≡ 1
r
dg
dr
=
1
r2
(
1
2H
+
1
r
)
e−r/2H . (2.11)
Again, Eqs. (2.9) and (2.10) are valid everywhere except at a vortex position. There is no self-
induced vortex motion on account of symmetry [4, 6], so when x = xk(t), the index j = k is excluded
from the sums above.
The vortex motion then follows from
ẋk = u(xk, t) = −
n∑
j=1,j 6=k
κje
(zk−zj)/2Hξ(∆kj)(yk − yj) , (2.12)
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ẏk = v(xk, t) = +
n∑
j=1,j 6=k
κje
(zk−zj)/2Hξ(∆kj)(xk − xj) (2.13)
where ∆kj = ‖xk(t)− xj(t)‖ is the three-dimensional distance between vortices j and k, and a dot
stands for an ordinary time derivative. Note, żk = 0 as there is no vertical motion: each vortex
remains at a constant height zk for all time.
3. LINEAR DYNAMICS AND STABILITY
3.1. The Basic State
We consider a ring configuration of n equal strength vortices equally spaced on the unit circle
in the z = 0 plane, together with a central vortex of generally different strength lying along the z
axis at z = z0. It is convenient to use the index 0 for the central vortex, so its strength is κ0 and
its undisturbed position is x0 = y0 = 0. The vortices on the ring are indexed j = 1, . . . , n, have
strengths κj = 1 (without loss of generality), radii Rj = 1, azimuthal angles φj = φ̄j ≡ 2π(j − 1)/n,
and heights zj = 0. By symmetry, this is a relative equilibrium, in the sense that it steadily rotates
at a fixed rate Ω.
The rotation rate Ω equals the y velocity component v1 of the first vortex lying at x1 = 1 and
y1 = 0. Therefore, applying Eq. (2.13) for k = 1 and extending the sum from j = 0 to n, we find
Ω = κξ0 + 2
n∑
j=2
ξjs
2
j (3.1)
where κ ≡ κ0e−z0/2H , ξj ≡ ξ(r̄j),
r̄0 =
√
1 + z20 , r̄j =
√
2(1− cos φ̄j) = 2sj (j > 0) , (3.2)
and finally
sj = sin
1
2 φ̄j , cj = cos
1
2 φ̄j . (3.3)
In Eq. (3.1), the 2s2j term comes from rewriting 1− xj = 1− cos φ̄j as in Eq. (3.2).
3.2. The Linearised Equations
It is natural to use polar coordinates, Rj(t) and φj(t), for each vortex on the ring, and to use
Cartesian coordinates x0(t) and y0(t) for the central vortex. The z coordinates of the vortices do
not change.
From Eqs. (2.12) and (2.13), the central vortex k = 0 evolves according to
ẋ0 = −ez0/2H
n∑
j=1
ξ(∆0j)(y0 − yj) , ẏ0 = ez0/2H
n∑
j=1
ξ(∆0j)(x0 − xj) . (3.4)
Meanwhile vortex j = 1 on the ring evolves according to
Ṙ1 = −
1
R1
∂ψ1
∂φ
∣∣∣
x=x1
, φ̇1 =
1
R1
∂ψ1
∂R
∣∣∣
x=x1
(3.5)
where ψ1(x, t) is the streamfunction excluding j = 1 in Eq. (2.8) (extended from j = 0 to n). Using
rj ≡ ∆1j = ‖x1 − xj‖ to simplify notation, we have
Ṙ1 = κξ(r0)(y0 cosφ1 − x0 sinφ1) +
n∑
j=2
ξ(rj)Rj sin(φj − φ1) (3.6)
φ̇1 = κξ(r0)
(
1−R−11 (x0 cosφ1 + y0 sinφ1)
)
+
n∑
j=2
ξ(rj)
(
1−R−11 Rj cos(φj − φ1)
)
. (3.7)
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The equations for the other vortices on the ring follow by symmetry.
It is useful to adopt a reference frame rotating at the rate Ω so that the undisturbed vortex
configuration is stationary. This amounts to adding (Ωy,−Ωx) to the horizontal velocity (u, v), or
subtracting Ω from φ̇j . Consider sufficiently small disturbances
|x0|  1 , |y0|  1 , R′j = Rj − 1 1 and φ′j = φj − φ̄j  1 (3.8)
so that the linearised equations of motion accurately approximate the dynamics, at least over a
finite time interval.
For the central vortex, indexed 0, note that
∆0j = ‖x0 − xj‖ ≈ r̄0 + r′j with r′j =
R′j − x0 cos φ̄j − y0 sin φ̄j
r̄0
(3.9)
to first order (r̄0 is defined in Eq. (3.2)), and hence
ξ(∆0j) ≈ ξ(r̄0) +
dξ
dr
(r̄0)r
′
j = ξ0 + µ0r
′
j (3.10)
where, for any j,
µj = µ(r̄j) , with µ(r) ≡
dξ
dr
= −
(
1
4H2r2
+
3
2Hr3
+
3
r4
)
e−r/2H . (3.11)
Moreover,
Rj sinφj ≈ sin φ̄j +R′j sin φ̄j + φ′j cos φ̄j (3.12)
Rj cosφj ≈ cos φ̄j +R′j cos φ̄j − φ′j sin φ̄j . (3.13)
Using these results, and e0 ≡ ez0/2H , the central vortex satisfies to first order in perturbations
ẋ0 = Ωy0 − e0
n∑
j=1
ξ0(y0 −R′j sin φ̄j − φ′j cos φ̄j)−
µ0
r̄0
sin φ̄j(R
′
j − x0 cos φ̄j − y0 sin φ̄j) (3.14)
ẏ0 = −Ωx0 + e0
n∑
j=1
ξ0(x0 −R′j cos φ̄j + φ′j sin φ̄j)−
µ0
r̄0
cos φ̄j(R
′
j − x0 cos φ̄j − y0 sin φ̄j) . (3.15)
These can be simplified using
n∑
j=1
sin φ̄j cos φ̄j = 0 ,
n∑
j=1
sin2 φ̄j =
n
2
− δn2 and
n∑
j=1
cos2 φ̄j =
n
2
+ δn2 , (3.16)
where δij = 1 if i = j and 0 otherwise, to
ẋ0 = −P0ny0 + γ0e0
n∑
j=1
R′j sin φ̄j + ξ0e0
n∑
j=1
φ′j cos φ̄j (3.17)
ẏ0 = Q0nx0 − γ0e0
n∑
j=1
R′j cos φ̄j + ξ0e0
n∑
j=1
φ′j sin φ̄j (3.18)
where
γ0 ≡ ξ0 +
µ0
r̄0
(3.19)
and
P0n ≡ e0
[
nξ0 +
µ0
r̄0
(n
2
− δn2
)]
− Ω (3.20)
Q0n ≡ e0
[
nξ0 +
µ0
r̄0
(n
2
+ δn2
)]
− Ω . (3.21)
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Next consider the first vortex j = 1 on the ring. Here,
rj = ‖xj − x1‖ ≈ r̄j + r′j with r′j = (R′j +R′1)sj + (φ′j − φ′1)cj , (3.22)
while
r0 = ‖x0 − x1‖ ≈ r̄0 + r′0 with r′0 =
R′1 − x0
r̄0
. (3.23)
Moreover,
Rj sin(φj − φ1) ≈ sin φ̄j +R′j sin φ̄j + (φ′j − φ′1) cos φ̄j (3.24)
1−R−11 Rj cos(φj − φ1) ≈ 1− cos φ̄j − (R′j −R′1) cos φ̄j + (φ′j − φ′1) sin φ̄j . (3.25)
Using these results, the first vortex on the ring satisfies to first order in perturbations
Ṙ′1 = κξ0y0 +
n∑
j=2
ξj [R
′
j sin φ̄j + (φ
′
j − φ′1) cos φ̄j ]
+µj sin φ̄j [(R
′
j +R
′
1)sj + (φ
′
j − φ′1)cj ] (3.26)
φ̇′1 = κ
(
µ0
r̄0
R′1 − γ0x0
)
+
n∑
j=2
ξj [−(R′j −R′1) cos φ̄j + (φ′j − φ′1) sin φ̄j ]
+µj(1− cos φ̄j)[(R′j +R′1)sj + (φ′j − φ′1)cj ] , (3.27)
where µj is defined in Eq. (3.11). By symmetry, the term involving R
′
1 on the second line of the
Ṙ′1 equation vanishes, as do all terms involving φ
′
1 in the φ̇
′
1 equation. Using sin φ̄j = 2sjcj and
cos φ̄j = 2c
2
j − 1 allows us to simplify the above equations to
Ṙ′1 = κξ0y0 +
n∑
j=2
ηjsjcjR
′
j + (ηjc
2
j − ξj)(φ′j − φ′1) , where ηj ≡ 2(µjsj + ξj) , (3.28)
φ̇′1 = −κγ0x0 +R′1
κµ0
r̄0
+
n∑
j=2
ξj + 2s
2
j (µjsj − ξj)
+ n∑
j=2
(ηjs
2
j − ξj)R′j + ηjsjcjφ′j . (3.29)
For the other vortices (k > 1) on the ring, the equations follow by a simple rotation through φ̄k:
Ṙ′k = κξ0(y0 cos φ̄k − x0 sin φ̄k) +
n∑
j=2
ηjsjcjR
′
m(j+k) + (ηjc
2
j − ξj)(φ′m(j+k) − φ′k) , (3.30)
φ̇′k = −κγ0(x0 cos φ̄k + y0 sin φ̄k) +R′k
κµ0
r̄0
+
n∑
j=2
ξj + 2s
2
j (µjsj − ξj)
 (3.31)
+
n∑
j=2
(ηjs
2
j − ξj)R′m(j+k) + ηjsjcjφ′m(j+k) , (3.32)
where m(j + k) ≡ mod(j + k − 2, n) + 1 (this reduces to j when k = 1).
3.3. The Eigenvalue Problem
We next seek normal-mode or ‘eigen’ solutions of the form
x0 = x̂e
σt , y0 = ŷe
σt , R′j = R̂e
imφ̄jeσt and φ′j = φ̂e
imφ̄jeσt , (3.33)
where σ is the growth rate (or eigenvalue, generally complex), and the ‘mode’ index m ranges
from 1 to n− 1. This form is a consequence of the symmetry of the basic state (see e.g. [4]). In
fact, only modes m = 1 to [n/2], where [·] denotes ‘integer value of’, are unique. Mode m = 0
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and its complement m = n are excluded as they violate conservation of angular momentum (they
correspond to a different equilibrium state).
Inserting the perturbation forms in Eq. (3.33) into equations Eqs. (3.17), (3.18), (3.28), (3.29),
and using
ŷ cos φ̄k − x̂ sin φ̄k =
1
2
(ŷ + ix̂)eiφ̄k +
1
2
(ŷ − ix̂)e−iφ̄k
x̂ cos φ̄k + ŷ sin φ̄k =
1
2
(x̂− iŷ)eiφ̄k + 1
2
(x̂+ iŷ)e−iφ̄k
results in the following algebraic system of equations for x̂, ŷ, R̂ and φ̂:
σx̂ = −P0nŷ + iγ0SmnR̂+ ξ0Cmnφ̂ (3.34)
σŷ = Q0nx̂− γ0CmnR̂+ iξ0Smnφ̂ (3.35)
σR̂ =
κξ0
2
(ŷ + ix̂)e−i(m−1)φ̄k +
κξ0
2
(ŷ − ix̂)e−i(m+1)φ̄k + iãmR̂+ c̃mφ̂ (3.36)
σφ̂ = −κγ0
2
(x̂− iŷ)e−i(m−1)φ̄k − κγ0
2
(x̂+ iŷ)e−i(m+1)φ̄k + b̃mR̂+ iãmφ̂ (3.37)
where, with e0 = e
z0/2H as before,
Smn = e0
n∑
j=1
sinmφ̄j sin φ̄j =
n
2
(δm1 − δm,n−1)e0 (3.38)
Cmn = e0
n∑
j=1
cosmφ̄j cos φ̄j =
n
2
(δm1 + δm,n−1)e0 (3.39)
and
ãm =
n∑
j=1
āj sinmφ̄j where ā1 = 0 and āj = ηjsjcj , j > 1 (3.40)
b̃m =
n∑
j=1
b̄j cosmφ̄j where b̄1 = κ
µ0
r̄0
+
n∑
j=2
ξj + 2s
2
j (µjsj − ξj) and b̄j = ηjs2j − ξj , j > 1
(3.41)
c̃m =
n∑
j=1
c̄j cosmφ̄j where c̄1 =
n∑
j=2
ξj − ηjc2j and c̄j = ηjc2j − ξj , j > 1 , (3.42)
where ηj = 2(µjsj + ξj) as before.
For consistency, Eqs. (3.36) and (3.37) must be independent of k. There are various cases to
consider, depending on m and n. When n = 2, the only permissible mode is m = 1. Then the
exponentials involving k are all equal to 1. This results in the following 4× 4 matrix from which
the eigenvalues are determined:
0 −P02 iγ0S12 ξ0C12
Q02 0 −γ0C12 iξ0S12
0 κξ0 iã1 c̃1
−κγ0 0 b̃1 iã1
 . (3.43)
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But in fact S12 = 0 while C12 = 2e0, and moreover ã1 = 0, so the stability matrix simplifies to
0 −P02 0 ξ0C12
Q02 0 −γ0C12 0
0 κξ0 0 c̃1
−κγ0 0 b̃1 0
 . (3.44)
The structure of the matrix means that eigenvalues are determined from a quadratic equation in
σ2.
When n > 2 and m = 1, we must have ŷ = ix̂. Then, since P0n = Q0n in this case, and also
C1n = S1n = ne0/2, Eq. (3.35) is implied by Eq. (3.34) (they are proportional to each other).
Hence, only the equations for x̂, R̂ and φ̂ are independent, and the stability matrix reduces to
−iP0n iγ0C1n ξ0C1n
iκξ0 iã1 c̃1
−κγ0 b̃1 iã1
 . (3.45)
Finally, when n > 3 and 2 ≤ m ≤ [n/2], both exponential terms involving k vary with k. Hence
we must have x̂ = ŷ = 0 in this case. Note Smn = Cmn = 0, so Eqs. (3.34) and (3.35) drop out. We
are left with a 2× 2 stability matrix for each m: iãm c̃m
b̃m iãm
 . (3.46)
Thus the eigenvalues may be determined explicitly from
σ = iãm ±
√
b̃mc̃m (3.47)
so instability requires b̃mc̃m > 0.
3.4. Results
A small sample of results are presented next, before providing a general summary over
parameter space. First, the results for λ ≡ 1/H = 0 (the Boussinesq limit) were verified against the
independent analysis of Reinaud [10], who shared his numerical code. (His code applies to general
configurations of Boussinesq QG vortices, not specifically to the ring configuration considered in
the present study.) All results for general values of κ0, z0 and n agree to machine precision. Second,
a nonlinear code solving Eqs. (2.12) and (2.13) (extended from j = 0 to n) was used to verify
stability/instability boundaries in a few selected cases when λ > 0. For example, when κ0 = 1 and
z0 = −1, eight vortices on a ring are unstable for λ = 5.95 but stable for λ = 5.96, as verified by the
nonlinear code. Accuracy of the simulations is monitored by checking conservation of the ‘excess
energy’ (or vortex interaction energy)
E =
n∑
k=0
n∑
j=0,j 6=k
κkκje
(zk−zj)/2Hg(∆kj) . (3.48)
We first illustrate how linear stability varies with the inverse scale height λ = 1/H. In Fig. 1
we consider a central vortex at height z0 = −1 and having five different strengths, κ0 = 0, ±2 and
±4. Negative κ0 is generally destabilising (see dashed curves), with the exception of n = 2 below
λ = 3.75047 (this transition value depends on z0). In fact, n = 3, 4 and 5 ring vortices are entirely
stable for κ0 ≥ 0. As n increases further, instability extends to positive κ0, and the growth rates
increase. Note, when κ0 = 0, the central vortex is a passive particle. The instability seen for n = 2
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only displaces this particle without affecting the vortices on the ring. That is, two vortices on a ring
are linearly stable, and this true for all H. On the other hand, the instabilities seen for 6–9 vortices
(and beyond) affect the vortices on the ring as well. They are present even without a central vortex.
At larger λ (or smaller H), the growth rates decrease but only tend to zero as λ→∞. However,
the largest growth rates typically occur for intermediate λ around 2 to 3, and only occasionally in
the Boussinesq limit λ = 0.
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Fig. 1. Maximum growth rate σr (the real part of σ) as a function of inverse scale height λ = 1/H, for n = 2
to 9 vortices on a ring, including a central vortex. Here, the central vortex is located below the ring at z0 = −1,
and five values of its strength κ0 are compared: −4 (light grey, dashed line), −2 (medium grey, dashed line),
0 (black, bold line), 2 (medium grey, solid line), 4 (dark grey, solid line).
To obtain a more comprehensive picture of the stability of these vortex configurations, we next
vary both the strength κ0 and height z0 of the central vortex, for a few values of the inverse
scale height λ. The maximum growth rate, for n = 2 to 9 vortices, is shown first in Fig. 2 for the
Boussinesq case, λ = 0. These results reproduce those in [10], although in a different figure layout.
There is reflectional symmetry about z0 = 0, but only for this value of λ = 0. For n = 2 and 3, the
dominant instabilities are found for κ0 > 0, i.e. a co-rotating central vortex, and for z0 = 0. The
picture reverses for n ≥ 4 vortices, though n = 4 still has a tongue of weak instability for κ0 > 0
(this is also true for n = 5 for κ0 > 6.74496 which is beyond the plot window). For 2 ≤ n ≤ 5
vortices, most of the parameter plane is stable, but this changes for n ≥ 6. Then, only a wedge of
z0 values are stable, and only for κ0 > 0. Over the range of κ0 and z0 considered, n = 3 vortices
have the smallest growth rates, followed by n = 2 and 4. For n > 4, growth rates increase with n.
Fig. 3 shows the maximum growth rates for λ = 2. The asymmetry in z0 is apparent, especially
for small n when the inter-vortex separation on the ring is relatively large, and thus more strongly
influenced by the finite scale height H (here = 0.5). As in the Boussinesq case in Fig. 2, n = 2
and 3 vortices exhibit different behaviour, namely stronger instability for κ0 > 0 than for κ0 < 0,
compared to n ≥ 4 vortices. For n = 3, the region of instability for κ0 > 0 moves toward positive
z0, while a single region of weaker instability for κ0 < 0 moves toward negative z0. This also occurs
for n = 4 (and n = 5 but the weak tongue of instability for κ0 > 0 is beyond the plot window).
Again, a qualitative change occurs for n ≥ 6, where most of the parameter space is now unstable.
Then, the regions of strongest instability and stability both move towards more negative z0.
Figs. 4 and 5 consider yet larger inverse scale heights, λ = 4 and 8 respectively. Here we see that
the asymmetry in z0 increases with λ, and growth rates decrease. For n = 3 and λ = 4, there are
several tongues of instability for κ0 > 0, but the upper ones contain only very weak instabilities.
The region of instability for n = 2 extends to larger positive z0, and becomes almost independent of
κ0 in that region. For n = 3 to 5 vortices, the instability region in the lower left corner extends over
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Fig. 2. Maximum growth rate as a function of both the strength κ0 and the height z0 of the central vortex,
for an inverse scale height λ = 0 (the Boussinesq case studied in [10]). Here n = 2 to 9 vortices are considered.
Light blue regions are (neutrally) stable.
Fig. 3. Maximum growth rate as a function of both the strength κ0 and the height z0 of the central vortex,
for an inverse scale height λ = 2. The format is the same as in Fig. 2.
an increasing range of negative z0, while the tongues of instability occurring for κ0 > 0 when n = 3
and 4 (as well as n = 5 for κ0 > 8.849 beyond the plot window) narrow toward z0 = 0. Finally, both
the stable and most unstable regions for n ≥ 6 become increasingly confined to z0 < 0.
Taken together, the above results show that n = 5 vortices on a ring are stable over a greater
portion of parameter space than any other number of vortices. In particular, five vortices are stable
without a central vortex, or with any co-rotating central vortex, regardless of its position above
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Fig. 4. Maximum growth rate as a function of both the strength κ0 and the height z0 of the central vortex,
for an inverse scale height λ = 4. The format is the same as in Fig. 2.
Fig. 5. Maximum growth rate as a function of both the strength κ0 and the height z0 of the central vortex,
for an inverse scale height λ = 8. The format is the same as in Fig. 2.
or below the ring. The domain of linear stability qualitatively changes between n ≤ 5 vortices and
n ≥ 6 vortices. For n ≤ 5, there is always a narrow tongue of instability for κ0 > 0 near and just
above z0 = 0 (with the exception of n = 2 which has a wide domain of instability). For n ≥ 6, a
region of stability opens up for κ0 > 0 near z0 = 0. Significantly, depending on parameters, any
number of vortices can exist in a stable configuration. For n ≥ 6, stable configurations exist with a
co-rotating central vortex that is located in the plane of the ring and a little below it. This region
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Fig. 6. Evolution of two vortices (n = 2) initially on a ring with a central vortex, for an inverse scale height
λ = 4; the left panel shows z0 = 1 and κ0 = 2 for 0 ≤ t ≤ 50, the middle shows z0 = 1 and κ0 = −2 for
0 ≤ t ≤ 50, and the right shows z0 = −2 and κ0 = −2 for 0 ≤ t ≤ 400. Each vortex has a different colour,
and the trajectory fades back in time (the initial positions are faded circles, and the final state are dark
circles). Initially, the vortex on the right is displaced by 0.1◦ on the unit circle. The trajectories are shown in
a frame of reference rotating at the equilibrium angular velocity.
of stability shrinks with increasing n. In particular, an increasingly strong central vortex is required
to ensure stability over a narrowing gap in z0.
4. NONLINEAR DYNAMICS
We next examine the nonlinear evolution of a small sample of unstable initial conditions. The
numerical code (in python) solves Eqs. (2.12) and (2.13), in a frame of reference rotating at the
equilibrium angular velocity Ω. The code conserves excess energy E (3.48) to better than one part
in 108 by using an adaptive time step to resolve the rapid rotation of close pairs of vortices, closely
similar to that described in [5].
Fig. 6 begins with three different cases for n = 2. Each case has a central vortex and a fixed
inverse scale height λ = 4. The left and middle panels both have the height of the central vortex
z0 = 1 above the plane of the ring, but differ only in the strength of the central vortex, with κ0 = 2
in the left panel and κ0 = −2 in the middle panel. The trajectories are similar but precess in
opposite directions. The middle vortex moves far from its initial position, first circling the vortex
on the right, then the one on the left (and this continues to much longer times than shown here).
Both these cases are lying in the region of relatively large growth rates in Fig. 4 (top left panel).
The case on right has z0 = −2 and κ0 = −2, and lies in the region of weaker growth rates. Here,
the evolution is very different to the previous two cases: the central vortex hardly moves, while the
two vortices on the ring mainly move closer together for a period, then further apart, and so on,
while also precessing clockwise.
Moving on, Fig. 7 shows three different cases for n = 3 vortices initially on the ring. All cases
again include a central vortex and take λ = 4. The left panel, for z0 = 0 and κ0 = 2, is taken from
the region of strongest instabilities in Fig. 4 (top middle panel). In this case, all four vortices move
in an erratic manner, exhibiting strong radial excursions. The middle panel, for z0 = 2 and κ0 = 4,
is taken from the region of weak instabilities centred on z0 = 2 and having κ0 > 0 in Fig. 4. In
this case, the central vortex slowly spirals out then back in (this repeats at later times beyond
those shown here). The vortices on the ring hardly move. Finally, the right panel, for z0 = −1 and
κ0 = −2, is taken from the region of moderate instabilities in the lower left portion of the n = 3
panel in Fig. 4. This time the central vortex hardly moves, while the vortices initially on the ring
move in a complicated manner. The vortex on the right returns close to its initial position by t = 50
while the other two vortices approximately exchange positions.
Fig. 8 next shows three cases for n = 4 vortices initially on the ring, with a central vortex and
for λ = 4. The case in the left panel, for z0 = 0 and κ0 = 4, lies in the small and narrow unstable
region for κ0 > 0 in Fig. 4 (for n = 4). All vortices move somewhat erratically, yet the vortices on
the ring stay with a narrow range of radii while drifting, on average, counter-clockwise. The central
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Fig. 7. Evolution of three vortices (n = 3) initially on a ring with a central vortex, for an inverse scale
height λ = 4; the left panel shows z0 = 0 and κ0 = 2 for 0 ≤ t ≤ 25, the middle shows z0 = 2 and κ0 = 4 for
0 ≤ t ≤ 500, and the right shows z0 = −1 and κ0 = −2 for 0 ≤ t ≤ 50. The layout is the same as described in
Fig. 6.
Fig. 8. Evolution of four vortices (n = 4) initially on a ring with a central vortex, for an inverse scale height
λ = 4; the left panel shows z0 = 0 and κ0 = 4 for 0 ≤ t ≤ 25, the middle shows z0 = −1 and κ0 = −2 for
0 ≤ t ≤ 25, and the right shows z0 = 0.5 and κ0 = −4 for 0 ≤ t ≤ 25. The layout is the same as described in
Fig. 6.
vortex also remains near the centre but exhibits a complicated trajectory. The cases in the middle
and right panels are taken from the larger region of instability for κ0 < 0 in Fig. 4. The middle case,
for z0 = −1 and κ0 = −2, exhibits strong radial and azimuthal excursions of the vortices initially
on the ring. Each such vortex moves on a qualitatively different trajectory, e.g. one (in magenta)
wraps around close to the origin while another (in blue) stays relatively far from the origin until
close to the end at t = 25. Remarkably, the initially central vortex remains close to the origin. The
case on the right, for z0 = 0.5 and κ0 = −4, exhibits particularly large radial excursions; here the
central vortex moves far from the origin. All vortices move erratically. Note that the central vortex
briefly pairs with a different vortex, and the two move along nearly circular arcs.
We skip the case n = 5 and focus on n = 6, for which three cases are shown in Fig. 9. As before,
these include a central vortex and are for λ = 4. The case in the left panel, for z0 = 2 and κ0 = 2, lies
in the upper right part of the unstable region, above the stable region, in Fig. 4 (for n = 6). Here,
growth rates of the unstable modes are weak. The evolution is highly regular, and in fact commonly
occurs throughout the region of weak instability, except in the quadrant z0 < 0 and κ0 < 0. The
vortices initially on the ring move into a staggered configuration on two rings with three equally-
spaced vortices on each. They then move back to a ring configuration and to an opposite staggered
configuration. Sometimes, the vortices return to the same staggered configuration (not shown in
this example). This oscillation was examined previously by [13] in the two-layer quasi-geostrophic
model (and without a central vortex), but it is expected to be similar here. The case in the middle
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Fig. 9. Evolution of six vortices (n = 6) initially on a ring with a central vortex, for an inverse scale height
λ = 4; the left panel shows z0 = 2 and κ0 = 2 for 0 ≤ t ≤ 100, the middle shows z0 = 1 and κ0 = −2 for
0 ≤ t ≤ 100, and the right shows z0 = −1 and κ0 = −2 for 0 ≤ t ≤ 10. The layout is the same as described in
Fig. 6.
panel, for z0 = 1 and κ0 = −2, lies just above the stronger tongue of instability in Fig. 4. At early
times, the evolution is similar to the first case, but this breaks down into erratic behaviour, with
the central vortex moving far away from the others (it moves even further out at later times, not
shown). One of the vortices on the ring (in blue) moves toward the origin, while the five remaining
ring vortices remain in a more limited range of radii. The case in the right panel, for z0 = −1 and
κ0 = −2, lies in the region of stronger instability, and after a relatively short time the vortices begin
to move erratically. Notably, the central vortex remains close to the origin. In the parameter space
below this region of stronger instability, the evolution is similar but somewhat more regular, with
one of the ring vortices moving above the central vortex (which stays nearly fixed) for a period,
only to be replaced by another ring vortex and so on (not shown).
Regarding other values of n, the behaviour of n = 5 ring vortices (when linearly unstable) is
qualitatively similar to that just seen in the right panel of Fig. 9 or in the middle panel of Fig. 8.
Only erratic motion is ever observed (based on a wide sampling of parameter space). However,
there are extensive regions of parameter space where n = 5 ring vortices are stable, even for finite-
amplitude perturbations. For n ≥ 6, instability is much more widespread. Instabilities for n = 7
ring vortices (and likely all odd n > 7) also exhibit erratic motion. The case of n = 8 is similar
to n = 6: staggered configurations occur in regions of weak instability, here close to the margin of
stability (e.g. z0 = −1 and κ0 = 1.5 when λ = 4). Elsewhere, erratic motion occurs.
While all the examples here used an inverse scale height λ = 4, qualitatively similar results
are found for other λ. In particular the oscillatory staggered configurations for n = 6 and n = 8
also occur in the Boussinesq limit λ→ 0, examined by [10] and more recently in [11] (this issue).
Staggered configurations require even n.
5. CONCLUSIONS
This paper has discussed the classical problem first studied by J.J. Thomson [14] concerning
the stability of a regular array of equal point vortices arranged on a ring. Here, the problem has
been extended to point vortices in a three-dimensional compressible atmosphere, under the quasi-
geostrophic approximation. The latter yields equations that are closely similar to those studied by
[14], with the only difference being the Green function controlling the vortex interactions. A central
point vortex at any height above or below the ring is also included.
The incompressible, Boussinesq limit was recently studied by [10], who comprehensively mapped
the linear stability and further generalised the problem to finite-volume vortices. Like in [10], it
appears that n = 5 vortices on the ring exhibit the widest range of stability in parameter space,
closely followed by n = 4, even in a compressible atmosphere. The main effect of compressibility is
to shorten the interaction range: the density scale height H acts as a screening length, and when
H is small compared with the spacing of vortices on the ring, interactions weaken exponentially.
REGULAR AND CHAOTIC DYNAMICS Vol. 00 No. 0 0000
Ring configurations of point vortices in polar atmospheres 15
0 1 2 3 4 5 6 7 8
1/H
−4
−3
−2
−1
0
1
2
3
4
z 0
κ0
0 1 2 3 4 5 6 7 8
1/H
−4
−3
−2
−1
0
1
2
3
4
z 0
Ω
100
101
102
103
104
0
1
2
3
4
5
6
7
8
9
10
11
12
Fig. 10. Left and middle panels: equilibrium values of the central vortex strength κ0 and system rotation rate
Ω versus the inverse scale height λ = 1/H and the height z0 of the central vortex, for n = 8 vortices staggered
on two concentric rings r = Ra and Rb. The squared radius ratio (Ra/Rb)
2 = 0.5, while the circulation ratio
κa/κb = 1. Note: (R
2
a +R
2
b)/2 = 1. Right panel: evolution over 0 ≤ t ≤ 50 of a configuration with λ = 8 and
z0 = −1, where one of the vortices on the inner ring is displaced by 5◦ in azimuthal angle. The equilibrium
configuration in this case has κ0 = 0.346729 and Ω = 0.390863 (to six decimal points). The vortices are viewed
in a frame of reference rotating at the rate Ω.
This has the effect of reducing growth rates and shifting the stable regions of parameter space.
Whereas stability in the Boussinesq limit H →∞ depends only on the magnitude of the central
vortex height |z0|, decreasing H leads to an asymmetry in z0, with n = 2 and n > 5 vortices more
unstable for positive z0, and the opposite for 3 ≤ n ≤ 5 vortices.
The nonlinear evolution of unstable configurations reveals instances of regular or oscillatory
behaviour, predominantly for n = 2, 3 and even n ≥ 6, for which vortices can move in and out
of staggered configurations, as seen previously in [13] in a different but related flow model. In
fact, symmetry considerations alone indicate that steadily-rotating staggered configurations exist
for all even n, depending on the strength of the central vortex κ0. Moreover, the strengths of the
vortices on each ring can be different, adding another degree of freedom. Fig. 10 shows examples
of these equilibria when the squared radius ratio of the two rings is 0.5 and the circulation ratio is
1. Notably, the rotation rate Ω is symmetric in z0, while the central vortex strength κ0 is not. The
smallest values of κ0 are found for z0 < 0, but κ0 remains positive across parameter space. This
figure also shows that stable configurations exist: the case on the right (for λ = 8 and z0 = −1) is
initialised with a large displacement of one of the vortices, yet the vortices remain close to their
original positions. Further results for these staggered configurations in the Boussinesq limit (λ = 0),
including linear stability, can be found in [11] (this issue).
The results in this paper may be relevant to the vortex arrays recently observed around both
of Jupiter’s poles [1]. A staggered set of 8 vortices, possibly with a central vortex, was observed at
the north pole, while 5 vortices with a central vortex was observed at the south pole. The present
paper indicates that both of these configurations may be long-lived if they lie in the stable region of
parameter space. However, estimating parameters is difficult, and the model studied in this paper
may be too idealised. The point vortex approximation only captures the leading-order interaction of
finite-volume vortices, and the quasi-geostrophic approximation may be too idealised. Nevertheless,
the present model is perhaps the simplest model containing the key features likely to be found in
polar regions of rapidly-rotating and strongly-stratified planetary atmospheres: the model is three-
dimensional, nonlinear, and includes the effect of strongly decreasing density with height. A step
toward greater realism would be to follow [10] and consider finite volume vortices.
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