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Abstract
Given m× n matrices A = [ajk] and B = [bjk], their Schur product is the m× n matrix
A ◦ B = [ajkbjk]. For any matrix A, define ‖A‖S = max‖X‖=1 ‖A ◦X‖ (where ‖ · ‖ denotes
the usual norm). For any y = (a, b, c) ∈ R3, define
By =
{
f ∈ L1: fˆ (−1) = a, fˆ (0) = b and fˆ (1) = c
}
and set Ay =
[
a b
b c
]
. Our main result is that, for any y ∈ R3, ‖Ay‖S = inff∈By ‖f ‖1. ©
2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
In this paper, we consider the Fourier interpolation problem, a minimization prob-
lem from analysis, and the Schur-multiplier problem, a maximization problem from
matrix theory. These are:
The Fourier interpolation problem. For any f ∈ L1, define fˆ by
fˆ (x) =
∫ ∞
−∞
exp(−ixt)f (t) dt.
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Given an index set J and the set D = {xj ∈ R: j ∈ J}, let yj be specified for each
j , and define
B = {f ∈ L1: fˆ (xj ) = yj for all j ∈ J}.
Assuming B is nonempty, the Fourier interpolation problem is to find inff∈B ‖f ‖1.
The Schur-multiplier problem. Let Cn be the Euclidean space of n tuples of com-
plex numbers, and let Mn be the set n× n matrices over C. For any z ∈ Cn, set
‖z‖ = 〈z, z〉1/2, and for any A ∈ Mn, set ‖A‖ = maxz /=0 ‖Az‖/‖z‖. We call ‖z‖ and
‖A‖ the respective usual norms for z and A. Given A = [ajk] and B = [bjk] in Mn,
their Schur product, denoted A ◦ B, is [ajkbjk]. Given A ∈ Mn, the map X → A ◦
X (sending Mn → Mn) is linear. The Schur-multiplier problem is to find ‖A‖S =
maxX /=0 ‖A ◦X‖/‖X‖.
In some sense, these problems are dual to each other. Furthermore, in certain
simple situations the respective minima and maxima are equal.
The Fourier interpolation problem can be set in a more general context. In partic-
ular, functions in L1(R) can be replaced with measures in the dual of BC(R), where
BC(R) is the space of bounded continuous functions on R. If µ is such a measure,
one defines
µˆ(x) =
∫
R
exp(−ixt)µ (dt).
One also defines
B = {µ ∈ (BC(R))∗: µˆ(xj ) = yj for all j ∈ J}.
The problem then becomes one of finding infµ∈B ‖µ‖. For the sake of simplicity,
however, we work in a less general context in this paper.
We also consider only special versions of our two problems. In the Fourier inter-
polation problem, we consider only sets D of the form {xj }nj=−n, where the xj form
an arithmetic progression. Given y = (y−n, y−n+1, . . . , yn), define
By =
{
f ∈ L1: fˆ (xj ) = yj for all xj ∈ D
}
.
In the Schur-multiplier problem, for the same y, let Ay ∈ Mn+1 be the Hankel matrix
Ay =
[
yj+k−n−2
]
j,k
.
Repeating an argument in [2], we show that ‖Ay‖S  inff∈By ‖f ‖1.
We then specialize even further, and assume y = (a, b, c) ∈ R3. Thus, fˆ is in-
terpolated at three equally spaced points, and Ay is a 2 × 2 matrix. Our main result
is:
Theorem 1.1. Let x−1, x0, and x1 be real numbers in arithmetic progression, and
let y = (a, b, c) ∈ R3. Then ‖Ay‖S = inff∈By ‖f ‖1.
In the course of following four sections we prove these results. In Section 6, we
consider certain examples in which y ∈ R5, and hence Ay ∈ M3.
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2. Dual bounds
The arguments in this section are essentially those in [2]. To begin, let{xj }nj=−n
form an arithmetic progression and let y = (y−n, y−n+1, . . . , yn). In fact, we may
assume w.l.o.g. that xj = j for all j . To see this, write xj = p + jd, where −n 
j  n and d /= 0. Given any f ∈ By, define
g(t) = 1|d| exp
(−ipt
d
)
f
(
t
d
)
.
Then gˆ(j) = fˆ (xj ) for all j , and ‖g‖1 = ‖f ‖1. So suppose xj = j for all j , and
By =
{
f ∈ L1: fˆ (j) = yj for − n  j  n
}
.
We show how our two problems bound each other.
In Mn+1, define
V (t) = diag(eint , ei(n−1)t , . . . , 1),
W ∗(t) = diag(1, e−it , . . . , e−int). (2.1)
For each t ∈ R, V (t) andW ∗(t) are unitary. Also, for any f ∈ By andX = [xjk]j,k ∈
Mn+1,∫ ∞
−∞
V (t)XW ∗(t)f (t) dt =
∫ ∞
−∞
[
exp(i(n+ 2 − j − k)t)xjk
]
jk
f (t) dt
=
[
xjk
∫ ∞
−∞
exp(i(n+ 2 − j − k)t)f (t) dt
]
j,k
=
[
xjkfˆ (j + k − n− 2)
]
j,k
= [xjkyj+k−n−2]j,k.
That is,∫ ∞
−∞
V (t)XW ∗(t)f (t) dt = Ay ◦X.
Furthermore,
‖Ay ◦X‖ =
∥∥∥∥
∫ ∞
−∞
V (t)XW ∗(t)f (t) dt
∥∥∥∥

∫ ∞
−∞
∥∥V (t)XW ∗(t)∥∥|f (t)| dt
= ‖X‖
∫ ∞
−∞
|f (t)| dt = ‖X‖‖f ‖1.
Since this is true for each X ∈ Mn+1 and f ∈ By,
‖Ay‖S  inf
f∈By
‖f ‖1.
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3. Normalizations
Given y = (a, b, c) ∈ R3, let f ∈ By if and only if fˆ (−1) = a, fˆ (0) = b, and
fˆ (1) = c. Let also
Ay =
[
a b
b c
]
.
Our main theorem asserts that ‖Ay‖S = inff∈By ‖f ‖1. We show here that if the con-
clusion holds for one triple it holds for various others as well. This reduces the num-
ber of cases for consideration. Although these normalizing steps are given for triples
only, they readily extend to larger tuples of real numbers:
(1) Given y = (a, b, c), let z = (c, b, a). For a fixed f ∈ L1, define g(t) = −f (−t).
Since gˆ(x) = fˆ (−x) for all x, f ∈ By if and only if g ∈ Bz. Also ‖f ‖1 =
‖g‖1. Therefore, inff∈By ‖f ‖1 = inff∈Bz ‖g‖1. One also verifies that ‖Ay‖S =
‖Az‖S. It follows that the conclusion of the main theorem holds for y if and only
if it holds for z.
(2) Given y = (a, b, c), let z = (−a,−b,−c). Clearly, the conclusion of the main
theorem holds for y if and only if it holds for z.
(3) Given y = (a, b, c), let z(−a, b,−c). For a fixed f ∈ L1, define g(t) = f (t +
). Reasoning as in step (1), one sees that the conclusion of the main theorem
holds for y if and only if it holds for z.
Let now the triple (a, b, c) be given. Exchanging it for (c, b, a) if necessary,
assume that |a|  |c|. Exchanging it next for (−a,−b,−c) if necessary, assume
that b  0. Exchanging it finally for (−a, b,−c) if necessary, assume that a  0
as well. In this way, the main theorem reduces to the case with a  0, b  0 and
a  |c|.
4. A basic result
Let δ(t) denote the unit point-mass measure at 0, usually called the Dirac δ-func-
tion. Although δ ∈ L1(R), it is customary to denote its norm (which is 1) by ‖δ‖1.
Similarly, we define δˆ in the expected way. That is, if µ(t) = δ(t − θ) for some
θ ∈ R, we set
µˆ(x) =
∫ ∞
−∞
e−ixt dδ(t − θ) = e−iθx .
There are sequences (fn)∞n=1 in L1 such that ‖fn‖1 = 1 for all n and fˆn(x)→ δˆ(x)
uniformly on compact sets in R. Thus, we include linear combinations of such point-
mass measures in B, and this does not affect the validity of our conclusions.
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For any y ∈ R3, ‖Ay‖S  ‖f ‖1 whenever f ∈ By. To show that ‖Ay‖S = inff∈By
‖f ‖1, it suffices to produce some g ∈ By such that ‖Ay‖S  ‖g‖1.
Theorem 4.1. Let 0  φ  θ  /2, and set
y = ( cos(φ − θ), cosφ, cos(φ + θ)).
Then ‖Ay‖S = inff∈By ‖f ‖1.
Proof. Define
g(t) = 1
2
e−iφδ(t − θ)+ 1
2
eiφδ(t + θ).
One verifies that g ∈ By and ‖g‖1 = 1. We now show that ‖Ay‖S  1.
If θ = 0 (and hence φ = 0), then y = (1, 1, 1). SinceAy is thus the identity matrix
under Schur multiplication, ‖Ay‖S = 1. We may therefore assume that θ > 0.
For convenience, set c1 = cosφ, s1 = sinφ, c2 = cos θ and s2 = sin θ . Define
k = s1/s2 and z = (s22 − s21)1/2/s2. (Our hypotheses imply that s2  s1  0, and
hence z is real. Also k2 + z2 = 1.) Let
U =
[
k z
z −k
]
so that U is unitary and
Ay ◦ U =
[
k cos(φ − θ) z cosφ
z cosφ −k cos(φ + θ)
]
=
[
k(c1c2 + s1s2) zc1
zc1 −k(c1c2 − s1s2)
]
.
To show that ‖Ay‖S  1 it suffices to show that ‖Ay ◦ U‖  1. But
trace(Ay ◦ U) = 2s21 , det(Ay ◦ U) = 2s21 − 1.
Thus, Ay ◦ U has characteristic polynomial p(t) = t2 − 2s21 t + (2s21 − 1). Clearly,
t = 1 is a root of p, and it follows that ‖Ay ◦ U‖  1. 
Corollary 4.2. Given y = (a, b, c), suppose there are r, φ and θ, with r > 0 and
0  φ  θ  /2 such that

r cos(φ − θ) = a,
r cosφ = b,
r cos(φ + θ) = c.
Then ‖Ay‖S = inff∈By ‖f ‖1.
Proof. It suffices to produce g ∈ By such that ‖Ay‖S = ‖g‖1. Clearly, we may
choose
g(t) = r
2
e−iφδ(t − θ)+ r
2
eiφδ(t + θ). 
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It is not true that, for every a, b and c under consideration, we can find real r, φ
and θ such that

r cosφ cos θ + r sinφ sin θ = a,
r cosφ = b,
r cosφ cos θ − r sinφ sin θ = c.
(4.1)
We therefore turn our attention to this system.
Observation 4.3. Suppose 0 < a + c < 2b. Then (4.1) is solved by any r, φ and θ
for which

r sinφ = b(a−c)√
4b2−(a+c)2 ,
r cosφ = b,

sin θ =
√
4b2−(a+c)2
2b ,
cos θ = a+c2b .
(4.2)
The assumption 0 < a + c < 2b ensures that (a + c)/2b ∈ (0, 1) and 4b2 − (a +
c)2 > 0. In turn, this ensures that (4.1) has a solution for which r > 0, φ ∈ [0, /2),
and θ ∈ (0, /2).
Under the hypotheses of Observation 4.3, system (4.1) thus has a solution with φ
and θ in the first quadrant. We might find, however, that φ > θ . We therefore make
the following observation.
Observation 4.4. Suppose 0 < a + c < 2b, and let r, φ and θ (with r > 0, φ ∈
[0, /2) and θ ∈ (0, /2)) solve (4.1). Then φ  θ if and only if tanφ  tan θ or
a − c√
4b2 − (a + c)2 
√
4b2 − (a + c)2
a + c . (4.3)
In summary, given y = (a, b, c), suppose a, b and c satisfy the hypotheses of
Observation 4.3. If they also satisfy (4.3), Corollary 4.2 ensures that
‖Ay‖S = inf
f∈By
‖f ‖1.
5. Proof of main theorem
As noted in Section 3, given y = (a, b, c), we may assume that a  0, b  0 and
a  |c|. We begin our proof of the main theorem with a simple case.
Theorem 5.1. Suppose a  0, b  0 and c = −a. Then ‖Ay‖S = inff∈By ‖f ‖1.
Proof. Setting c = −a, one sees that (4.1) is solved by any r, φ and θ for which{
r sinφ = a,
r cosφ = b,
{
sin θ = 1,
cos θ = 0.
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Furthermore, this system clearly has a solution for which r > 0, φ ∈ [0, /2] and
θ = /2. Thus, ‖Ay‖S = infµ∈By ‖µ‖ by Corollary 4.2. 
With this result, we can reduce the number of cases for consideration slightly. If
a = 0, for example, the only possiblity is c = 0, and this is now covered. Since the
case with a > 0 and c = −a is also covered, we may assume that
a > 0, b  0 and − a < c  a. (5.1)
Under these hypotheses, the number (2b2 − a2)/a lies in [−a,∞). For certain
triples, it actully lies in (−a, a]. When this happens, we therefore have either c <
(2b2 − a2)/a or c  (2b2 − a2)/a. As it happens, in the former case (4.1) has a
suitable solution but in the latter case it does not. We therefore analyze these cases
separately.
Case 1. In addition to (5.1), we assume that
c <
2b2 − a2
a
. (5.2)
This is possible only if 2b2 > a2 + ac > 0. In fact, we must have 0 < a + c < 2b.
On one hand, if b  a, then
0 < a + c = a
2 + ac
a
<
2b2
a
 2b.
On the other hand, if a < b, then 0 < a + c  2a < 2b. Either way, then 0 < a +
c < 2b.
Theorem 5.2. Given a, b, and c satisfying (5.1) and (5.2), let y = (a, b, c). Then
‖Ay‖S = inff∈By ‖f ‖1.
Proof. By Observation 4.3, system (4.1) has a solution for which r > 0 and φ, θ ∈
[0, /2). By Observation 4.4, it suffices to verify that
a − c√
4b2 − (a + c)2 
√
4b2 − (a + c)2
a + c .
But this reduces to a2 + ac  2b2, which is implied by our hypotheses. 
Case 2. In addition to the conditions in (5.1), we assume that
2b2 − a2
a
 c. (5.3)
These hypotheses imply that a  b.
Proposition 5.3. Given a and b as above, let w = (a, b, (2b2 − a2)/a). Then
‖Aw‖S = inf
f∈Bw
‖f ‖1.
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Proof. The values r = a and φ = θ = cos−1(b/a) provide a solution for (4.1).
Since, furthermore, these values satisfy the hypotheses of Corollary 4.2, there is
some f0 ∈ Bw for which ‖Aw‖S = ‖f0‖1. 
Note that r = a here, and hence ‖Aw‖S = a. In particular, ‖Aw‖S is simply the
1, 1 (and largest) entry of Aw.
Proposition 5.4. Given a and b as above, let z = (a, b, a). Then
‖Az‖S = inf
f∈Bz
‖f ‖1.
Proof. Let
h0(t) = a + b2 δ(t)−
a − b
2
δ(t − ).
One verifies that h0 ∈ Bz. Since Az has 1, 1 entry a and a  b  0, ‖Az‖S  a 
‖h0‖. 
Theorem 5.5. Let y = (a, b, c), where a, b and c satisfy (5.1) and (5.3). Then
‖Ay‖S = inff∈By ‖f ‖1.
Proof. Let w and z be as in Propositions 5.3 and 5.4, respectively. Since
(2b2 − a2)/a  c  a by hypothesis, there is some λ ∈ [0, 1] such that y =
(1 − λ)w + λz. With f0 as in Proposition 5.3 and h0 as in Proposition 5.4, define
g(t) = (1 − λ)f0(t)+ λh0(t). Then g ∈ By and
‖g‖  (1 − λ)‖f0‖ + λ‖h0‖ = (1 − λ)a + λa = a.
Furthermore,Ay = (1 − λ)Aw + λAz, soAy has 1, 1 entry a. It follows that ‖Ay‖S
a  ‖g‖1. 
6. Some 3× 3 examples
Let x = (1/2, 1,−1) ∈ R3, and let Bx and Ax be as usual. By Theorem 1.1,
‖Ax‖S = inff∈Bx ‖f ‖1. In fact both values are
√
8/5, as we show in the following.
Suppose now y ∈ R5 has the form (y−2, 1/2, 1,−1, y2), and let Ay and By be as
usual. Thus, in particular,
Ax =
[
1/2 1
1 −1
]
and Ay =

y−2 1/2 11/2 1 −1
1 −1 y2

.
We know from Section 2 that ‖Ay‖S  inff∈By ‖f ‖1. For certain y−2 and y2, we
determine whether equality holds as in the 2 × 2 case.
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For any y−2 and y2, ‖Ax‖S  ‖Ay‖S, because Ax is a submatrix of Ay. Sim-
ilarly, inff∈Bx ‖f ‖1  inff∈By ‖f ‖1 because Bx ⊃ By. In our first two examples,
‖Ay‖S = inff∈By ‖f ‖1. In the third one, however, ‖Ay‖ < inff∈By ‖f ‖1.
Before we consider these examples, it is useful to verify that
‖Ax‖S = inf
f∈Bx
‖f ‖1 =
√
8/5.
On one hand, set
U = 1√
5
[√
2
√
3√
3 −√2
]
and v = 1√
5
[√
2√
3
]
.
Then U is unitary and v is a unit vector. Also, one verifies that√
8
5
= 〈(Ax ◦ U)v, v〉  ‖Ax ◦ U‖  ‖Ax‖S.
On the other hand, with φ = cos−1 √5/8, and θ = cos−1(−1/4), define
g(t) =
√
2
5
e−iφδ(t − θ)+
√
2
5
eiθ δ(t + θ). (6.1)
One verifies that g ∈ Bx and ‖Ax‖S  √8/5 = ‖g‖1.
Example 6.1. Let y = (−5/4, 1/2, 1,−1,−1/2). This is the most natural extension
of x because, with g as in (6.1),
y = (gˆ(−2), gˆ(−1), gˆ(0), gˆ(1), gˆ(2)).
Obviously, then, g ∈ By and ‖Ay‖S  ‖Ax‖S = ‖g‖1. Therefore,
‖Ay‖S = inf
f∈By
‖f ‖1,
with both sides being
√
8/5.
Example 6.2. Let y = (0, 1/2, 1,−1,−1/2). We show that ‖Ay‖S = inff∈By ‖f ‖1,
both sides being (25 + 18√15)/70. On one hand, with a = (60 − 14√15)1/2, b =
(2 +√15)1/2 and c = (√15)1/2, set
U = 1 +
√
15
14
√
5

2
√
3 −a −2b
−a 2√5 −2c
−2b −2c 3√3 − 3√5

.
One verifies that U is unitary, and
Ay ◦ U = 1 +
√
15
28
√
5

 0 −a −4b−a 4√5 4c
−4b 4c −3√3 + 3√5

.
Now define
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v = 1√
35
[
− (18 − 3√15)1/2, (20 −√15)1/2, (−3 + 4√15)1/2
]T
.
Then v is a unit vector and
25 + 18√15
70
= 〈(Ay ◦ U)v, v〉  ‖Ay ◦ U‖  ‖Ay‖S.
On the other hand, with r = 9√15/35, φ = cos−1(√15/6) and θ = cos−1(1/6),
set
g(t) = r
2
e−iφδ(t − θ)+ r
2
eiφδ(t + θ)+ 5
14
δ(t − ).
Then g ∈ By and
‖g‖1 = r + 514 =
25 + 18√15
70
.
Thus, ‖Ay‖S  (25 + 18
√
15)/70 = ‖g‖1, and this verifies our claim.
Example 6.3. Let y = (0, 1/2, 1,−1, 0). We show that ‖Ay‖S = 4/3, while
inf
f∈By
‖f ‖1  162
√
3
(42, 233 + 232√58)1/2 = 1.337673 · · ·
In particular, ‖Ay‖S < inff∈By ‖f ‖1.
To begin, we determine ‖Ay‖S. On one hand, set
U = 1
3

 1 −
√
2 −√6
−√2 2 −√3
−√6 −√3 0

 , v = 1
3

−
√
2
2√
3

. (6.2)
Then U is unitary and v is a unit vector. One computes
4
3
= 〈(Ay ◦ U)v, v〉  ‖Ay ◦ U‖  ‖Ay‖S.
That is, ‖Ay‖S  4/3.
To show that ‖Ay‖S  4/3, we use the following result.
Theorem 6.4. Given X ∈ Mn, let xi be its ith column, regarded as a vector in Rn,
and let c(X) = maxi{‖xi‖}. Then for any X, Y ∈ Mn, ‖X∗Y‖S  c(X)c(Y ).
This result was first proved by Schur in [3]. A simple and direct proof is also given
in [1] (see Section 6 there), a paper whose main result is an important generalization
of this inequality. Suppose now
X = 1
2
√
6

 4 1 20 3√3 −2√3
−4 2 4

 , Y = 1
2
√
6

4 1 20 3√3 −2√3
4 −2 −4

.
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Then X∗Y = Ay while c(X) = c(Y ) = 2/
√
3. It follows that ‖Ay‖S  c(X)c(Y ) =
4/3. In conclusion, then, ‖Ay‖S = 4/3.
To produce a lower bound for inff∈By ‖f ‖1, let
V (t) = diag(e2it , eit , 1), W ∗(t) = diag(1, e−it , e−2it).
As noted in Section 2, for any f ∈ By and any X ∈ M3,
Ay ◦X =
∫ ∞
−∞
V (t)XW ∗(t)f (t) dt.
Now let U and v be as in (6.2), and set Z(t) = V (t)UW ∗(t). Thus, Ay ◦ U =∫∞
−∞ Z(t)f (t) dt . For each t , one computes
〈Z(t)v, v〉 = 1
27
(
20 − 12 e−it + 8 eit + 2 e2it).
One also verifies that |〈Z(t)v, v〉| has maximal value
M = 2
243
(
42, 233 + 232√58
3
)1/2
= 0.996755725 · · · ,
achieved on [−/2, /2] only when t = ± cos−1((−7 +√58)/18).
Then for any f ∈ By,
4
3
= 〈(Ay ◦ U)v, v〉
=
〈(∫ ∞
−∞
Z(t)f (t) dt
)
v, v
〉
=
∫ ∞
−∞
〈Z(t)v, v〉f (t) dt
 M‖f ‖1.
That is, for any f ∈ By,
‖f ‖1  43M =
162
√
3
(42, 233 + 232√58)1/2 = 1.337673 · · ·
Therefore, ‖Ay‖S = 4/3 < 4/3M  inff∈By ‖f ‖1.
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