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An emerging science of sustainability seeks to better understand the relationships between 
humans and the natural environment. Some of this research views human society through the 
conceptual lens of open systems thermodynamics, and specifically, the theory of dissipative 
structures. This theory holds that the 'structure' of open systems, i.e. complexity, requires a 
constant throughput of energy, which 'dissipates' energy gradients in the environment 
external to the system. This is the 'entropy debt' of system complexity. Entropy debt 
provides this research with a conceptual opportunity to highlight and, using surrogate 
measures, analyse the relationship between municipal 'structure', the energy drawn from the 
natural environment required to maintain the structure, and its cost to the natural environment 
of doing so. Five British Columbia municipalities were investigated to determine a) how the 
theory of dissipative structures could effectively be operationalized, and b) if doing so could 
elucidate systemic 'drivers' of anthropogenic environmental degradation. 
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INTRODUCTION 
The findings of the Millennium Ecosystem Assessment (MEA) are unequivocal; 
humans are degrading the ecosystem services upon which they rely at an alarming rate. "The 
changes that have been made to ecosystems have contributed to substantial net gains in 
human well-being and economic development, but these gains have been achieved at 
growing costs in the form of the degradation of many ecosystem services . . . " (MEA, 2005, 
p. 1). In 2001, upon the recommendation of United Nations Secretary-General Kofi Annan, 
over 1,300 experts worldwide began research on the impact of human activity on the world's 
ecosystems and on the impact of the world's changing ecosystems on human well-being. 
Conducting research to inform sustainable practices, that is, to, "... meet the needs of 
the present without compromising the ability of future generations to meet their own needs" 
(Brundtland, 1987), is certainly not new. For example, Rachel Carson's (1963) popularly 
written book, Silent Spring, focused on the harmful effects of human-introduced persistent 
pollutants on wildlife. Yet, in the light of the recent findings of the MEA (2005), the 
awakening of the public's consciousness appears to have generated only incremental social 
change in the past fifty years. In fact, the MEA (2005) states that, due to human activity, 
approximately 60 percent of the world's ecological services have been degraded or are being 
used unsustainably (p. 1). 
Yet, not all societies, nor communities within societies, appear to negatively impact 
ecosystem services equally or for the same reasons. Research compiled by the World 
Resources Institute posits that issues of empowerment and social justice lie at the heart of 
environmental degradation (MEA, 2005). Other research (e.g. Bar-Yam, 1997b; Tainter, 
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1988), posits that societal complexity to meet external demands and forces, such as those 
imposed by the environment or economy, drives environmental degradation. 
Some of this research regarding human system complexity is based on 
thermodynamic laws governing open systems, and specifically, the theory of dissipative 
structures (Adams, 1982; 1988; Allen, 1997, Dyke, 1988; Prigogine et al., 1977, 
Straussfogel, 1998). Unlike closed systems, open systems are open to matter and energy 
resources; only open systems can build and maintain internal complexity, such as humans, 
cities, or cells. Informed by the Laws of Thermodynamics, the theory of dissipative structures 
maintains that there is a reciprocal relationship between the complexity of a system (i.e. its 
internal 'structure', which is comprised of interacting 'parts' and 'processes') and entropy 
(i.e. the dissipation of energy gradients), which is generated by the complexity of the system 
and in the system's external environment. The entropy that is generated by the system can be 
called the 'entropy debt' of system complexity (Dyke, 1988; Straussfogel & Becker, 1996). 
Moreover, external constraints influence internal system complexity (Bar-Yam, 1997b; 
Prigogine et al., 1977) and reciprocally, internal conditions influence the system's 
interactions with its external environment (Allen, 1994; Macy, 1991; Prigogine et al., 1977). 
This research begins with the premise that municipalities are operational 'real-world' 
examples of complex open systems and dissipative structures (Adams, 1988). Conceptually, 
municipalities can be understood as complex open systems that behave according to open 
system thermodynamics, and more specifically, to the theory of dissipative structures. 
Through such a conceptual lens, municipalities garner energy from their surroundings to 
build internal complexity or 'structure' such as, social order, infrastructure, and 
communication networks. The entropy debt of the complexity of municipalities (in this 
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research called, 'community complexity') is the impact municipalities have on their natural 
environment. Such environmental impact is problematic when it compromises the ecological 
integrity of the natural resources upon which municipalities rely (in this research called, 
'community entropy debt'). Given the necessary relationship between the energy derived 
from natural resources such as food, fiber, and fuel (in this research called, 'energy 
throughput') to maintain municipal complexity, the sustainable use of the natural resources 
and ecological services providing these energy throughputs is considered of paramount 
importance. 
Furthermore, external conditions, such as climate, culture, or the political 
superstructure, necessarily influence the complexity of, and therefore, the entropy debt of 
municipalities. Yet, internal conditions, such as infrastructure (e.g. amount and type) and 
forward-thinking humans, also influence their entropy debt. This reciprocal relationship 
between external constraints and internal 'structural' conditions gives rise to municipalities 
that are structurally different. Such municipalities could also exemplify different entropy 
debts. Moreover, this could be the case even for municipalities that are constrained by similar 
external environments (i.e. climate, culture, political superstructure). 
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Research Questions 
This thesis asks: 
• How can an open systems conceptual framework, based on the theory of dissipative 
structures, highlight the energetic-entropic relationship between 'municipal 
complexity' and the natural environment? 
• How can such an open systems conceptual framework effectively be operationalized 
and applied to municipalities as open systems and as dissipative structures? 
• What can an analysis of the conceptual framework parameters reveal about systemic 
drivers of anthropogenic environmental degradation? 
Conducted in the systems inquiry paradigm, and informed by the literature that has 
developed conceptual frameworks of understanding human systems (at a variety of scales) as 
complex open systems and as dissipative structures, this thesis research views five British 
Columbia municipalities through the lens of a conceptual framework based on the 
thermodynamic laws governing complex, open systems, specifically, the theory of dissipative 
structures. It operationalizes the conceptual framework by abstracting from the theory of 
dissipative structures these inextricably linked parameters: 'energy throughput', 'system 
complexity', and 'entropy debt'. After mapping the real-world dimensions to their respective 
parameters, this research applies surrogate measures to the parameters of this analogical 
model. Finally, it conducts a comparative analysis of the surrogate measures for the selected 
municipalities to investigate, a) the extent to which the analogical model can reveal (internal) 
systemic drivers of anthropogenic environmental degradation, b) the efficacy of the 
analogical model, and c) the utility of the conceptual framework. 
10 
Objectives 
To answer these research questions, the objectives of this thesis are to: 
1. Explicate a conceptual framework based on the theory of dissipative structures that 
can highlight the entropic cost of system complexity in the environment external to 
the system 
2. Operationalize the conceptual framework by mapping the appropriate real-world 
dimensions to the framework parameters: for energy throughput, complexity, and 
entropy debt 
3. Identify and apply municipal-specific surrogate measures to these parameters and 
compare the data 
4. Identify the links between the surrogate data of the framework parameters 
Overview 
The thesis begins with Chapter One, which informs the reader of the literature in 
which this thesis research is nested. Chapter Two explicates municipalities as open systems 
and as dissipative structures. Chapter Three presents the methodology undertaken to 
operationalize the conceptual framework of understanding municipalities as complex, open 
systems and as dissipative structures. Chapter Four presents the results of the methodology. 
The thesis concludes with Chapter Five, which discusses the results and answers the three 
thesis research questions. 
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CHAPTER ONE: CONTEXT 
Introduction 
This chapter contains these sections: 
1. Meaning and measure in the emerging science of sustainability 
2. Open systems conceptual frameworks approaches 
3. Opportunities for research 
The first section identifies the issue identified in the sustainability literature toward 
which this research directed. The second section identifies some open systems conceptual 
frameworks, relevant to this thesis research, which have been developed by researchers to 
provide clarity to the meaning, measure, or progress toward sustainability. The third section 
identifies, from this open systems conceptual frameworks literature, the opportunity for the 
research undertaken in this thesis. Some of the concepts central to understanding the open 
systems conceptual frameworks literature, namely, open systems versus closed systems, 
exergy, entropy, and the theory of dissipative structures, is found in Appendix A. 
Meaning & Measure in the Emerging Science of Sustainability 
Researchers admit that sustainability, the greater context within which human 
induced (i.e. anthropogenic) natural environmental degradation is framed (Brown et al., 
1987), remains ill-defined today and its progress difficult to assess (Levin, 1993; Haberl et 
al, 2003; Mayer et al., 2004; Brown et al., 1987). Despite the "vague and elusive" (Levin, 
1993) nature of sustainability, more recently, "A new field of sustainability science is 
emerging that seeks to understand the fundamental character of interactions between nature 
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and society" (Kates et al., 2001, p. 641). Kates et al. (2001) further acknowledge that 
continued sustainability research should necessarily focus on nature and society relationships 
requiring an interdisciplinary approach. 
... [The] research itself must be focused on the character of nature-society 
interactions, on our ability to guide those interactions along sustainable 
trajectories, and on ways of promoting the social learning that will be 
necessary to navigate the transition to sustainability" (Kates et al., 2001, p. 
641). 
While some sustainability researchers distinguish social, and economic, from 
environmental sustainability (Goodland & Daly, 1996), others do not. They develop 
integrative conceptual frameworks through which to understand or analyse society-
environment relationships fundamental to sustainability (Mayer et al., 2004). This thesis 
research is nested in this literature. This literature is summarized in the following sections. 
Open Systems Conceptual Framework Approaches 
Open systems conceptual frameworks are pervasive in research pertaining to living 
systems, ecosystems, and social systems. In 1979, Lovelock boldly argued that the Earth is a 
living system. Twenty years later and within the larger context of complexity science, Levin 
(1998) described the biosphere as a complex adaptive system. In the social sciences, systems 
approaches in the social sciences date to the early years of general systems theory emerging 
in the 1950s with Talcott Parson's The Social System (1951) with further influences from 
ecology (Odum, 1983), and emerging in anthropological studies of energy requirements of 
societies (Rapapport, 1971; Kemp, 1971), growing and collapsing civilizations (Tainter, 
1988), and societal processes (Adams, 1982; 1988). Moreover, a rich array of conceptual 
frameworks has been developed in recent years to better understand the relationship between 
humans and the natural environment. Mayer et al. state, "Some sustainability concepts view 
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human societies as part of the system and blend both economic and ecological theory ... 
Others have turned to physics and the principles of thermodynamics for a common currency 
with which to quantify sustainability across disciplines" (2004, p. 419). 
Generally speaking, the open system conceptual frameworks reviewed here 
incorporate ecological or thermodynamic concepts or both in the study of sustainability. 
Moreover, most recently, some are blended with conceptual contributions from the emerging 
science of complexity. Each subsection summarizes: the conceptual framework, some 
operational examples, and contributions to sustainability science. The conceptual frameworks 
reviewed are 1) resilience, 2) exergy, 3) entropy law and ecology in economics, 4) socio-
economic metabolism, 5) emergy, and 6) dissipative structures. 
Resilience frameworks 
Resilience theory is among the influences stemming from and continuing to further 
the theory and management of ecosystems (Jorgensen & Miiller, 2000). Ecologist, C.S. 
Holling (1973) distinguished the concept of system 'stability' from its 'resilience', 
maintaining that the measure of ecosystem health is not its ability to return to initial 
conditions when faced with some external shock, but to be able to absorb the shock without 
losing its systemic integrity. Thereby, resilience is defined as the capacity of a system to 
maintain its function and integrity, even if it changes internally, by absorbing shocks or 
disturbances (Holling, 1973). The study of resilience has since expanded from ecological to 
social and ecological systems (Gunderson & Holling, 2001; Adger, 2000). For example, 
operationally, resilience research helps understand and manage integrated domains of social 
systems and ecological systems in social-ecological systems (SES) (Folke et al., 1998). 
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A conceptual framework fundamental to resilience theory is the adaptive cycle, 
whereby, "social-ecological systems ... are interlinked in never-ending adaptive cycles of 
growth, accumulation, restructuring, and renewal" (Holling, 2001, p. 392). The conceptual 
framework of the adaptive cycle has been studied in many contexts including the responses 
of ecosystems to resource management institutions and personal or corporate crises (p. 394). 
Adaptive cycles have also been explored in terms of system hierarchy, called 'panarchy', 
whereby adaptive cycles interact across scales (Gunderson & Holling, 2001). Resilience 
research maintains that sustainability "is the capacity to create, test, and maintain adaptive 
capability" (Holling, 2001). 
Exergy frameworks 
Exergy has become a powerful conceptual and analytical tool in the study of 
engineered systems (e.g. Bejan, 2002; Lozano & Valero, 1993) and self-organized systems 
(e.g. Kay, 2000; Wall & Gong, 2001, Gong & Wall, 2001). For example, to further an 
understanding of natural ecosystems, Kay (2000) argues that the exergy degradation principle 
holds that ecosystems, given the constant flux of energy available in the environment, resist 
being moved farther from thermodynamic equilibrium by 'complexifying' over time. 
Specific to natural resources, Wall (1977) argues that natural resources provide a 
gradient of energy to be consumed (i.e. as work) by open systems with internal structures or 
organization capable of doing so. Wall (1977) explains that while solar energy, specifically, 
the energy gradient difference with the earth, drives all the chemical, physical, and biological 
processes of the Earth system, humans are unable to consume this energy directly. They rely 
on natural resources, which have already converted solar energy to some degree and on the 
technological mechanisms designed to capture their energy. Wall (1977) defines natural 
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resources as deposits (e.g. oils, minerals), funds (e.g. plants, animals), and natural flows (e.g. 
running water, sunlight, ocean currents). This exergetic framework (Wall, 1977) conceives 
known and profitable natural resources as reserves, the use of deposits as unsustainable, and 
the use of funds and natural flows as potentially sustainable (Wall & Gong, 2001). Wall and 
Gong (2001) define sustainability exergetically as the stable balance of the use of funds and 
deposits with their generation via solar inputs. 
Emergy theory & analysis 
'Emergy', coined by H. Odum in 1983 (Odum & Odum, 2001), has emerged as a 
theory that holds that self-organizing systems survive in the natural environment by 
maximizing energy consumption most efficiently, i.e. by 'empower' (rooted in biologist 
Alfred Lotka's maximum power principle (1922)). More specifically, H.T Odum's (1996) 
maximum empower principle is central to the conceptual framework that holds that, "In the 
self-organizational process, systems develop those parts, processes, and relationships that 
maximize useful empower" (Odum & Odum, 2001, p. 71). Emergy refers to the, "available 
energy of one kind that has to be used up directly and indirectly to make a product or 
service" (Odum & Odum, 2001, p. 67). It provides a method of normalizing the units of 
energy from natural sources, such as solar, wind, fossil fuels or food to an expression of 
'solar emCalories' (i.e. solar equivalents) and 'emdollars' (Odum & Odum, 2001) or more 
typically, 'solar emergy joules' (sej) (Odum, 1996; Brown & Ulgiati, 1997). Using 
conversion factors in their calculation, solar emCalories represent measures of solar energy 
equivalents that determine the value of any product or service (Odum & Odum, 2001); 
emergy can, for example, replace market driven values determined by supply and demand 
(Odum, 1994). 
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Although emergy is not a thermodynamic concept in and of itself, it emerges from an 
ecosystems approach to understanding natural capital as a product of the flow of solar energy 
in the context of the biosphere considered as a self-organizing system (Brown & Ulgiati, 
1999; Odum & Odum, 2001). Brown and Ulgiati (1999) define natural capital as the stores 
(i.e. nonrenewable and renewable) "of material and energy from which environmental 
services are drawn" (p. 3). Therefore, emergy links societies and their economies to the flows 
of solar energy by considering the solar energy embodied in natural resources (and their 
services) that humans derive from Earth's natural capital and equilibrating their use into the 
making of products and services (p. 3). Moreover, to fuel its economies, sustainability 
indices have emerged, such as the Emergy Sustainability Index (ESI) (Brown & Ulgiati, 
1997). 
The entropy and ecology in economics 
The field of economics has incorporated ecological and thermodynamic concepts 
since the mid-twentieth century. Exemplifying thermodynamic concepts in economics, 
Georgescu-Roegen (1971) posited that thermodynamic laws, specifically, entropy, governs 
economic processes. Moreover, Mulder and Van den Bergh (2001) argue that the Second 
Law provides a useful construct to understand environmental degradation with respect to the 
economic process. For example, as an open system, the economy relies on inputs (and 
internal cycling) of material and energy resources. Martinez-Alier (1999) explains, 
"However, if the scale of the economy is too large and its speed is too rapid, then the natural 
cycles cannot produce the resources or absorb or assimilate the residues such as, for instance, 
heavy metals or carbon dioxide". In this sense, dissipation of energy (i.e. entropy production) 
impacts the natural environment in the anthropocentrically defined and 'negative' context of 
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environmental degradation encompassed in the discussion of (un)sustainability. 
As a broad example, inspired by the environmental movement of the 1960s, 
ecological economics is so named to incorporate the theoretical concepts of systems ecology 
(Ropke, 2004). Ecological economics conceives that the, "human economy is embedded in 
nature, and economic processes are also always natural processes in the sense that they can 
be seen as biological, physical, and chemical processes and transformations" (Rjopke, 2004, 
p. 296). On a conceptual level, ecological economics takes an anthropocentric view toward 
sustainability, such that humankind is seen to be responsible for the care of the 
environmental resources upon which it relies, as well as for its own well-being (Costanza, 
1996, p. 980). An early contribution to biophysical thinking in economics came with 
Boulding (1966), who spoke of Earth, its resources, and its economies as a spaceship - and 
the economy as a "spaceman economy". Boulding (1966) used the analogy of a spaceship to 
emphasize Earth's finite resources. 
Socio-economic metabolism 
The conceptual frameworks of socio-economic metabolism provide a more recent 
example of biophysical concepts in economics. Socio-economic metabolism represents an 
open system conceptual framework used to understand societal processes. Its conceptual 
framework highlights, "the material input, processing and releases of societies, and the 
corresponding energy turnover" (Fischer-Kowalski & Haberl, 1998, p. 573). As such, the 
metabolism of society is analogous to the metabolism of organisms, whereby societies 
require a throughput of energy and material resources; and societies can be profiled by this 
throughput (Fischer-Kowalski & Haberl, 1998). Similarly, 'industrial metabolism' refers to 
industrial processes (Ayers & Simonis, 1994, xii). Fischer-Kowalski et al. (1994) state, "The 
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notion of industrial metabolism draws attention to a materialistic view of the economy as a 
physical system, driven by energy flows" (p. 337). By operationalizing socio-economic 
metabolism frameworks, researchers have developed a variety of accounting methods of 
energy and material flows. 
Regarding their contribution to sustainability science, Haberl (2001) argues, "Most 
metabolism research is being carried out with the aim of contributing to sustainable 
development" (p. 13). Contributions include analytical tools such as Life cycle assessment 
(LCA), Material flow analysis (MFA), Energy flow analysis (EFA), and Material and energy 
flow analysis (MEFA). Life Cycle Assessment analyses the 'cradle to grave' impact that a 
product has on the natural environment, from its production to its generation as waste. In 
addition, exergy has been incorporated in this assessment method as a consistent measure of 
environmental degradation (Gong & Wall, 2001). Material flow analysis is the study of 
masses of physical flows and masses of substances (Haberl, 2001, p. 11). Used as an 
accounting tool, MFA measures the input of materials (e.g. tonnes of imports, domestic 
extraction, flows of soil, and water resources, etc.) required by and output of waste (e.g. 
tonnes of exports, air emissions and solid waste) of socio-economic systems (Matthews et al., 
2000). Finally, Haberl et al. (2003) propose a conceptual framework that combines energy 
and material accounting (MEFA), which considers human consumption of net primary 
products (NPP). Briefly, net primary products refers to the solar energy captured in the 
biomass of vegetation, which, when lost to human activities, is unavailable for 
photosynthesis and, therefore, ecosystem function (Vitousek et al., 1986). 
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Dissipative structure frameworks 
The theory of dissipative structures presented by Prigogine and his colleagues (e.g. 
Prigogine et al., 1977; Prigogine & Stengers, 1984; Nicolis & Prigogine, 1989) has emerged 
in conceptual frameworks applied in the social and natural sciences. In the natural sciences, 
the theory of dissipative structures has been applied to the study of living systems. For 
example, Kay (2000) states, "Life should be viewed as the sophisticated end in the 
continuum of development of natural dissipative structures from physical, to chemical 
autocatalytic, to living systems" (p. 10). 
In the social sciences, the theory of dissipative structures has been applied to the rate 
and patterns of growth of cities (Allen, 1997; Dyke, 1988; Straussfogel, 1991). Similarly, 
Adams (1982; 1988) sets out a detailed conceptualization of society and its evolutionary 
processes as conduits of energy - specifically, as dissipative structures. In detail, Adams 
argues that societal development, evolution, internal complexity, and external relations 
decidedly adhere to the thermodynamic laws governing open systems, specifically, the theory 
of dissipative structures. As dissipative structures, societies can maximize energy 
throughputs or maintain steady states and, reciprocally, must generate entropy outside the 
societal system (1988; 1982). Adams (1988) states, "human social structures are not merely 
sets of human beings but are, rather, assemblages of interdependent dissipative and 
equilibrium structures. Moreover, it is assumed that the combinations vary from one society 
to another ... some use a great deal more energy than others ..." (p. 24). 
Conceptual frameworks based upon the theory of dissipative structures have 
contributed to the discussion of sustainability through their application to a variety of 
systems and at different scales. For example, Ho and Ulanowicz (2005) derive sustainability 
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indicators by analyzing large scale human systems (i.e. agriculture, economics) by way of the 
characteristics of organisms (as dissipative structures), which the authors argue represent, "an 
ideal sustainable system" (p. 39). Alberti (1996) views cities as dissipative structures and 
then develops a conceptual framework of interrelationships based on dimensions of 
sustainability (i.e. social and ecological) to assess the qualities of 'urban ecological space'. 
On a smaller scale yet, Hermanowicz (2004) examines entropy change and energy flux in 
simple systems called unit operation and processes (UOP). His paper seeks to clarify the 
definition of sustainability by applying thermodynamic fundamentals to relatively simple 
dissipative systems. 
Research Opportunity 
The conceptual frameworks summarized above exemplify those whose development 
to better understand society-environment relationships contribute to the measure and 
meaning of, and practice toward, sustainability. Most generally, those reviewed take an 
ecological or thermodynamic conceptual approach to their frameworks to understand the 
interactions between society and the natural environment. Of course, as ecological systems 
are subject to the thermodynamic laws, a great deal of overlap exists. Each framework 
presents advantages in its conceptual approach. 
Conceptual similarities 
The research highlighted in this literature review shares several aspects in common. 
First, they utilize open systems conceptual frameworks to study society-environment 
relationships. Second, they explore some or all of the following research steps. They 1) 
explore theoretical principles, in this case, ecological and/or thermodynamic, 2) develop a 
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conceptual framework based upon these principles (i.e. they construct a lens), 3) map the 
conceptual framework to a specific system (i.e. they look at a system through the lens) to 
elucidate, "phenomena, to order material, revealing patterns" (Rapoport, 1985). This step 
requires 'mapping' the theoretical principles to the system under investigation. In some 
cases, researchers 4) further develop analytical tools, such as indices and measures, having 
repeatedly conduced inductive research. 
Conceptual differences 
Yet, fundamental differences between each type of framework (i.e. ecological or 
thermodynamic) provide unique conceptual and operational advantages. For example, the 
ecological approach conceives human systems as nested hierarchies of interdependent 
systems, which exist within the larger ecological systems. The social-ecological system is, in 
effect, a coupled human and natural environment system, thereby eliminating the need to 
explicate the boundaries 'between' social and natural environment systems for some analysis. 
This conceptual approach effectively highlights the capacity of the entire system to adapt to 
change over time, for example, due to ecological disturbances caused by humans. This type 
of framework lends itself operationally to the analysis of practices toward sustainability. For 
example, Berkes and Folke (1998) focus on the link between social and ecological systems 
by examining case studies of adaptive natural resources management practices. Similarly, the 
research conducted by Gunderson et al. (1995) is premised on the idea that, "Finally, 
sustainable development is neither an ecological problem, a social problem, nor an economic 
problem. It is an integrated combination of all three. Effective investments in sustainable 
development therefore simultaneously retain and encourage the adaptive capabilities of 
people, business enterprises, and nature" (p. 32). 
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Alternatively, the thermodynamic approach offers sustainability research a rich 
conceptualization of the energy, matter, and information resources derived from the natural 
environment required to sustain human systems in various states of complexity. Another 
conceptual advantage of thermodynamic frameworks is that they lend themselves to analysis 
of environmental impacts from human activity. This opportunity is possible because of their 
conceptual capacity to differentiate the system from the system's external environment. This 
is evidenced in entropy law in economics, elucidating the 'ecological debt' (Rees & 
Wackernagel, 1996) that economic systems incur in nature. Moreover, conceptual 
frameworks based on dissipative structures engender further opportunity to highlight energy 
throughput, waste outputs (i.e. entropy production), and internal complexity in the context of 
external environmental constraints and internal systemic conditions. 
Opportunity for research 
Clearly, open systems conceptual frameworks - whether conceptually ecological or 
thermodynamic - have contributed insights to sustainability science, by offering definition, 
measure, or management practices toward sustainability. Yet, conceptual frameworks based 
on the theory of dissipative structures to study anthropocentric environmental degradation 
could be more robust. While the thermodynamic concept of dissipative structures has been 
operationalized to model patterns of urban growth (Allen, 1997; Straussfogel, 1991) and 
explain the evolution of cities (Dyke, 1988), societal (Adams, 1982; 1988), and world-system 
processes (Straussfogel, 1997), it has not been specifically operationalized in the manner 
proposed in this research project. 
For example, Alberti (1996), viewing cities as dissipative structures, develops a 
framework based on dimensions of sustainability (i.e. social and ecological) to assess the 
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qualities of 'urban ecological space' rather than dimensions of dissipative structures. Yet, the 
theory of dissipative structures offers the conceptual opportunity to understand the 
interrelationship between a system's complexity, its energy throughput requirement, and the 
reciprocal production of entropy. In another example, Adams (1988) views society as a 
dissipative structure. However, although Abel (1998) admits that Adams (1988), "produced a 
groundbreaking and extensive synthesis of much of complexity theory with anthropology ... 
by incorporating] many of the issues raised by complexity theory, which include[s] ... 
dissipative structures . . ." this work does not extend analysis to human impact on the natural 
environment. By Adams' own admission, 
... my topic is society. Since human societies have sought and already felt the 
impact of ecological deterioration, it seems likely that the species may 
ultimately suffer similarly. My concern is that the proximate problem, 
however, lies in human society, and so a focus there is not out of place for 
understanding what we are doing to the ecology (1988, p. 12). 
Opportunities exist to explore the issue of sustainability using open systems 
conceptual frameworks, specifically, the theory of dissipative structures to explore, "... the 
character of nature-society interactions ..." (Kates et al., p. 641). The opportunity lies in its 
principles, which provide opportunities to highlight a variety of system characteristics. Such 
a conceptual framework provides this research with the opportunity to distinguish a complex 
system from its external environment. More specifically and pertaining to human systems, it 
highlights the energetic and entropic relationship between a human system's internal 
complexity and its impact on the natural environment upon which it relies (Straussfogel & 
Becker, 1996). Yet, the interrelationship of complexity and its entropy debt is not, 
necessarily, specific to the theory of dissipative structures; it is also general to the principles 
of open systems thermodynamics. However, the theory of dissipative structures is deemed to 
be a general theory of open systems thermodynamics pertaining to living and social systems 
(Prigogine et al., 1977; Prigogine & Stengers, 1984). As a result, a literature has evolved that 
has mapped this theory to a variety of systems, including human systems. This literature 
provides this research with much of the guidance it requires to operationalize the theory of 
dissipative structures in regards to municipalities (explained in detail in Chapter Three: 
Methodology). Yet, is it possible for such a conceptual framework to reveal 'phenomena' and 
'patterns' of systemic drivers of environmental degradation (at the scale of municipalities)? 
A link to sustainability? 
Research, for example by Tainter (1988) and Bar-Yam (1997b), posits that societal 
complexity, that is, the internal complexity needed to meet external conditions, such as 
demands and forces imposed on the society by the environment or the economy, drives 
environmental degradation. Yet, neither all societies, nor communities within those societies, 
appear to negatively impact ecosystem services equally or for the same reasons. For example, 
Allen (1994) explains, 
So much of human attention is focused on playing a role in groups where 
values are generated internally, and the physical world outside is largely 
irrelevant. It is therefore naive to believe that underneath the rich tapestry of 
life there is a rational scheme within which the complexities of the world 
would appear as being necessary and unavoidable ... Evolution is creative 
beyond reason, and in that lies its resilience, since it is not framed to respond 
to any particular limited scheme (p. 94). 
Moreover, Holling (2001) argues that human systems are unique in that they are forward-
thinking and intentional. And Adams (1988) admits that some societies "use a great deal 
more energy than others" (p. 24). Clearly, given the same external constraints, it is possible 
for the 'internality' (Macy, 1991), meaning internal system structure and associated 
processes, of different human systems to differ. Therefore, it should be just as possible for 
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the internal complexity of human systems to impact environmental degradation, and to 
varying degrees, as the assertion that external conditions drive human system complexity. 
This research explores the conceptual implications that human systems, specifically, 
municipalities as complex open systems and as dissipative structures (in this research, 
simplified as 'community systems'), can be different from one another given the same 
external constraints. More specifically, this research explores the implications that such 
municipalities can generate different 'entropy debts' resulting from different structural 
characteristics. In this way, this research intends to contribute to the literature that explores 
dissipative structures conceptual frameworks in the context of the issue of sustainability. 
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CHAPTER TWO: MUNICIPALITIES AS DISSIPATIVE 
STRUCTURES 
This chapter describes municipalities through the conceptual lens of complex open 
systems and dissipative structures. The main sections of this chapter are: 
1. Municipalities as open systems, and 
2. Municipalities as dissipative structures 
Municipalities as Complex, Open Systems 
As complex open systems, municipalities are open to material and energy resources. 
More specifically, they are self-organizing and hierarchical (see Appendix A for details). For 
example, they are comprised of subsystems such as firms, agencies, and families, which are 
also complex and open (Adams, 1988). They are also embedded in other complex systems 
such as, political superstructures and the natural environment. In this way municipalities can 
be called 'nearly-decomposable' (Simon, 1973), meaning they are behaviorally differentiated 
from the subsystems of which they are comprised and the 'suprasystems' (Laszlo, 1972) of 
which they are a part. In addition, they are 'imperfectly centralized' (Adams, 1988), 
meaning, they rely on fluxes of resources from their relative and larger suprasystems (used 
synonymously in this thesis with 'supersystem'). Moreover, municipalities are self-
organizing, meaning they internalize resources such that they self-reproduce in a steady-state, 
or, in the face of internal or external fluctuations, some new self-reproducing state (Adam, 
1988; Allen, 1997; Straussfogel, 1997; Tainter, 1988). Thus, as open systems, municipalities 
are self-reproducing and exhibit system complexity (explained in detail in the following 
sections), which distinguishes them from their external environments. 
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Municipalities as Dissipative Structures 
The purpose of this section is to provide an overview of what municipalities 'look 
like' through the lens of dissipative structures. This section defines municipalities as 
dissipative structures and then describes them in the context of the concepts relevant to the 
thesis research, a) complexity, energy throughput, entropy debt, b) external constraints and 
internal conditions, c) developmental vs. evolutionary change. 
Definition 
The research of Adams (1982; 1988) informs the "window of attention" (Odum & 
Odum, 2001) this research, which understands municipalities as complex open systems and 
as dissipative structures. Adams (1988) argues that societies are dissipative structures. 
Moreover, he argues that the major regulatory levels comprising whole societies are 
dissipative structures because they are 'axial' to (Adams, 1988), meaning, integral to, the 
function of the whole society. Examples include settlements (e.g. cities or municipalities), 
sub-national jurisdictions (e.g. provinces or states), and supranational bodies (e.g. United 
Nations). Adams (1988) explains, "Boundary definitions of a society are important because 
they explicitly interpose a model of the structure ... [that] implies that the work of the society 
should be organized to yield benefits for the "whole" society" (p. 147). For example, while 
culture and self-identity generate self-organized human systems, such as firms or clubs, it is 
the political regulatory sector that controls the flux of resources from one hierarchical level to 
the other in a larger society (Adams, 1988). 
This thesis argues that municipalities are part of the political regulatory system that 
controls the flux of resources within and are, therefore, integral to the whole nation within 
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which they are nested. This is evident in the political boundaries to which municipalities 
adhere. For example, the local municipal governments control for the purpose of acquiring 
some of the flow from market processes. They capture the flow of resources to maintain their 
infrastructure, upon which the citizenry and firms rely. Reciprocally, the citizenry and firms 
perform work, which furthers the flow of resources, in the form of taxes paid, to the local 
governments. Therefore, the political boundary of a municipality provides this research with 
its operational "window of attention" (Odum & Odum, 2001) to study municipalities as 
complex open systems and as dissipative structures. 
For the purposes of this research, to ensure that the politically bounded entity, in this 
case, a municipality, is understood to be a self-organized, self-reproducing open system in a 
hierarchy of other human and natural environmental systems and not to be confused with its 
political definition, the municipalities under investigation may also be called 'societal 
systems' or 'community systems'. 
Complexity, energy throughput & entropy debt 
Municipalities are comprised of 'parts' such as roads, buildings, and pipes, and other 
complex systems such as, humans, families, and neighbourhoods. Associated with these parts 
are 'processes' by which the parts interact. Examples include economies, communication 
networks, and inter-personal relationships. These 'parts' and 'processes' of municipalities 
comprise their 'structure'. For practical purposes, system structure and system complexity 
may be used interchangeably. Maintaining or building this structure requires a throughput of 
energy. The natural environment provides municipalities with material and energy resources, 
such as food, fiber, and fuel. This is the energy throughput to the municipality. Reciprocally, 
municipal 'structure' or system complexity necessitates an entropy debt in the natural 
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environment from which it draws its energy and material resources. In a regenerating 
geobiosphere, this is considered problematic when the draw on natural resources exceeds its 
regenerative capacity and the accumulation of wastes exceeds their ability to be absorbed. 
External constraints & internal conditions 
The external environment of a dissipative structure constrains the realm of 
possibilities in which its 'structure' can exist (Prigogine & Stengers, 1984). As dissipative 
structures, municipalities are also 'constrained' by their external environment. Practically, 
the types and quantities of natural resources and the larger socio-political superstructure 
define the realm of possibilities within which the structure of municipalities can be found. 
"... [T]he environment of a dissipative structure is not only a source of constraint, but also a 
source of input for maintenance; the destination of degraded forms of the resources and 
energy utilized as inputs; and a source of potential transformation" (Straussfogel, 1997, p. 
123). While the external environment constrains and influences the possibilities within which 
municipalities can be found to exist, it does not necessarily define the state in which they do 
exist at any given time. 
Municipal structure is generated from within, as it is constrained from without. For 
example, its internal structure, i.e. microstructure, changes over time. Moreover, while 
system dynamics are not value-laden in the physical sense, human system dynamics are. 
Humans are capable of acting within and upon their microstructure in a forward-thinking 
manner imbued with vision and values (Holling, 2001). As such, municipal structure may 
conform to external constraints, but how it does so involves conditions given by the 
microstructure itself (e.g. the infrastructure and other complex systems), which includes 
value-laden and decision-making humans. A shopping mall is built here, a highway there, 
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and a new subdivision is added. While one neighbourhood is gentrified, yet another 
deteriorates. 
'Developmental' change 
Over time, municipalities, even those subject to similar external constraints, can 
become qualitatively and quantitatively different. 
Open systems, subject to exchanges of energy and matter with their 
environments, and with non-linear interactions between the micro-elements 
can give rise to macrostates of organization and behavior that undergo 
bifurcation that is, for identical external conditions, various possible structures 
can exist, each of which is perfectly compatible with the microscopic 
interactions (Allen, 1997, p. 18). 
Developmental change occurs over time in a municipality (as a 'community system') because 
of the irreversible and non-linear processes involved in system dynamics. For this reason, the 
direction or path of development that a municipality takes over time will always be sensitive 
to initial conditions. Therefore, different municipalities will follow different developmental 
paths; and, their paths necessarily diverge. 
Allen (1997) likens differences between systems constrained by the same external 
factors to origami. Imagine two pieces of paper that are identical to each other. A fold in the 
paper is like a bifurcation (i.e. an amplification of naturally occurring fluctuations to a critical 
point at which the system's structure must change). Each paper is folded, first, the same. But 
at the second and third folds, the papers are folded in different locations. Yet, each of these 
locations are compatible with the condition of that paper's history of folds at that time; 
otherwise the paper would tear (Allen, 1997). After several more folds, one paper becomes 
an origami swan and the other an origami fish. In the same way, local perturbations give rise, 
over time, to structural differences in systems. For example, the availability of provincial tax 
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dollars, in conjunction with the processes internal to the municipalities, e.g. communication 
networks and social networks, is capable of bringing any number of structural changes into 
existence in any number of different ways. 
'Evolutionary' change 
Additionally, external constraints may also change. Examples include climate change, 
resource scarcity, or technological innovation. When these constraints (or even internal 
conditions) evoke fundamental changes to municipal processes, a municipality is said to 
undergo an 'evolutionary' change. In the context of system dynamics, evolutionary change 
requires that the parts and processes of the system microstructure to break to form entirely 
different patterns (Straussfogel, 1998). This is called 'symmetry breaking'; a discontinuity 
exists between the previous state and the new state. "It is only when the cyclic phenomena or 
the microdynamics creating the observable trends begin to oscillate beyond their normal 
range due to some innovative force, that such discontinuity can occur" (Straussfogel, 1998, p. 
21). Using an extreme example, an earthquake generates a massive force that the 
microstructure of a municipality may not absorb. The municipal microstructure necessarily 
conforms to the constraint; buildings collapse and lives perish. 
The following chapter, Chapter Three: Methodology, explains the details of the 
methodology of this research. 
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CHAPTER THREE: METHODOLOGY 
Introduction 
This thesis undertakes its research within the systems inquiry paradigm. It begins 
with the premise that municipalities can be understood as complex open systems and 
dissipative structures. This premise requires this research to take a conceptual framework 
approach. This chapter introduces the reader to systems inquiry and provides a rationale for 
the conceptual framework approach to the research. Then, the chapter explains the 
methodology of this research project. More specifically, it presents each methodological step 
by topic, specifying its rationale, assumptions, and the specific methods (i.e. procedures) 
undertaken in the research. This chapter presents the: 
1. Systems inquiry approach 
2. Rationale for conceptual framework approach 
3. Methodology 
a. Specify the analogical model 
b. Select the systems as case studies 
c. Map the system dimensions 
d. Apply surrogate measures 
e. Undertake the analysis 
Systems Inquiry 
Research focusing on the relationship between humans and the natural environment 
could be conducted with a wide range of research approaches, from post-positivism to 
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constructivism, or systems inquiry. For example, the post-positivist approach applies a 
question deduced from theory to a deconstructed 'thing' or issue - in the lab or in situ - in 
order to draw data for the broad purpose of generalizing the findings to predict similar 
'things' or issues. Such an approach assumes that a real world exists that can be known 
objectively (Lincoln & Guba, 1985). Using another example, a constructivist approach 
applies a question to which the answer is drawn, inductively, from the real world for the 
broad purpose of exacting meaning from that contextual situation or experience. This 
approach assumes a real world that cannot be separated from any human experience, 
including the subjective knowing of the researcher (Lincoln & Guba, 1985). 
Alternatively, a systems inquiry approach applies a question about "... problems 
concerned with the systemic/relational aspects of complex systems" using a, "... set of 
coherent and related methods and tools that [are] applicable to ... the analysis of systems" 
(Banathy, 1996, p. 40). The approach is based upon the theory that systems share common 
isomorphies (structural similarities) and correspondences (relationships with the system's 
environment) (von Bertalanffy, 1968; Boulding, 1956; Laszlo, 1972). This approach assumes 
that knowing is immanent, meaning, it is inherent and referenced in the mind of the knower 
(Banathy, 1996). 
Systems scholars argue that complex systems, such as living or human systems, 
cannot be understood by deconstructing them into their component parts and then by 
summing the findings of those parts (von Bertalanffy, 1968; Laszlo, 1972). Gallopin (2003) 
argues that the relationship between human societies and the natural environment upon which 
they rely defies deconstruction or reduction because processes and relationships exist in 
context of the whole. They are characteristically not detectable in the component parts when 
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they are deconstructed (Bar-Yam, 1997a; Laszlo, 1972). Therefore, a post-positivist approach 
to this research question would not be appropriate. A strictly contextual inquiry is likewise 
not appropriate for this research question. Rather than seeking to disclose, directly, the 
meaning of individual human experiences in the context of their communities, this thesis 
research seeks to compare municipalities according to their systemic characteristics. As such, 
systems inquiry offers an appropriate inquiry paradigm. 
Ervin and Alexander Laszlo (1997) explain the benefits of systems inquiry. They 
state, 
While the sciences move toward theoretical syntheses through the 
construction of grand unified theories in physics and similar embracing 
theoretical frameworks in other realms of inquiry, the humanities manifest a 
countervailing trend towards relativistic positions on issues of societal 
evolution with a corresponding reticence for generally applicable normative 
viewpoints on designs for the human future. The advantage of the systems 
sciences is their potential to provide a trans-disciplinary framework for a 
simultaneously critical and normative exploration of the relationships between 
and among human beings and their social, cultural, and natural environments 
... Systems sciences do much to render the complex dynamics of human 
socio-cultural and politico-economic change comprehensible. Observed 
phenomena in the natural and man-made universe do not come in neat 
disciplinary packages labeled scientific, humanistic, and transcendental: they 
invariably involve complex combinations of fields, and the multifaceted 
situations to which they give rise require an holistic approach for their 
solution. The systems sciences provide such an approach and can 
consequently be considered a field of inquiry rather than a collection of 
specific disciplines (p. 6). 
About systems methodologies 
As Laszlo and Laszlo (1997) argue, while systems inquiry does not involve reduction 
into 'parts', systems inquiry does involve some process of simplification to 'render complex 
dynamics comprehensible' (p. 6). Laszlo and Laszlo (1997) explain, 
The principle heuristic innovation of the systems approach is what may be 
called 'reduction to dynamics' as contrasted with 'reduction to components', 
as practiced in the methodologies of classical science. Phenomena in the 
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observed world are usually too complex to be understood by modeling all 
their parts and interactions; some form of simplification is necessary (p. 9). 
Yet a wide variety of processual 'simplifications' general to systems, i.e., methodologies, 
have been developed by and for the systems sciences. This breadth of variety has occurred 
because analyses of system types (e.g. mechanical, biological, social) and scales (e.g. watch, 
cell, nation) can involve a variety of starting assumptions about their isomorphics and 
correspondences. Additionally, at this time, a single general systems theory has not been 
developed such that only one methodology appropriately applies to all systems. Rather, 
tenets for systems 'simplification' to their 'dynamics' have been derived from such sciences 
as biology and physics and include conceptual contributions from ecology to neurology. 
Moreover, in recent years, complexity science has contributed a variety of methodologies 
based on concepts including networks and system dynamics (Bar-Yam, 1997a). In all, across 
the systems and complexity sciences, methodologies range from mathematical and modeling, 
to metaphor and contextual/self-defining (Banathy, 1996; Bar-Yam, 1997a). Their purposes 
range from predictive, to system management, or to understanding human experiences. 
Rationale for Conceptual Frameworks 
Conceptual frameworks bring theories and their principles and concepts together to 1) 
conceptualize or "see" the system under investigation, 2) highlight structure or 
correspondence, and 3) provide the basis for an analytical tool. 
As we seek sustainable futures, we grapple with understanding complex 
systems of people and nature. Both the social and ecological components of 
these systems have long histories of discipline-based scientific inquires -
replete with theories, methods, and findings. One way of understanding how 
these components interact is to link them in a common framework. This is a 
"systems" approach, in which a universal or common framework can be used 
to unite different components in the same system (Westley et al., 2001, p. 
103). 
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Conceptual frameworks allow researchers to avoid computational and design 
limitations inherent in computer-based models and simulations (Bar-Yam, 1997a). They are 
particularly useful for "... expressing some previously unnoticed aspect, hoping for future 
development of a suitable algorithm", which is arguably better than, "... starting] with 
premature mathematical models ... and possibly restricting the field of vision" (p. 182). A 
conceptual framework advantageously provided this research project with both a conceptual 
understanding of the open systems under investigation (i.e. municipalities) and the basis for 
developing a tool with which to analyze them. 
Specifying the system 
This thesis research looked at municipalities through the conceptual 'lens' of open 
systems, and more specifically, dissipative structures (see Chapter Two). It did so to a) 
highlight the relationship between the structure (i.e. 'system complexity') and energy 
requirements (i.e. 'energy throughput') of, and anthropogenic environmental degradation (i.e. 
'entropy debt') generated by a municipality, and b) provide guidance from the literature to 
operationalize these parameters (by mapping them to municipalities and by applying 
surrogate measures to them). The latter is explained in the following sections. 
Methodology 
With no one systems methodology to choose from, Laszlo and Laszlo (1997) guided 
the methodology of this research. Traditional analysis, they argue, requires steps to 1) 
deconstruct that which is to be explained from its context, 2) explain its given properties, and 
3) sum the explanations to the contextual whole. By contrast, systems analysis requires steps 
to 1) identify the phenomena under investigation, thereby also defining the context, 2) 
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identify the type and scale of system, 3) focus on its processes or structures, and 4) integrate 
the perspective with the overall phenomenon (Laszlo & Laszlo, 1997, p. 11, 12). 
The analysis of this thesis research adhered to systems analysis because it, 1) 
identified the phenomena under investigation to be the energetic-entropic relationship 
between a 'community system' and the natural environment upon which it relies for 
energetic resources, 2) identified that the type and scale of system to be a municipality as a 
complex open system and as a dissipative structure, 3) identified its processes to be those 
linked according to thermodynamic principles (i.e. the framework parameters, explained in 
more detail in the following sections), and 4) integrated the perspective with the overall 
phenomenon by investigating the links between the structural characteristics of 'community 
systems' and the natural environment. 
A conceptual framework based on the theory of dissipative structures, provided this 
research with the means to launch Laszlo and Laszlo's (1997) four-step approach to systems 
analysis/synthesis (p. 11). It simultaneously conceptualized and provided the basis for the 
analytical tool to analyze the "window of attention" (Odum & Odum, 2001), i.e., 
municipalities as open systems and as dissipative structures. More specifically, the 
methodology of this research a) specified an analogical model abstracted from the theory of 
dissipative structures; b) to which dimensions of selected municipalities and the natural 
environment were mapped, c) to which surrogate measures are applied, and d) from which an 
analysis was conducted. 
Specifying the analogical model 
The methodology of this research, first, required specifying an analogical model 
abstracted from the theory of dissipative structures to which key dimensions of the selected 
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municipalities (and the natural environment) could be mapped and to which surrogate 
measures could be applied. 
Rationale for an abstracted analogical model 
Once a conceptual framework of understanding has been developed to 'see' the real-
world in a certain way, an analytical tool that remains consistent with that framework can be 
used to investigate phenomena of the real-world. Models can be understood as non-linguistic 
entities that mediate theory and the observed world (Morgan & Morrison, 1999). According 
to Morgan and Morrison, "[Models] function as tools or instruments and are independent of, 
but mediate between things; and like tools, can often be used for many different tasks" (1999, 
p. 11). This interpretation holds that models are somewhat autonomous from the theories or 
data from which they are derived, which is what allows them to, "function as instruments of 
investigation" (p. 10). The analytical tool of this research, abstracted from the theory of 
dissipative structures, offers a means to investigate the energetic-entropic relationship 
between municipalities (as complex open, and societal systems) and the natural environment. 
It does so by analogy. 
The literature reveals several categorical perspectives of models as they are used in 
science. For example, Morgan and Morrison (1999) distinguish the 'semantic' view of 
theoretical models (e.g. Bohr's model of the atom) from Hesse's (1963) 'analogical' view of 
models. Analogical models relate processes or dimensions of one entity to the study of 
another based on their similarities (Hesse, 1963). Although the 'parts' of a dissipative 
structure and the 'parts' of a community systems are different, the relationships between the 
'parts' of each entity correspond proportionally. Shelley (2003) refers to this type of analogy 
as a 'shared structure' type, "... because they emphasize the presence of mappings or 
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alignments of hierarchically structured, causal relationships shared between source and target 
analogs" (p. 7). Hesse (1963) explains that analogies can correspond proportionally 
'vertically' when they result from the same cause, and 'horizontally' when the 'parts' are 
mapped to their equivalents. For correct conclusions to be inferred about the municipalities 
under investigation via an analogical model (and argued by analogical reasoning), a 
proportional correspondence must exist between the relationships of the model parameters 
and the relationships of the target dimensions, in this case, dimensions of municipalities (and 
the natural environment) (Juthe, 2005). 
Specifying the model parameters 
This thesis research constructed an analogical model by abstracting the theory of 
dissipative structures to the parameters, a) energy throughput, b) system complexity, and c) 
entropy debt. Briefly, an abstraction-type model is one in which all details that are not 
relevant to the investigation at hand are omitted (Frigg & Hartmann, 2006). Yet, the 
parameters of the abstracted analogical model retain the larger theoretical principles of key 
relationships held in the theory of dissipative structures. It retains the principle that open 
system 'structure' of a municipality (requiring an energy throughput) 'dissipates' the 
resources of its natural environment upon which it relies, as the natural resources of that 
environment constrains the 'structure' of the municipality as 'community system'. Moreover, 
'vertical' correspondence (i.e. the relationships corresponding between the parameters and 
the dimensions) is satisfied on the basis that dissipative structures and municipalities as 
dissipative structures are driven by the same 'cause', namely, the Second Law. The 
'horizontal' correspondences (i.e. the parameters are mapped to the correct dimensions) are 
supported by the literature. This is explained in more detail in the following sections. 
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Selecting municipalities as case studies 
The methodology of this research required, once the model parameters were 
specified, that empirical data be collected. This required selecting municipalities. 
Rationale for case study 
The analytical tool used in this thesis research requires an application to some aspect 
of the real-world. Hesse (1963) explains, "Whether the hypotheses thus suggested turn out to 
be true, is, as always, a matter for empirical investigation. The logic of analogy, like the logic 
of induction, may be descriptive without being justificatory" (p. 62). Therefore, a case study 
of selected municipalities provides an appropriate approach. Moreover, several 
municipalities were selected in order to be able to compare results. 
Community system selection criteria 
The municipalities must be subject to similar external constraints, since these 
constrain the realm of possibilities in which their 'system complexity' can be found. This 
requires holding constant external constraints such as, a) climate, b) the socio-political 
superstructure, and c) social stability, and d) key internal variables, i.e. population and e) 
system dynamics. 2) Internal system complexity variables should not be held constant. 
Table 1. Summary of community system selection criteria 
Community system type Factors held constant Complexity variables 
Two or more for comparison 
Subject to developmental 
dynamics 






Infrastructure amount and 
type 
Activities associated with 
infrastructure 
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These criteria are elucidated using the following examples. A municipality (i.e. 
'community system') located in a cold climate may necessitate a higher entropy debt than a 
similarly-sized municipality located in a warm climate. A municipality located within a 
socio-political superstructure that imposes high energy efficiency standards may necessitate a 
lower entropy debt than a similarly sized municipality existing within a superstructure that 
imposes low energy efficiency standards. Poor internal mechanisms for coping with external 
stressors introduces the possibility of unregulated behavior regarding environmental 
resource-use, which contributes to environmental degradation (Adger, 2000). Therefore, 
social stability should also be a consideration. Lastly, it is important for municipal 
populations to be similar because larger (or smaller) populations can collectively achieve 
profoundly different system complexity based on the amount of energy resources their 
numbers can garner. The municipalities should also be dynamically similar, meaning they 
should be subject to developmental versus evolutionary dynamics, especially pertaining to 
external forces. For example, a municipality subject to an extreme weather event could 
develop entirely different building construction regulations necessitating a higher (or lower) 
entropy debt compared to a municipality with different building construction regulations in 
the absence of that extreme weather event. 
Finally, to provide effective empirical evidence of internal system 'structural' 
dimensions that are linked to environmental degradation, internal complexity variables (e.g. 
infrastructure type and population activities) should not be held constant. It is precisely the 
similarities and differences of these variables that can elucidate links to the entropy debts 
among different municipalities. 
42 
Procedures for selecting the municipalities 
Table 2 summarizes the process to select the municipalities. Only those municipalities 
that met the selection criteria and the data selection criteria (explained in the following 
sections) were selected (see Appendix C, Table CI). 
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Colwood, 
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Mapping the system dimensions to the corresponding parameters 
The methodology of this research required, once the abstracted analogical model 
parameters were identified and the municipalities were selected, that dimensions of the 
selected municipalities (and the natural environment) be mapped to the parameters. For 
simplicity, once the dimensions were mapped to the analogical model parameters, they were 
simply called 'framework parameters'. 
Defining the 'energy throughput' dimension 
In theory, all energy inputs to a human system should be considered as the system's 
'energy throughput'. In the context of societies and their subsystems, Adams explains, 
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While most people would have no problem in conceiving of coal or petroleum 
as energy forms, the present argument requires that we also regard human 
beings, human behavior, social groups, and assemblages of social interactions 
as energy forms. Similarly, mental processes located in the brain, writing on 
paper, and sound waves in the air are also energy forms (1988, p. 16). 
Therefore, the corresponding municipal dimension of the 'energy throughput' parameter is 
all energy inputs to a municipality. 
Defining the 'community entropy debt' dimension 
Recall that entropy production of a dissipative structure is the sum of the influx of 
energy and the irreversible processes internal to the system (Prigogine & Stengers, 1984). 
Dyke (1988) calls the dissipation of energy necessitated by system complexity 'entropy 
debt', thereby stressing the cost to the external environment (i.e. disorder) of the system's 
internal structure (i.e. order). "Internally, their [dissipative structures] order is maintained (or 
even increased), which occasions an "entropy debt" that is paid by the increased disorder of 
their environment" (p. 114). The entropy debt of municipalities is defined as the sum of: 
waste outputs from irreversible internal processes and the dissipation of natural resources. 
This definition is guided by Prigogine and Stengers' (1984) representation of entropy (see 
Equation 1, Appendix A). 
Natural resources, meaning fuel, fiber and food, a component of the total ecological 
services the MEA (2005) deems necessary for human well-being, represent some of the 
energy resources external to and upon which human society relies. While their dissipation to 
maintain or build human systems, including the waste generated via irreversible processes, 
indeed may contribute to entropy in the greater universe, natural resources are constantly 
being renewed by the abiotic and biotic processes, which are driven by solar energy. 
Moreover, some system wastes are used as fuel for others. For the purpose of this research, 
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the concept of entropy debt is further defined as 'community entropy debt' to focus on 
anthropogenic environmental degradation. Therefore, the corresponding dimension of the 
'entropy debt' parameter is anthropogenic environmental degradation (as per waste outputs 
from irreversible internal processes and the dissipation of natural resources), referred to as 
'community entropy debt'. 
Defining the 'community complexity' dimension 
Recall that complex systems are characteristically self-stabilizing (Laszlo, 1972), 
hierarchical (Simon, 1973), and self-organizing (Laszlo, 1972; Prigogine & Stengers, 1984). 
Without these fundamental characteristics, complex open systems could not self-reproduce or 
exhibit emergent properties (von Bertalanffy, 1968). Yet, actual measures of complexity, 
such as the amount of information required to describe a system (Bar-Yam, 1997a), are less 
informative to this research than surrogate measures of the emergent behavior of 
municipalities as complex open systems. Nicolis and Prigogine (1989) explain, "It is more 
natural, or at least less ambiguous, to speak of complex behavior rather than complex 
systems ..." (p. 8). Therefore, the corresponding municipal dimension of the 'system 
complexity' parameter is the emergent behavior of municipalities, referred to as 'community 
complexity'. It is comprised of and generated by interacting 'parts' (e.g. infrastructure and 
humans) and 'processes' (e.g. communication networks) in the context of the external 
environment (Chapter Two). 
Applying surrogate measures 
The methodology of this research required, once the 'real-world' dimensions were 
mapped to the model parameters, that surrogate measures be applied to the parameters. 
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Rationale for using surrogate measures 
Different types of measures could be applied to the analogical model, including actual 
measures, indicators, surrogate measures. Actual measures are extensive, especially for the 
model parameters of energy throughput and entropy debt, as demonstrated in the literature 
review. However, actual measures remain imperfect and cumbersome. For example, 
Hermanowicz (2004) notes, "While the material balance of the energetic approaches to 
quantification of human activities have been promoted as indices of "sustainability", neither 
of them is theoretically sound nor easy to use" (p. 3). Gong and Wall (2001) admit that 
exergy measures have been criticized for their inability to adequately quantify large-scale 
environmental impacts on biological entities. Moreover, for complexity, actual measures are 
not only cumbersome but in some cases impractical (see Appendix A, Complex Systems). 
Moreover, computational tools can be used; however, definitive or accurate extrapolations 
are not always guaranteed (Bar-Yam, 1996a; Shiner et al., 1999). 
A measureable indicator could provide a reasonable alternative. The Organization of 
Economic Co-operation and Development (OECD) defines an indicator (here, with respect to 
the environment) as, 
... a parameter, or a value derived from parameters, which points to, provides 
information about, or describes the state of a phenomenon/environment/area, 
with a significance extending beyond that directly associated with a parameter 
value ... They reduce the number of measurements and parameters that 
normally would be required to give an "exact" presentation ... (INECE, p. 5). 
Yet, indicators for complexity, energy throughput, and entropy debt concepts of and based on 
the theory of dissipative structures are not expressly given in the literature. Rather, the 
literature supports data choices, which can be called, more generally, 'surrogate measures'. 
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Surrogate measures, unlike exact or actual measures or indicators of "an 'exact' 
presentation of a situation" (INECE, p. 5), offer some opportunity for analysis even without 
the certainties associated with actual measures or indicators. A surrogate measure is the 
quantification of an associated aspect of the factor that the researcher seeks to measure 
(Pfleeger, 1994) and are most useful when they are strongly associated with the factors under 
investigation (Belovsky et al., 2004). The surrogate measures of this research are detailed in 
the following section. 
The preferred surrogate data 
Table 3 summarizes the parameters, the corresponding dimensions, and preferred 
surrogate measures for each parameter. The rationale for the preferred surrogate measures are 
provided in the following sections. 
Table 3. Summary of analogue model, corresponding dimensions, and preferred surrogates 
Framework parameters Corresponding Preferred surrogate 
dimensions measures 




Energy throughput (matter, 
information, energy utilized 
by municipalities) 
Community entropy debt 
(anthropogenic 
environmental degradation 
generated by municipalities) 
Community complexity 
(emergent characteristics of 
municipal 'structure') 
Fossil fuel, wood fiber, 
hydroelectric energy 
consumption 
* Environmental statistics of 
air, water, land emissions 
from point, area, and mobile 
sources; consumer waste 
data; loss of ecosystems -
using societal activity data 
Population (social, economic) 
and infrastructure char., 
population activities 
Note. Shown above are the proportional correspondences between the model parameters and the 
community system and nat. env't dimensions. Not explicitly shown above is that the relationships 
between these parameters/dimensions share a causal relationship, namely, the Second Law. 
•Surrogate measures of community entropy debt are guided by Holmberg eta/.'s (1996) principles of 
sustainability and Azar et al.'s (1996) sustainability indicators. Specific substances identified by Azar 
eta/. (1996) to be accumulating unsustainably in the ecosphere and technosphere include: C02, CH4, 
N 20 (i.e. GHGs) and NOx, NH3, SOx, and VOC (i.e. CACs), metals such as cadmium, lead, copper, and 
mercury. 
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'Energy throughput' surrogate measures & assumptions. 
While it is impractical to quantify all energy sources that support the self-reproduction 
of community systems, consumer energy sources of fiber, fossil fuel, and hydro-electricity 
provided the preferred surrogate measure for the energy requirements of community systems 
in industrialized countries. This choice was supported by Wall and Gong (2001) who state, 
"Industrial society only uses a very small part of the direct exergy flow from the sun, e.g. 
within agriculture and forestry" (p. 140). In fact, they estimate that the majority of the exergy 
used within industrialized society originates from fossils fuels (62%), the rest of which, "is 
composed of mainly wood for construction and paper, firewood, food, hydro power and 
nuclear deposits" (p. 14). On the basis that the majority of exergy of industrialized societies 
is derived from fossil fuel, fiber, and hydro electricity (Wall & Gong, 2001), the research 
used energy consumption data as the surrogate measure of the energy throughput requirement 
for municipalities. 
To remain consistent with the conceptual framework, this research made these 
assumptions. 1) The preferred surrogate data, i.e. energy consumption of fossil fuel, wood 
fiber, and hydroelectricity, adequately represented 'energy throughput'. 2) One hundred 
percent of residential (versus commercial and industrial) sector activities were assumed to be 
associated with municipal self-reproduction. 3) Commercial and industrial activities that 
served the municipalities could be estimated using percentages of the non-basic (i.e. for local 
demand) versus the basic (i.e. for export) sectors of the economy. 5) Omitting energy 
consumption associated with travel on provincial highways reasonably estimated mobile 
activities associated with municipal self-reproduction. 6) Given that municipalities are only 
semi-autonomous with regard to their larger supersystems (Simon, 1973), this research 
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disregarded, when possible, energy throughput data associated with, for example, the larger 
political super-system, e.g. space-heating provincial buildings. For practical reasons it also 
ignored activities associated with municipal self-reproduction but which occurred outside the 
municipalities, e.g. energy consumption associated with business trips outside the selected 
municipalities. 
'Community entropy debt' surrogate measures & assumptions. 
While researchers admit that the issue of sustainability is fundamentally 
anthropocentric (Haberl et al., 2003), the sustainability literature nonetheless defines and 
provides indicators for the unsustainable use (i.e. dissipation) of natural resources. The 
preferred surrogate measures for community entropy debt in this research was guided by 
Azar et al.'s (1996) sustainability indicators, which are based on Holmberg et al.'s (1996) 
four principles of sustainability. Briefly, Holmberg et al.'s (1996) four principles of 
sustainability are that 1) lithospheric substances and 2) human-produced substances should 
not accumulate in the ecosphere, 3) the productivity of the ecosphere should not be degraded, 
and 4) resources should be used effectively (e.g. not wasted) (p. 17). Azar et al. (1996) 
developed societal activity indicators, which advantageously describe the activities of 
selected municipal populations. By contrast, state of the environment indicators or measures 
of ambient pollution cannot be associated with the activities of municipal-specific 
populations. 
For Holmberg et al.'s (1996) sustainability principles, Azar et al. (1996) demonstrate 
that human use of some heavy metals (copper, lead, cadmium, and mercury), non-metals 
(carbon, sulphur, and phosphorus), and other substances (CO2, CH4, N2O, NOx, SOx, and 
some VOCs) are deemed to be accumulating world-wide in the ecosphere unsustainably. 
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Moreover, Azar et al. (1996) argue that loss of ecosystems indicate ecospheric degradation. 
Additionally, this research considered consumer waste and material recycling data as 
preferred surrogates measures of natural resources consumption. 
This research assumed the following. 1) Those substances being used unsustainably at 
the global level approximated those being used unsustainably at the 'local' level. 2) The 
preferred data of point, area, and mobile emissions of the substances listed above, flowing 
into the air, onto the land, and into the water, consumer waste, and loss of ecosystems data 
associated with municipal population activities adequately represented 'community entropy 
debt'. 3) One hundred percent of emissions generated from residential sector activities were 
assumed to be associated with community system self-reproduction. 4) Commercial and 
industrial activities that serve the community system can be estimated using percentages of 
the non-basic (i.e. for local demand) versus the basic (i.e. for export) sectors of the economy. 
4) Given that municipalities are only semi-autonomous with regard to their larger 
supersystems (Simon, 1973), this research disregarded, when possible, community entropy 
debt data associated with, for example, the larger political super-system. For practical 
reasons it also ignored data associated with activities supporting community system self-
reproduction that occurred outside the municipalities. 5) It was assumed that hydro-electricity 
generated from dams built in the past did not generate entropy debt in the present. 6) The use 
of Smart cars and hybrids was not considered to be significant in 1995 and 2004. 7) One 
hundred percent of loss of sensitive ecosystems data were assumed to be associated with 
community system serving activities. 
'Community complexity' surrogate measures & assumptions. 
System complexity defined according to behavioral characteristics as opposed to 
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'amount' of complexity, extended advantageously to any number of data sources that 
described the emergent properties of community systems. For municipalities, statistics 
describing populations, population activities, and infrastructure provided preferred surrogate 
data. More specifically, published secondary data sources provided municipal-specific 
economic, social, and demographic information, including population density, dwelling 
types, and income distributions. While not exact measures of complexity, or representative of 
indicators of complexity, rather, as surrogate descriptions of emergence, this research project 
assumed that descriptive statistics of population and infrastructure characteristics and 
population activities adequately represented 'community complexity'. 
Criteria to select available data 
While the preferred data informed the data choices, the available data did not always 
match the preferred data. Therefore, selection criteria were developed and used to select 
among the available data. The criteria stipulated that the data must be 1) municipal-specific 
(so that the data were comparable), 2) indicative of 'societal activities' (e.g. as opposed to 
indicative of the state of the environment), 3) consistently collected for all selected 
municipalities, and 4) consistent with the theoretical principles associated with the 
framework parameters. 
Time. 
The influence of 'community complexity' on the relationship between 'energy 
throughput' and 'community entropy debt' was best shown over time. By contrast, data 
showing one snapshot in time would have demonstrate the relationship of the framework 
parameters; however, especially the surrogate measures of 'community complexity' would 
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have provided little explanation for the relationship between surrogate measures of 'energy 
throughput' and 'community entropy debt'. Selecting data over a period of time, and if 
unavailable, then data in two snapshots in time, provided an opportunity for the surrogate 
'community complexity' data to explain the surrogate 'energy throughput' data. Therefore, 
the time periods of the data sets selected were aligned, where possible. 
Procedures undertaken to select and prepare the final data set for analysis 
Table 4 summarizes the data that were selected among the available data, which met 
the data selection criteria. See Appendix B for the detailed data preparation procedures. 
Table 4. Summary of available data corresponding to the preferred data 
Framework parameters Preferred surrogate Available data 
(i.e. dimensions) measure 
Energy throughput Fossil fuel, wood fiber, Fossil fuel, wood fiber, hydroelectric 
hydroelectric energy energy consumption 
consumption 
Community entropy Air emissions (point, *Air emissions (point, area, mobile) 
debt area, mobile) 
Water emissions (point, *Water emissions (point) 
area, mobile) 
Land emissions (point, *Land emissions (point) 
area, mobile) 
Consumer waste; loss of Loss of sensitive ecosystems 
ecosystems 
Community complexity Population characteristics Population growth, population 
(population, social, density, median age, average 
economic) income, % labour force participation 
Population activities Modes of travel (i.e. drivers vs. 
walkers/transiters/passengers/cyclists 
Infrastructure Dwelling type; length of roadways; 
characteristics arterial fraction; commuting distances 
Economic structure Labour force composition 
Note. Shaded cells indicate preferred surrogate measures for which limited data were available. *0f 
the available emissions data, only data for CACs and GHGs were abundant. Data for emissions of 
metals and human-made substances (especially area source) were limited or non-existent. 
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Compiling the final data sets involved (see Appendix C for the detailed data tables): 
a) Estimating non-basic economic sector activities of the municipalities (Table CI, C2), 
b) Matching available data to the preferred energy consumption data (i.e. fossil fuel, 
wood fiber, and hydro-electricity) for two periods in time, 
a. Accepting natural gas and hydroelectricity energy consumption data, omitting 
wood burning and LPG data, and improving municipal per capita light fuel 
oil consumption for residential space heating; applying non-basic multiplier 
to the totals; normalizing the data per capita using municipal population data 
for 1995 and 2004 (Table C3, C4, C5), 
c) Matching available data to the preferred community entropy debt data (i.e. 
consistently collected data of C02 , CH4, N20, NOx, NH3, SOx, and VOC, metals, 
human-made substances, and loss of sensitive ecosystems) for two periods of time, 
a. Accepting all emissions data (Table C6, C7) except omitting metals and 
human-made contaminant data that overlapped the data provided by British 
Columbia Ministry of Environment and compiled from the National Pollution 
Release Inventory of Environment Canada and for which the reporting 
standards changed from 1995 to 2004 (Table C8, C9), omitting area source 
emissions normalized per capita for which no other method of municipal 
allocation reasonably could be estimated, reallocating area source emissions 
with a reasonably estimated surrogate, omitting air emissions from marine, 
air, and non-road machines, reallocating 1995 mobile emissions (Table CIO, 
CI 1); applying non-basic multiplier, normalizing data per capita (CI2, CI3), 
b. Accepting sensitive ecosystem data, 1992-2002, (Table CI4). 
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Table 5. Summary of available data - sources investigated, selection criteria, and actions 
required 
Framework Surrogate Data Municipal- Societal Consistent Notes Actions 
parameter data type source specific activities methods required 
Energy Energy SENES Most V V Direct and Improve light 
throughput consumption estimated fuel oil 
(fuel, fiber, measures consumption 
hydro) data; omit 
data 
Community Air BCE V V V Reported Check for 
entropy emissions: measures overlap with 
debt point NPRI 




Air SENES Some V V Estimated Omit 
emissions: measures municipal 




Air SENES Some V V Estimated Omit 
emissions: measures municipal 




Water BCE V V V Reported Check for 
emissions: measures overlap with 
point NPRI 
Water BCE X X V Does not N/A 
emissions: CRD meet 
area criteria 
Water N/A N/A N/A N/A Data N/A 
emissions: unavailable 
mobile 
Land BCE V V V Reported Check for 
emissions: measures overlap with 
point NPRI 
Land N/A N/A N/A N/A Data N/A 
emissions: unavailable 
area 
Land N/A N/A N/A N/A Data N/A 
emissions: unavailable 
mobile 
Ecosystem SEI V V V Direct None 
degradation measure 
Community Socio-econ. Canada V V V N/A None 
complexity Data Census 
Note. SENES (SENES Environmental Consulting Ltd.); NPRI (National Pollutant Release Program); BCE 
(British Columbia Environment); CRD (Capital Regional District); SEI (Sensitive Ecosystem Inventory). 
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Analysis 
The methodology of this research required that the surrogate data be analysed to 
elucidate links, if any, existing between the parameters - as specified by the analogical model 
informed by the theory of dissipative structures. 
Rationale for analysis 
One of the objectives of this thesis research was to identify the links between the 
surrogate measures of the framework parameters: energy throughput, community complexity, 
and community entropy debt. Yet, no specific method in the literature could serve as a guide 
on exactly how this should be done. This research conducted a method of analysis derived 
from the premise that energy throughput and internal complexity are directly related (Adams, 
1988; Kay, 2000; Prigogine & Stengers, 1984) and that entropy debt and energy throughput 
are directly related (Prigogine & Stengers, 1984). Therefore, if surrogates of community 
entropy debt depend on the amount and type of energy consumed; and, if the amount and 
type of energy consumed depends on surrogates of complexity (i.e. complexity variables) 
then the results of the following methods will elucidate the complexity variables that are 
linked to energy consumption. The results will also elucidate the amount and type of energy 
consumption that is linked to the surrogates of community entropy debt. 
Procedures for conducting the analysis 
To conduct the analysis of the data this research, a) tabled the energy consumption 
data and identified the similarities and differences among the municipalities, and b) tabled 
the emissions and loss of sensitive ecosystems data and identified the similarities and 
differences among the municipalities. From the main trends revealed in the energy 
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consumption, emissions and loss of sensitive ecosystems data, this research further, c) 
graphed emissions (i.e. dependent variable) to the energy consumption data (independent 
variable), d) graphed the energy consumption data (i.e. dependent variable) to the complexity 
variables (i.e. independent variables). Furthermore, where the pattern (i.e. the municipal 
rankings) in the energy consumption surrogate data most consistently matched the pattern 
(i.e. the municipal ranking) of the complexity variable (e.g. median age, length of roadway, 
commuting distance), a link in the data was assumed to exist. 
Comparisons were conducted of municipal rankings (ordinal scale) as opposed to 
between the surrogate measures themselves as these measures were often estimates and 
comprised a portion of an unknown total. Yet, the data selection criteria ensured that the 
surrogate data were comparable (per capita per municipality) despite the lack of certainty in 
and robustness of their 'actual' (surrogate) measure. 
56 
CHAPTER FOUR: RESULTS 
Introduction 
This chapter provides the results of 1) selecting the municipalities, 2) preparing the 
final data sets, 3) identifying the differences and similarities among the municipalities by 
comparing their energy throughput surrogates, 4) identifying the differences and similarities 
among the municipalities by comparing their community entropy debt surrogates, 5) 
identifying the differences and similarities among the municipalities by comparing their 
energy throughput surrogates versus their community entropy debt surrogates (i.e. their 
energy-entropy ratio), and 6) identifying which complexity variables correspond to the 
similarities and differences among the municipal energy consumption and loss of sensitive 
ecosystem surrogate data. 
Selecting the Municipalities 
Central Saanich (pop. 16,347), Colwood (pop. 14,768), Esquimalt (pop. 17,229), 
Langford (pop. 21,585), and Oak Bay (pop. 18,853), British Columbia (BC Stats, 2004), 
adhered to the community selection criteria and offered available data that met the data 
selection criteria. These municipalities were located in a similar island geography, i.e. on 
Vancouver Island, and were subject to the same local regional government, i.e., the Capital 
Regional District (see Appendix C, Table CI), provincial government, i.e., the Government 
of British Columbia, and climate, i.e. moderate, wet; additionally, their population sizes were 
similar. Regarding their system dynamics, in recent history, none of these municipalities had, 
for example, experienced extreme weather events. All were political stable as demonstrated 
by regular election processes and civil peace and order. Yet, evolutionary dynamics took 
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place in the municipality of Langford when it was incorporated in 1992. All the 
municipalities had access to new sources energy at roughly the same time. For example, 
natural gas was introduced to these municipalities starting in 1990, whereby the resource was 
made available to all the selected municipalities (but not necessarily to all households) at 
approximately the same time1. Yet, like the analogy of the origami swan and fish, the 
selected municipalities exemplified different structural histories, meaning, each municipality 
presented different 'original' structures, leading to differences in their structures over time. 
This was evident in the differences in their population descriptions, infrastructure, and 
municipal histories. 
Figure 1. Map of the Capital Regional District, its municipalities and electoral areas, and the 
five selected municipalities (bolded) as 'community systems'. 
1 Personal communication with Hans Mertins, Terasen Gas representative, February 21, 2008 
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Final Data Sets 
The final data sets are summarized in the following sections of surrogate data for the 
parameters: 'energy throughput', 'community entropy debt', and 'community complexity'. 
All the data are shown per capita to facilitate comparisons between municipalities. 
Final energy throughput surrogate data tables 
The final energy consumption data for the years 1995 and 2004 are shown in Table 6 
and 7. The data represent surrogates of energy throughput to the selected municipalities. The 
detailed data tables are found in Appendix C, Tables C3, C4, and C5. 
Table 6. Summary of1995 energy consumption data per municipality 
*Energy consumption 
per type (GJ) 
Central 
Saanich 
Colwood Esquimalt Langford Oak Bay 
Fossil fuel 728,417 518,011 590,328 853,732 619,171 
Hydro-electricity 432,475 323,355 349,792 409,394 406,725 
Total GJ energy 
consumption per 
municipality, 1995 
1,160,892 841,366 940,120 1,263,126 1,025,896 




78 59 55 70 56 
Note. * Energy consumption per type represents fossil fuel (gasoline, diesel, natural gas, light fuel oil) and 
hydro-electric types of residential, commercial, and industrial sectors of building space-heating, transportation, 
and street lighting activities. Energy consumption data adapted from "Greenhouse gas and energy use 
inventory for the Capital Region 2004," by B. McEwen & D. Hrebenyk, 2006, SENES Consultants Ltd. 
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Table 7. Summary of2004 energy consumption data per municipality 
*Energy consumption 
per type (GJ) 
Central 
Saanich 













Total GJ energy 
consumption per 
municipality, 2004 
1,249,328 875,679 981,537 1,409,003 1,126,526 




76 59 57 65 60 
% Change of GJ 
energy consumed per 
municipality, 1995-
2004 
-1% 0% 3% -8% 7% 
Note. * Energy consumption per type represents fossil fuel (gasoline, diesel, natural gas, light fuel oil) and 
hydro-electric types of residential, commercial, and industrial sectors of building space-heating, transportation, 
and street lighting activities. % change of energy consumption calculated as: 2004 per capita consumption -
1995 per capita energy consumption / 2004 per capita consumption. Energy consumption data adapted from 
"Greenhouse gas and energy use inventory for the Capital Region 2004," by B. McEwen & D. Hrebenyk, 2006, 
SENES Consultants Ltd. 
Final community entropy debt surrogate data tables 
The final surrogate data of the community entropy parameter for the years 1995 and 2004 
are shown in Table 8, 9, and 10. The detailed community entropy debt data are tabled in 
Appendix C in Tables C6, C7, C8, C9, C12, C13, and C14. 
See Table C14: Loss of Sensitive Ecosystems, 1992-2002 for a summary of the loss of 
sensitive ecosystem data. 
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Table 8. Summary of1995 emissions data per municipality 
Emissions per type Central Colwood Esquimalt Langford Oak Bay 
Saanich 
Point source emissions - 0.01 0.19 0.05 
Area source emissions 18,376.04 14,690.88 24,215.00 20,105.10 18,825.39 
Mobile source 32,801.98 22,180.26 26,986.08 37,820.68 22,055.48 
emissions 
Total tonnes emissions 51,178.02 36,871.15 51,201.27 57,925.84 40,880.87 
per municipality, 1995 
Total tonnes per 3.4 2.6 3.0 3.2 2.2 
capita per 
municipality, 1995 
Note. Summary of Tables C8 - C13. Data adapted from "Greenhouse gas and energy use inventory for the 
Capital Region 2004," by B. McEwen & D. Hrebenyk, 2006, SENES Consultants Ltd. 
Table 9. Summary of2004 emissions data per municipality 
Emissions per type Central 
Saanich 
Colwood Esquimalt Langford Oak Bay 
Point source emissions - - 0.19 - -
Area source emissions 22,071.11 17,878.35 27,611.33 23,586.95 26,468.32 
Mobile source 28,405.90 19,047.60 20,431.60 32,479.50 18,940.60 
emissions 
Total tonnes air 50,477.01 36,925.95 48,043.11 56,066.45 45,408.92 
emissions per 
municipality, 2004 
Total tonnes per 3.1 2.5 2.8 2.6 2.4 
capita per 
municipality, 2004 
Note. Summary of Tables C8 - C13. Data adapted from "Greenhouse gas and energy use inventory for the 
Capital Region 2004," by B. McEwen & D. Hrebenyk, 2006, SENES Consultants Ltd. 
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Table 10. Summary of change of community entropy debt, 1995 - 2004 and 1992-2002 
Community entropy Central Colwood Esquimalt Langford Oak Bay 
debt per type Saanich 









Note. Summary of Tables C8 - C14. % change emissions calculated as: (2004 per capita emissions - 1995 per 
capita emissions / 2004 per capita emissions. aData adapted from "Greenhouse gas and energy use inventory 
for the Capital Region 2004," by B. McEwen & D. Hrebenyk, 2006, SENES Consultants Ltd. b Data adapted from 
"Summary Report: Redigitizing of Sensitive Ecosystem Inventory Polygons to Exclude Disturbed Areas" by AXYS 
Environmental Consulting Ltd., Sidney B.C. 
Final community complexity surrogate data 
Tables of descriptive statistics were compiled of population (i.e. density, growth, 
median age, average income, labour force participation), population activities (i.e. 
commuting patterns), infrastructure (i.e. road length, arterial fraction, and dwelling type), and 
economic structure (i.e. labour force composition) of the selected municipalities. These data 
are tabled in Appendix C, Tables CI5 to C22. 
Summary of time periods of the data sets 
Figure 2 shows the timeframe within which the data were compiled for this research. 
The data roughly corresponded to a ten-year period from 1992-94 to 2002-04. More 
specifically, energy consumption data were collated by SENES (McEwen & Hrebenyk, 
2006a) represented municipal data in 1995 and 2004. Likewise, emissions data were collated 
by SENES (McEwen & Hrebenyk, 2006b) and gathered from the National Pollutant Release 
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Inventory (NPRI) and the British Columbia Ministry of Environment (BCE) for emissions in 
1995 and 2004. Loss of sensitive ecosystems from the Sensitive Ecosystems Inventory (SEI) 
(i.e. community entropy debt parameter) completed by AXYS Environmental Consulting 
Ltd. (2005) represented municipal data from approximately 1992 to 2002. The period of 
Canada Census data chosen (i.e. for the community complexity parameter) was from 1996 
and 2001. These data fell 'within' the energy throughput and community entropy debt data. 
1992 *Sensitive ecosystems (AXYS) 
1993 
1994 
1995 Air emissions (SENES, NPRI) 
Other emissions (BCE) 





2001 Socio-economic data (Statistics Canada, BC Stats) 
2002 *Sensitive ecosystems (AXYS) 
2003 
2004 Air emissions (SENES, NPRI) 
Other emissions (BCE) 
Note. *Sensitive ecosystem (i.e. AXYS) data describe loss of sensitive 
ecosystems from 1992 - 2002. All other sources (i.e. SENES, NPRI, BCE, 
Statistics Canada, BC Stats) describe discrete data per year specified. 
Figure 2. Periods of time represented by the selected data. 
Comparing Energy Throughput Surrogates 
Municipal similarities and differences regarding energy throughput data are 
summarized in a) total energy consumption per fuel type (Figure 3 and 4), b) total energy 
consumption per activity (Figure 5 and 6), and c) fuel type per activity (Figure 7 and 8), in 
1995 and 2004 for each municipality. Energy consumption is shown in GJ per capita per 
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municipality per year. Selected municipal energy consumption patterns are highlighted in a 
table at the end of the section. 
Total energy consumption (GJ) 1995, 2004 
Figure 3 and Figure 4 provide the total energy consumption in GJ per fuel type (per 
capita per municipality) in 1995 and 2004 respectively. The fuel types are: hydro-electricity 
and fossil fuels (gasoline, diesel, light fuel oil, and natural gas). 







•_ Oak Ba> 
Figure 3. Total 1995 fossil fuel and hydro-electricity consumption as surrogate measures of 
municipal energy throughput. 
In 1995, overall, fossil fuel consumption was greater for all municipalities than 
hydro-electric energy consumption. For all fuel types consumed, Esquimalt and Oak Bay, 
followed by Colwood, utilized comparatively less energy (GJ/yr) than Langford and Central 
Saanich. 
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Figure 4. Total 2004 fossil fuel and hydro-electricity consumption as surrogate measures of 
municipal energy throughput. 
In 2004, overall, fossil fuel consumption remained greater for all municipalities than 
hydro-electricity consumption. For all fuel types consumed, Esquimalt and Colwood utilized 
comparatively less energy (per capita GJ/yr) than Langford and Central Saanich. Again, on 
both extremes, Central Saanich utilized the most energy (per capita GJ/yr) and Esquimalt the 
least. 
Over time, Oak Bay and Esquimalt's per capita energy consumption rate of all fuel 
types in 2004 was higher than in 1995. The rate of energy consumption in Central Saanich, 
Colwood, and Langford in 2004 remained the same or decreased from 1995. 
Energy consumption (GJ) per activity 1995, 2004 
Figure 5 and Figure 6 provide the energy consumption in GJ per activity type, (per 
capita per municipality) in 1995 and 2004 respectively. The activity types are: residential 
space-heating, commercial/industrial space-heating, mobile (i.e. transportation2), and street 
lighting. 
Mobile energy consumption and mobile emissions includes only automotive transportation (marine, 
non-road, and air transport did not meet the data selection criteria) 
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Figure 5. Total fossil fuel and hydro-electricity consumption in 1995 by activity type (per 
capita per municipality). 
In 1995, residential building space-heating comprised the greatest proportion of the 
total energy consumed of the activity types shown. This activity was followed by energy 
consumption for transportation activities. Commercial and industrial building space-heating 
comprised comparatively less of the proportion of energy consumption of all the activity 
types. Municipal street-lighting comprised a comparatively negligible proportion of the 
energy consumed of all activity types. 
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B Oak Bay 
Figure 6. Total fossil fuel and hydro-electricity consumption in 2004 by activity type (per 
capita per municipality). 
In 2004, the pattern of energy consumption per activity type remained similar among 
the municipalities as in 1995. 
Over time, residential space-heating patterns remained approximately the same from 
1995 to 2004. Yet, while Central Saanich, Colwood, and Esquimalt expressed a slight 
increase in residential building space-heating over time, Oak Bay expressed a modestly 
higher increase and Langford a decrease in residential space-heating energy consumption per 
capita over time (also shown in detail in Table 11). Regarding commercial and industrial 
space-heating, all municipalities showed a relative increase in the proportion of energy 
consumption for this activity type over time. Regarding energy consumption associated with 
transportation activities, improved energy efficiency standards from 1995 to 2004 (McEwen 
& Hrebenyk, 2006a) were reflected in the data. For example, all per capita energy 
consumption data associated with transportation decreased over time. Again, energy 
consumed for municipal street-lighting was proportionally negligible. 
67 





10 15 20 25 30 35 40 
GJ energy consumed per capita per municipality 
Energy consumption (GJ) per fuel type per activity 1995, 2004 
Figure 7 and Figure 8 provide the energy consumption (GJ) of fuel type per activity 
(per capita per municipality) in 1995 and 2004 respectively. The fuel type per activities are: 
fossil fuel consumption for residential space-heating, fossil fuel consumption for 
commercial/industrial space-heating, fossil fuel consumption for transportation activities, 
hydro-electric consumption for residential space-heating, hydro-electric consumption for 
commercial/industrial space-heating, and hydro-electric consumption for municipal street 
lighting activities. 
Fossil fuel - F^s. space-
Bectririty - Qyrm/lnd 
space-heating 
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Figure 7. Detailed breakdown of fuel type consumed per activity type in 1995 (per capita per 
municipality). 
In 1995, Figure 7 shows that transportation contributed to the highest consumption of 
fossil fuel, residential building space-heating the next highest, followed by 
commercial/industrial space-heating. Hydro-electricity consumption for residential building 
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space-heating exceeded fossil fuel consumption for residential space-heating for all 
municipalities. Residential space-heating contributed to the highest consumption of hydro-
electricity, followed by commercial/industrial space-heating. More specifically, Central 
Saanich and Langford had the highest per capita consumption of fossil fuel and hydro-
electricity in all activity types, except for commercial/industrial space-heating. Their 
proportional consumption of fossil fuel for transportation was higher than their proportional 
consumption of fossil fuel for residential space-heating, compared with the other 
municipalities. Esquimalt's per capita consumption of hydro-electricity and fossil fuel was 
lowest for residential space-heating. It was also the highest consumer of fossil fuels for 
commercial/industrial space-heating. Oak Bay's per capita consumption of fossil fuel for 
transportation activities was the lowest of the municipalities. 
2004 GJ / Fuel type per activity 
Figure 8. Detailed breakdown of fuel type consumed per activity type in 2004 
In 2004, Figure 8 shows that the overall pattern of energy consumption type per 
activity remained similar to 1995. 
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Table 11. Municipal highlights of energy consumption for building space-heating 
Per capita energy 
consumption 
C-Saanich Colwood Esquimalt Langford Oak Bay 
% change, 1995 to 
2004 of total 
energy consumed 
-1 0 3 -8 7 
Transportation 
GJ/1995 
27.9 19.6 17.6 26.6 15.1 
Transportation 
GJ/2004 
24.4 18.1 16.6 21.1 14.1 
% change, 1995-
2004 















% change, 1995 to 
2004 in all building 
space-heating 















% change, 1995 to 
2004 in res. space-
heating 
4% 3% 7% -6% 13% 
Res. fossil fuel 
space-heating 
GJ/1995 













% change, 1995 to 
2004 in res. fossil 
fuel space-heating 
-5% 1% 3% -23% 21% 
Comm/ind. space-
heating GJ/1995 
7.3 4.7 7.6 6.2 5.1 
Comm/ind. space-
heating GJ/2004 
11.7 8.0 13.8 11.4 7.5 
% change, 1995 to 
2004 comm/ind. 
space-heating 
38% 41% 45% 45% 32% 
Note. % change overtime calculated 2004-1995/2004. Per capita building space-heating and transportation 
were calculated using "Municipal population estimates," BC Stats, 1995 and 2004. Retrieved on March 24, 2008 
from http://www.bcstats.gov.be.ca/data/pop/pop/estspop.asp#totpop 
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Table 11 highlights some of the municipal per capita rates of energy consumption 
and changes in their rates over time (expressed in % change). Table 11 shows the greatest 
decrease its per capita energy consumption over time occurred in Langford (-8%); 
conversely, the greatest increase in per capita energy consumption over time occurred in Oak 
Bay (7%). 
In 1995 and 2004, Central Saanich was the highest per capita consumer of fossil fuel 
for transportation; by contrast Oak Bay was the lowest per capita consumer of fossil fuel for 
transportation. Over time, Langford showed the greatest decrease in the rate of per capita 
fossil fuel consumption for transportation (i.e. -26% from 1995 to 2004). Additionally, over 
time, fossil fuel consumption for transportation decreased in all municipalities. 
In 1995 and 2004, Central Saanich was the highest per capita consumer of energy for 
all building space-heating and, specifically, residential space-heating in 1995 and 2004. By 
contrast, Esquimalt was the lowest per capita consumer of energy for building space-heating 
and, specifically, residential space-heating in 1995 and 2004. Over time, Oak Bay's per 
capita % increase in residential space-heating was greater than the other municipalities (i.e. 
13%). By contrast, Langford showed a decrease in residential space-heating (i.e. -6%). 
Moreover, Oak Bay showed the greatest % increase in fossil fuel consumption for 
residential space-heating from 1995 to 2004 (21%). By contrast, Langford showed the 
greatest decrease in fossil fuel consumption for residential space-heating (-23%). 
All energy consumption for commercial/industrial space-heating increased over time 
in all the municipalities. Esquimalt's per capita fossil fuel consumption for 
commercial/industrial space-heating was higher in 1995 and 2004 compared with the other 
municipalities. 
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Comparing Community Entropy Debt Surrogates 
Municipal similarities and differences regarding the surrogate measures of 
community entropy debt is divided into two sets of data, a) air, water, land emissions of 
criteria air contaminants (CAC), greenhouses gases (GHG), metals, and other of point, area, 
and mobile sources (Figure 9 and 10) and b) loss of sensitive ecosystems (Figure 11). 
Emissions (tonnes) per capita per municipality 1995, 2004 
Figure 9 and Figure 10 provide emissions (tonnes) of point, area, and mobile sources. 
Of note, point source emissions (i.e. those attributable to the self-reproduction of the 
community system) were negligible compared to area and mobile sources of emissions. Area 
source emissions represented an unknown fraction of actual area source emissions; mobile 
source emissions were estimated3. Therefore, the proportional representation of area versus 
mobile source emission types per municipality is unknown. 
3 There is a small variation to the mobile emissions pattern in 1995 such that it does not quite match 
the transportation energy consumption pattern for that year, as would be expected. This is because of 
the allocation ratio this thesis research used to estimate municipal-specific differences in lieu of a 
method that was otherwise not available from the original reports (McEwen & Hrebenyk, 2006a, 
2006b). Consequently, Esquimalt's per capita mobile source emissions are slightly over-estimated 
and Colwood's slightly under-estimated. 
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Figure 9. All available 1995 criteria air contaminants (CAC), greenhouse gases (GHG), 
metals, and other emissions of point, area, and mobile sources, and including residential, 
commercial, and industrial sectors (as per Table C6) (per capita per municipality). 
In 1995, the municipality generating the lowest per capita total emissions (based on 
available and municipal-specific data) was Oak Bay, followed by Colwood. The municipality 
generating the highest per capita total emissions was Central Saanich, followed by Langford. 
More specifically, Oak Bay ranked comparatively lower in its area and mobile source 
emissions than the other municipalities. 
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Although Central Saanich generated the highest per capita emissions in total, it did 
not rank highest in all categories of source types among the municipalities. For example, 
Esquimalt emitted the highest per capita area source emissions. In the mobile source 
category, the highest emitter of contaminants was Central Saanich, followed by Langford. 
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Figure 10. All available 2004 air, water, land emissions of greenhouse gases (GHG), criteria 
air contaminants (CAC), metals, and other of point, area, and mobile sources, and including 
residential, commercial, and industrial sectors (as per Table C7) (per capita per 
municipality). 
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In 2004, the municipality generating the lowest per capita total emissions was Oak 
Bay, followed by Colwood. Yet, Oak Bay did not emit the lowest per capita tonnage of 
contaminants in all categories. While Oak Bay remained the lowest per capita emitter of 
contaminants associated with fossil fuel consumption in the mobile source category, it was 
the second highest emitter (i.e. second to Esquimalt) in the area source category. 
The municipality generating the highest per capita total emissions was Central 
Saanich. Again, Central Saanich was not the highest per capita emitter in all categories. For 
example, Esquimalt was the highest emitter in the area source category. Yet, Central Saanich 
remained overall the highest per capita emitter in 2004, evidently due to its mobile emissions. 
Over time, overall per capita emissions decreased in 2004 from 1995. According to 
McEwen and Hrebenyk (2006b, pg. vii), this was due to the conversion of residential light 
fuel oil space-heating to natural gas, and to improved fuel efficiency standards over time. 
Table 12. Municipal highlights of Langford and Oak Bay's per capita emissions, 1995-2004 
% change, 1995-2004, per 
capita per municipality 
C-
Saanich 
Colwood Esquimalt Langford Oak Bay 
*Total emissions -11 -3 -8 -24 8 
Emissions from fossil fuel - all 
space-heating (res./comm./ind.) 
10 21 25 -13 36 
Emissions from fossil fuel - res. 
space-heating4 
13 18 20 0 32 
Emissions from fossil fuel - all 
mobile 
-26 -21 -33 -40 -19 
**Emissions from total fossil fuel 
- all space-heating & mobile 
-11 -3 -8 -24 8 
Note. Tota l emissions included residential, commercial/industrial space-heating, commercial activities, and 
mobile emissions. **Emissions from commercial area source activities and point sources were negligible. 
Percentages were calculated as 2004-1995/2004 per capita per municipality and were not otherwise proportional 
to the other municipalities. Per capita emissions were calculated using "Municipal population estimates," BC Stats, 
1995 and 2004. Retrieved on March 24, 2008 from 
http://www.bcstats.qov.be.ca/data/pop/pop/estspop.asp#totpop. Adapted from Tables C6, C7, C l l , C12, C13. 
4 For example, while Langford's per capita rate of fossil fuel consumption decreased from 1995 to 
2004 by 23%, and conversions from light fuel oil to natural gas were estimated to have increased 
from 1995 to 2004 (McEwen & Hrebenyk, 2006a; 2006b), rates of emissions for residential space-
heating did not appear to have decreased accordingly. This is likely an error resulting from different 
estimation methods having been applied to the energy consumption and emissions data sets. 
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Table 12 highlights Langford's per capita decrease in total tonnes of emissions (point, 
area, mobile) (-24%) from 1995 to 2004 (with the non-basic multipliers applied). Regarding 
emissions, the table shows Langford's per capita decrease in overall emissions (tonnes) was 
largely attributable to a decrease in mobile emissions (- 40%) and a decrease in space-heating 
(- 13%). Emissions (tonnes) from point sources and area source commercial activities (e.g. 
bakeries, welding shops) were negligible (given the available data). 
By contrast, Oak Bay's increased its per capita total tonnes of emissions (point, area, 
mobile) (8%) from 1995 to 2004 (with the non-basic multipliers applied). The table shows 
Oak Bay's per capita increase in its overall emissions (tonnes) was largely attributable to its 
% change in fossil fuel related emissions for residential, commercial, and industrial space-
heating (36%), and especially, due to its percentage change in fossil fuel related emissions 
for residential space-heating (32%). 
Loss of sensitive ecosystems (ha) per capita per municipality 1992-2002 
Loss of sensitive ecosystems represented the second available surrogate measure of 
community entropy debt. 
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Figure 11. Sensitive ecosystems lost between 1992 and 2002 per capita per municipality 
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Figure 11 shows that, from approximately 1992 to 2002, per capita loss of sensitive 
ecosystems was highest in Langford and lowest for Oak Bay and Esquimalt. 
Comparing the Energy-entropy Ratios 
The following figures {Figure 12, 13, 14) graph the surrogate measures of the energy 
throughput parameter to the surrogate data of the community entropy debt parameter. The 
two sets of surrogate data for the community entropy debt parameter are, a) emissions in 
tonnes per capita per municipality in 1995 and 2004, and b) loss of sensitive ecosystems in 
hectares per capita per municipality over ten years from 1992-2002. However, while energy 
throughput data from 1995 and 2004 was related graphically to emissions in 1995 and 2004, 
loss of sensitive ecosystems could not be similarly represented. This occurred because the 
units of measure of lost ecosystems over ten years (i.e. 1992-2002) could not be equilibrated 
to units of emissions produced and energy consumed in the year 1995 and 2004. 
Therefore, data were graphed for a) energy consumption versus emissions data in 
1995 for all municipalities (Figure 12), b) energy consumption versus emissions data in 2004 
for all municipalities (.Figure 13), c) energy consumption versus emissions, showing the 
change in this relationship over time (i.e. from 1995 to 2004) {Figure 14). 
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Energy consumption (GJ) versus emissions (tonnes) 1995, 2004 
1995 Energy consumption (GJ) vs. emissions 
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Figure 12. Foreground: Small-scale view of 1995 energy consumption (GJ) versus 1995 
emissions (tonnes) per capita per municipality shows their relative differences. Background: 
Large-scale view of the community systems shows how closely they are clustered. 
Figure 12 shows a small-scale view (in the foreground) of the relationship between 
energy consumption and emissions in 1995 per capita per municipality. According to the 
surrogate data collected, it was evident that Central Saanich and Langford expressed a 
relatively high energy consumption and a relatively high measure of emissions. By contrast, 
Oak Bay and Colwood expressed relatively low per capita energy consumption and a 
relatively low measure of emissions. 
Esquimalt did not fit the pattern of high energy consumption and high emissions, and 
low energy consumption and low emissions. Figure 12 shows that Esquimalt generated a 
higher per capita rate of emissions than the other municipal populations for the amount of 
energy consumed. 
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Figure 13. Foreground: Small scale view of 2004 energy consumption (GJ) versus 2004 
emissions (tonnes) per capita per municipality shows the relative differences in their energy 
consumption and emissions patterns. 
In 2004, some patterns of fuel consumption to emissions among the selected 
communities were similar to 1995. Central Saanich remained in the extreme of high energy 
consumption and high emissions, while Oak Bay remained in the relative extreme of low 
energy consumption and low emissions. Given the pattern of the other municipalities, which 
exhibited a trend of low energy consumption with low emissions and high energy 
consumption with high emissions, Esquimalt's per capita emissions were relatively high for 
its energy consumption. 
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1995 - 2004 Energy consumption (GJ) vs. emissions 
(tonnes) per capita per municipality 
Energy consumption (G J) 
Figure 14. Small scale view of 1995 and 2004 energy consumption (GJ) versus 1995 and 
2004 emissions (tonnes) per capita per municipality. The arrow direction denotes change in 
energy consumption vs. emissions from 1995 to 2004. 
Figure 14 shows the change in time in the relationship between per capita energy 
consumption (GJ) and per capita emissions (tonnes) for each municipality. In general, the 
municipalities maintained their relative positions to each other, except for Langford. 
Langford decreased its per capita energy consumption and emissions over time due to a 
decrease in fossil fuel consumption for transportation and residential space-heating (Table 11 
and Table 12). By contrast, Oak Bay increased its per capita energy consumption and 
emissions over time due to an increase in per capita fossil fuel consumption for residential 
space-heating over time (Table 11 and Table 12). Esquimalt maintained its position as a 
relatively low per capita energy consumer and moderately high per capita emitter (tonnes). 
Esquimalt's moderately high per capita emissions (tonnes) were attributable to its 
commercial space-heating activities using fossil fuel (Table 13). 
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Yet, Esquimau's pattern is anomalous to the other municipalities in yet another way. 
While Langford, Central Saanich, and Oak Bay's per capita increase or decrease in energy 
consumption corresponded to a respective increase or decrease in emissions, Esquimalt's per 
capita emissions decreased over time while its energy consumption increased over time 
(Table 14). Colwood's per capita energy consumption to emissions (tonnes) ratio remained 
similar in 2004 and 1995. 
Table 13. Esquimau's proportionally high commercial sector area source emissions/energy 
consumption, 1995 
Proportional representation of Central Colwood Esquimalt Langford Oak Bay 
selected data, 1995 Saanich 
Municipal mobile source 14% 9% 11% 16% 9% 
emissions 
Municipal area source emissions 8% 6% 10% 8% 8% 
Municipal area source, 5% 5% 4% 7% 6% 
residential 
Municipal area source, 2% 2% 6% 2% 2% 
commercial 
Area source commercial, 
agriculture 
Area source commercial, space 
heating using fossil fuel 
*Area source commercial, 
commercial activity 
Note. * Area source data of commercial activities are not robust. Proportionally represented, emissions data are 
shown for each municipality. Percentages are calculated as municipal mobile emissions (GJ/yr): all emissions 
(GJ/yr); municipal area emissions (GJ/yr): all emissions (GJ/yr); municipal area source, commercial (GJ/yr): all 
area source (GJ/yr); municipal area source, residential (GJ/yr): all area source emissions (GJ/yr); etc. Adapted 
from Table C6 and C12. 
Table 13 represents the emissions data proportionally to show that while Esquimalt's 
share of mobile emissions were moderate, its share of area source emissions were 
proportionally high (10% of the total emissions), compared to the other municipalities. This 
was due to its proportion of emissions associated with commercial enterprises (6% of the 

















commercial/industrial space-heating using fossil fuel comprised 46% (of the total 
commercial area source emissions). By contrast, other commercial activities (e.g. bakeries, 
welding, agriculture) were negligible5 (0%). This trend of Esquimalt's proportionally high 
percentage of emissions due to commercial space-heating was even more pronounced in 
2004 (Figure 8). 
Table 14. Esquimalt's decreased emissions and increased energy consumption, 1995, 2004 
% Change 1995-2004 per Central Colwood Esquimalt Langford Oak Bay 
capita per municipality Saanich 
•Total emissions (tonnes) -11% : 3 % : 8 % -24% 8% 
Emissions from fossil fuel -11% -3% -8% -24% 8% 
(tonnes) 
Total energy consumption -1% 0% 3% -8% 7% 
(GJ) 
Fossil fuel consumption -10% -4% -1% -24% 9% 
(GJ) 
Hydroelectricity 10% 7% 10% 15% 4% 
consumption (GJ) 
Note. *Emissions from commercial area source activities and point sources were negligible. Percentages were 
calculated as 2004-1995/2004 per capita per municipality. Per capita emissions were calculated using "Municipal 
population estimates," BC Stats, 1995 and 2004. Retrieved on March 24, 2008 from 
http://www.bcstats.gov.be.ca/data/pop/pop/estspop.asp#totpop. Adapted from Tables C6, C7, C l l , C12, and 
C13. 
Table 14 highlights Esquimalt's per capita increase in energy consumption and 
decrease in emissions over time. This pattern was different from the pattern of the other 
municipalities. The pattern of the other municipalities showed that a decrease in fossil fuel 
consumption mirrored a decrease in emissions (due to fossil fuel consumption); and, 
conversely, and an increase in fossil fuel consumption mirrored an increase in emissions (due 
to fossil fuel consumption). Esquimalt by contrast, increased its energy consumption over 
time (3%) while decreasing its emissions over time (-8%). A break-down of the percentage 
5 Note, the data for these commercial activities were not robust. 
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change over time of per capita hydro-electricity and fossil fuel consumption shows that per 
capita hydro-electricity consumption increased over time in Esquimalt (10%). 
Estimating 'community entropy debt' of loss of ecosystems 1992-2002 
This section estimates the community entropy debt of the municipalities by using an 
ordinal scale to integrate the loss of hectares of ecosystems, occurring over a decade, to 
tonnes of emissions per annum. Integrating the community entropy debt data using an ordinal 
scale and comparing it to energy throughput data, normalized in the same fashion estimated 
the 'direction' of change - increased or decreased - of community entropy debt and energy 
throughput. 
Table 15. Estimating energy-entropy ratio using ordinal ranking 
Ordinal ranking of per capita 
rates, surrogate measures 
C-
Saanich 
Colwood Esquimalt Langford Oak Bay 
Total energy consumption GJ, 
1995 
1 3 5 2 4 
Total energy consumption GJ, 
2004 
1 4 5 2 3 
Sum of ranking 2 7 10 4 7 
Total ranking surrogate 
measures/energy 
throughput 
1 3 4 2 3 
Total tonnes emissions 1995 1 4 3 2 5 
Total tonnes emissions 2004 1 4 2 3 5 
Sensitive ecosystems lost (ha) 
per capita 1992-2002 
3 2 4 1 5 
Sum of ranking 5 10 9 5 15 
Total ranking surrogate 
measures/comm unity 
entropy debt 
1 3 2 1 4 
Energy t h r o u g h p u t : 
Commun i t y e n t r o p y deb t as 
per ava i lab le su r roga te da ta 
1 :1 3 :3 4 :2 2 : 1 3 :4 
Note. Ordinal ranking of energy consumption (GJ) in 1995, 2004 versus ordinal ranking of community entropy 
debt (i.e. emissions in tonnes and loss of ecosystems in hectares) from 1992-2002. 1= highest energy 
consumed, emissions, ha of ecosystems lost (per capita); 5 = lowest. This method assumed that the relative 
difference of energy consumption in 1995 and in 2004 were similar to energy consumption over a span of a 
decade (i.e. 1995 - 2004). 
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Table 15 highlights that Central Saanich (1:1) and Langford (2:1) had comparatively 
high per capita energy-entropy ratios. By contrast, Oak Bay (3:4) had a comparatively low 
energy-entropy ratio. Esquimalt had comparatively low per capita 'energy throughput' and 
moderately high 'community entropy debt' (4:2) as given by the surrogate data. 
Linking the Data 
This section shows the results of comparing the surrogate complexity variables to the 
main trends revealed in the municipal per capita energy consumption data. The trends are 
categorically, 1) general trends o f fue l type associated with activities, and 2) patterns of rate 
of energy consumption associated with population activities and other characteristics. The 
patterns refer to the ranking of the municipal per capita energy consumption and complexity 
variables. More specifically, the complexity variables were compared to a) transportation 
energy consumption of fossil fuel, b) residential space-heating total energy consumption, and 
c) loss of sensitive ecosystems. Table 16 summarizes the main trends in the energy 
consumption data, their respective municipal ranking, and the complexity variables that were 
used in the analysis. 
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Table 16. Summary of key trends, municipal ranking & complexity surrogate variable 
Energy consumption 




Colwood Esquimalt Langford Oak 
Bay 
Complexity variable 
Energy type (1995, 
2004): 1. fossil fuel 
2. hydroelectricity 
V V V V V N/A 





V V V V V N/A 
Activity type, fossil 
fuel (1995, 2004): 1. 
transportation 2. res. 
space-heating 3. 





(1995, 2004): 1. res. 
space-heating 2. 
V V V V V N/A 
comm. space-
heating 






1 3 4 2 5 Population char's, 
infrastructure char's, 
commuting patterns 
% decrease in fossil 
fuel, transportation 
(1995, 2004) 
1 3 5 2 4 % change pop. growth, 
population char's, 
commuting patterns 
Total energy, res. 
space-heating 1995 
1 4 5 2 3 Population char's, 
dwelling type 
Total energy, res. 1 3 5 4 2 Same as above 
space-heating 2004 
% decrease energy 
consumption for res. 
space-heating (1995, 
2004) 
3 2 4 5 % change pop. growth, 
population char's, new 
dwelling construction 
(1991-2001) 





Loss of ecosystems 
(1992-2002) 
3 2 4 1 5 % change pop. growth, 
population char's 
Note. The ordinal ranking scale indicates 1 - highest and 5 -lowest energy consumer, unless otherwise indicated. *Oak 
Bay's per capita consumption of fossil fuel for res. space-heating exceeds consumption for transportation in 2004. 
**Oak Bay's per capita consumption of fossil fuel increases from 1995 to 2004 despite efficiencies. ***Langford's per 
capita energy consumption for residential space-heating decreased over time, whereas, the other municipal per capita 
consumption rates increased over time. "Energy efficiencies according to McEwen & Hrebenyk (2006a). bPopulation 
characteristics refer to: population density, median age, average income, % labour force participation. 
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General trends 
Municipal differences were not typically evident in the 'general trends' of the energy 
throughput parameter (Table 16). For the most part, in the category of 'general trends', all 
municipalities adhered to the main trends listed. The surrogate complexity variables did not 
provide meaning beyond the details already evident in the energy consumption data (i.e. fuel 
type, activity type, etc.). 
Linking complexity variables to transportation energy consumption 
Two main trends were evident in the per capita municipal transportation energy 
consumption data: 1) the ranking of rate of municipal per capita fossil fuel consumption 
(from highest to lowest) in 1995 and 2004, i.e., Central Saanich, Langford, Colwood, 
Esquimalt, and Oak Bay, and 2) the ranking of the rate of decrease of municipal per capita 
fossil fuel consumption from 1995 to 2004 (from highest to lowest), i.e. Langford, Central 
Saanich, Colwood, Oak Bay, and Esquimalt. The complexity variables that were graphed 
relative to the transportation energy consumption data were: population characteristics, 
transportation infrastructure, and commuting patterns (Appendix D1 - D13). 
Population characteristics vs. rate of fossil fuel consumption, transportation 
Of the population characteristics, i.e. age structure, population density, average 
income, and labour force participation, the pattern of municipal population densities (1996, 
2001) appeared most consistent with the municipal pattern of per capita fossil fuel 
consumption for transportation (1995, 2004). 
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1995 Transportation energy consumption vs. 1996 
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Figure 15. 1995 transportation energy consumption (GJ/capita) versus 1996 population 
density (# per square km), per municipality; 2004 transportation energy consumption 
(GJ/capita) versus 2001 population density (# per square km), per municipality 
Figure 15 demonstrates that the 1996 and 2001 ranking of municipal population 
densities (#/km2) were similar to the 1995 and 2004 ranking of municipal per capita rates of 
transportation energy consumption. For example, the municipalities with the lowest 
population density, i.e. Central Saanich and Langford, also consumed the highest rates of 
fossil fuel energy (GJ/year). By contrast, Oak Bay and Esquimalt had the highest population 
densities of the selected municipalities; they also consumed the lowest per capita rates of 
fossil fuel (GJ/year). Despite the general correlation, Esquimalt's population density was the 
highest but its transportation energy consumption was not the lowest among the 
municipalities. 
Infrastructure characteristics vs. rate of fossil fuel consumption, transportation 
Of the transportation infrastructure data, i.e. length of roadways (km) and arterial 
fraction of total roadways (%), the pattern of relative lengths of roadway infrastructure (km) 
among the municipalities (2001) appeared most consistent with the municipal pattern of per 
capita fossil fuel consumption for transportation (2004). 
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1995 Transportation energy consumption vs. 2001 
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Figure 16. 1995 and 2004 transportation energy consumption vs. 2001 roadway length (km). 
Both data sets excluded travel on provincial highways. Both data sets excluded travel on 
provincial highways. 
Figure 16 demonstrates that the municipalities with the most roadway infrastructure 
(measured in km of roadways), i.e. Central Saanich, Langford, and Colwood, also consumed 
the highest per capita rates of fossil fuel for transportation (GJ/year). By contrast, Oak Bay 
and Esquimalt had the least roadway infrastructure of the selected municipalities; they also 
consumed the lowest per capita rates of fossil fuel (GJ/year). Despite the general correlation, 
Oak Bay's per capita transportation energy consumption was lower than Esquimalt's; yet, 
Esquimalt had the least amount of roadway infrastructure (km). 
Activity characteristics vs. rate of fossil fuel consumption, transportation 
Of the activities associated with infrastructure data, i.e. commuting distances (km), % 
composition of drivers of total commuters, and % composition of walkers, bus transiters, and 
cyclists of total commuters, the municipal patterns of all three variables appeared most 
consistent with the municipal pattern of per capita fossil fuel consumption for transportation 
(in 1995 and 2004). 
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2004 Transportation energy consumption vs. 2001 
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Figure 17. 2004 transportation energy consumption vs. 2001 commuting distances to work 
(km). 1996 commuting distances to work were unavailable from Statistics Canada. 
Figure 17 demonstrates that the municipalities with the longest commuting distances 
to work, i.e. Central Saanich (13 km), Langford (10 km), and Colwood (9 km), also 
consumed the highest per capita rate of fossil fuel for transportation. By contrast, commuting 
distances to work were shortest in the municipalities with the lowest fossil fuel consumption 
for transportation, i.e. Oak Bay (4 km) and Esquimalt (3 km). Despite the general correlation, 
Esquimalt's commuting distance to work was lowest; yet, Oak Bay's per capita rate of fossil 
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Figure 18. 1995 transportation energy consumption (GJ/capita) versus 1996 % driving 
commuters (of total commuters to work), per municipality; 2004 transportation energy 
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Figure 19. 1995 transportation energy consumption (GJ/capita) versus 1996 % walkers, 
public transiters, and cyclist commuters (of total commuters to work) per municipality; 2004 
transportation energy consumption (GJ/capita) versus 2001 % walkers, public transiters, and 
cyclist commuters (of total commuters to work) per municipality. 
Figure 18 and Figure 19 demonstrate that the municipalities with the greatest 
percentage composition of drivers and the lowest percentage composition of public transit 
commuters/walkers/cyclists, i.e. Central Saanich, Langford and Colwood, also had the 
highest per capita rates of fossil fuel consumption for transportation. Reciprocally, the lowest 
percentage composition of drivers and the highest percentage composition of public transit 
commuters/walkers/cyclists were found in Oak Bay and Esquimalt. Despite the general 
correlation, Esquimalt had the greatest percentage composition of walkers, transiters, and 
cyclists and the lowest percentage composition of drivers; yet, Oak Bay's per capita rate of 
fossil fuel consumption for transportation was lower than Esquimalt's. 
Population characteristics vs. decrease fossil fuel consumption, transportation 
Of the percentage change in population characteristics (from 1996 to 2001), i.e. % 
change in age structure, % change in population density, % change in population growth, % 
change in average income, and % change in labour force participation, the relative pattern of 
the rate of change in municipal population growth and population density appeared most 
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consistent with the municipal pattern of the rate of decrease in per capita fossil fuel 
consumption for transportation (from 1995 to 2004). 
% Change transportation energy consumption 
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Figure 20. Percentage change in transportation energy consumption (1995 to 2004) versus 
percentage change population (1996 to 2001); Percentage change in transportation energy 
consumption (1995 to 2004) versus percentage change population density (1996 to 2001). 
Figure 20 demonstrate that the municipalities with the greatest rate of increase in 
population and population density over time, i.e. Langford and Central Saanich, also showed 
the greatest rate of decrease in per capita fossil fuel consumption for transportation. 
Reciprocally, the municipalities that showed a decrease in population and a decrease in 
population density over time, i.e. Esquimalt, Colwood, and Oak Bay, also showed a slower 
rate of decrease in per capita fossil fuel consumption. Despite the general correlation in the 
clusters of municipalities at each end of the spectrum, the exact ranking order of the 
complexity variables for each municipality did not match the pattern of rate of decrease of 
transportation energy consumption. 
Activities characteristics vs. decrease fossil fuel consumption, transportation 
Of the activities associated with infrastructure data, i.e. commuting distances (km), % 
composition of drivers of total commuters, and % composition of walkers, bus transiters, and 
cyclists of total commuters, none of the municipal patterns of these variables appeared most 
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consistent with the rate of decrease in per capita fossil fuel consumption for transportation (in 
1995 and 2004). The rates of change in composition of drivers versus walkers, etc. of the 
total commuters (to work) did not appear linked to, for example, Langford's rapid decrease in 
its per capita rate of fossil fuel consumption for transportation from 1995 to 2005. 
Linking complexity variables to space-heating energy consumption 
In 1995 and 2004, commercial/industrial and residential space-heating, taken together, 
comprised the greatest proportion of total energy consumption (fossil fuel and hydro-
electricity) of the activity types in all municipalities. Fossil fuel consumption for residential 
space-heating was second to fossil fuel consumption for transportation. Two trends were 
evident in the municipal per capita rates of energy consumption for building space-heating. 
First, two main trends were evident in the per capita municipal residential space-
heating data, 1) Central Saanich had the highest per capita rate of energy consumption 
(GJ/year) for residential space-heating and Esquimalt had the lowest rate, while Langford, 
Oak Bay, Colwood fell in the middle, and 2) over time, from 1995 to 2004, Oak Bay 
increased its per capita residential space-heating energy consumption; by contrast, Langford 
decreased its per capita residential space-heating energy consumption. The complexity 
variables that were graphed relative to the residential space-heating energy consumption data 
were: population characteristics, transportation infrastructure, and commuting patterns (D14 
- D24). 
Second, the main trend evident in the per capital municipal commercial and industrial 
space-heating data was, 3) over time, from 1995 to 2004, Esquimalt increased its per capita 
fossil fuel energy consumption for commercial and industrial space-heating at a greater rate 
than the other municipalities (see Table 11). Percentage labour force distribution, as a 
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surrogate estimate, of municipal economic structure was compared to the municipal per 
capita commercial and industrial space-heating usage patterns. 
Population characteristics vs. residential space-heating 
In 1995 and 2004, Central Saanich's per capita rate of energy consumption for 
residential space-heating was consistently the highest; by contrast, Esquimalt's was 
consistently the lowest. The ranking order of the other municipal residential space-heating 
consumption rates fluctuated between 1995 and 2004. Of the descriptive statistics, i.e. age 
structure, population density, population growth, income, and labour force participation, 
population density appeared most consistent with pattern of municipal per capita energy 
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Figure 21. 1995 Residential per capita space-heating energy consumption versus 1996 
population density (#/km2); 2004 residential per capita space-heating energy consumption 
versus 2001 population density (#/km2). 
Figure 21 demonstrates that the municipality with the highest population density (i.e. 
Esquimalt) also consumed the lowest rate of energy for residential space-heating. 
Conversely, the municipality with the lowest population density (i.e. Central Saanich) also 
consumed the highest rate of energy for residential space-heating. However, the pattern of 
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municipal population densities did not correlate, in all cases, to the ranking order of 
municipal per capita residential space-heating rates. 
Dwelling infrastructure vs. residential space-heating 
Of the dwelling infrastructure characteristics, i.e. per capita high-density dwellings, per 
capita low-density dwellings (1996, 2001), the municipal patterns of both dwelling type 
variables appeared most consistent with the municipal patterns of per capita energy 
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Figure 22. 1995 Residential per capita space-heating energy consumption versus 1996 % 
composition of high-density dwellings (of total dwellings); 2004 residential per capita space-
heating energy consumption versus 2001 % composition of high-density dwellings (of total 
dwellings). 
Figure 22 demonstrates that the municipality with the high percentage composition of 
high-density dwellings, i.e. Esquimalt, also showed the lowest per capita rate of energy 
consumption for residential space-heating. By contrast, Central Saanich was among the 
municipalities with a lower percentage composition of high-density housing and also showed 
the highest per capita rate of energy consumption for residential space-heating. Despite the 
general correlation, Colwood's percentage composition of high-density housing was the 
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lowest; yet, its residential per capita rate of energy consumption for residential space-heating 
was not the highest. Moreover, the pattern was more consistent in 1995 than 2004. 
vs. 1996 Low density duellings, per municipality vs. 2001 Low density dwellings, per municipality 
Figure 23. 1995 Residential per capita space-heating energy consumption versus 1996 % 
composition of low-density dwellings (of total dwellings); 2004 residential per capita space-
heating energy consumption versus 2001 % composition of low-density dwellings (of total 
dwellings). 
Figure 23 demonstrates that the municipality with the lowest percentage composition 
of low-density dwellings, i.e. Esquimalt, also showed the lowest per capita rate of energy 
consumption for residential space-heating. By contrast, Central Saanich was among the 
municipalities with the highest percentage composition of low-density housing and also 
showed the highest per capita energy consumption for residential space-heating. Despite the 
general correlation, Colwood's percentage composition of low-density housing was the 
highest; yet, its residential per capita rate of energy consumption for residential space-heating 
was not the highest. Moreover, the pattern was more consistent in 1995 than 2004. 
Population characteristics vs. change in residential space-heating 
Of the percentage change in population characteristics (from 1996 to 2001), i.e. % 
change in age structure, % change in population density, % change in population growth, % 
change in average income, and % change in labour force participation, the relative pattern of 
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the rate of change in municipal population growth and population density appeared 
somewhat consistent with the municipal pattern of the rate of decrease (and increase) in per 
capita energy consumption for residential space-heating (from 1995 to 2004). Recall that, 
from 1995 to 2004, Oak Bay increased its per capita residential space-heating energy 
consumption; by contrast, Langford decreased its per capita residential space-heating energy 
consumption. 
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Figure 24. % Change in residential space-heating consumption (1995-2004) vs. % change in 
population (1996-2001); % Change in residential space-heating consumption (1995-2004) vs. 
% change in population density (1996-2001). 
Figure 24. demonstrates that the municipality with the greatest rate of increase in 
population and population density over time (1996-2001), i.e. Langford, also showed the 
greatest rate of decrease in residential space-heating from 1996 to 2004. Yet, at the other 
extreme, the pattern does not apply for Oak Bay. For example, although Oak Bay increased 
its per capita residential space-heating energy consumption from 1995 to 2004, its rate of 
change in population and population density was not the lowest. 
Dwelling infrastructure vs. change in residential space-heating 
Of the percentage change in dwelling infrastructure, i.e. % change in dwelling 
infrastructure type (e.g. low and high density) and % change in new house construction, the 
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municipal patterns of % change in composition of newly constructed houses appeared most 
consistent with the municipal patterns of the rate of change in per capita energy consumption 
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Figure 25. % Change in per capita residential space-heating consumption (1996-2004) vs. % 
change in percentage composition of newly constructed dwellings: total dwellings (1991-
2001). 
Figure 25 demonstrates that the municipality with the greatest increase percentage 
composition of newly constructed homes (1991-2001), i.e. Langford, also showed a decrease 
in residential space-heating energy consumption (1995-2004). By contrast, Oak Bay showed 
low percentage composition of newly constructed homes (1991-2001) and, reciprocally, 
showed an increase in its rate of per capita energy consumption for residential space-heating 
over time (1995-2004). 
Labour force distribution vs. increased commercial/industrial space-heating 
Table C21, which estimates economic structure of the selected communities using 
labour force distribution, does little to explain Esquimalt's moderately high area source 
emissions due to commercial activities (compared to the other municipalities). The difference 
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in distribution of the labour force among each industry division as a surrogate estimate of 
economic structure, per municipality, is unremarkable. 
Esquimalt's moderately high emissions are better explained with the emissions data 
of this research. Table 13 demonstrates that Esquimalt's moderately high emissions is related 
to its relatively high proportion of commercial space-heating with fossil fuels. 
Linking complexity variables to loss of ecosystems 
From 1992 to 2002, the municipalities with the greatest to the least loss of hectares of 
sensitive ecosystems per capita were: Langford, Colwood, Central Saanich, Esquimalt and 
Oak Bay (Figure 11). Of the municipalities, Langford (8%) experienced the greatest change 
in loss of per capita hectares over time compared with Colwood (5%), Central Saanich (4%), 
Esquimalt (3%) and Oak Bay (1%). The complexity variables that were graphed relative to 
the loss of sensitive ecosystems data were: % change in population characteristics and 
percentage composition of sensitive ecosystems of total municipal land area (Appendix D25 
- D27). 
Population characteristics vs. loss of ecosystems 
Of the rates of percentage change of the population characteristics (1996-2001), i.e. % 
change age structure, % change population density, % change population, % change income, 
and % change labour force participation, the relative pattern of the rate of change in 
municipal population growth and population density appeared most consistent with the 
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Figure 26. Loss of sensitive ecosystems vs. % change in population; loss of sensitive 
ecosystems (1992-2002) vs. % change in population density (1996-2001). 
Figure 26 demonstrates that the municipality with the highest rate of population 
growth and population density, i.e. Langford, was also the municipality with the highest rate 
of per capita loss of sensitive ecosystems. By contrast, Oak Bay and Esquimalt's populations 
and population densities remained relatively stable (1996-2001) and, reciprocally, showed 
relatively small losses in area of sensitive ecosystems. Despite the general correlation, the 
municipal patterns of percentage change in population and population density did not match 
the loss of sensitive ecosystems data for all the municipalities. For example, Central Saanich 
experienced a growth in population and an increase in population density; yet, its loss of 
sensitive ecosystems was, compared to Langford, only modest. In another example, Colwood 
lost 3.6% of its sensitive ecosystems from 1992-2002; yet, Colwood's population remained 
stable (and decreased somewhat) from 1996-2001. 
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Figure 27. Loss of sensitive ecosystems (1992-2002) per capita vs. percentage composition 
of area of sensitive ecosystems to total municipal land area. 
Figure 27 shows that the municipality with the greatest percentage composition of land 
area in sensitive ecosystems, i.e. Langford, also demonstrated the greatest rate of loss of 
sensitive ecosystems over time (1992-2002). By contrast, Esquimalt and Oak Bay had the 
smallest percentage composition of land area in sensitive ecosystems; reciprocally, these 
municipalities also showed the smallest rate of loss in sensitive ecosystems over time. 
Summary of Findings 
Table 17 and 18 summarize the main findings of this research, which applied surrogate 
data to the parameters: energy throughput, community entropy debt, and complexity, and 
related complexity variables to municipal patterns in energy consumption and loss of 
sensitive ecosystems. Table 17 summarizes the complexity variables most consistently 
matching the municipal patterns of transportation, space-heating energy consumption and 
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loss of sensitive ecosystems. Table 17 summarizes the general trends revealed in the energy 
data. 
Table 17. Summary of community complexity surrogates linked to municipal patterns of 
energy consumption 
Low "energy throughput: High 
community bentropy debt 
• Esquimalt 
higher % composition of 
commercial/industrial space-heating 
activities using fossil fuel 
see category (low energy: low entropy) 
High aenergy throughput: high 
community bentropy debt 
• Central Saanich 
• Langford 
lower population density 
more roadway infrastructure (km) 
longer commuting distances to work 
greater % comp. of commuting drivers 
lower % composition of commuting 
walkers, transiters, cyclists 
greater % comp. of low density housing 
lower % comp. of high density housing 
Low aenergy throughput: low 
community bentropy debt 
• Oak Bay 
• Colwood 
higher population density 
less roadway infrastructure (km) 
shorter commuting distances to work 
lower % comp. of commuting drivers 
greater % composition of commuting 
walkers, transiters, cyclists 
lower % comp. of low density housing 
greater % comp. of high density housing 
High aenergy throughput: low 
community bentropy debt 
• No municipalities represented 
none revealed 
^Decrease in energy consumption over time 
Loss of sensitive ecosystems over time 
increase in population over time (re: transportation, loss s.e.s) 
increase in population density over time (re: transportation, loss s.e.s) 
greater % composition of newer homes (re: residential space-heating) 
**energy efficiencies (e.g. automotive and space-heating using fossil fuel ) 
higher % composition of sensitive ecosystems (re: sensitive ecosystems loss) 
/Vote. aEnergy throughput parameter represented by surrogates: fossil fuel, hydro-electricity consumption for 
transportation, space-heating (residential, commercial, industrial), proportional to activities that were 
'community system' serving. b Community entropy debt parameter represented by surrogates: point, area, and 
mobile source emissions (CAC, GHG, metals) and loss of sensitive ecosystems proportional to activities that 
were 'community system' serving. *Refers to a decrease in transportation and residential space-heating per 
capita rates for the municipalities in which decreases occurred over time; Note, results are not necessarily 
causal. **Improved energy efficiencies was demonstrated in the data as per McEwen & Hrebenyk, 2006a rather 
than with the complexity data; however, new home construction was a surrogate for energy efficiency. 
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Table 18. Summary of the general trends revealed in the energy consumption data 
Fuel type consumed (1995, 2004): 1. fossil fuel 2. hydroelectricity 
Activity type, all energy (1995, 2004): 1. space-heating 2. transportation 
Activity type, fossil fuel (1995, 2004): 1. transportation 2. res. space-heating 3. comm. space-
heating 
Activity type, hydroelectricity (1995, 2004): 1. res. space-heating 2. comm. space-heating 
Fossil fuel, decrease (1995, 2004) 
Note. These general trends largely were evident among all the per capita municipal rates of energy 
consumption. 
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CHAPTER FIVE: DISCUSSION 
Introduction 
The discussion is divided into these sections: 
1. Discussing the findings 
2. Discussing the analogical model 
3. Discussing the conceptual framework 
4. How the objectives were met 
5. Opportunities for further research 
The first section, Discussing the findings, discusses the results of the analysis. This 
section also discusses the limitations of the data. The second section, Discussing the 
analogical model, discusses the lessons learned from operationalizing the theory of 
dissipative structures using an abstracted analogical model specifying three parameters. The 
third section, Discussing the conceptual framework, discusses the conceptual framework 
based on the theory of dissipative structures, including the concept of entropy debt. It 
discusses its conceptual advantages and criticisms of the theory of dissipative structures. 
These sections conclude with answers to the three thesis questions posed at the outset of this 
research. The fourth section reviews how the objectives were met. The final section discusses 
the opportunities for further research. 
Discussing the Findings 
The purpose of conducting an analysis of the framework parameters was to reveal, if 
any, internal systemic (i.e. community complexity) drivers of anthropocentric environmental 
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degradation of the selected municipalities. The following sections explain in detail the 
findings of the analysis, which involved, first, comparing surrogate measures of 'community 
entropy debt' and 'energy throughput', specifically, per capita rates of energy consumption, 
emissions, and loss of sensitive ecosystems associated with municipal populations. When 
emissions were compared to rates of energy consumption (and incorporating loss of sensitive 
ecosystems data), which the research called the 'energy-entropy ratio', municipal differences 
were revealed. In this way, the research demonstrated that emissions were linked to the type 
and rate of energy consumed. Second, to investigate if and which structural characteristics of 
the selected municipalities were linked to the energy-entropy ratio the municipalities were 
'unpackaged', so to speak. This analysis involved comparing surrogate measures of'energy 
throughput' and 'community complexity'. Specifically, municipal structural characteristics 
were compared to municipal per capita rates of energy consumption. Where patterns (i.e. 
municipal rankings) matched consistencies in the data sets became evident. In this way the 
research demonstrated that some structural characteristics were linked to rates of energy 
consumption. This section answers the thesis question, What can an analysis of the 
conceptual framework parameters reveal about systemic drivers of anthropogenic 
environmental degradation? 
Community entropy debt surrogates vs. energy consumption surrogates 
In summary, the community entropy debt parameter was represented and measured 
by emissions (i.e. comprised primarily of tonnes/yr of CACs and GHGs in two snapshots of 
time, 1995 and 2004, from space-heating, transportation, and some commercial activities) 
and loss of sensitive ecosystems data (ha lost from approximately 1992-2002). The energy 
throughput parameter was represented and measured by energy consumption data of fossil 
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fuels (except LPG) and hydroelectricity (i.e. GJ/yr in two snapshots of time, 1995 and 2004, 
primarily from space-heating and transportation activities). In the context of the limitations in 
the data sets (explained in detail in the following sections), a comparison of the municipal 
ranking of the community entropy debt surrogates and the municipal ranking of the energy 
throughput surrogates (i.e. the 'energy-entropy ratio') demonstrated that, for the selected 
municipalities: 
• Emissions (type and rate) depended on energy consumption (type and rate), specified, 
in part, by activity type 
The data provided evidence that municipal per capita rates of emissions (type and 
rate) depended on the fuel (type and rate) consumed. This was evidenced in three ways. First, 
Central Saanich and Langford's comparatively high emissions mirrored relatively high per 
capita rates of energy consumption, contrasted to Oak Bay and Colwood's comparatively low 
rates of energy consumption, which mirrored relatively low emission rates (Figure 14). 
These examples infer that the rate of emissions depend on the rate of fossil fuel consumed. 
Second, Esquimalt did not match the relative pattern of energy consumption to emissions. 
Esquimalt's per capita rate of emissions was moderately high given its relatively low energy 
consumption rate. As demonstrated in Table 13, fossil fuel consumption for commercial and 
industrial space-heating contributed to Esquimalt's energy to emissions ratio. This example 
infers that rate of emissions is specified, in part, by activity type. Third, over time, Oak Bay 
increased its per capita energy consumption and emissions due to an increase in fossil fuel 
consumption for residential space heating. Conversely, Langford decreased its per capita 
energy consumption and emissions over time due to a decease in fossil fuel consumption for 
transportation and residential space-heating; reciprocally, it increased its hydro-electricity 
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consumption (Table 14). These examples infer that the rate of emissions depends on the type 
of fuel consumed (i.e. light fuel oil, gasoline, diesel, natural gas vs. hydro-electricity). 
Moreover, the overall reduction in energy consumption and associated emissions over time 
reflected mobile and space-heating energy efficiencies (McEwen & Hrebenyk, 2006a). 
Therefore, for the selected municipalities, type and rate of emissions depended on the type 
and rate of energy consumed. 
Yet, activity type did not necessarily specify the type of energy consumed (e.g. fossil 
fuel versus hydro-electricity). For example, that an activity, such as residential space-heating, 
occurred did not necessitate the type of fuel that was used. Furthermore, activity type did not 
necessarily specify the rate of energy type consumed. For example, the data did not 
demonstrate why Oak Bay increased its fossil fuel consumption for residential space-heating 
or why Esquimalt's commercial space-heating was proportionally higher than the other 
municipalities (Table 11) and resulted in a greater proportion of emissions due to fossil fuel 
consumption than the other municipalities (Table 13). Other factors, not evidenced in the 
data, could have accounted for these examples such as, internal systemic factors (explored in 
the research and discussed in the next section), external systemic factors (not explored in the 
research), and individual choices (not explored in the research). 
Energy consumption surrogates vs. complexity surrogates 
In summary, the energy throughput parameter was represented and measured by 
energy consumption data of fossil fuels (except LPG) and hydroelectricity (i.e. GJ/yr, taken 
in two snapshots in time, 1995, 2004, and primarily from space-heating and transportation 
activities). The community complexity parameter was represented and measured by 
descriptive statistics (i.e. complexity variables) of population characteristics, infrastructure 
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characteristics, activities associated with infrastructure, and economic structure (i.e. typically 
in 1996 and 2001). In the context of the limitations in the data sets (discussed in the next 
section), a comparison of the municipal ranking of the energy throughput surrogates and the 
municipal ranking of the complexity variables demonstrated that, for the selected 
municipalities: 
• Selected complexity variables were not relevant to the general trends evidenced in the 
energy consumption data (Table 16, 18) 
• Some complexity variables, but not others, corresponded and, therefore, appeared 
linked to municipal patterns of energy consumption (Table 17) 
The general trends evident in the energy consumption data (Table 18), which did not 
result in comparative differences in per capita rates, could not be linked to the selected 
complexity variables. The complexity variables demonstrated differences among the 
characteristics of the municipal populations, their activities, and the municipal infrastructure 
(Table 16); therefore, these data could not be compared to the general trends that were 
applicable to all the municipalities. 
The data provided evidence that municipal per capita rates of energy consumption 
depended on some of the complexity variables explored by the research, i.e., type of 
infrastructure, commuting distances, commuter types, and population density (Figure 15-19, 
22-24). More specifically, the presence/absence of amount and type of infrastructure 
appeared linked to patterns of per capita energy consumption. For example, length of 
roadway corresponded to municipal per capita rates of fossil fuel consumption for 
transportation. That is, more roadway infrastructure corresponded to a higher municipal per 
capita rate of fossil fuel consumption for transportation; conversely, less roadway 
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infrastructure corresponded to a lower municipal per capita rate of fossil fuel consumption 
for transportation. Additionally, a higher percentage of low density housing corresponded to 
a greater rate of per capita energy consumption for residential space-heating; conversely, a 
higher percentage of high density housing corresponded to a lower municipal per capita rate 
of energy consumption for residential space-heating. In addition to infrastructure 
characteristics, some activities associated with that infrastructure appeared linked to 
municipal per capita rates of energy consumption. For example, longer commuting distances 
(to work), a higher percentage composition of drivers, and a lower percentage composition of 
walkers, passengers, cyclists, and transiters corresponded to higher municipal per capita rates 
of energy consumption for transportation. The inverse corresponded to a lower per capita rate 
of energy consumption for transportation. Of the population characteristics, median age, 
average income, and percentage labour force participation consistently did not appear linked 
to municipal energy consumption patterns; yet, population density did. A low population 
density corresponded to higher municipal per capita rates of energy consumption for 
transportation and residential space-heating. The inverse appeared linked to lower municipal 
per capita rates of energy consumption for transportation and residential space-heating. 
Over time, changes in municipal per capita rates of energy consumption for 
transportation and residential space-heating appeared linked, perhaps counter-intuitively, to 
population growth and population density (Figures 20, 21, 25, 26). For example, rates of 
population growth and population density roughly corresponded to decreases in energy 
consumption for transportation and residential space-heating. The inverse corresponded to an 
increase in energy consumption for transportation and residential space-heating. Yet, it 
should be noted, population growth and population density data provide little detail about 
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how a population might be distributed across a landscape and how energy efficiencies are 
gained or lost with economies of scale. Yet, as a surrogate measure of energy efficiencies, a 
higher percentage composition of newer homes corresponded with higher rates of decrease in 
energy consumption for residential space-heating over time. While loss of sensitive 
ecosystems appeared somewhat linked to the change in population growth and population 
density over time (Figures 27, 28), the rate of loss of sensitive ecosystems corresponded 
more consistently with the percentage composition of sensitive ecosystems of the total 
municipal area. For example, the greater the percentage composition of the municipal area 
comprised of sensitive ecosystems, the greater was the per capita rate of their loss. 
Limitations of the data 
This section focuses on the limitations associated with the data used to conduct the 
analysis and the repercussions of these limitations. The most significant issue with the data 
was 1) the robustness of the emissions, loss of sensitive ecosystems, energy consumption 
data. Furthermore, 2) estimations and assumptions associated with preparing the final data 
sets presented further limitations to the robustness of the data. The lack of robustness in the 
data sets affected the extent to which the data could be analysed and the extent to which the 
data could represent each framework parameter. Regarding the data analysis, 3) the utility of 
the complexity variables affected the extent to which meaningful conclusions could be drawn 
about the internal system 'structure' characteristics that corresponded to rates of municipal 
per capita energy consumption. 
First, of the preferred data, the available data were clearly not robust for area source 
emissions, including commercial activities, non-road mobile emissions, and some residential 
sector activities, such as paint and lawn care substances. Of less significance, point source 
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emissions data were also not robust. Yet, that the point source data set was not robust was of 
little significance to the integrity of the final data sets because industrial activities did not 
predominate in the selected municipalities. However, as a result of the lack of robustness in 
the area source emissions data, CACs and GHGs were well-represented in the data; yet, 
metals and human-made substances were not. Moreover, some data were not available to this 
research at all such as, consumer waste and substances leaking into the ecosphere from wear, 
for example, tire wear. These data were either not municipal-specific or available at all. By 
comparison, the energy consumption data was the most comprehensive set as it often 
represented direct measures compiled from the energy providers. Yet, while the measures of 
emissions, loss of sensitive ecosystems, and energy consumption varied from estimates to 
exact measures, the integrity of their comparative municipal per capita differences were 
maintained to an extent appropriate for their analysis in this research. For this reason, that no 
community was identified as having had a high energy throughput versus a low community 
entropy debt could indicate a lack of robustness in the data as much as it could represent the 
absence of a municipality meeting these characteristics. 
Second, further limitations of the final data sets resulted from estimations, assumptions, 
and generalizations. Estimation methods, such as emission factors and surrogate allocation 
ratios affected the accuracy of the final data set, even though the comparability of the data 
were maintained. Assumptions also introduced limitations. For example, hydro-electricity 
was not associated with emissions after dam construction; yet the repercussion of hydro-
electric dams on wildlife habitat would have continued beyond the date the dam was 
constructed. Generalizations were involved in including/excluding data. For example, this 
research did not include data associated with the residential or commercial sectors that 
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supported community system self-reproduction, but which occurred outside the community 
systems. For example, emissions generated by a Central Saanich resident conducting 
business in Nelson were omitted, even though these activities support the self-reproduction 
of Central Saanich. In another example, although mobile emissions associated with traffic to 
and from a multi-national fast-food restaurant were captured, the impact incurred from 
clearing tropical rainforests in South America to raise cattle on behalf of that multi-national 
were not. As such, only the loss of ecosystems within municipal boundaries were given as 
surrogate measures of community entropy debt, not all possible losses of ecosystem 
productivity. These examples further demonstrate the limitations inherent in the data used for 
analysis in this research. 
Third, the complexity variables were chosen to represent some social, economic, and 
infrastructural characteristics of a municipality and its population. To reiterate, they were 
chosen for the purpose of testing the relationships among the framework parameters, and 
therefore, also, to test the utility of the analogical model in the way it was made operational. 
As the set of complexity variables were not intended to be comprehensive or exhaustive, 
some significant variables may not have been analysed while other, less significant variables, 
may have been analysed. For this reason, it could not be concluded that the complexity 
variables that did appear linked to the selected energy consumption data were the most 
significant indicators of municipal system structure related to rates of energy consumption. 
Implications of the data limitations 
Finally, these limitations presented two fundamental challenges to interpreting the 
data. First, none of the complexity variables exactly matched the patterns of municipal per 
capita energy consumption rates nor necessarily in both timeframes. Yet, the limitations 
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inherent in the data generated some uncertainty about the significance of these anomalies. 
For example, it was unclear if the anomalies in the patterns demonstrated the influence of 
some other structural characteristic(s) or one or several limitations in the data sets. For this 
reason, only the most obvious trends and patterns among the data sets were analysed for 
links. This included links in the energy consumption versus the emissions data; and, links in 
the complexity variables versus the energy consumption data. Therefore, any anomalies in 
the municipal patterns were not pursued for further meaning. 
Second, the difference between the available compared to the preferred data sets and 
the lack of robustness in the available data both contributed to uncertainty about the extent to 
which the surrogate data represented the framework parameters. Moreover, some data sets 
could not be adequately combined. For example, the surrogates of 'community entropy debt', 
i.e., emissions and loss of sensitive ecosystems data, were combined, but only crudely using 
an ordinal scale to do so (Table 15). As a result, the data analysis (community entropy debt 
vs. energy throughput; energy throughput vs. system complexity) resulted in conclusions 
inferred from the trends and linkages between surrogates (and only those that could be 
analysed) rather than from analysis of the framework parameters themselves. Additionally, 
because of the limited empirical data provided by this research, none of the findings should 
be and were not generalized to any other municipality than the ones selected for this study. 
Thesis Question # 3 
• What can an analysis of the conceptual framework parameters reveal about systemic 
drivers of anthropogenic environmental degradation? 
Given the limitations in the data discussed, and in answer to Thesis Question #3, it 
was not possible to report on an analysis of the correspondences between the framework 
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parameters. Additionally, it was not possible to conclude, with any certainty, that structural 
characteristics of municipalities were causal of (i.e. were 'drivers' of) environmental 
degradation by way of energy consumption. Nor was it possible to generalize any of the 
findings in the context of other municipalities for which data were not collected. Yet, in the 
context of the selected municipalities, the analysis of the surrogates of the framework 
parameters inferred the following findings. 
More generally, the findings of this thesis research demonstrated that the selected 
municipalities (as complex open systems and as dissipative structures) with similar 
population sizes and similarly constrained, were quantitatively different. For example, the 
complexity variables and the surrogate 'community entropy debt' an 'energy throughput' 
data demonstrated that the selected municipalities were structurally different, consumed 
energy, emitted contaminants, and displaced sensitive ecosystems at a variety of different per 
capita rates. This finding is consistent with the literature that conceives municipalities 
(Adams, 1988) and, more generally, human systems (Allen, 1997; Prigogine et al., 1977) as 
dissipative structures whereby external environments constrain only the realms of 
possibilities in which they can be found. Accordingly, 'community system' structure is 
manifested in a myriad of different ways and at any given time according to its 'parts', e.g. 
forward-thinking/value-laden humans and infrastructure, and 'processes', e.g. 
communication networks and local/global economy, in interaction with the external 
environment, e.g. culture, climate, socio-political superstructure. 
More specifically, some complexity variables appeared linked to patterns of energy 
consumption (Table 17) of the selected municipalities. Moreover, in the cases studied, 
emissions depended on the type and rate of energy consumed for space-heating and 
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transportation (.Figure 14). As such, emissions also depended on the extent to which the 
municipal populations engaged in activities, such as residential and commercial space-
heating and transportation activities. However, the research did not demonstrate why some 
activities were undertaken and why some fuel types were consumed in some municipalities 
more than others. While exploring consumer fuel choices and external systemic influences 
fell outside the scope of this research, some internal 'structural' system characteristics did 
appear linked to higher rates of municipal per capita energy consumption patterns for 
transportation and space-heating. These higher rates of energy consumption further generated 
higher rates of emissions, which were considered un-sustainable at the global scale (Azar et 
al., 1996), when they were associated with the consumption of certain fuel types, i.e. fossil 
fuels. The structural characteristics of the high energy-entropy ratio municipalities appeared 
to be: low population densities, more roadway infrastructure, a higher percentage 
composition of low density dwellings, a higher composition of drivers, longer commuting 
distances (to work), and a higher percentage composition of older homes. However, it was 
not clear if and how per capita rates of energy consumption were linked to loss of ecosystem 
productivity. 
Discussing the Analytical Tool & Lessons Learned 
The purpose of conducting an analysis of empirical data of the cases (i.e. the selected 
municipalities) was to test the efficacy of the analytical tool, i.e. the analogical model 
comprised of the framework parameters of 'energy throughput', 'community complexity', 
and 'community entropy debt'. The literature reviewed for this research provides examples 
of research based on thermodynamic conceptual frameworks that define and measure 
progress toward sustainability by seeking measures of material (e.g. Ayres & Simonis, 1994) 
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or energy flows (e.g. Brown & Ulgiati, 1997; Hermanowicz, 2004; Odum, 1996). However, 
this research project did not seek actual measures of its framework parameters. Rather, it 
applied surrogate measures to framework parameters (to which system dimensions were 
mapped) using existing data. It did so to investigate empirical evidence of the relationship 
between community system complexity, its energy requirements, and its entropy debt. What 
follows is a brief discussion of the advantages and disadvantages of the analytical tool 
employed in this thesis research. This section answers the thesis question, How can an open 
systems conceptual framework (highlighting the energetic-entropic relationship between 
community complexity and the natural environment) be operationalized effectively and 
applied to municipalities as open systems and as dissipative structures? 
Advantages 
Contrasted to examples of issues associated with actual measures, this section 
explores the advantages in this research of having used surrogate measures, including, 1) 
requiring no reference state, 2) requiring no 'energy' accounting estimates, and 3) 
incorporating loss of ecosystem productivity. Additionally, this section discusses the 
strengths of the model itself, specifically, 4) the relationships between the framework 
parameters, and 5) the applicability of the analogical model to a variety of different cases and 
using existing data. 
Exergy analysis focuses on gradients of energy available to perform work, whereby 
natural resources represent free energy (Wall & Gong, 2001). By calculating the loss of 
natural resources using exergy measures, Wall and Gong (2001) capture the repercussions of 
the rates of natural resource consumption against its regeneration in the geobiosphere. Their 
research also captures the repercussions of releasing concentrations of toxins into the 
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environment, which, as a concentration, introduces unwanted energy gradients. Yet, exergy 
analysis has difficulty conceptualizing the deleterious effect of dilutions on the natural 
environment such as, releasing into the atmosphere carbon dioxide as a gas (i.e. a dilution) 
from carbon trapped in fossil fuel (i.e. a concentration) (Hermanowicz, 2004). Moreover, 
reference states are critical to exergy measures. Hermanowicz (2004) argues that entropy, 
"... does not require that the current "standard" environment (or any arbitrary standard) be 
assumed as a reference level. From a theoretical point of view, dispensing with an assumed 
reference state has an advantage because it does not predicate that the present state of the 
environment is somehow preferred or desirable" ( p. 5). The dissipative structures conceptual 
framework made operational with an abstracted analogical model rather than by way of 
exergy measures advantageously accounts for concentrations, such as toxins, dilutions such 
as carbon dioxide gas (contributing to the greenhouse effect), and requires no measure of a 
reference state. 
Emergy analysis advantageously incorporates human services as emergetic inputs just 
as it considers the emergetic inputs of natural resources. Yet, emergy analysis has been 
criticized for the challenges involved in estimating emergetic inputs associated with 
geological processes over long periods of time (Hau & Bakshi, 2004). The analogical model 
of this research advantageously applies surrogate measures guided by sustainability 
indicators to community entropy debt parameters, thus circumventing errors associated with 
the accounting estimates used in emergy analysis. 
Proponents of the material and energy flow analysis (MEFA) toward measures of 
sustainability argue that its analysis, by contrast to material flow analysis, which omits the 
impact of land use, appropriately accounts for losses in ecosystem productivity (Haberl et al., 
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2003). The analogical model of this research advantageously includes loss of sensitive 
ecosystem data as a surrogate measure of community entropy debt. Regarding applying 
surrogate measures, Haberl et al. (2003), the authors of the material and energy flow analysis 
(MEFA) framework, advocate the benefits of being able to incorporate existing statistical and 
indicator data associated with socio-economic processes. Similarly, surrogate measures 
applied to the parameters of the analogical model of this research can come from statistical 
and indicator data sets provided that the community systems under investigation are subject 
to similar (e.g. developmental) dynamics. By contrast to emergy and exergy analysis, 
existing data are readily available and require little normalization. Moreover, existing data 
are often adequately methodologically consistent over time. 
Strengths of the model 
The analogical model offered this research with a means to study the relationship 
between the structural characteristics of a municipality (as an open system and as a 
dissipative structure) and the natural environment upon which it relies for resources. This 
was accomplished by mapping corresponding dimensions of municipalities and the natural 
environment to the framework parameters, which are related to each other according to the 
theory of dissipative structures. Once the mapping was completed and surrogate measures 
were applied to the parameters, the relationships between the parameters of the analogical 
model provided this research with the means to study the corresponding relationships among 
the dimensions of the selected municipalities (and the natural environment). That 
relationships in the surrogate data were demonstrated in this thesis research validates the 
integrity of the analogical model. 
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Additionally, pertaining to the parameters, the analogical model allows researchers to 
ask any number of types of questions of a variety of cases, and, possibly, at different scales 
(e.g. families, nations, industries). For example, the analogical model could be used to ask a 
question about the comparative differences in community entropy debt of municipalities 
subject to different system dynamics. For example, the model could have been employed to 
compare the community entropy debt of a municipality subject to evolutionary dynamics 
such as, the planned community of Kitimat, British Columbia, and a municipality subject to 
developmental dynamics (and with a similar sized population) such as, Terrace, British 
Columbia. The model could also be used to compare the community entropy debts of 
municipalities located in different climates or in the context of different cultures. Its efficacy 
could also be tested to explore human systems at different scales such as, organizations, 
villages, families, industries, or nations. That this research provided evidence of links in the 
surrogate data encourages further investigation of similarly constrained municipal cases, and 
encourages further research into the model's capacity to investigate differently constrained 
municipal cases or other human systems at different scales. 
Disadvantages 
This section discusses the disadvantage of using an analogical model to which 
surrogate measures were applied. Additionally, this section discusses the weaknesses of the 
model itself. Using an analogical model to which surrogate measures were applied to study 
anthropogenic environmental degradation introduced approximation, and therefore, 
imprecision. Approximation was evident in 1) the type of contaminants considered, 2) the 
measure of emissions as a surrogate for environmental degradation, 3) the breadth of data 
sets available, and 4) differentiating one system from another to which data were attributed. 
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The weaknesses of the model itself included 5) the limitations associated with using existing 
data. 
For example, Hau and Bakshi (2004) point out that, for example, sustainability 
measures of industrial processes do not distinguish the effects of solid wastes and air 
emissions on the local versus the global natural environments. Similarly, the preferred data 
choices for the 'community entropy debt' parameter of this research can be criticized for 
being guided by global scale accumulations in the ecosphere of natural and human-made 
substances (Azar et al., 1996). The community entropy debt surrogate measures of this 
research are not sensitive to the affect of local ecospheric accumulations of contaminants. 
Rather, this research assumes that global accumulations of metals and criteria air 
contaminants are relevant to local contexts. Moreover, the community entropy debt surrogate 
data, like some other methods of measurement, are not sensitive to ecosystem resilience 
(Haberl et al., 2003). 
Material flow analysis has been criticized for measuring sustainability by units of 
mass, such that processes utilizing less materials are deemed to be more sustainable 
(Hermanowicz, 2004). Yet, mass alone is a poor estimate of environmental degradation. For 
example, a highly toxic substance may have a lower mass than a less toxic substance. 
Similarly, this research can be criticized for measuring accumulations of criteria air 
contaminants and metals by mass (i.e. in tonnes). Measuring ecospheric accumulations in 
tonnes does not distinguish the impact of substances that are highly toxic in relatively small 
quantities from the substances that accumulate in the environment in relatively high 
quantities (i.e. carbon dioxide gas). 
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Finally, although this research includes the dissipation of natural resources in its 
definition of community entropy debt, the preferred data sets only indirectly addresses rates 
of consumption beyond the regenerative capacity of the geobiosphere. This is because of the 
criteria required to select municipal-specific data, which focuses on societal activities rather 
than state of the environment indicators. For example, this research includes in the preferred 
data set tonnes of consumer waste, which is only an indirect surrogate for rates of natural 
resource consumption. Yet, Ayers and Simonis (1994) consider "a good measure of 
unsustainability is dissipative usage" (p. 12), distinguishing between dissipation in the 
performance of work from "uses where the material could be recycled or re-used in principle, 
but is not" (p. 12). However, measures of materials, which included recycling material and 
consumer waste, were not comprehensively captured in the available data. 
In the effort to operationalize key parameters informed by the theory of dissipative 
structures by way of an analogical model met with the challenge of discerning the activities 
between municipalities (i.e. horizontal) as well as between the municipalities and their larger 
political superstructure (i.e. vertical). Discerning one municipal-specific data set from 
another was relatively straight-forward. Data associated with municipal populations were 
readily available. However, discerning municipal-specific data from regional district or 
provincial data was more challenging. This occurred because data were collected at different 
scales for regulatory needs (and 'housed') at different levels of government, such as the 
Province of British Columbia (e.g. environmental statistics) and the Capital Regional District 
(e.g. solid waste data). Moreover, some data were practically inaccessible in the private 
sector (e.g. bottle recycling). Although solid waste and environmental data were relevant to 
this research, some municipal-specific data sets could not be readily extracted from systems 
120 
of data management operating at other scales. This issues arising from discerning data 
horizontally and vertically, which requires assumptions and generalizations, result from the 
characteristics of complex and open systems. Laszlo (1972) explains, 
The organic boundaries themselves are interfaces, permeable to some -
though not to all - informations, energies and substances. As a consequence 
we also get ordered wholes in the sciences dealing with multi-organic units: 
swpraorganic systems, which can be analysed to individual organisms and 
component subsystems. And even the supraorganic wholes from a continuum, 
broken only by relative boundaries, with still larger systems, as evidenced by 
such systems concepts as continental ecologies and planetary economic and 
social systems (Laszlo, 1972, p. 24). 
Weaknesses of the model 
The weaknesses of the model itself center around the limitations associated with 
using existing data and the operational challenges of applying surrogate measures to the 'real 
world' dimensions, which were mapped to the framework parameters. Some of these issues 
have been discussed in the previous section, i.e., issues of estimation, generalization, the 
breadth of the available data, and differentiating data sets associated with one system from 
another. Yet, additionally, existing data of environmental contaminants were typically 
collected and compiled for a variety of different purposes, which may or may not have been 
compatible with the theoretical framework of this research. For example, data on criteria air 
contaminants are collected to indicate human health (Bunce, 1994) as much to indicate their 
impact on the natural environment; and, human health was not expressly a criterion for its 
selection. This type of discrepancy in the underlying purpose behind the existing data 
involved some 'translation' to make existing data theoretically compatible with the 
framework parameters. For all the disadvantages listed in the previous section associated 
with the conceptual frameworks that seek actual measures, these frameworks (e.g. emergy, 
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exergy) advantageously can develop measures that are theoretically compatible with the 
framework at the outset of the analysis. 
While mapping dimensions of the 'real world' to the framework parameters was a 
relatively straight-forward exercise, applying surrogate measures that were supported by the 
literature to these dimensions was not. This was certainly the case for selecting surrogate 
measures of the framework parameter 'community entropy debt'. The operational challenge 
centered around the data selection criteria, which required that data associated with un-
sustainability should be attributable to a given human system population. Yet, community 
entropy debt refers to the dissipation of energy resources in the environment external to a 
system, specifically, defined in this research as anthropocentric environmental degradation. 
As such, the theoretical basis of the community entropy debt parameter should have lent 
itself more aptly to state of environment indicators. However, state of the environment 
indicators are not attributable to given populations. While this operational challenge did not 
compromise the integrity of the findings of the research, it did affect its operational facility. 
Thesis Question # 2 
• How can such an open systems conceptual framework effectively be operationalized 
and applied to municipalities as open systems and as dissipative structures? 
In summary, the analogical model abstracted from the theory of dissipative structures, 
as it was operationalized, effectively avoided issues associated with attaining actual measures 
of energy and material flows, such as establishing reference states or estimating the emergy 
of lithospheric processes. Additionally, it advantageously included surrogates of ecosystem 
productivity losses and was methodologically consistent with existing and historical data. 
Yet, it was not sensitive to environmental impacts at the local scale and ecosystem resilience. 
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Additionally, societal indicators (a data selection criteria of the surrogate measures) only 
indirectly captured rates of natural resource-use that exceed their regeneration. 
The weaknesses of model itself arose from the challenges of making it operational. 
For example, existing data was not necessarily entirely theoretically compatible with the 
framework parameters. This required some 'translating' existing data to meet the theoretical 
needs of the framework parameters. Yet, despite the weaknesses involved in operationalizing 
the model parameters, the model presented some opportunities apparent from its strengths. 
Links between the surrogate measures of the framework parameters were, in fact, revealed in 
the analysis. This finding alone provides encouragement for further research of other cases of 
human systems. Building a model with considerably more empirical data could lead to a 
model capable of discerning 'structural' characteristics associated with higher or lower 
community entropy debts of selected human systems. 
Discussing the Conceptual Framework 
The conceptual framework of this thesis research is based on thermodynamic 
principles of open systems, specifically the theory of dissipative structures, and includes the 
concept of entropy debt. The purpose of articulating a conceptual framework based on 
thermodynamic principles, as discussed in the literature review, was to provide this research, 
more generally, with a) a "common currency" (Mayer et al., 2004, p. 41) of understanding 
issues emerging from interacting systems, such as anthropogenic environmental degradation 
in the larger context of sustainability, b) an advantageous conceptual capacity to differentiate 
a complex system from its external environment (which is particularly relevant to the Second 
Law), and c) a theoretical basis for highlighting the energetic and entropic relationship 
between open system complexity and the external environment upon which it relies for 
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resources. The purpose of further articulating a conceptual framework based on the theory of 
dissipative structures was to provide this research with a general thermodynamic theory of 
open systems deemed to apply to human systems, such as cities and societies. As a result, a 
body of literature has emerged over time that explicates human systems through the 
conceptual 'lens' of the theory of dissipative structures (Adams, 1982; 1988; Allen, 1997, 
Dyke, 1988; Prigogine et al, 1977, Straussfogel, 1997; Straussfogel, 1998; Straussfogel & 
Becker, 1996). It is this literature that d) supports the operational aspects of the research. For 
example, together with the theory of dissipative structures (Nicolis & Prigogine, 1989; 
Prigogine et al, 1977, Prigogine & Stengers, 1984) this literature informed the definitions of 
the parameters of the analogical model, the system dimensions that were mapped to those 
parameters, and guided the criteria involved in selecting the municipalities. Finally, the 
purpose of including the concept of 'entropy debt' in the conceptual framework was largely 
practical. The thermodynamic principle of 'entropy production' (see Equation 1; Appendix 
A), has not been comprehensively mapped to the matter and energy resources of the natural 
environment (as free energy) and their degradation (as entropy); whereas, its more general 
conception, 'entropy debt' has been mapped so, conceptually (Straussfogel & Becker, 1996). 
Yet, despite the operational advantages of understanding municipalities as dissipative 
structures, having attempted to operationalize the theory of dissipative structures invited 
other issues. But before discussing the issues inherent in the theory of dissipative structures, 
the following section reviews some of the conceptual advantages of the theory of dissipative 
structures (the operational advantages having already been discussed). 
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Advantages of the theory of dissipative structures 
Prigogine and his colleagues (Prigogine et al., 1977; Prigogine & Stengers, 1984; 
Nicolis & Prigogine, 1989) developed a comprehensive theoretical understanding of the 
thermodynamic principles governing open systems, which was considered applicable to 
living and to social systems (Prigogine, 1986; Prigogine et al., 1977; Prigogine & Stengers, 
1984) and which focused advantageously on the Second Law. First, the theory of dissipative 
structures emerges from the study of chemical systems but was thought to apply generally to 
other types of open systems. For example, citing both societal and living systems, Prigogine 
(1986) states, "In thermodynamics, we are dealing with 'embedded' systems: interaction with 
the outside works through entropy flow plays an essential role. This immediately brings us 
closer to objects like towns or living systems, which can only survive because of their 
embedding in their environment" (p. 497). Second, the theory of dissipative structures 
focuses on the Second Law. This focus on entropy advantageously differentiates the system 
from its environment, from which it draws resources critical to its existence. Prigogine et al. 
(1977) state that, "... the basis for any natural law describing the evolution of social systems 
must be the physical laws governing open systems, i.e., systems embedded in their 
environment with which they exchange matter and energy" (p. 2). This is a centric 
conceptualization, that is, centric to the existence of the system. This is conceptually 
advantageous for a research project conducted in the context of a biosphere, itself a system 
of systems, which abides by the First Law, whereby the wastes of one system provide fodder 
for another. Therefore, the theory of dissipative structures is a general theory and provides a 
comprehensive entropic conceptualization of open systems, including human systems, which 
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avails this theory appropriately to the requirements of this research. Yet, the theory of 
dissipative structures is not without criticism. 
Limitations of the theory of dissipative structures 
Researchers (e.g. Kay, 2002; Corning, 2002) have explored the limitations of the 
theory of dissipative structures in arriving at their own thermodynamic conceptual 
frameworks. In one example, Kay (2002) challenges of the theory of dissipative structures as 
a general principle of all open systems, especially of living systems, based on the limitations 
of its scope and the imprecision of its terms. More specifically, Kay (2002) demonstrates that 
some of the assumptions inherent in parts of the theory of dissipative structures (i.e. the 
minimum entropy production rule) do not necessarily hold for all complex systems, such as 
living systems. He states, "This set of constraints [assumptions] means that the minimum 
entropy production rule and most of Prigogine's results apply to a very restricted set of 
systems. A general far from equilibrium thermodynamics and theory of self-organization 
does not exist. Any attempt to apply Prigogine's theory must be viewed with skepticism 
because of its lack of generality" (Kay, 2002, p. 2). 
Moreover, Kay (2002) argues that the imprecision of the term and use of 'dissipation' 
as 'entropy production' leads to yet more confusion among researchers. For example, he 
explains that entropy production, as a result of irreversible processes, is termed 'dissipation', 
according to the theory of dissipative structures. He argues, "However, dissipation is often 
used as a synonym for waste energy that is dumped out the back end of a systems or heat 
released by a system. This second law notion (amount of irreversibility) gets confused with a 
first law notion, energy flux of some sort" (p. 3). Recall that energy, entropy, and exergy are 
different, albeit inter-related, terms; they must be explicitly understood and used so as not to 
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confuse their relationship with the First and Second Laws. For this reason, Kay (2000) 
develops a general thermodynamic framework for self-organized and hierarchical (i.e. 
holoarchic) systems based on an understanding of dissipative structures. However, he prefers 
'exergy' to explain and quantify the resources external to the system as energy gradients and 
the embodiment of those gradients within the system with the performance of work. 
In another example, Corning (2002) offers an alternative framework to understanding 
biological evolution than those based on the Second Law. Before arriving at 
'thermoeconomic', Corning (2002) critiques various general thermodynamic theories of 
complex open systems. In his critique, Corning cites issues arising from thermodynamic 
frameworks, including Prigogine's theory of dissipative structures. Corning reveals some 
imprecision in its terms and, therefore, in the theory itself. Similar to Kay (2002), Corning 
(2002) argues that this imprecision leads theorists to elevate the theory of dissipative 
structures to the status of a general theory for all self-organized open systems, to which, he 
claims, it is not adequate. For example, Corning (2002) notes that Prigogine does not 
succinctly define internal complexity, that is, 'structure', which Prigogine refers to as 'order'. 
Moreover, he explains that Prigogine does not address structure versus behavior. He states, 
Another problem is that Prigogine makes no distinction between "order" and 
functional "organization". In fact, he uses the terms interchangeably. Thus, he 
sees no difficulty in applying the same explanatory principle both to the 
formation of convection cells (Benard cells) ... complex control mechanisms 
associated with glycolysis ... This is a theory that seriously overreaches (p. 
61). ... As a consequence, subsequent generations of physicists and laymen 
alike have often uncritically accepted the claim that the entropy law applies to 
everything in the universe (p. 62). 
Yet, while exergy appears to provide a more explicit understanding of 
thermodynamic interactions of hierarchical systems than entropy, Kay (2002) does not 
disagree that system complexity engenders a cost to the free energy in the external 
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environment of any one system. Moreover, Corning recognizes that entropy is the necessary 
result of irreversible processes involved in self-organization. To this he argues, "Entropy 
represents a constraint on thermodynamic processes, not a cause of them; it measures the 
energetic "wastes" associated with any real-world dynamic process. It's a cost of doing 
business in the biosphere" (p. 65). Although Corning argues that entropy presents conceptual 
difficulties to explain the flow of energy through the hierarchies of systems, such as the 
biosphere, recall entropy's advantages when conceptualizing, "...systems embedded in their 
environment with which they exchange matter and energy" (Prigogine et al., 1977, p. 2). 
Moreover, this research assumes that, as open systems, human systems must abide by the 
Laws of Thermodynamics. As such, this research understands system complexity (i.e. 
structure from the performance of work, or stated otherwise, from irreversible processes) to 
result in some permanent loss of consumable energy in the environment external to the 
system (i.e. dissipation). Therefore, while the theory of dissipative structures lacks some 
explicitness of its terms, it remains theoretically intact for its use as the underpinnings of the 
conceptual framework proposed in this thesis research. 
Thesis Question # 1 
• How can an open systems conceptual framework based on the theory of dissipative 
structures, including the concept of entropy debt, highlight the energetic-entropic 
relationship between municipal 'complexity' and the natural environment? 
Finally, despite the evidence that the theory of dissipative structures lacks 
generalization to living systems (Kay, 2000) and perhaps also to societal systems, researchers 
have continued to explore its concepts in the context of human and human-environment 
systems. From social system dynamics (Allen, 1997; Dyke, 1988; Straussfogel, 1991) to their 
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sustainability (Straussfogel & Becker, 1996) this research of human system 'structure' (i.e. 
complexity) and its entropy debt (i.e. dissipation) begins with the premise that these systems 
are dissipative structures. Adams (1988) explains, "This approach has also been criticized as 
an extension of a metaphor. This is hardly a crime since, on the one hand, metaphors have an 
important role in science and, on the other, it is not clear that metaphors are involved at all" 
(Adams, 1988, p. 6). Yet, given the criticisms outlined in the previous section, this thesis 
begins with the underlying assumption that 1) the theory of dissipative structures is a general 
theory applying to all complex systems, including human systems and 2) municipalities are 
complex open systems and dissipative structures. 
As developing a general conceptual framework for all open systems fell outside the 
bounds of this research, the literature that explored human systems through the lens of 
dissipative structures was critical to informing the operational aspects of this research. 
Moreover, the conceptual advantages of doing so included advantageously conceptualizing 
municipalities as open systems embedded in the natural environment upon which they rely 
for energy and matter resources and by which they are simultaneously constrained. 
Moreover, the conceptual framework highlights the energy throughput requirements of 
system complexity and the 'entropy debt' (Dyke, 1988) of this complexity, which occurs in 
the environment external to the system. Moreover, the literature that focused on conceiving 
human systems as dissipative structures (Adams, 1982; Adams, 1988; Allen, 1997; Dyke, 
1988; Straussfogel, 1997; Straussfogel, 1998; Straussfogel & Becker, 1996) informed the 
definitions required to map municipalities to the analogical model parameters. Second, this 
thesis research abstracted from the theory of dissipative structures and its related literature 
these inextricably linked parameters: energy throughput, system complexity, and entropy 
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debt. By mapping real-world system dimensions to these parameters and by applying 
surrogate measures to these parameters, by analogy, this thesis research highlighted the 
energy requirements of building and maintaining the complexity of selected municipalities 
and the entropic cost to the natural environment of doing so. 
How the Objectives Were Met 
The objectives of this thesis were to: 
1. Explicate a conceptual framework based on the theory of dissipative structures that 
could highlight the entropic cost of system complexity in the environment external to 
the system 
This objective was met in Chapter Two: Municipalities as Dissipative Structures. This 
chapter described municipalities as open systems and as dissipative structures. It further 
highlighted the relationship between the energy requirements to maintain and build the 
structural complexity of municipalities and the entropic cost to the natural environment of 
doing so (i.e. anthropogenic environmental degradation). 
2. Operationalize the conceptual framework by mapping the appropriate real-world 
dimensions to the framework parameters: for energy throughput, complexity, and 
entropy debt 
This objective was met in Chapter Three: Methodology, which defined the framework 
parameters and further defined the corresponding municipal and natural environment 
dimensions. 
3. Identify and apply municipal-specific surrogate measures to these parameters and 
compare the data 
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This objective was met in Chapter Three: Methodology, where preferred surrogate data were 
stipulated, as supported by the literature, and where the criteria to select among the available 
data were established. 
4. Identify the links between the surrogate data of the framework parameters 
This objective was met in Chapter Four: Results, where the municipalities were selected and 
the data sets were analysed revealing some links in the data (Table 17 and Table 18). 
Opportunities for Further Research 
In the absence of a robust data set of the preferred data for each model parameter (e.g. 
area source data were weakly represented), the extent to which the surrogate data represent 
the energy throughput and community entropy debt remains uncertain. However, certainty 
could be improved with indicators. Indicators of each parameter would alleviate the necessity 
to collect an ideally robust data set of surrogate measures. Yet, revealing indicators requires 
further testing of the abstracted model used in this thesis research. With indicators generated 
from repeated testing, the analogical model of this research presents an opportunity to 
provide sustainability science with an analytical tool with which to relate key structural 
attributes of community systems to anthropocentric environmental degradation. Given that, 
Up to half of Canada's greenhouse gas (GHG) emissions (350 million 
tonnes) are under the direct or indirect control or influence of municipal 
governments. By 2012, communities could cut GHG emissions by 20 to 
50 Mt from municipal operations and community-wide initiatives with 
investments in environmental infrastructure and sustainable transportation 
infrastructure (FCM, 2008). 
The analogical model of this research has the potential to be developed into a analytical to 
provide policy makers and urban planners with a scenario-planning tool or, simply, a tool to 
measure progress toward or away from sustainability. 
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CONCLUSION 
In conclusion, the findings of this thesis research demonstrate some links appear to 
exist in the surrogate measures of community system complexity (i.e. 'structure), its energy 
requirements, and resulting anthropocentric environmental degradation. While it appears that 
some structural characteristics are linked to a higher or to a lower energy-entropy ratio, more 
research should be conducted to test the extent to which the results of this research are 
general to all municipalities similarly constrained. This should involve research directed 
toward attaining indicators for each parameter. The findings provide encouragement for 
continued research to develop the analogical model of this thesis research into an analytical 
tool for municipal planners and other decision-makers to use to gauge progress toward or 
away from sustainability. In this way, this research provides further encouragement that 
operationalizing the concept of 'entropy debt' can contribute to the emerging science of 
sustainability, which, "seeks to understand the fundamental character of interactions between 
nature and society" (Kates et al., 2001, p. 641). 
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APPENDIX A-Concepts 
Appendix A explains in detail the following theories and concepts: 
• Systems theory 
• Principles of complex, open systems 
• Thermodynamic laws governing complex, open systems 
Brief Introduction to Systems Theory 
Systems theory represents a myriad of theories derived from and applied to the study 
of chemical (e.g. Prigogine & Stengers, 1984), biological (e,g, Varela & Maturana, 1974; von 
Bertalanffy, 1968), ecological (e.g. Kay, 2000; Holling & Gunderson, 2002; Odum, 1983), 
social (e.g. Abel, 1998; Ayers & Simonis, 1994; Odum & Odum, 2001), and economic 
systems (e.g. Georgescu-Roegen, 1971). Systems theory is founded upon the premise that 
systems share in common characteristics regardless of their type (e.g. biological, chemical, 
and ecological) or scale (e.g. microscopic or macroscopic). Systems theory co-evolved in the 
middle of the twentieth century with other similar intellectual streams including, cybernetics 
- the study of artificial and goal-oriented systems (Weiner, 1948), chaos theory - the study of 
systems with strange attractors (see Gleick, 1987), and information theory - the study of 
entropy and information (Shannon & Weaver, 1949). A system was defined as being 
comprised of two or more inter-related 'parts' resulting in its having emergent properties, 
meaning, unique characteristics and behaviours, which are not found in its individual parts 
(von Bertalanffy, 1968). Researchers including biologist Ludwig von Bertalanffy, economist 
Kenneth Boulding, physiologist Ralph Gerald, and mathematician Anatol Rapoport 
attempted to unify the sciences with a general systems theory creating opportunities to allow 
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principles of one system to apply to, and inform, another (von Bertalanffy, 1968). Since these 
early years of systems theory development, researchers have applied the principles to 
manage, construct, and understand systems (Banathy, 1996). 
Principles of Complex, Open Systems 
Recall that a system is comprised of at least two or more interconnected parts, 
whereby the parts are integral to the whole, and the emergent properties of the whole are not 
found in the parts (von Bertalanffy, 1968). This definition remains relevant today. For 
example, a human is a system comprised of interconnected parts having the emergent 
property of consciousness. Yet, the human system is comprised of cells and organs, which do 
not exhibit the emergent property of human consciousness. However, differences exist 
among systems in the universe; they are fundamentally 'open', 'closed', or 'isolated'. Open 
systems, such as those prevalent in the biosphere, are 'complex' (von Bertalanffy, 1968). 
Complex, open systems are characteristically 'self-organizing' (Laszlo, 1972; Prigogine & 
Stengers, 1984), 'self-stabilizing' (Laszlo, 1972), and 'hierarchical' (Simon, 1973). These 
concepts are explicated in the following sections. 
Open versus closed systems 
The Second Law of Thermodynamics (Second Law), which states that energy, while 
it may not be created nor destroyed (i.e. First Law of Thermodynamics), will dissipate over 
time; in other words, entropy increases towards its maximum in an isolated system. The 
Second Law was first conceived in the nineteenth century by Sadi Carnot, who theorized that 
the potential energy of the universe, itself an isolated system, i.e. theoretically closed to the 
in and outflow of energy and matter, will eventually dissipate to a maximum state, called 
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'thermodynamic equilibrium'. In another example, a machine, itself a closed system - closed 
to matter, but open to energy - also abides by the Second Law. Even with inputs of energy 
(i.e. fuel), without material inputs (i.e. parts), the machine eventually breaks down, and then 
corrodes over time; again, its potential energy will dissipate over time. Yet, open systems, 
such as living organisms and societies, concentrate energy and create structure, which 
appears to contradict the Second Law. They are said to maintain a state 'far from 
thermodynamic equilibrium' (Prigogine & Stengers, 1984) because they are open - open to 
energy and matter, which they metabolize with an internal structure capable of doing do 
(Schroedinger, 1944; von Bertalanffy, 1968). 
Complex systems 
Some researchers claim that the system characteristics of self-stabilization, hierarchy, 
and especially, self-organization (Kay, 2000) define system complexity, which is a function 
of the system's interacting components or 'parts' (Allen, 1997; Laszlo, 1972; Nicolis & 
Prigogine, 1989). System complexity can also be measured by the information required to 
describe the system (Bar-Yam, 1997a) and characterized by both the amount of energy used 
by (Brooks & Wiley, 1986; Adams, 1988) and stored in the system (Kay, 2000), and the 
complexity profile of coherent behaviors at various scales (Bar-Yam, 1997b; 2004). Despite 
these various approaches to system complexity, by definition, a complex system must be an 
open system. Bertalanffy states, "Self-differentiating systems that evolve toward higher 
complexity (decreasing entropy) are, for thermodynamic reasons, possible only as open 
systems ..."(1968, p. 97). 
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Self-stabilization & hierarchy 
Complex, open systems can maintain steady states despite internal fluctuations and 
perturbations imposed on them by their external environment. This is what is meant by 
adaptive self-stabilization (Laszlo, 1972). Self-stabilization is necessary for complex systems 
to maintain consistent relationships with changing external environments in the context of in 
and outflows of information, energy, and matter. They do so by constantly adjusting and 
readjusting to dynamic external conditions (Weiner, 1948). "Thus, ordered wholes, by virtue 
of their characteristics, are self-stabilizing, in or around, steady states. Given unrestrained 
forces introducing perturbations which do not exceed their threshold of self-stabilization, 
they will tend to return to their enduring states prescribed by their constant constraints" 
(Laszlo, 1972, p. 40). 
Hierarchy theory subscribes to the concept that complex systems are comprised of 
semi-autonomous subsystems whereby only some information, energy, and matter is 
exchanged between subsystems and between subsystems and their larger supersystems 
(Simon, 1973; Holling, 2001). "As long as the transfer from one level to another is 
maintained, the interactions within the levels themselves can be transformed ... without the 
whole system losing its integrity" (Holling, 2001, p. 392). Hierarchic levels may also be 
defined as 'holons' (Laszlo, 1972; Koestler, 1978) to reflect the mutual interactions and 
interdependence between systems and the 'supersystem' in which they are nested, and the 
'subsystems' of which they are comprised. Hierarchical (used interchangeably here with 
holon) systems are particularly capable of re-organizing internally to maintain system 
integrity, despite perturbations generated internally or in the environment (Simon, 1973). 
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Self-organization 
Complex systems are adaptive and self-organizing (Laszlo, 1972; Prigogine & 
Stengers, 1984), whereby their internal structures may reorganize to meet changes in their 
external environment. Self-organization involves external perturbations (Laszlo, 1972; 
Prigogine & Stengers, 1984), inherent system instability (Prigogine & Stengers, 1984; Casti, 
2002), and internal conditions (Ashby, 1962; Laszlo, 1972). The external environment to the 
system generates a constant flux of energy and matter, which the system absorbs and/or to 
which it reacts. However, at times, the external environment may impose forces or 
incremental, yet persistent, perturbations. These external forces or perturbations, together 
with naturally occurring internal fluctuations (i.e. irregularities or instabilities) (Prigogine & 
Stengers, 1984), can build to a certain threshold, above which, the system spontaneously re-
organizes. Therefore, not only is the new, self-organized system defined by the new 
constraints of the external environment, but it is also subject to its 'original' internal 
conditions (Laszlo, 1972; Prigogine & Stengers, 1984). 
Thermodynamics of Open Systems 
Complex, open systems are characteristically hierarchical, self-stabilizing, and self-
organizing, whereby the system's emergent properties are not found in its parts (von 
Bertalanffy, 1968; Laszlo, 1972; Casti, 2002; Macy, 1991). Moreover, the thermodynamic 
processes, i.e. those involving heat, work, and energy in the context of the First and Second 
Laws, of open systems are unique. Unlike closed systems, which typically tend toward 
thermodynamic equilibrium over time, e.g. a tin can will rust, open systems process 
throughput energy to maintain states far from equilibrium with their external environment. 
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Researchers have studied the thermodynamic processes governing complex, open systems in 
both non-living and living systems (e.g. Nicolis & Prigogine, 1989; Kay, 2000; Kauffman, 
2000). 
The following section discusses in more detail the following thermodynamic 
concepts, 1) dissipative structures, 2) entropy, and 3) exergy. 
Dissipative Structures 
Internal structure or organization is essential for open systems to remain in steady-
states far from thermodynamic equilibrium despite the constant influx of energy and matter 
from the system's external environment. For internal structure to emerge in observance of the 
Second Law of Thermodynamics, organization within the system must be counterbalanced 
by energy dissipation, which necessarily must occur in its external environment. Chemist Ilya 
Prigogine, whose work with the thermodynamics of open chemical systems earned him the 
Nobel Prize in 1977, refers to these open systems as 'dissipative structures' (Prigogine et al., 
1977; Prigogine & Stengers, 1984; Nicolis & Prigogine, 1989). As dissipative structures, 
open systems build internal 'structure' by 'dissipating' energy into the external environment. 
Dissipative structures are open systems, which necessarily exist far from 
thermodynamic equilibrium, and, therefore, can become unstable from external or internal 
perturbations. The system undergoes qualitative structural change or 'symmetry breaking' 
when the naturally occurring fluctuations within the system amplify to a critical point, called 
the 'bifurcation point'. Under a threshold defined by the bifurcation point, the integrity of the 
system is maintained as the perturbations are absorbed by the internal structure of the system. 
However, over this threshold, the perturbations accumulate; internal fluxes amplify through 
positive feedback, driving the system farther from equilibrium. When this occurs, the internal 
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structure of the open system spontaneously restructures. The state to which it restructures is 
constrained by the system's internal conditions, its past structures, and its interaction with the 
specific set of perturbations (Prigogine & Stengers, 1984). System dynamics are driven by 
nonlinear processes that are characteristically irreversible and sensitive to initial conditions. 
Take, for example, the affect of an influx of energy on a fluid. As explained by 
Nicolis and Prigogine (1989), heat enters a fluid sitting on a hot plate; it first moves from 
molecule to molecule (conductively). Then, with more energy added to the system, that 
structure destabilizes. Yet, given the right gradient conditions, beyond the bifurcation 
threshold, spontaneous coherent behavior occurs. Called Benard cells, these convection cells 
are structured in coherent patterns - one turning clockwise, the next one counterclockwise, 
and so on (Nicolis & Prigogine, 1989). The new pattern results directly from the influx of 
heat energy, but it is also an inherent outcome of its original internal conditions (Nicolis & 
Prigogine, 1989). With yet more energy to the system, at another bifurcation point, the 
convection cells break down in preference of 'turbulence', a chaotic state (Nicolis & 
Prigogine, 1989). Therefore, resulting from increased energy to the system, each state change 
becomes more dissipative - from random, to structured (i.e. complex), to chaotic. Dissipative 
structures, which may be living, such as a cell, or non-living, such as a heated fluid (Nicolis 
& Prigogine, 1989), or highly complex, such as a society (Adams, 1988) or an ecosystem 
(Kay, 2000), are simultaneously self-organizing and energy-dissipating. 
Entropy 
Dissipative structures, which may be living or non-living, dissipate energy into the 
external environment while at the same time generating structure or organization internally. 
Energy dissipation is defined here as increasing entropy production (Prigogine & Stengers, 
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1984); it is described by Equation 1. The 'entropy' produced to maintain or increase a 
system's organization can be called the 'entropy debt' of system complexity (Dyke, 1988; 
Straussfogel & Becker, 1996). Entropy debt emphasizes the dissipative cost to energy 
gradients and material structure of the external environment incurred at the expense of 
maintaining or increasing system complexity. 
Entropy is degraded energy, which is, ultimately, 'non-consumable' (Salthe, 2007). 
The Second Law dictates that entropy is increasing in the universe, which is assumed to be 
an isolated system, meaning, it is closed to an influx of matter and energy. This means that, 
due to natural processes, the energy of the universe is degrading, i.e. entropy is increasing, 
and that the universe is tending toward thermodynamic equilibrium. While entropy is 
increasing in the universe, open systems appear to defy the Second Law by increasing their 
internal organization, thereby decreasing their entropy. However, the low entropy embodied 
in an open, self-organized system is 'borrowed' from its environment. In a self-organized 
state, an open system performs work in the process of 'building' the internal organization. 
Self-organization occurs because work can be and is performed by the system. Work occurs 
when consumable energy is available to a system capable of utilizing it. When energy is 
utilized, work is performed, and when work is performed, entropy results (Salthe, 2007). 
While the open system eventually returns to equilibrium with its external environment, the 
consumable energy used in and for its self-organization is permanently lost. 
Laszlo (1972) states, "Every system produces entropy relative to time" (p. 44). One 
equation for describing the entropy of an open system is: 
dS = dSe + dS; [1] 
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This equation (Prigogine & Stengers, 1984, p. 118) denotes that, for an open system, the 
overall rate of entropy change (dS) is equated to the sum of entropy flux (dSe) (i.e. from the 
flow of energy to and from the system) and the energy dissipated due to the irreversible 
processes of the system itself (dSj). An irreversible process is one in which an energy 
gradient, once 'consumed' to perform work, can be recreated but cannot be regained. 
When the overall value of entropy of the system (dS) is positive, the system is in a 
state of progressive disorganization e.g. a vacating inner city neighbourhood or a decadent 
forest. When the overall value of entropy of the system (dS) is negative, the system is in a 
state of progressive organization (Laszlo, 1972), e.g. a gentrifing neighbourhood or a 
maturing ecosystem. Again, the overall entropy (dS) of a system is the sum of entropy 
generated by the system internally (dSj), and the entropy generated by the system because of 
the inflow of energy from outside the system (dSe). 
To explain dSe, a system may experience a positive or negative flux of entropy. For 
example, when a system experiences a negative entropy influx, it is building internal 
organization. In other words, the entropy of the open system is decreasing (as energy is 
garnered by the system). Schroedinger (1944) calls this importing 'negentropy'. As explained 
earlier, "[this] does not violate the Second Law of thermodynamics since the decrease in 
entropy within an open system is always offset by the increase of entropy in its 
surroundings" (Laszlo, 1972, p. 44). Alternatively, when the system experiences a positive 
entropy influx, it is losing internal organization. In other words, the entropy of the open 
system is increasing (as energy is flowing back to the environment). Therefore, dSe can be a 
positive or a negative number. 
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To explain dS,, an open system must, by definition, produce entropy via the 
irreversible processes of its internal organization. Therefore, the value of dSj must always be 
positive. This is because the irreversible processes of heat loss, friction, and heat conduction 
are necessary processes of the system. "In other words, d,S [dSJ can only be positive or 
vanish in the absence of irreversible processes" (Prigogine & Stengers, 1984, p. 118). The 
differences in type and amount of dSi entropy production of a system depend upon its 
internal structure and the processes by which it is bound to its surroundings. 
Exergy 
Exergy, from the Greek 'ex' meaning out of and 'ergy' meaning work (Scott, 2003), 
is the energy that is consumed to perform work. In complex open systems, exergy is 
degraded in the performance of work to generate, maintain, and increase internal structure. 
Exergy is the energy that is effectively used by the system. Alternatively, one can say, 
"Exergy is a measure of the quality of energy" (p. 6). Yet, exergy is not synonymous with 
energy. Most fundamentally, while energy is conserved (First Law), exergy is not. Thus, 
while energy does not explain the quality of energy used to perform work, exergy does. 
Therefore, energy at equilibrium does not have exergy and stated reciprocally, exergy cannot 
exist without differences in equilibrium (i.e. gradients relative to the environment) (Scott, 
2003). 
In the performance of work, high quality energy is degraded to lower quality energy; 
systems are not one hundred percent efficient. Scott states, "It was Sadi Carnot who 
discovered Nature's law that there is an upper limit to the fraction of heat that could be 
converted to work even by a perfect machine ... [and] all energy conversion processes -
from nuclear power plants to photosynthesis and metabolism" (Scott, 2003. p. 370). 
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Moreover, exergy degradation is directly proportional to entropy production (Bejan, 2002). 
Exergy degradation is fundamental to the internal structure or organization of open systems 
and to life itself (Bejan, 2002; Kay, 2000). Reciprocally, open system structure or 
organization must have the capacity to extract exergy (Scott, 2003). 
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APPENDIX B - Data preparation 
Appendix B explains in detail the available data considered for this research and the 
actions required to generate the final surrogate data sets for the framework parameters: 
energy throughput, community entropy debt, and community complexity. 
Summary of Available Data 
Identifying the available data involved, a) considering all data sources, b) matching 
available data to the preferred data, and c) selecting data from two points in time. The 
sources for the available data included governments and private consultants. As these sources 
collected their data with different purposes than those stipulated for this research, this section 
explains how their data matched the surrogate measures preferred for this thesis research. 
Available energy throughput data 
Overview of data sources 
The surrogate measures of energy throughput for this research were provided by an 
energy consumption study conducted by SENES Consulting Ltd. (SENES) and authored by 
McEwen and Hrebenyk (2006a), on behalf of the Capital Regional District (CRD) (i.e. the 
regional government), within which the five selected municipalities resided. The SENES 
study compiled energy consumption data from a variety of sources, from estimates based on 
Canada Census data to energy consumption rates retrieved directly from energy providers for 
1995, 2004 and 2012. The SENES energy consumption study (McEwen & Hrebenyk,, 
2006a) was conducted in conjunction with the SENES air emissions study of municipalities 
in the CRD (McEwen & Hrebenyk, 2006b). 
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Matching available to preferred energy throughput data 
More specifically, the study (McEwen & Hrebenyk, 2006a) listed energy 
consumption data from point (i.e. from single and specific), area (i.e. from non-specific), and 
mobile (i.e. from transportation/moving) sources. These data were further attributed to the 
following economic sectors: industrial, commercial, and residential. Although the study did 
not define 'industry' per se, it associated large industrial fixed facilities with point source 
emissions (McEwen & Hrebenyk, 2006b, p. 1). This thesis research assumed that roughly the 
same industrial facilities were represented in the energy consumption data as were 
represented in the air emissions data. This was a reasonable assumption, as relatively few 
industries existed in the CRD in 1995 and 2004 (McEwen & Hrebenyk, 2006a). Likewise, 
although the SENES study did not formally define 'commercial', it specified that any source 
of emission or energy consumption that could not be attributed to a fixed point was 
considered an area source emission (2006b, p. 2). Forms of energy inventoried were: hydro-
electricity, fossil fuels, and wood fibre (McEwen & Hrebenyk, 2006a). Both emissions and 
energy consumption data focused on transportation, building space heating, and landfill 
activities (McEwen & Hrebenyk, 2006a; 2006b). The landfill data were omitted at the outset 
since solid wastes were collected from a circumscribed region with no means to apportion the 
data to the municipalities. 
The energy consumption inventories (McEwen & Hrebenyk, 2006a; 2006b) were 
compiled for the year 2004, and, typically, from consumption rates supplied by the energy 
providers. In the absence of actual energy consumption data, the authors estimated 
consumption rates. For example, energy consumption rates for the year 1995 were often 
estimated. Starting with regional totals (i.e. actual or estimated) the authors often applied 
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'allocation ratios', which was based on a surrogate means of apportioning the municipal data. 
The apportioning surrogates used for the inventory included numbers of individuals (i.e. 
municipal population size), dwelling types, and number of kilometers travelled. For the 
purposes of the inventory report, data were also forecasted to the year 2012; however, the 
forecasted data were not considered in this research, as they were the least reliable of the 
inventory data. The backcast 1995 data was used in this research to provide a second data 
point in time, which was necessary in order to reveal changes in energy consumption (and 
community entropy debt) over time. While this research necessarily pursued an 
understanding of the methods employed by SENES to construct the energy and emissions 
data used, the accuracy of SENES's data (McEwen & Hrebenyk, 2006a; 2006b) were not 
audited. 
In summary, the SENES inventory (McEwen & Hreenyk, 2006a) provided data for 
hydro-electric, fossil fuel, and wood fiber energy consumption, which matched the preferred 
data set (i.e. hydro-electricity, fossil fuel and wood fiber) for the framework parameter, 
energy throughput. Moreover, data was selected for the year 1995 and 2004. 
Available community entropy debt data 
Overview of data types considered 
Environmental data were available from different levels of government (i.e. regional, 
provincial, federal) and their departments (e.g. BC Ministry of Environment, Environment 
Canada) as per regulatory requirements under British Columbia's Environmental 
Management Act, 2004 and Canada's Canadian Environmental Protection Act, 1999. These 
data were either estimated or direct measures. Estimated measures included sample (e.g. 
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collected in the natural environment, such as air emissions), estimated (e.g. using emissions 
factors), or reported (e.g. permitted) data. Direct measures included such measures as loss of 
hectares of ecosystems over time. 
More specifically, sample-data estimating quantities of ambient pollutant types, could 
not be attributed to a specific municipality and, therefore, could not be used in this research. 
Emissions factors, another method used to estimate air emissions, are estimated average 
masses of air emissions associated with a given unit of activity (e.g. litre of fuel burned, 
number of cattle raised) (USEPA, 2008). Emission factors have been developed to facilitate 
estimations of emissions over large areas, such as regions, provinces, and countries (USEPA, 
1995; GVRD, 2002). Providing that environmental data derived from emissions factors were 
estimated consistently for each activity per municipality, they were considered for this thesis 
research. Reported data, such as those required by provincial or federal legislation to be 
reported or require a permit were also considered. Notably, permitted emissions data were 
somewhat problematic to use as surrogate measures of community entropy debt since 
industrial emitters may have emitted more or less of the amount for which they had been 
permitted. 
Regarding direct measures of anthropogenic environmental degradation, these were 
less common; however, they did exist. For example, data regarding the number of hectares of 
sensitive ecosystems lost over a period of time or the tonnes of waste generated per year were 
considered. 
Overview of data sources 
Surrogate measures of energy throughput for this research were provided by, a) the 
National Pollutant Release Inventory (NPRI), an emissions reporting program administered 
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(and required) by Environment Canada, a jurisdictional body of the Government of Canada, 
b) the BC Ministry of Environment (BCE), a jurisdictional body of the Province of British 
Columbia, c) SENES Consulting Ltd. (SENES), and d) AXYS Environmental Consulting 
Ltd. (AXYS). Other data were available, but were not suitable for the purpose of this 
research. The extent to which the data from these sources matched the preferred data is 
discussed in more detail in the following section. 
Matching available to preferred community entropy debt data 
More specifically, the NPRI required certain point source industries, that is, those 
defined according to annual working-hours and use of substance-type, to report their 
emissions within set limits (EC, 2007a). The NPRI was not a voluntary program as legislated 
according to the Canadian Environmental Protection Act, 1999 (CEPA 1999), subsection 
46(1). This source (i.e. NPRI) provided this research with reported emission amounts from 
point source facilities within the selected municipalities that were required to report 
emissions. These data were largely heavy metals and human-made substances. The heavy 
metals for which there was available data that overlapped with Azar et al.'s (1996) indicators 
of substances that were accumulating unsustainably in the ecosphere included, cadmium, 
lead, copper, and mercury. However, other metals and human-made substances reported to 
the NPRI were also assumed to be accumulating in the ecosphere unsustainably. 
The BC Ministry of Environment (BCE) required emitters to apply for emissions 
permits, within the prohibitions and standards of the Waste Discharge Regulation (WDR) 
and the Hazardous Waste Regulation (HWR) given by the Environmental Management Act, 
2004 (BCEMA, 2004). Permits were required for air, effluent, and refuse waste (BC 
Environment, 2007) of substance types defined in Schedule 1 of the WDR (July 8, 2004). 
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This research requested all permit application data from the BCE's Permit Administration 
System (WASTE database) of the Environmental Management Branch (Business Services) 
for the five communities under investigation. It did so for the years 1995 and 2004. This 
research assumed that all permit holders were point source emitters. This source (i.e. BCE) 
provided this research with air, water, and land emissions data from point sources. These data 
largely represented criteria air contaminants and heavy metals. 
SENES completed an air emissions inventory (McEwen & Hrebenyk, 2006b), together 
with the previously discussed energy consumption inventory (McEwen & Hrebenyk, 2006a), 
for the Capital Regional District. This study (McEwen & Hrebenyk, 2006b) collated point 
(i.e. from single and specific sources), area (i.e. from non-specific sources), and mobile (i.e. 
from transportation/moving sources) criteria air contaminants and greenhouse gas emissions 
data as per the guidelines of the Partners for Climate Protection Program (PCPP) of the 
Federation of Canadian Municipalities (FCM, 2008). The emissions inventory (McEwen & 
Hrebenyk, 2006b) provided data for substances (i.e. criteria air contaminants - CACs and 
greenhouse gases - GHGs) that overlapped with those substances Azar et al. (1996) 
calculated were accumulating unsustainably world-wide. The contaminants that overlapped 
were: C02 , CH4, N 2 0 (i.e. GHGs) and NOx, NH3, SOx, and VOC (i.e. CACs). Yet, some 
assumptions were made. Although NH3 was said to be accumulating in the technosphere 
(meaning, within society), but not yet in the ecosphere (Azar et al., 1996, p. 97), this research 
included this substance in the list of surrogate measures of community entropy debt. It did so 
because it assumed that this substance would eventually leak into and accumulate in the 
ecosphere. Additionally, VOCs refer to a rather large category of volatile organic 
compounds, many of which are naturally occurring in the environment and some of which 
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are human-made substances. Therefore, this research assumed that all anthropogenic VOCs 
reported as criteria air contaminants also represented those contaminants that contribute to 
anthropogenic environmental degradation. The SENES air emissions inventory provided this 
research with comparable criteria air contaminant and greenhouses gas emissions data from 
point, area, and mobile sources for each of the selected municipalities. 
Finally, AXYS generated an inventory of hectares of sensitive ecosystems on eastern 
Vancouver Island from 1992 to 2002. It further calculated the area of these ecosystems that 
were lost due to population growth and economic development. It provided data for the 
Capital Regional District and its municipalities. This source (i.e. AXYS) provided this 
research with loss of sensitive ecosystem data. 
Other data were available, but were not suitable for this research. Suitable data could 
not be retrieved for water emissions (area or mobile) through the Capital Regional District's 
(CRD) storm sewer data collection program. The sample collection methods were neither 
consistently collected nor municipal-specific. All other available emissions data (i.e. BCE's 
Environmental Monitoring System (EMS)) represented ambient sample data that could not 
be attributed to any specific municipality. Additionally, consumer waste data could not 
reliably be allocated to each municipality; therefore, they were not used (CRD, 2004). 
Finally, the CRD required permits for contaminants listed in the Environmental Management 
Act that were emitted at a volume lower than the standard set under the provincial HWR 
(CRD, 2006). However, the CRD did not permit specifically for each substance type, nor 
were the data publically available; therefore, these data could not be used for this research. 
In summary, the available community entropy debt data did not match all the data of 
its preferred set. The preferred data set consisted of loss of ecosystem productivity and air, 
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water, and land emissions from point, area, and mobile sources as guided by Azar et al. 
(1996) indicators of sustainability. Yet, the available data consisted of air (point, area, mobile 
sources), water (point source), and land (point source emissions). Furthermore the 
sustainability indicators (Azar et al., 1996) included natural and human-made substances 
accumulating in the ecosphere at rates greater than their natural flows. The available data that 
overlapped the preferred data were criteria air contaminants, heavy metals, and human-made 
substances. Of these substances, data were relatively abundant for criteria air contaminants 
and greenhouse gases. By contrast, the available data were limited for metals and human-
made substances. Loss of ecosystem productivity was represented with SEI data. 
Available community complexity data 
Community complexity data were provided by Statistics Canada and British 
Columbia Statistics. Municipal websites provided historical information about the selected 
community systems. 
Statistics Canada provided this research with consistently collected socio-economic 
and community profile data for each of the municipalities comprising the community systems 
under investigation in this research. Moreover, these data were collected for 1996 and 2001. 
While Census data were collected using consistent methods from one census period to 
another, some changes occurred in the categories within which the data are collected from 
one Census to the next. For example, industrial classification sectors changed from the 1996 
Canada Census to the 2001 Canada Census. 
Other data sources included BC Stats and municipal websites. BC Stats data were 
used in this research; however, their use was limited as some of their municipal data were 
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agglomerated. Capital Regional District and the individual municipal websites provided this 
research with historical information, such as incorporation dates. 
In summary, the socio-economic and community profile statistics provided by 
Statistics Canada and BC Stats matched the preferred community complexity data. It did so 
by providing, a) social, economic, and demographic descriptive statistics to describe 
municipal populations, b) commuting trends to describe municipal population activities, c) 
types of dwellings and length of roadways to describe infrastructure, and d) labour force 
composition to estimate municipal descriptions, such as economic structure. Additionally, 
these data were available for the years 1996 and 2001. 
Summary of Final Data 
Compiling the final data sets involved, a) improving the available data to meet the 
data selection criteria, if and where possible, and b) considering assumptions regarding the 
available data, which included estimating the non-basic economic activities per sector and 
applying it, as a multiplier, to the final data. 
Establishing the final data from the available data involved considering the data 
selection criteria, as given, to be 1) municipal-specific (so that the data were comparable), 2) 
indicative of 'societal activities', 3) consistently collected for all selected communities, and 
4) consistent with the theoretical principles associated with the model parameters. Data were 
accepted, omitted, or improved. Furthermore, establishing the final data from the available 
data involved considering the assumptions regarding the data. At the outset, it was assumed 
that a) all residential activities were community system serving, and b) commercial and 
industrial activities serving the community systems could be estimated using percentages of 
the non-basic (i.e. for local demand) versus the basic (i.e. for export) sectors of the municipal 
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economies (Table C2). 
Energy throughput data - actions required 
McEwen and Hrebenyk (2006a) collated hydro-electricity, natural gas, light fuel oil, 
and LPG (liquid petroleum gas) usage data for the 13 municipalities in the CRD for 
industrial, commercial, and residential building space-heating. Additionally, the authors 
collated fossil fuel usage data for vehicular transportation. They collated these data from a 
variety of sources discussed further in the following subsections, a) building space-heating, 
b) transportation and, c) other. As the authors collated energy consumption data with the 
intention of providing municipal estimates, and, further, in the absence of auditing the data 
collection methods, it was assumed that all the data were consistently collected. Detailed 
energy throughput data are found in the Appendix C in Table C3 and Table C4. 
Building space-heating 
For hydro-electricity consumption, the authors reported that BC Hydro supplied 
municipal-specific direct electricity consumption data for building space heating for the years 
1995 and 2004 (McEwen & Hrebenyk, 2006a, p. 5). Therefore, no action was required for 
the hydro-electricity building space-heating data. Both 1995 and 2004 data were direct 
measures. Moreover, they were municipal-specific and were indicative of human activities. 
For natural gas consumption, Terasen Gas supplied municipal-specific natural gas 
consumption data for building space heating for 2004 only. However, the authors estimated 
natural gas consumption for the CRD for the year 1995 based on year 2000 consumption 
rates and anecdotal information from Terasen Gas, as records for 1995 were not available 
(2006a, p. 5). The authors estimated 1995 natural gas consumption rates, per municipality, by 
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using the same ratios of natural gas rates consumed, per municipality, in 2004. This required 
the assumption that, although access to natural gas was limited in the CRD in 1995, natural 
gas was equally available to all municipalities. In a telephone conversation with H. Mertins, 
Business Development Manager, Terasen Gas stated that it was likely that, by 1995, all 
municipalities in the CRD had access to natural gas since main pipelines were being installed 
to large institutional customers from 1990 to 1993 (personal communication, February 21, 
2008). Therefore, no action was required for the natural gas building space-heating data as 
2004 data were direct measures, 1995 data were reasonably estimated, and all data were 
municipal-specific and indicative of human activities. 
For light fuel oil consumption, the authors reported that actual light fuel oil 
consumption rates for building space heating of CRD municipalities were not available from 
suppliers (McEwen and Hrebenyk, 2006a). As such, the authors, first, estimated 2004 
consumption rates for the CRD as a whole from, a household survey conducted by Natural 
Resources Canada (NRCan) in 2003, dwelling types likely to be using fuel oil in the CRD 
from Statistics Canada (2001), and an average consumption rate provided by Terasen Gas 
(2006b, p. 45). Light fuel oil consumption was further estimated for 1995 from discussions 
with energy providers, who estimated that 75 percent of households using natural gas in 2004 
were using light fuel oil in 1995 (p. 7). Second, the authors allocated the total light fuel oil 
consumption for the CRD for 2004 and 1995 to the municipalities by population. It was 
assumed that apartment dwellings were not heated with light fuel oil (p. 6) and that there 
were no significant commercial and industrial light fuel oil consumers for building space-
heating (p. 5). While this thesis research considered light fuel oil consumption rates for the 
CRD in 2004 and 1995 to have been reasonably estimated, the rates were not adequately 
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municipal-specific because municipal rates were allocated based on housing types general to 
the CRD. Therefore, the action required for the building space-heating light fuel oil 
consumption data was to determine the municipal-specific breakdown of light fuel oil 
consumption using housing-type data per municipality in lieu of housing-type data per CRD 
allocated by municipal populations. Table C5: Estimated residential fuel oil consumed (GJ) 
per municipality: 1995, 2004, calculated fuel oil consumption rates per municipality by a) 
removing the apartments from dwelling totals per municipality, b) multiplying these dwelling 
totals by the estimated percentage likely to be heated by fuel oil (i.e. 47%, from McEwen and 
Hrebenyk, 2006a, p. 6), which generated a new allocation ratio specific to dwellings likely to 
be heated by light fuel oil per municipality and, d) applying the revised allocation ratio to the 
five municipalities. 
For LPG, the authors reported that actual LPG consumption rates for building space-
heating in the CRD were not available from energy providers (McEwen & Hrebenyk, 2006a). 
As such, the authors estimated LPG consumption data for residential space heating using data 
from the 2000 British Columbia emissions inventory (Wakelin & Rensing, 2004). Again, it 
was assumed that LPG use for commercial and industrial space heating was negligible 
(2006a). However, the LPG consumption totals for the CRD were allocated to each 
municipality in 1995 and 2004 by population (p. 5). Therefore, the action required for these 
data was to omit them in the absence of a municipal-specific apportioning surrogate. 
For wood fiber consumption, the authors reported that consumption rates in the CRD 
were estimated using a study conducted by BC Environment (BCMWLP, 2005). The data for 
the CRD were then allocated to each municipality/electoral district using a ratio based on 
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population (p. 7). Therefore, the action required for these data was to omit them in the 
absence of a municipal-specific apportioning surrogate. 
Finally, the authors converted all energy consumption data to gigajoule base units 
using conversion factors published in the U.S. Environmental Protection Agency (USEPA) 
AP-42, Fifth Edition: Compilation of Air Pollutant Emission Factors (USEPA, 1995). The 
conversion factors (2006a, p. 4) allowed data with different based units to be reported with a 
common base unit. 
Transportation 
For vehicular fossil fuel consumption, McEwen and Hrebenyk (2006b) reported that 
consumption rates in the CRD were estimated with vehicle distances traveled in each 
municipality provided by the Capital Regional District in 2001, fuel tax receipts provided by 
the Province of British Columbia (p. 50) for 1996 and 2004, and the USEPA MOBILE 
model. McEwen and Hrebenyk (2006a) estimated vehicle kilometers traveled from fuel 
consumption from fuel tax receipts and compared these data with the results of the MOBILE 
model and the CRD's traffic simulation model called EMME/2 with 2001 traffic volumes, 
including the results of a household survey of vehicle use on local roadways, provided by the 
Capital Regional District. Of note, the CRD's traffic simulation model (EMME/2) accounted 
for municipal differences in distance and types of routes: arterial and collector routes and 
minor streets (2006b, p. 55). Moreover, fuel tax receipts accounted for differences in fuel 
efficiency (2006a, p. 10). However, this research assumed that vehicles with high fuel 
efficiency (i.e. hybrids, Smart cars) were not widely used in the CRD in 1995 or 2004 as did 
the authors (McEwen & Hrebenyk, 2006a). Also of note, travel along provincial highways 
was omitted from the municipal vehicle transportation data; it was assumed that local routes 
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more accurately represented travel of municipal populations (McEwen & Hrebenyk, 2006a). 
Therefore, no action was required for the transportation fossil fuel consumption for 2004 and 
1995. The data were reasonably estimated, municipal-specific, and indicative of human 
activities. 
No public data were available for fossil fuel consumption for air and marine traffic in 
the CRD. Moreover, communications with P. Connolly, Community Relations Coordinator, 
Victoria Airport Authority (personal communication, February 21, 2008) confirmed a lack of 
air travel data attributable to individuals according to their origin of residence. Similarly, no 
public data were available for attributing marine fossil fuel use to any particular municipal 
populations. Therefore, this research omitted aircraft and marine fossil fuel consumption 
data. 
Other 
For hydro-electricity consumption of street lighting per municipality, McEwen and 
Hrebenyk (2006a) reported that consumption rates were retrieved from BC Hydro for 1996 
and 2004 per municipality. Therefore, no action was required for the street lighting data. 
Estimating community system portion of energy throughput 
Only those energy consumption data that could be attributed to the self-reproduction 
of the selected community systems (i.e. they were community system serving) were to be 
included in the total energy throughput data sets. This included activities occurring inside the 
municipal boundaries associated with the larger socio-political superstructure. Yet, CRD, 
provincial, and federal building space-heating data were not discernable in the available 
space-heating data. Therefore, these data remained in the energy consumption totals. 
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Community system serving energy consumption associated with transportation was estimated 
by omitting energy use from traffic travelling on provincial highways. The community 
system serving potion of activities associated with commercial and industrial enterprises 
were estimated using percentages of the non-basic (i.e. for local demand) versus the basic 
(i.e. for export) sectors of the economy. 
Estimates of the non-basic sector of the economy was derived from anecdotal 
information provided by the Greater Victoria Development Agency (GVDA)6. The GVDA 
provided estimates of percentage contribution to the local economy for the main economic 
sectors of the economy in the CRD. These included mining, forestry, agriculture, 
manufacturing, utilities, transport and storage, services and advanced technology. This 
research further grouped these sectors under the larger economic sectors of commercial and 
industrial and averaged their estimated non-basic sector contribution to the local economy. 
The average estimated non-basic sector activities were: industrial sector (10%) and 
commercial sector (70%). The percentage of activities of the residential sector with 
community system serving activities was assumed to be 100% (see Table C2). These 
percentages (i.e. non-basic multiplier) were applied to the energy consumption data (see 
Table C3 and C4) to establish the final energy consumption data used in this research. 
No data were available to this research regarding community system serving activities 
occurring outside the municipalities, e.g. hydro-electricity used by an entrepreneur on 
business in another part of Vancouver Is. 
6 Personal communication with S. Angus, Economic Development Officer, March 8, 2008. 
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Community entropy debt data - actions required 
Of the available data that met the theoretical requirements of the framework 
parameters, point source data were collated from the NPRI (i.e. reported) and the BCE (i.e. 
permitted). Area and mobile source emissions were collated in an air emissions study 
conducted by McEwen and Hrebenyk (2006b) (SENES). As each data source involved 
different issues requiring different actions to meet the data selection criteria of this research, 
the data were addressed by source, a) point source: NPRI and BCE, b) area source: SENES, 
and c) mobile source: SENES. 
Point source: NPRI & BC Environment (Land, water, air) 
As the National Pollutant Release Inventory (NPRI) and British Columbia's Ministry 
of Environment (BCE) Permit Administration System (WASTE database) were driven by 
different legislations, the Canadian Environmental Protection Act, 1999 and British 
Columbia's Environmental Management Act, 2004 respectively, it was possible that facilities 
reporting pollutants to the NPRI were also requesting permits from the BCE. Therefore, the 
action required here involved checking data from both sources to ensure no data overlapped. 
This was completed by comparing the names and addresses of facilities reporting to the 
NPRI and with those housed within the WASTE database (i.e. BCE). 
The NPRI's list of reportable substances and, therefore, the number of facilities that 
were required to report, grew substantially since 2002 (EC, 2006). Therefore, the action 
required here involved searching the NPRI for changes to the reporting standards required of 
substances in 1995 as in 2004 (EC, 2007b). This involved omitting reported data of 
substances whose reporting standards changed between 1994 and 2004. This action is 
detailed in Table C8. 
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Permitted point source emissions data were retrieved from BCE's Permit 
Administration System (WASTE database). The action required here involved sorting the 
permit data per municipality per year (i.e. 1995 and 2004) and further sorting the data by 
substance type. This action is detailed in Table C9. 
Criteria air contaminants, greenhouse gas, metals, and other substances were grouped 
and then summed, per municipality. The non-basic multiplier was applied to the total 
emissions as shown in Table C6 and C7 (i.e. 0.1 for industrial sector point source emissions). 
The extent to which these permitted and reported data accurately measured actual point 
source emissions within each of the municipalities was clearly limited; however, the methods 
with which they were generated and assigned to each municipality were consistent and 
municipal-specific. Moreover, the data indicated human activities (i.e. 'societal activities'), 
and were, therefore, attributable to each municipality, as opposed to indicating the state of 
the environment, which could not. 
Area source: SENES (air) 
The study conducted in the Capital Regional District of air emissions (CACs and 
GHGs) by SENES Environmental Consultants Ltd. (McEwen & Hrebenyk, 2006b) was the 
source of area and mobile data for this research. Area source emissions represented all those 
emissions generated by societal activities, which were not mobile, and which could or were 
not measured from any one point source. 
McEwen and Hrebenyk (2006b) used emission factors to estimate municipal area 
source air emissions of the CRD for these activities: agricultural, outdoor burning, space 
heating, landfill, and commercial activities (2006b, p. 10). McEwen and Hrebenyk (2006b) 
determined area source emissions in the CRD in 2004 using emission factors presumed to be 
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correct. The authors estimated the 1995 area source emissions by reducing the 2004 
emissions by the same fraction as the change in population in the CRD from 2004 to 1995. 
McEwen and Hrebenyk (2006b) further estimated regional differences in air emissions by 
allocating the estimated air emissions for the CRD as a whole to each municipality using 
differences in population, area in farmland (McEwen & Hrebenyk, 2006b, p. 8), or 
number/type of dwellings. However, of these methods, the authors often relied on municipal 
populations allocate regional emissions to each municipality. This was evident in Table C10, 
which shows the municipal allocation method used to distribute the estimated regional air 
emission. Therefore, the action required here was to, where possible, reallocate any area 
source emissions using a method other than population. 
For agricultural activities and the corresponding air emissions estimates, the authors 
(McEwen & Hrebenyk, 2006b) allocated regional emissions totals to the CRD municipalities 
by applying a ratio of hectares of land within the Agriculture Land Reserve (ALR) per 
municipality to all ALR lands within the CRD. This ratio was applied to the estimated 
regional total. Therefore, no action was required here. 
For incineration and backyard burning, propane and wood consumption (for building 
space-heating), and commercial activities, including bulk gasoline storage, asphalt 
production, and solvent evaporation, the authors allocated regional total to each municipality 
in the CRD using populations. No other method was reasonably available to this research 
project to allow for the basis of some other allocation ratio. Therefore, the action required 
here was to omit these data. 
For light fuel oil consumption and commercial activities including, bakeries, dry 
cleaning, metal degreasing, surface coating, and printing inks, the authors allocated regional 
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totals of corresponding emissions to each municipality in the CRD using municipal 
populations. Therefore, the required action here was to reallocate the air emissions based on 
these activities using another method than population. The revised method of allocating air 
emissions from light fuel oil consumption (for building space-heating) to each municipality 
based on dwelling-type is detailed in Table C5. The revised method of allocating air 
emissions from commercial activities was derived from the number and location of business 
enterprises likely to be engaged in the activity. For bakeries, enterprises engaged in baking 
per municipality per CRD generated a ratio (# municipal bakeries: all CRD bakeries), which 
was then applied to the CRD air emissions corresponding with bakeries. This exercise was 
repeated so as to reallocate dry cleaning emissions using a ratio based on dry cleaning 
businesses (# dry cleaners per municipality: all CRD dry cleaners), metal degreasing 
emissions based on car wash businesses, surface coating emissions based on auto body 
businesses, and printing ink emissions based on printer businesses. The results are 
summarized in Table CI 1. 
Estimates of criteria air contaminants and greenhouse gases emitted by area sources 
in the municipalities of this thesis research are summarized in Table C6 and C7. The 
estimated non-basic multiplier was applied to each emissions category (i.e. CAC, GHG) per 
sector type relevant to area source emissions (i.e. commercial, residential). As such, an 
estimated non-basic multiplier of 0.7 for commercial, and 1.0 for residential activities would 
apply to their emissions. The area source calculations are expanded in Table C12 and Table 
CI3. Again, the extent to which the estimated area source emissions accurately measured all 
actual point source emissions within each of the municipalities was limited; however, the 
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methods with which they were generated and assigned to each municipality were consistent, 
municipal-specific, and the data indicated societal activities. 
Mobile source: SENES (air) 
The study conducted in the Capital Regional District of air emissions (CACs and 
GHGs) by SENES Environmental Consultants Ltd. (McEwen & Hrebenyk, 2006b) provided 
the source mobile data for this research. The authors generated air emissions data for aircraft, 
marine, non-road (i.e. small engines), and automobiles using a modeling tool called MOBILE 
6.2C. This modeling tool estimated mobile emissions using emissions factors associated with 
mobile type. Rail emissions were not available to this research. 
For aircraft emissions, the authors (McEwen & Hrebenyk, 2006b) generated 
reasonable regional estimate of air emissions from aircraft activities for the Victoria 
International Airport and the Victoria Harbour. However, this research found no means to 
allocate these emissions to each municipality. Therefore, these data were omitted. 
For marine traffic, the authors (McEwen & Hrebenyk, 2006b) compiled estimated air 
emissions data of passenger ferries and ocean-going, commercial vessels (e.g. fishing), and 
recreational vessels (p. 23). Although it was possible for this thesis research to extract marine 
activities more likely to be associated with municipal populations, for example, to separate 
recreational and passenger marine activities from ocean-going vessel activities, no adequate 
method of allocating these data to the populations of the municipalities was readily available 
to this thesis research. Therefore, these data were also omitted. 
For non-road activity emissions, the authors (McEwen & Hrebenyk, 2006b) generated 
municipal-specific air emissions estimates of agricultural vehicles and airport, commercial, 
lawn-care, recreational and industrial equipment. Regional CRD estimates were calculated 
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using another emissions model, similar to the MOBILE 6.2C, called USEPA NONROAD (p. 
25). The authors used a variety of methods to allocate regional CRD estimates to each 
municipality. For example, air emissions from agricultural vehicles were allocated to the 
municipalities using a ratio based on the fraction of hectares of land in the ALR. 
Additionally, housing starts in the CRD were used to estimate commercial construction 
equipment use. However, for all other equipment types, population was used to allocate these 
emissions. A breakdown of these data and their allocation ratios were not available. 
Therefore, this thesis research omitted these non road air emissions. 
For motor vehicle activity emissions in 2004, the authors (McEwen & Hrebenyk, 
2006b) generated reasonable estimates of municipal-specific data (explained in detail in 
subsection Transportation of section Energy throughput data — actions required). Of note, 
the authors omitted from their estimates vehicle traffic on provincial highways to isolate 
'local' municipal traffic from 'through' traffic. This required the assumption that local traffic 
did not regularly frequent the provincial highway for local travel. Details of estimated mobile 
air emissions associated with municipal populations are found in Table C6 and CI. It should 
be noted that the authors (McEwen & Hrebenyk, 2006b) reasonably estimated 1995 motor 
vehicle data; however, it was unclear from the methods the authors used how these data were 
allocated to the municipalities (p. 14). Therefore, the action required for these data involved 
calculating a ratio of allocation based on 2001 traffic volumes (municipal traffic volume: 




From the study, Redigitizing of Sensitive Ecosystems Inventory Polygons to Exclude 
Disturbed Areas (AXYS, 2005), the authors compared air photos taken in 2002 of eastern 
Vancouver Island to those taken from 1990 to 1992. The purpose of comparing air photos 
was to establish, in hectares, loss of sensitive ecosystems. The ecosystems deemed to be 
sensitive was part of an initial study that was conducted in the CRD and funded by provincial 
and federal governments, over a five-year period from 1993 to 1997. This initial inventory 
established seven ecologically sensitive ecosystems: wetland, riparian, older forest, 
woodland, terrestrial herbaceous, sparsely vegetated, and coastal bluff ecosystems (p. i). By 
digitizing 1992 sensitive ecosystems, meaning, by establishing their initial area using 
computer-based software, it was possible for the authors to calculate their loss by redigitizing 
them a decade later. This involved calculating the difference in area per sensitive ecosystem 
type per municipality. As these data were municipal-specific, no action was required. These 
data are summarized in Table CI 4: Loss of Sensitive Ecosystems, 1992-2002. 
Estimating community portion of community entropy debt 
Only those emissions and loss of ecosystems data that could be attributed to the self-
reproduction of the selected community systems (i.e. they were community system serving) 
were to be included in the total community entropy debt data sets. Yet, emissions associated 
with building space-heating of CRD, provincial, and federal buildings could not be removed 
from the data. Moreover, emissions and losses to ecosystem productivity associated with 
community serving activities, but which occurred outside the municipalities, were not 
included in the community entropy debt surrogate data. Emissions from fossil fuel 
consumption on provincial highways were omitted to better estimate community system 
175 
serving transportation activities. This requires the assumption that traffic on local routes 
represented patterns of municipal population activities. However, the emissions estimated to 
contribute to community system self-reproduction were estimated using a non-basic 
multiplier calculated (see Table C2) for the industrial (point source; multiplier 0.1), 
commercial (area source; multiplier, 0.7), and residential (residential space-heating, mobile 
source; multiplier 1.0) economic sectors. The multipliers were applied to the emissions data 
and are reflected in the final community entropy debt data tables. 
Community complexity data -actions required 
Tables of descriptive statistics were compiled of population (i.e. density, 
demographic, income, housing structure), population activities (i.e. commuting patterns), 
infrastructure (i.e. roads), and economic structure (i.e. labour force composition) of the 
selected municipalities. These data were consistently collected and municipal specific, 
therefore, no actions were required. In addition, percentage change over time from 1996 to 
2001, are shown. These are tabled in Appendix C as Tables CI5 to C22. 
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APPENDIX C - Data tables 
Table CI 
Capital Regional District municipalities and electoral areas 
Municipality (DM) Electoral Area (EA) 
Cen t ra l Saan i ch ( C - S a a n ) Salt Spring Is. (Capital F) 
C o l w o o d South Gulf Is. (Capital G) 
E s q u i m a l t Juan de Fuca (Capital H, Part 1 and 2) 
Highlands 






Sooke (Capital Subdivision C 
prior to 1999) 
Victoria 
View Royal 
Note. Brackets contain names designated by Statistics Canada. From "Capital 
Regional District Air Contaminant Emissions Inventory for 2004," by B. McEwen 
and D. Hrebenyk, 2006, Prepared for the Capital Regional District by SENES 
Consulting Ltd. (Available from the Capital Regional District, 625 Fisgard St., 
Victoria BC, V9W 2S5). 
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Table CIO 
Estimate of non-basic economic activities per sector 




activities aEst. Basic activities (%) 
bIndustrial sector 10 90 
Mining negligible negligible 
Forestry negligible negligible 
Manufacturing 10 90 
bCommercial sector 70 30 
Agriculture 85 15 
Fishing 30 70 
Utilities 100 0 
Transport and Storage 100 0 
Services 100 0 
Adv. Technology 2 98 
bResidential sector 100 O 
Note. Estimates of non-basic activities as per personal communication with S. Angus, Greater 
Victoria Development Agency, March 8, 2008. These were further estimated to non-basic activities 
per sector. The breakdown of economic sectors into 'industrial' and 'commercial' are also 
estimates. Commercial enterprises do not comprise a 'residential' sector; however, this sector is 
listed here to provide this thesis research with an estimate that 100% of residential activities (i.e. 



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Estimated residential fuel oil consumed (GJ) per municipality: 1995, 2004 
Municipality aApartm't aTotal bEst. Allocation Est. Est. 
in (%) of dwellings dwellings ratio of est. residential residential 
total without using # dwellings fuel oil fuel oil 
dwellings apt's (#) fuel oil using fuel oil consumed consumed 
(#) per (GJ), 1995 (GJ), 2004 
municipality 
C - Saanich 9 5,400 2,538 0.05469945 217,697 163,864 
Colwood 5 4,610 2,167 0.04670359 185,874 139,910 
Esquimalt 47 3,975 1,868 0.04025949 160,228 120,606 
Langford 5 6,725 3,161 0.06812647 271,135 204,087 
Oak Bay 26 5,695 2,677 0.05769521 229,620 172,838 
CRD Total 30 98,720 46,399 1 c3,979,873 c2,995,710 
(13 DM & 3 
EA's) 
Note. Total dwellings per municipality minus apartments are multiplied by 0.47 (estimated total of 
dwellings in the CRD using light fuel oil), provided by SENES, to calculate a ratio of estimated 
dwellings using fuel oil, per municipality in the CRD. The allocation ratio is applied to ctotal fuel oil 
consumption data provided by SENES Consulting Ltd. (p. 9), to generate light fuel oil consumption 
in 2004 and 1995, per municipality. aFrom "Profile of Marital Status, Common-law Status, Families, 
Dwellings and Households, 2001 Census," Statistics Canada, 2002, Released October 22, 2002. 
Statistics Canada Catalogue no. 95F0487XCB2001001. Retrieved on February 14, 2008 from 
http://wwwl2.statcan.ca/english/Profil01/CP01/Index.cfm?Lang=. b ' c From "Greenhouse gas and 
energy use inventory for the Capital Region 2004," by B. McEwen & D. Hrebenyk, 2006, Prepared 






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Activity type, municipal allocation method for associated air emissions, and action required 
Year: 1995/2004 Municipal allocation 
Selected CRD activities: Area source aMethod Required action 
Agricultural treatments - comm. ALR None 
Tilling soil - comm. ALR None 
Land clearing - comm. ALR None 
Agricultural burning - comm. ALR None 
Animal husbandry - comm. ALR None 
Wind erosion (agricult'l) - comm. ALR None 
Inciner. & backyard burning - res. Population / Omit 
Natural Gas - res. Energy provider None 
Natural Gas - comm. Energy provider None 
Light fuel oil - res. Population Reallocate as per Table C3 
Propane - comm. Population , : Omit 
Propane - res. Population Omit 
Fireplace; adv. tech. - res. Population Omit 
Fireplace; conventional - res. Population Omit 
Central furnace/boiler- res. Population Omit 
Fireplace insert, catalytic - res. Population Omit 
Woodstoves - res. Population Omit 
Bulk gasoline- comm. Population Omit 
Asphalt - comm. Population Omit 
Bakeries - comm. Population Reallocate as per Table C l l 
Solvent evaporation - comm. Population Omit 
Dry cleaning - comm. Population Reallocate as per Table C l l 
Glues, adhesives, sealants - comm. Population Omit 
Metal degreasing - comm. Population Reallocate as per Table C l l 
Surface coatings - comm. Population Reallocate as per Table C l l 
Printing inks - comm. Population Reallocate as per Table C l l 
Note. a Allocation method provided from personal communication with B. McEwen, January 24, 
2008. Shaded cells highlight the area source activities allocated by population. Adapted from 
"Capital Regional District Air Contaminant Emission Inventory for 2004" by B. McEwen and B. 









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































APPENDIX D - Complexity variables 
Transportation energy consumption vs. complexity variables 
1995 Transportation energy consumption vs. 19 
Population density, per municipality 
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Figure Dl. 1995 Transportation energy consumption (GJ/yr) versus 1996 population density; 
and, 2004 Transportation energy consumption (GJ/yr) versus 2001 population density 
1995 Transportation energy consumption vs. 1996 
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Figure D2. 1995 Transportation energy consumption (GJ/yr) versus 1996 median age; and 
2004 Transportation energy consumption (GJ/yr) versus 2001 median age 
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Figure D3. 1995 Transportation energy consumption (GJ/yr) versus 1996 average income; 
and 2004 Transportation energy consumption (GJ/yr) versus 2001 average income 
198 
1995 Transportation energy consumption vs. 1996 % 
Labour force participation, per municipality 
I 
2004 Transportation energy consumption vs. 2001 % 
Labour force participation, per municipality 
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Figure D4. 1995 Transportation energy consumption (GJ/yr) versus 1996 labour force 
participation (%); and 2004 Transportation energy consumption (GJ/yr) versus 2001 labour 
force participation (%) 
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Figure D5. % Change transportation energy consumption (GJ/yr) (1995-2004) versus % 
Change population (1996-2001); % Change transportation energy consumption (GJ/yr) 
(1995-2004) versus % change population density (1996-2001) 
% Change transportation energy consumption 
(1995-2004) vs. 
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Figure D6. % Change transportation energy consumption (GJ/yr) (1995-2004) versus % 
change median age (1996-2001); % Change transportation energy consumption (GJ/yr) 
(1995-2004) versus % change average income (1996-2001) 
199 
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Figure D7. % Change transportation energy consumption (GJ/yr) (1995-2004) versus % 
change labour force participation (1996-2001) 
1995 Transportation energy consumption vs. 2001 
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Figure D8. 1996 Transportation energy consumption (GJ/yr) versus 2001 length of 
roadways (km); 2004 Transportation energy consumption (GJ/yr) versus 2001 length of 
roadways (km), per municipality 
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Figure D9. 1996 Transportation energy consumption (GJ/yr) versus 1995 % arterial fraction; 
2004 Transportation energy consumption (GJ/yr) versus 2001 % arterial fraction, per 
municipality 
200 
2004 Transportation energy consumption vs. 2001 
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Figure D10. 2004 Transportation energy consumption (GJ/yr) versus 2001 commuting 
distance (km to work), per municipality. 1996 commuting distances unavailable from 
Statistics Canada 
2004 Transportation energy consumption vs. 2001 
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1995 Transportation energy consumption vs. 1996 
Driving commuters, per municipality 
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Figure Dll. 2004 Transportation energy consumption (GJ/yr) versus 2001 % composition 
of driving commuters, per municipality; and 1995 Transportation energy consumption 
(GJ/yr) versus 1996 % composition of driving commuters, per municipality 
19£ 5 Transportation energy consumption vs. 1991 
Passengers, transiters, walker & cyclists, per 
municipality 
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Figure D12. 1995 Transportation energy consumption (GJ/yr) v ersus 1996 % composition 
of passengers, transiters, walker & cyclists, per municipality; and 2004 Transportation energy 
consumption versus 2001 % Passengers, transiters, walker & cyclists, per municipality 
201 
% Change transportation energy consumption 
(1995-2004) vs. 
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% Change transportation energy consumption 
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Figure D13. % Change in transportation energy consumption (GJ/yr) (1995-2004) versus % 
change in % composition of driving commuters (to work) 1996-2001; % Change in 
transportation energy consumption (GJ/yr) (1995-2004) versus % change in % composition 
of passengers, walkers, transiters, and cyclist commuters (to work) 1996-2001 
Residential space heating vs. complexity variables 
1*W5 Residential space-heating energy consumption 
vs. 1996 Pofxjation density, per municipality 
2004 Residential space-heating energy consumption 






























Figure D14. 1996 Residential space-heating energy consumption (per capita, GJ/yr) versus 
1996 population density (#/sq.km); 2004 Residential space-heating energy consumption (per 
capita, GJ/yr) versus 2001 population density (#/sq.km) 
2004 Residential spaoe-heating energy c 
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Figure D15. 1995 1996 Residential space-heating energy consumption (per capita, GJ/yr) 
versus 1996 median age; 2004 Residential space-heating energy consumption (per capita, 
GJ/yr) versus 2001 median age 
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Figure D16. 1996 Residential space-heating energy consumption (per capita, GJ/yr) versus 
1996 average income ($/yr); 2004 Residential space-heating energy consumption (per capita, 
GJ/yr) versus 2001 average income ($/yr) 
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Figure D17. 1996 Residential space-heating energy consumption (per capita, GJ/yr) versus 
1996 % labour force participation ; 2004 Residential space-heating energy consumption (per 
capita, GJ/yr) versus 2001 % labour force participation 
% Change residential space-heating 
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% Change population (1996-2001) 
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Figure D18. % Change in residential space-heating energy consumption (per capita, GJ/yr) 
(1995-2004) versus 1996 % change in population (1996-2001); % Change in residential 
space-heating energy consumption (per capita, GJ/yr) (1995-2004) versus % change in 
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Figure D19. % Change in residential space-heating energy consumption (1995-2004) versus 
% change in median age (1996-2001); % Change in residential space-heating energy 
consumption, GJ/yr) (1995-2004) versus % change in average income (1996-2001) 
% Change residential space-heating consumption 
(1995-2004) vs. 
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% Change in labour force participation (1996-2001) 
Figure D20. % Change in residential space-heating energy consumption (per capita, GJ/yr) 
(1995-2001) versus % change percentage labour force participation (1996-2001) 
Figure D21. 1996 Residential space-heating energy consumption (per capita, GJ/yr) versus 
1996 % composition of low density housing; 2004 Residential space-heating energy 
consumption (per capita, GJ/yr) versus 2001 % composition of low density housing 
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Figure D22. 1996 Residential space-heating energy consumption (per capita, GJ/yr) versus 
1996 % composition of high density housing; 2004 Residential space-heating energy 
consumption (per capita, GJ/yr) versus 2001 % composition of high density housing 
C h a " 9 e (1Q9S2004) vs. 
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Figure D23. % Change in residential space-heating energy consumption (1995-2004) versus 
% change in low density housing; 2004 Residential space-heating energy consumption 
(1995-2004) versus 2001 % composition of low density housing 
% Change residential space-heating consumption 
(1995-2004) vs. 
% Composition of new dwellings (1991-2001) 
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Figure D24. % Change in residential space-heating energy consumption (1995-2004) versus 
% composition of new dwellings of total dwellings (1991-2001) 
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Loss of sensitive ecosystems vs complexity variables 
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Figure D25. Loss of sensitive ecosystems (1992-2002) versus % change in population (1996-
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Figure D26. Loss of sensitive ecosystems (1992-2002) versus % change in median age 
(1996-2001); Loss of sensitive ecosystems (1992-2002) versus % change in average income 
Loss of sensitive ecosystems (1992-2002) vs. 
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Figure D27. Loss of sensitive ecosystems (1992-2002) versus % change in population (1996-
2001); Loss of sensitive ecosystems (1992-2002) versus % change in population density 
(1996-2001) 
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