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The condition ku(u - 1) = 0 (mod 2m), v > m + 1 is obviously necessary for the 
existence of an edge disjoint decomposition of a complete multigraph l,K,, into 
isomorphic simple paths consisting of m edges each. This condition is proved here 
to be suffkient. The proof is also valid in some cases when the given paths are not 
necessarily of the same length. 
A complete multigraph AK, is a complete graph K, in which every edge is 
taken I times. The multigraph AK, is said to have a G decomposition G[A, v] 
if it is an edge-disjoint union of subgraphs all isomorphic to a fixed graph G. 
The basic problem related to this definition is to determine, for a given graph 
G, the necessary and sufficient conditions on II and u for the existence of 
G(jl, u]. A partial list of known results and a description of methods used in 
this area may be found in [2]. 
In this paper we solve the problem for the case G = P,, a simple path 
with m edges. The question of decomposing a complete graph into paths was 
first mentioned in 13) and then was formally stated as the handcufid 
prisoners problem in [4]. The handcuffed prisoners problem is slightly 
different from the P, (2, u] problem. In a handcuffed design, it is also 
required that every vertex should be contained in the same number of paths. 
Such a design is called a balanced P, [A, u]. The necessary condition for the 
existence of a handcuffed design is thus stronger than the condition for the 
existence of a P, [A, u]. Partial results for the balanced case were given in 
[4,6,8,9]. It was finally solved by Huang [S] and by Hung and 
Mendelsohn 171. Huang also solved the nonbalanced problem for v >, m2, 
(the problem becomes harder when u - m is small). (From the referee of this 
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paper I learned that M. Kovider was independently working on the 
nonbalanced case and solved it partially.) In this paper, we show that a 
P, [A, ZJ] exists if and only if AV(V - 1) G 0 (mod2m) and v > m + 1. We 
also use the method of the proof to decompose a complete multigraph into a 
given sequence of simpe paths which are not necessarily of the same length. 
2. NOTATIONS AND DEFINITIONS 
In most of the following constructions the set of vertices of K, will be 
V = Z,, the cyclic group with v elements (some times Z,-, U ( 00)). 
Addition of vertices and multiplication of a vertex by a natural number will 
be frequently mentioned. These operations are mod u (or mod Y - 1). The 
notation D,, the set of differences mod U, will also be used: If x and y are 
two elements of zO, then the edge (x, y) is of difference k E D, (1 < k < v/2 
for v even, or 1 ,< k < (v - 1)/2 for v odd), where k is the absolute dQl%rence 
between x and y (more about difference sets can e found in 121). 
The general graph theoretical terminology used in this paper is taken from 
Berge [ 11. For our specific subject we add the following notations: 
(Nl) the length f(A) of a path A is the number of edges it contains. 
(N2) the diameter of a nonsimple path d(A) is the least number of 
edges between two appearances of the same vertex along A. (The length of 
the minimal cycle it contains.) 
(N3) The path ((x,, x,), (x,, x2) ..a (x+i, x,)} is briefly denoted by 
( XO~Xl,X2,..., Xtl>* 
(N4) For xi, k E Z,,, A = (x,, x, ,..., x,,), we define A + k = (x0 + k, 
x1 + k,..., x, + k) (addition mod v). 
(N5) Foraset@ofpathsa+k={A+k(AE6Y}. 
(N6) For A = (xo,xlr...,x,-1,x,,) 
A’= (Xn,Xn-1 ,.‘., x,,xo). 
(N7) If A = (x0, x, ,..., x,J, B = (y,, y, ,..., y,), and x, = y,, then 
A + B = (x, 3 x1 ,..., x, , Y, , Y, ,...> Y,). 
A and B are called segments of A + B. More than two segments can be 
concatenated the same way. 
(N8) If A is a path for which the two end vertices are the same, then 
n times 
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(N9) Let T be a path and m a natural number. By T/m we denote the 
set of paths obtained by cutting T, starting from its beginning, into paths of 
length m. If l(T) is not an integer multiplication of m, then T/m contains a 
final segment of T, the length of which is less than m. This segment is called 
the remainder of T/m. Note: If d(T) > m, all the paths contined in T/m are 
simple. 
(NlO) P,[A, v]: A decompoition of IK,, into simple paths pm with a 
remainder is a set of simple paths all of them of length m, except one which 
is shorter. Every edge of K, appears in exactly A of those paths. The shorter 
path is called the remainder. Note that whenever AV(U - 1) = 0 (mod 2m), 
every Pm [A, u] is a P, [A, v]. 
Now we state the main theorem. 
THEOREM 1. A necessary and suflcient condition for the existence of a 
P, [I, v], a decomposition of a complete multigraph AKv into edge disjoint 
simple paths of length m is 
h(v - 1) E O(mod 2m) and u>m+l. (1) 
The necessity of (1) is obvious. In order to prove the sufficiency we use 
the following method: If k is even or v is odd, then LKu is an Eulerian graph 
for which we construct an Eulerian path P with d(P) = u - 2. Thus, for 
m < v - 3, P/m is a P,[i, v], which is a P, [A, u] when (1) holds. The cases 
m = u - 2, m = u - 1 are treated separately in a similar way. For even o and 
odd A we construct at first, a set of u/2 paths, such that every vertex is an 
endpoint.of exactly one of them. After taking these paths off, the remaining 
is an Eulerian graph. For this graph we construct an Eulerian path with 
diameter greater than m and divide it by m to obtain a Pm [A, v]. This 
process varies slightly while various values of u, m, and I are considered. 
Actually, we have 16 variations of this main idea for 16 different cases. 
In these variations we use the same fundamental constructions (as follows) 
based on the idea of differences sets. 
For x, y  E Z,, , 1(X, y) = (X, X + 1, X f 23.~ Y - ‘3 Y)* 
S(b x, a, b) 
For x E Z,, v/2 > b > a, b, a E D,, 
S(v, x, a, b) = (x, x + a, x - 1, x + a + 1, x - 2, x + a + 2 ,..., y). 
The vertex y is chosen to make the length of the path b - a + 1 (the last edge 
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is of difference b). S(v, X, a, b) is a simple path containing exactly one edge 
of difference i for every a < i < b. 
Uu, x, a, b) 
For v even a, b and x as in the S(v, x, a, b) construction 
L(u, x, , a, b) = S(v, x, a, b) + (Y, y + (v/2>) + [WA x + (v/2), a, b))’ 
J’ is the last vertex of S(u, x, a, b). L(u, x, a, b) is a simple path of length 
2(b - a) + 3. For every i, a < i< b, there are in the path two edges of 
difference i. It also contains one edge of difference v/2. 
M c.a.b 
For v, a, and b satisfying the conditions of the previous construction 
M v,a,b = {J% -5 a, b) 10 <X < (u/2> - 1). 
This is a set of v/2 paths which together cover all the edges of differences a 
through b and v/2. Each vertex is the end point of exactly one path. The 
difference between the two ends of each path is v/2. 
C(u, k) 
For kED,, k<(v-3)/2 
C(v, k) = (0, k + 1, 1, k + 2, 2, k + 3 ,..., k - 1, u - 1, k, 0). 
C(v, k) is a nonsimple path of length 2v. It contains all the edges of 
differences k and k + 1. 
WV, a, b) 
For a, b E D, such that ~‘12 > b > a and b - a is odd. 
PC(v, a, b) = C(v, a) + C(v, a + 2) + C(v, a t 4) t ... t C(v, b - 1) 
/(PC(v, a, b)) = v(b - a + 1). The path contains all the edges of differences 
a-b. 
An important quantity in the proof is the diameter of PC(v, a, b): Looking 
at the structure of C(u, k), one can verify that d[C(v, k)] = 2k t 1. Now, the 
way C(v, k) and C(u, k t 2) are concatenated makes the length of a cycle 
which begins in C(v, k) and ends in C(V, k + 2) equal to the length of a cycle 
which is entirely contained in either C(u, k) or in C(v, k t 2). Thus, we 
conclude d[PC(v, a, b)] = 2a t 1. 
If a > m/2, then d[PC(v, a, b)] > I?Z. As an immediate result we obtain the 
following: 
582a/34/1-5 
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If a > m/2, then PC(v, a, b)/m 
contains only simple paths. 
(2) 
Before constructing P, [A, v]s for the various values of the parameters, let 
us mention the following: 
LEMMA. 
The existence of a P,[A’, v] is a sufJicient condition for the 
existence of a P, [A, v] for every A = kA’ for which (1) holds. (3) 
To prove this construct a P, [A’, v]. The set of vertices is 2, ; and label the 
vertices so that the remainder is R, = I(0 . r). 
By CPI, we denote the set of paths in this P, [A, v] without the remainder. 
We now define cpI,=csl, +xr and RX= R, +xr. The set lJ~:~CR’,U 
[(R,+R,+R,... + R,-J/m] is a P,,,[A, v] meaning a P,[A, v] when (1) 
holds. 
The proof will now be completed by listing the various constructions 
which cover all the possible values of v, m, and 1. The set of vertices is 
V= Z, unless it is defined otherwise. The validity of the constructions is 
based on the fact that T/m contains only simple paths for m < d(T), and on 
Eqs. (2) and (3). In some cases, some technical effort is required to verify 
that d(T) is really less than m and that all the edges are covered. This effort 
is referring to the definition of the fundamental constructions, paying 
attention to the notes given at the end of each definition, and evaluating 
some arithmetical inequalities. Since they are technical, but some times quite 
long, we deleted those details. One can see, however, the structure of those 
details following the proof for Case 16. 
Case 1 (v odd, m<v-3). 
c,= co,O,l,v-1,2,v-2 )...) ~‘~‘~‘00 , 
( 
v-3 v+l v-l 
) 
C,=C,+x(m +x= al). 
The set (C, + C, ,..., + Cf,-,,,,)/m is a P,[L VI. 
Case 2 (v ood, m = v - 2). 
Define C, as in Case 1 and TX = mC,. The set UI”_-,““” (TX/m) is a 
P, [m, v] and (1) holds for these v and m only when A = km. 
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Case3 (uodd,m=v-1). 
P, = (0, u - 1, 1,2, - 2,2, u - 3 )...) (u + 1)/2, (u - 1)/2), 
P,=P,+x. 
The set {P, 1 x E 2,) is a P, [2, u] and (1) implies 3L = 2k. 
Case4(veven,m=u-1). 
M u,l.(m-1)/Z is a P,[l, u]. 
Case 5 (u even, u - m E l(mod 4), m < u - 5). 
h4 u,1.(&),2upc(f4 (m + 11/2, $2 - 1)/m is a P,[l, u]. 
Case 6 (u even, m = u - 3). 
M v,2,tmt l)l2 u 64 1, L O>lm is a P,[ 1, u]. 
Case 7 (u even, u - m E 3(mod 4), m < u - 7). 
A4 u,2,(m+ ll,2u NO7 41 u V(w 0) + PW, Cm + 3v2, 42 - W/m 
is a P,[ 1, u]. 
Case 8 (u even, m = u - 2). 
Obtain A4 by adding an end edge out of Z(0, u/2) to each path from 
A4 tr,Z,m,2. Now, MU MU/~, O)} is a P,[l, ~1. 
Case 9 (u even, u - m = 2 (mod 4) m < u/2). 
Define M as in Case 8. 
MU (Z(u/2,0)+ PC(v, m/2 + 1, u/2 - l))/m is a P,[l,u]. 
Case 10 (u even, u - m = 2 (mod 4), u/2 < m < u - 6). Define: 
([xl denotes the integer part of x), 
S,=Z(m,O)+ (i- l)(m - u/2), l<i<f 
S, = Z(0, u/2 -f(u - m)) + df - l)u/2. 
Denote by Ti, 1 < i <f, f paths of length 2m - u each, cut along 
PC(u, m/2 + 1, u/2 - 1). Denote by TR, the final segment remaining of 
PC(u, m/2 + 1, u/2 - 1) after taking out T,-Tf. 
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Define now, for 1 < i < f, 
Di = Si + Ti and D, =S, -I- TR. 
Obtain M by adding an end edge of difference 1, taken from the edges 
which are not in S, , S, ,..., S,, S, , to each path of Mu,2.m,2. 
~4 U iDil UDdm is a P,[l,v]. 
i-l 
For the validity of this construction see Case 16. 
Case 11 (v even, v - m = 0 (mod 4), A even). 
v=z,,-,u {a} 
c, = (co, 0, v - 1, 1, U - 2,2 )...) v/2, v/2 - 1, co) 
c,=c,+x (co +x=00) 
(C, + c, + c, + *.a + c,-,)/m is a P,[2, v]. 
Case 12 (u even, v - m E 0 (mod 4), ;L odd, m < v/2). 
A P, [ 1, v] is obtained by cutting every path (except the remainder if 
v < m) of a P,, [ 1, v] into halves. (Eventually 2m will become greater than 
VP.1 
Case 13 (m=4, v=8). 
v=Z,u(co), {oo,x,x+6,x+1,x+5]xEZ,} isaP,[1,8]. 
Case 14 (v - m z 0 (mod 4), v/2 < m < 3~14, m < v - 8, I odd). 
L’(v, x, 2, m/2) = [S( v, x, 2, m/2)]’ + (x, x + v/2 t 1, x t v/2) 
t S(v, x t u/2,2, m/2), 
M = {L’(v, x, 2, m/2) 10 < x < v/2 - 1 }, 
A = qo, v/2), 
B = (0, v/2, 1, u/2 + 1, 2, v/2 + 2, 3 ,..., v - 1, v/2). 
Obtain 2 from A, replacing the last (m - v/2) edges by the last 
2(m - v/2) edges of B. Obtain B from B, replacing the last 2(m - v/2) edges 
by the m - v/2 last edges of A. If m = v/2, then A= A, B= B. Let C be the 
final segment of B containing m edges; D is what remains of B after taking 
c out. 
Mu {A, C} u (PC(v, m/2 t 1, v/2 - 2) + D)/m is a P,[l,v]. 
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Case 15 (v even, m =v -4, m > 3v/4,I odd). 
A =(3v/2-m,v-m + 1,3v/2-m +2,v-m +3, 
3v/2 - m + 4,..., v/2 - 1,0) + Z(0, v - m) 
+ (t7-m,3v/2-m+ l,v-m+2, 
3v/2 -m + 3,v -m + 4,...,v - l,v/2) 
B = (v/2, 1, v/2 + 2, 3, v/2 + 4,5 ,..., v - m - 1,3v/2 - m) 
+Z(3v/2 - m,O) 
+ (0, v/2 + 1, 2, v/2 + 3,4 ,..., 3v/2 - m - 1, v - m). 
Obtain A4 from IVZ~,~,~,~ by adding an edge of difference 1, out of the 
edges which are not in A U B, to each path. 
MU (4 Bl is a P,[l, v]. 
Case 16 (v even v - m E 0 (mod 4), 3v/4 < m < v - 8). 
The construction for this case is the most complicated as is the proof of its 
validity. Thus, we discuss this case in a wider form, including the technical 
details and explanations omitted in other sections. This case can be used as a 
guide for checking the validity of the other constructions. 
Define A and B as in Case 15. Those definitions hold only if v = 0 
(mod 4), which is satisfied by (1) for v even, v - m E 0 (mod 4), and 1 odd. 
From the definitions we obtain: 
Z(A)= m, Z(B)= 3v/2 - m. 
Both A and B are simple paths, together covering all the edges of 
difference v/2 - 1 and v/2 edges of difference 1. For the differences m/2 + 1 
through u/2 - 2, we construct T = PC(v, m/2 + 1, v/2 - 2). We still have 
the differences 2 through m/2 and v/2, covered in Mu,2,m,Z. The paths of 
M v,2,m,2 are of length m - 1 so we add to each of them an end edge of 
difference 1, out of Z(v - m, 3v/2 - m), which is still uncovered. This can be 
done since the end vertices of each path of Mv,2,m,Z are x and x + v/2. If 
m = 3~14, we have l(B) = m, and we complete the construction by 
considering T/m, which according to (2) contains only simple paths. 
If m > 3v/4, then B is too short. We start in this case by replacing the last 
2m - 3v/2 edges of the second segment of B, namely, the segment 
Z(5v/2 - 2m, 0), by the last 2(2m - 3v/2)) edges of T which form the path 
K = (x, y - 2, x + 1, y - 1, x + 2, y, x f 3 ,..., v/2 - 3,0), 
where x = 5v/2 - 2m, y = 2(v - m). 
Let g denote the path obtained from B after this replacement Z(B) = 
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3~12 - m f (2m - 3v/2) = m. The vertices not in & are those of 
Z(v - m + 1,2(v - m) - 3) and (v/2) - 1, (v/2) - 2, all together u - m - 1 
vertices. Thus, the number of vertices in 8 is m + 1 = 1(g) + 1 so B is 
simple. 
We now define 
f=min I[ 2tv~m) J-2. [Eli. 
This definition makes it possible to construct f paths Ti, 1 < i <f, of 
length 2m - v each, along TjK. By TR we denote the tinal segment of T\K 
remaining after taking T, ... Tf (maybe TR = 0). We also define Si, 
l<i<f, as Si = Z(m, 0) + (i - l)(m - (v/2)) and S, = Z(2(v - m), 
v/2 -f(v - m)) + (f - l)v/2. Together with the segments Z(0, v - m) 
contained in A and Z(3v/2 -m, 5vf2 - 2m) in g, S, through S, and S, 
cover v/2 edges of difference 1, one of each pair (x, x + 1 ), (x + v/2, 
x + v/2 + 1). Thus, the remaining edges of difference 1 can be added to the 
paths of Mv,2.m,2 to form the set M of v/2 simple path of length m each. 
Notice that the last vertex of Si, (i - l)(m - (v/2)), is the same as the first 
vertex of T, and the last vertex of S, is the first of TR. Thus we define 
Di=Si+ Ti, l<i<f, D,=S,+T,; 
Di are of length m. We now show that they are simple: The vertices in the 
odd places in Ti follow the consecutive vertices of Si. The vertices in the 
even places are obtained by adding k, where m/2 < k < v/2. 
If x is the common vertex of Si and T,, then: In the odd places of Ti, we 
have the vertices x, x + 1 . .. x + m - v/2, in the even places of Ti, the 
vertices are from the open interval (x + (m/2),x + m) and in Si, the vertices 
x+m,x+m+ 1 ... x. These three sets are disjoint (except x). Thus Si + Ti 
is simple. 
Regarding D,: If f= [v/2(v - m)] - 2, then f(S,) < /(Si). Following the 
same argument as before, we obtain d(D,) > f(Di) = m. 
Iff = [l(7jK)/(2m - v)] - 2, we substitute the lengths of T and K to get 
(v(v/2 - m/2 - 2) - 4 m -t 3v)/(2m - v) < (v/2(v -m)) - 2. 
Thus (v - m - 2)(v - m) < 2m - v. 
Regarding the identity: 
1(7jK) = v((v - m - 2/2) - 2(2m - v) 
= ((v - m - 6/2)(2m - v) + (v - m - 2)(v - m), 
we obtainf=(v-m-6)/2 and r=Z(T,)=(v-m-2)(v-m)<2m-v 
since l(K) = 4m - 3v, l(T, + K) < 6m - 41 < 2v. 
COMPLETE MULTIGRAPH 69 
Thus, TR is contained in the last circle of T, namely, C(v, v/2 - 3); and T, 
starts I(K) + r edges before the end of T. Regarding the definition of T the 
first vertex of T, is thus x - r/2, where x stands for (5/2)v - 2m. In the odd 
places of T,, the vertices are x - r/2 through x and in the even places 
x-v/2-r/2 - 2 through x-u/2 - 2. In this case, S, is 1(2(v -m), 
x - r/2). The only common vertex of TR and S, is x - r/2, so D, is a simple 
path. In either case, D,/m contains only simple paths thus 
(0, , D, ,..., D,}u(A,~}UMUD,/m is a P,[l, v]. 
A natural generalization of Theorem 1 is the following conjecture: 
CONJECTURE. Let M = {m,, m2 ,..., m,,} be a sequence of natural numbers 
which satisfies mi ,< v - 1 for 1 < i < k and C”=, mi = A( i), then there 
exists a sequence of simple paths P,,, P,t,..., Pmk such that every edge of K, 
belongs to exactly 1 of them. Such a sequence is called a P, [A, v]. 
This conjecture is supported by checking all the possible sequences for 
small values of v (with A = 1) and by the following partial result: 
THEOREM 2. Let v be odd or 1 even, and M = {m, , m2 ,..., mk} a 
sequence of natural numbers with 
mi<v-3 and 
then there exists a P, [A, v]. 
Proof: For v odd, we define C, as we did in Case 1 in the proof of 
Theorem 1. If u and I are both even, C, is defined as it is in Case Il. 
We also define for u odd 
T = AC, + AC, + AC, + .a. + AC,,.- 1),2y 
and for v and 2 even 
Now T covers K, 1 times and d(T) = v - 2. Thus, cutting T into segments 
pm,, p,2Y..., P,,, we obtain a P, [A, v]. 
The conjecture is still open, if some of the mi - s equal v - 2 or v - 1, and 
for the case when ,4 is odd while u is even. 
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