Under suitable controllability and smoothness assumptions, the Minimum Time function T (x) of a semilinear control system is proved to be locally Lipschitz continuous and semiconcave on the controllable set. These properties are then applied to derive optimality conditions relating optimal trajectories to the superdi erential of T .
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1 Introduction
In this paper we study a Time Optimal Control problem for the system y 0 (t) = Ay(t) + f(y(t)) + u(t) (t > 0) ; y(0) = x :
Here y belongs to a real separable Banach space X, A is the generator of an analytic semigroup of negative type, f is a Lipschitz perturbation, and u( ) is a control taking values in a closed set U X. A model problem for such an equation is a semilinear parabolic system under the action of a distributed control. The Time Optimal Control problem associated with this system consists of nding, for any initial condition x 2 X, the trajectories reaching in minimum time a given set K X, called target set. If such a trajectory exists, it is called optimal for the point x.
The In this paper we consider the Minimum Time function T(x) of the above system, de ned as the in mum of the time taken to steer the trajectories of the state equation from x to K, see Section 3 for more details. It is well known that this function provides the basis of the Dynamic Programming method in optimal control. We assume for simplicity that both the control set U and the target K are closed balls of the state space X. In addition, we require that the control set be large enough to ensure local controllability on @K. for some C 0, 2 ]0; 1 . This result holds under suitable regularity assumptions on the norm of the space X and on the nonlinear term f which appears in the state equation. We have to assume, in fact, that the norm of X is su ciently smooth away from 0 and that, roughly speaking, f is of class C 1; as a function from Y to X, where Y X is the domain of a suitable fractional power of ?A. We could just assume f 2 C 1; (X; X), but this would be too restrictive for the application to the model problem mentioned at the beginning. A similar semiconcavity result was obtained by two of the authors in 13] for a nite dimensional setting; the main ideas in the proof are similar, but the extension of the technique of 13] to in nite dimensions requires a substantial improvement of the method.
Once we have proved the semiconcavity of T, we are in a position to apply the regularity results on semiconcave functions proved in 2]. These results are recalled in Section 2 of this paper, and concern the set of non{di erentiability (or singular set) of a semiconcave function.
In particular, the singular set can be covered by a countable family of Lipschitz surfaces in X.
Moreover, it is possible to give conditions for the propagation of singularities starting from a given point of non{di erentiability. In the case of the Minimum Time function, these results become interesting in connection with the optimality conditions that we derive in Section 5 of this paper. Our main result (see Corollary 5.12 and Theorem 5.13) states that there is a one{to{one correspondence between the optimal trajectories starting at a given point x and the elements of a suitable generalized di erential of T at x. In particular, it follows that the di erentiability points of T are exactly the starting points of a unique time optimal trajectory. Therefore, the aforementioned result on the singular sets of T implies that the initial conditions of multiple time optimal trajectories form a \small" set in X. On the other hand, this set is in general non{empty even for a system associated with a parabolic equation (see 1]).
Preliminaries
Throughout this paper we denote by X a real separable Banach space with separable dual X , and by E = fe j g j2IN a dense subset of X: Then, X is an Asplund space and, in particular, X possesses an equivalent norm that is Fr echet di erentiable on X nf0g: We denote by j j such a norm, by h ; i the duality pairing between X and X ; and by k k the standard norm of a linear operator between Banach spaces. For any R > 0 and x 2 X we set B R (x) = fy 2 X : jx ? yj < Rg for some constant C > 0. Finally, in the above notation, we drop the arrival set when W = IR.
We now recall the de nition of a semiconcave function in , a notion that is classical in nite dimensions and that was applied to in nite dimensional problems in 29], 9].
Semiconcave functions share many properties with concave functions. For instance, arguing as in the nite dimensional case (see e.g. 3]), it is easy to show that any semiconcave function in is locally Lipschitz continuous. Consequently, g is Fr echet di erentiable on a dense set by a result of 31], and the gradient Dg is locally bounded. Now, let us denote by D g(x) the set of all points p 2 X for which a sequence fx k g k2IN exists such that (i) (3) For the proof of the above proposition the reader is referred to 9] for semiconcave functions with exponent = 1, the argument in the general case being similar.
We now introduce the singular sets of a semiconcave function on X. Let P be a subspace of X and r > 0. We denote by B P r the ball with radius r and center at 0 in P. We say that B is a ball of dimension n 2 IN in X if there exist a subspace P X , with dim P = n, a covector p 2 X , and a radius r > 0 such that
Similarly, we say that B is a ball of codimension n in X if (4) holds for a subspace P such that codim P = n. Let g : ! IR be a semiconcave function. We introduce the following singular sets of g.
De nition 2.3 The set of all points x 2 such that D + g(x) fails to be a singleton is called the singular set of g and is denoted by (g). The points of (g) are called the singular points of g. Moreover, for any n 2 IN, n > 0 we denote by n (g) (resp. 1?n (g)) the set of all points x 2 such that D + g(x) contains a ball of dimension n (resp. codimension n).
To describe the structure of the singular set we will need the following de nition (see e.g. 21]).
De nition 2.4 We will say that a set X is n recti able i a bounded set A IR n and a Lipschitz function, f; exist so that f : A ! is surjective. Moreover, we will say that a set X is countably n recti able i = j2IN Q j (5) where the sets Q j X; j 2 IN, are n recti able.
By analogy with the previous de nition, we will say that X is 1?n recti able if a subspace Y X; of codimension n; and a bounded set A Y exist so that is the image of A under a Lipschitz map f: Similarly, we will say that is countably 1 ? n recti able if it can be represented as in 5, for some family of 1 ? n recti able sets fQ j g: The following theorem is proved in 2].
Theorem 2.5 Let g 2 SC( ) and x n 2 IN, n > 0. Then, (i) n (g) is countably 1 ? n recti able;
(ii) 1?n (g) is countably n recti able.
The following theorem, again proved in 2], describes the propagation of singularities of a semiconcave function with exponent 1. Theorem 2.6 Let X be a Hilbert space, let g 2 SC 1 ( ), and let x 0 2 (g). Let p 0 2 D + g(x 0 ) n D g(x 0 ) ; (6) and suppose that, for some vector q 2 X n f0g and some T 0 > 0, p 0 + tq = 2 D + g(x 0 ) ; 80 < t T 0 :
Then, a number 0 < T T 0 and two Lipschitz arcs x; p : 0; T] ! X exist so that (i) hx(t) ? x 0 ; qi < 0; 80 < t T
(ii) (x(0); p(0)) = (x 0 ; p 0 )
A point x 0 2 (g) for which x and p as above exist will be called a propagation point of (g).
A Time Optimal Control Problem
Let us consider the controlled evolution equation in X ( y 0 (t) = Ay(t) + f(y(t)) + u(t); t > 0; y(0) = x; (8) 
We assume that the control set U is a closed ball in X of the form U = B r (10) for some given r > 0. A measurable function u : 0; +1 ! U will be called a control strategy (or, simply a control). We denote by U the set of all control strategies. It is well known that, for any x 2 X and any control u, state equation (8) has a unique mild solution. We recall that a mild solution of (8) 
We are interested in the Time Optimal Control Problem for system (8) with a closed ball B R as a target. More precisely, for any x 2 X and any control strategy u we denote by (x; u) = minft 0 : y(t; x; u) 2 B R g 2 0; +1]
the transition time from x to B R . We de ne the controllable set R to be the set of all points x such that (x; u) < +1 for some u. Then, for all x 2 R the Time Optimal Control problem consists of minimizing (x; u) over all controls u: A control u at which (x; ) attains the minimum is said to be optimal for x and the corresponding solution y( ; x; u) of (8) (16) The Minimum Time function encompasses most of the information about the control problem. An important property of this function is the Dynamic Programming Principle which says that, for any x 2 R and any control u;
T(x) t + T(y(t; x; u)) ; 8t 2 0; (x; u)] : (17) Furthermore, equality holds in (17) if and only if u is optimal for x:
Our goal is to relate the optimal trajectories of the above problem to the structure of superdi erentials of T. Such generalized di erentials enjoy the properties that we have described in the previous section, once it is shown that T is semiconcave. Therefore, one of the main steps of our analysis will be to prove the semiconcavity of T, which we do in the next section. For this purpose we impose, in addition to (H1) and (H2), the conditions below.
(H3) The constants !; L; r; R which appear in (H1), (H2), (10) , and (15) (18) for all x; y 2 D((?A) 1 ). Moreover, the map x 7 ! f(x) is strongly continuous on X, that is, for any sequence fx n g in X, Let us also observe that the Lipschitz continuity of f and property (18) imply that, for some constant L > 0,
for all x; y; z 2 D((?A) 
Recalling that, by the Sobolev Embedding Theorem, D(
we obtain property (18) Finally, property (19) follows from the Lebesgue Dominated Convergence Theorem.
In the following lemma we collect some basic properties about the trajectories of (8).
Lemma 3.7 Assume (H1) and (H2). Then the following properties hold.
(i) For any x 2 X a control strategy u exists such that the corresponding trajectory of (8) satis es jy(t; x; u )j e (L?!)t jxj ? r L ? ! + r L ? ! (22) for any 0 t ! ?1 log(1 + r ?1 !jxj):
(ii) For any x 2 X and any control strategy u the corresponding trajectory of (8) (v) If in addition (H5) holds then, for any T 0 > 0, a constant k > 0 exists such that jy(t; x + h; u) + y(t; x ? h; u) ? 2y(t; x; u)j kjhj 1+ (27) for every x; h 2 X and t 2 0; T 0 ]. Proof { (i): given x 2 X, x 6 = 0, let us set, for t 0, u (t) = ? r jxj e t(A+!I) x: By (9), ju (t)j r for any t, and thus u is an admissible control strategy. From (11) (ii){(iii): these assertions can be derived by similar computations to those of part (i).
(iv): inequality (25) is a straightforward consequence of (11) and (12) . In order to prove (26),
we apply properties (12) and (24) for some K 0 > 0. We conclude our proof by the Gronwall inequality.
Remark 3.8 From (ii) above and assumption (H2) we conclude that, for any > 0, a constant C > 0 exists such that jf(y(t; x; u))j C ; 8t 2 0; 1] ; for any jxj and any control strategy u. Therefore, all trajectories starting from x 2 B may be estimated from below as follows jy(t; x; u)j je tA xj ? (C + r)t ; 8t 2 0; 1] :
The last inequality, together with the strong continuity of e tA , implies that T(x) > 0 for any x 2 R n B R .
The following proposition shows that, in a neighbourhood of the target, the Minimum Time function is bounded above by the distance function. (29) for any x 2 X such that 0 < d(x) : The existence of such a number follows from the fact that, taking the limit as jxj ! R, the left{hand side of (29) Proposition 3.10 Assume (H1), (H2), (H5), and let y be a trajectory of (8) . Then 8r; s; t : 0 s r t T; (30) and G(t; s)x = e (t?s)A x + Z t s e (t?r)A f(y(r))G(r; s)x dr = e (t?s)A x + Z t s G(t; r) f(y(r))e (r?s)A x dr for 0 s t T; x 2 X: Remark 3.11 By standard techniques one can show that the operator G above is the evolution operator of the linearization of (8) along the trajectory y. Equivalently, if y( ) = y( ; x; u), then, for any h 2 X, we have that y(t; x + h; u) ? y(t; x; u) = G(t; 0)h + o(jhj) : (31) 4 Regularity of the Minimum Time function
In this section we prove that the Minimum Time function T, de ned in (16), is semiconcave.
We begin showing a preliminary regularity result, which yields, in particular, the local Lipschitz continuity of T.
Theorem 4.1 Assume (H1), (H2), (H3), and let x 0 2 R n B R be xed. Then, for some > 0;
Moreover, for any 2 0;
Proof { We rst prove the rightmost inequality of (32), that is, we show that T is bounded from above in some neighbourhood of x 0 . Let u 0 be a control such that 0 := (x 0 ; u 0 ) < 1.
Recalling ( (34) Let us de ne and consider two points x; z 2 B 1 (x 0 ) with T(x) < T(z). Then, for any " 2 ]0; T(z) ? T(x) a control u " exists such that
Let us set for simplicity x 0 = y( (x; u " ); x; u " ); z 0 = y( (x; u " ); z; u " ). Since " is arbitrary, (34) follows. We note that (34) is a special case of (33), namely (33) for = 0. Recalling Remark 3.8, such a Lipschitz estimate yields the lower bound in (32) for a suitably small 2]0; 1 .
In order to complete the proof it remains to prove (33) for 2]0; 1 . For this purpose, we note that, taking x; z and u " as above, jy(t; x; u " ) ? y(t; z; u " )j 
where is given by Proposition 3.9. From (24) we obtain that, for all x; z 2 B (x) and all u 2 U, jy(t; x; u) ? y(t; z; u)j < ; t 2 0; M ] :
Moreover, by (25) , for any 2 0; 1 there exists C > 0 such that j(?A) y(t; x; u)j C
for all x 2 B (x), all u 2 U, and all t 2 m =2; T(x)]. Let us take now x; x+h; x?h 2 B (x), where 2 ]0; ] is a number which will be speci ed later in the proof. We have to prove that
for some constant C > 0 independent of x; h. Without loss of generality, we can assume the existence of an optimal control, u, for x, i.e. T(x) = (x; u) :
In the general case the conclusion follows by an approximation argument, as in the proof of Proposition 4.1.
We observe that, if T(x) maxf (x ? h; u); (x + h; u)g, then (41) is trivial as T(x + h) + T(x ? h) ? 2T (x) (x ? h; u) + (x + h; u) ? 2T (x) 0 : Therefore, it is enough to consider the two cases T(x) minf (x ? h; u); (x + h; u)g and (x ? h; u) < T(x) < (x + h; u). We will denote by c 0 ; c 1 ; : : : positive constants, independent of x and h. In addition, from (24) , (27) Before starting our analysis let us point out that the main ideas of the proof are basically the same of the previous case. We will again exploit the regularity of f, the semiconcavity of the distance function and the estimate of T near the target given by Proposition 3.9. However, if we proceed as in Case 1 and let the points x ? h and x + h evolve according to a control u which is optimal for x, we obtain no useful information. We have to use instead controls which are suitable rescalings of u; this choice takes into account the fact that, by (43), the points x ? h and x+h require a di erent amount of time to approach the target. For this reason, the analysis of this case is longer and requires more delicate estimates than the previous one.
Let Next, having xed a as in (46), we de ne u 1 (t) = u(t + 0 ) ; u 0 (t) = u 1 t 1 ? a and u 2 (t) = u 1 t 1 + a and z j (t) = y(t; z j ; u j ) ; j = 0; 1; 2 :
Notice that, by (46) (48) Let us now prove our claim (47). To this end, de ne 1 (t) = z 2 ((1 + a)t) ? z 1 (t); 2 (t) = z 0 ((1 ? a)t) ? z 1 (t) :
(49) We note that 1 (t) is the solution of the problem ( 0 1 (t) = (1 + a) fAz 2 ((1 + a)t) + f(z 2 ((1 + a)t)) + u 1 (t)g ? fAz 1 (t) + f(z 1 (t)) + u 1 (t)g ; 1 We recall that both jz 2 ? z 1 j and a are of order O(jhj). The last two integrals in (58) are easily estimated using (12) and the boundedness of z 0 ; z 2 ; u 1 . In addition we have, by (12) and (40) Finally, equality (55) shows that j (t)j = O(jhj) and our claim (57) follows.
Let us now de ne (t) = z 0 ((1 ? a)t) + z 2 ((1 + a)t) ? 2z 1 (t) and note that, by (27) we have (0) c 10 jhj 1+ for some c 10 Now, using (55), (57) and the Gronwall inequality, we conclude that j (t)j c 11 jhj 1+ t 2 0; T 1 ];
(59) which implies (56) and completes our proof.
Since the minimum time function T is semiconcave, its singular set enjoys the properties stated in Theorems 2.5. In the next section, we will use Theorem 2.6 to derive a criterion for the propagation of the singularities of T.
Optimality conditions
In this section we use the fact that T is semiconcave to derive some optimality conditions for We will now begin to analyse properties of optimal controls and optimal trajectories for problem (8) , (16) . The existence of such optimal pairs can be proved arguing as in 7, p. 365]. Let then y( ) be an optimal trajectory starting from a given point x 2 R: We consider the adjoint system associated with y p 0 (t) = ?Ap(t) ? ( f(y(t))) p(t); t 2 ]0; T(x)] 
We observe that the right{hand side of (63) where h 2 X is su ciently small. Let us consider the trajectories y h (t) := y(t; x+h; u). In order to prove (66), we have to distinguish two cases. Case 1: Suppose that (x + h; u) =: t h < T(x) : For simplicity we set x h = y h (T (x); x; u) and we note that x h 6 2 B R . Then, the Dynamic Programming Principle gives
Our goal is to estimate T(x h ) with d(x h ). Since x h = y(
Therefore, to prove (66) in this case, we only need to show that
For this purpose, we consider the problem ( y 0 h (t) = Ay h (t) + f(y h (t)) + u (t); t > 0 y h (0) = x h ;
where u is a feedback control of the form u (t) = ?ry h (t)=jy h (t)j. We are interested in studying the solution of system (71) only for jy h (t)j R, hence we can consider the system as a semilinear which implies (70) and concludes our proof.
We now state the Pontryagin Maximum Principle for our control system (see 7, p. 367]).
Proposition 5.5 Let y( ) = y( ; x; u) be an optimal trajectory for x and p(t) be the corresponding dual arc. Then, p(t) 6 = 0 for all t 2 0; T(x) , and u(t) = ?r p(t) jp(t)j (72) for a.e. t 2 0; T(x)].
Coupling state equation (8) with the adjoint system (62) and using (72), we obtain the Hamiltonian form of the Maximum Principle
We note that the Cauchy problem for the above system is, in general, ill{posed as ?A fails to be the generator of a C 0 semigroup. Nevertheless, we give below a uniqueness result for the above system. Proposition 5.6 Given x; q 2 X, with q 6 = 0, and T > 0, there exists at most one pair (y; p) : 0; T] ! X (X n f0g) which solves system (73) in 0; T , and satis es the initial conditions
The following proof uses a technique introduced by 28]; this method was adapted to systems by 15], in a di erent situation from the one of interest in this paper.
Proof { Suppose that there exist two solutions, say (y 1 (t); p 1 (t)) and (y 2 (t); p 2 (t)); of problem (73){(74). De ne y(t) := y 2 (t) ?y 1 (t) and p(t) := p 2 (t) ?p 1 (t): We note that the pair ( y(t); p(t))
is a solution of the system for some C 5 > 0: Multiplying by z(t) the rst equation of (77) and integrating we obtain
((1 + 2L 2 )jz(t)j 2 + 4e k(t?T) 2 j 0 (t) y(t)j 2 + C 2 jq(t)j 2 )dt :
Plugging the estimates of j 1 ( )j and j 2 ( )j into equation (80) (j y(t)j 2 + j p(t)j 2 )dt
Sending k ! 1 we obtain j y(t)j = j p(t)j = 0 on 0; T 2 ]: The conclusion follows by an easy iteration argument.
The singular points of T can be characterized in terms of optimal trajectories. Before proving this fact, we need a preliminary result.
Lemma 5.7 Let x and x n be given points of R n B R such that x n ! x as n ! 1. Let y n : 0; T(x n )] ! X be optimal trajectories for x n and let p n : 0; T(x n )] ! X be the corresponding dual arcs. Then there exists a subsequence, fy n k ( )g, converging uniformly on any interval 0; T 0 ], with T 0 < T(x), to a trajectory y( ), optimal for x. In addition, lim k!1 p n k (t) = p(t) for all t 2 0; T(x) , where p( ) is the dual arc associated with y( ). Proof { Let us denote by u n ( ) the optimal controls corresponding to y n ( ) and let us set for simplicity T n = T(x n ), T = T(x). After extracting a subsequence, we nd that there exists Using the representation formula (11) and property (12) we obtain that the rst term on the right hand side tends to 0 as n ! 1. The second and third term also tend to 0, thanks to inequality 26 and to Lemma 5.4 respectively. Thus we have that (?A) 1=2 y n (T n ) ! (?A) 1=2 y(T) and this implies, by (63), (H2) and (13) , that p n (T n ) ! p(T). Let 
The next lemma shows that the above equation is satis ed, in a suitable sense, along any optimal trajectory.
Let us setỹ(s) = y(s; x;ũ). Arguing as in the rst part of the proof we obtain This is possible only if q 2 = q 1 for some > 0. But then equation (86), which is not homogeneous in q, cannot be satis ed both by q 1 and by q 2 .
The di erentiability of T along any optimal trajectory follows as a corollary.
Proposition 5.11 Let y( ) = y( ; x; u) be a time optimal trajectory for a point x 2 R n B R . Then T is di erentiable at any point of the form y(t) for t 2 ]0; T(x) . Proof { The two previous lemmas show that D + T(y(t)) is a singleton for any t 2 ]0; T(x) . On the other hand, a semiconcave function is di erentiable at any point where its superdi erential is a singleton. Since T is semiconcave, the conclusion follows.
From the above proposition we immediately obtain the following y 0 (t) = Ay(t) + f(y(t)) ? r p(t) jp(t)j ; y(0) = x p 0 (t) = ?Ap(t) ? ( f(y(t))) p(t) ; p(0) = q :
Moreover, y( ) is a time optimal trajectory for x, and p( ) is the associated dual arc.
Proof { Given q 2 D T(x), let fx n g be a sequence of di erentiability points for T such that x n ! x and DT(x n ) * q. For any n, let us denote by y n ( ) the unique optimal trajectory for x n and by p n ( ) the corresponding dual arc. By Theorem 5.3, we have that p n (0) = DT(x n ). By Lemma 5.7 we obtain that, after possibly extracting a subsequence, y n ( ) ! y( ) and p n ( ) ! The above proof shows that, if q 2 D T(x) for some x, then there exists x n ! x such that DT(x n ) ! q in the strong topology, not only in the weak topology as required by the de nition of D T. We remark that such a property would not hold without the compactness assumption on e tA in hypothesis (H7). We will conclude this section with a propagation result for the singular set of T. For this purpose we need a lemma showing that the Hamilton{Jacobi{Bellman equation (83) for any t > 0. Letting t ! 0 we obtain the conclusion.
We are now in a position to prove the aforementioned propagation result. The proof is then completed applying Theorem 2.6.
In this paper we include no example to show that the Minimum Time function may well possess a non empty singular set. Such examples are well{known in the literature: a typical case is that of the distance function from a closed set. One may wonder, however, whether the Minimum Time function associated with a parabolic system like (21) may be singular at some point. The a rmative answer to this question follows from an example of 1].
