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The concept of adiabaticity is ubiquitous in physics, and often associated to long time operations.
We show here how this notion can be rigorously extended to finite-time processes in the context
of stochastic thermodynamics. The case of a trapped Brownian particle in the overdamped regime
is explicitly worked out. Optimal features are subsequently addressed. We prove that finding (i)
the minimum operating time of any protocol connecting prescribed equilibrium states and (ii) the
optimal final temperature for a prescribed protocol duration are intimately related, and ruled by
a unique control function. Such fast adiabatic transformations are particularly relevant for the
optimal design of nanoengines.
Adiabatic processes are a cornerstone in the thermody-
namics of macroscopic systems. Therein, energy is solely
exchanged as work–there is no heat. If, in addition, the
system always sweeps equilibrium states, that is, the pro-
cess is reversible, there is no entropy change. These pro-
cesses are essential to build the Carnot heat engine, which
consists of two reversible isothermal and two reversible
adiabatic branches [1][2].
Stochastic thermodynamics deals with mesoscopic sys-
tems, the smallness of which entails that fluctuations are
relevant [3, 4]. It is therefore meaningless to imagine a
Brownian particle that would be thermally isolated from
its environment for each of its trajectories: over them,
both work and heat contribute to the energy change [5, 6].
However, one can think of processes in which the average
heat vanishes and thus the average work gives the aver-
age energy increment. This is the concept of adiabatic
process in stochastic thermodynamics, which is essential–
for example–to build a finite-time version of the Carnot
engine. In this context, many recent works deal with
cyclic heat engines that are said to incorporate adiabatic
branches [6–12]. Notwithstanding, and to the best of our
knowledge, finite-time adiabatic processes have not been
rigorously defined nor characterised yet.
There have been two approaches to the building of adi-
abatic processes in the literature. Several works, mainly
in the overdamped limit, have considered instantaneous
processes in which the position distribution does not
change [7, 9, 10, 12]. Since the configurational contribu-
tions to the heat–and to the entropy change–vanish for
such processes, they have been termed adiabatic. Never-
theless, as pointed out in Refs. [7, 13], there is a contribu-
tion to the heat–and to the entropy change–coming from
the velocity degree of freedom, because the temperature
varies in time. Thus, these instantaneous processes are
not actually adiabatic.
Other works have considered reversible, quasi-static,
adiabatic processes [6, 8, 11]. This approach has been
carried out within the underdamped description, which
incorporates the velocity degree of freedom to the pic-
ture. Specifically, it has been shown how reversible adia-
batic processes are built [8], for which –consistently–there
is no entropy increment [11]. Very recently, a Brown-
ian Carnot engine consisting of two irreversible isother-
mal branches and two reversible adiabatic ones has been
investigated [6]. These approaches are operational for
quasi-static, infinite time protocols.
Hereafter, we answer two physically relevant questions.
First, we show that finite-time adiabatic processes can be
rigorously constructed within the overdamped formalism,
where inertial effects are not relevant [14]. This requires
time control of both the confinement strength and the
bath temperature, which is experimentally relevant, e.g.
for micron-size colloids in a suspending fluid and manip-
ulated by laser tweezers [15, 16][17].
Second, we address two different kinds of optimisation
of these finite-time adiabatic processes. We minimise the
running time for protocols connecting two equilibrium
states with given values of the stiffness and the temper-
ature. We then optimise the final temperature for given
connection time and final value of the stiffness. Indeed,
an adiabatic transformation cannot be isothermal and
depending on the target state, the final temperature of
the system may be large. It is thus of interest to minimise
the mismatch with the initial temperature. Interestingly,
these two optimisation problems turn out to be closely
related: a unique function provides the solution to both
of them.
Our system is a Brownian particle immersed in a heat
bath at temperature T and trapped in a harmonic po-
tential with stiffness k. We denote the variance of the
particle position by 〈x2〉. At any time t, the state of the
system is characterised by the state-point (k, 〈x2〉, T ). In
dimensionless variables, the time evolution of the vari-
ance y in the overdamped regime reads [18]
y˙ = −2κy + 2θ. (1)
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2Stiffness and temperature have been made dimensionless
with some arbitrary values k0 and T0, whereas the time
unit is λ/k0 and λ is the viscous drag. Finally, the unit
of the variance y0 has been chosen as the equilibrium
value kBT0/k0. Equilibrium states thus correspond to
the surface κy = θ in the space (κ, y, θ).
Consider the energetics of this system at the average
level. Energy has two contributions: a harmonic one,
stemming from the trap, and a kinetic one. The latter
always has the equilibrium value θ/2 in the overdamped
limit. Thus, the average energy and its equilibrium value
are E = (κy+θ)/2 and Eeq = θ, respectively. Infinitesimal
work and heat are d¯W = y dκ/2 and d¯Q = (κ dy + dθ) /2,
so that the first law dE = d¯Q+d¯W holds [3]. The energy
unit for non-dimensionalisation is kBT0.
Now we turn our attention to the building of adiabatic
processes, in which there is no heat transfer–in average–
at all times. The condition d¯Q = 0 entails that
κ dy + dθ = 0. (2)
Temperature becomes a function of time θ(t) that goes
from θi to θf [19]. In this paper, we restrict ourselves
to processes connecting two equilibrium states (κi, yi, θi)
and (κf, yf, θf), and then κiyi = θi, κfyf = θf.
The average energetics is simple. The change in energy
is given by the change in temperature, Ei = θi, Ef = θf,
and ∆E ≡ Ef − Ei = θf − θi. Since there is no heat ex-
change, the total work coincides with the energy change,
W fi = ∆E = θf − θi. These equalities apply for any adi-
abatic process, regardless of its duration, being valid for
both quasi-static and finite-time processes. Without loss
of generality, we choose in the following units such that
κi = θi = 1 and then yi = 1 [20].
In quasi-static adiabatic processes, κ(t) and θ(t) are
tuned in an infinitely slow way so that the path followed
by the system is the equilibrium curve at all times. Using
the adiabaticity condition (2) and the equilibrium rela-
tion κy = θ, one gets
y∞(t) = [θ∞(t)]
−1
= [κ∞(t)]
−1/2
, (3)
in which the subindex ∞ refers to quasi-static process
[6, 8, 11].
For finite-time adiabatic processes, Eqs. (1) and (2)
imply the inequality
d
dt
(yθ) =
1
2
y˙2 ≥ 0. (4)
Therefore, y(t)θ(t) monotonically increases and
y(t)θ(t) ≥ 1. Two arbitrary states cannot be con-
nected with an adiabatic transformation. For the final
time, Eq. (4) yields θf yf ≥ 1 or, equivalently,
θf ≥ θ∞f ≡
√
κf. (5)
The equality corresponds to the quasi-static case.
We show hereafter that there exists a minimum time
to carry out an attainable adiabatic process. The ques-
tion is to find the optimal driving κ(t) and θ(t) reaching
the target state, where equilibrium demands a specific
variance at final time yf = θf/κf.
Integrating the left-hand-side (lhs) of Eq. (4) with re-
spect to time from 0 to tf and introducing a normalised
time τ ≡ t/tf on its right-hand-side (rhs) yields
∆(yθ) =
1
2tf
J [y], with J [y] ≡
∫ 1
0
dτ
(
dy
dτ
)2
, (6)
where ∆ refers to the differences between final and ini-
tial states. For a given target state, the lhs of Eq. (6) has
a fixed value, ∆(yθ) = ∆(θ2/κ). Thus, since the func-
tional J [y] reaches a minimum value for a certain profile
y˜(τ) that does not depend on tf, the connecting time also
reaches a minimum value t˜f for that optimal profile.
It is worth discussing the continuity of (κ(t), y(t), θ(t))
as functions of time. Eqs. (1) and (2) involve y˙ and θ˙,
so both y(t) and θ(t) must be continuous throughout the
whole time interval [0, tf], including its endpoints. There
are no such constraints on the stiffness, for which piece-
wise continuity of κ(t) suffices–finite jumps cannot be
ruled out [21–24].
The functional J [y] is minimised by the linear profile
y˜(τ) = 1 + τ ∆y = 1 + τ ∆ (θ/κ) . (7)
Substitution of Eq. (7) into (6) gives
t˜f =
(∆y)
2
2 ∆ (yθ)
=
[∆ (θ/κ)]
2
2 ∆ (θ2/κ)
, (8)
which is the minimum time for the process: two equilib-
rium states cannot be connected in a time tf < t˜f. This
result can also be obtained by solving a variational prob-
lem with constraints [18]. The positivity of t˜f is guaran-
teed by Eq. (5).
The corresponding evolution of temperature is ob-
tained by integrating Eq. (4) from 0 to t, with the result
θ˜(τ) =
1 + τ ∆
(
θ2/κ
)
1 + τ ∆ (θ/κ)
, (9)
where use has been made of Eq. (8). Following our
discussion on continuity, Eqs. (7) and (9) are valid in the
whole time interval t ∈ [0, t˜f] or 0 ≤ τ ≤ 1. Both y˜
and θ˜ are monotonic functions of time, the sign of their
derivatives being those of ∆y and ∆θ, respectively.
The optimal stiffness for 0 < τ < 1 follows from the
adiabaticity condition (2), which gives after some simple
algebra
κ˜(τ) =
C
y˜(τ)2
, C =
∆θ
∆(1/y)
=
∆θ
∆(κ/θ)
. (10)
This expression has a well-defined sign, since Eq. (2) en-
tails that κ = −θ˙/y˙ and both y and θ are monotonic [25].
3We start by analysing a deconfining process (κf < 1).
Adiabaticity implies that θf ≥ θ∞f =
√
κf > κf. Thus,
yf = θf/κf > 1 and ∆y > 0: the system always expands in
the optimal protocol. For fixed κf, t˜f is a non-monotonic
function of θf: t˜f decreases from infinity for the quasi-
static value θf = θ
∞
f to t
d
min = (2κf)
−1 − 1/2 for θf = 1,
and increases therefrom to t
(1)
f = (2κf)
−1 when θf →
+∞. Consider now the confining case (κf > 1). The
adiabaticity condition (5) implies that θf > 1. Therefore,
the system always heats in the optimal process, ∆θ > 0,
but it may compress, ∆y < 0, or decompress, ∆y >
0 [26]. Again, for fixed κf, the minimum time t˜f shows a
non-monotonic behaviour as a function of θf: t˜f decreases
from infinity at θf = θ
∞
f to t
c
min = 0 at θf = κf (∆y = 0),
and increases therefrom to t
(1)
f for θf → +∞.
These behaviours are illustrated in Fig. 1. On the top
(bottom) panel, we plot t˜f as a function of θf for the de-
confining (confining) case, specifically κf = 0.25 (κf = 5).
The horizontal dashed red line marks the minimum time
td or cmin , the horizontal blue dashed line the asymptotic
value t
(1)
f , and the dotted vertical asymptote the mini-
mum temperature for an adiabatic process θ∞f .
The main difference emerging in the confining case is
the vanishing of the minimum value of t˜f as a function
of θf, t
c
min = 0. Instantaneous adiabatic process are only
possible in the confining case. Therein, the system is nei-
ther compressed nor decompressed, ∆y = 0. The “price”
for building such a process is an instantaneous round trip
to infinite stiffness, κi → ∞ → κf, because C diverges
when ∆y = 0. For both confinement and deconfinement,
the optimal stiffness κ˜(t) is positive (negative) for final
temperatures θf to the left (right) of the one at which the
global minimum time td or cmin is attained. Specifically, the
sign of κ˜(t) is that of the constant C. For deconfining
(confining), ∆y (∆θ) is positive but ∆θ (∆y) changes
sign at the minimum. A density plot of log10 C in the
(κf, θf) plane is depicted in Fig. 2.
There is another–in principle different–physically rele-
vant optimisation problem for adiabatic processes. Start-
ing from a given initial equilibrium state, consider all pos-
sible time evolutions of the stiffness κ(t) that last a given
time tf and end up in a final equilibrium state with a
given value of the stiffness κf. Hence the question: what
is the extremal value of the final temperature θf?
Above, we have shown the existence of a minimum
connection time for a given final value of the tempera-
ture. By fixing the connection time, we are preventing
the system from reaching final temperatures that require
longer optimal times. Then, we have to seek solutions
of the equation t˜f(θ˜f, κf) = tf. Equivalently, by inverting
Eq. (8), one gets the quadratic equation(
1− 1
2κftf
)
θ˜2f +
1
tf
θ˜f − κf
(
1 +
1
2tf
)
= 0, (11)
which, again, also follows from a variational ap-
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FIG. 1. Minimum connecting time as a function of the target
temperature. The top (bottom) panel shows the deconfining
(confining) case with κf = 0.25 (κf = 5). The greyed area
corresponds to the forbidden region. The minimum time t˜f
is non-monotonic: on the top (bottom) panel, it decreases
from infinity at the quasi-static limit θf → θ∞f =
√
κf to its
minimum value tdmin (t
c
min) at θf = 1 (θf = κf) for deconfine-
ment (confinement). Therefrom, it increases to t
(1)
f = (2κf)
−1
in the limit as θf → ∞ on both panels. The main differ-
ence between confinement and deconfinement is that tdmin 6= 0
whereas tcmin = 0. This entails the impossibility of engineer-
ing an instantaneous adiabatic process in deconfinement. The
optimisation problem of the temperature for fixed connection
time tf, which is controlled by the same function t˜f(θf, κf), is
illustrated with the help of the horizontal purple dot-dashed
lines. Specifically, the two lines on each panel correspond to
different connecting times tf, one above and one below t
(1)
f .
The purple points mark their intersections with t˜f, which are
the optimal temperature(s) for that value of tf.
proach [18]. Its solution(s) θ˜f can be understood as the
optimal value(s) of the temperature for given tf, as ex-
plained below by taking a fresh look at Fig. 1. On both
panels, confinement and deconfinement, the situation is
similar and thus we discuss them together in the follow-
ing.
For connecting times tf longer than t
(1)
f , temperatures
below the only one verifying t˜f(θ˜f, κf) = tf are inaccessi-
4FIG. 2. Density plot of log10 C in the (κf, θf) plane, for
those regions inside which C > 0. The solid black curve
θf = θ
∞
f =
√
κf corresponds to the quasi-static limit, for which
the minimum connecting time t˜f diverges. Thus, it demar-
cates the region (greyed, labelled “Forbidden”) in which adi-
abatic processes are not possible. The dashed blue line stands
for θf = κf, at which ∆y = 0–the variance does not change. It
is only accessible for confining, κf > 1, and t˜f = t
c
min = 0 over
it. In the empty region delimited by the lines θf = 1 (κf < 1)
and θf = κf (κf > 1), it is C < 0 (labelled “Negative optimal
stiffness”).
ble. Then, θ˜f is the minimum temperature that can be
attained with an adiabatic process of duration tf. Such a
situation is illustrated with the horizontal dot-dashed line
above t
(1)
f , over which θ˜f is marked–the positive solution
of Eq. (11). For td or cmin ≤ tf ≤ t(1)f , there are two tem-
peratures verifying t˜f(θ˜f, κf) = tf. Neither temperatures
below the smaller nor temperatures above the larger can
be achieved, because they demand a longer tf. Similarly,
we illustrate this case with the horizontal dot-dashed line
below t
(1)
f , over which the minimum and maximum tem-
peratures are marked–the two solutions of Eq. (11) are
positive. Thus, there appears an interval of reachable
temperatures in this region of short connecting times.
Now we highlight some physical differences between de-
confinement and confinement. For deconfining, the min-
imum temperature for fixed tf provides an upper bound
for |∆θ| in the cooling region θf < 1. As tf decreases, the
minimum temperature increases and, for tf < t
(1)
f , there
also appears a maximum temperature in the heating re-
gion θf > 1. The two of them converge to θf = 1 as tf
approaches its global minimum tdmin 6= 0. For confining,
the minimum temperature represents a strictly positive
lower bound for ∆θ. This is physically relevant: it limits
the range of temperatures swept in the time evolution–
recall that θ˜(t) is monotonic. As tf decreases, again the
minimum temperature increases and a maximum tem-
perature emerges for tf < t
(1)
f , with them coalescing at
θf → κf for tf → tcmin = 0–the instantaneous adiabatic
process for which the variance remains unchanged.
To conclude, we have rigorously characterised finite-
time adiabatic processes, which have been furthermore
optimised. For the sake of concreteness, this has been
done in a model system that constitutes a benchmark for
stochastic thermodynamics: a Brownian particle trapped
in a harmonic well of stiffness κ and immersed in a fluid at
temperature θ, which is characterised by its position vari-
ance y. Our driving functions are κ and θ, the time de-
pendence of which is controlled. The optimisation prob-
lems we have addressed are relevant for experiments. For
example, the minimum time imposes limits on the en-
gineering of irreversible heat engines and the range of
reachable temperatures in the laboratory is limited.
Our work paves the way for the construction of ir-
reversible heat engines with actual finite-time adiabatic
branches. Our results entail the impossibility of building
a Carnot-like engine with two isotherms and two instan-
taneous adiabatic processes: the instantaneous cooling
adiabatic branch does not exist. On a physical basis: the
adiabatic condition κdy + dθ = 0 implies that an instan-
taneous change of temperature ∆θ needs κ → ∞ and
∆y → 0. In addition, the system must heat, ∆θ ≥ 0,
because yθ is a non-decreasing function of time.
Although our analysis has been performed in the over-
damped limit, the existence of a minimum time for car-
rying out an adiabatic process is expected to be still
valid in the underdamped description–even strengthened.
From a physical point of view, it is reasonable to expect
that the vanishing of tcmin is linked to the vanishing of
the relaxation time of the velocity degree of freedom in
the overdamped limit. Thus, the corresponding tcmin in
the underdamped description would be non-zero and an
instantaneous adiabatic process would be forbidden, for
both confinement and deconfinement.
Among the perspectives opened by our results, it is
interesting to address the stability of the optimal solu-
tions found here with respect to small perturbations in
the stiffness of the trap [27]. This is relevant for experi-
ments, as a consequence of fluctuations and the unavoid-
able non-perfect implementation of the optimal proto-
cols. On another note, our classical approach may be
used to guide the extension of the concept of finite-time
adiabaticity to open quantum systems [28–30].
This work has been financially supported by the
STARS2018 project through UNIPD (C.A.P.), the
Agence Nationale de la Recherche research funding Grant
No. ANR-18-CE30-0013 (D.G.-O., E.T.), and by the
Spanish Ministerio de Ciencia, Innovacio´n y Universi-
dades through Grant (partially financed by the ERDF)
No. PGC2018-093998-B-I00 (A.P.).
5[1] H. Callen, Thermodynamics and an Introduction to Ther-
mostatistics (Wiley, 1985).
[2] We understand adiabatic in the thermodynamical sense,
and not in the often found “slow enough” quantum me-
chanical meaning, to which we refer as quasi-static.
[3] K. Sekimoto, Stochastic Energetics (Springer, 2010).
[4] U. Seifert, Reports on Progress in Physics 75, 126001
(2012).
[5] G. E. Crooks and C. Jarzynski, Physical Review E 75,
021116 (2007).
[6] I. A. Mart´ınez, E. Rolda´n, L. Dinis, J. M. R. Parrondo,
and R. A. Rica, Nature Physics 12, 67 (2015).
[7] T. Schmiedl and U. Seifert, EPL (Europhysics Letters)
81, 20003 (2008).
[8] S. Bo and A. Celani, Physical Review E 87, 050102 (R)
(2013).
[9] V. Holubec, Journal of Statistical Mechanics: Theory
and Experiment 2014, P05022 (2014).
[10] S. Rana, P. S. Pal, A. Saha, and A. M. Jayannavar,
Physical Review E 90, 042146 (2014).
[11] I. A. Mart´ınez, E. Rolda´n, L. Dinis, D. Petrov, and R. A.
Rica, Physical Review Letters 114, 120601 (2015).
[12] V. Singh and R. S. Johal, Physical Review E 98, 062132
(2018).
[13] T. Hondou and K. Sekimoto, Physical Review E 62, 6021
(2000).
[14] Within the overdamped description, the time variation
of the physical properties controlling the dynamics–the
stiffness of the trap and the temperature of the bath–is
much slower than the relaxation of the velocity to equilib-
rium, governed by the viscosity of the surrounding fluid.
[15] I. A. Mart´ınez, E. Rolda´n, J. M. R. Parrondo, and
D. Petrov, Phys. Rev. E 87, 032159 (2013).
[16] S. Ciliberto, Physical Review X 7, 021051 (2017).
[17] Optic al confinement makes it possible to control the time
dependence of the temperature by randomly shaking the
confining trap [15], which results in an effective temper-
ature for the Brownian particle.
[18] See the Supplemental Material at [URL will be inserted
by publisher] for further details on the variance equation,
and for alternative variational calculations in the two ex-
tremal problems.
[19] Initial and final values of the physical quantities are de-
noted by subindexes i and f, respectively.
[20] With other choice for the units, all expressions in the
paper remain valid with the substitutions κf → κf/κi,
θf → θf/θi, yf → yf/yi, and t→ κit.
[21] Y. B. Band, O. Kafri, and P. Salamon, Journal of Ap-
plied Physics 53, 8 (1982).
[22] T. Schmiedl and U. Seifert, Physical Review Letters 98,
108301 (2007).
[23] E. Aurell, C. Mej´ıa-Monasterio, and P. Muratore-
Ginanneschi, Physical Review Letters 106, 250601
(2011).
[24] C. A. Plata, D. Gue´ry-Odelin, E. Trizac, and A. Prados,
Physical Review E 99, 012140 (2019).
[25] Similarly to the situation found in other problems in
stochastic thermodynamics, the control function κ(t) has
finite jumps at the initial and final times, κ˜(t = 0+) =
Cy−2i 6= κi, κ˜(t = t−f ) = Cy−2f 6= κf [21–24]. This does
not break the adiabaticity of the process: there is no in-
stantaneous heat transfer at the initial and/or final times.
[26] This is the reason why we employ here the terms de-
confining (∆κ < 0) and confining (∆κ > 0) instead of
decompressing and compressing. At variance with the
isothermal case, the signs of ∆κ and ∆y are not directly
related in an adiabatic process.
[27] This also applies to other minimisation problems, such
as the optimal work over isothermal branches [22–24].
[28] A. Caldeira and A. Leggett, Physica A: Statistical Me-
chanics and its Applications 121, 587 (1983).
[29] U. Weiss, Quantum Dissipative Systems, Series in Mod-
ern Condensed Matter Physics (World Scientific, 2008).
[30] A. Rivas and S. Huelga, Open Quantum Systems: An
Introduction, SpringerBriefs in Physics (Springer Berlin
Heidelberg, 2011).
Supplemental Material for “On the existence and optimisation of finite-time adiabatic
processes”
Carlos A. Plata
Dipartimento di Fisica e Astronomia “Galileo Galilei”, Istituto Nazionale di Fisica Nucleare,
Universita` di Padova, Via Marzolo 8, 35131 Padova, Italy
David Gue´ry-Odelin
Laboratoire de Collisions Agre´gats Re´activite´, CNRS, UMR 5589, IRSAMC, France
Emmanuel Trizac
LPTMS, CNRS, Univ. Paris-Sud, Universite´ Paris-Saclay, 91405 Orsay, France
Antonio Prados
F´ısica Teo´rica, Universidad de Sevilla, Apartado de Correos 1065, E-41080 Sevilla, Spain
(Dated: May 7, 2019)
We present here details pertaining to the framework used, together with a technical and inde-
pendent rederivation of two key results (optimal temperature for fixed operating time and minimal
time for fixed initial and final states), while a calculation-free arguments are provided in the main
text.
In section I, we derive the evolution equation for the variance of the Brownian particle position in the overdamped
regime, which is our starting point. Moreover, we explicitly show that the corresponding distribution function remains
Gaussian for all times. Sections II and III are devoted to the optimisation of finite-time adiabatic processes connecting
equilibrium states, which are solved with the help of physical arguments in the letter. Here, we address these problems
by employing a rigorous–and thus lengthier–mathematical approach, based on two well-posed variational problems
with constraints. By doing so, we obtain in an alternative way the same solutions as in the letter to (i) the optimal
temperature for fixed running time, and (ii) the minimum time for fixed initial and final states.
I. EVOLUTION EQUATION FOR THE VARIANCE OF THE POSITION
We consider a Brownian particle immersed in a fluid and trapped in a harmonic potential with stiffness k. The fluid
is at equilibrium at temperature T . Note that both the temperature and the stiffness, which are externally controlled,
may be time-dependent. In the overdamped limit, the Langevin equation for the particle position x(t) reads
x˙(t) = −k
λ
x(t) +
√
2Dη(t), (S1)
where λ is the viscous drag, D is the diffusion coefficient, and η(t) stands for delta-correlated Gaussian white noise
of zero mean and unit variance. The diffusion coefficient verifies the fluctuation-dissipation relation
D =
kBT
λ
, (S2)
with kB the Boltzmann constant. If the temperature is time-dependent, D also depends on time.
The dynamics of the system can also be studied using the probability density function P (x, t) for finding the
Brownian particle at position x at time t. Its time evolution is governed by the Fokker-Planck equation
λ∂tP (x, t) = k ∂x [xP (x, t)] + kBT ∂
2
xP (x, t). (S3)
The Langevin equation (S1) and the Fokker-Planck equation (S3) are utterly equivalent and both completely charac-
terise the time evolution of the Brownian particle position–mathematically, the stochastic process [1].
In light of the above, we can obtain the time evolution of all the moments or, alternatively, all the cumulants of
the position from either Eq. (S1) or Eq. (S3). If the initial condition P (x, 0) is Gaussian, P (x, t) remains Gaussian
for all times and the two first cumulants, that is, position’s average 〈x〉 and variance σ2 = 〈x2〉 − 〈x〉2, completely
characterise the evolution of the Brownian particle. This stems from the Gaussian character of the white noise η(t)
appearing in the Langevin equation, and can also be readily understood from the Fokker-Planck equation by going
to Fourier space. This is the route we take in the following.
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2First, we define the Fourier transform of P (x, t) as
G(s, t) ≡ 〈eisx〉 =
∫ +∞
−∞
dx eisxP (x, t). (S4)
Therefore, taking the Fourier transform in Eq. (S3) leads to
λ∂tG(s, t) = −k s ∂sG(s, t)− kBTs2G(s, t). (S5)
On the one hand, the expansion of G(s, t) generates the moments µn(t) ≡ 〈xn〉(t), since G(s, t) =
∑∞
n=0(is)
nµn(t)/n!.
On the other hand, the expansion of lnG(s, t) generates the cumulants χn(t),
lnG(s, t) =
∞∑
n=1
(is)n
n!
χn(t). (S6)
As already said above, the first two cumulants are the mean and the variance of the position, respectively. With the
notation we are using, χ1 = µ1 and χ2 = µ2 − µ21.
Equation (S5) can be rewritten as
λ∂t lnG(s, t) = −k s ∂s lnG(s, t)− kBTs2. (S7)
Introducing the expansion (S6) into (S7) and equating the coefficients sharing the same power of s, the equations for
the cumulants are obtained as
λ
dχn(t)
dt
= −nk χn(t) + 2kBT δn,2, n ≥ 1. (S8)
First, the equation for n = 1 implies that the average χ1 = µ1 = 〈x〉 remains zero for all times if it is so initially.
Second, the equation for n = 2 gives the time evolution of the variance χ2 = µ2 − µ21 = σ2,
λ
dχ2
dt
= −2k χ2 + 2kBT. (S9)
Third, the equations for n ≥ 2 entail that an initially Gaussian distribution remains Gaussian for all times: if
χn(0) = 0 for all n ≥ 2, we have that χn(t) = 0 for all n ≥ 2. These properties remain valid if k and/or T are
time-dependent, since Eqs. (S1)-(S9) hold for both constant and time-dependent k and T . If the stiffness of the trap
k and the temperature of the fluid T are time-independent, χ2 evolves as time increases towards its equilibrium value
χeq2 = kBT/k, as predicted by equilibrium statistical mechanics.
Nondimensionalisation is introduced with the definitions
κ =
k
k0
, θ =
T
T0
, y =
χ2
kBT0/k0
, t∗ =
t
λ/k0
, (S10)
where k0 and T0 are some arbitrary values of the stiffness of the trap and the temperature, respectively. Making use
of these dimensionless variables in Eq. (S9), we obtain Eq. (??) in the main text–with t∗’s asterisk removed in order
not to clutter our notation.
II. OPTIMAL TEMPERATURE FOR FIXED RUNNING TIME
A. Statement of the variational problem
We would like to minimise the final temperature in an adiabatic process for the trapped Brownian particle. There-
fore, consider the temperature increment
∆θ ≡ θf − θi =
∫ tf
0
dt θ˙. (S11)
This is a “constrained” minimisation problem, since we seek the minimisation of ∆θ that is compatible with (i) the
time evolution of the variance of the Brownian particle, Eq. (??) of the main text,
y˙ = −2κy + 2θ, (S12)
3and (ii) the adiabaticity condition,
κy˙ + θ˙ = 0, (S13)
which is equivalent to Eq. (??) of the main text.
Therefore, we have to introduce Lagrange multiplier functions λ(t) and µ(t) ensuring that Eqs. (S12) and (S13)
hold for all times, as explained in Ref. [2] for minimisation problems with “auxiliary conditions”–or in Ref. [3] for
minimisation problems with “subsidiary conditions”. Specifically, we look for functions that make
S[y, κ, θ, λ, µ] =
∫ tf
0
dt θ˙ +
∫ tf
0
dt λ(t) (y˙ + 2κy − 2θ) +
∫ tf
0
dt µ(t)
(
κy˙ + θ˙
)
, (S14)
stationary. Then, we have to minimise the “action”
S[y, κ, θ, λ, µ] =
∫ tf
0
dtL(κ, y, y˙, θ, θ˙, λ, µ), (S15)
in which we have the “Lagrangian”
L(κ, y, y˙, θ, θ˙, λ, µ) = θ˙ + λ (y˙ + 2κy − 2θ) + µ
(
κy˙ + θ˙
)
. (S16)
Note that the “Lagrangian” does not depend on κ˙. This means that the corresponding Euler-Lagrange for κ can be
used to eliminate κ in favour of the remainder of the variables [4].
The boundary conditions for the minimisation problem are the following:
1. Given initial equilibrium state, that is, given values of κi, yi and θi.
κ(t = 0) = κi, y(t = 0) = yi, θ(t = 0) = θi = κiyi. (S17)
2. Given value of the final stiffness κf and equilibrium condition at the final time, κfyf = θf.
κ(t = tf) = κf, κ(t = tf)y(t = tf) = θ(t = tf). (S18)
By taking an infinitesimal variation of S and equating it to zero, not only do we get the Euler-Lagrange equations
for the minimisation problem, but also the adequate boundary conditions–as discussed in Ref. [2], section II.15. The
boundary term in δS must vanish,
pκδκ+ pyδy + pθδθ|tf0 = 0. (S19)
We have introduced the canonical momenta in the usual way, which for our problem read
pκ ≡∂L
∂κ˙
= 0, (S20a)
py ≡∂L
∂y˙
= λ+ µκ, (S20b)
pθ ≡∂L
∂θ˙
= 1 + µ. (S20c)
Since κi, yi and θi are fixed, there is no boundary contribution coming from t = 0. For t = tf, however, we have a
different situation, δκf = 0 but yf and θf are simply linked by the equilibrium condition, which entails that κfδyf = δθf.
Therefore, we have that
pκf>
0
δκf + pyfδyf + pθfδθf = (pyf + pθfκf) δyf = 0, (S21)
which entails that
py(t = tf) + pθ(t = tf)κ(t = tf) = 0, (S22)
since δyf is arbitrary. By employing the expressions for py and pθ found above, we get
λf + µfκf + (1 + µf)κf = κf + λf + 2µfκf = 0 (S23)
for the lacking boundary condition, that is,
κ(t = tf) + λ(t = tf) + 2µ(t = tf)κ(t = tf) = 0. (S24)
4B. Euler-Lagrange equations
Now, we write the Euler-Lagrange equations for the minimisation problem. First, taking into account Eq. (S20a)
and ∂κL = 2λy + µy˙,
0 = 2λy + µy˙. (S25)
Second, we bring to bear Eq. (S20b) and ∂yL = 2κλ,
d
dt
(λ+ µκ) = 2κλ. (S26)
Third, we make use of Eq. (S20c) and ∂θL = −2λ to write
µ˙ = −2λ. (S27)
In addition, since by construction the Lagrangian does not depend on λ˙ and µ˙, the Euler-Lagrange equations for λ
and µ reduce to the constraints–or auxiliary conditions, given by Eqs. (S12) and (S13).
It is straightforward to get rid of the Lagrange multipliers by first inserting Eq. (S27) into (S25), which gives
µy˙ − yµ˙ = 0⇒ µ = c1y, (S28)
where c1 is an arbitrary constant, to be determined later by imposing the boundary conditions. Moreover, Eq. (S27)
yields
λ = −c1
2
y˙. (S29)
These expressions for the multipliers in terms of y and y˙ allow us to work out the solution, as detailed below. The
constant c1 should be non-zero because its vanishing leads to λ(t) = µ(t) = 0, that is, the situation without constraints.
Inserting Eqs. (S28) and (S29) into (S26), we get
y¨ − 4κy˙ − 2κ˙y = 0, (S30)
after taking into account that c1 6= 0. By taking time derivative in the evolution equation for y, as given by Eq. (S12),
and making use of the adiabatic condition (S13), it is also shown that
y¨ + 4κy˙ + 2κ˙y = 0. (S31)
Combining Eqs. (S30) and (S31), we obtain
2κy˙ + κ˙y = 0⇒ κy2 = c2, (S32)
where c2 is an arbitrary constant.
Finally, taking into account Eq. (S32), we find the expressions for the variance and the temperature. The adiabatic
condition (S13) is now simplified to
c2
y˙
y2
+ θ˙ = 0⇒ θ = c2
y
+
c3
2
, (S33)
in which c3 is another arbitrary constant–the factor 1/2 on the rhs is convenient later. Substituting Eqs. (S32)
and (S33) into the evolution equation (S12) gives
y˙ +
 
  2
c2
y2
y − 2
(


c2
y
+
c3
2
)
= 0⇒ y˙ = c3,⇒ y = c3t+ c4. (S34)
Once more, c4 is an arbitrary constant.
5C. Solution of the problem
Equations (S32), (S33) and (S34) provide the solution to the minimisation problem. The constants (c1, c2, c3, c4)
have to be written in terms of physical quantities by imposing the boundary conditions. It may seem odd at first
sight that there are 4 constants but 6 boundary conditions. The reason is the same as in other problems in stochastic
thermodynamics: κ may have jumps at the boundaries. In the present context, this peculiar behaviour is readily
understood: the conjugate moment pk = ∂κL identically vanishes and therefore δκ(t = 0) and δκ(t = tf) are in
fact arbitrary when imposing the extremality condition δS = 0. This means that κ can indeed have finite-jump
discontinuities at the initial and final times: κ(t = 0+) and κ(t = t−f ) do not coincide in general with κi and κf.
Following the discussion above, we now impose the four relevant boundary conditions,
y(t = 0) = yi, θ(t = 0) = θi, κfy(t = tf) = θ(t = tf), κf + λ(t = tf) + 2κfµ(t = tf) = 0. (S35)
The constants c3 and c4 are directly obtained as
c3 =
yf − yi
tf
, c4 = yi. (S36)
Note that yf does not have a definite value but is related to θf by the equilibrium condition; this will be brought to
bear later. The optimal time evolution for the variance is then
y(t) = yi +
yf − yi
tf
t. (S37)
Now, particularising Eq. (S33) for t = 0 makes it possible to obtain c2,
θi =
c2
yi
+
c3
2
⇒ c2 = yi
(
θi − yf − yi
2tf
)
. (S38)
Using again Eq. (S33) but for an arbitrary time t, after some simple algebra one gets
θ(t) =
yiθi +
(yf − yi)2
2t2f
t
yi +
yf − yi
tf
t
. (S39)
Substituting t = tf into this equation, we obtain
θf =
yiθi
yf
+
(yf − yi)2
2tfyf
, (S40)
so that
θf ≥ yiθi
yf
, (S41)
with the equality holding in the limit as tf →∞, that is, in the quasi-static limit.
We have yet to impose the boundary condition yf = θf/κf. We do so in Eq. (S40),
θf =
κfyiθi
θf
+
κf
2tf
(
θf
κf
− yi
)2
θf
⇒ θ2f = κfyiθi +
κf
2tf
(
θf
κf
− yi
)2
. (S42)
This equation is a quadratic equation for θf in terms of the fixed parameters κf, yi, θi, and tf. Also, it can be rewritten
as (
1− 1
2κftf
)
θ2f +
yi
tf
θf − κfyi
(
θi +
yi
2tf
)
= 0, (S43)
6which is equivalent to Eq. (??) for θ˜f in the main text, after taking into account that yi = θi/κi.
It is worth noting that the constant c1 has not been necessary to obtain the solution for the physical quantities,
the stiffness κ(t), the variance y(t), and the temperature θ(t). It is only needed to derive the final expressions for
the Lagrange multipliers λ(t) and µ(t). For the sake of completeness, we give the expression for c1 that follows from
Eq. (S24),
κf − c1c3
2
+ 2c1yfκf = 0⇒ c1 = 2κf
c3 − 4θf . (S44)
III. MINIMUM TIME FOR FIXED INITIAL AND FINAL STATES
We turn our attention to another optimisation problem: obtain the minimum time to connect two given equilibrium
states with an adiabatic process. This problem has been solved in the main text by an ad-hoc procedure, but it can
be addressed in a way similar to the one employed in the previous section. In this case, we would like to minimise
tf =
∫ tf
0
dt 1, (S45)
submitted again to the constraints given by Eq. (S12) and Eq. (S13). Therefore, we have to minimise a new “action”
Sˆ[y, κ, θ, λ, µ] =
∫ tf
0
dt Lˆ(κ, y, y˙, θ, θ˙, λ, µ), (S46)
in which we have the new “Lagrangian”
Lˆ(κ, y, y˙, θ, θ˙, λ, µ) = 1 + λ (y˙ + 2κy − 2θ) + µ
(
κy˙ + θ˙
)
= L(κ, y, y˙, θ, θ˙, λ, µ) + 1− θ˙
= L(κ, y, y˙, θ, θ˙, λ, µ) + d
dt
(t− θ) . (S47)
Since Lˆ and L differ by the total derivative of a function that depend only on the “coordinates”–and not on the
velocities, we know that the Euler-Lagrange equations for both minimisation problems will be the same. Anyhow,
we cannot yet conclude that the solution to both problems is the same, since the boundary conditions for them are
not [5].
In this case, the boundary conditions are simpler than those addressed in section II, because (κ, y, θ) have prescribed
values at the initial and final times, although the latter is not fixed; it is the quantity that we want to minimise.
Specifically, Eq. (S17) and Eq. (S18) remain valid but Eq. (S24) must be substituted with
θ(t = tf) = θf. (S48)
Therefore, we deal with a “standard” variational problem, for which δκ, δy and δθ vanish at the boundaries, similarly
to the situation found in Classical Mechanics. Notwithstanding, once more we have that κ may have finite jump
discontinuities at the boundaries, recall that its corresponding canonical momentum verifies pˆκ ≡ 0.
Since the Euler-Lagrange equations are unchanged, Eq. (S28), Eq. (S29), Eq. (S32), Eq. (S33) and Eq. (S34) still
hold. In principle, we should have to reobtain the constants (c2, c3, c4) with the new boundary conditions. However,
it is readily realised that the substitution of Eq. (S24) with Eq. (S48) leaves their expressions unchanged, because
Eq. (S24) was not employed in their derivation for the optimal temperature problem. The only difference is that θf is
now fixed and tf is the variable being minimised, instead of the other way round.
In light of the discussion above, it appears that the same function relates the optimal values θf and tf for both
physical situations, as argued in the main text on physical grounds. Therefore, solving Eq. (S42) for tf and writing it
in terms of the initial and final values of θ and κ, we obtain
tf =
(
θf
κf
− θi
κi
)2
2
(
θ2f
κf
− θ
2
i
κi
) , (S49)
which is the expression for t˜f in Eq. (??) of the main text.
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