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Abstract. An adaptive multi-tiered framework, which can be utilised
for designing a context-aware cyber physical system is proposed and ap-
plied within the context of assuring offshore asset integrity. Adaptability
is achieved through the combined use of machine learning and compu-
tational intelligence techniques. The proposed framework has the gen-
erality to be applied across a wide range of problem domains requiring
processing, analysis and interpretation of data obtained from heteroge-
neous resources.
Keywords: Context Awareness, Cyber Physical System, Asset integrity
1 INTRODUCTION
There exists a growing demand for intelligent and autonomous control in engi-
neering applications. This is especially true when some constraints are present
that cannot be satisfied by human intervention with regard to decision making
speed in life threatening situations (e.g. automatic collision systems, exploring
hazardous environments, processing large volumes of data). Because machines
are capable of processing large amounts of heterogeneous data much faster and
are not subject to the same level of fatigue as humans, the use of computer-
assisted control in many practical situations is preferable. Cyber physical sys-
tems are the integration of information processing, computation, sensing and
networking that allows physical entities to operate various processes in dynamic
environments [5]. Many of these intelligent cyber physical systems involve human
intervention at some point, either during the development process by embedding
expert knowledge into the systems, or during operation by requiring humans to
monitor, evaluate, and confirm/reject the systems inferences. The latter type of
intervention is often associated with another salient feature of cyber physical
systems dealing with the big data phenomenon. Big data has become a com-
mon research focus in the last decade due to the increasing volume, velocity,
variety and veracity of data enabled by technological advancements and by a
reduction in data acquisition costs. The integration of multiple data sources into
a unified system leads to data heterogeneity, often resulting into difficulty, or
even infeasibility, of human processing, especially in real-time environments. For
example, in real-time automated process control, information about a possible
failure is more useful before the failure takes place so that prevention and dam-
age control can be carried out in order to either completely avoid the failure, or
at least alleviate its consequences. Computational Intelligence (CI) techniques
have been successfully applied to problems involving big data in various appli-
cation domains [4]. These techniques however require training data to provide
reliable and reasonably accurate specification of the context in which a cyber
physical system operates. The context enables the system to highlight poten-
tial anomalies in the data so that intelligent and autonomous control of the
underlying process can be carried out. Anomalies are defined as incidences or
occurrences, under a given circumstances or a set of assumptions, that are dif-
ferent from the expectance (for instance when Generator rotor speed of the gas
turbine goes below 3000 rpm). By their nature, these incidences are rare and
often not known in advance. This makes it difficult for the Computational Intel-
ligence techniques to form an appropriate training dataset. Moreover, dynamic
problem environments can further aggravate the lack of training data by occur-
rence of intermittent anomalies. Computational Intelligence techniques that are
used to tackle dynamic problems should therefore be able to adapt to environ-
mental/contextual changes. A multi-tiered framework for cyber physical systems
with heterogeneous input sources is proposed in the paper that can deal with
unseen anomalies in a real-time dynamic problem environment. The goal is to
develop a framework that is as generic, adaptive and autonomous as possible. In
order to achieve this goal both machine learning and computational intelligence
techniques are applied within the framework, together with the online learning
capability that allows for adaptive problem solving.
2 CYBER PHYSICAL SYSTEMS (CPS)
Rapid advances in miniaturisation, speed, power and mobility have led to the
pervasive use of networking and information technologies across all economic sec-
tors. These technologies are increasingly combined with elements of the physical
worlds (e.g. machines, devices) to create smart or intelligent systems that offer
increased effectiveness, productivity, safety and speed [5]. Cyber physical systems
(CPS) are a new type of system that integrates computation with physical pro-
cesses. They are similar to embedded systems but focus more on controlling the
physical entities rather than processes embedded computers monitor and con-
trol, usually with feedback loops, where physical processes affect computations
and vice versa. Components of cyber physical system (e.g., controllers, sensors
and actuators) transmit the information to cyber space through sensing a real
world environment; also they reflect policy of cyber space back to the real world
[7]. Rather than dealing with standalone devices, cyber physical systems are de-
signed as a network of interacting elements with physical inputs and outputs,
similar to the concepts found in robotics and sensor networks. The main challenge
in developing a CPS is to create an interactive interface between the physical
and cyber worlds the role of this interface is to acquire the context information
from the physical world and to implement context-aware computing in the cyber
world [6].Figure 1 illustrates a conceptual framework for building context-aware
cyber physical systems [9]. Each layer is dedicated to a certain context processing
task, ranging from low-level context acquisition up to high level context appli-
cation using either existing or acquired knowledge. Cyber physical systems may
Fig. 1. Framework for designing context-aware CPS
consist of many interconnected parts that must instantaneously exchange, parse
and act upon heterogeneous data in a coordinated way. This creates two major
challenges when designing cyber physical systems: the amount of data available
from various data sources that should be processed at any given time and the
choice of process controls in response to the information obtained. An optimal
balance needs to be attained between data availability and its quality in order to
effectively control the underlying physical processes. Figure 2 illustrates a sys-
tematic approach to handling the challenges related to context processing, which
has been successfully applied by the authors to various real world applications [8,
9]. As can be seen from Figure 2, the suggested approach segregates processing
of the input stream into three distinct phases. The Processing minimises the vol-
ume of data and the data processing cost by analysing only inputs from easy to
process data sources using context identification techniques for finding anomalies
Fig. 2. Systematic approach to context processing
in the acquired data. If any anomalies are detected at this stage, Alert 1 gets
activated. This phase of the process is used to analyse real-time data and is a
safe guard process on scenarios where the frameworks prediction fail to predict
occurrence of unexpected changes in the environment. In the Prediction Phase,
future values of each of the gas turbine’s sensors get predicted, using a linear
regression model. Moreover a new column is added which gets populated with
the “predicted status” value for each data instance. In this phase if any of the
future predicted value of the sensors goes beyond the set threshold, Alert 2 gets
activated. The final step of the process Anomaly Detection, classifies the overall
predicted future values to identify anomalies being present in the underlying pro-
cess on the operation of the cyber physical system. If any anomalies are detected
at this stage Alert 3 is triggered. Such an approach allows for the acquisition
of data and/or activation of the necessary physical entities on an ad-hoc basis,
depending on the outcome at each phase. Moreover, the accuracy attained at
the specified phases can be enhanced by incorporating additional data sensors or
additional environmental factors. Computational intelligence techniques and ex-
pert systems have been successfully applied to tackling many anomaly detection
problems, where anomalies are known a priori. More interesting, however, is to
detect previously unseen anomalies. Statistical analysis and clustering are exam-
ples of techniques that are commonly used when the characteristics of anomalies
are unknown [1]. Figure 3 illustrates a more detailed process for the systematic
approach where machine learning and computational intelligence techniques are
combined to tackle the unknown anomalies and learn from the experience when
similar anomalies occur again. In Figure 3, “b” represents a belief function of the
Fig. 3. Context Processing in a CPS









The weights (wi and wj) of this belief function are adaptively adjusted depending
on how much knowledge related to the problem context has been obtained.
The contribution of the CI nodes increases with collection of more normal and
abnormal data points that can be used for training. This allows the system to
run autonomously if required, and any potential anomalies are flagged for closer
inspection at the second (i.e. classification) phase. With the use of parallelisation
and/or distributed systems, multiple machine learning and CI techniques and
various belief functions can be evaluated simultaneously with their parameters
being adaptively chosen. Anomaly identification using a combination of such
techniques, as described in Figure 3, has been successfully applied to a traffic




It is a common practice that most of the sensory data on a platform are stored in
a historian system such as the PI system. PI is a form of historian system which
act as a repository to store sensor information gathered from one or multiple
installation. For this study we used historical sensor data of a gas turbine from
an offshore installation in the North Sea. This data in real-time is transmitted
offshore via satellite Internet. In this experiment about three months worth of
Fig. 4. Gas Turbine Process Design
data from a PI historian representing a total of 25 sensors from different parts
of a gas turbine was used (see Figure 4).Within this period system experienced
8 failures which are highlighted in Figure 5) which are indicated by blue arrows.
The sample data for the three months period includes around 217000 instances.
Sensor used from the turbine are listed in Table 1. In addition to all the sensors
we also had a turbine status which has each of the instances of the dataset
labeled as either False, True or I/O timed out. False indicates the turbine failure
state, True indicates the engine is running and I/O Timed out indicates when
the engine is getting restarted or communication between the Pi historian and
offshore is temporarily lost. The importance of having the I/O Timeout state is
to prevent the system from sending an alarm when the system is actually in a
state of reboot but not a failure.
3.2 PROCESSING
The processing Phase of the proposed context-aware CPS implements compu-
tational intelligence to classify the input stream. To implement this Phase the
Multilayer Perceptron is used, which is a feedforward Artificial Neural Network
(ANN). Funahashi[2], Hoenike and Stunchcombe [3] and Qiu et al [11] have all
shown that only one hidden layer can effectively generate highly accurate results
by also improving the processing time. Therefore an ANN Multilayer Perceptron
with Backpropagation of error has been used to train the machine with 1, 2, 3
and 4 hidden layers 10 fold cross validation. The experiment had been continued
up until 4 layer which eventually generated an excellent result. Table 3 lists the
result gathered from the experiments with 1 to 4 hidden layers. Although by
using only one hidden layer we have managed to classify 92.77 percent of the
Sensor Description Unit Count
Power Turbine Rotor Speed rpm 2
Gas Generator Rotor Speed rpm 2
Power Turbine Exhaust Temperature F 6
None Drive End Direction mm/SEC 1
Drive End Vibration X Direct um P-P 1
Turbine Inlet Pressure psia 1
Compressor Inlet Total Pressure psia 1
Ambient Temperature F 1
Axial Compressor Inlet Temperature F 2
Mineral Oil Tank Temperature F 1
Synthetic Oil Tank Temperature F 1
OB Bearing Temperature C 1
IB Bearing Temperature C 1
IB Thrust Bearing Temperature C 1
OB Thrust Bearing Temperature C 1
Generator Active Power Mwatt 1
Grid Voltage V 1
Table 1. Gas Turbine Sensors
instances correctly, however by increasing the layers to 4 we have managed to
classify 100 percent of the instances. Figure 6 illustrated the artificial neural
network design. The input layer corresponds to the 25 input sensors of the gas
turbine. The middle layers are used to form the relations between the neurons,
their number being determined at runtime. The output neurons are the three
classifications which indicates the status of the turbine.
3.3 PREDICTION
The second phase of the proposed model is Prediction Phase, which is to predict
the future values for the next 24 hours of all 25 sensors. Times series was used to
lag the data for 24 hours followed with linear regression to predict the next 24.
During this phase by looking at the historical data we have already set threshold
for each of the sensors. Therefore if any of the predicted values for each of the
sensors falls below or beyond the allowed threshold then Alarm 2 gets activated.
Figure 7 illustrates the predicted results for all the 25 sensors.
3.4 ANOMALY DETECTION
Since combination of all the sensors together reflect the status of the turbine,
after predicting future value of all the sensors then all get merged into a single
test dataset. The Artificial Neural Network model which has been trained as
part of the Processing phase is used again, but this time to label the status of
Fig. 5. Turbine’s Fail Scenarios
Layers Count One Two Three Four
Correctly Classified (%) 92.77 92.77 94.95 100
Incorrectly Classified (%) 7.23 7.23 5.05 0
Kappa statistic 0.60 0.60 0.74 1
Mean absolute error 0.09 0.09 0.062 0
Root mean squared error 0.21 0.21 0.17 0
Relative absolute error (%) 57.32 57.79 39.10 0.34
Root relative squared error (%) 74.89 74.97 62.71 0.77
Coverage of cases (0.95 level) (%) 100 100 100 100
Mean rel. region size (0.95 level) 4.65 64.65 55.25 33.33
Table 2. ANN Multilayer Perceptron Optimisation
Fig. 6. ANN Multilayer Perceptron Proposed Model
the turbine for each of the instances. After predicting the status of the turbine
for all instances of the dataset, the developed framework iterate through all
labels and if any of the instances are labeled as failed Alarm 3 gets fired. System
then picks the time stamp of the predicted time and deduct it from the current
time to provide the estimated hours left until the system failure. In final step of
the Anomaly Detection phase the total remainder hours gets included into an
automatically generated email and sent out to the preset list of email addresses
as well as playing an audio alarm on the PC.
3.5 OVERALL AUTOMATED PROCESS
Initially Weka was used to run each of the phases separately. However in the
final stage of the process we have actually formed the proposed framework us-
ing Knime. Knime is an open source data analytics, reporting and integration
platform. Although there are other alternatives such as Weka’s KnowledgeFlow
and Microsoft Azure’s Machine Learning. Knime was chosen since it has the ca-
pability of importing most of Weka’s features through the addition of a plugin.
Also being able to run java snippets and write the developed model into disk
to free up space on memory it is a preferred option in comparison to Azure’s
Machine Learning. The dataset was divided into two sets of training and test
data as illustrated in Figure 8. Two months of data was used for training which
included 8 cases of turbine failure with the remainder set aside for testing. The
training dataset has been used to form an Artificial Neural Network Multilayer
Perceptron (MLP) using Backpropagation of error. MLP is multilayer percep-
tron consists of multiple layers of artificial neurons which interact using weighted
connections [10]. After training the model it was tested against the developed
ANN MLP to classify the status of the engine. This implementation covered the
Fig. 7. Predicted Sensor values
Processing phase of the proposed Cyber Physical System. This was followed by
introducing times series lag and linear regression model to predict the next 24
hours on the test dataset. By looking at the 8 failure situations thresholds were
identified for each of the input sensors. Therefore if during the prediction stage
any of the sensor’s value go below or above the set threshold the second Alarm
goes off. However this alarm is an amber rated alarm because that doesn’t mean
necessarily the turbine will fail. With all 24 hours of predicted data for all the
sensors gathered, in the final stage of the process all the predicted data is put
together as a test dataset and is tested against the model developed in Process-
ing Phase. If the status of the engine gets classified as False then the third and
last alarm gets fired.
Fig. 8. Overal Automated Framework of the Process
3.6 EVALUATION
To test the accuracy and performance of the proposed model, 5 days worth of
data was removed from the dataset and the developed model used to predict
each of eliminated days hourly. To achieve this, performance of the turbine for
the next 1, 3, 6, 9, 12, 14, 16, 18 and 24 hours for each days has been predicted.
Then the average performance for all these 5 days has been calculated. The
Fig. 9. Hourly performance evaluation










Table 3. Comparison of real-time Status vs. Predicted Status
average performance shows up until 12 hours system could predict the status of
the turbine with nearly 99 percent accuracy which is a reasonably high perfor-
mance. Even for the 16 hour period, prediction was around 73 percent which is
still considered to be high performance. However after 18 hours the prediction
performance shows sudden declines and when it gets to prediction of the next
24 hours the result is really poor by being around 58 percent. Table 3 lists the
average value of the result for each prediction.
4 CONCLUSION
An implementation of a Context-Aware Cyber Physical System using Multilayer
Perceptron Artificial Neural Network, to predict the status of a gas turbine on
an offshore installation has been successfully developed. In this experiment a
three phased model has been proposed. In the processing phase, historical data
of 25 sensors was collected from different areas of turbine to train an Artificial
Neural Network model as the basis of the prediction model. In the second phase
future value of each sensor has been predicted for a certain period of time using
linear regression. The final phase makes use of the model developed in phase
one to label the predicted data to detect anomalies prior to their occurrence.
The model developed proved to be capable of highly accurate predictions of gas
turbine status up to 16 hours in advance with the accuracy of about 73 percent.
Further research will focus on extending the prediction time frame by assur-
ing high accuracy in anomaly identification through exploring various combi-
nations of computational intelligence techniques with conventional classification
approaches
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