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Abstract
We consider two quantization approaches to the Bateman oscillator model.
One is Feshbach-Tikochinsky’s quantization approach reformulated concisely
without invoking the SU (1, 1) Lie algebra, and the other is the imaginary-
scaling quantization approach developed originally for the Pais-Uhlenbeck
oscillator model. The latter approach overcomes the problem of unbounded-
below energy spectrum that is encountered in the former approach. In both
the approaches, the positive-definiteness of the squared-norms of the Hamil-
tonian eigenvectors is ensured. Unlike Feshbach-Tikochinsky’s quantization
approach, the imaginary-scaling quantization approach allows to have stable
states in addition to decaying and growing states.
Keywords: Bateman oscillator model, Feshbach-Tikochinsky’s approach,
Imaginary-scaling quantization
1. Introduction
The Bateman oscillator model [1], or simply the Bateman model, has
repeatedly been investigated as a Lagrangian model for the damped har-
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monic oscillator since Bateman presented the model about 90 years ago
[2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12]. The Bateman Lagrangian, which gov-
erns the Bateman model, in actuality describes a doubled system consisting
of the (uncoupled) damped and amplified harmonic oscillators. Neverthe-
less, the Bateman model is widely recognized as a standard model for the
damped harmonic oscillator, because the Bateman Lagrangian yields the
correct equation of motion of the damped harmonic oscillator and has the
desirable property that the Lagrangian itself does not explicitly depend on
time.
Canonical quantization of the Bateman model was first performed by
Feshbach and Tikochinsky with the aid of the representation theory of the
SU (1, 1) Lie algebra [5]. They obtained the eigenvalues of the Hamiltonian
operator of the Bateman model and their corresponding eigenvectors. These
eigenvalues are necessarily complex numbers, and hence the corresponding
eigenstates (in the Schro¨dinger picture) turn out to be either decaying or
growing states. Also, it is seen that the real parts of the Hamiltonian eigen-
values, which can be identified as possible values of energy of the system,
are unbounded from below. From a purely dynamical point of view, this
will cause the problem of dynamical instability of the system if interactions
are turned on. (Applying the framework of thermo field dynamics (TFD)
[13, 14] to quantizing the Bateman model may bypass this problem [6, 7].)
After Feshbach and Tikochinsky performed the quantization of the Bate-
man model, their results have been reconsidered in some different contexts
[6, 7, 8, 9, 10, 11]. However, it seems that the problem of unbounded-below
energy spectrum has not been raised precisely and has not been resolved
yet.1
A similar problem is encountered in the canonical quantization of the
Pais-Uhlenbeck oscillator model [18]. Since the Lagrangian of this model
contains the second order time-derivative of a coordinate variable in a non-
degenerate manner, the corresponding classical Hamiltonian turns out to be
unbounded from below in accordance with the Ostrogradsky theorem [19, 20].
This undesirable situation is inherited by the standard canonical quantiza-
tion of the Pais-Uhlenbeck model, leading to the problem of unbounded-
1 Recently, quantization of the Bateman model has been studied in connection with
a noncommutative space [15]. For other recent studies concerning quantization of the
Bateman model, see, e.g., Refs. [16, 17]. The contents in these studies are not directly
related to those treated in the present paper.
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below energy spectrum. In order to overcome this problem, with ensuring
the positive-definiteness of the squared-norms of the corresponding eigenvec-
tors, Bender and Mannheim proposed an alternative quantization scheme
involving the imaginary scaling of position and momentum operators [21].
Subsequently, Mostafazadeh explored mathematical aspects of this quanti-
zation scheme and called it the imaginary-scaling quantization [22]. This
scheme indeed gives the bounded-below energy spectrum having no corre-
sponding eigenvectors of negative squared-norm.
In this paper, we apply the imaginary-scaling quantization scheme to the
Bateman model to obtain the Hamiltonian eigenvalues whose real parts are
bounded from below. Of course, the positive-definiteness of the squared-
norms of the corresponding eigenvectors is precisely taken into account. Be-
fore proceeding to the imaginary-scaling quantization approach to the Bate-
man model, we first attempt to concisely reformulate Feshbach-Tikochinsky’s
quantization approach by exploiting a pseudo Bogoliubov transformation.
It will be seen that our method does not invoke the SU (1, 1) Lie alge-
bra and hence is simpler and less complicated than the original Feshbach-
Tikochinsky’s method [5, 6, 10, 4]. This is a point that we would like to
stress here. After the reformulation of Feshbach-Tikochinsky’s approach, we
indeed develop the imaginary-scaling quantization approach to the Bateman
model by exploiting the combination of an imaginary-scaling transformation
and a homogeneous transformation. We will see that the two quantization
approaches are realized on an equal footing on the basis of different trans-
formations of the annihilation and creation operators.
This paper is organized as follows: Section 2 provides a brief review of
the Bateman model, including a preparation for the two quantization ap-
proaches. In Section 3, we reformulate Feshbach-Tikochinsky’s quantization
approach in a concise manner, and in Section 4, we study the imaginary-
scaling quantization approach to the Bateman model. Section 5 is devoted
to a summary and discussion.
2. Bateman model and its canonical quantization
In this section, we briefly review the Bateman model and its quantum-
mechanical setup.
The Bateman model is defined by the Lagrangian [1]
L = mx˙y˙ +
γ
2
(xy˙ − x˙y)− kxy , (2.1)
3
where x = x(t) and y = y(t) are real coordinate variables, being functions of
time t, and m, γ, and k are real positive constants.2 A dot over a variable
denotes its derivative with respect to t. From this Lagrangian, the Euler-
Lagrange equation for y is derived as
mx¨+ γx˙+ kx = 0 , (2.2)
and similarly, the Euler-Lagrange equation for x is derived as
my¨ − γy˙ + ky = 0 . (2.3)
Equation (2.2) is precisely the classical equation of motion for the damped
harmonic oscillator of mass m, spring constant k, and damping constant γ.
Equation (2.3) is the classical equation of motion for the amplified harmonic
oscillator whose amplitude exponentially grows with time while the ampli-
tude of the damped harmonic oscillator exponentially decays with time. We
thus see that the Bateman Lagrangian (2.1) describes a doubled system con-
sisting of the (uncoupled) damped and amplified harmonic oscillators.
Let us introduce the new variables [8, 12]
x1 :=
1√
2
(x+ y) , x2 :=
1√
2
(x− y) , (2.4)
with which the Lagrangian (2.1) can be written as
L =
m
2
(
x˙21 − x˙22
)
− γ
2
(
x1x˙2 − x˙1x2
)− k
2
(
x21 − x22
)
. (2.5)
The momenta conjugate to x1 and x2 are found to be
p1 :=
∂L
∂x˙1
= mx˙1 +
γ
2
x2 , p2 :=
∂L
∂x˙2
= −mx˙2 − γ
2
x1 . (2.6)
The Hamiltonian is obtained by the Legendre transformation of L as follows:
H := p1x˙1 + p2x˙2 − L
=
(
1
2m
p21 +
1
2
mω2x21
)
−
(
1
2m
p22 +
1
2
mω2x22
)
− γ
2m
(x1p2 + x2p1) ,
(2.7)
2 The Lagrangian (2.1) is invariant under the transformation (x, y, γ) → (y, x,−γ).
Accordingly, Eqs. (2.2) and (2.3) are related to each other by this transformation.
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where
ω :=
√
k
m
− γ
2
4m2
. (2.8)
In this paper, we treat only the underdamped-underamplified case by assum-
ing that ω is real and positive.
Now, regarding the canonical variables xi and pi (i = 1, 2) as Hermitian
operators satisfying x†i = xi and p
†
i = pi, we perform the canonical quantiza-
tion of the Bateman model by imposing the commutation relations
[xi , pj ] = i~δij1l (i, j = 1, 2) , all others = 0 , (2.9)
where 1l denotes the identity operator. In terms of the operators
ai :=
√
mω
2~
xi + i
√
1
2~mω
pi , (2.10a)
a†i :=
√
mω
2~
xi − i
√
1
2~mω
pi , (2.10b)
which satisfy [
ai , a
†
j
]
= δij1l , all others = 0 , (2.11)
the Hamiltonian operator corresponding to the Hamiltonian (2.7) can be
expressed as
H = H0 +H1 , (2.12)
with
H0 := ~ω
(
a†1a1 − a†2a2
)
, (2.13a)
H1 := i
~γ
2m
(
a1a2 − a†1a†2
)
. (2.13b)
As can be readily seen, H0 and H1 are Hermitian (with respect to the †-
conjugation) and commute. Adopting the naive vacuum state vector |0〉
specified by
ai |0〉 = 0 , (2.14)
5
we can construct the Fock basis vectors
|n1, n2〉 := 1√
n1!n2!
(
a†1
)n1(
a†2
)n2 |0〉 (ni = 0, 1, 2, . . .) . (2.15)
In this case, ai and a
†
i are identified as annihilation and creation operators,
respectively. The dual forms of Eqs. (2.14) and (2.15) are given by
〈0|a†i = 0 , (2.16)
〈n1, n2| := 1√
n1!n2!
〈0|(a1)n1(a2)n2 . (2.17)
Using Eqs. (2.11), (2.14), and (2.16), and imposing the normalization con-
dition 〈0|0〉 = 1, we can show that
〈m1, m2 |n1, n2〉 = δm1n1δm2n2 . (2.18)
Hence, it follows that the Fock basis vectors |n1, n2〉 have the positive squared-
norm 1, and the Fock space spanned by the orthonormal basis
{ |n1, n2〉} is
a positive-definite Hilbert space. In this space, the completeness relation of
the orthonormal basis reads
∞∑
n1=0
∞∑
n2=0
|n1, n2〉〈n1, n2 | = 1l . (2.19)
We see that the vectors |n1, n2〉 are eigenvectors of H0 but not eigenvectors
of H1, although H0 and H1 commute. In order to find the simultaneous
eigenvectors of H0 and H1, which are of course eigenvectors of H , we consider
invertible transformations in the next two sections.
3. Feshbach-Tikochinsky’s quantization approach revisited
In this section, we perform a reformulation of the canonical quantization
approach of Feshbach and Tikochinsky [5] without referring to the SU (1, 1)
Lie algebra.
We first define the operators a¯i and a¯
‡
i by
a¯i := e
θXai e
−θX , a¯‡i := e
θXa†ie
−θX , (3.1)
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where θ is a complex parameter, and X is defined by
X := a1a2 + a
†
1a
†
2 . (3.2)
It is obvious that X† = X. The unitarity of eθX and its associated property
(a¯i)
† = a¯‡i hold only when θ is purely imaginary. From Eq. (2.11), we see
that [
a¯i , a¯
‡
j
]
= δij1l , all others = 0 . (3.3)
Equation (3.1) can be written as(
a¯1
a¯‡2
)
=
(
cos θ − sin θ
sin θ cos θ
)(
a1
a†2
)
, (3.4a)
(
a¯‡1
a¯2
)
=
(
cos θ sin θ
− sin θ cos θ
)(
a†1
a2
)
. (3.4b)
The transformation
(
ai, a
†
i
) → (a¯i, a¯‡i) looks like a Bogoliubov transforma-
tion, but actually it is not the case unless the parameter θ is purely imagi-
nary. (If θ is purely imaginary, then eθX is unitary, and the transformation(
ai, a
†
i
)→ (a¯i, a¯‡i) can be said to be a Bogoliubov transformation [23, 14].)
Using Eqs. (3.4) and (3.3), we can express the operators H0 and H1 as
follows:
H0 = ~ω
(
a¯‡1a¯1 − a¯‡2a¯2
)
, (3.5a)
H1 = i
~γ
2m
{(
a¯1a¯2 − a¯‡1a¯‡2
)
cos(2θ) +
(
a¯‡1a¯1 + a¯
‡
2a¯2 + 1l
)
sin(2θ)
}
. (3.5b)
Incidentally, X can be expressed as X = a¯1a¯2 + a¯
‡
1a¯
‡
2. Since our present pur-
pose is to find the eigenvalues of H , we choose θ in such a way that H1
takes the form of a linear combination of a¯‡1a¯1, a¯
‡
2a¯2, and 1l. (The opera-
tor H0 already takes the form of a linear combination of a¯
‡
1a¯1 and a¯
‡
2a¯2.)
Upon comparison with Feshbach-Tikochinsky’s quantization approach, we
set θ = ±pi/4. Then H1 becomes
H
(±)
1 := ±i
~γ
2m
(
a¯‡1a¯1 + a¯
‡
2a¯2 + 1l
)
. (3.6)
The transformation
(
ai, a
†
i
)→ (a¯i, a¯‡i) with θ = ±pi/4 is hereafter referred to
as a pseudo Bogoliubov transformation, with the connotation that it is not
7
unitary. Such a non-unitary transformation was also considered in Feshbach-
Tikochinsky’s quantization approach based on the SU (1, 1) Lie algebra. The
Hermiticity of H
(±)
1 with respect to the ‡-conjugation, i.e.,
(
H
(±)
1
)‡
= H
(±)
1
is valid under the conditions
i‡ = −i , γ‡ = −γ . (3.7)
Clearly, H0 and X are Hermitian with respect to the ‡-conjugation.
The Hamiltonian operator (2.12) now reads H(±) = H0 + H
(±)
1 . With
H(±), the Heisenberg equation for an implicitly time-dependent operator A(t)
reads dA/dt = (i~)−1
[
A,H(±)
]
. Using the commutation relations in Eq.
(3.3), we can solve the Heisenberg equations for a¯i and a¯
‡
i and obtain
a¯1(t) = a¯1(0)e
(−iω±λ)t , a¯‡1(t) = a¯
‡
1(0)e
−(−iω±λ)t , (3.8a)
a¯2(t) = a¯2(0)e
(iω±λ)t , a¯‡2(t) = a¯
‡
2(0)e
−(iω±λ)t , (3.8b)
where λ := γ/2m. By virtue of the conditions in Eq. (3.7), the ‡-conjugation
relation
(
a¯i(t)
)‡
= a¯‡i(t) holds at an arbitrary time. As can be seen from Eq.
(3.8), the ‡-conjugation involves time reversal. This fact reminds us that
in Feshbach-Tikochinsky’s quantization approach, the time reverse, rather
than the complex conjugate, is used to define an appropriate normalization
integral for a wave function. It is evident that the Hamiltonian operator
H(±) is independent of time.
Next we define the new vectors
|0〉〉 := eθX |0〉 , (3.9a)
〈〈0| := 〈0|e−θX , (3.9b)
which satisfy
a¯i |0〉〉 = 0 , 〈〈0|a¯‡i = 0 (3.10)
owing to Eqs. (2.14) and (2.16). Hence, |0〉〉 and 〈〈0| are established as
the vacuum state vectors of the
(
a¯i, a¯
‡
i
)
-system, and a¯i and a¯
‡
i turn out to
be annihilation and creation operators, respectively. In this system, we can
construct the Fock basis vectors and their dual vectors as follows:
|n1, n2〉〉 := 1√
n1!n2!
(
a¯‡1
)n1(
a¯‡2
)n2 |0〉〉 , (3.11a)
〈〈n1, n2| := 1√
n1!n2!
〈〈0|(a¯1)n1(a¯2)n2 . (3.11b)
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They are related to the old basis vectors in Eqs. (2.15) and (2.17) by
|n1, n2〉〉 = eθX |n1, n2〉 , (3.12a)
〈〈n1, n2| = 〈n1, n2|e−θX . (3.12b)
By using Eq. (2.18), it is easily shown that
〈〈m1, m2 |n1, n2〉〉 = δm1n1δm2n2 . (3.13)
Hence, it follows that the Fock basis vectors |n1, n2〉〉 also have the posi-
tive squared-norm 1, and the Fock space spanned by the orthonormal basis{ |n1, n2〉〉} is a positive-definite Hilbert space. The completeness relation
(2.19) leads to
∞∑
n1=0
∞∑
n2=0
|n1, n2〉〉〈〈n1, n2 | = 1l . (3.14)
We readily see that the vectors |n1, n2〉〉 with θ = ±pi/4 are simultaneous
eigenvectors of H0 and H
(±)
1 and satisfy the Hamiltonian eigenvalue equation
H(±)|n1, n2〉〉 = h(±)n1,n2|n1, n2〉〉 (3.15)
with
h(±)n1,n2 := ~ω(n1 − n2)± i~λ(n1 + n2 + 1) . (3.16)
The Hamiltonian eigenvalues h
(±)
n1,n2 are identical to those found earlier by
Feshbach and Tikochinsky [5]. In this way, the pseudo Bogoliubov transfor-
mation makes it possible to solve the eigenvalue problem of the Hamiltonian
operator H given in Eq. (2.12).
Let us now consider the Schro¨dinger equation
i~
d
dt
|ψ(t)〉 = H|ψ(t)〉 . (3.17)
In order to solve this equation, we expand |ψ(t)〉 in terms of the basis{ |n1, n2〉〉} at t = 0 rather than the basis { |n1, n2〉} at t = 0. Then, using
Eq. (3.15), we obtain the particular solutions∣∣ψ(±)n1,n2(t)〉 := exp (−ih(±)n1,n2t/~) |n1, n2〉〉t=0 , (3.18)
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which specify the Hamiltonian eigenstates at the time t. The general so-
lution of Eq. (3.17) is given by |ψ(±)(t)〉 = ∑n1,n2 cn1,n2∣∣ψ(±)n1,n2(t)〉, with
cn1,n2 being complex constants. We see that
∣∣ψ(−)n1,n2(t)〉 represent decay-
ing states while
∣∣ψ(+)n1,n2(t)〉 represent growing states, regardless of the pos-
sible values of n1 and n2. This result is due to the presence of the con-
stant term ±i~λ that remains in h(±)n1,n2 even when n1 = n2 = 0. Since H is
Hermitian with respect to the †-conjugation, the dual Schro¨dinger equation
for 〈ψ(t)| reads d〈ψ(t)|/dt = (−ih)−1〈ψ(t)|H . Expanding 〈ψ(t)| in terms
of the dual basis
{〈〈n1, n2|} at t = 0, and using the eigenvalue equation
〈〈n1, n2|H(±) = h(±)n1,n2〈〈n1, n2| obtained from Eq. (3.11b), we have the par-
ticular solutions 〈
ψ(±)n1,n2(t)
∣∣ := exp (ih(±)n1,n2t/~) 〈〈n1, n2| t=0 . (3.19)
It is clear, by taking into account the condition
(
h
(±)
n1,n2
)‡
= h
(±)
n1,n2 ensured by
Eq. (3.7), that
∣∣ψ(±)n1,n2(t)〉 and 〈ψ(±)n1,n2(t)∣∣ are related to each other by the
‡-conjugation. Equation (3.13) leads to 〈ψ(±)m1,m2(t)∣∣ψ(±)n1,n2(t)〉 = δm1n1δm2n2 ,
which demonstrates that the squared-norm of
∣∣ψ(±)n1,n2(t)〉 does not change in
time. A similar fact was also pointed out by Feshbach and Tikochinsky [5].
Now, evaluating the standard squared-norm of |n1, n2〉〉, we show that the
ordinary Hilbert space is not well-defined in the cases θ = ±pi/4. We first
note that the vectors defined in Eq. (3.9) can be written as
|0〉〉 = 1
cos θ
exp
(
a†1a
†
2 tan θ
)
|0〉 , (3.20a)
〈〈0| = 1
cos θ
〈0| exp (−a1a2 tan θ) , (3.20b)
or equivalently as
|0〉〉 = 1
cos θ
∞∑
n=0
(tan θ)n |n, n〉 , (3.21a)
〈〈0| = 1
cos θ
∞∑
n=0
(− tan θ)n 〈n, n| . (3.21b)
These expressions are well-defined only for θ such that | tan θ | < 1, because
the formula
∑∞
n=0
(−tan2 θ)n = (1+tan2 θ)−1 is used to prove that 〈〈0 |0〉〉 =
10
1. For this reason, the condition θ = ±pi/4 should here be understood as
θ ↑ pi/4 or θ ↓ −pi/4. The †-conjugate of |0〉〉 is defined from Eq. (3.9a) as
follows:
[〈0 | := 〈0|eθ∗X† = 〈0|eθ∗X . (3.22)
With the use of Eqs. (3.20a) and (3.21a), [〈0 | can be expressed as
[〈0 | = 1
cos θ∗
〈0| exp (a1a2 tan θ∗) (3.23a)
=
1
cos θ∗
∞∑
n=0
(tan θ∗)n 〈n, n| . (3.23b)
When θ is not purely imaginary, [〈0 | is different from 〈〈0 |. From Eqs. (3.21a)
and (3.23b), the standard squared-norm of |0〉〉 is found to be
[〈0 |0〉〉 = 1| cos θ |2 − | sin θ |2 =
1
cos (θ + θ∗)
. (3.24)
If θ is purely imaginary, then Eq. (3.24) becomes 〈〈0 |0〉〉 = 1 as expected. In
contrast, if θ = ±pi/4, then [〈0 |0〉〉 diverges to infinity.
More generally, we can evaluate the standard squared-norm of |n1, n2〉〉.
Just like [〈0 |, the †-conjugate of |n1, n2〉〉 is defined from Eq. (3.12a) by
[〈n1, n2 | := 〈n1, n2 |eθ∗X† = 〈n1, n2 |eθ∗X . (3.25)
With this, the standard squared-norm of |n1, n2〉〉 is given by
[〈n1, n2 |n1, n2〉〉 = 〈n1, n2 |e(θ+θ∗)X |n1, n2〉 . (3.26)
For instance, we can obtain
[〈1, 0|1, 0〉〉 = [〈0, 1|0, 1〉〉 = 1
(cosΘ)2
, (3.27a)
[〈1, 1|1, 1〉〉 = 2− (cosΘ)
2
(cosΘ)3
, (3.27b)
where Θ := θ + θ∗. Furthermore, the use of induction yields
[〈n1, n2 |n1, n2〉〉 ≃ c
(cosΘ)n1+n2+1
(Θ → ±pi/2) , (3.28)
11
with c being a real constant. Thus, it follows that since the standard
squared-norm [〈n1, n2 |n1, n2〉〉 diverges to infinity as θ → ±pi/4, the ordinary
Hilbert space specified by the standard squared-norm is not well-defined in
the cases θ = ±pi/4. Accordingly, it turns out that in the cases θ = ±pi/4,
the Hermiticity of H1 does not actually make sense in the ordinary Hilbert
space and, as a result, H1 can possess the purely imaginary eigenvalues
±i~λ(n1 + n2 + 1) [see Eqs. (3.15) and (3.16)]. This situation was also stated
by Feshbach and Tikochinsky in a somewhat different context [5]. To avoid
the use of the ill-defined Hilbert space mentioned here, we have indeed con-
sidered the well-defined Hilbert space specified by the inner product (3.13).
It is now clear that we should adopt this well-defined Hilbert space in the
present quantization approach.
Using Eq. (2.4) at the operator level and Eqs. (2.10), (3.4), and (3.8),
we can obtain for θ = pi/4,
x(t) =
√
~
2mω
e−λt
(
a¯‡1(0)e
iωt + a¯‡2(0)e
−iωt
)
, (3.29a)
y(t) =
√
~
2mω
eλt
(
a¯1(0)e
−iωt − a¯2(0)eiωt
)
, (3.29b)
and for θ = −pi/4,
x(t) =
√
~
2mω
e−λt
(
a¯1(0)e
−iωt + a¯2(0)e
iωt
)
, (3.30a)
y(t) =
√
~
2mω
eλt
(
a¯‡1(0)e
iωt − a¯‡2(0)e−iωt
)
. (3.30b)
It can be readily checked that Eqs. (3.29a) and (3.30a) satisfy Eq. (2.2),
and Eqs. (3.29b) and (3.30b) satisfy Eq. (2.3). We thus see that Eqs.
(2.2) and (2.3) at the operator level are realized in Feshbach-Tikochinsky’s
quantization approach reformulated here.
We close this section with a remark on the Hamiltonian operator (2.12).
This operator has the same form as one of the Hamiltonian operators argued
in TFD [13, 14], provided that a2 and a
†
2 are identified with the so-called
tilde conjugates of a1 and a
†
1, respectively. Noting this fact, Celeghini et
al. have investigated a quantum-theoretical aspect of the Bateman model
by following the framework of TFD [6, 7]. They claimed the necessity of a
field theoretical generalization of the Bateman model. In the thermo field
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dynamical approach, the minus sign of −a†2a2 included in H0 is essential for
describing the thermal degree of freedom. However, from a purely dynamical
point of view, this minus sign inevitably causes the problem of dynamical
instability of the system if interactions are turned on. In fact, the eigenvalues
of H0, which are given by Reh
(±)
n1,n2 = ~ω(n1 − n2) and can be identified
as the possible values of energy, are unbounded from below owing to the
presence of −n2. As a result, the dynamical stability of the system is spoiled.
This undesirable situation can be overcome by applying the imaginary-scaling
quantization scheme [21, 22] to the Bateman model.
4. Imaginary-scaling quantization approach
In this section, we treat the imaginary-scaling quantization of the Bate-
man model.
First we define the operators a˜i and a˜
§
i by
a˜i := e
φY ai e
−φY , a˜§i := e
φY a†ie
−φY , (4.1)
where φ is a complex parameter, and Y is defined by
Y := − i
2
(
a22 − a†22
)
. (4.2)
It is obvious that Y † = Y . The unitarity of eφY and its associated property
(a˜i)
† = a˜§i hold only when φ is purely imaginary. We can express Y as
Y = −i(a˜22 − a˜§22)/2, from which we see that Y is Hermitian with respect to
the §-conjugation, i.e., Y § = Y . Equation (2.11) leads to[
a˜i , a˜
§
j
]
= δij1l , all others = 0 . (4.3)
From the definition of Y , we immediately see that
a˜1 = a1 , a˜
§
1 = a
†
1 . (4.4)
Thus it turns out that the transformation
(
ai, a
†
i
) → (a˜i, a˜§i) is essentially a
squeeze transformation of
(
a2, a
†
2
)
, provided that φ is purely imaginary and
hence eφY is unitary [24, 14]. From now on, we rather choose φ to be the real
value φ = pi/2. Then, from Eq. (4.1), we have
a˜2 = −ia†2 , a˜§2 = −ia2 . (4.5)
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The transformation
(
a2, a
†
2
) → (a˜2, a˜§2) = (− ia†2,−ia2) is precisely the
imaginary-scaling transformation argued in Refs. [21, 22]. Since this transfor-
mation can be derived as a non-unitary analog of the squeeze transformation,
it can be said to be a pseudo squeeze transformation.
Next we define the operators aˇi and aˇ
§
i by
aˇi := e
χZ a˜i e
−χZ , aˇ§i := e
χZ a˜§ie
−χZ , (4.6)
where χ is assumed to be a purely imaginary parameter satisfying χ§ = −χ,
and Z is defined by
Z := a˜§1a˜2 + a˜
§
2a˜1 . (4.7)
Obviously, Z is Hermitian with respect to the §-conjugation. The unitarity of
eχZ with respect to the §-conjugation and the §-conjugation relation (aˇi)§ =
aˇ§i are ensured accordingly. Equation (4.3) leads to[
aˇi , aˇ
§
j
]
= δij1l , all others = 0 . (4.8)
The operators aˇi can be written as linear combinations of a˜1 and a˜2; simi-
larly, the operators aˇ§i can be written as linear combinations of a˜
§
1 and a˜
§
2.
The transformation
(
a˜i, a˜
§
i
) → (aˇi, aˇ§i) is thus realized as a homogeneous
transformation. Combining the expressions of the linear combinations with
Eqs. (4.4) and (4.5), we obtain(
aˇ1
aˇ2
)
=
(
coshχ i sinhχ
− sinhχ −i coshχ
)(
a1
a†2
)
, (4.9a)
(
aˇ§1
aˇ§2
)
=
(
coshχ −i sinhχ
sinhχ −i coshχ
)(
a†1
a2
)
. (4.9b)
Now, using Eqs. (4.9) and (4.8), we can express the operators H0 and H1
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defined in Eq. (2.13) as follows:3
H0 = ~ω
(
aˇ§1aˇ1 + aˇ
§
2aˇ2 + 1l
)
, (4.10a)
H1 =
~γ
2m
{(
aˇ§1aˇ2 − aˇ§2aˇ1
)
cosh(2χ) +
(
aˇ§1aˇ1 − aˇ§2aˇ2
)
sinh(2χ)
}
. (4.10b)
Incidentally, Z can be expressed as Z = aˇ§1aˇ2 + aˇ
§
2aˇ1. Our present purpose is
to find the eigenvalues of H = H0 +H1 within the framework of imaginary-
scaling quantization. To this end, we choose χ to be the imaginary value
χ = ±ipi/4 so that H1 can take the form of a linear combination of aˇ§1aˇ1 and
aˇ§2aˇ2. (The operator H0 already takes the form of a linear combination of
aˇ§1aˇ1, aˇ
§
2aˇ2, and 1l.) After setting χ = ±ipi/4, the operator H1 reduces to
Hˇ
(±)
1 := ±i
~γ
2m
(
aˇ§1aˇ1 − aˇ§2aˇ2
)
. (4.11)
The Hermiticity of Hˇ
(±)
1 with respect to the §-conjugation, i.e.,
(
Hˇ
(±)
1
)§
=
Hˇ
(±)
1 is valid under the conditions
i§ = −i , γ§ = −γ . (4.12)
It is obvious that H0 and Z are Hermitian with respect to the §-conjugation.
The Hamiltonian operator (2.12) now reads Hˇ(±) = H0 + Hˇ
(±)
1 . Corre-
spondingly, the Heisenberg equation for an implicitly time-dependent opera-
tor A(t) reads dA/dt = (i~)−1
[
A, Hˇ(±)
]
. By using the commutation relations
in Eq. (4.8), we can solve the Heisenberg equations for aˇi and aˇ
§
i , obtaining
aˇ1(t) = aˇ1(0)e
(−iω±λ)t , aˇ§1(t) = aˇ
§
1(0)e
−(−iω±λ)t , (4.13a)
aˇ2(t) = aˇ2(0)e
(−iω∓λ)t , aˇ§2(t) = aˇ
§
2(0)e
−(−iω∓λ)t , (4.13b)
with λ := γ/2m. By virtue of the conditions in Eq. (4.12), the §-conjugation
relation
(
aˇi(t)
)§
= aˇ§i(t) holds at an arbitrary time. We see from Eq. (4.13)
3 The symmetry group associated with the imaginary-scaling quantization approach is
SU (2), instead of SU (1, 1), as can be seen from Eq. (4.10a). We note the fact that H0
in Eq. (2.13a) corresponds to the Casimir operator of SU (1, 1), while H0 in Eq. (4.10a)
corresponds to the Casimir operator of SU (2). As can be easily seen, SU (2) is related to
SU (1, 1) by the imaginary-scaling transformation
(
a2, a
†
2
)→ (a˜2, a˜§2) = (− ia†2,−ia2).
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that just like the ‡-conjugation treated in Sec. 3, the §-conjugation also
involves time reversal. It is evident that the Hamiltonian operator Hˇ(±) is
independent of time.
Let us define the new vectors
|0)) := eφY |0〉 , ((0| := 〈0|e−φY , (4.14)
which satisfy
a˜i |0)) = 0 , ((0|a˜§i = 0 (4.15)
owing to Eqs. (2.14) and (2.16).4 Also, using Eqs. (4.6) and (4.15), we can
show that
aˇi |0)) = 0 , ((0|aˇ§i = 0 . (4.16)
Hence, |0)) and ((0| are established as the vacuum state vectors common to
both the
(
a˜i, a˜
§
i
)
and
(
aˇi, aˇ
§
i
)
systems. From Eqs. (4.15) and (4.16), it turns
out that a˜i and aˇi are annihilation operators, while a˜
§
i and aˇ
§
i are creation
operators. In the
(
aˇi, aˇ
§
i
)
-system, we can construct the Fock basis vectors
and their dual vectors as follows:
|n1, n2)) := 1√
n1!n2!
(
aˇ§1
)n1(
aˇ§2
)n2 |0)) , (4.17a)
((n1, n2| := 1√
n1!n2!
((0|(aˇ1)n1(aˇ2)n2 . (4.17b)
They are related to the old basis vectors in Eqs. (2.15) and (2.17) by
|n1, n2)) = eχZeφY |n1, n2〉 , (4.18a)
((n1, n2| = 〈n1, n2|e−φY e−χZ . (4.18b)
4 If | tanφ | < 1, the vectors |0)) and ((0| can be written as
|0)) = 1√
cosφ
exp
(
i
2
a†22 tanφ
)
|0〉 ,
((0| = 1√
cosφ
〈0| exp
(
i
2
a22 tanφ
)
.
These expressions cannot be applied to the present case, φ = pi/2.
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It is easy to show by using Eq. (2.18) that
((m1, m2 |n1, n2)) = δm1n1δm2n2 . (4.19)
From this, it follows that the Fock basis vectors |n1, n2)) have the posi-
tive squared-norm 1, and the Fock space spanned by the orthonormal basis{ |n1, n2))} is a positive-definite Hilbert space. The completeness relation
(2.19) now leads to
∞∑
n1=0
∞∑
n2=0
|n1, n2))((n1, n2 | = 1l . (4.20)
We immediately see that the vectors |n1, n2)) with φ = pi/2 and χ = ±ipi/4
are simultaneous eigenvectors of H0 and Hˇ
(±)
1 and satisfy the Hamiltonian
eigenvalue equation
Hˇ(±)|n1, n2)) = hˇ(±)n1,n2|n1, n2)) (4.21)
with
hˇ(±)n1,n2 := ~ω(n1 + n2 + 1)± i~λ(n1 − n2) . (4.22)
This expression of the Hamiltonian eigenvalues is completely different from
the one obtained by Feshbach and Tikochinsky, namely Eq. (3.16). In fact,
the eigenvalues ofH0, which are given at present by Re hˇ
(±)
n1,n2 = ~ω(n1 + n2 + 1),
are bounded from below, and therefore the dynamical stability of the sys-
tem is ensured. Also, Rehˇ
(±)
n1,n2 include the vacuum state energy ~ω. In this
way, the combination of the imaginary-scaling transformation and a homo-
geneous transformation makes it possible to solve the eigenvalue problem
of the Hamiltonian operator H given in Eq. (2.12), resolving the problem
of dynamical instability encountered in Feshbach-Tikochinsky’s quantization
approach.
Now we recall the Schro¨dinger equation (3.17) and expand the state vec-
tor |ψ(t)〉 in terms of the basis { |n1, n2))} at t = 0, instead of the basis{ |n1, n2〉〉} at t = 0. Then, using Eq. (4.21), we obtain the particular solu-
tions of the Schro¨dinger equation,∣∣ψˇ(±)n1,n2(t)〉 := exp (−ihˇ(±)n1,n2t/~) |n1, n2))t=0 , (4.23)
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which specify the Hamiltonian eigenstates at the time t. The general solution
is found to be |ψˇ(±)(t)〉 =∑n1,n2 cˇn1,n2∣∣ψˇ(±)n1,n2(t)〉, with cˇn1,n2 being complex
constants. We see that both
∣∣ψˇ(+)n1,n2(t)〉 and ∣∣ψˇ(−)n1,n2(t)〉 can represent ei-
ther of decaying or growing states depending on the possible values of n1
and n2. If
∣∣ψˇ(+)n1,n2(t)〉 is the state vector of a decaying (growing) state, then∣∣ψˇ(−)n1,n2(t)〉 is the state vector of a growing (decaying) state. It is remark-
able that the state vectors
∣∣ψˇ(±)n1,n2(t)〉 with n1 = n2 contain no γ and repre-
sent stable states, because Im hˇ
(±)
n1,n2 vanish when n1 = n2. Therefore, unlike
Feshbach-Tikochinsky’s quantization approach, the imaginary-scaling quan-
tization approach allows to have stable states in addition to decaying states
and growing states. Recall here the dual Schro¨dinger equation d〈ψ(t)|/dt =
(−ih)−1〈ψ(t)|H . Expanding 〈ψ(t)| in terms of the dual basis {((n1, n2|}
at t = 0, and using the eigenvalue equation ((n1, n2|Hˇ(±) = hˇ(±)n1,n2((n1, n2|
obtained from Eq. (4.17b), we have the particular solutions〈
ψˇ(±)n1,n2(t)
∣∣ := exp (ihˇ(±)n1,n2t/~) ((n1, n2| t=0 . (4.24)
Taking into account the condition
(
hˇ
(±)
n1,n2
)§
= hˇ
(±)
n1,n2 ensured by Eq. (4.12),
we see that
∣∣ψˇ(±)n1,n2(t)〉 and 〈ψˇ(±)n1,n2(t)∣∣ are related to each other by the §-
conjugation. Equation (4.19) leads to
〈
ψˇ
(±)
m1,m2(t)
∣∣ψˇ(±)n1,n2(t)〉 = δm1n1δm2n2 ,
which implies that the squared-norm of
∣∣ψˇ(±)n1,n2(t)〉 does not change in time.
A similar result was also found in Sec 3.
Using Eq. (2.4) at the operator level and Eqs. (2.10), (4.9), and (4.13),
we can obtain for χ = ipi/4,
x(t) =
√
~
2mω
e−λt
(
aˇ§1(0)e
iωt + iaˇ2(0)e
−iωt
)
, (4.25a)
y(t) =
√
~
2mω
eλt
(
aˇ1(0)e
−iωt − iaˇ§2(0)eiωt
)
, (4.25b)
and for χ = −ipi/4,
x(t) =
√
~
2mω
e−λt
(
aˇ1(0)e
−iωt + iaˇ§2(0)e
iωt
)
, (4.26a)
y(t) =
√
~
2mω
eλt
(
aˇ§1(0)e
iωt − iaˇ2(0)e−iωt
)
. (4.26b)
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It can be immediately checked that Eqs. (4.25a) and (4.26a) satisfy Eq.
(2.2), and Eqs. (4.25b) and (4.26b) satisfy Eq. (2.3). In this way, it is
verified that Eqs. (2.2) and (2.3) at the operator level are realized also in the
imaginary-scaling quantization approach. In each of the cases χ = ipi/4 and
χ = −ipi/4, we observe that x§ = y and y§ = x. From these relations together
with γ§ = −γ given in Eq. (4.12), we can recognize that the §-conjugation
corresponds to the transformation (x, y, γ) → (y, x,−γ), which leaves the
Lagrangian (2.1) invariant. On the other hand, it is recognized in Feshbach-
Tikochinsky’s quantization approach that the ‡-conjugation corresponds to
the transformation (x, y, γ) → (±ipx/mω,∓ipy/mω,−γ), where px and py
denote the canonical momenta conjugate to x and y, respectively. From this
result, we see that unlike the §-conjugation, the ‡-conjugation does not have
its classical counterpart at the Lagrangian level.
5. Summary and discussion
We have investigated two quantization approaches to the Bateman model.
One is Feshbach-Tikochinsky’s quantization approach reformulated concisely
without invoking the SU (1, 1) Lie algebra, and the other is the imaginary-
scaling quantization approach proposed originally for the Pais-Uhlenbeck
model. The former has been developed by applying a pseudo Bogoliubov
transformation to the Bateman model, while the latter has been developed
by applying the imaginary-scaling transformation and a homogeneous trans-
formation to the Bateman model. The two quantization approaches can thus
be realized on an equal footing on the basis of the different transformations
of ai and a
†
i . Also, we have pointed out that the imaginary-scaling transfor-
mation can be said to be a pseudo squeeze transformation.
We have indeed solved the eigenvalue problem for the Hamiltonian oper-
ator H of the Bateman model. By means of the pseudo Bogoliubov transfor-
mation, we have simply derived the Hamiltonian eigenvalues h
(±)
n1,n2 that were
found earlier by Feshbach and Tikochinsky [5]. In addition, we have derived
the alternative Hamiltonian eigenvalues hˇ
(±)
n1,n2 by employing the imaginary-
scaling quantization scheme [21, 22]. It has been seen that the real part of
h
(±)
n1,n2 is proportional to n1 − n2 and the imaginary part is proportional to
n1 + n2 + 1. In contrast, the real part of hˇ
(±)
n1,n2 is proportional to n1 + n2 + 1
and the imaginary part is proportional to n1 − n2. As has been clarified
above, the eigenvalues hˇ
(±)
n1,n2 are desirable than h
(±)
n1,n2 from a purely dynam-
ical point of view because Rehˇ
(±)
n1,n2 are bounded from below. (By contrast,
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h
(±)
n1,n2 is desirable from the point of view of TFD.) With hˇ
(±)
n1,n2, we have ob-
tained the particular solutions of the Schro¨dinger equation as in Eq. (4.23).
Then we have pointed out that the particular solutions with n1 = n2 rep-
resent stable states. Such states do not appear in Feshbach-Tikochinsky’s
quantization approach. Also, the stable states cannot be understood at the
classical mechanical level, because all the solutions of Eq. (2.2) represent
damped oscillations and all the solutions of Eq. (2.3) represent amplified
oscillations, provided that 4mk > γ2. The emergence of the stable states
might be viewed as a stabilization of the Bateman model occurring at the
quantum-mechanical level.
We have been able to obtain the two different sets of eigenvalues
{
h
(±)
n1,n2
}
and
{
hˇ
(±)
n1,n2
}
that correspond, respectively, to the two unitary inequivalent
basis
{ |n1, n2〉〉} and { |n1, n2))} determined for the one operator H . From
this fact, we see that quantum mechanics has, so to speak, flexibility in
deriving the set of possible values of a dynamical variable such as H . That
is, the set of possible values of a dynamical variable is obtained depending
on the choice of basis. This flexibility originates in the fact that quantum
mechanics is composed of two basic objects – dynamical variables (treated
as operators) and state vectors, differently from classical mechanics, which
is composed only of dynamical variables.
From a physical point of view, it would be interesting to find out dispersive
systems to which our present formulations and results are applicable. In
addition, the extensions of the Bateman model to interacting systems and
many body systems remain as an interesting challenge that leads to field
theoretical extensions of the Bateman model.
The Bateman model treats both the damped and amplified harmonic
oscillators simultaneously on even ground, and therefore cannot be said to
be a model only for the damped harmonic oscillator. To consistently treat
only the damped harmonic oscillator within the framework of analytical me-
chanics, we need to find a new Lagrangian that, unlike the Caldirola-Kanai
20
Lagrangian,5 does not explicitly depend on time. This issue should be ad-
dressed in the near future.
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