ABSTRACT This paper presents a proposal of an open-source index modulation (IM) toolkit, which facilitates reproducible research and accelerates open innovation in IM studies. The proposed toolkit is implemented based on massively parallel algorithms that are designed for state-of-the-art graphics processing units (GPUs). Since high-performance GPUs are available at low cost, along with the intensive development in deep learning, this toolkit achieves large scale but significantly fast Monte Carlo simulations at low cost. Two large-tensor-based parallel algorithms are introduced for bit error ratio and average mutual information simulations. Additionally, the design of active indices is newly formulated into an integer linear programming problem that guarantees optimality, which is applicable to the generalized spatial modulation and subcarrier-index modulation schemes. Performance comparisons demonstrated that the proposed GPU-aided algorithms were up to 145 times faster than the conventional CPU-aided efficient counterparts. Furthermore, the designed active indices achieved the theoretical optimum performance in contrast to widely used conventional methods. A comprehensive database of these designed active indices is released online and is available to any researcher.
I. INTRODUCTION
How do we maximize the energy efficiency (EE) of wireless transceivers? In a cellular network, 57% of the power is consumed at base stations [1] . Inside a base station, radio transceivers, power amplifiers, and transmit antennas consume most of the power. We face an unavoidable situation in which the power consumption is increasing year by year because of the growing demand and use of sophisticated wireless technologies. For example, the 5G new radio has adopted multiple-input multiple-output (MIMO) and orthogonal frequency division multiplexing (OFDM) technologies as well as low-density parity-check (LDPC) and polar codes [2] . For further improvement of its throughput, the millimeter-wave (mmWave) band of 24.250-52.600 GHz has been newly allocated [2] . The IEEE 802.11ay protocol
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set, which specifies a state-of-the-art 100 Gbps mmWave Wi-Fi, operates power-thirsty eight-stream MIMO simultaneous transmissions [3] . An urgent need exists to improve the EE of wireless systems while maintaining performance.
The most promising approach to improve EE in the physical layer is index modulation (IM) [4] . Seminal research was carried out by Mesleh et al. in 2006 [5] , in which the proposed scheme was termed spatial modulation (SM). The SM scheme, a special case of MIMO coding techniques, conveys additional bits by selecting one out of M transmit antennas. This sparse structure reduces the number of vector additions and multiplications while improving EE at both the transmitter and the receiver [6] . Later, the SM concept was generalized to activate multiple antennas simultaneously, which is known as generalized spatial modulation (GSM) [7] . Although this fact is not well known, many GSM-like on/off concepts have been investigated since the 1960s [6] . For example, Slepian proposed permutation GSM and SIM schemes. This toolkit is based on the free software Python, is released under the MIT license, 1 and is available from the official package repository. Any researcher can reproduce the results presented in this paper using the imtoolkit command. 2 • Significantly fast. This paper presents a proposal of GPU-aided massively parallel simulation algorithms for bit error ratio (BER) and average mutual information (AMI) simulations. The proposed parallel algorithms are much faster than multicore-aided C++ efficient implementations, even though they are implemented with the slow Python interpreter. Note that the proposed algorithms are applicable to general MIMO/OFDM schemes, such as the Bell laboratories layered space-time [61] , in addition to the IM family.
• Best performance. This paper formulates the design of active indices into an integer linear programming (ILP) problem, which is capable of guaranteeing that the obtained solution is the theoretical optimum in terms of the minimum Hamming distance and the inequality of activation probability. Its optimality is also verified by BER and AMI simulations. All the optimal solutions are available online 3 and are readily integrated with other researchers' contributions. The remainder of this paper is organized as follows. Section II defines the system model evaluated in this paper. Section III reviews the conventional algorithms, whereas Section IV proposes massively parallel algorithms. Section V provides performance comparisons between the conventional and proposed algorithms in terms of time complexity, BER, and AMI. Section VI concludes this paper.
This paper uses the following notations and functions. Italicized symbols represent scalar values; bold symbols represent vectors/matrices/tensors. B, R, C, Z, and Z > are the rings of binary numbers, real numbers, complex numbers, integers, and positive integers, respectively.  = √ −1 denotes the imaginary number, whereas j denotes an index. (·) T denotes the transpose of a matrix, whereas (·) H denotes the Hermitian transpose of a matrix. Furthermore, CN (µ, σ 2 ) denotes the complex normal distribution of a random variable with a mean of µ and a variance of σ 2 . Finally, C A×B×C represents a set of (A × B × C)-sized complex-valued tensors; I M represents the M × M identity matrix. All functions used in this paper are introduced in Appendix C.
II. SIMPLIFIED SYSTEM MODEL
This section introduces a tensor-based system model, where the GSM and SIM scenarios are taken into account at the same time. For the GSM scenario, which is a spatial-domain IM technique, M denotes the number of transmit antennas and N denotes the number of receive antennas. By contrast, for the 1 https://opensource.org/licenses/MIT 2 Its simple installation process is explained in Appendix A. 3 The comprehensive database of optimal active indices corresponding to the IM parameters (M , K , Q) is available at https://ishikawa.cc/imtoolkit/. Some are listed in Appendix B. VOLUME 7, 2019 SIM scenario, which is a frequency-domain IM technique, a single-antenna-aided OFDM channel is considered with a sufficient number of subcarriers, and these subcarriers are divided into M -length groups.
A. TENSOR-BASED IM CODEBOOK
In this paper, tensor-based representation of [62] is used to accelerate GPU-aided operations, whereas the output IM codebook is exactly the same as that generated by the conventional GSM [7] and SIM [13] schemes. Here, a tensor is equivalent to a multidimensional array [62] . The key feature of IM can be highlighted by its unique on/off structure. Specifically, K arbitrary elements are activated out of M candidates, such as antennas or subcarriers. Here, we ideally have C(M , K ) activation patterns, where the binomial coefficient is calculated as
Since the IM concept allocates additional bits to each activation pattern, the number of activation patterns is limited to a power of two. Thus, the number of available activation patterns, Q, is constrained by
where · denotes the floor function. The IM encoder maps a bit sequence b ∈ B B into a vector s ∈ C M ×1 . The bit length B ∈ Z > [bit/symbol] determines the number of bits mapped to an IM codeword s. 4 We have a set of L-PSK or L-QAM complex symbols
Before generating IM codebook, a symbol combination matrix S ∈ C K ×L K is prepared, for which the kth row is given by
, a three-dimensional tensor indicating the active indices, which is later referred to as an activation tensor, is defined as
where we have an active index a qk ∈ Z > and an orthonormal basis of R M given as
Only the a qk th row is one.
for q = 1, · · · , Q and k = 1, · · · , K . A detailed construction method for the active indices a is later introduced in Sections III-C and IV-C. Finally, the IM codebook is generated by multiplying A by S:
which is reformatted by horizontal stack (hstack) and split (hsplit) operations 7 as
Now, C has N c = Q · L K number of M × 1 vectors, and each of which is an IM codeword. Here, N c is the number of codewords. Each IM codeword is given as the jth slice of C, which is later represented by
, where the bit sequence b is converted to the decimal number j = (b) 10 + 1 ∈ Z > . 8 Let us consider a specific example for the IM(M = 4, K = 2, Q = 2) scheme with the L = 2-PSK constellation. Here, we have the symbol set of {s 1 , s 2 } = {+1, −1}. The corresponding symbol combination matrix is calculated as
Then, on the basis of active indices
the activation tensor is given as
Finally, we have 7 The hstack(·) and hsplit(·, ·) operations are defined in Appendix C. 8 (·) 10 denotes the binary to decimal conversion.
and its hstack counterpart
Consequently, the IM codebook is given as
The input bit length is calculated as B = log 2 (Q) 
B. SYMBOL RECEPTION AND DETECTION
The received signal vector for both the GSM and SIM scenarios is represented as [6] y(i)
where i ∈ Z > signifies a transmission index, s(i) stands for an IM codeword associated with the input bits b, and v(i) denotes the additive white Gaussian noise with the distribution CN (0, 1). In the GSM case, the channel matrix H(i) ∈ C N ×M has a distribution corresponding to the Rayleigh fading, i.e., CN (0, 1). By contrast, in the SIM case, the guard interval is assumed to be sufficiently long and the correlation between channel coefficients is mitigated by an interleaver. Consequently, the channel matrix is generated by 
which is known as the maximum likelihood (ML) detector. In (14) , · 2 F denotes the Frobenius norm. The detection complexity of (14) is lower bounded by (2 R KN ) [6] . Here, Donald Knuth's big Omega (·) notation is used [63] , which represents an asymptotic lower bound. Note that a number of low-complexity detectors for the GSM and SIM schemes have been proposed [13] , [64] . The estimated bit sequence is obtained asb = ĵ − 1 2 . 9 Then, the number of error bits is calculated using the Hamming distance between b andb, i.e., N err = Hamming(b,b).
III. CONVENTIONAL STANDARD ALGORITHMS
This section introduces the conventional simulation algorithms for BER and AMI, and the conventional design methods used for active indices [13] - [15] .
A. BIT ERROR RATIO
We assume that the receiver relies on the ML detector of (14) . Algorithm 1 summarizes the conventional BER simulation method.
1) INPUT
Given a set of IM codebook C ∈ C N c ×M ×1 , the BER is averaged over N it ∈ Z > iterations for a set of SNRs
. The number of iterations N it is typically set to a large value. When drawing a BER figure with a minimum value of 10 −β , we need to generate at least 10 β+2 bits. Because the total generated bit length is calculated as N it · B, an appropriate iteration count can be determined as N it = 10 β+2 /B.
2) SIMULATION
The BER simulation process comprises three nested loops. In the first loop, for which the index ranges from i dB = 1 to N dB , the ratio of error bits is calculated by generating N it · B bits, which is associated with SNR γ i dB . Then, in the second loop, for which the index ranges from i = 1 to N it , the random variables b ∈ B B , H ∈ C N ×M , and v ∈ C N ×1 are first generated. The binary input b is converted to a decimal index, which ranges from 1 to N c . An IM codeword s is generated using the converted decimal index. The codeword s corresponding to the input b experiences an instantaneous channel represented by H and v. In the third loop, for which the index ranges from j = 1 to N c , the ML detector estimates the transmitted codeword s based on the received symbol y. After the third loop ends, an estimated bit sequenceb is obtained and compared with the original sequence b. Here, the difference between b andb is determined by the Hamming distance, i.e., Hamming(b,b). Finally, the ratio of error bits is averaged over N it iterations and recorded as the BER corresponding to the SNR of γ i dB .
3) COMPLEXITY
The simulation complexity is lower bounded by (N dB · N it · N c · N · K ). When assuming N it = 10 β+2 /B, the complexity is also represented as (N dB · 10 β · 2 B /B · N · K ). Thus, the simulation complexity is determined mainly by the BER range β and the bit width B.
Algorithm 1 Conventional Algorithm for BER Simulation
N err = 0 4:
Generate a random bit sequence b ∈ B B 6:
Generate a random noise vector v ∈ C N ×1 8:
9:
j min = 1 and n min = +∞
11:
for j = 1 to N c do 12 :
if (n < n min ) then 14: j min = j and n min = n 15: end if 16: end for 17 21 : end for 22: return BER
B. AVERAGE MUTUAL INFORMATION
The AMI represents the maximum number of bits that are conveyed from a transmitter to a receiver. In the literature, two types of AMI have been considered: unconstrained AMI and constrained AMI. The unconstrained AMI is the same as the Shannon channel capacity [65] , [66] . It depends only on the SNR and the eigenvalues of channel matrix H. By contrast, the constrained AMI is derived by assuming a specific set of input symbols C ∈ C N c ×M ×1 . A detailed definition of both unconstrained and constrained AMI is presented in [6] .
The constrained AMI is more important than the BER given in Section III-A. The BER in uncoded scenarios is unable to evaluate the actual achievable performance because typical wireless systems rely on near-capacity forward error correction (FEC) [60] . For example, the IEEE 802.11 specifications have adopted binary convolutional coding and LDPC coding [67] . The 5G new radio system has adopted LDPC and polar codes [2] . Even the Bluetooth low energy, which is a representative protocol set for IoT networks, has adopted the convolutional coding [68] . Therefore, it is necessary to estimate the achievable performance in FEC-coded scenarios. The constrained AMI is capable of indicating the achievable performance in coded scenarios. Specifically, when using near-capacity FEC coding, BER approaches zero at a specific SNR. This SNR has been called the turbo-cliff or waterfall [60] , [69] , which can be read from the AMI curve with respect to SNR.
Algorithm 2 Conventional Algorithm for AMI Simulation
S f = 0 4:
Generate a random channel matrix H ∈ C N ×M
6:
Generate a random noise vector v ∈ C N ×1
7:
for f = 1 to N c do 8: S g = 0 9:
end for 13 :
end for 15: end for 16 : 
where we have
In (15), E H,v [·] denotes the expected value of random variables H and v. As SNR increases, the noise variance σ 2 v becomes smaller and η[f , g] approaches minus infinity. Thus, upon increasing SNR, the constrained AMI of (15) Algorithm 2 summarizes the conventional AMI simulation method.
1) INPUT
Given a set of IM codebook C ∈ C N c ×M ×1 , the AMI is averaged over a set of N it ∈ Z > random trials for a range of
2) SIMULATION
The constrained AMI simulation process comprises four nested loops. In the first loop, for which the index ranges from i dB = 1 to N dB , the mean of AMI is calculated, which is associated with an SNR γ i dB . In the second loop, for which the index ranges from i = 1 to N it , the random variables H ∈ C N ×M and v ∈ C N ×1 are generated. Then, in the third and fourth loops, for which the indices are f and g, the likelihood ratio of (16) associated with s (f ) and s (g) is calculated. Here, the LogSumExp of η(f , g) is stored as S f . Finally, the AMI corresponding to γ i dB is calculated as
3) COMPLEXITY
The simulation complexity is lower bounded by (
Thus, the simulation complexity is determined mainly by the bit width B = log 2(N c ).
C. DESIGN OF ACTIVE INDICES
Through the IM encoding process in Section II-A, we need to determine the active indices a ∈ Z Q×K > . This design process is not straightforward. Specifically, the number of activation patterns Q is limited to 2 ≤ Q ≤ Q max = 2 log 2 C(M ,K ) as given in (1) 1) COMBINATORIAL DESIGN [13] Basar et al. proposed two design methods for the SIM scheme: the combinatorial method and the lookup table method [13] . 10 The combinatorial method has also been used by the conventional parallel combinatory modulation [9] , [71] and the GSM scheme [7] . Before construction, a complete list of possible active indices is calculated by the following simple recursive function [71] :
In (17), 0 denotes a zero vector of length C(M − 1, K ), whereas 1 denotes a one vector of length C(M − 1, K − 1). Thus, each row of P(M , K ) contains K ones and M −K zeros. This means that K arbitrary elements are switched on out of M candidates. A specific example for P(4, 2) is provided in (33) . The combinatorial method of [7] , [9] , [13] , [71] simply uses the first Q rows of P(M , K ) as a list of active indices.
2) EQUIPROBABLE DESIGN [14] Wen et al. proposed an efficient solution for the problem of designing active indices [14] . Specifically, the design method of [14] activates K out of M subcarriers with an equal probability in any case, which is ideal and perfect. For example, if we consider the IM parameters Because this algorithm depends on a simple cyclic construction, the design complexity is nearly negligible. To be more specific, the complexity is lower bounded by (T 2 · K ), which is imposed mainly by the conflict checks in [14, Algorithm 1] . Here, T = C(M − 1, K − 1)/K denotes the approximate number of basic patterns that generate an index set [14] . Note that this complexity is markedly lower than that of the exhaustive search. For example, in the (M , K , Q) = (16, 8, 16) case, this algorithm requires at least T 2 · K ≈ 5.18 · 10 6 cyclic shift checks, which has a dominant effect on the total time. By contrast, the exhaustive search requires 2.68 · 10 52 evaluations.
Although this construction method is simple and efficient, its salient limitation is that the minimum Hamming distance of the designed active indices is 2 in any case, which is imposed by the cyclic algorithm. Additionally, the number of activation patterns Q is limited for a pair of (M , K ). For example, if we consider the (M , K ) = (8, 4) case, then we can set Q = 2, 4, · · · , 64. However, the method of [14] limits Q to multiples of M , i.e., Q = 8, 16, and 32. The Q = 64 setup cannot be constructed. Furthermore, this method imposes an additional constraint that M has to be a power of two.
3) LEXICOGRAPHIC DESIGN [15] Dang et al. proposed a lexicographic codebook design for the adaptive SIM scheme, where periodic CSI feedback was assumed. This method designs subcarrier activation patterns to use specific subcarriers that have high channel gains. The authors clarified that this design was a nonlinear problem. Hence, the genetic algorithm (GA) aided approach was adopted for obtaining suboptimal solution immediately, rather than the efficient convex optimization. This GA-aided approach attempts to obtain a good (M , K ) combination based on the periodic CSI feedback.
The lexicographic design of [15] is proposed for the adaptive SIM scenario and is dependent on the CSI feedback. Thus, this approach is different from the offline design strategy of this paper, which is applicable to both SIM and GSM schemes. Similarly to the conventional optimization approaches [17] , [31] , [33] , [72] , [73] , the GAaided approach of [15] is unable to guarantee that the obtained solution is optimal, since the global optimum of the objective or fitness function is unknown.
4) REFERENCE GA-AIDED DESIGN
Inspired by the GA-aided design of [15] , a GA-aided search method is considered as a reference in the performance comparisons. First, a set of N p random active indices a (1) , a (2) 
is generated. Each member is evaluated by the joint objective function g(a) of (32), which is known as the fitness function. Next, the crossover, copy, and mutation operations are randomly conducted with probabilities of 80%, 15%, and 5%, respectively. The crossover operation combines two arbitrary members a (i 1 ) and a (i 2 ) , where two indices 1 ≤ i 1 < i 2 ≤ N p are selected based on the fitness level [74] . Here, only Q rows are extracted from the combined a (i 1 ) and a (i 2 ) , and the extracted subset is VOLUME 7, 2019 used at the next generation. The copy operation simply stores the selected member for the next generation. The mutation operation randomly modifies 10% of the selected member and stores it for the next generation. After the number of members for the next generation reaches N p , all the members are evaluated by the fitness function. Finally, the evaluated members are processed by the crossover, copy, and mutation operations again. This loop continues until the maximum of the fitness function g(a) converges to a stable value.
IV. PROPOSED PARALLEL ALGORITHMS
This section proposes significantly fast simulation methods for BER and AMI, and a design method for active indices based on massively parallel algorithms. Owing to the intensive development in deep learning, state-of-the-art GPUs are mainly designed for large-scale tensor calculations, such as the Nvidia GPU with tensor cores and the Google tensor processing unit. The proposed parallel algorithms for BER and AMI simulations fully exploit thousands of thread processors efficiently with the aid of the following four GPU-specific optimization techniques.
• The proposed algorithms manipulate read-only, contiguous-memory, and large-scale tensors. Once these tensors are initialized, the algorithms do not modify their elements, as will be given in (21), (24), and (25) . This optimization reduces redundant memory access and achieves efficient parallel calculations.
• The random variables are directly generated on the GPU memory. A powerful GPU toolkit, such as the Nvidia cuRAND library, 11 is capable of generating random numbers much faster than CPU-based calculations [75] . This GPU-specific feature accelerates the initialization of a large number of the channel coefficients and the additive white Gaussian noise, as will be given in (22) and (23) .
• The proposed algorithms attempt to reduce the branch divergence, which induces additional overhead inside the multiple thread processors. As will be given in (21), (24) , and (25), most of the manipulations rely on branchless functions.
• The proposed algorithms minimize the interaction between CPU and GPU. Only a few variables C, N err , and B are exchanged, which will be described in Section IV-B. More advanced GPU-specific memory and instruction optimizations [76] will improve the effective computational time of the proposed algorithms. However, such sophisticated optimizations may reduce the readability of the proposed algorithms. Hence, the proposed algorithms only consider the above four optimization techniques.
A. BIT ERROR RATIO
The conventional BER simulation Algorithm 1 contains three nested loops, as described in Section III-A. Here, this 11 https://developer.nvidia.com/curand simulation process is decomposed without loops. Moreover, it is massively parallelized using large-dimensional tensors, which can be operated efficiently by state-of-the-art GPUs. Specifically, the matrices appearing in the conventional BER Algorithm 1 are transformed into large-scale tensors. First, a large tensor is built that represents differences between IM codewords. Based on rep(C, N c ) ∈ C Nc×M ×1·Nc , the differences are calculated as
and this tensor is transformed into a large matrix
Then, the received symbols corresponding to C diff are presented asỸ
where the large channel and noise variables are defined as
Note that the channel matrix H(i) in (22) and the additive noise in (23) are defined in (13) . Now,Ỹ ∈ C N it ·N ×N 2 c is reshaped into C N it ×N ×N 2 c . Its Frobenius norm is calculated as
Note that the complexity of the reshape operation is negligible because it only modifies the indexing information of the fixed-length contiguous block of GPU memory. 
B. AVERAGE MUTUAL INFORMATION
Similarly to the BER simulation described in Section IV-A, the same variablesỸ of (21) and DỸ ∈ R N it ×N c ×N c of (24) 
As one can observe from this definition of B , the tensorbased AMI calculation is much simpler than the conventional definition of [6] , [70] described in Section III-B. The large communication cost between the GPU and CPU memories may become a bottleneck for the proposed algorithms. The GPU has relatively slow access to the CPU memory, which is also called off-chip memory. To overcome this bottleneck, the two proposed algorithms for BER and AMI simulations attempt to minimize the number of data transfers between both memories. Specifically, the IM codebook C is first generated on the CPU off-chip memory and it is transferred to the GPU on-chip memory. Then, the corresponding large-scale tensors C diff ,Ỹ,H,Ṽ, DỸ, and DṼ are also generated on the GPU on-chip memory directly. Finally, only the results N err in the BER case and B in the AMI case are read from the CPU, both of which are memory-saving scalars.
This greedy memory allocation strategy achieves significantly fast BER and AMI simulations. However, this strategy faces a GPU memory shortage problem in high-rate scenarios, i.e., the bit length B is large. The capacity of a GPU memory is strictly limited as compared with that of a CPU memory. For example, Nvidia GeForce RTX 2080Ti has 11 GB memory, whereas TESLA V100 has 32 GB memory, both of which are smaller than that of a current consumerlevel workstation. Here, the unified memory programming of the CUDA toolkit can cope with this memory shortage problem, but it induces performance loss due to the slow access to the CPU memory from the GPU. To improve this situation, the proposed algorithms simply limit the size of tensors by reducing N it . The reduced N it is denoted by N in , and the number of outer iterations is denoted by N out . The total number of iterations is calculated as N it = N out · N in . Then, the results of N err and B are averaged over N out trials. The specific values of N in and N out are respectively provided as ITi and ITo in Appendix A.
C. DESIGN OF ACTIVE INDICES
Different from the large-tensor-based BER and AMI calculations of Sections IV-A and IV-B, the design of active indices is formulated as a 0-1 integer linear programming (ILP) problem, which is the first ever attempt in the literature. An ILP problem can be solved efficiently using a highly Algorithm 3 Proposed Construction Algorithm for P (H t ) That Achieves H m ≥ H t Input: M , K , H t ∈ Z > , P (2) ∈ B C(M ,K )×M Output: P (H t ) 1: y = 1 2: while y < nrow P (2) do 3:
while x ≤ nrow P (2) do 5: if Hamming P (2) y: , P (2) x:
< H t then 6: Remove xth row of P (2) 7:
end if 10: end while 11: y = y + 1 12: end while 13 :
parallel optimization software such as IBM ILOG CPLEX, 12 Gurobi optimizer, 13 or SCIP optimization suite. 14 Additionally, the proposed design is capable of supporting all the IM parameters, different from the conventional equiprobable design of [14] . The proposed design process comprises two steps: (1) maximizing the minimum Hamming distance of active indices and (2) minimizing the inequality of activation probability. (17) is later denoted by P (H t =2) because its minimum Hamming distance is equal to the threshold H m = 2 ≥ H t = 2. Similarly, a subset of P (2) that achieves the minimum Hamming distance of H m ≥ H t is denoted by P (H t ) , such as P (4) and P (6) . A simple construction algorithm for P (H t ) is summarized in Algorithm 3, where the number of rows of a matrix is denoted by nrow(·). More specifically, for any pair of indices 1 ≤ y < x ≤ C(M , K ), this algorithm investigates the minimum Hamming distance between the yth and xth rows of P (2) , and removes the xth row if it does not satisfy H m ≥ H t . Because most of the pairs have Hamming distance of 2, the complexity of this algorithm is low. Note that it is a challenging task to analyze the complexity of Algorithm 3 because the probabilistic distribution of the mutual distances Hamming P (2) y: , P (2) x: is unknown. Using Algorithm 3, we determine the maximum H t that satisfies nrow P (H t ) ≥ Q, where the threshold is given as H t = 2, 4, 6, 8, · · · .
2) MINIMIZATION OF INEQUALITY
After the threshold H t and the corresponding subset P (H t ) are determined, we search for which rows of P (H t ) should be used to minimize the inequality of activation probability. Later, the subset P (H t ) is denoted by P for simple notation. Additionally, the rows that have to be activated are indicated by p ∈ B nrow(P) , which consists of Q ones and nrow(P) − Q zeros, i.e., p 1 = Q. 15 For example, p = [1 1 0 0] ∈ B 4 indicates that the first and second rows of P are used, and the third and fourth rows are not used. In this paper, a new design metric for active indices is conceived. The proposed objective function is defined as
where 1 denotes a one vector of length M . Equation (27) represents the inequality of activation probability. When all the elements are equally activated, this metric becomes zero, i.e., f (p) = 0, which is the optimal value. By contrast, the upper bound of f (p) is given as
Thus, (27) is limited to 0 ≤ f (p) < f max . Note that (27) can also be extended to the active indices a as
Finally, the design of active indices is formulated into a 0-1 integer programming problem:
Note that f (p) is not continuously differentiable and is not a linear function because it contains absolute values. Nevertheless, the above formulation can be transformed into a linear programming problem [77] , where this automated conversion is supported by most recent solvers. The additional constraint p 1 = 1 is required to simplify the optimization. With the aid of this 0-1 ILP formulation, the obtained solution is guaranteed to be theoretically optimal.
15
· 1 denotes the L 1 norm.
3) JOINT OBJECTIVE FUNCTION
As described above, the proposed design method first maximizes the minimum Hamming distance H m , then it minimizes the inequality of activation probability f (p). Here, we have two metrics, H m and f (p), and these can be unified by the joint objective function
The minimum Hamming distance H m is a multiple of two. Additionally, the inequality of activation probability is limited to 0 ≤ f (p) < f max . Thus, in (31) , H m /2 increases by one, and f (p)/f max is normalized within [0, 1). Later, this joint objective function g(p) is used for other design algorithms and visualization. Note that (31) can be extended to the active indices, i.e.,
4) DESIGN EXAMPLE
Let us examine a specific design example in the (M , K , Q) = (4, 2, 4) case. The combination matrix of (17) is given as
To maximize the minimum Hamming distance, a subset with H t = 4 is obtained using Algorithm 3 as
Here, P (H t =6) does not exist. Since nrow P (H t =2) = 6 > Q = 4 and nrow P (H t =4) = 2 < Q = 4, we use P = P (H t =2) to minimize the inequality. The inequality of activation probability for p = [p 1 p 2 p 3 p 4 p 5 p 6 ] ∈ B 6 can be transformed into 
Then, the activation tensor is constructed as According to (31) , the joint objective function is calculated as g(p) = H m /2 − f (p)/f max = 2/2 − 0/8 = 1, which is the theoretical optimum.
V. PERFORMANCE COMPARISONS
This section compares the conventional and proposed simulation algorithms in terms of the average completion time. Additionally, the proposed ILP design is compared with the reference GA-aided design and the conventional design methods [13] , [14] in terms of the number of supported parameters, BER, AMI, and the search time.
In the following comparisons, a workstation that was equipped with an Intel Core i9-7900X CPU and an Nvidia GeForce RTX 2080Ti GPU was used. The CPU had 10 physical cores with 3.30 GHz base clock, whereas the GPU had 4352 CUDA cores with 1.35 GHz base clock. The operating system was Ubuntu 18.04, for which G++ 7. 
A. COMPARISONS OF SIMULATION TIME
The proposed simulation algorithms for BER and AMI, which were respectively described in Sections IV-A and IV-B, were implemented with the open-source Python interpreter. Here, both algorithms used the NumPy library [78] for CPU-aided computing, which is the de facto standard library for numerical calculations with Python. The default NumPy configuration exploits multiple CPU cores simultaneously by relying on the OpenMP parallelism. Additionally, GPU-aided computing was achieved using the CuPy library [79] , which has the same functions as NumPy and which fully exploits the Nvidia CUDA toolkit. The conventional algorithms introduced in Sections III-A and III-B were implemented with the C++ language and IT++ library [59] , where these implementations were optimized based on the OpenMP parallelism. Fig. 1 shows a comparisons of the conventional and proposed BER simulation algorithms in terms of the average completion time, where the duration was averaged over 10 trials. In Fig. 1 , the MIMO Rayleigh fading channel model was assumed and the GSM scheme was evaluated by BER simulations. The number of transmit antennas was varied from M = 2 to 16. The number of selected antennas was K = 1. In the BER simulations, 10 SNRs of γ = [0 5 10 · · · 45] T [dB] were considered, which enabled 10 parallel simulations for the conventional CPU-aided BER Algorithm 1. Additionally, the number of iterations was N it = 10 7 . As shown in Fig. 1,   FIGURE 1 . Comparison of average completion time for BER simulations, where the number of transmit antennas was increased from M = 2 to 16, whereas the number of selected antennas was fixed to K = 1, which corresponded to the Q = M setup. the proposed GPU-aided parallel algorithm of Section IV-A relying on CuPy completed the BER simulations faster than the CPU-aided algorithm in all the considered cases. Here, the simulation setup benefited the conventional algorithm because it was able to fully exploit the 10-core Core i9 CPU. In particular, when focusing on the M = 16 case, the average completion time was 5.28 times faster with the aid of the proposed massively parallel algorithm and 4352 CUDA cores.
Similarly to Fig. 1, Fig. 2 shows an evaluation of the proposed parallel AMI simulation algorithm of Section IV-B in terms of the average completion time. All IM parameters were the same as those used in Fig. 1 . In the AMI simulations, 10 SNRs of γ = [−20 − 15 · · · 25] T [dB] were considered, which enabled 10 simultaneous executions of the conventional Algorithm 2. The number of iterations was N it = 10 6 . As shown in Fig. 2 , the proposed GPU-aided parallel algorithm of Section IV-B completed the AMI simulations faster than the conventional CPU-aided algorithm, where the average completion time was reduced by up to a factor of 145. Different from the BER case of Fig. 1, in Fig. 2 , both the NumPy and CuPy implementations of the massively parallel algorithm were faster than the conventional algorithm. This difference in speed occurred because the AMI calculation of Section IV-B relied on branchless mathematical operations such as log 2 (·), sum(·), exp(·), and mean(·). By contrast, the proposed BER calculation of Section IV-B relied on a relatively complex operation argmin(·), which affected the effective BER calculation performance.
From Figs. 1 and 2 , it was found that the proposed GPU-aided massively parallel algorithms outperformed the efficient OpenMP-aided C++ implementations, even though these proposed algorithms relied on the relatively slow Python interpreter. This improved performance is generally not self-evident because of the additional overhead induced by Python, the limited device memory capacity, and the large communication cost between the CPU and GPU memories. As has been demonstrated in deep learning studies, it is also effective to use GPU in the area of communication studies.
B. COMPARISON OF NUMBER OF SUPPORTED PARAMETERS
To investigate the technical advantages and limitations of the proposed ILP design, Fig. 3 shows a comparison of the number of supported activation patterns Q, where the conventional combinatorial design [13] , conventional equiprobable design [14] , and proposed ILP design were considered. Here, the number of subcarriers was increased from M = 2 to 32 and the number of selected subcarriers was fixed to K = M /2. As shown in Fig. 3 , the conventional combinatorial design supports all the possible IM parameters owing to its simple construction. The equiprobable design only supports the cases of M = 2, 4, 8, 16, and 32, and Q is limited to a relatively small region. By contrast, the proposed ILP design supports most of the M ≤ 24 region but is unable to support the case of M = 32, which is supported by the conventional combinatorial and equiprobable designs. This is the main disadvantage of the proposed ILP design. Fig. 4 shows a comparison of the coverage of IM parameters, where the same design methods as those used in Fig. 3 were considered. Different from Fig. 3 , all of the possible IM parameters were considered, i.e., M = 2, 4, 6, · · · , 32, K = 1, 2, 3, · · · , M − 1, and Q = 2, 4, 8, · · · , Q max . As shown in Fig. 4 , The conventional combinatorial design of [13] is capable of supporting all the possible IM parameters, which was the same as the results shown in Fig. 3 . The proposed ILP design supports 100% of parameters for the M ≤ 20 region and 75.5% of parameters for the M ≤ 32 region. By contrast, the conventional equiprobable design supports 7.4% of parameters for the M ≤ 32 region, which was remarkably fewer than the combinatorial and ILP design methods. Fig. 5 shows three sets of active indices obtained from the conventional combinatorial design of [13] , the conventional equiprobable design of [14] , and the proposed ILP design of Section IV-C, where the IM parameters were (M , K , Q) = (16, 8, 16) . As shown in Fig. 5(a) , the combinatorial design simply used the first Q = 16 rows of the combination matrix P(16, 8) defined in (17) . Thus, the inequality of activation probability became large: f (a) = 98, which was close to the upper bound f max = 128 of (28) . By contrast, as shown in Fig. 5(b) , the conventional equiprobable design significantly improved this biased structure and achieved f (a) = 0. Here, the minimum Hamming distance was H m = 2 due to the cyclic shift algorithm, which was not carefully elucidated in the earlier proposal of [14] . The proposed ILP design in Fig. 5(c) first maximized the minimum Hamming distance and achieved H m = 8 while maintaining f (a) = 0, which was guaranteed to be the theoretical optimum. The active indices used for Fig. 5(c) are provided in Appendix B. 16 Different from the performance comparisons shown in Figs. 1 and 2 , the OFDM channel was assumed for Fig. 6 because the combinatorial and equiprobable methods were designed originally for the SIM-aided OFDM scenario. It was observed from Fig. 6 that the conventional equiprobable design achieved a better BER than the combinatorial design. Here, a gain of about 3 [dB] was observed at BER = 10 −4 , in which a similar trend to the gain was reported [14] . Furthermore, the proposed ILP design significantly improved the BER performance: a gain of about 13 [dB] was observed. This performance gain is explained by the rank and determinant criterion of [60] . According to this criterion, the maximum diversity order of the proposed 16 When using the L = 1-PSK constellation, the noncoherent detection scheme of [80] is applicable, which dispenses with the pilot symbol insertion. ILP design is calculated to be 8, which is the same as the minimum Hamming distance H m = 8. By contrast, the maximum diversity order of the conventional methods is 2 due to the minimum Hamming distance of H m = 2. As a result, the slope of the ILP design curve was improved significantly.
C. COMPARISONS OF ACHIEVABLE BER AND AMI
Similarly to Fig. 6, Fig. 7 shows a comparison of the achievable AMI performance between the conventional and proposed designs. As shown in Fig. 7 , the proposed ILP design achieved better AMI performance than the conventional schemes of [13] and [14] . This performance was achieved by the maximization of minimum Hamming distance and the minimization of the inequality. As described in Section III-B, the minimum SNR that achieves a specific AMI determines the overall system performance. It can be expected from Fig. 7 that the ILP-aided SIM scheme achieves error-free communications for an SNR of γ ≥ −3.2 [dB] when using 3/4-rate LDPC or polar codes. Here, the SNR gain relative to the conventional equiprobable design was −0.5 + 3.2 = 2.7 [dB], which was not negligible. VOLUME 7, 2019 FIGURE 8. Relation between the inequality of activation probability and the effective SNR, where the conventional and proposed algorithms were considered. The simulation parameters were the same as those used for Fig. 7 .
FIGURE 9.
Comparison of search time between the conventional and proposed designs, where the reference GA-aided search was considered as a benchmark. The simulation parameters were the same as those used for Fig. 8 . Fig. 7, Fig. 8 shows the relation between the joint objective function of (31) and the effective SNR that achieves B · 3/4 AMI. Additionally, 1000 random sets of active indices were generated. It was observed from Fig. 8 that the joint objective function correlated with the effective SNR. It is noteworthy that the random sets achieved competitive performance that was better than the conventional combinatorial and equiprobable designs. However, the use of random sets requires careful attention because, among the 1000 random sets, only 7.47% of them achieved the minimum Hamming distance of H m = 6. It never reached the maximum H m = 8. Fig. 9 shows a comparison of the effective time required to obtain the active indices for the conventional and proposed designs considered in Fig. 5 . Here, for the proposed ILP design, the IBM ILOG CPLEX was used, which was faster than the Gurobi optimizer and the SCIP optimization suite.
Based on
As a reference, the GA-aided search of Section III was also evaluated, that was implemented in C++ and OpenMP. It maximized the minimum Hamming distance H m and minimized the inequality f (a) at the same time by using the joint objective function of (31). The fastest curve over 10 trials was plotted for the GA-aided search. Here, two other search methods were also considered: random and hill climbing search algorithms. However, these curves were omitted because the GA-aided search was the fastest. As shown in Fig. 9 , the conventional equiprobable design of [14] succeeded in generating active indices with H m = 2 and f (a) = 0 in a significantly short time of 69.5 [ms] . By contrast, the proposed ILP design required about five minutes but reached the theoretical optimal point of H m = 8 and f (a) = 0. As described in Section III-C, in the (M , K , Q) = (16, 8, 16 ) case, the exhaustive search requires about 2.68 · 10 52 evaluations. Since the search space was massive, the GA-aided search was unable to reach the optimal point even after 24 hours had passed. But, the GA-aided search is suitable for obtaining a suboptimal solution immediately.
VI. CONCLUSION
This paper proposed the open-source index modulation toolkit, which was termed IMToolkit. Two novel massively parallel algorithms were conceived for BER and AMI simulations, where state-of-the-art GPUs and large-dimensional tensors were fully exploited to achieve significantly fast Monte Carlo simulations. Additionally, the design of active indices for both GSM and SIM schemes was formulated into an ILP problem, which was capable of guaranteeing that the obtained solution was the theoretical optimal in terms of the minimum Hamming distance and the inequality of activation probability. The simulation results demonstrated that the proposed GPU-aided algorithms were faster than the CPU-aided counterpart for all the considered scenarios. Furthermore, the proposed ILP-aided active indices achieved better performance than the conventional designs. Since all the given results and solutions are available to any researcher, it is hoped that this open-source toolkit will accelerate the open development of the IM concept in the future.
APPENDIX A COMMAND LINE OPTIONS FOR REPRODUCING THE GIVEN RESULTS
This appendix explains the detailed process of reproducing the results provided in Figs. 5-7. Before simulation, the imtoolkit command needs to be installed from the Python official repository by executing the following command.
> pip install imtoolkit
Note that the pip command is automatically installed when installing the Python interpreter. Then, any user can reproduce the results provided in Fig. 5 by executing the following commands.
> imtoolkit VIEWIM_dm=dic_M=16_K=8_Q=16
93842 VOLUME 7, 2019 > imtoolkit VIEWIM_dm=wen_M=16_K=8_Q=16 > imtoolkit VIEWIM_dm=opt_M=16_K=8_Q=16 Here, all the parameters are explained on the official website.
Secondly, Fig. 6 [1, 2, 7, 8] , [1, 3, 5, 7] , [1, 4, 6, 7] , [2, 3, 5, 8] , [2, 4, 6, 8] , [3, 4, 5, 6] , [5, 6, 7, 8] ]. a (8, 4, 16) = [ [1, 2, 3, 4] , [1, 2, 3, 5] , [1, 2, 3, 6] , [1, 2, 3, 7] , [1, 2, 4, 5] , [1, 5, 6, 8] , [1, 5, 7, 8] , [1, 6, 7, 8] , [2, 4, 5, 7] , [2, 4, 6, 8] , [2, 4, 7, 8] , [3, 4, 6, 8] , [3, 4, 7, 8] , [3, 5, 6, 7] , [3, 5, 6, 8] , [4, 5, 6, 7] ]. a(8, 4, 32) = [ [1, 2, 3, 4] , [1, 2, 3, 5] , [1, 2, 3, 6] , [1, 2, 3, 8] , [1, 2, 4, 5] , [1, 2, 4, 6] , [1, 2, 4, 7] , [1, 2, 4, 8] , [1, 2, 5, 6] , [1, 2, 5, 7] , [1, 3, 4, 5] , [1, 3, 7, 8] , [1, 4, 7, 8] , [1, 5, 6, 8] , [1, 5, 7, 8] , [1, 6, 7, 8] , [2, 3, 4, 8] , [2, 3, 5, 6] , [2, 3, 5, 7] , [2, 3, 6, 7] , [2, 5, 6, 7] , [2, 5, 6, 8] , [3, 4, 5, 8] , [3, 4, 6, 7] , [3, 4, 6, 8] , [3, 4, 7, 8] , [3, 5, 6, 7] , [3, 6, 7, 8] , [4, 5, 6, 7] , [4, 5, 6, 8] , [4, 5, 7, 8] , [4, 6, 7, 8] ]. a (16, 8, 16) = [ [1, 2, 3, 4, 5, 6, 7, 8] , [1, 2, 3, 4, 9, 10, 11, 12] , [1, 2, 3, 4, 13, 14, 15, 16] , [1, 2, 5, 6, 9, 10, 13, 14] , [1, 2, 5, 6, 11, 12, 15, 16] , [1, 3, 5, 7, 9, 11, 13, 15] , [1, 4, 6, 7, 9, 12, 14, 15] , [1, 4, 6, 7, 10, 11, 13, 16] , [2, 3, 5, 8, 9, 12, 14, 15] , [2, 3, 5, 8, 10, 11, 13, 16] , [2, 4, 6, 8, 10, 12, 14, 16] , [3, 4, 7, 8, 9, 10, 13, 14] , [3, 4, 7, 8, 11, 12, 15, 16] , [5, 6, 7, 8, 9, 10, 11, 12] , [5, 6, 7, 8, 13, 14, 15, 16] , [9, 10, 11, 12, 13, 14, 15, 16] ].
APPENDIX C DEFINITION OF MATHEMATICAL FUNCTIONS
This appendix explains the mathematical functions used in this paper. Most of the functions are the same as those defined by NumPy and CuPy. Here, a vector, a matrix, or a tensor is represented by ndarray, which is equivalent to a multidimensional array. For clear explanations, the following matrix and tensor are used later to describe specific examples: 
