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Re´sume´ – Cet article propose une nouvelle me´thode pour se´parer une image en une superposition line´aire de composantes mor-
phologiques ayant des structures caracte´ristiques. Pour chaque composante, un dictionnaire adapte´ est appris depuis des images
d’exemples. Chaque composante est caracte´rise´e par une de´composition parcimonieuse dans le dictionnaire associe´. L’algorithme
d’analyse en composantes morphologiques permet de re´soudre de fac¸on ite´rative le proble`me d’optimisation correspondant a` la
recherche des composantes. L’utilisation de dictionnaires adapte´s permet de re´soudre certains proble`mes inhe´rents a` l’utilisation
de dictionnaires fixe´s a` l’avance. Les re´sultats nume´riques montrent la ne´cessite´ de cette adaptivite´ pour capturer des motifs
texture´s complexes.
Abstract – This article proposes a new method for image separation into a linear combination of morphological components.
Each component contains specific structures such as a cartoon sketch or various textural patterns. For each of these components,
a dictionary is learned from a set of exemplar images. Each component is characterized by a sparse expansion in the corresponding
dictionary. The morphological component analysis algorithm allows to solve iteratively the optimization problem of this separation
under sparsity constraints. Using adapted dictionary learned from data allows to circumvent some difficulties faced by fixed
dictionaries. Numerical results clearly demonstrate that this adaptivity is indeed crucial to capture complex texture patterns.
1 De´composition variationnelle et
parcimonieuse
1.1 De´composition d’images
Le proble`me de la se´paration d’image consiste a` de´com-
poser une image f ∈ RN de N pixels en diffe´rentes com-
posantes f =
∑
s us ou` chaque us capture un certain type
de structures. Cette se´paration peut se formaliser dans un
cadre variationel comme l’optimisation de (us)Ss=1 pour
re´soudre
min
u1,...,uS
1
2
∣∣∣∣∣∣f − S∑
s=1
us
∣∣∣∣∣∣2
!2
+ λ
S∑
s=1
Es(us), (1)
ou` chaque e´nergie Es : RN #→ R+ favorise les images ayant
un type spe´cifique de structures.
De´bruitage. Le proble`me le plus simple correspond au
de´bruitage ou` l’on cherche une seule composante f ≈
u1 qui capture les structures telles que les contours de
l’image. Le re´siduel f − u1 est seulement suppose´ d’e´ner-
gie borne´e et le parame`tre λ doit eˆtre fixe´ en fonction
de ce niveau de bruit. Le mode`le de Rudin-Osher-Fatemi
[ROF92] correspond ainsi a` l’utilisation de
E1(u1)
def.= ||u1||TV def.=
∫
|∇xu1|dx,
ou` la norme de variation totale || · ||TV impose aux contours
de u1 d’avoir un faible pe´rime`tre et retire de u1 les oscil-
lations dues au bruit et a` la texture.
De´composition structure/texture. Yves Meyer e´tend
ce mode`le en incluant une composante additionnelle f =
u1+u2 ou` u2 capture les structures oscillantes des textures
[Mey01]. Ceci correspond a` l’utilisation des e´nergies
E1(u1)
def.= ||u1||TV (2)
et E2(u2)
def.= ||u2||G = min
u1=div(g)
||g||!∞ . (3)
La norme || · ||G est proche de la norme duale de la varia-
tion totale et favorise donc les fonctions tre`s oscillantes.
Ce mode`les est imple´mente´ en pratique a` l’aide d’algo-
rithmes d’optimisation ite´ratifs comme par exemple celui
de´veloppe´ par Aujol et al. [AABFC05].
1.2 Mode`les parcimonieux dans des dic-
tionnaires globaux.
Une alternative a` ces e´nergies exploitant des espaces
fonctionnels consiste a` exploiter la de´composition de chaque
composante us = Dsxs dans un dictionnaire Ds ∈ RN×ms ,
ms ! N . Le degre´s de parcimonie d’une telle de´composi-
tion peut se mesurer a` l’aide de la norme "1
||xs||!1 def.=
∑
j
|xs[j]|.
Pour des dictionnaires redondants ms > N , un tel jeu
de coefficients xs ∈ Rms n’est pas unique, mais on peut
de´finir une e´nergie de de´composition comme
Es(g)
def.= min
x∈Rms
µ
2
||g −Dsx||2!2 + ||x||!1 , (4)
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ou` le produit λµ ponde`re l’erreur de reconstruction Dsxs ≈
us avec l’erreur de de´composition f ≈
∑
us.
Une telle e´nergie parcimonieuse ne´cessite l’utilisation
d’un dictionnaire Ds ade´quat pour capturer efficacement
des structures inte´ressantes de la composante us. De nom-
breux dictionnaires ont e´te´ propose´s pour capturer diffe´-
rents types de caracte´ristiques des images naturelles.
Les ondelettes [Mal98] constituent un outil important
en compression d’images et permet de capturer de fac¸on
optimale les images a` variations borne´es. La norme "1
des coefficients d’ondelettes ||DWTv||!1 , ou` DW est une
trame ajuste´e (tight frame) d’ondelettes invariante par
translation, s’apparente a` la norme de variation totale
||v||TV.
Pour les images de type dessin anime´, qui sont re´gu-
lie`res a` l’exte´rieur de contours re´guliers, les ondelettes ne
constituent pas une repre´sentation optimale. La trame
ajuse´e de curvelets [CD04], introduite par Cande`s et Do-
noho permet de capturer efficacement les contours des
images.
Les textures localement oscillantes et stationnaires peu-
vent eˆtre capture´s par une dictionnaire redondant DC
de cosinus locaux [Mal98], qui constitue aussi une trame
ajuste´e. La norme ||DCTv||!1 d’une image dans cette trame
s’apparente a` la norme oscillante de Meyer ||v||G.
Dans cet article, nous allons utiliser les dictionnaires DW
et DC correspondant a` des trames ajuste´es pour capturer
respectivement la composante a variations borne´es et la
partie oscillante des images. Ces dictionnaires ont e´te´ utili-
se´s entre autres par Starck et al. [SED04], ce qui donne une
de´composition semblable a` celle de Meyer (2). La suite de
cet article explique comment adjoindre a` ces dictionnaires
fixes des dictionnaires appris pour capturer des structures
complexes.
1.3 Mode`les parcimonieux dans des dic-
tionnaires locaux.
Cet article utilise non seulement des dictionnaires Ds ∈
RN×ms globaux sur l’ensemble des N pixels de l’image,
mais e´galement des dictionaires locaux pour capturer des
structures fines des textures. Un tel dictionnaire Ds ∈
Rn×ms est utilisable pour repre´senter les imagettes (patchs)
Rk(g) ∈ Rn de n def.= τ × τ pixels extraites d’une image g,
∀ 0 " k < n, Rk(g)[i] = g(k1 + i1, k2 + i2),
ou` k = k1 + τk2 avec 0 " ki <
√
N est l’index du pixel
(k1, k2).
De fac¸on similaire a` l’e´nergie (4) associe´e a` un diction-
naire global, on peut de´finir une e´nergie Es(g) associe´ a`
un dictionnaire local Ds. Cette e´nergie permet de controˆler
la parcimonie des de´compositions de toutes les imagettes
Rk(g) dans Ds. L’e´nergie Es(g) est de´finie comme
min
(xk)k∈Rms×n
µ
2N
N−1∑
k=0
||Rk(g)−Dsxk||2!2 + ||xk||!1 . (5)
Dans cette e´nergie, chaque xk correspond aux coefficients
de la de´composition de l’imagette Rk(g) a` l’aide du dic-
tionnaire Ds.
2 Analyse en Composante Morpho-
logiques
L’algorithme d’analyse en composantes morphologiques
(MCA) [SED04] permet de re´soudre de fac¸on ite´rative
le proble`me de se´paration variationnelle (1) dans le cas
d’e´nergies parcimonieuses Es comme de´fini a` l’e´quation
(4). La caracte´ristique principal de cet algorithme est que
le parame`tre λ de re´gularisation de´croˆıt de fac¸on line´aire a`
chaque ite´ration pour atteindre une valeur λmin finale qui
correspond au niveau de re´gularisation souhaite´, et vaut
λmin = 0 dans le cas d’une se´paration sans bruit. Cette
de´croissance de λ permet d’acce´le´rer la convergence de
l’algorithme et permet de calculer le minimiseur a` chaque
e´tape a` l’aide d’un seuillage non-line´aire.
Pour la de´composition d’une image en sa partie ge´ome´-
trique et sa partie texture´e, l’approche originale [SED04]
utilise des dictionnaires fixe´ d’ondelettes DW (voire de
curvelets pour ame´liorer l’extraction des contours) ainsi
que de cosinus locaux DC. Cet article e´tend l’algorithme
MCA au cas d’e´nergies Es issue de dictionnaires locaux
Ds comme de´fini a` l’e´quation (5).
L’algorithme MCA ope`re en optimisant successivement
sur chaque composante us en conservant les autres compo-
santes (u!)! $=s constantes. Ceci demande, a` chaque e´tape,
la minimisation de
min
v∈Rn
1
2
||rs − v||2!2 + λEs(v) ou` rs = f −
∑
! $=s
us.
Cette minimisation s’effectue de fac¸on approche´e en deux
e´tapes, qui diffe`rent selon que l’on conside`re un diction-
naire global ou local
(Calcul des coefficients) Dictionnaire global : Le cal-
cul des coefficients x ∈ Rms s’effectue par seuillage des
coefficients du re´sidu rs
x" = Sλ(DsTrs) ou` St(x) = {st(xj)}j (6)
avec st(a)
def.=
{ |a| + sign(a)t si |a| > t,
0 si |a| " t. (7)
Dictionaire local : Les coefficients x" = (x"k)k de la de´-
composition de chaque sous-image Rk(rs) se calculent
en minimisant
x"k = argmin
x
1
2
||Rk(rs)−Dsx||2!2 + λ||x||!1 .
(Reconstruction) La composante us est mise a` jour a`
partir des coefficients parcimonieux calcule´s.
Dictionaire global : on pose us
def.= Dsx".
Dictionaire local : a` cause du chevauchement des sous-
image Rk(Dsxk), la reconstruction ne´cessite un moyen-
nage
us(a) =
1
τ2
∑
|k−a|!τ
Rk(Dsxk)(a− k). (8)
L’algorithme MCA, re´sume´ dans le pseudo-code 1, effectue
la mise a` jour successive de chaque us. Le parame`tre de
re´gularisation λ de´croˆıt a` chaque ite´ration.
10
Initialisation : ∀ s, us = 0, λ = λmax.
Boucle : Tant que λ > λmin,
Pour chaque composante s, le re´sidu est calcule´ :
rs = f −
∑
! $=s us.
(De´composition) Calcul des coefficients x" de la de´com-
position parcimonieuse de rs (dictionnaire global, e´qua-
tion (6)) ou` de chaque imagette (Rk(rs))k (dictionnaire
local, e´quation (2)).
(Reconstruction) Calcul de us a` l’aide us
def.= Dsx" (dic-
tionnaire global) ou` par moyennage (dictionnaire local,
e´quation (8)).
(Mise a` jour du seuil) λ← λ− δ.
Table 1: Pseudo-code pour l’analyse en composantes mor-
phologiques.
3 Apprentissage de dictionnaires
L’e´nergie (5) de´finie sur des sous-images de n = τ × τ
pixels ne´cessite l’utilisation d’un dictionnaire Ds adapte´
aux structures locales des textures. Pour obtenir de tel
dictionnaires, Olshausen et Field [OF96] ont propose´ d’ap-
prendre la matrice Ds pour repre´senter de fac¸on optimale
un ensemble Y = (yk)pk=1 ∈ Rn×p de p+ n imagettes. Ils
ont montre´ que lorsque ces imagettes sont extraites d’un
ensemble d’images naturelles, le dictionnaire obtenu est
similaire au dictionnaire DW des ondelettes redondantes.
De fac¸on a` repre´senter efficacement des motifs texture´s,
nous employons une strate´gie d’apprentissage similaire, en
utilisant uniquement des exemples yk issus d’une texture
homoge`ne. Le dictionnaire Ds ainsi appris est optimise´
pour repre´senter les motifs structure´s de cette texture ho-
moge`ne et la composante morphologique us de la de´com-
position (1) contient ces motifs. Pour apprendre ce diction-
naire Ds, nous utilisons l’algorithme K-SVD de Aharon et
al. [AEB06]. Cet algorithme cherche a` minimiser l’e´nergie
Es de l’e´quation (5) en modifiant a` la fois les coefficients
(xk)k et le dictionnaire Ds. Ceci correspond a` l’optimisa-
tion sur l’ensemble des dictionnaires D ∈ Rn×ms de
min
(xk)k∈Rms×p
p∑
k=1
µ
2
||yk −Dxk||2!2 + ||xk||!1 .
sous la contrainte additionnelle de normalisation ||dj ||!2 =
1 des colonnes des D conside´re´s.
Cette optimisation est non-line´aire et non-convexe et
l’algorithme K-SVD (5) permet de trouver un minima lo-
cal en alternant sur le calcul des coefficients (xk)k op-
timaux et du dictionnaire D. Le pseudo-code 2 de´taille
l’enchaˆınement de ces deux e´tapes. La figure 1 (d) montre
un dictionnaire appris. On observe que les atomes dk cap-
turent les caracte´ristiques de la texture utilise´e comme
exemple montre´e figure 1 (a).
Initialisation : Le dictionnaire est initialise´ avec une trans-
forme´e en cosinus D = DC et xk ← DTyk.
Boucle : Tant que D n’a pas converge´,
D fixe´ : les coefficients (xk) sont mis a` jour pour chaque
exemple xk en minimisant
xk ← argmin
x
µ
2
||yk −Dx||2!2 + ||x||!1 .
Cette optimisation peut eˆtre re´solue de fac¸on approche´e
par matching pursuit, voir [Mal98].
(xk)k fixe´ : pour chaque atome dj , on note Ij =
{k \ xk[j] ,= 0} l’ensemble des exemples qui utilisent
l’atome dk. Cet atome dj est mis a` jour en minimisant
dj ← argmin
g
min
x
∑
k∈Ij
||y˜k−x[k]g||!2 , y˜k = yk−
∑
! $=j
xk["]d!.
Cette minimisation est e´quivalente a` une approximation
de rang 1 de la matrice contenant les signaux y˜k pour
k ∈ Ij , ce qui peut eˆtre re´solu par une de´composition en
valeurs singulie`res (SVD).
Table 2: Pseudo-code pour l’algorithme K-SVD.
4 Application a` la de´composition
d’image
Dans une premie`re application, nous avons utilise´ un
dictionnaire D1 = DW de transforme´e en ondelettes re-
dondantes pour capturer la partie ge´ome´trique de l’image
f , et un dictionnaire D2 appris. Ce dictionnaire est calcule´
selon la me´thode de la section 3 a` partir de la partie d’une
texture connue f0. L’algorithme MCA de´crit a` la section
2 est applique´ sur une image f = u1 + u2 ou` u2 est une
texture visuellement similaire a` f0. La figure 1 compare
la de´composition (e) utilisant un dictionnaire de cosinus
local comme propose´ par [SED04] et la de´composition (f)
obtenue avec le dictionnaire D2 appris.
Dans une deuxie`me application, on calcule une se´pa-
ration f =
∑4
i=1 ui a` l’aide d’un dictionnaire D1 = DW
d’ondelettes invariantes par translation et de dictionnaires
appris {Di}4i=2. Chacun de ces dictionnaire D2, D3, D4 est
appris a` partir de sous-images yk extraites autour d’un
pixel de´signe´ par l’utilisateur, voir figure 2. La figure 3
montre un autre exemple de de´composition avec une seule
composante texture´e.
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