We present a procedure for the numerical computation of the seismic waves in realistic 3-D geomodels. The procedure is based on a parallel implementation of the Fourier pseudo-spectral method (FPSM) on staggered grids. FPSM solves spatial derivatives with optimal accuracy in domains which are discretized in easy-to-handle, structured meshes. The application of the presented procedure is therefore advantageous, in terms of both accuracy and simplicity of use, whenever the geo-model can be adequately sampled by a structured grid. To be applicable to a wide range of geophysical problems, the procedure implements the most important features needed for modelling the seismic waves propagation, that is intrinsic attenuation, seismic velocity anisotropy and irregular topography. The intrinsic attenuation is implemented by means of the generalized zener body GZB mechanical model. Orthorhombic symmetry is considered for the description of the seismic anisotropy. Irregular topography is approximated by a staircase of cubic cells and treated using an original approach based on discrete Fourier transforms of arbitrary length. Sharp impedance contrasts in the geo-model are handled by suitable averaging of the material properties to reduce phase misalignments and staircase effects due to the structured grid. Absorbing boundaries based on the convolutional perfectly matching layer technique are adopted. Finally, the efficiency of the proposed procedure is illustrated by a number of tests and examples.
I N T RO D U C T I O N
The numerical modelling of the seismic wave propagation is a key element in many geophysical research fields. Usual applications concern: seismic exploration, where seismic modelling represents the main tool for the correct interpretation of the observed seismic field (e.g. Carcione et al. 2002) ; seismic hazard analysis, where the modelling allows to overcome the lack of empirical ground motion observations (e.g. Opršal et al. 2005) and volcano seismology where it can be used for the interpretation of seismic observations into quantitative information about the dynamics of the volcano (e.g. Chouet 2003 ). Seismic modelling is nowadays applied also in seismic tomography (e.g. Operto et al. 2006) and seismic source dynamics studies (e.g. de la Puente et al. 2009 ), as well.
Several seismic modelling approaches have been developed (see, e.g. Carcione et al. 2002 , for an overview) with different complexity levels of the numerical schemes, different physical model approximation and different usage of computing resources.
3-D seismic modelling methods have found notable applications only in the last decade thanks to the advances in computer technology. Computer memory requirements represent the foremost challenge when handling 3-D heterogeneous geo-models. Today, the most popular, direct approaches to 3-D seismic modelling are (i) Finite difference method (FDM) (e.g. Levander 1988; Robertsson et al. 1994; Graves 1996; Hestholm & Ruud 1998; Bohlen 2002; Moczo et al. 2007) , which discretizes the computational domain in a easy-to-handle structured grid and uses local spatial differential operators;
(ii) Finite element method (FEM) (e.g. Aagaard et al. 2001; Bielak et al. 2003) and its high-order version called spectral element method (SPEM) (e.g. Priolo & Seriani 1991; Padovani et al. 1994; Faccioli et al. 1997; Komatitsch & Vilotte 1998) , which are based on unstructured grids and therefore imply a more sophisticated preparation phase. A further evolution of the FEM approach consists in the arbitrary high-order discontinous Galerkin method (ADER-DG) (Käser et al. 2007) .
(iii) Global pseudo-spectral methods (GPSM) either based on Fourier (Gazdag 1981; Kosloff & Baysal 1982) or Chebyshev interpolation (Kosloff et al. 1990) , which combine the simplicity of the structured grid with the optimal accuracy of global spectral differential operators.
A number of hybrid approaches have also been adopted (e.g. Furumura et al. 2002; Opršal & Zahradnik 2002; Galis et al. 2008) , to take advantage of the peculiarities of different computational techniques.
The numerical procedure described in this paper is based on a pure GPSM approach, namely the Fourier pseudo-spectral method (FPSM) (e.g. Kosloff & Baysal 1982; Reshef et al. 1988) , which exploits the Fast Fourier Transform (FFT) algorithm for computing the spatial differentiation. Actually the term pseudo-spectral is a bit misleading, because it refers to the evaluation of the spatial derivatives alone, whereas time evolution is usually solved using non-spectral approaches. In this work we implement the FPSM in the classic explicit time-domain velocity-stress marching scheme (Virieux 1984 (Virieux , 1986 , which is a second-order scheme in time. However, if it resulted more appropriate, the implementation of a higher-order time-domain marching scheme is straightforward.
FPSM was considered a very promising approach in the early years of 3-D seismic modelling, mainly owing to its unbeatable low spatial sampling rate and computational efficiency (e.g. Fornberg 1987; Daudt et al. 1989) . The FPSM's advantages however resulted less effective for models with sharp impedance contrasts (e.g. Mizutani et al. 2000) and when general boundary conditions had to be imposed (e.g. the free surface problem in Xu et al. 1999) . However, the main FPSM's weakness was that the parallelization of methods based on global differential operators implies expensive interprocessor communications. As a consequence, FPSM did not take as much benefit from the early multiprocessor computers as other methods (e.g. FDM) did and was therefore rarely applied to the solution of large 3-D problems. Nowadays, the availability of computers with faster interprocessor communications and faster and larger shared memories makes those issues less critical. Therefore, we repropose here the FPSM approach, improved with a set of numerical procedures that make it possible to overcome most of the previously addressed drawbacks and tackle a wider range of applications efficiently and accurately.
The FPSM's choice is strongly tied to the adoption of a raster description of the geo-model, that is the sampling of the spatial domain by a structured grid. This feature lend itself to both positive and negative remarks. On one hand, numerical approaches based on structured grid are not well suited for very complex geo-models when the exact representation of interfaces is required, neither are they convenient when the geo-model exhibits large variability of the mechanical properties (i.e. wave velocities) that cannot be handled by simple, adaptive grid stretching. Methods based on unstructured grids or local operators are certainly more effective in these cases. On the other hand, we have to consider that the construction of an unstructured 3-D mesh, which reproduces the whole topology of interfaces and volumes of a complex geo-model accurately, often turns out to be a key bottleneck in the simulation process (Owen et al. 2007 ). Thus, we believe that methods based on structured grids might be preferred for practical reasons even in several forward 3-D modelling cases dealing with irregularly shaped interfaces between homogeneous structural units. To reduce the spurious numerical artefacts due to interface mis-locations and improve the physical consistency of the boundary conditions at the interface, volume averaging of the material properties (e.g. Moczo et al. 2002) can be applied.
The FPSM procedure here presented includes a number of numerical features that make it suitable to solve realistic models, that is (i) irregular surface topography; (ii) intrinsic seismic attenuation described for the compressional and shear waves independently each other; (iii) seismic velocity anisotropy (e.g. with orthorhombic symmetry); (iv) continuous variations in seismic velocity (e.g. described by a seismic velocity gradient).
Irregular topography often affects the seismic waves propagation (e.g. Bouchon et al. 1996; Chouet 2003; Ripperger et al. 2003) , therefore we improved the FPSM scheme to handle irregularly shaped free surfaces. Our method is based on the approximation of the irregular topographic surface in a staircase of cubic material cells of the regular grid, following an approach similar to that implemented by Ohminato & Chouet (1997) in their FDM scheme. The FPSM, applied to a staircase shaped spatial domain, requires that the Fourier differential operators are applied to arbitrarily long stacks of cells of the regular-grid. This is a serious limitation for an efficient application of the classical FFT algorithm, that we overcome using a new family of fast algorithms for the computation of discrete Fourier transforms of arbitrary length, that is the FFTW3 library (Frigo & Johnson 2005) .
The intrinsic attenuation, which is described by the quality factor Q, represents a relevant petrophysical parameter in exploration geophysics as well as for volcanic structural models (e.g. De Lorenzo et al. 2001; Del Pezzo et al. 2006) . Moreover, it has significant impact on the ground motion prediction relationships used in seismic hazard studies (e.g. Olsen et al. 2003) . In general, the attenuation is dependent on the frequency and cannot be introduced within a modelling scheme in a direct way separately from pure elasticity (Minster 1980) . In our approach, we model attenuation using one of the most general schemes, that is the generalized zener body (GZB) mechanical model, which has been embedded in the time domain computational scheme (e.g. Carcione et al. 1998) .
Seismic anisotropy is frequent in crustal rocks, as evidenced by several experiments (e.g. Thomsen 1986 ). The shear waves splitting due to seismic anisotropy can be exploited for estimating the rock stress status (e.g. Gonzalez & Munguia 2003; Crampin & Peacock 2005) and even for forecasting volcano eruptions (Gerst & Savage 2004) . We introduced the seismic velocity anisotropy into the numerical scheme considering the orthorhombic symmetry, which is one of the anisotropy models more frequently used in geophysics (Tsvankin 1997) .
To minimize the amount of computational volume wasted for absorbing the outgoing wavefield and avoid spurious reflections from the model boundaries, the convolutional perfectly matching layers (CPML) technique (Komatitsch & Martin 2007 ) was adopted to simulate the absorbing boundaries.
To handle large-scale simulations on parallel computers, the scheme is implemented in a parallel version using the message passing interface (MPI) standard (MPI forum 2008).
The body of this paper is structured in two parts. In the first one, that is Section 2, we give a description of the computational method and its performance. A number of details are described in the Appendices. In Section 3, we test and validate the method for a number of specifically built models.
M E T H O D

Equation of motion
Seismic wave propagation in visco-elastic media can be formulated in terms of a couple of first-order hyperbolic equations which describe the momentum conservation and the stress-strain relation, respectively
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Here ∂ t denotes time differentiation, v = (v 1 , v 2 , v 3 ) T is the particle velocity vector, σ = (σ 11 , σ 22 , σ 33 , σ 23 , σ 13 , σ 12 )
T is the stress tensor in shortened notation, ρ is the mass density and is the time-dependent 6 × 6 symmetric relaxation tensor, * denotes time convolution defined as
and the spatial differentiation operator ∇ has the following matrix representation
where ∂ p , with p = 1, 2, 3 denotes the spatial differentiation in the pth direction of a Cartesian coordinate system.
The convolution operation which appears in eq. (2) can be recasted by means of the memory variables technique (see, e.g. Carcione et al. 1998) to be suitable for a time-domain computational scheme. Because the components of the relaxation tensor are of the form
with˜ (t) a differentiable real function and H(t) the Heaviside function, the Boltzmann principle allows us to rewrite eq. (2) as
where the stress rate in a viscoelastic medium is decomposed in the elastic instantaneous response C ∇ T · v with C = (0) the 6 × 6 symmetric elasticity matrix, and in the term R, which accounts for the past deformation states of the medium. In the ideal elastic case R = 0, of course.
Time stepping
Given the time step length t, we can set up the time-domain velocity-stress marching scheme (Virieux 1984 (Virieux , 1986 ) by means of the explicit solutions of the linearized form of eqs (1) and (3), which form the 'leapfrog scheme':
The term R represents the contribution to the stress time derivative components due to past strain states and their evaluation is discussed in the next section. It can be shown that the marching scheme in eqs (4) and (5) is formally equivalent to the classical second-order explicit finite difference scheme
where ∂ tt v is evaluated from the wave equation
This time-advancing scheme implies a frequency-dependent effective phase velocity c(ω) which, in the elastic case results faster than the given nominal phase velocity c 0 (see, e.g. Dablain 1986 )
The length of the time sampling step t should be therefore chosen according to the desired accuracy in the considered frequency band. The stability condition, resulting from the extension to the 3-D case of the criterion described in Kosloff & Baysal (1982) , limits the choice of time step length to
where x is the spatial sampling step and c max is the maximum wave velocity in the medium.
Spatial differentiation, staggered grids scheme and boundary conditions
FPSM requires that the spatial domain is sampled by a rectangular structured grid. The spatial derivatives are evaluated by a multiplication in the wavenumber domain. The pseudo-spectral differentiation is exact to machine precision if the amplitude spectrum of the wavefield is negligible for wavenumbers larger than the Nyquist wavenumber k Ny = π/ x, where x is the sampling of the space domain. Therefore, FPSM allows for a coarser spatial sampling (Fornberg 1987) , which represents a valuable advantage in solving 3-D problems. On the other hand, the non-locality of the Fourier differential operators represents a drawback: numerical artefacts across the whole space domain (i.e. the acausal ringing due to the Gibb's phenomenon) are produced when strong impedance contrasts are present in the medium. The adoption of staggered grids significantly reduces the problem, as found byŐzdenvar & McMechan (1996) . The staggered Fourier differential operators can be formally expressed as
where p is one of the three spatial directions, i = √ −1, k p is the wavenumber in the pth direction, x p is the spatial sampling step and F p denotes the spatial Fourier transform along the pth direction, which is actually performed using the FFT algorithm. The operators D + p and D − p are applied alternately to avoid the drifting of the computational domain. Here we denote the staggered grids in 3-D by a flag consisting in a triple binary index in superscript: a generic field f (x 1 , x 2 , x 3 ) sampled by a N 1 × N 2 × N 3 rectangular grid is therefore expressed as
where
. . , N 3 } is the node index and the s i are the staggered grid flags which can assume values of either 0 or 1. Different components of the particle velocity and stress fields are evaluated at nodes corresponding to different staggered grids, as shown in Fig. 1 . The velocity components are evaluated at grids staggered in the direction corresponding to the component index
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13(n 1 ,n 2 ,n 3 ) = σ 13
12(n 1 ,n 2 ,n 3 ) = σ 12
Only the normal stress components are evaluated at the nodes of the reference (i.e. non-staggered) grid
33(n 1 ,n 2 ,n 3 ) = σ 33 (n 1 x 1 , n 2 x 2 , n 3 x 3 ) .
With the adopted formalism it is easy to identify the staggered grid which samples a given wavefield variable: for the velocity and shear-stress components, the flag is set at 1 at the position/s defined by the component index in the subscript and it is set to zero elsewhere, whereas for the normal stress components the flag is (000). The formalism defined in (11) is also compatible with the differential operators defined in (10): the effect of the shiftingdifferential operators 'plus' and 'minus' in the pth direction consists formally in switching the flag at the pth position from 1 to 0 and from 0 to 1, respectively; the usage of the differential operators is 'forbidden' in the other cases (e.g. we cannot apply a 'plus' operator to a variable with 0 in the pth position of the flag). The differential operator defined in (10) is highly accurate only for continuous periodic functions, although neither the particle velocity nor the stress may have a continuous periodic extension when the free surface condition is imposed on the spatial domain boundaries. Here it is described how we overcome these difficulties within FPSM.
First, we impose the free surface condition not only at the top of the spatial domain, but also-for the sake of consistency-at the lateral and bottom boundaries (Fig. 2) . Considering the definition of the wavefield variables on the staggered grids ( Fig. 1) , only the shear wave components and the velocity component normal to the surface are evaluated at the free surface. Secondly, we perform the differential operators formally defined in eq. (10) by using the more general form
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909 where y = {y 1 , y 2 , . . . , y N } is the sequence of values of a wavefield variable along a stack of contiguous material cells in the direction of differentiation (see Fig. 2 );ỹ = {ỹ 1 ,ỹ 2 , . . . ,ỹÑ } withÑ > N is a sequence conveniently built from y; FÑ is the FFT forÑ terms long sequences; the notation Nout denotes the truncation of the sequence at the N out th term; β is a constant evaluated from y and k are the wavenumbers corresponding to theÑ terms long spatial sequence sampled with step x.
Basically, the modification of the differential operator consists in the introduction of a sort of preconditioning; we transform the ill-suited input sequence y into an FPSM suitable sequenceỹ, and we take into account the transformation by means of the truncation at the N out term and the addition of the constant β. The wayỹ, N out and β are evaluated from y depends on the wavefield variable, which is going to be differentiated. The particular settings of the operator defined in eq. (12) for each wavefield variable are described in Appendix A.
The described approach allows FPSM to handle the irregular topography as a staircase of cubic material cells. Alternative approaches, as for instance the mapping of the rectangular grid onto a curved grid following the topographic surface, were discarded because they turned out to be incompatible with the used staggeredgrids scheme and caused numerical instability in the case of sharp topography.
The differentiation along sequences of material cells with different lengths and different positions inside the structured grid is managed by means of a register, which describes all the spatial differentiations to be performed at each time step of the simulation. The building of the register is performed as a simulation preliminary phase, which follows the discretization of the model and is based on the recognition of 'empty' grid cells.
In rectangular models with flat topography, stacks of material cells with a maximum of three different lengths are used, and the execution of the code considerably speeds-up if these lengths are optimal for the used machine-tuned FFT algorithm. In models that exhibit topography, the approach here introduced requires differential operators with arbitrary lengths, and because most of them could not fit with a single FFT algorithm it is necessary to rely on an exhaustive collection of optimized compositions of FFT algorithms, for example the FFTW3 library (Frigo & Johnson 2005) .
As discussed by Ohminato & Chouet (1997) , the modelling of irregular topographic surface by a staircase approximation requires denser spatial sampling. The accuracy of our method in the presence of the irregular topography (i.e. the spatial sampling rate to be used) is evaluated through a numerical test that will be presented in a next section.
The computational spatial domain needs to be bounded by nonreflecting absorbing layers on the sides which are assumed to be unbounded. The 'classical' absorbing layers (e.g. Cerjan et al. 1985) imply an almost prohibitive increase of the overall dimensions of the spatial domain when applied to 3-D problems. Therefore, the much less expensive perfectly matched layer (PML) technique (Chew & Liu 1996; Collino & Tsogka 2001; Festa & Nielsen 2003) has become widely used. In plain words, the PML technique consists in surrounding the model with a damping medium (the PML region) with an anisotropic intrinsic attenuation, such that the maximum attenuation is applied to the waves propagating in the direction perpendicular to the external boundary. The direct implementation of the PML technique consists in splitting the wavefield in the PML region in two parts: one propagating along the direction normal to the interface (this part is explicitly damped), the other propagating parallel to it (this part follows the same evolving scheme adopted for the inside of the model). The huge saving in space obtained by the reduced thickness of the non-reflecting absorbing strips is paid by an increased complexity of the computational kernel. Recently, Komatitsch & Martin (2007) have proposed an unsplit PML technique called CPML. CPML is more effective and easier to be implemented than classical PML. Therefore we implemented the CPML approach in the framework of the FPSM by replacing the spatial differential operator defined in eq. (12), with
where p is the direction perpendicular to the interface between the interior of the model and the PML region, d p is the damping coefficient, valued zero in the interior of the model and monotonically increasing from the interface to the external border of the PML region and α p is a real positive variable. We refer to Komatitsch & Martin (2007) for further details regarding the definition of d p and α p . In our procedure, we solve numerically the convolution in (13) by means of the memory variables technique as described in Appendix B.
The lowest seismic velocities are usually found in the upper part of the spatial domain, and the spatial sampling has to be calibrated to those values. This means that a large part of the model is unnecessarily oversampled by the resulting grid, leading to a loss of performance. To increase the computational efficiency, a simple and well-established technique can be used (Fornberg 1988 ) based on the stretching of the computational grid as a function of the velocity distribution. The stretching is obtained by mapping the regular grid through a global, continuous function for any desired direction. The stretching is directly applied to the spatial differentiation operator (10). The efficiency gain that can be obtained through the application of the stretching-we assume here the most usual case of stretching applied only to the vertical direction-is on average in the order of a factor 10 for what concerns the memory and 10 2 for the execution time. It comes out that this technique should be applied whenever possible.
An example of stretched grid along a 2-D vertical section is shown in Fig. 3 . It represents a detail of the 3-D reference model of the EuroseisTest experimental site (Mygdonian Basin, Greece) used for the numerical simulations of the EuroseisTest Verification and Validation Project-E2VP (Hollender et al. 2010; Moczo et al. 2010) . In the proposed example, the stretching is applied only to the vertical direction.
Seismic velocity anisotropy and intrinsic attenuation
The form of the elastic constant tensor C in eq. (3) depends on the symmetries in the elastic properties of the medium. The thin horizontal bedding of many sedimentary basins yields vertical transverse isotropy (VTI) in the seismic wave velocities (Carcione 2001) . On the other hand, vertical microcracks striking parallel to the maximum horizontal stress cause horizontal transverse isotropy (HTI) (Crampin & Peacock 2005) . Combination of VTI and HTI leads to orthorhombic anisotropy, as well as the presence of two identical systems of vertical cracks making an arbitrary angle with each other (Tsvankin 1997) . Therefore, the orthorhombic symmetry may be considered as the simplest realistic anisotropy model for many geophysical problems, hence our decision of implementing it in our seismic modelling method. In the case of orthorhombic medium with symmetry axes aligned with the axes of the Cartesian reference system, the explicit form of eq. (3) by adopting the staggered grid formalism defined in the previous section is
Because the staggered grid scheme requires that the symmetry axes of the medium are aligned with the grid axes, the implemented procedure cannot handle, at present, more complex symmetry systems (e.g. monoclinic or triclinic) or symmetry axes with varying direction.
In the isotropic case, the components of the second rank elasticity matrix can be expressed in terms of the Lamé constants λ and μ as
The evaluation of R depends on the adopted attenuation model. A well-established choice for modelling the relaxation mechanism of rocks and soils in geophysics is that of the generalized Zener's body (GZB) mechanical model, also known as standard linear solid (SLS) model (Carcione 2001) . For instance, Jousset et al. (2004) support the adoption of GZB for modelling seismic waves in volcanic media for frequencies above 2 Hz. We refer to Bécache et al. (2004) for a rather complete mathematical theory of the GZB model. Basically, the GZB model consists in a parallel connection of several Zener body elements, which consists of a series combination of a spring and a Kelvin-Voigt system. As demonstrated by Moczo & Kristek (2005) , the GZB model is equivalent to the generalized Maxwell body (GMB) as defined by Emmerich & Korn (1987) ; however, we refer here to it as GZB. The relaxation function of the GZB model composed of L elements has the following form (Carcione 2001) 
where M ∞ is the 'relaxed' elastic modulus-it describes the elastic properties of the material in the low frequency limit-and τ l and τ σ l are the creep and relaxation times of the lth SLS mechanism. Following Blanch et al. (1995) , it is convenient to restrict the choice of the creep and relaxation times in order so we can define a parameter τ
and rewrite (14) as
where we replaced M ∞ = ψ(0)/(1 + τ ). If we assume that the anisotropy of the viscous properties is negligible in comparison to the anisotropy of the elastic properties, then the attenuation of the medium can be defined by only two parameters, which describe the dissipation acting on the compressional and shear modes of propagation and quantified by the quality factors Q K and Q μ , respectively (Forbirger & Friederich 2005) . Because R in eq. (3) describes a stress, it can be decomposed as (see Carcione 2001) :
where I is the identity tensor, the scalar S = trace[R]/3 describes the contribution of the attenuation mechanism acting on the dilatational mode of propagation to the mean stress rate and the trace-free tensor D describes the contribution from the attenuation mechanism of the shear mode of propagation to the deviatoric stress rate. Note D has only five independent components to be evaluated. To apply separately the attenuation acting on the dilatational and shear modes of propagation we consider the effective unrelaxed isotropic bulk and shear modulus (adapted from Dahlen & Tromp 1998, eq. 3.148 We can set
where τ (K) and τ (μ) are conveniently evaluated (e.g. Blanch et al. 1995) , from the quality factors Q K and Q μ , respectively. Finally, we reduce the modelling of the intrinsic attenuation to the evaluation of the terms
where we consider the dilatation and deviatoric strain velocities,
respectively. The components of are defined by i j = (∂ i v j + ∂ j v i )/2. The terms defined in eq. (16) are called 'memory variables' by Carcione et al. (1998) . The approach used to evaluate them is described in Appendix B.
The nearly frequency-independent quality factor Q, typical of crustal rocks, can be reproduced using a GZB defined by an adequate number of elements. Because each additional element in the GZB requires a memory variable to be defined on the spatial domain, this approach is potentially avid for computer resources. However, we found (see Section 3), that a GZB mechanism with only two Zener elements could be convenient for reproducing a nearly flat frequency response of the Q factor (i.e. with variations smaller than 10 per cent) within the frequency bandwidth of one decade.
Seismic source modelling
According to Backus & Mulcahy (1976) , we distinguish two types of seismic sources, that is 'indigenous' and 'non-indigenous' ones. We have implemented them separately.
Indigenous seismic sources correspond to a local (in both space and time) breakdown of the stress-strain relation, although the total system momentum remains constant. The difference between the theoretical stress (denoted by τ ij ), predicted by the stress-strain relation in the intact medium , and the effective stress (denoted by σ ij ) is the symmetric stress glut tensor:
The stress glut defines the volume occupied by the seismic source, because it is nonzero inside the seismic source and zero elsewhere.
Here we assume the source volume is buried within the Earth so that we do not need to consider equivalent surface forces. In the presence of indigenous sources, eq. (5) is not valid anymore inside the (buried) source volume and should be replaced by
where ∂ t is the stress glut rate. As demonstrated by Backus & Mulcahy (1976) , the stress glut corresponds to a localized distribution of moment tensor density, which is zero outside the source region. This approach can be directly applied to the definition of extended sources (i.e. those with dimensions comparable to or larger than the minimum observed wavelength λ min ) internal to the medium, which are usually defined in terms of the seismic moment density across the source volume. On the other hand, the staggered-grid approach precludes the application of different stress-glut components in the same space point to model a point source. Given the point source barycentre in the nominal grid point x (000) s , we model the point source by spreading its seismic moment M over a sphere with radius r s = 2 x around the source centre using a smooth function defined as
where r is the distance from the node x (000) s and A = 3π 4(π 2 − 6) r −3 s is the normalization factor such that
In the case of non-indigenous sources, as for instance those used for computing the Green's function, which corresponds to the model response to a single force, the stress-strain relation holds everywhere although the total momentum of the system varies. Thus, whereas the eq. (5) is left unchanged, eq. (4) is rewritten as
where f is the applied force density field.
In analogy with the indigenous source, a point-force source is modelled by a force density distribution spread over a small finite volume through an equation similar to (18).
Parallel implementation and computing performance
For the sake of portability, we set up the parallel computing version of the FPSM code by considering a parallel computer with distributed-memory architecture. We adopt the data decomposition approach described by Furumura et al. (1998) , where the computational domain is evenly split into sub-domains with the shape of horizontal slices, which are assigned to single computational cores. Each core performs all the computations on the sub-domain that has been allocated to it except for the differentiation in the vertical direction. To apply the vertical derivative, the computational domain is temporarily reorganized in vertical slices as shown in Fig. 4 . The latter task is easily achieved using the MPI paradigm (MPI forum 2008).
To quantify the performance of the parallel implementation of the FPSM algorithm, we use two independent measures, that is the parallel and the scaled speedup (Sun & Ni 1993) , respectively.
The parallel speedup S P (n c , L) measures the strong scaling behaviour, that is the shortening of the wall-clock computational time t(n c , L) which is achieved by increasing the number n c of computational cores while maintaining constant the problem size L. It is defined as
We also define the parallel efficiency E P (n c , L) as
The scaled speedup S S (n c , L) and efficiency E S (n c ) measure the weak scaling behaviour, that is the maintenance of the wall-clock computational time when the problem size grows proportionally to the number n c of used cores, thereby keeping constant the per-core load. These two parameters are defined as Figure 4 . The parallel implementation of the code follows the data decomposition approach: the spatial domain is evenly split in horizontal slices which are assigned to single computational cores to perform the spatial derivatives in the horizontal directions. A temporary reorganization in terms of vertical slices is required to perform the spatial derivative in the vertical direction.
and
respectively. In the following, we analyse at first the parallel performance of FPSM from the theoretical point of view. Afterwards we show the experimental performance obtained for two different classes of parallel computers.
The main part of the computational job is devoted to the estimation of the spatial derivatives. This operation implies the executions of two FFTs (one forward and one backward, respectively) and one array multiplication. There are six spatial derivatives to be performed in each direction. In the most simple case of elastic and isotropic medium, we have to consider additional 12 floating-point operations per grid-point. If we assume that the spatial domain is described by N 3 grid points partitioned among n c cores, we can roughly estimate the wall-clock time elapsed for computing a timestep as
where f is the single-core floating-point computation speed, measured in flop · s −1 . By substituting eq. (21) in eq. (19) we obtain the theoretical parallel efficiency of the FPSM
which means that our parallelization approach is compatible with an optimal strong scaling behaviour. Concerning the scaled efficiency, if we increase the size of the simulation proportionally with the number of the available cores, by increasing the size along one dimension, we obtain t n c , n c N 3 = N 3 (30 + 36 log 2 (N )) + 12 log 2 (n c ) f −1 . (23) Substitution of eq. (23) in eq. (20) gives E S n c , N 3 = 1 + 2 log 2 (n c ) 5 + 6 log 2 (N )
which is always less than 1. This means that the FFT growth with the size along one dimension of the spatial domain implies only suboptimal weak scaling behaviour. Note that the log 2 terms represent the theoretical cost of the FFT calculation.
With real world parallel computers we also have to take into account the time spent in inter-core communication. If r denotes the intercore communication rate (in bit · s −1 ) and t LAT the communication latency time (in s), a first, simplified estimation of the parallel and scaled efficiencies can be obtained as
respectively. Then, the FPSM efficiency is governed by the ratio f /r in both cases, which means that any increase in single core speed must be accompanied by a proportional increase in the inter-core communication rate to exploit the parallelism efficiently. In the earlier theoretical estimations, we have assumed that the communication rate r is constant. In a more accurate analysiswhich is beyond the scope of the present paper-we should consider that according to the specific computer architecture, r depends on the number of the cores involved in the communication and the size of the data packets. Moreover, we should consider also the effects of the 'memory wall' (Wulf & McKee 1995) .
We present now the experimental estimation of the parallel performance of our FPSM procedure obtained through some numerical tests run on two different multiprocessor machines. The first one is the IBM-SP6 supercomputer, based on IBM Power6 dual-core 4.7 GHz processor and deployed at the CINECA computing centre in Bologna, Italy (CINECA 2010). With 5376 computing cores, a total RAM of 21 TB and a peak computational speed of 101 Tflops, this machine represents a reference platform for computationally demanding numerical simulations. The second machine is a Sun Fire X4600 server with shared-memory architecture, equipped with eight dual-core AMD Opteron processors (i.e. 16 cores) and a total RAM of 32 GB. It represents a small, commonly available multicore server which can be used for solving 3-D seismic modelling problems of moderate size.
To measure the parallel efficiency, we consider a model which represents an isotropic, elastic, homogeneous half-space. The computational domain is discretized in 512 × 512 × 512 grid nodes. The total memory required is 9.5 GB, of which 4.5 GB are for ) shows that for the distributed-memory IBM-SP6 the parallel efficiency is even larger than 1 for n c ranging from 8 to 64 (i.e. superlinear scaling, most probably due to slow-down effects of large per-core memory allocation with small values of n c ) although it falls down for 512 cores, probably as an effect of communication rate degradation. The shared-memory SunFire server exhibits similar behaviour, but shifted towards smaller n c values (superlinear scaling for n c values of 2 and 4). Because the parallel efficiency measures well above 0.5 in all the considered cases, we can argue that our FPSM procedure exhibits good strong scaling for both parallel computer classes. To measure the scaled efficiency, we consider a similar simulation where the per-core computational load is kept constant. Consequently, the overall size of the model increases proportionally to the number of cores involved in the run. In our test, the per-core computational load corresponds to a grid size of 512 × 512 × 32 points, that is 288 MB of heap-memory storage used for the nine wavefield single-precision variables. The number of cores ranges from 1 to 64 for the IBM-SP6 supercomputer and from 1 to 16 for the SunFire server, respectively. The measured speedup and efficiency are displayed in Figs 5(c) and (d) . Here, the theoretical efficiency is computed according to eq. (24). Again, the performance of the two machines shows similar pattern, with the SunFire server behaviour shifted towards smaller n c values. There is an evident progressive decrease of the effective scaled efficiency for growing n c , which can be explained with a communication rate degradation due to the increasing number of exchanged data packets and their overall volume. With the considered per-core load, the scaled efficiency values are above 0.5 for all the tested cases for both computers.
N U M E R I C A L T E S T S
The effectiveness of the presented procedure is verified with the following five test models:
(i) a horizontal layer above a half-space, both elastic; (ii) the Lamb's problem with a tilted plane; (iii) a homogeneous medium with frequency independent attenuation;
(iv) a homogeneous transversely isotropic medium and (v) a homogeneous model with real volcanic topography.
The first three cases can be considered a verification of the proposed method, because the results are compared to a reference solution.
In the first two cases, the comparisons between the results and the reference solution were done by means of the goodness-offit (GOF) criteria recently introduced by Kristekova et al. (2009) , which are a set of quantitative descriptions of the level of agreement between two waveforms on the basis of the misfit evaluated in the time-frequency representation. In particular, we consider both the single-valued envelope and phase GOF (EG and PG, respectively), based on properly weighted averages of the global envelope and phase misfits (EM and PM, respectively). The GOF equals 10 for zero misfit and approaches 0 for envelope or phase misfit diverging or approaching to ±1, respectively. Kristekova et al. (2009) provide a qualitative ranking in terms of four classes of GOF values, that can be used in the analysis of earthquake records and simulations. According to them, values of 0-4, 4-6, 6-8 and 8-10 correspond to poor, fair, good and excellent fit, respectively. In the third test, that is that concerning the attenuation, the simulated Q P and Q S are compared to the theoretical ones in the frequency domain.
The last two tests provide only qualitative results with demonstrative meaning.
Layer over half-space
We apply our FPSM code to the canonical representation of the layer over half-space problem known as LOH1, which was introduced within the test of 3-D elastodynamic codes performed by Day et al. (2001) and has been adopted by several authors. The definition of this problem as well as the reference solution are available at the internet site of the SPICE EU project (SPICE 2006) , which provides a platform for seismic modelling code validation. 
with T = 0.1 s. To check the accuracy performance of the method, two simulations are performed with different spatial and time sampling. The spatial discretization is measured by the parameter G, which is defined as number of grid points per minimum wavelength. In the first simulation (A) we use a horizontal sampling of x 1 = x 2 = 138.56 m and x 3 = 100 m, which corresponds to G = 2.9 and 4 in the horizontal and vertical directions, respectively. The time step is set at t = 0.002 s. The spatial domain is discretized by a 200 × 200 × 52 nodes rectangular grid, which is surrounded externally by an additional strip of 28 grid nodes, used for the CPML absorbing boundaries. The solutions consist of 9 s long time histories. The simulation run in 1 h of wall-clock time using the 16 cores of a Sun Fire X4600 server based on dual-core AMD Opteron processors.
The second simulation (B) is similar to A but with the spatial and temporal sampling values halved. The corresponding G values are G = 5.8 and 8 in the horizontal and vertical direction, respectively. Due to the increased number of nodes and time steps, simulation B resulted much more expensive, with a total run time of 87.5 h on the same computer.
The numerical and reference solution are compared by means of the single-valued envelope and phase GOF (Kristekova et al. 2009 ) over the time interval between 0 and 9 s and the frequency band 0.13-5 Hz. In Fig. 6 , we show the results for the surface receiver located at epicentral distance of 10 395 m and azimuth 33
• . Interestingly enough, the improvement in waveform fitting going from simulation A to B cannot be appreciated by visual inspection, but only thanks to the time-frequency misfit analysis. The GOF score describes an excellent level of waveform fitting even for the computationally cheaper simulation A.
Lamb's problem on a tilted plane
The Lamb's problem (Lamb 1904 ) is the response of an elastic halfspace to an impulsive force perpendicular to the free surface. It is a classic benchmark for the seismic modelling methods. To evaluate the accuracy of our approach in handling the irregular topography, we solve the Lamb's problem with the free surface tilted 45
• in the x 1 direction, so that the actual free surface is a staircase. The elastic half-space is characterized by P-wave velocity c p = 1000 m s −1 , Swave velocity c s = 500 m s −1 and a mass density ρ = 1000 kg m −3 . The spatial sampling is x = 20 m. The wavefield is excited by an external point force of amplitude √ 2 × 10 6 N perpendicular to the free surface applied at the free surface in the middle of the area. The (time derivative of the) source time function iṡ
where f 0 is the cut-off frequency and s 0 is the normalization factor. To check the accuracy performance of the method, simulations computed with different values of G are compared to the reference solution by means of the single-valued envelope and phase GOF (Kristekova et al. 2009 ) over the time interval between 1.4 and 9 s and the frequency band between 0.1 f 0 and f 0 . Fig. 7 shows the waveforms (radial component) computed at the surface receiver located √ 2 km downhill the source for G = 2.5, 3.333 and 5, corresponding to f 0 = 10, 7.5 and 5 Hz, respectively. The test points out that a spatial discretization corresponding to about G = 5 should be used to model topography accurately (i.e. a GOF score of about 9 in envelope and phase). Fig. 8 shows the snapshot of the velocity amplitude in the x 1 − x 3 vertical plane crossing the point source after 4.4 s of propagation and for G = 5. The P-and S-wave wave fronts are clearly recognizable as well as the Rayleigh waves.
A rectangular grid with 448 × 358 × 496 nodes was used to perform this simulation. The inclined topography was handled by variable length FFTs ranging from 98 to 994 points. The corresponding computational cost is 17 s per time step using 16 cores of an Opteron-based SunFire computer. For comparison, the computational cost for a simulation on a model of the same size but with flat, horizontal topography and using constant-length FFTs is 15 s per time step.
Attenuation in isotropic media with flat topography
Here we validate the approximation of the intrinsic attenuation by the GZB model. In this test, we simulate the wave propagation in a homogeneous isotropic half-space characterized by P-wave velocity of 1000 m s −1 , S-wave velocity of 500 m s −1 and mass density of 1000 kg m −3 . A constant Q attenuation set at Q P = 100 and Q S = 50 is approximated by the combination of two Zener elements. The seismic field is generated by a point source located at depth of 100 m and obtained as a superposition of an explosion and a double couple in the horizontal plane. The source time function is described by (27) and has a cut-off frequency f 0 = 10 Hz. The spatial sampling is x = 10 m, and corresponds to G = 5, a value which was found suitable for an accurate full wave modelling in presence of irregular topography. The wavefield is recorded at a 5-km-long array of receivers aligned with the double couple strike. The incident longitudinal and horizontal transversal components (P and SH waves, respectively) are recorded. The numerical accuracy is estimated by analysing the variation of the amplitude spectrum A ω (r ) with the distance r from the point source. This quantity is related to the frequency-dependent quality factor Q(ω) by the relation
The results of this test are shown in Fig. 9 . We can observe that the actual attenuation has a nearly flat behaviour with values very close to the target values Q P = 100 and Q S = 50 in the frequency band 2-10 Hz. This test demonstrates that the GZB model can simulate a nearly frequency-independent attenuation for a frequency bandwidth of about one decade by using only two Zener elements.
Shear wave splitting in homogeneous transversely isotropic medium
A demonstration of the seismic wave propagation in anisotropic media has been performed for a homogeneous transversely isotropic medium. The model is excited by two different point sources, that is a force parallel (direction x 1 ) and a force perpendicular (direction x 2 ) to the symmetry axis of the medium, respectively. In Fig. 10 , the wavefield with polarization in the directions x 1 and x 2 is shown. The splitting of the shear wave can be clearly seen. The anisotropy properties of the medium are defined using the Thomsen (1986) formalism, with c p0 = 1900 m s −1 , c s0 = 800 m s −1 , ε = 1.16, δ = −0.14, γ = 2.78.
Simulation of a real volcanic topography
In this example, we simulate the effect of a realistic topography on the wavefield propagation. The model represents a homogeneous medium (c p = 3000 m s −1 ; c p /c s = 1.8) with the real topography of the Mt. Vesuvius volcano (Italy) at the top. The source is a vertical dipole buried within the volcano at depth 700 m below sea level. The model is sampled by a 474 × 474 × 64 rectangular grid with internode spacing x = 40 m. The source time function is as that defined in (27), with cut-off frequency f 0 = 4 Hz, corresponding to G = 10. Fig. 11 displays the snapshot of the seismic wavefield (velocity amplitude, vertical component) computed at the topographic surface after 5 s of propagation. Considering that the radiation pattern of the simulated source has circular symmetry, the effect of the volcano topography on the wave front shape-the main wave front is a surface wave-can be clearly observed. The whole simulation, which consists of 6 s of wave propagation, was computed in 12 h of wall-clock time using five dual-core AMD-Opteron processors of a Sun Fire X4600 server.
C O N C L U S I O N S A N D D I S C U S S I O N
A numerical method for the computation of the seismic wave propagation in realistic geo-models has been developed and tested. By realistic geo-model we mean a 3-D complex structural model with heterogeneous visco-elastic media; frequency-dependent 916 P. Klin, E. Priolo and G. Seriani G=2.5 EG=3.9 (ME=109%) PG=6.4 (MP=47%) Halfspace properties: Figure 10. Demonstrative simulation of seismic wave propagation in a hexagonally anisotropic medium and generated by two point forces (F 1 and F 2 ) parallel to the medium symmetry axis and perpendicular to it, respectively (see text for details). The corresponding wavefields after 2 s of propagation are shown in light and dark grey tones, respectively. Only the component parallel to the force that has generated the wave is considered. Two qS wave fronts travelling with different velocities can be easily recognized.
attenuation-in particular, constant attenuation-different for compressive and shear modes of propagation, anisotropy and irregular surface topography. All these features are considered simultaneously in the approach proposed here. In addition, we have introduced the exciting source in a very general way so that any kind of seismic source can be easily simulated. The developed procedure allows one to perform numerical simulations of seismic wave propagation in 3-D geo-models with size of the order of hundreds of minimum wavelengths in each direction in reasonable wall-clock time using a low-cost multicore server. Our parallel efficiency tests show that our FPSM procedure exhibits good strong and weak scaling behaviour for both distributed and shared-memory parallel computers. The model is sampled numerically by a rectangular, structured grid. This makes the input preparation quite simple and represents one of the reasons for which this method can be preferred to others in a number of cases. For models that feature a bounded, low-velocity region, the computational efficiency can be increased by stretching the grid through a global, continuous mapping.
The accuracy of the method has been verified with the canonical LOH1 test and with the solution of the Lamb's problem on a tilted plane, applying the Time-frequency goodness of fit criteria introduced by Kristekova et al. (2009) . The possibility to simulate nearly frequency independent attenuation with the superposition of two SLS elements on a frequency bandwidth of one decade has been shown. Two additional demonstrative applications are described, demonstrating the shear wave splitting in an anisotropic medium and the effects of realistic topography on the seismic wavefield.
This method can be fruitfully applied in many geophysical branches which require modelling of realistic seismic wave propagation, such as exploration geophysics, earthquake and volcano seismology, as well as engineering seismology. Some improvements of the described FPSM procedure are however possible. For instance, we plan to upgrade it with a higher order time-domain marching scheme (the actual FPSM implementation has a second-order one). The authors thank Peter Moczo for the critical reading of the paper and his valuable suggestions. The authors also thank the two anonymous reviewers for their helpful comments. Finally, we thank Cristiano Calonaci of the Consorzio Interuniversitario per il Calcolo Automatico dell'Italia Nord Orientale-CINECA for his technical support.
A P P E N D I X A : E VA L UAT I O N O F S PAT I A L D E R I VAT I V E S W I T H F R E E S U R FA C E C O N D I T I O N
We describe here the numerical scheme of the spatial differential operator defined in Section 2.4 as
to model correctly the free surface condition. The free surface boundary condition implies that the stress components simply vanish at that boundary. By using a sine transform instead of the ordinary Fourier transform we would obtain the spectrum of the stress field which satisfies this condition, and we could obtain its spatial derivative by returning back in the spatial domain with the cosine transform after the multiplication in the wavenumber domain. The same result can be obtained with the ordinary FFT through the 'mirroring technique', which is based on the anti-symmetric extension of the wavefield variable. When the normal stress components are differentiated (i.e. y is either σ 11 or σ 22 or σ 33 ), we precondition the operator by mirroring around the grid node corresponding to the free surface. The differential operator modified in order to use this 'mirrored' vector will satisfy the free surface boundary condition implicitly, because the normal stress components are not evaluated at the nodes which sample the free surface. In practice, the preconditioning in (12) is applied by setting
In Fig. A1 , we illustrate a simple example of the differentiation of the normal stress field along an 8 cells long stack, with the proposed mirroring technique, compared to the obsolete 'zero padding' approach. The shear stress components (i.e. y is either σ 23 or σ 13 or σ 12 ) are evaluated at nodes which sample the free surface. The mirroring technique is therefore applied by explicit zeroing the nodes which correspond to the free surface boundary, as shown in 
The spatial differentiation of the shear stress components is illustrated in Fig. A2 . The free surface boundary condition does not impose any constraint on the velocity variable (i.e. when y is either v 1 or v 2 or v 3 ). However, this quantity has a discontinuity at the free surface boundary which causes numerical artefacts in the direct application of the Fourier differential operator. We overcome this problem by subtracting a linear sequence from y to set to zero the resulting function in the first and last nodes. Then we apply the 'mirroring' with explicit zeroing, perform the Fourier differentiation, and correct the obtained derivative by adding the rate of the linear function to it. In detail, the setting of the modified differential operator for 
and its application is illustrated in Fig. A3 . Although the length N of the input sequences may be arbitrary, the length of the FFT associated with the differential operator (i.e. the length ofỹ) is always even in the schemes in eqs (A1-A3). Irregular topography may imply differentiation along sequences of material cells with length N = 1 along the ith direction. There is of course no need for FFT to evaluate the derivatives in this case. If we Figure A3 . Simple example illustrating the spatial differentiation of the velocity components defined in cell-centred points. Same considerations hold for the velocity component defined in the points which are staggered in the direction of the differentiation. From top to bottom: an arbitrary velocity distribution over a stack of particle velocity values in eight material cells and its linear trend; its de-trended and mirrored (filled marks) and zero-padded (empty marks) continuations, respective spatial differentiation, and finally the truncation of the differentiated sequences at the effective spatial domain extremes with the trend value added to the result obtained through the mirroring technique. Note the significant difference between the results obtained by the proposed approach (filled dots) and that by the 'zero padding' continuation approach (empty dots), on the two extreme points of the effective spatial domain and their vicinity. denote with σ ii the normal stress component defined in the centre of the material cell, then we can put ∂ i σ ii = k Ny σ ii and ∂ i σ ii = − k Ny σ ii on the left and right side of the cell, respectively, with k Ny the Nyquist wavenumber. Because of the free surface, there is no need to evaluate ∂ i σ ij , neither to evaluate ∂ i v j . Finally with α and β positive constants, H (t) the Heaviside function, (t) a given 'regular' real function and * the time convolution operator. To set up a time stepping scheme for the memory variables, we consider the time differentiation of eq. (B1), that is ∂ t (t) = α (t) − β (t).
Substitution of (B2) in the backward Euler scheme (t) = (t − t) + t ∂ t (t) allows us to evaluate the evolution of the generic memory variable time step by time step as l (t) = (t − t) + α t (t) 1 + β t .
