The power generation of wind energy conversion system (WECS) 
Introduction
Rising crude oil prices highlights the exploitation of renewable energy applications. The wind power is one of the most attractive renewable energy technologies because of its high efficiency and low pollution. However, high penetration of wind power in the electricity system provides many challenges to the power system operator, mainly due to the uncertainty of wind power generation. Since the wind power generation of the WECS is varied with the wind speed, unexpected variations of the WECS power generation may increase operating costs for the electricity system because the reserves margin will be increased, and place potential risks to the reliability of power system [1] .
Wind power forecasting is one of the fundamental strategies to the challenges mentioned above. The power system operator has to predict changes of the wind power generation in order to achieve low spinning reserve and optimal operating cost. In addition, wind power forecasting play an important role in the allocation of system power balance. Besides, wind power forecasting is used for the day-ahead scheduling of conventional power plants and trading of electricity on the spot market [2] .
Recently, several methods have been employed for the wind power forecasting. The wind power forecasting methods can be generally categorized into three groups, physical methods, statistical methods and hybrid methods.
Physical methods require a lot of weather data like temperature, pressure, surface roughness and obstacles to predict the wind power. Several physical models have been developed based on using weather data with sophisticated meteorological for wind speed forecasting and wind power predictions [3] . Physical methods are run 1 or 2 times a day due to the difficulty to gain information in short-time and the associated high costs [4] . Physical methods have advantages in long-term prediction.
Statistical methods aim at finding the relationship of the measured wind power generation historical data. Statistical method has advantages in short-term prediction. For a statistical model, the historical data of the WECS may be used. The two main methods of statistical methods are time series based methods, and artificial neural network based methods.
Time series based methods are developed based on historical values. Time series based methods can be used to solve the prediction problems in engineering, economics and natural sciences that have a great deal of data where the observations are interdependent. Time series based methods are easy to model and capable to provide timely prediction [3] . Time series based methods include the auto regressive moving average (ARMA), auto regressive integrated moving average (ARIMA), ARMA with exogenous input (ARMAX), grey predictions, linear predictions, and exponential smoothing predictions. ARMA model is the most popular type in the time series based method for wind power generation forecasting [4] . The time series models can be used for both deterministic and stochastic modeling using historical data and the errors in prediction to wind power forecasts with a minimum number of parameters being used for the representation of the system dynamics [5] .
Artificial neural network could deal with non-linear and complex problems in terms of classification or forecasting. As the problem defined, the relationship between the input and target is non-linear and very complicated [6] . Artificial neural network based methods include back propagation neural networks, recurrent neural networks, genetic-neural network [7] , and radial basis function neural networks. Artificial neural network based method is an appropriate method to apply into the problem to forecast the wind power.
The hybrid methods combine different approaches such as mixing physical and statistical approaches [8] . The hybrid methods also combine different models such as combine short-term and long-term models [4] . Application of hybrid intelligent systems to short-term wind power forecasting is presented in [9] .
The aim of this paper is at proposing a back propagation neural network based wind power forecasting method. The rest of this paper is organized as follows: Section 2 discusses the basic principle of the back propagation neural network. The neural network based wind power forecasting method is presented in Section 3. The numerical results with the proposed forecasting method are discussed in Section 4. Finally, conclusions are drawn in Section 5.
Basic principle of the back propagation neural network
Artificial neural networks were widely applied in optimization, pattern recognition, forecasting. The main property of artificial neural network that it can learn from examples is the key fact of preferring neural network in many nonlinear and complex problems. Back propagation neural network is one of the most widely used artificial neural networks [10] . The back propagation neural network is applied in prediction due to their good ability of non-linear mapping, self-organization and self-learning. This paper uses the back propagation neural network to forecast the wind power generation of WECS.
Back propagation neural network is a multi-input, multi-output system consisting of an input layer, one or two hidden layers, and an output layer [11] . Each layer employs several neurons, and each neuron in a layer is connected to the neurons in the adjacent layer with different weights. The architecture of a typical back propagation neural network is shown in Figure 1 . The network actually performs a nonlinear mapping from the input space R d to the output space R n . The mapping relationship between input vector and output vector of back propagation neural network is based on the following function:
where input vector
Signals flow into the input layer, pass through the hidden layer, and arrive at the output layer. With the exception of the input layer, each neuron receives signals from the neurons of the previous layer. The incoming signals are multiplied by the weights and summed up with the bias contribution.
The total input of a neuron in hidden layer is calculated by the following form:
where neti j is total input of the hidden layer neuron j; x i is input to the hidden layer neuron j from input layer neuron i; v ij is weight between the input layer neuron i and hidden layer neuron j; b j is bias of the The activation function applied to neuron in hidden layer is the hyperbolic tangent function which is calculated by the following equation: The total input of a neuron in output layer is calculated by the equation (4):
where neto j is total input of the output layer neuron j; h i is input to the output layer neuron j from hidden layer neuron i; w ij is weight between the hidden layer neuron i and output layer neuron j; k j is bias of the output layer neuron j; g is number of neurons in the hidden layer.
The activation function applied to neuron in output layer is the sigmoid function which is calculated by the following equation: 
The procedure of estimating the weights between the layers and bias of the neurons can be calculated using the steepest descent algorithm. In training the network with a given architecture, the error back propagation approach, finds a single best set weight and bias values by minimization of suitable error function [12] .
Back propagation neural network based wind power forecasting method
The proposed back propagation neural network based wind power forecasting method has been successfully implemented using PC-based software for the wind power prediction. The architecture of the wind power forecasting neural network is shown in Figure 2 . The back propagation neural network models were developed for 10 min. ahead wind power forecasting. The architecture of back propagation neural network used in this study contains an input layer, an output layer and a hidden layer. Input layer has 3 neurons, hidden layer has g neurons, and output layer has one neuron as seen in Figure 2 . The overall flowchart of proposed back propagation neural network based wind power forecasting method is shown in Figure 3 . The proposed forecasting method is described briefly in the following steps: Step1 Creating data base of the wind power generation of WECS. Step2 Normalize all of the wind power generation data. Step3 Prepare the training set for back propagation neural network. Step4 Using the training set to train the back propagation neural network for wind power forecasting. Step5 Save the weights between the layers and bias of the neurons of trained back propagation neural network, as training procedure is finished. Step6 Use trained the weights between the layers and bias of the neurons neural network to forecast the wind power generation of WECS.
Numerical results
To verify the proposed method, the method has been applied for wind power forecasting in Taiwan. Wind power forecasting is computed using the historical power generation data every 10 min. of a 2400kW WECS installed in Taichung coast. For the sake of clear comparison, no exogenous variables are considered. The following days are selected: January 13-16, 2008, corresponding to the winter of the year. The historical data set with 576 patterns are divided into training data set composed of 432 patterns collected from January 13-15, and testing data set composed of 144 patterns collected from January 16.
Owing to prevent the simulated neurons from being driven too far into saturation, all of the historical data needs to be normalized after acquisition. Each input and target data are required to be divided by the maximum absolute value in corresponding factor. Each value of the normalized data is within the range between 0 and +1 so that the neural network could recognize the data easily. There are some methods for obtaining the optimal number of neurons in hidden layer, however there is no general solution. In this study, a trial-and-error method has been used to determine the appropriate number of neurons in hidden layer. Numerical results with the Table 1 presents the values for the criterions to evaluate the accuracy of the proposed neural network approach in forecasting wind power for the different number of hidden neurons. The first column indicates the number of hidden neurons, the second column presents the maximum absolute error between 144 forecasted data, and the third column presents the average absolute error of 144 forecasted data. As shown in Table 1 , for this study the optimal number of neurons in hidden layer is 35.
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A good accuracy of the proposed back propagation neural network approach was ascertained. The average absolute error is 0.2780%. Moreover, the maximum absolute error between 144 forecasted data is 2.6589%. The effectiveness of the proposed method has been validated in the experiments. The testing results show that the proposed back propagation neural network based method can forecast the wind power easily and accurately.
Conclusions
Based on the back propagation neural network scheme, this paper has proposed a method to accurately and reliably forecast the wind power of a WECS. To verify the effectiveness of the proposed technique, the historical power generation data of a practical WECS during typical winter days were used in this paper. The numerical results show that the proposed back propagation neural network based wind power forecasting method can forecast the wind power accurately and reliably. The directions of future research of the wind power forecasting methods can be described as follows: To further improve the forecasting performance of the proposed back propagation neural network scheme, the wind speed forecasting based on physical method using weather data will be investigated and integrated in the proposed back propagation neural network scheme. 
