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ཱ྆͢Δઐ༻ϋʔυ΢ΣΞCQPH(Configurable Query Processing Hardware)[4]ͷڀݚ։ൃʹऔΓ૊































































ू໿ (Aggregation)ɼάϧʔϓԽ (Grouping)ɼ΢Οϯυ΢Խ (Windowing)ͳͲͷجຊతͳԋࢠࢉΛ
ؚΉΫΤϦʹରԠ͢Δɽͨͩ͠ɼGlacier͸ू໿ԋࢉΫΤϦͷಈతͳมߋʹରԠ͍ͯ͠ͳ͍ɽ
















Ϩϯδ (RANGE)Ͱࢦఆ͞ΕΔ 3෼ؒ͠ࢹ؂ɼͦͷؒͷ࠷খ஋ (min)ͷ bid-priceΛͭ࣋λϓϧΛ
ग़ྗ͢ΔॲཧΛɼؒ۠ࢹ؂ΛεϥΠυ (SLIDE)Ͱࢦఆ͞ΕΔ̍෼ͰͣΒ͠ͳ͕Βܧଓ͢Δɽ·ͨɼ
ਤ 3.1.2ʹͦͷΫΤϦͷ΢Οϯυ΢ΛεϥΠυ͠ͳ͕Βॲཧ͢ΔྫΛࣔ͢ɽΦʔόϥοϓ͢Δ΢Ο




























͸ FPGA಺ͷ BRAMΛ༻͍͍ͯͨɽ·ͨɼඞཁͳϖΠϯόοϑΝͷαΠζ (S bu f f er)͸࣮͢ߦΔ
΢Οϯυ΢ू໿ԋࢉΫΤϦͷϨϯδͱεϥΠυͷ஋ͷ࠷େެ໿਺ (GCD)Λ༻͍ͯҎԼͷࣜͰࢉܭ
Ͱ͖Δɽ






















































































Place & Route 






















































































































ਤ 4.3.1ʹϨϯδ͕ 1024ඵɼεϥΠυ͕ 1ඵͷ࣌ͷεϥΠσΟϯά΢Οϯυ΢ू໿ԋࢉͷॲཧ
ྫΛࣔ͢ɽਤ 4.3.1ͷ΢Πϯυ΢ 0ͱ 1͸ɼ1023ݸͷϖΠϯ͕ू໿ԋࢉͷൣғͱͯ͠ॏෳ͢Δɽຊ



















































































(1). Slaveϊʔυʹରͯ͠ Node ID 0ʙ2ΛׂΓৼΔɽ
(2). Slaveϊʔυʹରͯ͠ CQPHΛ࣮૷͢Δɽ
(3). MasterϊʔυͷHostʹͯ Slaveϊʔυʹ഑ΔͨΊͷೖྗσʔλͰ͋Δ input dataͱ Slaveϊʔ
υͷग़ྗ݁ՌͰ͋Δ output dataͱൺֱ͢ΔͨΊͷσʔλͰ͋Δ expected resultΛੜ੒͢Δɽ
(4). input dataΛ APX7142ͷMasterϊʔυͷϝϞϦʹసૹ͢Δɽ
(5). input dataΛ GiGa CHANNELܦ༝Ͱ SlaveϊʔυͦΕͧΕʹసૹ͢Δɽ
(6). ֤ Slaveϊʔυͷ CQPH͸ॲཧ݁Ռ output dataΛϝϞϦʹॻ͖ग़͢ɽ
(7). ֤ Slaveϊʔυͷ Hostʹ output dataΛసૹ͢Δɽ
(8). MasterϊʔυͷHostʹ֤Slaveϊʔυͷoutput dataΛసૹ͠ɼൺֱ༻ͷσʔλͰ͋Δ expected
resultͱൺֱ݁͠Ռ͕Ұக͢Δ͜ͱΛ֬ೝ͢Δɽ
16













PCIe Node ID 
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ͷϐʔΫੑೳΛ Tpeakɼೖྗλϓϧͷσʔλ෯Λ dɼಈ࡞प೾਺Λ f ͱ͢Δͱɼ࣍ͷΑ͏ʹࢉܭͰ
͖Δɽ
Tpeak = d × f (5.1.1)







SELECT Time, Symbol, <AGGREGATE >
FROM Trades [RANGE <WIN_RANGE > tuples
SLIDE <WIN_SLIDE > tuples
WATTR Time]





<AGGREGATE > : count(*)ɼmax(Price)ɼmin(Price)ɼ
max(Volume)ɼmin(Volume)
<SYMBOL LIST > : subset of symbols
e.g.ɼ”GOOG”ɼ”AAPL”ɼetcɼ
<WIN RANGE > : 1Mɼ2Mɼ4Mɼ8Mɼ
16Mɼ32Mɼ64M (tuples)
<WIN SLIDE > : 1K (tuples)
5.2.2 ೖྗσʔλߏ੒
ೖྗετϦʔϜ͸ɼNASDAQͰऔҾ͞Ε͍ͯΔূ݊ͷաڈͷࣜגσʔλʹ͍ͯͮجੜ੒͍ͯ͠











Symbol Price Volume TimeTuple






















4.1Ͱड़΂ͨ CQPHΛ࣮૷ͨ͠ FPGAϘʔυʢਤ 5.2.4ʣͷεϖοΫΛද 5.2ʹɼू໿ԋࢉΛߦ
͏ͨΊͷ FPGAϘʔυΛ౥ڥ؀ػࢉܭͨ͠ࡌʢਤ 5.2.5ʣΛද ͠ࡌɽFPGAϘʔυΛ౥ࣔ͢ʹ5.3
Λػࢉܭͨ 1ϊʔυͱͯ͠࠷େ 16ϊʔυΛ༻͍ͨڥ؀Ͱ࣮ݧΛͨͬߦɽ
ද 5.2: FPGAϘʔυͷ༷࢓
FPGA Device Stratix V GX
DRAM (DDR3) 800 MHz, 2.0 GB
Network Proprietary GiGA CHANNEL
Optical token ring network 14 Gbps ×2ch
PCIe I/F 2.0 Gen2×8 Lane
Internal Bus Proprietary AVAL-bus 256 bit-width
bus clock 125 [MHz]
ද 5.3: ڥ؀ػࢉܭ
No. of Nodes 1 to 16
CPU Intel Core i7-6700K 4.00GHz
(4C8T)
Memory DDR4 2133 MHz 32.0 GB
Network Intel Ethernet Controller X540-AT2 10Gbps
on board Ethernet 1Gbps
SSD Transcend TS64GSSD370S
FPGA AVAL DATA APX-7142վ
21




Δ͢༺࢖ճͷDRAMΛࠓ CQPHͱɼҎલͷ BRAMͷΈΛ࢖༻͢Δ CQPHͷϋʔυ΢ΣΞ࢖༻
཰Λൺֱ͢Δɽਤ 5.2.6ͷԣ࣠͸ɼҰͭͷ FPGAʹ࣮૷͢Δू໿ԋࢉύΠϓϥΠϯ਺Λද͢ɽ͜͜
Ͱ࢖ࣔ͢༻཰͸ɼਤ 3.2.1ɼ4.1.1Ͱͨࣔ͠ CQPHϞδϡʔϧҎ֎ʹɼAVAL DATA͕ࣾఏ͍ͯ͠ڙ
ΔGiGA CHANNEL౳ͷपลϞδϡʔϧ΋શؚͯΜͩ΋ͷͰ͋Δɽର৅ͷ୯Ұ FPGAʹ౥ࡌՄೳ





























Number of Aggregation Pipes   
DRAM CQPH : Logic utilization(in ALMs)
DRAM CQPH : Total block memory bits
BRAM CQPH : Logic utilization(in ALMs)
BRAM CQPH : Total block memory bits
ਤ 5.2.6: ϋʔυ΢ΣΞ࢖༻཰
23






































































































































































































































Window Size [Mtuples]  
L1	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