Abstract: Fix two differential operators L and L , and define a sequence of functions inductively by considering u as the solution to the Dirichlet problem for an operator L and then u n as the solution to the obstacle problem for an operator L i (i = , alternating them) with obstacle given by the previous term u n− in a domain Ω and a fixed boundary datum g on ∂Ω. We show that in this way we obtain an increasing sequence that converges uniformly to a viscosity solution to the minimal operator associated with L and L , that is, the limit u verifies min{L u, L u} = in Ω with u = g on ∂Ω.
Introduction
Both the obstacle problem and maximal operators are classical subjects in the theory of PDEs and have attracted the attention of many researchers for many years. For example, if one considers the family of uniformly elliptic second-order operators of the form − tr(AD u) and looks for maximal operators, one finds the so-called Pucci maximal operator P + λ,Λ (D u) = max A∈A − tr(AD u), where A is the set of uniformly elliptic matrices with ellipticity constant between λ and Λ, we refer to [5] for properties of this operator and details of its crucial role in regularity theory. On the other hand, the obstacle problem is a well-known and widely studied free boundary problem, see [12] .
Our main goal in this paper is to show that one can obtain solutions to maximal or minimal operators by taking the limit of a sequence constructed iterating the obstacle problem alternating the involved operators with the previous term in the sequence as obstacle.
We will look for solutions to the Dirichlet problem for the maximum or the minimum of two operators. To this end, let Ω ⊂ ℝ n be a bounded, smooth domain and g : ∂Ω → ℝ a smooth boundary condition. We want to point out that here we are not dealing with regularity issues of the solutions, therefore to simplify the presentation we set the domain and the boundary datum to be smooth.
Given an operator L (notice that here we can consider fully nonlinear problems of the form Lu = F(D u, Du, u, x)), we consider the obstacle problem (here solutions are assumed to be above the obstacle)
The obstacle problem can also be stated as follows: we look for the smallest supersolution for L (with boundary datum g) that is above the obstacle. This formulation is quite convenient when dealing with fully nonlinear problems. We will refer to the obstacle problem as P L (Φ, g). We will assume here that problem (1.1) has a unique viscosity solution (for general theory of viscosity solutions we refer to [5, 7] ). This is guaranteed if L has a comparison principle and one can construct barriers close to the boundary so that the boundary datum g is taken continuously. For general references on the obstacle problem (including regularity of solutions that are proved to be C , ) we just mention [1, 3, 4, 8, 12] and references therein. Now, we define a sequence of continuous functions as follows: given two continuous operators L and L , we start with the viscosity solution u to
and then inductively set u n as the solution to
That is, we define u n as the solution to the obstacle problem alternating the involved operator L i and using u n− as obstacle. Note that since u n− stands as the obstacle for u n , we trivially have u n− ≤ u n . Hence this sequence is non-decreasing with n. We will also require that there exists a function U that is a viscosity supersolution for both operators L and L with boundary datum g simultaneously, that is, we require that
This function U will be used to obtain a uniform upper bound for the increasing sequence u n . Hypothesis (1.2) holds, for example, if the maximum principle holds for the operators or when L and L are proper (uniformly degenerated elliptic and non-decreasing in u). In the first case we can consider U = max g. While in the second case we can consider U = c − k|x| where k is the maximum of the ellipticity constants for L and L and c is large enough so that U = c − k|x| ≥ g on ∂Ω.
Note that when we consider the obstacle problem looking for subsolutions that are below the obstacle (that is, we reverse the inequalities in (1.1)) we can produce, iterating this obstacle problem starting with v = u as above, a sequence that we call v n . With this procedure the obtained sequence is decreasing with n. When we consider this decreasing sequence v n , we need the existence of a function V such that
As before one can show that this holds if the minimum principle holds for the operators or when L and L are proper. As u n is monotone and bounded, the limit u(x) := lim n u n (x) exists. We will assume that the limit u is continuous, or equivalently (by Dini's theorem) that the limit is uniform. This assumption can be checked by tracking the constants that appear in the regularity results for the obstacle problem in such a way that there is a uniform modulus of continuity for the sequence u n (this holds, for example, when the Lipschitz constant remains uniformly bounded), see Remark 3.4. Now we are ready to state our main result that reads as follows: (ii) The decreasing sequence v n converges uniformly in Ω to a viscosity solution to
The paper is organized as follows: In Section 2 we prove Theorem 1.1. In Section 3 we gather some remarks concerning extensions of our results.
Proof of the Main Result
We will prove part (i) of Theorem 1.1. The proof of part (ii) is entirely analogous.
Recall that we deal with viscosity solutions to the obstacle problem (1.1) and that we assume that there is a comparison principle for the involved operators L and L . Let us briefly recall the definition of viscosity solution to the equation
A lower semi-continuous function u is a viscosity supersolution to (2.1) if for every ϕ ∈ C such that ϕ touches u at x ∈ Ω strictly from below (that is, u − ϕ has a strict minimum at x with u(x) = ϕ(x)), we have
An upper semi-continuous function u is a subsolution to (2.1) if for every ψ ∈ C such that ψ touches u at x ∈ Ω strictly from above (that is, u − ψ has a strict maximum at x with u(x) = ψ(x)), we have
Finally, u is a viscosity solution to (2.1) if it is both a sub-and supersolution. Note that we can consider only test functions that touch u strictly from above or from below as in [7] (we refer to this general reference for general properties of viscosity solutions).
We assumed here that the operators L and L are continuous in the usual sense, that is, for sequences
We will comment on how to relax this hypothesis in Remark 3.5. Also recall that the sequence u n is constructed as follows: We take u as the solution the
and u n is given inductively as the solution to
This sequence u n is increasing and bounded (since, using the comparison principle, one can show by induction that u n ≤ U, where U is such that (1.2) holds), and we assume that there exists a continuous function u such that u n → u uniformly in Ω. We will comment on this assumption in Remark 3.4. Now we observe that L u n ≥ if n is even and L u n ≥ if n is odd. Since u n and u n+ converge uniformly to the same limit u, we conclude that
in the viscosity sense in Ω.
On the other hand, we claim that min{L u n , L u n } ≤ for every n in the viscosity sense in Ω. Let us show this claim by induction. First, let us point out that it is clear that min{L u , L u } ≤ since L u ≤ . Now assume that the claim holds for u n and let us prove it for u n+ . In the set {u n+ > u n } it holds because L u n+ or L u n+ is zero. It remains to look in the coincidence set {u n+ = u n }. Let x ∈ {u n+ = u n } ∩ Ω, then we have u n+ (x) = u n (x) and u n+ ≥ u n in the whole Ω. To conclude the argument we want to show that min{L ψ(x), L ψ(x)} ≤ for every ψ ∈ C that touches u n+ strictly from above at x, but this follows since ψ also touches u n from above at x.
As we have that min{L u n , L u n } ≤ and u n converges uniformly to u, we conclude that
As we also have L u ≥ and L u ≥ in Ω, we get that
The boundary datum u = g is taken in a pointwise sense since u n = g on ∂Ω and we have uniform convergence.
Remarks and Extensions

The Maximum/Minimum of Two p-Laplacians
Recently, in [2] , we studied the Dirichlet problem for the maximal operator associated with the p-Laplacian family, namely, let ∆ p u = div(|Du| p− Du) and consider
for ≤ p < p ≤ ∞ in a bounded smooth domain Ω ⊂ ℝ N with u = g on ∂Ω. Also the minimal operator min{−∆ p u(x), −∆ p u(x)} = f(x) was considered in [2] . We proved existence and uniqueness of a viscosity solution using PDE techniques combined with game theoretical arguments similar to the ones used in [9] [10] [11] . Now we remark that we can use the previously described iterations with the obstacle problems for −∆ p u and −∆ p u to obtain a decreasing (or increasing) sequence u n (or v n ) that converges uniformly (see Remark 3.4) to the unique viscosity solution to the Dirichlet problem for max{−∆ p u(
Parabolic Problems
Our results can be also extended to parabolic problems. In fact, we can consider the parabolic obstacle problem for a parabolic operator of the form
Note that now the obstacle Φ is a function of x and t. As before, we assume here that problem (1.1) has a unique viscosity solution, that the involved operators L have a comparison principle, and that there exists a simultaneous supersolution U valid for every L. In this way we obtain an increasing and bounded sequence that (assuming continuity of the limit) converges to a viscosity solution to
Combining previous remarks, we obtain existence of a viscosity solution to
Maximum/Minimum of More Than Two Operators
Let us mention that this idea works for a finite number of operators, L , . . . , L K . We just have to consider the obstacle problem for L , . . . , L K and iterate to produce an increasing (or decreasing) sequence that converges uniformly to a viscosity solution to max j {L j u(x)} = (or to min j {L j u(x)} = ). This procedure can be also extended to a sequence of operators {L j } j∈ℕ ; the only point is that the obstacle problem for every operator in the sequence has to appear infinitely many times (this can be done just by considering the sequence
We can also consider an arbitrary family of operators {L i } i∈I (here the set of indexes I is not assumed to be numerable). To this end we have to modify slightly our previous procedure. Before proceeding with this extension we have to recall some definitions for two reasons: first, to deal with the technical details omitted in the proof of Theorem 1.1 related to the fact that we can consider non-continuous operators (as we do in Remark 3.5) and, second, because even when all the operators {L i } i∈I are continuous, the inf i∈I {L i } is not necessarily continuous.
Given F : S(n) × ℝ n × ℝ × Ω → ℝ, we consider the lower semi-continuous (denoted by F * ) and upper semi-continuous (denoted by F * ) envelopes of F. These functions are given by 
F(N, w, s, y).
They coincide with F at every point of continuity of F and are lower and upper semi-continuous, respectively. With these envelopes at hand, we consider viscosity solutions to the equation
when F is not necessary continuous. In this case, when dealing with supersolutions to (3.1), we impose that
for every ϕ ∈ C that touches u at x ∈ Ω strictly from below; while for a subsolution to (3.1) we ask for
for every ψ ∈ C that touches u at x ∈ Ω strictly from above. Finally, u is a viscosity solution to (3.1) if it is both a subsolution and a supersolution. Now, let us construct our sequence. We start by solving the Dirichlet problem for all the operators L i , that is, we let u i be such that
and then take u = sup i∈I u i .
Now we define inductively u n by taking the supremum of the solutions to the obstacle problem for the operators L i with obstacle u n− , that is, we take u i n as the solution to
and then we let u n = sup i∈I u i n .
As argued previously, we assume that there exists a continuous function u such that u n → u uniformly in Ω. Now our aim is to show that u is a viscosity solution to
First, we observe that, given i ∈ I, we have u i n → u because u n ≤ u i n ≤ u n+ . As for each i ∈ I we know that
Hence it is a supersolution to (3.2), i.e., it verifies Lu ≥ in the viscosity sense.
Let us now show that u n is a subsolution to (3.2) for all n ∈ ℕ. We proceed by induction. For n = , we consider an arbitrary x ∈ Ω. Let ψ be an arbitrary smooth function that touches u from above at x . Then there
. Letting x k be a point where ψ − u i k attains its minimum, we know that x k → x (note that we ask that ψ touches u strictly from above). We have that ψ − ψ(
and we can conclude that
We have proved that u is a viscosity subsolution to (3.2). Analogously, we can show that the claim holds for u n+ assuming that it holds for u n . We consider an arbitrary x ∈ Ω. Let ψ be an arbitrary smooth function that strictly touches u n+ from above at x . Then, as before, there exist {i k } k∈ℕ ⊂ I such that u n+ (x ) = lim k u i k n+ (x ). Letting x k be a point where ϕ − u i k n+ attains its minimum, we know that
We have proved that u n+ is a subsolution to (3.2) , that is, L * u n+ ≤ . Finally, as u is the limit of subsolutions (the limit of the sequence u n ), we conclude it is a subsolution and therefore a solution to (3.2).
Continuity of the Limit and Uniform Convergence Hypothesis
Let us recall a result from [7, Section 6] that we used in the proof of the main result: If u n are subsolutions to an equation, thenŪ
is a subsolution to the same equation. An analogous result holds for supersolutions.
Hence if the limit of the sequence is continuous, we can conclude that it is a subsolution. Even more, if we have that the limit is continuous, we can conclude that the convergence is uniform by Dini's theorem.
On the other hand, we want to be able to obtain the continuity of the limit (that we assumed) imposing conditions on the involved operators. In this direction, we can require that there is a uniform modulus of continuity for the obstacle problems involved, that is, if the obstacle and the boundary datum have a modulus of continuity, then the solution to the obstacle problem also has the same modulus of continuity. This holds, for example, for the obstacle problem for the fractional Laplacian (a quite popular operator nowadays), see [13, Theorem 3.2.3] . This also holds for the p-Laplacian, the solution is holder-continuous (for a specific exponent) with the same constant, see [6, Theorem 6] . Then, inductively, we conclude that all u n have the same modulus of continuity, and hence they are equicontinuous. By the Arzelà-Ascoli theorem we get that the sequence converges uniformly. Then, of course, the limit u is continuous (and even more, we get a modulus of continuity for the limit).
On the Hypothesis of Continuity of the Operators
In the proof of the main theorem and Remark 3.3 we assumed that the involved operators are continuous. We used this fact in two steps.
We conclude that u was a supersolution to L i u = (as being the limit of supersolutions) and then, because of this, that it was a supersolution to inf i∈I L i u = . But this fact is not necessarily true when the operators are not continuous. We have that L * i u ≥ and hence we can conclude that inf i∈I L * i u ≥ but we want to conclude that (inf i∈I L i ) * u ≥ . So we need to require that (inf i∈I L i ) * ≥ inf i∈I L * i , which holds when the operators are continuous.
On the other hand, we need that (inf i∈I L i ) * ≤ inf i∈I L i * . In the proof of the main theorem we need this fact to conclude that u n+ is a subsolution to min{L , L }u = on the set {u n+ > u n } where L u n+ or L u n+ is known to be zero. In Remark 3.3 we need it in a similar way when we conclude that L * u i k n+ ≤ . In this case we have that this inequality always holds.
In conclusion, when we have that the involved operators are not continuous, we need to require that
Let us present two simple examples where this assumption does not hold. We consider Ω = ( , ) and the boundary datum g( ) = g( ) = in both examples. Hence, (inf i∈I L i ) * ≥ inf i∈I L * i does not hold pointwise. However, remark that in this example we have the same solutions to inf i∈I L * i u = and to inf i∈I L i u = . Again in this example the hypothesis (inf i∈I L i ) * ≥ inf i∈I L * i does not hold pointwise. Note that now the equations inf i∈I L * i u = and inf i∈I L i u = are really different.
