Abstract-Genetic algorithms (GAs) are well-known optimization strategies able to deal with nonlinear functions as those arising in inverse scattering problems. However, they are computationally expensive, thus offering poor performances in terms of general efficiency when compared with inversion techniques based on deterministic optimization methods. In this paper, a parallel implementation of an inverse scattering procedure based on a suitable hybrid genetic algorithm is presented. The proposed strategy is aimed at reducing the overall clock time in order to make the approach competitive with gradient-based methods in terms of runtime, but preserving the capabilities of escaping from local minima. This result is achieved by exploiting the natural parallelism of evolutionary techniques and the searching capabilities of the hybrid approach . The effectiveness of the proposed implementation is demonstrated by considering a selected numerical benchmark related to two-dimensional scattering geometries.
I. INTRODUCTION
T HE solution of inverse scattering problems is usually very difficult due to their inherent nonlinear nature and ill-posedness. Nowadays, the leading way to face them is to recast the original problem as an optimization one, which is successively solved by means of a minimization technique (see, for example, [1] - [4] and references therein). Unfortunately, the use of iterative procedures often makes the reconstruction process computationally expensive or inaccurate.
From a computational point of view, deterministic techniques (e.g., conjugate gradient procedures [5] , [6] ) are attractive. However, when local-type inversion procedures are adopted, accurate and reliable results can be obtained only if the starting trial solution is close enough to the "actual" solution. In many practical cases, such a starting point is not available and some inaccuracies or artifacts in the resulting reconstruction occur due to the presence of false solutions corresponding to local minimum points of the cost function.
The use of global optimization techniques [7] - [10] would in principle avoid such a circumstance. However, the overall runtime can become easily unacceptable in serial implementations. This could prevent their use in real-time or quasi-real-time applications.
In order to limit these drawbacks, the following strategies can be taken into account.
1) The reduction of the number of problem unknowns by recurring to a suitable parameterization of the unknown scatterer [11] or by considering a multizooming strategy [12] .
2) The hybridization of the global optimization procedure with deterministic procedures [13] - [15] . 3) At each iteration, the unknown internal field distribution can be computed by using fast methods [16] for solving the forward scattering problem. 4) The exploitation of the intrinsic parallelism of global optimization procedures by considering a parallel implementation. 5) The exploitation of many standard, off-the-shelf processing units to form a parallel computer system in order to achieve the best tradeoff between computational speed and cost of the system. It is well known that one of the most attractive features of optimization procedures based on GAs is their parallelism that allows an effective sampling of the solution space. The GA presents an implicit and an explicit parallelism. On the one hand, the term "implicit parallelism" (and the closely related term "building block") refers to the fact that the effective number of schemata [17] processed by the GA is greater than the number of individuals processed at each iteration (i.e., the population dimension ). This property guarantees that, also in a serial implementation, several characteristics of the solution are processed in a parallel way. A well-known result is the Holland's inequality stating a lower bound on the order of to the number of schemata processed in a population of strings, being a small integer [18] . This result has been generalized in [19] , where it has been shown that, for a population of individuals, this bound is a monotonically decreasing function of and that for , the expected number of processed schemata, remains constant and the lower bound becomes of order . On the other hand, the parallelism of the GA is also guaranteed by the multiple-agent nature of the optimization procedure. At each iteration, a number of sample points, equal to the population dimension, is processed to effectively look for the optimal solution. In order to fully exploit this characteristic, a parallel implementation of the procedure is mandatory. Consequently, the expected advantages coming from the parallelization of a GA can be summarized as follows: 1) parallel search from multiple points in the solution space; 2) more efficient search, even when no parallel hardware is available; 3) higher efficiency than sequential implementation; 4) easy hybridization with other search procedures (deterministic as well as stochastic); 5) speedup due to the use of multiple CPUs. In this paper, an implementation of the hybrid GA inversion procedure on a parallel computer system composed of many standard off-the-shelf processing units is proposed. To the best of our knowledge, this implementation represents a novelty in the framework of microwave imaging GA-based procedures and in general for inverse scattering methods (except the paper presented by Mallorqui et al. [20] ). This paper is organized as follows. In Section II, the mathematical statement and the considered two-dimensional geometry are presented. In Section III, a detailed description of the GA-based procedure and its parallel implementation is proposed, while in Section IV, selected numerical results of an exhaustive numerical assessment are presented in order to show the computational effectiveness and the reconstruction capabilities of the parallel GA-based approach.
II. MATHEMATICAL FORMULATION
Let us consider the two-dimensional scalar configuration where an incident -polarized time-harmonic wave at angular frequency
[the time factor is omitted in the following] illuminates a cylindrical target with arbitrary cross-section . The target is supposed to lie in an investigation domain whose object function is defined as follows:
where and , , and being the dielectric permittivity and conductivity of the target, respectively.
The inverse problem consists in retrieving the object function in the investigation domain starting from the resulting electric field measured by a set of receivers placed around in the observation domain . In the spatial domain, this problem can be described by means of the following integral equations. For the th incidence Data Equation
State Equation (3) where is the scattered field, with being the incident field; and is the two-dimensional free-space Green function given by , with being the Hankel function of zero order and second kind. In order to solve (2) and (3), a complete nonlinear approach is needed. By applying Richmond's method [21] , discretized counterparts of the inverse scattering integral equations are obtained. The problem unknowns (i.e., the object function and in ) are represented through a linear combination of rectangular basis functions ( , ) as follows:
Then, the inverse problem is recast into the global minimization of the cost function (6) where and is the number of points of the observation domain where is measured; and indicate the discretized form of the right-hand-side terms of (2) and (3), respectively. Finally, and are two regularization constants and (6) requires that the Data and State equations are satisfied at the same time. Although a better choice of the regularization parameters can be made, since the two terms in (6) are of the same order in magnitude (due to the normalization), it is assumed here that . The solution of (6) is obtained by constructing a sequence , being the iteration number, which converges to . Toward this end, a suitable parallel GA-based procedure is used.
III. GA-BASED SOLUTION STRATEGY AND ITS PARALLEL IMPLEMENTATION
Evolutionary algorithms are known as robust optimization techniques able to effectively explore very large nonlinear parameter spaces. However, they generally present a low convergence rate and require a large number of cost function evaluations to achieve a satisfactory convergence threshold. Consequently, they are computationally expensive especially when compared to deterministic optimization methods. From a computational point of view, in order to make GA-based procedures competitive with deterministic methods (while maintaining their favorable features), the following key points should be addressed: 1) improving the convergence rate of the iterative procedure; 2) reducing the computational time for the cost function evaluation.
A. Hybrid GA Strategy:
Step-by-Step Procedure
Concerning the first issue, an effective strategy is the hybridization aiming at fully exploiting the complementary advantages of deterministic and stochastic techniques. The simplest way to implement a hybridized version of a GA is that of considering a two-stage optimization. First, the minimization is carried out with a GA (or a deterministic technique). Subsequently, a deterministic procedure (or a stochastic technique) is employed. In this framework, different strategies have been proposed. In [22] , a -GA has been coupled with a deterministic method proposing a criterion for switching from the stochastic to the deterministic optimizer and vice versa. Moreover, Ra et al. [13] proposed a hybrid method in which the Levenberg-Marquardt algorithm (LMA) is used to localize a minimum and the minimization process switches to the GA in order to climb local minima until the global minimum of the cost function is reached. On the contrary, in [14] , the iterative process operates as a real-coded GA (RGA) in order to locate the attraction basin of the global optimum. When a satisfactory "order of closeness" to the global minimum is attained, then a standard Polak-Ribière conjugate gradient algorithm is applied to refine and improve the current solution.
The main drawback of these approaches is the need of evaluating the "quality" of a minimum and/or the "closeness" of the solution to the attraction basin of the global minimum. This requires either an accurate knowledge of the cost function, which generally is not available, or a heuristic definition of the "degree" of accuracy of the current solution. Moreover, a closer coupling between stochastic and deterministic optimizers could provide better reconstruction results. In this framework, the coupling can be obtained by means of the step-by-step optimization (SbSGA) preliminary presented in [23] and resumed in the following.
As a reference, let us consider the real-coded version of the GA presented in [14] where a gene is the optimization parameter itself and the chromosome directly codes the unknown array ( ). At each step , a new temporary population ( being the dimension of the population) is generated applying the arithmetical crossover, the RGA-mutation [4] , and the elitism [25] to insure a monotonic decrease of the best fitness in the population during the iterative process. Then, the best solution of the temporary population (i.e., , ) undergoes the deterministic-minimization operator. In more detail, a sequence of successive approximations is generated as follows: (7) where . The step length and the search direction are chosen according to the alternating direction implicit method [26] . The sequence length is adaptively tuned iteration by iteration.
is increased ( 1) when the stationary condition holds (8) where and and are a fixed number of iterations and a fixed numerical threshold, respectively. On the contrary, is decreased ( 1) when the static conditions are satisfied (9) Finally, the individuals of the old population are replaced according to the following criterion:
B. SbSGA Parallel Implementation
The basic motivation to implement an evolutionary algorithm in parallel is the reduction of the computational time for cost function evaluations. There are several approaches to GA's parallelization [27] . In the following, the SbSGA parallel implementation will be presented by addressing two specific issues: a) structuring the parallel implementation and b) making parallel implementation.
1) Structuring the Parallel Implementation:
From an algorithmic point of view, a relatively easy approach to be implemented is the global parallelization [28] . In this type of implementation, a panmitic structure is considered. The whole population is dealt with as a single pool of individuals as when the serial algorithm is used. Therefore, the behavior of the algorithm (from the serial implementation to the parallel one) remains unchanged, but the fitness evaluation is explicitly parallelized. Since the basic algorithm is not changed, the number of floating operations is the same and the reduction of the overall clock time is obtained through parallelization.
According to the master-slave paradigm [28] , the master processor stores the entire population and applies the SbSGA operations (selection, crossover, mutation, and the deterministic-minimization operator) exactly as it would be for a serial implementation following the procedure described in Section III-A to produce the next generation . Slave processors are used to evaluate in parallel the cost function of a fraction of the trial-solution population according to a static load balancing. Let us indicate by individual static load balancing (ISLB) or block static load balancing (BSLB) the strategy when the master sends one or trial solutions ( being the number of slaves processors) at a time to each slave node, respectively.
The data transmission (transmission status) between master and slave processors occurs only when different subsets of individuals are sent to different processors or when the processors send back the fitness values. The master processor, after sending the subsets of individuals, waits until it receives the fitness values for all individuals of the population before proceeding into the genetic loop (synchronous global parallelization). During this time, the master interrogates the slaves nodes by means of handshake signals on the bus network to known their status (available or not).
Thus, the time spent from the parallel system for processing a population of trial solutions turns out to be (11) where , , and are the data-transmission time, the idle time (i.e., when the master as well as other nodes are communicating to synchronize the data sending and the data processing), and the time needed for computing the fitness function, respectively.
2) Making Parallel Implementation: Since the global parallelization model does not assume anything about the computer hardware architecture or software communication tools, it is very natural to consider an implementation strategy able to profit of most usual instrumentation available in universities and research institutes.
Concerning the hardware architecture, a computer cluster connected through a bus network is considered. This distributed memory architecture requires an exchange of information between master and slave processors. Such a communication is implemented through a message-passing procedure that represents the main bottleneck limiting the parallel computing performances since the communication overhead, given by , turns out to be nonnegligible and proportional to and . However, the use of high-performance communication networks and the transfer of messages with extremely concise information (e.g., relative to the trial solution and the value of the corresponding cost function) among the processors might partially reduce this problems.
The message-passing and the process management are realized with the parallel virtual machine (PVM) software library [29] , which allows the utilization of a heterogeneous network of parallel and serial computers as a single general and flexible concurrent computational resource by providing simple subroutines for the management of the network, the spawning of processes, and the transmission/reception of data among processes. Another advantage of PVM is its wide acceptability.
IV. NUMERICAL VALIDATION AND EFFECTIVENESS ASSESSMENT
The parallel implementation of the SbSGA computer code has been evaluated on a 25-node Intel Pentium-based cluster. The nodes of the cluster are 1.7 GHz Intel Pentium IV with 256 MB of RAM. The operating system is the Linux Red Hat 8.0. The processors are connected to a 100 Mbit/s Ethernet communication network, and implementation 3.4.4 of the PVM software library is used as communication protocol.
In order to evaluate the computational effectiveness of the proposed implementation, three test cases of different sizes are considered. The scattering scenario is the so-called dielectric inhomogeneous "Osterreich" configuration [4] where three different homogeneous objects ( , , and ) belong to a square investigation domain of side . Four different ( ) incident plane waves with unit amplitudes are employed as illuminations. The electric field is collected in along a circle ( in radius) at measurement points. This geometry has been partitioned differently for each test case:
(test case #1), (test case #2), and (test case #3). It should be pointed out that different problem dimensions are considered in order to show key features and current limitations of the approach from a computational point of view. As far as the evaluation of the reconstruction accuracy of the SbSGA-based approach is concerned (also in comparison with other deterministic or stochastic techniques), we will provide just some preliminary indications. An exhaustive analysis aimed at defining the range of applicability of the method also in comparison with other hybridization strategies will be proposed in a future paper as a result of a research work currently under development whose preliminary indications have been presented in [23] .
In the following, the parallel implementation of the SbSGA will be evaluated with respect to several computational-performances indexes [30] , namely 1) the speedup ; 2) the efficiency ; 3) the efficacy . Since we are dealing with a parallel stochastic iterative procedure, let us consider the speedup orthodox weak definition (12) where and are the execution time of the serial and the parallel code version, respectively, and is the number of statistically independent runs of the stochastic algorithm. For comparison purposes, the number of cluster nodes has been varied ( ) and independent executions have been carried out in order to have statistically representative time values. Moreover, the following GA's parameters have been adopted: , , (crossover probability), (mutation probability), 1 , (convergence threshold), and (stationariness threshold).
The change of the three key indicators as a function of the number of workers used and for different problem dimensions is presented in Fig. 1 . The top diagram shows the behavior of the speedup. The ideal speedup ( ) is also reported. As can be observed, the peak overall speedup occurs when running the parallel code on processors, but the distance between the ideal-speedup curve and increases with the number of cluster nodes due to the fast-growing communications overhead. As expected [27] , [31] , by implementing a global parallelization, the speedup is sublinear [ ]. Moreover, due to the communication overhead, it results in a reduction of the efficiency with the dimension of the cluster [ Fig. 1(b) ] when the ISLB strategy is adopted. As a consequence, the corresponding efficacy curve [ Fig. 1(c) ] is almost flat, and it appears that in terms of parallel effectiveness there is not a significant advantage to use more workers.
In order to evaluate the communication overhead as well as its dependence on the cluster dimension and on the problem dimension, Table I gives the values of two indexes and for different configurations of nodes ( ) and discretizations ( ). As expected, whatever the problem size, increases when the number of nodes grows and in several configurations (e.g., whatever , if , and if ) it turns out to be greater than because the ISLB strategy has been implemented and the amount of idle time is very high.
Since it cannot be avoided that slave processors communicate results at some stage of the population ranking process, but the parallel performance degrades because of the increasing of the communication overhead, it is necessary to act on the parallel strategy to reduce the time spent in this communication, which could be spent computing. Toward this end, taking into account that , the BSLB strategy has been used. According to such a scheduling strategy, the master sends all the payload of each generation to a free node instead of only one trial solution, thus limiting the bottleneck due to the communication inefficiency through the reduction of the idle time. As can be noticed in Table II, whatever the problem dimension and the values of reduce significantly if compared to those of the ISLB strategy. Therefore, the results in terms of parallel indexes strongly improve as shown in Fig. 1 : the efficiency appears almost flat and does not decrease significantly as for ISLB. Moreover, the behavior of justifies, also from a parallel point-of-view, the use of an increasing number of workers. However, to assess the effectiveness of the proposed parallel approach within the framework of microwave imaging techniques, it is mandatory to compare the computational cost of the SbS parallel implementation both with its sequential implementation and with a standard serial deterministic procedure. It is well known that the main bottleneck preventing a quasi/real-time application of a GA-based procedure is the computation time greater than that of gradient-based optimization techniques. The proposed parallel implementation is aimed at making the GA-based approach competitive with deterministic techniques, maintaining the GA key features in terms of reconstruction accuracy. Therefore, to evaluate the potentialities of the parallel procedure, the various codes have been run until the convergence threshold has been achieved or the maximum number of iterations (i.e., ) has been reached or the cost function was constant for iterations. For comparison purposes, Figs. 2 and 3 give some indications on the minimization process as well as on the arising computational costs. As a representative example, Fig. 2 shows the behavior of versus the iteration index when the largest size problem is considered (test case #3). Moreover, Fig. 3 gives an indication of computational costs of the SbSGA code, of its sequential implementation, and of a standard conjugate-gradient method [32] in terms of the normalized time (13) (where the index indicates the minimization procedure) and for different number of nodes of the cluster. Whatever the cluster dimension, the computational cost increases as the problem dimension grows and the parallel implementation allows a dramatic runtime reduction as compared to the serial code both when the ISLB and the BSLB strategies are used. Because of the significant speedup [ Fig. 1(a) ], the overall runtime of the parallel code turns out to be almost equivalent to or lower than that of the deterministic procedure. As expected, for a fixed cluster dimension ( ), the improvement of parallel GA implementations over deterministic optimizations increases when the problem size enlarges since reduces (Tables I and II) . Moreover, the BSLB always overcomes the ISLB-based parallel implementation as well as the deterministic procedure. On the other hand, the simpler parallel implementation turns out to be convenient starting from a cluster dimension of nodes. Furthermore, the reader should be aware that the overall computation time indicated for each reconstruction process is obtained by stopping the minimization after a given number of iterations (or when the stationariness condition holds true), thus irrespective of the reconstruction error as well as that the final solution is a global minimum or a local minimum of (6). It is well known that the CG is able to reach the global optimum only if the initial guess solution belongs to the attraction basin of the global minimum; otherwise it reaches a local minimum. On the contrary, a hill-climbing optimizer (as a GA-based procedure) allows in principle global optimization capabilities and, on average, to reach more accurate reconstructions. This aspect is briefly pointed out in Fig. 4 where, as expected, the parallel implementation of the SbSGA maintains its effectiveness in the profile reconstruction. More in detail, Fig. 4 shows the behavior of the error figures defined as follows [12] : (14) where and are the values of the actual and reconstructed object function, respectively; can range over the whole investigation domain ( Total Error), or over the area where the actual scatterer is located ( Internal Error), or over the background belonging to the investigation domain ( External Error), versus the problem size. In general, genetic-based imaging procedures (i.e., both the RGA-based approach and the hybrid GA method) overcome the CG method in terms of reconstruction accuracy.
In particular, the SbSGA shows a more significant improvement (also in comparison with the RGA method) as compared with the deterministic technique especially when larger problem sizes are taken into account. As an example, while
. Such an event is due to the capabilities of the hybrid approach, which fully exploits the effectiveness of the global optimizer (i.e., the GA) to effectively explore large solution spaces and to locate the attraction basin of the actual solution together with the good features of the deterministic approach in quickly yielding a minimum point of the cost function.
For completeness, a pictorial representation of the reconstructed profile ( -test case #3) is shown in Fig. 5 by considering different methodologies [the dielectric distribution estimated with the hybrid GA based on the "two-stage optimization" [14] is also reported- Fig. 5(c) ]. As can be noticed, the SbSGA-based procedure is able to correctly resolve three different and separated objects while other approaches fail in such an operation.
To further confirm the improvement of the reconstruction results obtained by the use of SbSGA, a similar scenario (in terms of problem unknowns, ) with a different configuration of scatterers [shown in Fig. 6(a) and denoted by test case #4] has been analyzed.
Once again, the SbSGA demonstrated its effectiveness in imaging the scattering scenario with a great accuracy ( versus and versus ). Moreover, it avoids blurring effects (as for the TSGA method, versus ) better detailing the shape of the scatterers as well as retrieving the homogeneity of each object, as confirmed by the values of the error figures shown in Fig. 7 with a histogram representation.
V. CONCLUSION AND FUTURE WORKS
In this paper, the parallel implementation of a GA-based microwave imaging approach has been analyzed. A strong reduction of the overall clock time has been obtained by fully exploiting the natural parallelism of the genetic process. Such a computational saving has been also obtained by improving the convergence rate of the iterative process and by reducing the overall runtime of the GA-based optimization procedure.
Despite this result, it should be pointed out that the use of the parallelized hybrid GA is not different from other parallel methodologies. Its execution efficiency largely depends upon the system architecture, the parallel execution overhead, the number of new population members created at each generation, the population structure, and the parallel granularity (i.e., the computational cost of the steps being executed in parallel). Thus, future advances could be reached by taking into account these factors. In particular, from a computational point of view (which is the main issue of this paper), the following question should be answered. "Is it really possible to get superlinear speedup with a parallelized hybrid GA?" Probably, the answer is yes only if:
• a structured population [27] is taken into account to obtain not only a faster algorithm but also a superior numerical optimization fully exploiting the multiagent nature of the genetic algorithm; • some individuals do a different local search (decentralized local optimization) in order to improve the convergence rate of the iterative process; • the genetic process explicitly keeps memory of the chromosomes evolution in order to reduce/avoid the runtime of the fitness evaluation for similar/equal individuals; • the genetic operators are applied in parallel. Future research will be devoted to this aim in order to develop an application of GA-based strategies to real-time industrial applications. ACKNOWLEDGMENT A. Massa thanks E. Vico for her support. The authors are indebted to the anonymous reviewers for their constructive comments, which significantly improved this paper. He is a member of the ELEDIA Group at the University of Trento. His research is mainly focused on antennas synthesis and design, electromagnetic compatibility, and electromagnetic inverse scattering methodologies, in particular on three-dimensional imaging.
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