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Abstract
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11 Introduction
Formal models for response variables deﬁned on the unit interval were ﬁrst suggested by
Papke and Wooldridge (1996); see Ramalho, Ramalho and Murteira (2011) for a recent
survey. Quasi-maximum likelihood (QML) estimators of the most well known models, the
fractional logit and probit, which require only the speciﬁcation of the conditional mean of
the response variable, have since been applied in numerous empirical cross-sectional stud-
ies. However, their extension to panel data is not trivial. Hausman and Leonard (1997)
proposed a ﬁxed eﬀects logit QML estimator that requires the estimation of individual-
speciﬁc intercepts and, thus, is only appropriate for long panels; see also Wagner (2003).
Papke and Wooldridge (2008) considered the estimation of partial eﬀects conditional on
observables in a fractional probit model. However, their approach requires strict exogene-
ity of the explanatory variables and normality of individual eﬀects and does not allow for
consistent estimation of structural parameters. Alternative approaches involve either the
use of linear models with log-odds transformations or the use of doubly-censored tobit
models (Loudermilk, 2007) which require the assumptions of a normal distribution for
the unobservables and strict exogeneity for all explanatory variables other than a lagged
dependent variable. While the tobit model requires observations at both zero and one, the
linearized model is not appropriate for models that have a fractional dependent variable
with observations at zero and/or one. However, while it is common to observe a sub-
stantial proportion of boundary values in samples of fractional data, most samples cluster
only at zero or one, which reduces substantially the attractiveness of both approaches in
empirical work.1
This paper proposes a new panel data estimator for fractional responses, which is
based on a transformation of logit and complementary loglog (cloglog) fractional regres-
sion models into a form of exponential regression with multiplicative ﬁxed eﬀects. The
proposed exponential-fractional regression model (EFRM) allows the elimination of the
1Examples include the proportion of debt in the ﬁnancing mix of ﬁrms (Ramalho and Silva, 2009),
the proportion of deaths caused by traﬃc accidents across districts (Ospina and Ferrari, 2012), test pass
rates (Papke and Wooldridge, 2008) and data envelopment analysis eﬃciency scores (Ramalho, Ramalho
and Henriques, 2010). In the ﬁrst two examples the samples cluster at zero but there are no observations
at one, and in the last two examples it occurs the opposite.
2time-invariant individual eﬀects using three alternative quasi diﬀerence transformations.
The resultant ﬁxed-eﬀects estimators have a number of advantages over the existing al-
ternatives. In particular, the EFRM is the only panel data fractional regression model
that, simultaneously: (i) does not require distributional assumptions on unobservables;
(ii) allows consistent estimation of structural parameters; (iii) accommodates the zero val-
ues of the response variable; and (iv) does not require a long temporal dimension for the
panel. In addition, some of their versions: (v) require only weak exogeneity of all regres-
sors, so they may be applied to dynamic panel data models; and (vi) accommodate cases
of endogenous explanatory variables without requiring the speciﬁcation of their reduced
form.
This paper is organized as follows. Section 2 describes alternative models for panel
fractional responses. Section 3 introduces the proposed EFRM. Section 4 reports some
Monte Carlo results. Section 5 concludes.
2 Alternative data generating processes for panel frac-
tional responses
Let  denote the fractional response variable, deﬁn e do nt h ei n t e r v a l[01], to be explained
for individual ,  =1 ,a tt i m e,  =1 ,a n dl e t denote a -vector of explana-
tory variables. The typical fractional regression model used in the cross-sectional context
(e.g., Papke and Wooldridge, 1996) is deﬁned by the following conditional expectation:
 (|)=(),( 1 )
where  is the vector of parameters of interest and (·) is a (nonlinear) function bounded
on the unit interval. Typically, a logit or probit functional form have been adopted for
(·). Alternative speciﬁcations such as the the loglog, cloglog and cauchit models have
been discussed by Ramalho, Ramalho and Murteira (2011).
A direct extension of model (1) to a ﬁxed eﬀects panel data setting yields
 (| )=( + ),( 2 )
where  denotes time invariant unobserved heterogeneity. While under correct speciﬁca-
tion of (·) it is straightforward to obtain consistent estimators for  in the cross-sectional
3model (1), see Papke and Wooldridge (1996), the same does not happen with the panel
data model (2) due to the presence of unobservables in the argument of the (·) function.
O n ep o s s i b l ea p p r o a c hi st oe s t i m a t et h ep a r a m e t e r s but, unless  is large, the resultant
estimators for  will be inconsistent due to an incidental parameters problem. A second
approach was suggested by Loudermilk (2007), which proposes using a two-limit tobit
model on data censored at 0 and 1. However, this model, which implies a very complex
form for (·), is ill-suited for applications where there are no observations at the bound-
ary values zero and one, which is often the case in applied work. Alternatively, Papke and
Wooldridge (2008) proposes to focus on the estimation of partial eﬀects conditional on
observables and shows how to obtain consistent estimators for those eﬀects when (·) has
ap r o b i ts p e c i ﬁcation,  is normal-distributed and the covariates are strictly exogenous.
Although very convenient for the purposes stated and very simple to implement under
the assumptions made, Papke and Wooldridge’s (2008) method cannot be generalized to
other typical fractional regression models and does not allow consistent estimation of the
structural parameters .
The focus of this paper is on the estimation of the structural parameters .G i v e n
the diﬃculty of obtaining consistent estimators for  under (2), this paper proposes new
estimators for cases where the data generating process (DGP) of  may be described in
as l i g h t l yd i ﬀerent way. In particular, the regression model proposed in the next section
requires the DGP to be given by
 = ( +  + ),( 3 )
where  denotes time varying unobserved heterogeneity and (·) is assumed to have
al o g i t ,(·)=
exp(·)
1+exp(·),o rc l o g l o g ,(·)=1− exp[−exp(·)], speciﬁcation. This DGP
is somewhat peculiar in the sense that all heterogeneity appears in the argument of the
(·) function and no other random component is allowed. However, it mirrors the typical
economic theory formulation, treating observables and unobservables in a symmetrical
way. In particular, (3) may be interpreted as the DGP of a ‘well-posed economic model’,
that is a ‘model that satisﬁes all of the input processes, observed and unobserved by the
analyst, and their relationship to outputs’; see Heckman (2000, 2001) for a discussion on
these so-called Marshalian causal functions. Therefore, in this paper we assume that there
4is no speciﬁcation error of any sort so that  and  represent basically the inherent ran-
domness in human behavior, reﬂecting actual diﬀerences in actions, tastes, technologies,
etc. across the sampled economic agents, rather than measurement, sampling or other
speciﬁcation errors.
3 Exponential-fractional regression models with ﬁxed
eﬀects
In this section we show how the DGP (3) may be transformed into a form of exponen-
tial regression with multiplicative ﬁxed eﬀects and how the parameters  in (3) may be
consistently estimated.
3.1 The exponential transformation
A common feature of the logit and cloglog fractional regression models is that the observed
and unobserved characteristics are included in an exponential function in such a way that
(3) can be written as
 = 1 [exp( +  + )],( 4 )
where 1 ()= 
1+ or 1 ()=1 −exp(−) for, respectively, logit and cloglog models. Let
1 (·)=1 (·)
−1. Then, (4) can be expressed as an exponential model with a transformed
dependent variable:
1 ()=e x p(  +  + ),( 5 )
where  is restricted to the interval [01) and 1 ()=

1− (logit model) or −ln(1 − )
(cloglog model).
An important feature of the EFRM (5) is its ability to handle zero observations for the
response variable, unlike the relatively popular linear-fractional model  ()= +
 + ,w h e r e ()=l n [ 1 ()] is the so-called link function widely used in the
generalized linear models literature.2 This is a major advantage, since in many cases
2Typically, this limitation of model has been circumvented by adding an arbitrary constant to all
observations of  or dropping observations with  =0 . However, as shown by Santos Silva and
Tenreyo (2006) for a cross-sectional setting, both approaches may yield large biases in the estimation
5samples cluster only at zero or one, see the examples provided in Footnote 1. Note also
that cases of fractional responses deﬁned on the interval (01] may be dealt with in this
framework by modeling their complementary.
Another important advantage of the EFRM is that similar techniques to those available
to deal with ﬁxed-eﬀects and general endogeneity issues in the exponential regression
context may be applied to model fractional data. The next section details those techniques
for a variety of assumptions on both  and .I np a r t i c u l a r , is allowed to be correlated
with , while  may be: (i) strictly exogenous,
 (| 1)=1 ,  =1 ;( 6 )
(ii) weakly exogenous,
 (| 1)=1 ,  =1 ,( 7 )
allowing innovations at time  to be correlated with future ;3 or (iii) endogenously
determined,
 (| 1 ) depends on ,  =1 .( 8 )
In the last case, it is assumed the availability of a set of  ≥  instrumental variables 
that satisfy
 (| 1)=1 ,  =1 .( 9 )
3.2 Alternative quasi diﬀerence transformations
The quasi diﬀerence transformations usually employed to eliminate ﬁxed eﬀects from
multiplicative models may also be applied with the same purpose to the EFRM in (5). A
quasi ﬁrst-diﬀerence transformation particularly useful is


 =
1 ()
exp()
−
1 (−1)
exp(−1)
,  =2 .( 1 0 )
of the parameters of interest. Furthermore, with panel data, the consequences of dropping observations
with  =0are likely to be even more serious, since such a procedure gives rise to an incomplete panel
governed by complicated attrition mechanisms.
3In both cases, because exp() has an unrestricted mean and time dummies can be included in ,
the assumption that  [exp()] = 1 is without loss of generality.
6Indeed, by replacing 1 () in (10) by (5), it follows that 
¡


¯ ¯ 1
¢
=0 ,b o t h
under: (i) assumptions (6),  = ,o r( 7 ) , = ,a n d = ; and (ii) assumptions (8)
a n d( 9 ) .I nb o t hc a s e s may contain lagged values of the response variable. Despite its
generality, the counterpart of 
 in the standard exponential regression has been rarely
considered in the literature. It was ﬁrst mentioned by Wooldridge (1997, endnote 2)
and then revisited by Windmeijer (2000), who proposed a solution to the computational
diﬃculties identiﬁed by the former author.
A much more popular quasi-diﬀerencing transformation for exponential regression
models has been proposed by Chamberlain (1992), which in the EFRM context is given
by


 =
exp(−1)
exp()
1 () − 1 (−1),  =2 .( 1 1 )
Although in general 
¡


¯ ¯ 1 
¢
6=0 ,i tf o l l o w st h a t
¡


¯ ¯ 1
¢
=0
under assumption (6) or (7), where  =  or , respectively. Thus, moment conditions
based on 
 are not appropriate to deal with cases where  and  are correlated, but
may cope with weakly exogeneity and lagged dependent variables in .
Finally, a third alternative is the mean diﬀerenced transformation that underlies the
ﬁxed eﬀects estimator of Hausman, Hall, and Griliches (1984) for exponential models,


 = 1 () −
1 ()
exp()
exp(),  =2 ,( 1 2 )
where 1 () and exp() are the mean over  of 1 () and exp(), respectively. In
this case, 
¡


¯ ¯ 1
¢
=0only under assumption (7).
Moment conditions based on (10), (11) and (12) can be used to consistently estimate
the model parameters  by the GMM technique. The GMM estimator ˆ  is obtained by
minimizing "
1

 X
=1

0


()
#0
ˆ Ω
−1
"
1

 X
=1

0


()
#
,( 1 3 )
where  = ,  or , 

() ≡
£


2


¤0
is a ( − 1)-vector,  is a [( − 1) × ]
block diagonal matrix of instruments with elements  and ˆ Ω is a consistent estimator
of the ( × ) symmetric, positive deﬁnite matrix Ω.W h e n = , the choice of Ω is
unimportant. When  ,a ne ﬃcient GMM estimator is obtained by deﬁning Ω ≡
7
£
0


()

()0
¤
. See Hansen (1982) for more details on GMM estimation of moment
condition models.
4 Monte Carlo simulation study
This section presents a Monte Carlo simulation study based on panel logit fractional
responses generated from  =
exp(1++)
1+exp(1++),w h e r e = 1 + 2−1 + 3 +
4 + ,  ∼ N(−052
 2
),  ∼ N(−052
 2
),  ∼ N(0 2
),  ∼ N(02
),
1 =1and 2
 = 2
 = 2
 =0 5. Four experimental designs are considered. Two of
them produce a strictly exogenous regressor  by setting 2 = 3 = 4 =0 : design
1c o n s i d e r s1 = {−1−05−0250025051} and 2
 =1 , and design 2 considers
2
 = {005051152253} and 1 =0 5. Design 3 produces a weakly exogenous  by
setting 3 = 4 =0and considers 2 = {00150304506081}, 2
 =1and 1 =0 5.
Finally, design 4 deﬁnes  as an endogenous regressor with 3 = {002515} and
sets 2
 =1 , 1 =0 5, 2 =0and 4 =1 . For each design, we consider ()=( 5 0 5).
In all cases, we compute the three alternative estimators for the structural parameter
1 that are based on (10), (11), and (12), which are designated as, respectively, ,
,a n d. For the cases of strictly exogenous regressors (designs 1 and 2),
we consider also a pooled QML logit estimator (), which is the typical estimator
used in cross-sectional contexts and does not allow for any kind of heterogeneity, and
the ﬁxed-eﬀects QML logit estimator of Hausman and Leonard (1997) (), which
was designed for long panels and does not allow for time-varying unobservables. Figure 1
presents the results obtained for the four designs in terms of: mean parameter estimates
across replications; root mean squared error (RMSE); and empirical coverage for a 95%
conﬁdence interval, which was estimated by taking the proportion of the replications
where the conﬁdence interval covers the true value of 1. To facilitate the reading of the
last indicator, the grey area marks an empirical coverage between 93 and 97%.
Figure 1 about here
The ﬁrst row of Figure 1 shows that the only estimator that is approximately unbi-
ased across all designs is .A s e x p e c t e d ,  exhibits important biases for
8large correlations between  and , while  only performs well under strict
exogeneity. The advantage of  over  in terms of RMSE and empirical cov-
erage is also apparent in all designs, while  is the best of the three estimators
under the assumption of strict exogeneity but displays a very large variability in presence
of endogenous regressors. Regarding the QML-based estimators, the  estimator
displays very large biases in most experiments and its empirical coverage is often zero,
except in a particular situation where  and  seem to compensate each other. On the
other hand,  accommodates well the ﬁxed eﬀects (its performance is independent
on the value of 1)b u t ,u n l e s s2
 is very close to zero, cannot cope with time-varying
heterogeneity.
Further experiments for ()=( 5 0 20) or (2005), available from the authors upon
request (see Figures 2 and 3, not to be included in the ﬁnal version of the paper), reveal
that most of the previous conclusions hold for larger panels. Among other ﬁndings, it
is worth to mention that the empirical coverage of ,  and  (only
under endogeneity) converges to zero and that although the bias of  under weak
exogeneity decreases as  gets large, it is still relevant for  =2 0for large values of 2.
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Figure 1: Monte Carlo results for alternative estimators of structural parameters (N = 50 and T = 5)0
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Figure 2: Monte Carlo results for alternative estimators of structural parameters (N = 50 and T = 20) − NOT TO BE INCLUDED IN THE PAPER0
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Figure 3: Monte Carlo results for alternative estimators of structural parameters (N = 200 and T = 5) − NOT TO BE INCLUDED IN THE PAPER