The paper is concerned with parabolic time-periodic boundary value problems which are of theoretical interest and arise in di erent practical applications. The multiharmonic nite element method is well adapted to this class of parabolic problems. We study properties of multiharmonic approximations and derive guaranteed and fully computable bounds of approximation errors. For this purpose, we use the functional a posteriori error estimation techniques earlier introduced by S. Repin. Numerical tests con rm the e ciency of the a posteriori error bounds derived.
Introduction
Initial-boundary value problems for parabolic equations describe various physical phenomena such as heat conduction, di usion, chemical reactions, biological processes, and transient electromagnetical elds. The numerical simulation of these phenomena is usually based on time-integration methods together with a suitable space discretization, see, e.g., the well-known monograph [ ] and references therein. In many practically interesting cases, for instance, in electromagnetics and chemistry, the processes are time-periodic, see, e.g., [ ]. In this case, the initial condition must be replaced by the time-periodicity condition. Standard time-integration methods may be less e cient than methods based on approximations in terms of Fourier series. This paper deals with this type of approximations. In fact, it is devoted to the a posteriori error analysis of parabolic time-periodic boundary value problems in connection with their multiharmonic nite element discretization. More precisely, all functions are expanded into Fourier series, approximations are presented by truncated series and the Fourier coe cients are approximated by the nite element method (FEM). This so-called multiharmonic FEM (MhFEM) or harmonic-balanced FEM is a promising alternative to the existing temporal discretization schemes combined with the FEM, and is more on the lines of combining Laplace transformation tools with the FEM as used by Thomée and his collaborators for linear parabolic problems in ( , ∞), see, e.g., [ , ] .
The MhFEM was successfully used for the simulation of electromagnetic devices described by nonlinear eddy current problems with harmonic excitations, see, e.g., [ , , , ] and references therein. Later, this discretization technique has been applied to linear time-periodic parabolic boundary value and optimal con-trol problems [ , , , , ] and to linear time-periodic eddy current problems and the corresponding optimal control problems [ -] . In this framework, we deduce a posteriori error estimates which provide guaranteed and fully computable upper bounds (majorants) of the respective errors. To the best of our knowledge these estimates are new. Our approach is based on the works of Repin, see, e.g., the papers on parabolic problems [ , ] as well as on optimal control problems [ , ] , the books [ , ] , and the references therein. In particular, our a posteriori error analysis uses the techniques close to the one suggested in [ ], but the analysis contains essential changes. In the MhFEM setting, we are able to establish inf-sup and sup-sup conditions from which we deduce existence and uniqueness of solutions to parabolic time-periodic problems by applying the Babuška-Aziz theorem. Then, we deduce the a posteriori estimates, which are very well adapted to the nature of the multiharmonic solution because they can judge on the quality of approximation for any particular harmonic. This is important for linear time-periodic parabolic problems, where the computations of the Fourier coe cients corresponding to every single mode k = , , . . . are decoupled. Hence, we can use di erent meshes independently generated by adaptive nite element approximations to the Fourier coecients for di erent modes.
Let us mention here that the majorant suggests a clear way how to improve the reconstruction of the ux, which is important for parabolic time-periodic problems as well. First, we can detect the situation where the improvement is indeed necessary because there the norm of the error in the equilibrium equation dominates the majorant, and second, we have di erent e cient minimization procedures able to e ciently minimize this term and improve the balance with the other terms. Procedures of such a type are well studied for elliptic partial di erential equations, see, e.g., [ ], and can be used for multiharmonic approximations with minimal modi cations. Moreover, it is well veri ed that under certain (non-restrictive) assumptions for elliptic problems the term of the majorant corresponding to the error in the constitutive relations is a good and robust indicator of local errors, see [ ], and that this term tends to the exact error if a minimizing sequence of the majorant is provided, see [ ]. All the same holds for the spatial parts of the multiharmonic approximations of the ux. This is the reason why we indeed have good error indicators for possible mesh adaptations. In order to nally realize the adaptivity in time, we then lter out the Fourier coe cients, which are most important for the numerical solution of the problem, by prescribing certain bounds. Altogether, such an adaptive multiharmonic nite element method (AMhFEM) yields complete adaptivity in space and time. This work is a starting point for the construction of AMhFEM, which utilizes the above principles. However, in this work we are not focused on mesh adaptation issues. This will be the subject of a separate paper. Our goal is to provide a detailed a posteriori error analysis of a parabolic time-periodic boundary value problem in the context of the MhFEM leading to guaranteed, computable upper bounds with e ciency indices close to one.
The paper is organized as follows. In Section , we discuss a space-time variational formulation for parabolic time-periodic boundary value problems that forms the basis of the MhFEM considered in Section . Section is devoted to the derivation of functional type a posteriori error estimates adapted to problems in question. Finally, in Section , we discuss some implementation issues and present rst numerical results.
A Parabolic Time-Periodic Boundary Value Problem
Let Q T := Ω × ( , T) denote the space-time cylinder and Σ T := Γ × ( , T) its mantle boundary, where Ω ⊂ ℝ d , d ∈ { , , } is a bounded Lipschitz domain with the boundary Γ, and ( , T) is a given time interval. The following parabolic time-periodic boundary value problem is considered: Find u such that
where f(x, t) is a given function in L (Q T ), and σ(⋅) and ν(⋅) satisfy the assumptions
In order to study the parabolic time-periodic boundary value problem ( . )-( . ), we will derive a spacetime variational formulation in spaces of functions de ned in the space-time cylinder Q T using the approach similar to the one used by Ladyzhenskaya et al. [ , ] . Let the Sobolev spaces
be equipped with the norms
respectively, where ∇ = ∇ x and ∂ t denote the generalized derivatives with respect to x and t. The space
is de ned analogously. Furthermore, the boundary and time-periodicity conditions are included by de ning the spaces
For ease of notation, all inner products and norms in L are denoted by (⋅, ⋅) and ‖⋅‖, if they are related to the whole space-time domain Q T . If they are associated with the spatial domain Ω, then we write (⋅, ⋅) Ω and ‖⋅‖ Ω , which denote the standard inner products and norms of the space L (Ω). The symbols (⋅, ⋅) ,Ω and ‖⋅‖ ,Ω denote the standard inner products and norms of H (Ω). The functions used in our analysis will typically be presented as Fourier series, i.e.,
where T and ω = π/T denote the periodicity and the frequency, respectively. Moreover, we de ne additional spaces of functions, see [ ], in order to derive a symmetric variational formulation of problem ( . )-( . 
respectively, where ‖∂ / t u‖ is de ned in the Fourier space by the relation
where u k := (u c k , u s k ) T for all k ∈ ℕ. These spaces are equipped with the scalar products
The seminorm and the norm of the space H , / per (Q T ) are de ned by the relations
Proof. Using the de nition of the σ-weighted scalar product in ( . ) and inserting the Fourier expansions of
as well as ( . ) into the inner products, we obtain
Hence, the following orthogonality relations hold:
where, e.g.,
is also de ned in the Fourier space yielding the de nitions
Hence,
and all these identities coincide with the identities ( . ) in Lemma . . We note that for functions presented in terms of Fourier series the standard Friedrichs inequality holds in the form
In order to derive the space-time variational formulation of the parabolic time-periodic problem ( . )-( . ), the parabolic partial di erential equation ( . ) is multiplied by a test function v ∈ H , / ,per (Q T ), integrated over the space-time cylinder Q T , and after integration by parts with respect to the space and time variables, the following "symmetric" space-time variational formulation of the parabolic time-periodic boundary value problem ( . )-( . ) is obtained:
where all functions are given in their Fourier series expansion in time, i.e., everything has to be understood in the sense of ( . ) and ( . ). In particular, this Fourier series approach makes sense due to the time-periodicity condition (for u and v).
Multiharmonic Finite Element Approximation
Inserting the Fourier series ansatz ( . ) into ( . ) and exploiting the orthogonality of the functions cos(kωt) and sin(kωt) with respect to the inner product (⋅, ⋅) L ( ,T) , we arrive at the following variational formulation corresponding to every single mode k ∈ ℕ:
for all v k ∈ . In the case k = , we obtain the following variational formulation:
for all v c ∈ V. The variational problems ( . ) and ( . ) have a unique solution due to the Babuška-Aziz theorem, see [ ]. In order to solve these problems numerically, the Fourier series are truncated at a nite index N and the unknown Fourier coe cients
. . , n h }, and h denotes the usual discretization parameter such that n = n h = dimV h = O(h −d ). We use continuous, piecewise linear functions on the nite elements on a regular triangulation T h to construct the nite element subspace V h and its basis, see, e.g., [ , , , ] . However, the analysis can also be applied to more general higher-order nite elements, see, for instance, [ ] and the monographs [ , , ] . Under the assumptions ( . ), we then obtain the following saddle point system by using continuous, piecewise linear nite elements:
Equation ( . ) must be solved with respect to the nodal parameter vectors u s k = (u s k,i ) i= ,...,n ∈ ℝ n and u c k = (u c k,i ) i= ,...,n ∈ ℝ n of the corresponding nite element approximations. The matrices K h,ν and M h,σ correspond to the weighted sti ness and mass matrices, respectively, whereas f c k and f s k are the load vectors. In the case k = , the system of linear simultaneous equations
follows from the variational problem ( . ). Fast and robust solvers well adapted to systems ( . ) and ( . ) can be found in [ , , , ] . We use these solvers in order to obtain the multiharmonic nite element approximation
Computable a posteriori estimates of the di erence between u Nh and u are obtained in the next section.
Functional A Posteriori Error Estimates
First, we present inf-sup and sup-sup conditions for the bilinear form ( . ).
Lemma . . The space-time bilinear form a(⋅, ⋅) de ned by ( . ) satis es the following inf-sup and sup-sup conditions:
where C F is the constant coming from the Friedrichs inequality.
Proof. Using the triangle and Cauchy-Schwarz inequalities, we obtain the estimate
with the constant µ = max{σ, ν}, which justi es the second inequality in ( . ).
In order to prove the rst inequality in ( . ), we select the test function v = u − u ⊥ and estimate the supremum from below. Using the σ-and ν-weighted orthogonality relations ( . ) and the Friedrichs inequality ( . ), we nd that
Combining these estimates, we have
Remark . . Since the condition u = is imposed on the whole boundary, we can easily nd an upper bound of C F . Indeed, C F (Ω) ≤ C F (Ω) ifΩ ⊃ Ω. Since for such domains as rectangles or balls the Friedrichs constants are known, we can easily obtain an upper bound of C F for any Lipschitz domain.
Corollary . . Since the norm |⋅| H , / (Q T ) is equivalent to the norm ‖⋅‖ H , / (Q T ) due to the Friedrichs inequality, the estimate ( . ) impliesμ
for all u ∈ H , / ,per (Q T ) with positive constantsμ = min{ν, σ} andμ = µ = max{σ, ν}.
We now move on to the main part of this section related to a posteriori error estimation. Let a function η be an approximation of u. First, we assume that η is a bit more regular than u. More precisely, we set η ∈ H , ,per (Q T ). This is of course true for the multiharmonic nite element approximation u Nh , which will later play the role of η. Now, the ultimate goal is to deduce a computable upper bound of the error e := u − η in H , / ,per (Q T ). First, we notice that ( . ) implies the integral identity
which is valid for all v ∈ H , / ,per (Q T ). Here, the linear functional
,per (Q T ). Now, identity ( . ) can be rewritten in the form
Hence, getting an upper bound of the error is reduced to nding the quantities
.
In order to nd them, we reconstruct the functional F η (v) using the identity
which follows from ( . ) and the identity
which is valid for any v ∈ H (Ω) and any
For ease of notation, the index x in div x will be henceforth omitted, i.e., div = div x denotes the generalized spatial divergence. Using the Cauchy-Schwarz inequality leads to
In view of ( . ), we have
Hence, we obtain
We use ( . ), i.e.,
, and arrive at the following result:
Theorem . . Let η ∈ H , ,per (Q T ) and the bilinear form a(⋅, ⋅) satisfy ( . ). Then, , τ) , whereμ = min{ν, σ} and τ ∈ H(div, Q T ).
We can also deduce an upper bound of the full H , / -norm. Indeed,
In view of ( . ), we obtain
Altogether, we deduce a similar estimate for ‖e‖ H , / (Q T ) .
Theorem . . Let η ∈ H
, ,per (Q T ) and the bilinear form a(⋅, ⋅) satisfy ( . ). Then,
where τ ∈ H(div, Q T ) and now µ = 
The Multiharmonic Approximation
Since f ∈ L (Q T ), it can be expanded into a Fourier series. Moreover, we choose our approximation η of the solution u as well as the vector-valued function τ to be truncated Fourier series, i.e., 
where all Fourier coe cients are from the space L (Ω) and are de ned by the relations
Hence, we get The L (Q T )-norms of the functions R (η, τ) and R (η, τ) presented in ( . ) can easily be computed. Thus, we arrive at
Remark . . We note that the remainder term
is always computable, due to the knowledge on the given data f . In some cases, the computation of E N is very easy, for example, if f is multiharmonic. However, even in the most complicated cases, in which f = f(x, t) and we do not refer to special (e.g., extra regularity) properties, the term E N can be precomputed as ‖f − f N ‖ , where f N is the truncated Fourier series of f .
In fact, the L -norms of R and R corresponding to every single mode k are decoupled. Altogether, it follows that
and, for k = , . . . , N, we have
Corollary . . The error majorants M ⊕ |⋅| (η, τ) and M ⊕ ‖⋅‖ (η, τ) can be presented in the forms
Remark . . Since the error (with respect to the truncation index N) between the exact solution u and its multiharmonic approximation η decreases with O(N − ), see [ , ] , the contributions in the majorants coming from the functionals R c k and R s k cannot blow up.
We see that the majorants consist of computable quantities related to each harmonic. Therefore, they not only evaluate the overall error, but also provide an information on errors associated with a certain harmonic. Moreover, since the respective quantities are integrals over Ω, their integrands serve as indicators of spatial errors. Thus, the majorants contain a rich amount of information to be utilized in various adaptive procedures.
Remark . . Let f have a multiharmonic representation, i.e., Indeed, let the error majorants vanish. Then, we deduce that − div τ c = f c and τ c = ν∇η c , and furthermore we have, for all k = , . . . , N f ,
Therefore, collecting the harmonics, we nd that
Since η satis es the boundary conditions and the equation, we conclude that η = u.
Another approach to derive a majorant is to insert the Fourier series ansatz directly into the bilinear form a (u − η, v) and into the functional F η (v) as de ned in ( . ). Then, we obtain the following integral identities associated with every mode:
which are valid for all v k ∈ (H (Ω) ) . In the case k = , the integral identity
is valid for all v c ∈ H (Ω). We de ne the left-hand sides of ( . ) and ( . ) by a k (u k − η k , v k ) and a (u c − η c , v c ) , and the right-hand sides by
respectively. Let us start with the case k = , . . . , N. Hence, an upper bound for the errors e k := u k − η k in (H (Ω)) has to be computed. The bilinear form a k (⋅, ⋅) meets the inf-sup condition
with the inf-sup constant c k = min{ν, kω σ}/ . By the same method as before, we reform the error functionals and obtain estimates for
We introduce a collection of vector-valued functions
and use the integral relations
It is easy to see that
where
Hence, we have derived the same results as in ( . ) for every mode k = , . . . , N. Using the estimate ( . ) together with the inf-sup condition ( . ), we nally arrive at the following upper bounds for every single mode k = , . . . , N:
Theorem . . Let η k ∈ (H (Ω)) and the bilinear form a k (⋅, ⋅) satisfy ( . ). Then,
where c k = min{ν, kω σ} and τ k = (τ c k , τ s k ) T with τ c k , τ s k ∈ H(div, Ω).
Using the inf-sup condition
together with the estimate
yields the following error majorant for |⋅| ,Ω with the same inf-sup constant c k :
where c k = min{ν, kω σ} and τ k = (τ c k , τ s k ) T with τ c k , τ s k ∈ H(div, Ω). Now, we consider the case k = . Here, an upper bound for the error e c := u c − η c in H (Ω) has to be computed. The inf-sup condition
with the inf-sup constant c ‖⋅‖ = ν/(C F + ) can be proved quite analogously to ( . ). Moreover, one can easily show that
with c |⋅| = ν, since ν satis es the assumptions ( . ). By arguments similar to those used above for the modes k, we deduce the following estimates:
where τ c ∈ H(div, Ω) ,
Numerical Results
In this section, we present and discuss results of numerical experiments on computing functional a posteriori error estimates in the context of parabolic time-periodic boundary value problems discretized by the MhFEM. First, we present a numerical example with a given time-harmonic source term. In the second example, we consider a given time-periodic, but not time-harmonic source term. The computational domain Ω = ( , ) × ( , ) is uniformly decomposed into triangles, and standard continuous, piecewise linear nite elements are used for the discretization in space. In this case, the Friedrichs constant is C F = /( π). In these two numerical experiments, we choose σ = ν = .
The construction of η and τ is an important issue in order to obtain sharp guaranteed bounds from the majorants M ⊕ ‖⋅‖ or M ⊕ |⋅| . As it has been already discussed in Section , we can choose multiharmonic nite element approximations ( . ) for η and τ. However, since the Fourier coe cients of η are constructed by continuous, piecewise linear approximations, their gradients are only piecewise constant. Then, ∇η c k , ∇η s k ∈ L (Ω), but ∇η c k , ∇η s k ̸ ∈ H(div, Ω), k = , . . . , N. Hence, a ux reconstruction is needed in order to obtain a suitable ux τ ∈ H(div, Q T ). A good reconstruction of the ux is an important and nontrivial topic. We can regularize τ by a post-processing operator which maps the L -functions into H(div, Q T ), see [ ]. There are various techniques for realizing these post-processing steps such as local post-processing by an elementwise averaging procedure or by using Raviart-Thomas elements, see [ , ] and references therein. In our numerical experiments, we use Raviart-Thomas elements of the lowest order, see, e.g., [ , , ] . First, we de ne the normal uxes on interior edges E mn by In order to solve the saddle point systems ( . ) for k = , . . . , N, we use the AMLI preconditioner proposed by Kraus and Wolfmayr in [ ] with a proper -re nement of the mesh as presented in [ ] for an inexact realization of the block-diagonal preconditioner
in the MINRES method. The preconditioner ( . ) was presented and discussed in [ ]. Here, we want to emphasize that the AMLI preconditioned MINRES solver is robust and of optimal complexity, see [ , ] . This can be also observed in the numerical results of this paper. We mention that, in all tables where the number of MINRES iterations n iter MINRES or of AMLI iterations n iter AMLI is presented, the iteration was stopped after reducing the initial residual by a factor of − . In each MINRES iteration step, we have used the AMLI preconditioner according to [ ] with inner iterations. The presented CPU times in seconds t sec include the computational times for computing the majorants, which are very small in comparison to the computational times of the solver. All computations were performed on a PC with Intel(R) Xeon(R) CPU W @ . GHz. Example . . In the rst example, we consider a given time-harmonic source term
MINRES
where T = π/ω with ω = . Hence, the Fourier coe cients of f are simply given by
and we have to consider only one single mode k = . For simplicity, we omit the index k in this example. The exact solution is given by
Table presents the number of MINRES iterations n iter MINRES , the CPU times in seconds t sec , the norms of R and R , i.e., In Table , we observe the robustness and optimality of the AMLI preconditioned MINRES method as presented in [ , ] . More precisely, the computational times increase with a factor of nine that exactly reveals the optimal computational complexity of the method according to the -re nement of the mesh. One can see that the norms of R reduce by a factor of three and the norms of R even better than by a factor of nine. Hence, the applied ux reconstruction is e cient. Altogether, the majorant reduces as a factor of three by trisection of the mesh size and is of the same order of convergence as of the exact error measured in the H (Ω)-seminorm. This is also observed in the e ciency index that is already quite small on the × -mesh and decreases up to a value of . on the ( nest) × -mesh.
Example . . In the second example, we consider a given time-analytic, but not time-harmonic source term f(x, t) = e t sin (t) sin(x π) sin(x π) ( + π ) sin(t) + cos(t) ,
where T = π/ω with ω = . The exact solution is given by u(x, t) = e t sin (t) sin(x π) sin(x π). 
