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NEW STEINER SYSTEMS FROM OLD ONES BY
PARAMODIFICATIONS
DA´VID MEZO˝FI AND GA´BOR P. NAGY
Abstract. The main result of this paper is a general construction which produces
new Steiner systems (2-designs) from old ones with the same parameters. We call this
construction paramodification of Steiner systems, since it modifies the parallelism of
a subsystem. We study in more details the paramodifications of affine planes, Steiner
triple systems and unitals. We present computational results which show that many
new unitals can be constructed by paramodification.
1. Introduction
We call the triple (P,B, I) an incidence structure, provided P, B are disjoint sets and
I ⊆ P ×B. We use geometric language and call the elements of P points, the elements
of B blocks, and write P I b instead of (P, b) ∈ I. The incidence structure is called
simple, if each block can be identified with the set of points with which it is incident. In
this case, we can assume I =∈. For subsets P ′ ⊆ P and B′ ⊆ B and I ′ = I ∩ (P ′×B′),
we may consider the incidence substructure (P ′,B′, I ′). The substructure induced by
P ′ ⊆ P is defined with the set B′ of blocks meeting P ′ in at least two points. Notice
that for a substructure, a block b ∈ B′ is not necessarily a subset of P ′.
A t-(v, k, λ) design, or equivalently a Steiner system Sλ(t, k, v), is a finite simple
incidence structure consisting of v points and a number of blocks, such that every block
is incident with k points and every t-subset of points is incident with exactly λ blocks.
Let D = (P,B, I) be a Steiner system. The subset π of blocks is called a parallel class,
or equivalently a 1-factor of D if it partitions the point set. If B is the union of disjoint
1-factors π1, . . . , πr, then the partition is called a 1-factorization and D is said to be
resolvable. A 1-factorization is also called a parallelism or a resolution. A resolvable
Steiner system Sλ(t, k, v) is abbreviated as RSλ(t, k, v).
The main result of this paper is a general construction which can produce new 2-
designs from old ones, with the same parameters. We call this construction paramod-
ification of 2-designs, since it modifies the parallelism of a subsystem. In section 3,
we describe the effect of paramodification on the incidence matrix. In section 4, we
study in more details the paramodifications of affine planes, Steiner triple systems and
unitals. In the last two sections, we give an overview of the algorithmic and complexity
aspects of the computation of the paramodification. We also present computational
results which show that many new unitals can be constructed by paramodification.
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2. Paramodification of 2-designs
Let D = (P,B, I) be a Steiner system Sλ(t, k, n). By [2, Theorem 1.9], the integer
(2.1) r = λ
(
n−1
t−1
)
(
k−1
t−1
) = |B|k
n
is the number of blocks through a given point. The map χ : B → X is called a proper
block coloring of D, if for different blocks b, b′, b ∩ b′ 6= ∅ implies χ(b) 6= χ(b′). If
|X| = m and D has a proper block coloring χ : B → X then we say that D is block
m-colorable.
Lemma 2.1. Let D = (P,B, I) be a t-(n, k, λ) design.
(i) Any proper block coloring of D needs at least r colors.
(ii) Any parallelism of D defines a block coloring with r colors when mapping each
block to its parallel class.
(iii) The color classes of a block coloring with r colors form a parallelism of D.
(iv) D is block r-colorable if and only if it is resolvable.
Proof. Since r = |B|k/n is the number of blocks through a point, and these blocks must
have different colors, we have (i). (ii) is trivial by definition. (iii) If we have r colors
then for any point P and color x there is a unique block on P with color x. That is,
the color class χ−1(x) is a partition of P. (iv) follows from (ii) and (iii). 
From now on, D = (P,B, I) denotes a block design S(2, k, n). The incidence relation
I =∈, that is, the blocks of D are subsets of size k of P. Notice that for subsets P ′ ⊆ P
and B′ ⊆ B, we may consider the subsystem D′ = (P ′,B′, I), even if an element b′ ∈ B′
is not a subset of P ′.
Fix a block b ∈ B and consider the subset
(2.2) C(b) = {b′ ∈ B : |b′ ∩ b| = 1}
of blocks. We write Db for the subsystem (P \ b, C(b), I). We define the map χb :
C(b)→ b by
(2.3) χb : b
′ 7→ b′ ∩ b;
this is clearly a block coloring of Db.
Lemma 2.2. Db is a resolvable Steiner system RSk(1, k − 1, n− k).
Proof. Trivially, each block b′ ∈ C(b) is incident with k− 1 point P ∈ P \ b, that is, Db
is 1-(n− k, k− 1, k) design. In Db, (2.1) implies r = k and the map χb : b
′ 7→ b′ ∩ b is a
block coloring with k colors. By Lemma 2.1, Db is resolvable. 
Our aim is to show that any parallelism of Db leads to a block design D
′ such that
D and D′ have the same parameters, and they may or may not be isomorphic. In order
to use consequent notation, we will identify the notions of a parallelism and a block
coloring with r colors.
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Definition 2.3. Let D = (P,B, I) be a Steiner system S(2, k, n). Let b ∈ B be a
block and χ : C(b)→ b a block coloring of the subsystem Db with k colors. Define the
incidence relation I∗ ⊆ P × B by
(2.4) P I∗ b′ ⇔
{
P I b′, if b′ 6∈ C(b) or P upslopeI b
P = χ(b′), if P I b and b′ ∈ C(b).
We will call the incidence structure
D∗ = D∗χ,b = (P,B, I
∗)
the (χ, b)-paramodification of D.
Theorem 2.4. Let D = (P,B, I) be a Steiner system S(2, k, n). Let b ∈ B be a block
and χ : C(b) → b a block coloring of the subsystem Db with k colors. Then, D
∗
χ,b is a
Steiner system S(2, k, n).
Proof. We have to show that any two points are incident with a unique block of D∗ =
D∗χ,b. Let P1, P2 ∈ P be distinct points and β ∈ B the unique D-block such that P1 I β
and P2 I β.
(1) P1, P2 6∈ b. Then P1 I
∗ β and P2 I
∗ β by (2.4). Let γ ∈ B be a block such that
P1 I
∗ γ and P2 I
∗ γ. Then P1 I γ and P2 I γ also by (2.4), therefore γ = β as
D = (P,B, I) is a Steiner system S(2, k, n).
(2) P1, P2 ∈ b. Then β = b as D is a Steiner system S(2, k, n). Note that b 6∈ C(b)
by the definition of C(b) in (2.2), hence P1 I
∗ b and P2 I
∗ b. Let γ ∈ B be a
block such that P1 I
∗ γ and P2 I
∗ γ. If γ 6∈ C(b), then P1 I γ and P2 I γ by
(2.4), therefore γ = b = β. If γ ∈ C(b), then by (2.4)
χ(γ) = P1 6= P2 = χ(γ),
a contradiction.
(3) P1 6∈ b and P2 ∈ b. In this case, β ∈ C(b) and P2 I
∗ β if and only if χ(β) = P2.
By Lemma 2.1, χ defines a parallelism and the color class χ−1(P2) is a parallel
class in Db. Hence, there is a unique block γ ∈ C(b) such that P1 I γ and
χ(γ) = P2. Equation (2.4) implies P1, P2 I
∗ γ. 
In general, it is not easy to determine if two paramodifications of D are isomorphic.
We introduce the following terminology.
Definition 2.5. The block coloring χb : C(b)→ b, b
′ 7→ b∩b′ is the trivial block coloring
of the Steiner system D. Two block colorings χ and ψ of C(b) are said to be equivalent,
if they have the same color classes. The Steiner system D is said to be para-rigid, if for
any block b, all block colorings of Db are equivalent with the trivial one.
Remark 2.6. (i) One has D = D∗χb,b.
(ii) The block colorings χ and ψ are equivalent if there is a permutation π of the points
on b such that ψ(b′) = π(χ(b′)) holds for all b′ ∈ C(b).
(iii) We show that equivalent block colorings result isomorphic paramodifications. In-
deed, we can extend π to P such that π(P ) = P when P 6∈ b. Then, π determines
an isomorphism between D∗ψ,b and D
∗
χ,b.
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(iv) If all paramodifications of the Steiner system D are isomorphic to D, then we
say that the paramodifications of D do not yield new Steiner systems. Paramod-
ifications of a para-rigid Steiner system do not yield new Steiner systems. The
converse is not true, see Remark 4.2.
3. Paramodification and the incidence matrix
In this section, we describe the effect of paramodifications to the incidence matrices.
Proposition 3.1. Let D be a S(2, k, n) and D∗ = D∗χ,b be a (χ, b)-paramodification of
D. Let r = (n− 1)/(k − 1). Then, the respective incidence matrices M and M∗ differ
at most in a k × k(r − 1) submatrix.
Proof. Equation (2.4) implies that the incidence matrices differ in the rows correspond-
ing to the points of b and in the columns corresponding to blocks in C(b). Clearly,
|b| = k and |C(b)| = k(r − 1). 
In order to have a more detailed description on the structure of the incidence matrices,
consider the n× b incidence matrix M of the system D in the following way:
(1) Let the first k rows of M correspond to the points P1, P2, . . . , Pk ∈ b.
(2) Let the first r− 1 columns of M correspond to the blocks in C(b) incident with
P1, then let the second r− 1 columns correspond to the blocks in C(b) incident
with P2, and so on until Pk.
(3) Right behind the columns corresponding to C(b) put the column corresponding
to b.
(4) Then comes the rest of the blocks B \ (C(b) ∪ b) in any order.
The incidence matrix has the form
(3.1) M =
(
Cb jk 0
M1 0n−k M2
)
,
where Cb is of size k×k (r − 1), since the cardinality of C(b) is k (r − 1) and the column
vectors jk, 0n−k represent the block b.
Moreover, Cb has the form
Cb =


j⊤ 0⊤ · · · 0⊤
0⊤ j⊤ · · · 0⊤
...
...
. . .
...
0⊤ 0⊤ · · · j⊤

 ,
where j and 0 are column vectors of length r − 1.
It is easy to see by the definition of I∗ in (2.4), that the incidence matrix M∗ of the
new system D∗ has the form
M∗ =
(
C∗b jk 0
M1 0n−k M2
)
,
where except C∗b all the other submatrices are the same as in (3.1), hence M and M
∗
differ at most in a k × k (r − 1) submatrix. Finally, we notice that equivalent block
colorings correspond to the permutations of the first k rows of M.
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4. Paramodification for classes of 2-designs
In this section, we discuss the paramodification of certain well known classes of 2-
designs.
4.1. Projective and affine planes. The case of a finite projective plane is trivial.
While the case of a finite affine plane is easy, we are not aware of any occurrence of this
construction in the literature, and we give a detailed proof.
Proposition 4.1. (i) Paramodifications of a finite projective plane are isomorphic.
In other words, finite projective planes are para-rigid.
(ii) Paramodifications of a finite affine plane are associated to the same projective
plane.
Proof. (i) Let D be a projective plane of order q, that is, an S(2, q + 1, q2 + q + 1).
For any line b, Db is an affine plane S(2, q, q
2) with a unique parallelism. Hence, the
proper block colorings of C(b) are equivalent and the corresponding paramodifications
are isomorphic.
(ii) LetD = (P,B, I) be an affine plane of order q. D can be embedded in a projective
plane Π =
(
P¯, B¯, I¯
)
of order q and Π is unique up to isomorphism. We show that any
paramodification D∗χ,b of D can be embedded in Π. This is obvious if χ and χb are
equivalent. From now on, we assume that this is not the case, that is, there are distinct
lines ℓ1, ℓ2 ∈ C(b) such that χ(ℓ1) = χ(ℓ2) and ℓ1 ∩ ℓ2 6∈ b. Not meeting on b and being
disjoint off b, the lines ℓ1, ℓ2 must be parallel in D. Take a third line ℓ3 ∈ C(b) in the
same color class, ℓ3 6= ℓ1, ℓ2. At least one of ℓ1 ∩ ℓ3, ℓ2 ∩ ℓ3 does not lie on b, we must
have ℓ1‖ℓ2‖ℓ3. Being of the same size q, the color class of ℓ1 coincides with its parallel
class.
We claim that any color class κ of χ is a parallel class of D. In order to show this, it
suffices to find two lines m1, m2 ∈ κ such that m1 ∩m2 6∈ b. Then, the argument above
proves that κ is indeed a parallel class. Fix m1 ∈ κ and define Q = m1 ∩ b. Let ℓ be
the unique line which is parallel to ℓ1 and incident with Q. Then, ℓ 6∈ κ, and therefore
κ has a line m2 with is not incident with Q. Hence, m1∩m2 6∈ b, and the claim follows.
Let ℓ∞ be the line at infinity with respect to D in Π. For the (affine) point P ∈ b, let
ε(P ) be the infinite point of the parallel class χ−1(P ). For P ∈ P \ b, we put ε(P ) = P .
It is straightforward to show that ε is an embedding of D∗χ,b in Π, which finishes the
proof. 
Remark 4.2. Let D be a finite Desarguesian affine plane. While D is not para-rigid, it
is isomorphic to any of its paramodifications.
4.2. Steiner triple systems. A Steiner triple system STS(n) is a S(2, 3, n); an STS(n)
exists if and only if n ≡ 1, 3 (mod 6). Steiner triples systems, cubic graphs (regular
graphs of degree 3), and edge colorings are much connected from different point of
views. For example, there are many recent papers which investigate the egde colorings
of cubic graphs by Steiner triples systems, see [11] and the references therein. Our
approach seems to have in common with the study of cubic trades in Steiner triples
systems [5].
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Let T = (P,B, I) be an STS(n) and fix a triple b = {x, y, z} ∈ B. Then, the
meaning of Lemma 2.2 is that Tb is a simple cubic graph whose edges can be colored
by three colors. Vizing’s celebrated edge-coloring theorem asserts that any cubic graph
can be edge-colored by three or four colors in such a way that adjacent edges receive
distinct colors. While three colors are not enough to color all cubic graphs, and the
corresponding decision problem is difficult [13]. Paramodifications of T correspond to
edge 3-colorings of Tb. Let Γ be an egde 3-colored cubic graph. The union of two color
classes is a regular subgraph of degree 2, hence it is the disjoint union of cycles of even
length. Let γ = {v1, . . . , v2m} be such a cycle. By switching the two colors in γ we
obtain a new edge 3-coloring of Γ which is equivalent to the original one if and only if
n = 2m+ 1. Recently, cycles in cubic graphs, their length and especially Hamiltonian
cycles are a central and well-studied topic in graph theory, see [4,7,9,20]. The authors
of this paper are not aware of any results which could help to describe the structure of
edge 3-colored cubic graphs which occur as Tb for a Steiner triples system T.
We close this subsection by formulating an open problem on para-rigid Steiner triples
systems. Notice that the Steiner triple system T is para-rigid, if the cubic graph Tb
has a unique edge 3-coloring for each block b.
Problem 4.3. Are there para-rigid Steiner triple systems?
4.3. Unitals with many translation centers. In fact, the idea of paramodification
of Steiner systems has been motivated by the following construction of Grundho¨fer,
Stroppel and Van Maldeghem [12]. The following presentation restricts to the finite
case.
Let q be an integer, G a group of order q3 − q. Let T be a subgroup of order q
such that conjugates T g and T h have trivial intersection unless they coincide (i.e., the
conjugacy class TG forms a T.I. set). Assume that there is a subgroup S of order q+1
and a collection D of subsets of G such that
(D1) each set D ∈ D contains 1,
(D2) any D ∈ D has size q + 1,
(D3) |D| = q − 2.
(D4) For each D ∈ D, the map (D × D) \ {(x, x) | x ∈ D} → G : (x, y) → xy−1 is
injective.
Furthermore, we assume that the following property holds:
(P) The system consisting of S \ {1}, all conjugates of T \ {1} and all sets
D∗ := {xy−1 | x, y ∈ D, x 6= y}
with D ∈ D forms a partition of G \ {1}.
We define an incidence structure with point set P = G ∪ [∞] and block set B =
B∞ ∪ {[∞]}, where
B∞ := {Sg | g ∈ G} ∪ {T hg | h, g ∈ G} ∪ {Dg | D ∈ D, g ∈ G}
and the block at infinity
[∞] = {T h | h ∈ G}
NEW STEINER SYSTEMS FROM OLD ONES BY PARAMODIFICATIONS 7
consists of the conjugates of T in G. We define two incidence relations I and I♭. For
both, g ∈ G and b ∈ B∞ are incident if and only if g ∈ b. Moreover, the points on the
block at infinity [∞] are exactly the conjugates of T . The incidence between an affine
block and a point at infinity can be defined in two different ways.
(a) Make each T h incident with each coset T hg
−1
g = gT h (and no other block in B∞).
This gives an incidence structure UD = (P,B, I).
(b) Make each conjugate T h incident with each coset T hg (and no other block in B∞).
This gives an incidence structure U♭
D
= (P,B, I♭).
Then both UD and U
♭
D
are linear spaces, and the following hold.
(i) UD and U
♭
D
are 2-(q3 + 1, q + 1, 1) designs; i.e., unitals of order q.
(ii) Via multiplication from the right on G and conjugation on the point row of [∞],
the group G acts as a group of automorphisms on UD.
(iii) On UD the group G also acts by automorphisms via multiplication from the right
on G but trivially on the point row of [∞].
(iv) On the unital UD each conjugate of T acts as a group of translations. Thus each
point on the block [∞] is a translation center, and G is two-transitive on [∞].
(v) On the unital U♭
D
the group G contains no translation except the trivial one.
It is immediate that UD and U
♭
D
are paramodifications. Indeed, we have
C([∞]) = {T hg | h, g ∈ G}
consists of right cosets of a conjugate of T , which are at the same time left cosets of
another conjugate of T . With b′ = T hg = gT hg ∈ C([∞]), the two block colorings are
χ(b′) = T h, χ♭(b′) = T hg.
Starting with G = SU(2, q), the subgroups T, S and the system D can be chosen such
that UD is isomorphic to the classical Hermitian unital of order q, and U
♭
D
is isomorphic
to Gru¨ning’s unital [10], embedded in Hall planes and their duals, see [12, Section 3.1].
In particular, Gru¨ning’s unitals are paramodifications of the classical Hermitian unitals.
In [12], the authors construct two more non-classical unitals UE , U
♭
E
of order 4. In this
case, G = SU(2, 4) ∼= SL(2, 4) ∼= A5. Using a computer, Verena Mo¨hler (Karlsruhe)
[22] found further non-classical unitals of the form UD and U
♭
D
for G = SL(2, 8).
5. Effective computation of block colorings
Let D = (P,B, I) be a Steiner system S(2, k, n). Let b ∈ B be a block and consider
the subsystem Db = (P \ b, C(b), I). We are interested in the effective computation of
all block colorings of Db in order to construct new Steiner systems of given parameters
by paramodification. We formulate the problem in the language of vertex colorings
of simple graphs, which is known to be NP-complete in general. However, there are
methods to deal with it for certain ranges of parameters. We compare two methods,
the first one is based on clique partitions and the other is based on integer linear
programming.
The line graph Γ = (V,E) of Db is defined by V = C(b), and (b1, b2) ∈ E if and
only if b1 and b2 have a unique point P 6∈ b in common. A straightforward consequence
of Lemma 2.2 is that Γ is a (k − 1)2-regular simple graph. A proper block coloring
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χ : C(b) → b of the subsystem Db is equivalent with a proper vertex coloring of the
graph Γ using k colors. We can make this equivalence more precise by using the notion
of vertex b-colorings. This has been introduced by Irving and Manlove [14], see also
the recent survey paper [16] with special emphasis on the complexity and algorithmic
aspects of computing the b-chromatic number of a simple graph.
Definition 5.1. Let G = (V,E) be a simple graph and χ : V → C a proper vertex
coloring. The vertex v ∈ V is called dominant, if for any color c′ ∈ C \ {χ(v)} there
is a neighbor v′ of v such that χ(v′) = c′. The coloring χ is said to be a b-coloring if
there is at least one dominant vertex in each color class.
Lemma 5.2. The map χ : C(b)→ b is a proper block coloring of Db if and only if it is
a b-coloring of the line graph Γ of Db.
Proof. If χ is a b-coloring of Γ, then it is also a proper block coloring of Db trivially.
Let χ : C(b) → b be a proper block coloring of Db using k colors. We show that each
block β is a dominant vertex of Γ. Fix a point P ∈ β \ b. By Lemma 2.2 there are
exactly k blocks in C(b) incident with P , hence these k blocks (including the block
β) form a k-clique in Γ. Therefore the block coloring χ must assign different colors to
these k blocks, which means that every block in the clique is dominant and the blocks
are colored with k different colors. 
5.1. Colorings by the set cover method. One way to compute all b-colorings of
the graph Γ is to find all solutions of a set cover problem of independent sets. In fact, a
color class is an independent set of size K = (n− k) / (k − 1) and the k color classes of
a coloring χ are pairwise disjoint. The first step is to compute the set Y of independent
K-sets of Γ. In the second step, one constructs the graph Γ∗ with vertex set Y and edges
(S1, S2) with disjoint S1, S2. In the last step, we determine all cliques of size k of Γ
∗.
Using the GRAPE package [23] of GAP [6], this approach is easy to implement. Moreover,
GRAPE allows the user to exploit the automorphism group of the Steiner system D and
the automorphism group of the graph Γ which makes the computation quite effective.
5.2. Colorings by integer linear programming. The b-coloring problem can be
formulated as an integer linear programming (ILP) problem [16, Section 8.4], for an
exact formulation see [17, Section 2]. Most of the ILP solvers are optimized to find one
solution of each problem. However, for our block coloring problem we are interested in
finding all solutions. Up to our knowledge, this is only possible with the MILP solver
SCIP [8].
As mentioned above, there are many ways to give the ILP formulation of a graph
coloring problem. The assignment-based model [15, Subsection 2.2] is the standard
formulation of the vertex coloring problem. This formulation uses only binary variables,
one for each color and one for each vertex-color pair, and the objective is to minimize
the number of used colors. Since we are only interested in k-colorings, this allows us to
simplify the model slightly.
There are other approaches as well, based on partial ordering, like POP and POP2 [15,
Section 3]. The idea is to introduce a partial ordering on the union of the vertices and
the color set, and encode these relations with binary variables. The authors also provide
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the relation between these new variables and the variables occurring in the standard
assignment-based model.
A drawback of the ILP formulations is that, in contrast to the set cover method, it is
hard to make use of the symmetry of the underlying graph. Our conclusion is that since
GRAPE is very effective in coping with symmetries of a line graph, it is better suited to
compute all paramodifications of a given Steiner system.
6. Paramodification of unitals of order 3 and 4
In this section we present computational results on paramodifications of known small
unitals. In this way we construct 173 new unitals of order 3, and 25 641 new unitals of
order 4. We study the following classes of abstract unitals of order at most 6:
Class BBT: 909 unitals of order 3 by Betten, Betten and Tonchev [3].
Class KRC: 4 466 unitals of order 3 by Krcˇadinac [18]. This class contains all
abstract unitals of order 3 with a nontrivial automorphism group. 722 of the
BBT unitals appear in KRC.
Class KNP: 1777 unitals of order 4 by Krcˇadinac, Nakic´ and Pavcˇevic´ [19],
Class BB: two cyclic unitals of order 4 and 6 by Bagchi and Bagchi [1]. The
cyclic BB unital of order 4 is contained in KNP, as well. [TODO: Check is
BB(6) is para-rigid!]
We access the libraries of small unitals and carry out the computations using the
GAP package UnitalSZ [21]. If D is a BB unital of order 6 then Db has a unique block
coloring for each block b, that is, paramodification gives no new unitals of order 6.
For a fixed integer q, let Ψq denote the graph, whose vertices are all unitals of order
q, up to isomorphism. Two vertices are connected if and only if the corresponding
unitals are paramodifications of each other. We carried out computations to determine
the connected components of Ψ3 and Ψ4, containing at least one unital from the classes
BBT, KRC or KNP. For the case of order 3, we found all such components, resulting
173 new unitals of order 3. This subgraph of Ψ3 is complete in the sense that all
paramodifications of all vertices are known, see Table 1.
In the case of order 4, out of the 1 777 unitals of KNP, 1 458 turn out to be isolated
vertices of Ψ4. By repeating the paramodification step, we produced 25 641 new unitals
of order 4. However, the graph is incomplete as it has unfinished vertices; these are
unitals whose paramodifications have not been computed yet. Not counting the iso-
lated vertices, the number of complete connected components is 142. The remaining 6
components are all incomplete, with 12 610 unfinished vertices in total. Concerning the
growth of the connected components, its is very hard to say anything mathematically
reasonable. The largest component with 7 596 known vertices has 8 vertices of KNP
type, and its growth in the breath-first search is
8, 45, 425, 7118, ???
In Table 2 we present the comparison of run-times of different algorithms for the
computation of (χ, b)-paramodifications. The reader can find further scientific data on
paramodification of unitals on the web page http://www.math.u-szeged.hu/~mezofi/unitals/.
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Table 1. Distribution of the sizes of the connected components
size of comp nr of comp’s in Ψ3 nr of comp’s in Ψ4
isolated vertex 3 182 1 458
2–5 466 99
6–10 35 13
11–100 13 16
101– 1 000 14
1 342 1∗
1 478 1∗
2 557 1∗
3 487 1∗
4 035 1∗
7 596 1∗
Table 2. Mean and maximal run-times of different methods in millisec-
onds of 30 random KNP unitals and a random block
method mean maximum
set cover (GAP) 142 316
assignment (SCIP) 3369 9804
POP (SCIP) 4082 12266
POP2 (SCIP) 4444 14707
References
[1] S. Bagchi and B. Bagchi, Designs from pairs of finite fields. I. A cyclic unital U(6) and other
regular Steiner 2-designs, J. Combin. Theory Ser. A 52 (1989), no. 1, 51–61, DOI 10.1016/0097-
3165(89)90061-7. MR1008159
[2] T. Beth, D. Jungnickel, and H. Lenz, Design theory. Vol. I, 2nd ed., Encyclopedia of Mathematics
and its Applications, vol. 69, Cambridge University Press, Cambridge, 1999. MR1729456
[3] A. Betten, D. Betten, and V. D. Tonchev, Unitals and codes, Discrete Math. 267 (2003), no. 1-3,
23–33. Combinatorics 2000 (Gaeta). MR1991559
[4] S. Bonvicini and T. Pisanski, A novel characterization of cubic Hamiltonian graphs via the associ-
ated quartic graphs, Ars Math. Contemp. 12 (2017), no. 1, 1–24, DOI 10.26493/1855-3974.921.b14.
MR3610759
[5] N. J. Cavenagh and T. S. Griggs, Subcubic trades in Steiner triple systems, Discrete Math. 340
(2017), no. 6, 1351–1358, DOI 10.1016/j.disc.2016.10.021. MR3624619
[6] GAP – Groups, Algorithms, and Programming, Version 4.10.2, The GAP Group, 2019.
[7] H. Gebauer, Enumerating all Hamilton cycles and bounding the number of Hamilton cycles in
3-regular graphs, Electron. J. Combin. 18 (2011), no. 1, Paper 132, 28. MR2817782
[8] Ambros Gleixner, Michael Bastubbe, Leon Eifler, Tristan Gally, Gerald Gamrath, Robert Lion
Gottwald, Gregor Hendel, Christopher Hojny, Thorsten Koch, Marco E. Lu¨bbecke, Stephen J.
Maher, Matthias Miltenberger, Benjamin Mu¨ller, Marc E. Pfetsch, Christian Puchert, Daniel
Rehfeldt, Franziska Schlo¨sser, Christoph Schubert, Felipe Serrano, Yuji Shinano, Jan Merlin Vier-
nickel, Matthias Walter, Fabian Wegscheider, Jonas T. Witt, and Jakob Witzig, The SCIP Opti-
mization Suite 6.0, Optimization Online, 2018.
NEW STEINER SYSTEMS FROM OLD ONES BY PARAMODIFICATIONS 11
[9] H. H. Glover, K. Kutnar, and D. Marusˇicˇ, Hamiltonian cycles in cubic Cayley graphs: the
〈2, 4k, 3〉 case, J. Algebraic Combin. 30 (2009), no. 4, 447–475, DOI 10.1007/s10801-009-0172-
5. MR2563136
[10] K. Gru¨ning, A class of unitals of order q which can be embedded in two different planes of order
q2, J. Geom. 29 (1987), no. 1, 61–77, DOI 10.1007/BF01234988. MR895943
[11] M. J. Grannell, T. S. Griggs, E. Ma´cˇajova´, and M. Sˇkoviera, Coloring cubic graphs by
point-intransitive Steiner triple systems, J. Graph Theory 74 (2013), no. 2, 163–181, DOI
10.1002/jgt.21698. MR3090714
[12] T. Grundho¨fer, M. J. Stroppel, and H. Van Maldeghem, A non-classical unital of order four with
many translations, Discrete Math. 339 (2016), no. 12, 2987–2993, DOI 10.1016/j.disc.2016.06.008.
MR3533345
[13] I. Holyer, The NP-completeness of edge-coloring, SIAM J. Comput. 10 (1981), no. 4, 718–720,
DOI 10.1137/0210055. MR635430
[14] R. W. Irving and D. F. Manlove, The b-chromatic number of a graph, Discrete Appl. Math. 91
(1999), no. 1-3, 127–141, DOI 10.1016/S0166-218X(98)00146-2. MR1670155
[15] A. Jabrayilov and P. Mutzel, New integer linear programming models for the vertex coloring prob-
lem, LATIN 2018: Theoretical informatics, Lecture Notes in Comput. Sci., vol. 10807, Springer,
Cham, 2018, pp. 640–652. MR3786990
[16] M. Jakovac and I. Peterin, The b-chromatic number and related topics—a survey, Discrete Appl.
Math. 235 (2018), 184–201, DOI 10.1016/j.dam.2017.08.008. MR3732606
[17] I. Koch and J. Marenco, An integer programming approach to b-coloring, Discrete Optim. 32
(2019), 43–62, DOI 10.1016/j.disopt.2018.12.001. MR3958743
[18] V. Krcˇadinac, Some new Steiner 2-designs S(2, 4, 37), Ars Combin. 78 (2006), 127–135.
MR2194756
[19] V. Krcˇadinac, A. Nakic´, and M. O. Pavcˇevic´, The Kramer-Mesner method with tactical de-
compositions: some new unitals on 65 points, J. Combin. Des. 19 (2011), no. 4, 290–303, DOI
10.1002/jcd.20277. MR2838908
[20] J. Mu¨ttel, D. Rautenbach, F. Regen, and T. Sasse, On the cycle spectrum of cubic Hamil-
tonian graphs, Graphs Combin. 29 (2013), no. 4, 1067–1076, DOI 10.1007/s00373-012-1156-0.
MR3070075
[21] D. Mezo˝fi and G. P. Nagy, UnitalSZ – a GAP package, Version 0.5 (2018),
https://nagygp.github.io/UnitalSZ/.
[22] V. Mo¨hler, Personal communication, Karlsruhe, Feb. 13, 2020.
[23] L. H. Soicher, GRAPE, GRaph Algorithms using PErmutation groups, Version 4.8.3 (2019),
https://gap-packages.github.io/grape. Refereed GAP package.
Bolyai Institute, University of Szeged, Aradi ve´rtanu´k tere 1, H-6720 Szeged, Hun-
gary
E-mail address : mezofi@math.u-szeged.hu
Department of Algebra, Budapest University of Technology and Economics, Egry
Jo´zsef utca 1, H-1111 Budapest, Hungary
Bolyai Institute, University of Szeged, Aradi ve´rtanu´k tere 1, H-6720 Szeged, Hun-
gary
E-mail address : nagyg@math.bme.hu
