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Suppose that f = (u, v) is a homeomorphism in the plane of the Sobolev class W 1,1loc such
that its inverse is of the same Sobolev class. We prove that u and v have the same set
of critical points. As an application we show that u and v are distributional solutions
to the same non-trivial degenerate elliptic equation in divergence form. We study similar
properties also in higher dimensions.
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1. Introduction
The interplay between planar elliptic PDE’s and Function Theory has been known since pioneering works of C.B. Mor-
rey [22], R. Caccioppoli [7], L. Bers and L. Nirenberg [4], I.N. Vekua [27] and B. Bojarski [5] (see also [2,20]).
Let Ω ⊂ R2 be a domain. We say that a homeomorphism f = (u, v) : Ω → R2 is a K -quasiconformal mapping for
a constant K  1, if f ∈ W 1,2loc (Ω,R2) and∣∣Df (x)∣∣2  K J f (x) a.e. x ∈ Ω,
where |Df (x)| denotes the operator norm of the gradient and J f (x) is the Jacobian determinant of f . Quasiconformal
mappings possess many good properties (see e.g. [6,16,25,26]) among them let us mention that they are a.e. differen-
tiable, map sets of measure zero to sets of measure zero and the inverse f −1 of a K -quasiconformal mapping is also
K -quasiconformal.
It is well known that there is a close connection between quasiconformal mappings in the plane and the solutions
of elliptic equation in divergence form. Namely, for each K -quasiconformal map f = (u, v), the functions u and v lie in
W 1,2loc (Ω) and satisfy the same elliptic equation
div A(x)∇u = 0 and div A(x)∇v = 0, (1.1)
where A = A(x) ∈ L∞(Ω;R2 × R2) is a symmetric matrix with det A = 1 satisfying the uniform ellipticity bounds
|ξ |2
K

〈
A(x)ξ, ξ
〉
 K |ξ |2 (1.2)
(see [18]). On the other hand such elliptic equations generate quasiconformal mappings. Namely, for each non-constant
solution u ∈ W 1,2(Ω) of the elliptic equation
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where A = tA satisﬁes (1.2) there exists a K -quasiconformal mapping g : Ω → B1(0) (B1(0) denotes the unit ball centered
at zero) and a real valued harmonic function h on B1(0) such that
u = h ◦ g in Ω.
In the present paper we consider a far reaching generalization of quasiconformal mappings and their relation to PDE’s.
Deﬁnition 1. Let Ω and Ω ′ be bounded domains in Rn . A homeomorphism f : Ω onto−→ Ω ′ is said to be bi-Sobolev map
if f belongs to the Sobolev space W 1,1loc (Ω;Ω ′) and its inverse g = f −1 belongs to W 1,1loc (Ω ′;Ω). More speciﬁcally, if
f ∈ W 1,ploc (Ω;Ω ′) and g ∈ W 1,ploc (Ω ′;Ω), 1 p ∞, then we say that f is W 1,p-bi-Sobolev.
A ﬁrst interesting property of a bi-Sobolev map f = (u, v) in the plane is that u and v have the same critical points.
Theorem 2. Let f : Ω onto−→ Ω ′ be a bi-Sobolev map f = (u, v). Then u and v have the same critical points:{
x ∈ Ω: ∇u(x) = 0}= {x ∈ Ω: ∇v(x) = 0} a.e.
The same result holds also for the inverse f −1. Let us note that the conclusion of Theorem 2 is not true if we only
assume that the homeomorphism f is in BV loc (and thus also f −1 ∈ BV loc, see [15]). Indeed, consider the usual Cantor
ternary function ϕ : (0,1) → (0,1) and deﬁne g(t) = t + ϕ(t) and h = g−1. Then the mapping
f (x1, x2) =
(
h(x1), x2
)
on (0,2) × (0,1) is a homeomorphism in W 1,∞loc whose inverse is in BV but fails to belong to W 1,1loc . One can easily check
that the gradient of the ﬁrst component of f vanish on a set of measure 1 while the norm of the gradient of the second is
identically one.
Let us point out that we only assume that f and f −1 are in W 1,1loc . In the category of W
1,p-bi-Sobolev maps, the case
1  p < 2 (see [24]) is critical with respect to the so-called N property of Lusin, i.e. that a function maps every set of
measure zero to a set of measure zero. Let us mention that for W 1,2-bi-Sobolev mappings the statement of Theorem 2 is
obviously satisﬁed. In fact (see [20, p. 150]), for homeomorphisms in W 1,2loc we have the N property. Clearly{
x ∈ Ω: ∇u(x) = 0}⊂ {x ∈ Ω: J f (x) = 0}.
Analogously to (2.2) below we can decompose the set { J f = 0} into a null set Z and countably many sets on which we can
use Sard’s Lemma. It follows that∣∣ f ({ J f (x) = 0} \ Z)∣∣= 0 and hence ∣∣ f ({∇u = 0} \ Z)∣∣= 0.
Since f −1 satisﬁes the Lusin N property we obtain |{∇u = 0}| = 0 and analogously |{∇v = 0}| = 0 as well.
It is well known that to each quasiconformal mapping there corresponds an elliptic equation (1.1). Matters are quite
different if f = (u, v) is only a W 1,1loc -homeomorphism and the distortion K = K (x) (see Preliminaries) is not bounded.
Nevertheless to any such f there corresponds a degenerate elliptic matrix A = A f (x) with eigenvalues in the interval
[ 1K (x) , K (x)] such that u and v are very weak solutions to (1.1), i.e. u, v ∈ W 1,1loc satisfy (1.1) in the sense of distributions.
Theorem 3. To each bi-Sobolev mapping f : Ω → Ω ′ , f = (u, v), there corresponds a measurable function A = A(x) valued in
symmetric matrices with det A(x) = 1 that for a.e. x ∈ Ω and for all ξ ∈ R2 we have
|ξ |2
K (x)

〈
A(x)ξ, ξ
〉
 K (x)|ξ |2, (1.3)
where K (x) denotes the distortion function of f (see (2.5)). The components of f are very weak solutions of Eqs. (1.1)with ﬁnite energy,
i.e. ∫
Ω
〈
A(x)∇u,∇u〉< ∞ and ∫
Ω
〈
A(x)∇v,∇v〉< ∞.
In the proof of Theorem 3 it is crucial that u and v have the same set of critical points. Unfortunately the situation is
not so simple in higher dimension. In Section 6 we give an example of a bi-Sobolev map in Rn , n 3, such that J f = 0 and
|Df | > 0 on a set of positive measure and specially the critical sets of the components of f are not the same. Regarding
the higher-dimensional setting we are able to prove the following generalization of Theorem 2 (see Preliminaries for the
deﬁnition of mapping of ﬁnite distortion).
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everywhere on E. Then |adj Df | = 0 almost everywhere on E. If we moreover assume that J f  0 it follows that f has ﬁnite inner
distortion.
Moreover in Section 5 we study the connection between the integrability of the inner distortion KI, f and the regularity
of f and f −1. In Theorem 5 we show that for every W 1,n-bi-Sobolev mapping such that J f  0 almost everywhere we
have that KI, f and KI, f −1 are integrable.
2. Preliminaries
Let Ω and Ω ′ be bounded domains in Rn and let us denote by Hom(Ω;Ω ′) the set of all homeomorphisms f : Ω →
Ω ′ = f (Ω).
Given a square n × n matrix D , we deﬁne the norm |D| as the supremum of |Dξ | over all vectors ξ of unit euclidean
norm. The adjugate adj D of a regular matrix D is deﬁned by the formula
D · adj D = I · det D, (2.1)
where det D denotes the determinant of D and I is the identity matrix.
The mapping f : Ω → Rn satisﬁes the Lusin condition N if the implication |E| = 0 ⇒ | f (E)| = 0 holds for any measurable
set E ⊂ Ω . We say that two sets A, B ⊂ Rn satisfy A = B a.e. if their symmetrical difference has measure zero, i.e.∣∣(A \ B) ∪ (B \ A)∣∣= 0.
We will use the well-known area formula for homeomorphisms in W 1,1loc (Ω;Rn). It is known that each f ∈ W 1,1loc (Ω;Rn)
is approximatively differentiable almost everywhere [9, Theorem 3.1.4] and that the set of approximative differentiability
can be exhausted up to a set of measure zero by sets the restriction to which of f is Lipschitz [9, Theorem 3.1.8]. Hence we
can decompose Ω into pairwise disjoint sets
Ω = Z ∪
∞⋃
k=1
Ωk (2.2)
such that |Z | = 0 and f |Ωi is Lipschitz. Let f ∈ W 1,1loc (Ω;Rn) be a homeomorphism and let B ⊂ Ω be a Borel set. Let η be a
nonnegative Borel measurable function on Rn . Without any additional assumption we have∫
B
η
(
f (x)
)∣∣ J f (x)∣∣dx
∫
f (B)
η(y)dy. (2.3)
This follows from the area formula for Lipschitz mappings and (2.2). The equality∫
B
η
(
f (x)
)∣∣ J f (x)∣∣dx =
∫
f (B)
η(y)dy (2.4)
is satisﬁed if f is a homeomorphism that satisﬁes the Lusin condition N , the reason for validity is the same as for (2.3). For
a bi-Sobolev mapping f the N-property is not guaranteed unless f ∈ W 1,nloc (Ω;Ω ′) (see [24] and [21]).
We say that a homeomorphism f ∈ W 1,1loc (Ω,Rn) has ﬁnite (outer) distortion if its Jacobian is strictly positive on a set
where |Df | does not vanish. We deﬁne its (outer) distortion function
K (x) =
{ |Df (x)|n
J f (x)
for J f (x) > 0,
1 for J f (x) = 0.
(2.5)
We say that a homeomorphism f ∈ W 1,1loc (Ω,Rn) has ﬁnite inner distortion if its Jacobian is strictly positive on a set where|adj Df | does not vanish. We deﬁne its inner distortion function
KI (x) =
{ |adj Df (x)|n
J f (x)n−1
for J f (x) > 0,
1 for J f (x) = 0.
Let us note that in dimension n = 2 these two notions clearly coincide. If we further assume that K is bounded we recover
the well-known class of quasiconformal mappings. It is well known [6] that the inverse of quasiconformal mapping is
quasiconformal as well.
Recall that the inverse of a homeomorphism of ﬁnite distortion f ∈ Hom(Ω;Ω ′) ∩ W 1,n−1loc belong to W 1,1loc , but the
inverse of f ∈ Hom(Ω;Ω ′) ∩ W 1,n−1 belong to BV loc only (see [8]).loc
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It was shown in [12] and [8] that each bi-Sobolev mapping in dimension n = 2 has ﬁnite distortion. Such a conclusion
is not valid in higher dimensions (see Example 11 and Remark 13) but we can prove that it has ﬁnite inner distortion if
J f  0.
Proof of Theorem 4. Suppose that the statement is not valid. Let A be a set such that |A| > 0, J f = 0 and |adj Df | > 0
on A. We can assume that f is Lipschitz on A and hence use area and coarea formula (because analogously to (2.2) we
can decompose A up to a set of measure zero into countably many pieces where f is Lipschitz and one of them must have
positive measure).
Let pi denote the projection on the plane xi = 0. Set hi = pi ◦ f and denote the line segment in f (Ω) by l(z) = p−1i (z)
for z ∈ Rn−1. Since |adj Df | > 0 we can ﬁnd i ∈ {1, . . . ,n} such that |adj Dhi | > 0 on a subset of A of positive measure (again
we will denote it by A). Since∫
A
J f = 0 we get
∣∣ f (A)∣∣= 0
by (2.4). Using coarea formula (see e.g. [9]) we get (H stands for Hausdorff measure)
0<
∫
A
∣∣adj Dhi∣∣=
∫
H1(x ∈ A: hi(x) = z)dHn−1(z).
It follows that for a set of positive Hn−1 measure we have
H1(x ∈ A: hi(x) = z)= H1[ f −1( f (A) ∩ l(z))]> 0.
Since | f (A)| = 0 we get that for Hn−1 almost every z we have H1[ f (A) ∩ l(Z)] = 0 and thus H1[ f −1( f (A) ∩ l(z))] = 0 a
contradiction. The last fact follows from the ACL condition for f −1, i.e. that f −1 is absolutely continuous on almost all lines
parallel to coordinate axes. 
Proof of Theorem 2. From Theorem 4 we know that{
x ∈ Ω: J f (x) = 0
}⊂ {x ∈ Ω: ∣∣Df (x)∣∣= 0} a.e.
and therefore{
x: Du(x) = 0}⊂ {x: J f (x) = 0}⊂ {x: ∣∣Df (x)∣∣= 0}⊂ {x: Dv(x) = 0} a.e.
The other inclusion is completely analogous. 
4. Mappings and operators
Proof of Theorem 3. In this proof we follow some ideas of [1,19] where the case of W 1,2 solutions was studied. Let us set
a11(x) =
v2x2 (x) + u2x2 (x)
J f (x)
, a22(x) =
v2x1 (x) + u2x1 (x)
J f (x)
,
a12(x) = a21(x) = − vx1 (x)vx2 (x) + ux1 (x)ux2 (x)
J f (x)
(4.1)
if x ∈ Ω is such that J f (x) = 0. For the points x ∈ Ω such that J f (x) = 0, we set
aij(x) = δi j .
It can be easily checked that the matrix A = (aij) is symmetric and det A(x) = 1.
Since A(x) is positive deﬁnite matrix of determinant 1 we get that its eigenvalues satisfy 0 < λ1(x) = 1/λ2(x) and for
every ξ ∈ R2 we have
λ1(x)|ξ |2 
〈
A(x)ξ, ξ
〉
 λ2(x)|ξ |2.
Let us recall [3] that
K (x) + 1
K (x)
= ‖Df (x)‖
2
J (x)
,f
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that
det
(
A(x) − λI)= λ2 − λ‖Df (x)‖2
J f (x)
+ 1
and therefore by ﬁnding roots of the quadratic polynomial it is easy to check that K (x) and 1/K (x) are eigenvalues of A(x)
which veriﬁes (1.3).
We claim that{−ux2 (x) = a11(x)vx1 (x) + a12(x)vx2 (x),
ux1 (x) = a12(x)vx1 (x) + a22(x)vx2 (x)
for a.e. x ∈ Ω. (4.2)
This can be veriﬁed by a direct computation for every point such that J f (x) = 0. If J f (x) = 0 then |Df (x)| = 0 by Theorem 4
and therefore (4.2) is clearly satisﬁed.
For any ϕ ∈ C∞0 (Ω) we can use (4.2) to obtain∫
Ω
〈
A(x)∇v(x),∇ϕ(x)〉dx = ∫
Ω
(−ux2 (x)ϕx1 (x) + ux1 (x)ϕx2 (x))dx
=
∫
Ω
(
u(x)ϕx1,x2 (x) − u(x)ϕx2,x1 (x)
)
dx = 0
and therefore v is a very weak solution of (1.1).
From (4.2) we see that 〈A(x)∇v,∇v〉 = J f (x) and therefore we can use (2.3) to conclude∫
Ω
〈
A(x)∇v(x),∇v(x)〉dx = ∫
Ω
J f (x)dx
∣∣ f (Ω)∣∣< ∞.
Analogously we can check that u is a very weak solution with ﬁnite energy. 
5. Distortion of W 1,p-bi-Sobolev mappings
If we assume additional regularity of our mapping we obtain additional properties. Let us note that such a conclusion
cannot be valid if we only assume that f is W 1,p-bi-Sobolev map for p < n (see Example 14).
Theorem 5. Let f : Ω → Ω ′ be a W 1,n-bi-Sobolev mapping such that J f  0 almost everywhere. Then K I, f ∈ L1(Ω) and
K I, f −1 ∈ L1(Ω ′). Namely∫
Ω
∣∣Df (x)∣∣n dx = ∫
Ω ′
KI, f −1 (y)dy (5.1)
and ∫
Ω ′
∣∣Df −1(y)∣∣n dy = ∫
Ω
KI, f (x)dx. (5.2)
Proof. Let us prove (5.2). Then (5.1) would follow by symmetry. By [21] we know that f and f −1 verify the Lusin N-
property. From (2.4) we then easily deduce that W 1,n-homeomorphisms f and f −1 have positive Jacobians:
J f (x) > 0 a.e. x ∈ Ω and J f −1 (y) > 0 a.e. y ∈ Ω ′. (5.3)
We know that f is differentiable almost everywhere [23] and that at each point of differentiability of f such that
J f −1 (y) > 0 we have
Df −1(y) = (Df ( f −1(y)))−1. (5.4)
Using this, (5.3), (2.1) and (2.4) we have∫
Ω
KI, f (x)dx =
∫
Ω
|adj Df (x)|n
J f (x)n−1
dx =
∫
Ω
∣∣(Df (x))−1∣∣n J f (x)dx
=
∫
Ω ′
∣∣(Df ( f −1(y)))−1∣∣n dy = ∫
Ω ′
∣∣Df −1(y)∣∣n dy.  (5.5)
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K f −1 (y) = K f
(
f −1(y)
)
for each bi-Sobolev mapping in the plane. Notice that in general (with the exception of the special case of W 1,2-bi-Sobolev
mappings) the distortions K f and K f −1 enjoy different regularity in the category of Lebesgue L
p spaces or EXP spaces.
Next theorem shows that the regularity of the distortion K f increases with the summability of the gradient of the
Sobolev homeomorphism f . More precisely, we have
Theorem 6. Let p > n and let f : Ω → Ω ′ be a W 1,p-bi-Sobolev mapping such that J f  0 almost everywhere. Then K I, f ∈ Lq(Ω)
and K I, f −1 ∈ Lq(Ω ′), for q = p
2
2np−n2 > 1.
Proof. Using the same arguments of Theorem 5 and Hölder’s inequality with exponent a = 2− np > 1, we ﬁnd∫
Ω
KqI, f (x)dx =
∫
Ω
|adj Df (x)|nq
J f (x)(n−1)q
dx =
∫
Ω
∣∣(Df (x))−1∣∣nq J 1af (x) J q− 1af (x)dx

(∫
Ω
∣∣(Df (x))−1∣∣nqa J f (x)dx
) 1
a
(∫
Ω
J
(q− 1a ) aa−1
f (x)dx
) a−1
a
. (5.6)
Since nqa = p we can use (2.4) and (5.4) to bound the ﬁrst term by ‖Df −1‖
p
a
p . Since (q − 1a ) aa−1 = pn we can estimate the
second term using Hadamard’s inequality by ‖Df ‖
(a−1)p
a
p . An analogous inequality holds for KI, f −1 by symmetry. 
Up to now we have deduced regularity of the distortion KI, f or positivity of J f under some W 1,p-homeomorphic
assumption on the mapping f : Ω → Ω ′ . In the opposite direction we would like to mention the following result (see [17]).
Theorem 7. Let f : Ω → Ω ′ be a W 1,n−1loc -homeomorphism of ﬁnite inner distortion. If K I, f ∈ L1loc(Ω) then f −1 ∈ W 1,nloc .
On the other hand examples are given in [12] for any 0 < δ < 1 of W 1,1-homeomorphisms f : Ω → Ω ′ such that
K 1−δf ∈ L1(Ω) but |Df −1| /∈ L1+δ(Ω ′). On the contrary allowing grand Lebesgue spaces (see [16,18]) we are able to prove
the following regularity results for the inverse.
Theorem 8. Let f ∈ W 1,p(Ω;Ω ′), for some n − 1 < p  n, be an homeomorphism of ﬁnite distortion and suppose that its distortion
function satisﬁes
M = sup
0<δ<1
(
δ
∫
Ω
K 1−δI, f (x)dx
) 1
1−δ
< ∞. (5.7)
Then D f −1 ∈ Ln)(Ω ′;Ω), i.e.
∥∥Df −1∥∥Ln) = sup
0<ε<1
(
ε
∫
f (Ω)
∣∣Df −1(y)∣∣n−ε dy)
1
n−ε
< ∞. (5.8)
Moreover, we have that
∥∥Df −1∥∥Ln)  c(p)max{1,‖Df ‖ 1n−1Lp }max{1,M 1n }
for a constant c(p) that blows up as p → n − 1.
Proof. We know that f −1 ∈ W 1,1loc is a mapping of ﬁnite distortion (see [14] or [8]) and that f is differentiable almost
everywhere [23]. Therefore we can use (2.3) for f −1 and (2.1) to obtain∫
Ω ′
∣∣Df −1(y)∣∣n−ε dy = ∫
Ω ′∩{ J f−1>0}
|Df −1(y)|n−ε
J f −1 (y)
J f −1 (y)dy

∫ |(Df (x))−1|n−ε
J−1f (x)
dx =
∫ |adj Df (x)|n−ε
Jn−ε−1f (x)
dx
∫ ∣∣Df (x)∣∣εK 1− εn−1I, f (x)dx.Ω Ω Ω
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p
p−ε , we get(
ε
∫
f (Ω)
∣∣Df −1(y)∣∣n−ε dy)
1
n−ε

(
ε
∫
Ω
∣∣Df (x)∣∣εK 1− εn−1I, f (x)dx
) 1
n−ε
 ‖Df ‖
ε
n−ε
Lp
(
ε
p
p−ε
∫
Ω
K
(1− εn−1 )p
p−ε
I, f (x)dx
) p−ε
p(n−ε)
. (5.9)
At this point, let us consider δ > 0 such that
(1− εn−1 )p
p − ε = 1− δ
or equivalently
ε = δp
δ + pn−1 − 1
 δ pp
n−1 − 1
and therefore
ε
p
p−ε  δ
(
p
p
n−1 − 1
) p
p−ε
for every 0< δ < 1.
Then inequality (5.9) can be written as
(
ε
∫
f (Ω)
∣∣Df −1(y)∣∣n−ε dy)
1
n−ε
 ‖Df ‖
ε
n−ε
Lp
(
p
p
n−1 − 1
) 1
n−ε (
δ
∫
Ω
K 1−δI, f (x)dx
) pn−1 −1
δ(n−p)+n( pn−1 −1)

(
p
p
n−1 − 1
) 1
n−1
‖Df ‖
ε
n−ε
Lp sup
0<δ<1
(
δ
∫
Ω
K 1−δI, f (x)dx
) pn−1 −1
δ(n−p)+n( pn−1 −1)
 c(p)‖Df ‖
ε
n−ε
Lp M
1
n .
Taking the supremum for 0< ε < 1, we ﬁnally get
sup
0<ε<1
(
ε
∫
f (Ω)
∣∣Df −1(y)∣∣n−ε dy)
1
n−ε
 c(p)max
{
1,‖Df ‖
1
n−1
Lp
}
max
{
1,M
1
n
}
(5.10)
which concludes the proof. 
6. Construction of counterexamples
The following general construction of examples of mappings of ﬁnite distortion was introduced in [14] (see also [12,13]).
Here we give only the brief overview of the construction, for details see [14, Section 5].
6.1. Canonical transformation
If c ∈ Rn , a,b > 0, we use the notation
Q (c,a,b) := [c1 − a, c1 + a] × · · · × [cn−1 − a, cn−1 + a] × [cn − b, cn + b],
for the interval with center at c and halfedges a in the ﬁrst n−1 coordinates and b in the last coordinate. For Q = Q (c,a,b)
we set
ϕQ (y) = (c1 + ay1, . . . , cn−1 + ayn−1, cn + byn).
Let P , P ′ be concentric intervals, P = Q (c,a,b), P ′ = Q (c,a′,b′), where 0< a < a′ and 0< b < b′ . We set
ϕ
P ,P ′ (t, y) = (1− t)ϕP (y) + tϕP ′ (y), t ∈ [0,1], y ∈ ∂Q 0.
Now, we consider two rectangular annuli, P ′ \ P ◦ , and P˜ ′ \ P˜ ◦ , where P = Q (c,a,b), P ′ = Q (c,a′,b′), P˜ = Q (c˜, a˜, b˜) and
P˜ ′ = Q (c˜, a˜′, b˜′). The mapping
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Fig. 2. Intervals Q v and Q ′v for v ∈ V1 and v ∈ V2 for n = 2.
h = ϕ
P˜ , P˜ ′ ◦ (ϕP ,P ′ )−1
is called the canonical transformation of P ′ \ P ◦ onto P˜ ′ \ P˜ ◦ (see Fig. 1).
6.2. Construction of a mapping
By V we denote the set of 2n vertices of the cube [−1,1]n =: Q 0. The sets Vk = V× · · ·×V, k ∈ N, will serve as the sets
of indices for our construction. If w ∈ Vk and v ∈ V, then the concatenation of w and v is denoted by w∧v . The following
two results are proven in [14].
Lemma 9. Let n 2. Suppose that we are given two sequences of positive real numbers {ak}k∈N0 , {bk}k∈N0 ,
a0 = b0 = 1; ak < ak−1, bk < bk−1, for k ∈ N.
Then there exist unique systems {Q v }v∈⋃k∈NVk , {Q ′v }v∈⋃k∈NVk of intervals
Q v = Q
(
cv ,2
−kak,2−kbk
)
, Q ′v = Q
(
cv ,2
−kak−1,2−kbk−1
)
such that
Q ′v , v ∈ Vk, are nonoverlaping for ﬁxed k ∈ N,
Q w =
⋃
v∈V
Q ′w∧v for each w ∈ Vk, k ∈ N,
cv = 1
2
v, v ∈ V,
cw∧v = cw +
n−1∑
i=1
2−kakviεi + 2−kbkvnεn, w ∈ Vk, k ∈ N, v = (v1, . . . , vn) ∈ V
(see Fig. 2).
Theorem 10. Let n 2. Suppose that we are given four sequences of positive real numbers {ak}k∈N0 , {bk}k∈N0 , {a˜k}k∈N0 , {b˜k}k∈N0 ,
a0 = b0 = a˜0 = b˜0 = 1; (6.1)
ak < ak−1, bk < bk−1, a˜k < a˜k−1, b˜k < b˜k−1, for k ∈ N. (6.2)
Let the systems {Q v }v∈⋃k∈NVk , {Q ′v }v∈⋃k∈NVk of intervals be as in Lemma 9, and similarly systems {Q˜ v }v∈⋃k∈NVk , {Q˜ ′v }v∈⋃k∈NVk of
intervals be associated with the sequences {a˜k} and {b˜k}. Then there exists a unique sequence { f k} of bi-Lipschitz homeomorphisms of
Q 0 onto itself such that
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(b) f k maps each Q v , v ∈ Vk, onto Q˜ v aﬃnely.
Moreover,
∣∣ f k − f k+1∣∣ 2−k, ∣∣( f k)−1 − ( f k+1)−1∣∣ 2−k. (6.3)
The sequence f k converges uniformly to a homeomorphism f of Q 0 onto Q 0 .
6.3. Counterexamples
Let us note that the exponent n − 1− ε cannot be replaced by n − 1 in the next example (see [8, Theorem 4.5]).
Example 11. Let n  3 and 0 < ε < n − 1. There exists a homeomorphism f : Q 0 → Q 0 such that f is Lipschitz, f −1 ∈
W 1,n−1−ε , but f does not have a ﬁnite distortion.
Proof. Set
ak = bk = 12 +
1
2k
, a˜k = 1k , b˜k =
1
2
+ 1
2k
, (6.4)
and use Theorem 10 to obtain our mapping f . Recall (see [14, Remark 5.5]) that f −1 is given by the same theorem applied
to sequences a˜k , b˜k , ak and bk .
Similarly as in [14, Section 6] or [12, Section 5] we obtain that f −1 ∈ W 1,n−1−ε(Q 0,Rn) and that∫
Q 0
∣∣Df −1∣∣n−1−ε ∼ C∑
k∈N
1
kn
kn−1−ε < ∞. (6.5)
As a brief hint (see [14] or [12] for details) for this let us point out that
Ln
(
Q˜ ′v \ Q˜ v
)∼ 1
2knkn
for every v ∈ Vk,
we have 2kn rectangular annuli like that in each step and the derivative of ( f −1)k and thus also of f −1 on this annuli is at
most
C max
{
ak
a˜k
,
ak − ak+1
a˜k − a˜k+1 ,
bk
b˜k
,
bk − bk+1
b˜k − b˜k+1
}
∼ k.
In fact it is necessary to prove that the sequence of mappings ( f −1)k from Theorem 10 is Cauchy in W 1,n−1−ε , but this can
be done analogously to [14].
In the same way we can check that the derivative of f can be bounded by
C max
{
a˜k
ak
,
a˜k − a˜k+1
ak − ak+1 ,
b˜k
bk
,
b˜k − b˜k+1
bk − bk+1
}
∼ C
and thus it not diﬃcult to ﬁnd out that f is Lipschitz.
It is clear from the construction in Theorem 10 that there are Cantor sets Ea , Eb , E˜a and E˜b such that f maps the Cantor
set
E := Ea × Ea × · · · × Ea × Eb (6.6)
onto the Cantor set
E˜ := E˜a × E˜a × · · · × E˜a × E˜b. (6.7)
Clearly L1(E˜a) = 0, but L1(Ea) = L1(Eb) = L1(E˜b) > 0. Since Ln(E) > 0 and Ln(E˜) = 0 it is clear from the area formula
that J f = 0 almost everywhere on E . On the other hand since the last coordinate function of each f k ‘maps Eb onto E˜b ’
we can deduce that ∂( f
k)n
∂xn
= 1 on E . It follows that |Df | > 0 almost everywhere on E and hence f does not have a ﬁnite
distortion. 
Remark 12. The coordinate functions of the mapping f from Example 11 do not have the same set of critical points.
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there is diagonal with a˜kak on the ﬁrst n − 1 places and
b˜k
bk
on the last place. Since a˜kak
k→∞−→ 0 and b˜kbk = 1 we obtain that the
critical set of the ﬁrst coordinate function {|∇ f1| = 0} contains the Cantor set E deﬁned in (6.6) but the critical set of the
last coordinate function {|∇ fn| = 0} does not intersect E . 
For 1 l n let us denote by Dfl×l the
(n
l
)× (nl) matrix of all l × l subdeterminants of Df .
Remark 13. Let n 3, 1 l n− 2 and 0< ε < 1. There exists a homeomorphism f : Q 0 → Q 0 such that f is Lipschitz and
f −1 ∈ W 1,n−l−ε . Moreover there is a set of positive measure E such that J f = 0 on E but |Dfl×l| > 0 on E .
Brief idea of the construction. In Example 11 we have mapped intervals to intervals and those intervals had n− 1 edges of
the same length. Now we will work with intervals with n − l edges of length 2a and l edges of length 2b
R(c,a,b) := [c1 − a, c1 + a] × · · · × [cn−l − a, cn−l + a] × [cn−l+1 − b, cn−l+1 + b] × · · · × [cn − b, cn + b].
Analogously we can construct a mappings f k that maps those intervals to analogous intervals. We use the same lengths (6.4)
as before.
Since
Ln
(
Q˜ ′v \ Q˜ v
)∼ 1
2knkn−l+1
for every v ∈ Vk
now and again |Df −1| ∼ k here we obtain that f −1 ∈ W 1,n−l−ε . Again it is easy to check that f is Lipschitz and maps
a Cantor set of positive measure E to set of measure zero and thus J f = 0 almost everywhere on E . It follows from the
construction that each f k is basically identity mapping in the last l coordinates and hence |Dfl×l| > 0 almost everywhere
on E . 
Example 14. Let n 2 and 0< ε < 1. There exists W 1,n−ε-bi-Sobolev mapping f : Q 0 → Q 0 such that KI /∈ Lε(Q 0).
Proof. Set
ak = 1kα , bk =
1
kβ
, a˜k = 1kγ , b˜k =
1
kδ
for α = β = 1, γ = n
2
ε2
− n
ε
, δ = n
2
ε2
and use Theorem 10 to obtain our mapping f . By an elementary computation we can check that
α − γ > β − δ,
(n − 1)α + β − (n − ε)(α − γ ) > 0,
(n − 1)γ + δ − (n − ε)(δ − β) > 0,
(n − 1)α + β − ε(n − 1)((α − γ ) − (β − δ)) 0. (6.8)
Analogously to (6.5) we can ﬁnd out that∫
Q 0
∣∣Df −1∣∣n−ε ∼ C∑
k∈N
1
k1+(n−1)γ+δ
(
kδ−β
)n−ε
< ∞
and ∫
Q 0
|Df |n−ε ∼ C
∑
k∈N
1
k1+(n−1)α+β
(
kα−γ
)n−ε
< ∞,
where we have used (6.8). On the other hand it is possible to estimate KI on Q ′v \ Q v for v ∈ Vk by
KI = |adj Df (x)|
n
J f (x)n−1
∼ k
(α−γ )(n−1)n
k((α−γ )(n−1)+(β−δ))(n−1)
and therefore using (6.8) we obtain∫
Q 0
K εI ∼ C
∑
k∈N
1
k1+(n−1)α+β
(
k(n−1)((α−γ )−(β−δ))
)ε = ∞. 
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In the present paper we have introduced the new class of W 1,p-bi-Sobolev mappings and we have studied its basic
properties. We have shown that components of a bi-Sobolev map have the same sets of critical points in the plane. It is
possible to deduce Theorem 2 from some results in [12] or [8], but this interesting fact is not pointed out there. We give a
new independent proof of this observation based on our results in higher dimension.
The conclusion of Theorem 4 is entirely new and we have shown in Section 6 that the statement cannot be improved.
Namely that we cannot expect the components of a mapping f to have the same sets of critical points also in higher
dimensions. For such a conclusion it would be necessary to assume that f is a W 1,n−1-bi-Sobolev (see [8, Theorem 4.5]).
The fact that the components of f have the same set of critical points (or that f is a mapping of ﬁnite distortion) is
crucial for our study of degenerate elliptic equations. The deﬁnition of the matrix A(x) (see (4.1)) is classical, but there is
no obvious way how to extend the deﬁnition if J f (x) = 0. In the classical setting of quasiconformal mappings we know that
J f > 0 a.e. but this is no longer available for us. In our situation it may happen that J f (x) = 0 on a set of positive measure
and the fact that allows us to treat this problematic set is our study of critical sets.
There is a connection between quasiconformal mappings and certain PDE’s also in higher dimensions ([16, Section 6.4],
[16, Section 8.13] and [17]). We assume, that it would be possible to obtain some analogue of our Theorem 3 also in higher
dimension using either Theorem 4 or [8, Theorem 4.5].
The connection of homeomorphisms in the Sobolev class W 1,n and integrability of the distortion function is well known
[3,12,14,17] and crucial in the study of n-harmonic functions. It is known that any smaller integrability of the distortion
does not imply the W 1,n regularity [14, Corollary 6.2]. In Example 14 we show that analogously any smaller W 1,p regularity
of f does not imply the desired integrability of the distortion.
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