One of the main research challenges in mobile ad hoc networks (MANETs) is designing adaptive, scalable and low-cost routing protocols for these highly dynamic environments. In this paper, we propose a new improvement on DSDV, which is one of the most popular proactive routing protocols in MANETs. We introduce a new metric called hop change metric in order to represent the changes in the network topology due to mobility. We determine a threshold value based on this metric in order to decide the full update time dynamically and cost effectively. The proposed approach (La-DSDV) is compared with the original DSDV and ns-DSDV. Simulation results show that our threshold-based approach improves the packet delivery ratio and the packet drop rate significantly with a reasonable increase in the overhead and the end-to-end delay.
routing table. However, there is a considerable overhead due to the high number of control messages in order to keep routing table up-to-date. On the other hand, reactive protocols start route discovery when a route is needed. The biggest disadvantage of these protocols is the latency caused by the route discovery process which is need to be carried out before the communication between the end nodes starts. There are also some hybrid protocols which combine proactive and reactive routing protocols and take advantage of both.
One of the main research challenges in mobile ad hoc networks is designing adaptive, scalable and low-cost routing protocols for these highly dynamic environments. Proactive routing protocols mainly use static update period time for keeping routes up-to-date, which is against the dynamic nature of MANETs. This might cause low packet delivery ratio and high packet drop rate under high mobility. Updating routing table adaptively is the main focus here. In this research, we use DSDV as an exemplar routing protocol which is one of the most popular proactive routing protocols on MANETs. In this research, we aim to improve packet delivery ratio, packet drop rate, overhead and end-to-end delay by changing the update period time dynamically instead of using the static update period time as in the original DSDV. We introduce a new metric called hop change metric in order to achieve that. The proposed approach is low cost in terms of computation and communication. There is no message exchanging between nodes in order to decide the update period time. Every node decides upon updating locally. The simulation results show that the proposed approach (La-DSDV) improves the packet delivery ratio and the packet dropping rate with a reasonable increase in the overhead and the end-to-end delay. Moreover, the hop change metric could reflect different mobility patterns dynamically and cost effectively in proactive routing protocols.
The remainder of this paper is organized as follows. Section 2 describes the original DSDV protocol and explains how DSDV selects routes and responds to changes in the network topology. Section 3 summarizes some improvements proposed for DSDV in the literature. Section 4 introduces our method and the simulation environment. Section 5 presents the simulation results on networks with varying mobility patterns. Section 6 concludes and presents the future work.
DSDV
Destination-Sequenced Distance Vector routing protocol (DSDV) [1] [2] is a proactive routing protocol based on the Distributed Bellman-Ford algorithm. In DSDV, each route has a sequence number originated by the destination node which indicates how old the route is. Each destination node originates a sequence number every time it builds a new route. Sequence numbers are proposed to prevent routing loops to occur in the network.
In DSDV, each node maintains routing information (destination node, next hop, hop count, destination sequence number) for all nodes in his routing table and this information is updated periodically. So, each node must be in active mode at all the time. Even if there is no change in the network topology, the periodic update occurs. Hence these updates result in high traffic overhead in DSDV.
During the route selection process, route updates are carried out when the destination sequence number in a control message is bigger than the sequence number in the routing table. This ensures to use always the newest information from the destination. If the sequence numbers are equal, the shortest route is selected.
There are two types of response to topology change in DSDV: full and incremental update. Immediate advertisement broadcasts information when a new route is added, or when a link is broken, and the like. In these situations, necessary update messages are propagated immediately to the neighbor nodes. Where all routing information is sent in the full update, only entries that have changed are sent to other nodes in the incremental node.
Related Work
There are some approaches to address issues in routing protocols caused by the dynamic topology of MANETs. One of the solutions is using hybrid routing protocols which combines the best properties of both proactive and reactive protocols by changing the routing protocols adaptively. This change depends on the current configuration of the network and the behavior of the nodes. ZRP [9] , ZHLS [10] and HARP [11] are some examples of hybrid protocols. ZRP reduces the control overhead of proactive routing protocols and decreases the latency of routing discovery in reactive routing protocols. While ZHLS reduces the communication overhead, HARP reduces delays happening during early path maintenance. Another approach is to change some parameters of routing protocols dynamically based on some criteria such as mobility, power, and traffic.
Several improvements have been proposed for DSDV in the literature. One of these approaches is ARM-DSDV introduced in [7] . ARM-DSDV is a control mechanism which dynamically adapts the routing protocol with the following two metrics: mobility metric and route demand metric. The mobility metric indicates the changes in the number of neighbors; the route demand metric indicates which destinations are currently involved in data forwarding. ARM-DSDV dynamically adjusts the update period time and the content of the control messages based on these metrics. It is believed that updates should be more frequent under high mobility. That`s why the mobility metric is calculated by considering the changes in the number of neighbors (one hop away nodes). Each node evaluates the mobility metric and sends it to his neighbor nodes in order to obtain aggregate mobility metric which is the average mobility metric in the neighborhood. This might cause high communication overhead. Different nodes can send their control messages at different times in this technique. This is a different approach than the original DSDV sending all updates together. The update period control and the update content control are carried out locally in each node with some overhead. This approach can be applied to any proactive protocol as stated in [7] .
One of the most important problems in the original DSDV is the diagnosis of invalid routes. This is called the stale route problem and many improvements on DSDV focus on this problem. The stale route problem occurs when a route is broken. Since there is no alternative route maintained in the routing table, the next periodic update has to be waited for re-building the route. One of the approaches work on this issue is Imp-DSDV [4] . In the original DSDV, a node who has observed a broken link assigns infinity to the hop metric for this link in his routing table and waits for the next update period. However the nodes maintain an alternative route in their routing tables in Imp-DSDV. In other words, when a link is broken, the alternative route is used for communication immediately. They introduce a new field called type which holds the validity of the route in the routing table.
Another improvement on DSDV protocol is Eff-DSDV [3] which aims to use an alternative route again when a broken link is detected. In the original DSDV, when there is a high number of broken links, the stale route problem causes low packet delivery ratio [6] . In Eff-DSDV, when a node detects a broken link, the node uses a temporary link from his neighbors which have a valid route to destination. An alternative link is created by sending two one-hop messages; ROUTE-REQUEST and ROUTE-ACK. An additional field for route update time to the routing table is introduced. The update time is embedded into ROUTE-ACK message and it is used for selecting a temporary route. If a node receives multiple ROUTE-ACK messages from different neighbors, it will choose the route which is updated recently.
Another approach proposed to solve the stale route problem is I-DSDV [5] . This algorithm has improved the packet delivery ratio without any message exchange and any overhead. This approach also reduces the end-to-end delay and the number of dropped data packets. It shows a better performance than both the original DSDV and Imp-DSDV. In I-DSDV, each node keeps two routing tables. They are called the main routing table and the secondary routing table respectively. As a result of these two routing tables, every node has two routes for each destination. The routes in the secondary routing table can be valid or invalid. The valid routes in this table should have the same hop metric and the same destination sequence number as in the main routing table. However the next hop to the destination is different. At the beginning, all routes in the secondary routing table are invalid. When a node receives a route update with the same metric and the same sequence number as in his main routing table, but with the different next hop, the secondary route is updated. When a route in the main routing table is broken, it is replaced with the respective route in the secondary routing table.
Another approach proposed for DSDV is the optimization in ns-2 [8]. ns-2 is a simulation tool developed at the University of California, Berkeley. In this optimization, a metric which represents the number of changes in the routing table is introduced. When the change multiplied by 3 is bigger than the routing table size, a full update by all nodes has started. The algorithm increases the packet delivery ratio considerably. However it also increases the end-to-end delay and the overhead of control messages. The algorithm sends a lot of full updates under high mobility. It forces the nodes to send the full update almost every second (where the periodic update time in the original DSDV is 15 seconds) under high mobility.
The Method
The full dumps of the nodes can be transmitted relatively infrequently when little movement of mobile nodes is occurring [1] . On the other hand, the periodic update needs to be more frequent under high mobility due to the high number of changes in the network topology. This is the basic assumption in this study. We introduce a new metric called hop change metric which represents the changes in the number of hops in the routing It is believed that the change in the hop count is a good representative of the mobility. The high number of change in the hop count can be a sign of high mobility. Furthermore, this change affects every node in the same way. Hence we can determine a periodic update time without exchanging any information between nodes. This is a simple and low cost approach in terms of computation and communication. It does not introduce any communication cost to determine the update time as in the mobility metric given in [7] . This mobility metric based on the neighborhood change is well accepted and shown to be a more accurate measurement than the mobile speed [12] . The hop change metric defined here is more cost effective than the mobility metric [7] . Furthermore, the hop change metric is believed to give a broader view of mobility than the neighborhood change, which might differ considerably from one node to another, in proactive routing protocols.
(1)
Our approach shows a similarity with the optimization done in ns-2. While we only consider changes in the number of hops, ns-DSDV takes into account any change to the routing table such as adding a new node, updating sequence number/hop count. Some of these changes do not have a direct relation with the topology change due to mobility. Furthermore, the threshold value for the hop change metric is defined empirically here. Our purpose here is to update routes more frequently when needed under high mobility. As it is seen in the simulation results, our method outperforms ns-DSDV.
In this approach, we determine a threshold value for the hop change metric empirically. First of all, we determine the range of the hop change metric and, then evaluate the packet delivery ratio, end-to-end delay, network overhead and drop rate at different values in this range. A threshold is selected based on these performance metrics. As mentioned before, we calculate the hop change metric when an update packet is received. If the calculated hop change metric is bigger than the defined threshold, a full update is carried out.
We train our system to define the threshold by using a network under medium mobility (pause time = 10s). We evaluate the performance of our method by using networks with varying mobility levels from low to high. Lastly, we compare our protocol (La-DSDV) with the original DSDV protocol and the ns-DSDV. The following performance metrics are used in the comparison: the packet delivery ratio (PDF), the overhead, the end-to-end delay and the packet drop rate.
Simulation Environment
We evaluate our method on networks simulated by using the ns-2 simulator [8]. Our simulation parameters are presented in the Table 1 . The parameters not given here are the default parameters of the simulator. 
Simulation Results
First of all, we analyze the hop change metric and define different threshold values. Table 2 shows the performance of our method at different threshold values. We use a network under medium mobility (pause time=10) for training and, determining a threshold value for the hop change metric. According to the results given in the Table 2 , the threshold value is set to 0.1 in this study. Even this value does not show the best result, it shows a good result in each performance metric. Figure 1 shows the packet delivery ratio at different threshold values. In terms of PDF, it performs the best at 0.1.
Fig. 1. Packet delivery ratio at different threshold values
For testing, various networks are created by running simulations at different pause times (0, 5, 15, 20, and 25 seconds). We run DSDV, ns-DSDV and our approach on these networks with varying mobility patterns and compare their performance metrics (packet delivery ratio, network overhead, end-to-end delay and packet drop rate). Figure 2 demonstrates the packet delivery ratio for La-DSDV, DSDV and ns-DSDV protocols on various networks. The figure shows that La-DSDV achieves better results in low, medium and high mobility than the original DSDV. It can be concluded that La-DSDV is preferable than the original DSDV from the packet delivery ratio point of view. It outperforms ns-DSDV considerably under medium mobility. Since we employ a network under medium mobility for training, the best results are generally obtained for the networks simulated at pause time of 10 seconds in testing. The results could be improved by determining different thresholds for different networks with varying mobility patterns. Figure 3 depicts the end-to-end delay for networks with varying mobility patterns. As it is seen, La-DSDV has a lower end-to-end delay than ns-DSDV. The update time which is decreased down to one second in ns-DSDV might cause this delay. Our approach also does not increase the delay much when compared with the original DSDV. Fig. 3 . End-to-end delay of La-DSDV, DSDV and ns-DSDV Figure 4 demonstrates the overhead caused by the routing control packets in each protocol. La-DSDV protocol adds a little overhead to the original DSDV; however it improves other performance metrics such as the packet delivery ratio and the packet drop rate. The increase in the overhead is caused by the additional updates when there is a big change in the network topology. It is a trade-off to make between the packet delivery ratio and the overhead. The La-DSDV protocol has much lower overhead than the ns-DSDV protocol. Figure 5 . La-DSDV protocol has less packet drop rate than the original DSDV protocol. The details of the simulation results are presented in Table 3 . Even though mobility is one of the biggest factors on the results, other factors such as network topology, traffic patterns also play a part. These factors could be investigated by running more number of simulations in the future. We have also created five different networks under medium mobility and evaluated all routing protocols (La-DSDV, DSDV and ns-DSDV) on these networks. The average results can be seen in Table 4 . This table also shows that La-DSDV protocol achieves a better packet delivery ratio and packet drop rate than the original DSDV. The increase in the end-to-end delay and the overhead is reasonable. The average values of overhead and end-to-end delay are between the original DSDV and ns-DSDV (much closer to the original DSDV). To sum up, La-DSDV improves the packet delivery ratio and the packet drop rate with a reasonable increase in the overhead and the end-to-end delay. It also outperforms ns-DSDV. Our proposed approach shows a good performance on networks with varying mobility patterns from low to high mobility. The hop change metric represents the topology changes due to mobility well and it can be used for determining the full update time adaptively. Moreover, it does not introduce any communication cost to determine the update time as in the mobility metric based on the neighborhood change given in [7] . In proactive routing protocols, the hop change metric is also believed to give a broader view of mobility than the neighbourhood change which might differ considerably from one node to another. To conclude, we introduce a new metric which reflects different mobility patterns dynamically and cost effectively in proactive routing protocols here. This new metric can be used in various applications on MANETs.
Conclusion
In this research, a new lightweight threshold-based scheme is proposed in order to improve the low packet delivery ratio of the original DSDV under high mobility. We define a new metric called hop change metric which shows the changes in the number of hops in a routing table. It is believed that this metric can be a good representative of the changes in the network topology due to mobility. The results support this belief and show that our approach based on this metric improves the packet delivery ratio and the packet drop rate with a reasonable increase in the overhead and the end-to-end delay. This is a simple method which decides upon the update time without communicating with other nodes in the network. Since the communication between nodes is the main cause of battery depletion, it is an important attribute for the nodes that usually run on battery power in MANETs. This new metric can be used in various applications on MANETs. In the future, we would like to work on an adaptive system which changes the periodic update time dynamically by taking into account other criteria such as traffic, power as well. Moreover, the metric which represents the mobility, the changes in the topology the best is aimed to be explored.
