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Spatial Encoding Using a Code Division
Technique for Fast Ultrasound Imaging
Fredrik Gran and Jørgen Arendt Jensen, Senior Member, IEEE
Abstract—This paper describes a method for spatial en-
coding in synthetic transmit aperture ultrasound imaging.
This allows several ultrasonic sources to be active simul-
taneously. The method is based on transmitting pseudo-
random sequences to spatially encode the transmitters. The
data can be decoded after only one transmission using the
knowledge of the transmitted code sequences as opposed
to other spatial encoding techniques, such as Hadamard
or Golay encoding. This makes the method less sensitive
to motion, and data can be acquired using fewer trans-
missions. The aim of this paper is to analyze the under-
lying theory and to test the feasibility in a physical system.
The method has been evaluated in simulations using Field
II in which the point-spread functions were simulated for
diﬀerent depths for a 7 MHz linear array transducer. A
signal-to-noise ratio (SNR) simulation also was included in
the study in which an improvement in SNR of  1.5 dB
was attained compared to the standard synthetic transmit
aperture (STA) ﬁring scheme. Considering the amount of
energy transmitted, this value is low. A plausible explana-
tion is given that is veriﬁed in simulation. The method also
was tested in an experimental ultrasound scanner and com-
pared to a synthetic transmit aperture ultrasound imag-
ing scheme using a sinusoidal excitation. The performance
of the proposed method was comparable to the reference
with respect to axial and lateral resolution, but it displayed
poorer contrast with sidelobe levels at  40 dB compared
to the mainlobe.
I. Introduction
Aconventional ultrasound image consists of a num-ber of lines. A line is measured by a focused trans-
mission in a given direction, and the received signals can
be beamformed using either ﬁxed or dynamic focusing. If
dynamic focusing in transmit is desirable, several transmis-
sions have to be made per image line. To form a complete,
high-quality image, a large number of transmissions have
to be made that imposes a severe restriction on stationar-
ity.
In synthetic transmit aperture (STA) ultrasound imag-
ing [1], [2], one transmitting element is active in every
transmission, and one or several receiving elements are ac-
tively listening for echoes only from this transmitting ele-
ment. Because only one element is active in every transmis-
sion, the received echoes resulting from that transmission
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can be beamformed with dynamic receive focusing to yield
several in-parallel created receive lines. A larger transmit
aperture can be synthesized by changing the physical loca-
tion of the active element in the next transmission, beam-
forming the echoes, and combining the results from the two
transmissions. This assumes that the object under investi-
gation is fully stationary. The approach can be extended to
cover a large amount of transmissions as long as this con-
dition is not violated. Therefore, STA provides means for
both dynamic transmit and receive focusing with a faster
acquisition rate because several receive lines are created in
parallel.
Two problems arise associated with the STA method.
• Motion leads to noncoherent summation of the data
from diﬀerent transmissions.
• The use of only one transducer element results in poor
signal-to-noise ratio (SNR).
The use of virtual sources [3]–[6] has been suggested to
increase the SNR. This method relies on using a focused
subarray and treats the focus point as a virtual transmit-
ting element. In [7]–[11] the use of linear frequency modu-
lated signals (chirps) was suggested to increase the SNR.
These signals make it possible to transmit longer signals
with more energy by increasing (or decreasing) the instan-
taneous frequency of the signal linearly. By matched (or
mismatched) ﬁltration, the same axial resolution as with
a short excitation waveform can be achieved. A combina-
tion of the two approaches can give a signiﬁcant increase
in penetration depth [12].
Spatial encoding has been suggested as a means of in-
creasing the SNR. By spatial encoding, several transmit-
ters1 can be excited simultaneously and separated at the
receiver. In this way, more acoustic energy can be trans-
mitted with an increase in SNR as a result. Chiao et al.
[13] and later Misaridis and Jensen [14] suggested the use
of Hadamard encoding to spatially encode the transmit-
ters. The excitation waveforms on the individual transmit-
ters are multiplied by the coeﬃcients of a row (or column)
of the Hadamard matrix of the same dimension as the
number of transmitters. The decoding is done by adding
and subtracting the echoes from transmissions that have
been premultiplied by diﬀerent rows of the Hadamard ma-
trix. Naturally, the same number of transmissions have
to be made as the number of active transmitters before
the echoes can be decoded. This imposes a restriction on
the object under investigation to be fully stationary for
1The term transmitter can represent either a single transducer el-
ement or virtual source.
0885–3010/$25.00 c© 2008 IEEE
Authorized licensed use limited to: Danmarks Tekniske Informationscenter. Downloaded on November 4, 2009 at 10:25 from IEEE Xplore.  Restrictions apply. 
gran and jensen: spatial encoding with code division technique for ultrasound imaging 13
the decoding to be done without any artifacts. Chiao and
Thomas [15] suggested another method for spatially en-
coding the transmitters using Golay codes. This method,
however, also requires the same number of transmissions
as number of active transmitters and suﬀers from the same
drawbacks as Hadamard encoding.
Yet another method for spatial encoding was suggested
in [16] and was further developed in [17]. The method is
based on dividing the available transducer bandwidth into
several subbands with ideally disjoint spectral support. In
every transmission, each transmitter is assigned an indi-
vidual band. Therefore, the information from a speciﬁc
transmitter can be separated from the other transmitters
instantaneously at the receiver with a simple ﬁltering oper-
ation. However, to cover the full bandwidth with all trans-
mitters, several transmissions have to be done to synthe-
size a broad band spectrum.
A problem for all these approaches, however, is that
the decoding is based on data acquired from several trans-
missions. This issue is addressed in this paper. The pur-
pose is to investigate a method for spatial encoding in
which the diﬀerent signals can be decoded with data from
one single transmission. A method for spatial encoding
based on the ﬁndings in [18], [19] using pseudo-random
sequences is proposed. Full bandwidth decoding can be
performed instantaneously at the receiver using only one
transmission. Pseudo-random codes were suggested in [20],
[21] for spatial encoding purposes. The received signal was
modeled as the weighted sum of the system impulse re-
sponse for certain scatterer positions. A ﬁxed grid of scat-
terers is deﬁned, and the weights (scatterer strengths) in
the image are estimated. In this paper, however, several
transmitters are excited simultaneously and are decoded
instantaneously at the receiver by estimating the scatter-
ing functions between the transmitters and the receivers.
The scattering functions are modeled as ﬁnite-impulse re-
sponse (FIR) ﬁlters, and no scatter map is deﬁned, which
means that no assumptions on the geometry is made. The
decoded echoes then are beamformed using a synthetic
transmit aperture focusing technique. The aim of this pa-
per is to explain the theory of the method and to test the
feasibility in a physical system.
The paper is organized as follows: in Section II the un-
derlying theory is explained and analyzed, in Section III
the beamforming associated with the simulations and mea-
surements is reviewed. Simulations of the point-spread
functions (PSF) for diﬀerent depths are given in Section IV
along with an analysis of the (peak) SNR. In Section V the
PSF is measured in a water tank. and In Section VI con-
cluding remarks are given.
II. Theory
In this section, the theoretical framework for the ap-
proach will be derived.
A. System Model
Consider a system with K transmitters and Q receivers.
The k:th transmitter is transmitting the code sequence
xk(t). It is assumed that the system is fully linear and
that the interaction between the ultrasonic wave and the
medium can be described by a linear process. The contri-
bution from transmitter k of the scattered and received
signal on receiver q can be written [22]:
ykq (t) =
{
P∑
p=0
sp(rp)he(rk, rp, t)  hr(rp, rq, t)
}
 xk(t),
(1)
where P is the total number of scatters in the medium
(may be inﬁnite), and sp(rp) is the scatter strength of the
p:th scatterer. he(rk, rp, t) is the spatial impulse response
from the k:th transmitter to the p:th scatterer, hr(rp, rq , t)
is the spatial impulse response from the scatterer to the
q:th receiver, and  denotes the convolution operator in the
time domain. rp is the position of the p:th scatterer, rk is
the position of the k:th transmitter and rq is the position
of the q:th receiver. The spatial impulse response repre-
sents all phenomena that aﬀects the acoustic wave, such
as the electromechanical impulse response of the trans-
ducer and attenuation. A scattering function between the
k:th transmitter and the q:th receiver is now deﬁned as:
hkq(t) =
P∑
p=0
sp(rp)he(rk, rp, t)  hr(rp, rq, t). (2)
Note that the spatial dependence of this function has been
totally incorporated in the subindexes kq. The total re-
ceived signal on the q:th receiver now can be written as:
yq(t) =
K∑
k=1
hkq(t)  xk(t). (3)
This signal is digitized for the purpose of applying digital
signal processing. Now, the digitized, received signal under
inﬂuence of noise is written:
yq(n) =
K∑
k=1
hkq(n)  xk(n) + vq(n), (4)
where vq(n) is the digitized noise process on the q:th re-
ceiver, and it is assumed to be a zero mean and Gaussian
distributed process. hkq(n) is the digitized version of the
scattering function hkq(t) and xk(n) is the digitized version
of xk(t) with a duration of N samples. The attenuation in
the medium makes the received signal decay over time [23].
Therefore, it is reasonable to assume that the scattering
function is well modeled as a (possibly long) FIR process,
such that the transfer function of the scattering function
can be written:
Hkq(z−1) =
M−1∑
m=0
hkq(m)z−m, (5)
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Fig. 1. The network structure of the input/output model of (6).
where M is the length of the impulse responses and z−1 is
the unit backward-shift operator. The output at the q:th
receiver can be written:
yq(n) =
K∑
k=1
M−1∑
m=0
hkq(m)xk(n − m) + vq(n). (6)
The network structure of (6) can be seen in Fig. 1.
B. Decoding and Separation by Estimation
The sampled received signal in (6) is now written as
a column vector: yq =
(
yq(0) yq(1) . . . yq(N + M − 2)
)T ,
which implies that the convolution between the transmit-
ted waveform and the corresponding scattering function
can be written as a matrix operation:
yq =
K∑
k=1
Xkhkq + vq, (7)
where:
hkq =
(
hkq(0) hkq(1) . . . hkq(M − 1)
)T (8)
and:
Xk =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
xk(0) 0 . . . 0
xk(1) xk(0)
. . . 0
...
. . . . . .
...
xk(N − 1) . . . . . . xk(0)
0 xk(N − 1) . . . xk(1)
...
. . . . . .
...
0 0 . . . xk(N − 1)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
(9)
and vq is a zero mean noise process with Gaussian prob-
ability distribution and autocovariance matrix E[vqvTq ] =
Qv2. The result in (7) can be written using a more com-
pact notation by grouping the signal matrices Xk and the
scattering function vectors hkq :
2AT denotes the transpose of A and E[Q] denotes the expectancy
value of Q.
yq =
(
X1 X2 . . . XK
)︸ ︷︷ ︸
X
⎛
⎜⎜⎜⎝
h1q
h2q
...
hKq
⎞
⎟⎟⎟⎠
︸ ︷︷ ︸
hq
+vq. (10)
The maximum likelihood estimate of the scattering func-
tion vector hq in (10) is found by ﬁrst deﬁning the prob-
ability distribution of receiving the output y given a set
of scattering functions. The probability distribution under
the assumption that the scattering function vector is given
only depends on the noise characteristics because this is
the only part that is stochastic. Because the noise is as-
sumed Gaussian distributed, the probability distribution
is given by:
pyq|hq(yq|hq) =
1√
(2π)N+M−1 det(Qv)
× exp
(
−1
2
(yq − Xhq)TQ−1v (yq − Xhq)
)
. (11)
The objective is to ﬁnd the set of scattering functions hq
that maximizes the probability distribution in (11), such
that:
hˆq = argmax
hq
pyq|hq(yq|hq). (12)
The solution to this well-known optimization problem is
given by [24]:
(XTQ−1v X)hˆq = X
TQ−1v yq . (13)
The solution to (13) is especially tractable when the noise
process is white with variance σ2v , such that Qv = σ
2
vI,
where I is the identity matrix. The linear system of equa-
tions in (13) then is reduced to:
(XTX)hˆq = XTyq. (14)
Further, the MISO (multiple-input-single-output) model
in (10) can be generalized to the MIMO (multiple-input-
multiple-output) case by writing:⎛
⎜⎜⎜⎝
yT1
yT2
...
yTQ
⎞
⎟⎟⎟⎠
︸ ︷︷ ︸
Y
=
⎛
⎜⎜⎜⎝
hT1
hT2
...
hTQ
⎞
⎟⎟⎟⎠
︸ ︷︷ ︸
H
XT +
⎛
⎜⎜⎜⎝
vT1
vT2
...
vTQ
⎞
⎟⎟⎟⎠
︸ ︷︷ ︸
V
, (15)
where each column in the matrix Y represents one (mul-
tidimensional) output sample of the receiving array (Q re-
ceiving transducer elements). The set of linear equations
corresponding to (14) is for the MIMO case found to be:
Hˆ(XTX) = YX. (16)
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C. Identiﬁability
The solution to both (14) and (16) are uniquely deﬁned
if and only if X has full column rank [25]. This means that
the system of equations must not be under-determined. By
analyzing the dimensions of the matrix X, a lower bound
on the code length can be derived. The dimensions of X
are M + N − 1 × KM , imply that:
M + N − 1 ≥ KM
⇓
N ≥ (K − 1)M + 1.
(17)
The minimum code length, thus, is dependent on the num-
ber of active transmitters in every transmission and the
length of the scattering functions that should be estimated.
D. Estimation Error
The derivation of the mean square estimation error fol-
lows the derivation in [26]. The model is given in (10),
and the noise is assumed white with zero mean. If X has
full rank, the maximum likelihood estimate of hq can be
written:
hˆq = (XTX)−1XTyq
= (XTX)−1XTXhq︸ ︷︷ ︸
hq
+(XTX)−1XTvq︸ ︷︷ ︸
eq
,
(18)
where eq is the estimation error on the q:th receiving trans-
ducer element. The covariance matrix of the estimation
error is deﬁned as:
E[eqeTq ] = E[(X
TX)−1XTvqvTq X(X
TX)−1]
= (XTX)−1XTE[vqvTq ]X(X
TX)−1
= (XTX)−1XTQvX(XTX)−1
= (XTX)−1σ2v.
(19)
The mean square error of the estimate for the m:th sample
in a given scattering function {hkq(m)}M−1m=0 , therefore, is
given by:
E
[
|hkq(m) − hˆkq(m)|2
]
=
σ2v
{
(XTX)−1
}
kM−M+m,kM−M+m . (20)
This means that the decoded noise component on the m:th
sample of the scattering function for the q:th receiver and
the k:th transmitter, will be σ2v multiplied by diagonal el-
ement number kM − M + m of the matrix (XTX)−1.
For instance, if the code sequences are completely
uncorrelated and have perfect autocorrelation functions
(delta functions), the matrix:
XTX = NI, (21)
will be diagonal. Therefore:
(XTX)−1 =
1
N
I, (22)
and the decoded noise variance will be improved by a fac-
tor of N . In this paper, however, the chosen code sequences
will not be suﬃciently uncorrelated to approximate (21)
and (22). Therefore, to analyze the estimation error prop-
erly, the full expression in (20) has to be considered.
III. Beamforming
This section describes the beamforming that has been
applied to properly focus the data. When the data from
one speciﬁc transmitter is available, either by applying spa-
tial encoding and separating the signals from the diﬀerent
transmitters at the receiver, or using only one transmitter
at a time, it is possible to determine where on the aper-
ture the acoustic wave was transmitted, and where it was
received. This allows the synthetic aperture focusing tech-
nique described in [2] to be applied.
Because the system has access to defocused transmis-
sions from all transmitters on the aperture, it is possible to
focus the acoustic energy on any arbitrarily chosen point
of interest. The amplitude in a point p in the image is
given by:
H(rp) =
L∑
k=1
Q∑
q=1
gq(tpkq)hkq(tpkq), (23)
where gq(tpkq) is a weighting function (apodization) over
the receiving aperture that ideally would be changing with
spatial coordinates. However, in this paper the apodization
is constant over space and is chosen as a Hanning window
over all 128 receiving elements. The time signal hkq(t) is
the received (and possibly ﬁltered) echo on the q:th re-
ceiver, originating from the k:th transmitter. Here tpkq is
the time corresponding to the geometrical travel distance
from the k:th transmitter to the point p and back to the
q:th receiver:
tpkq =
‖rp − rk‖ + ‖rq − rp‖
c
, (24)
where c is the speed of sound, and rp − rk is the vector
from the transmitter to the point p, and rq − rp is the
vector from the point p to the receiver as indicated in
Fig. 2. Summing contributions from all transmissions for
all receiving elements gives both dynamic transmit and
receive focusing.
IV. Simulations
A simulation study was conducted to compare the
method to conventional STA imaging. For this purpose,
the simulation tool Field II [27], [28] was used. The sam-
pling frequency of the simulations was 120 MHz. A 7-MHz
linear array transducer was simulated. The pitch of the
transducer was 0.208 mm, the kerf was 0.035 mm, and the
height of the transducer elements was 4.5 mm. The sim-
ulated transducer consisted of 128 transducer elements,
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Fig. 2. Principles of synthetic aperture focusing for a point p for the
k:th transmitter and the q:th receiver.
and the transducer impulse response was approximated
by a two cycle sinusoid at 7 MHz with a temporal Han-
ning weighting. The transmitting aperture consisted of
64 transmitters for which one transmitter was created by
grouping two transducer elements. This was done to cor-
respond to the succeeding experiments in which it is de-
sirable to transmit more acoustic energy to increase SNR.
Thus, transmitter one will represent transducer element
one and two, transmitter two will represent transducer el-
ement three and four, and so on. The spacing between the
transmitters thus will be twice the distance between the
individual transducer elements. The target was four point
scatterers positioned at depths 30, 35, 40, and 45 mm.
A. Reference Simulation
The reference simulation was created by exciting the
transmitters sequentially. Two diﬀerent simulations were
carried out. In the ﬁrst simulation, a one cycle, 5 MHz
sinusoid with a temporal Hanning weighting was used as
excitation. In the second simulation, a four cycle, 5 MHz
sinusoid with a temporal Hanning weighting was used as
excitation. The second simulation was carried out to corre-
spond to the experiments in Section V. The target was four
point targets located at depths 30, 35, 40, and 45 mm. The
received echoes from each transmission were match ﬁltered
with the time-reversed version of the excitation waveform,
and thereafter, beamformed using the approach given in
Section III. The resulting images can be seen as the plots
to the left in Figs. 3 and 4.
B. Spatially Encoded Simulation
The spatially encoded simulation was created by excit-
ing transmitter 1 and 33 in the ﬁrst transmission, transmit-
ter 2 and 34 in the second transmission, and so on. Thus,
two transmitters were active in every transmission. In total
32 transmission were made. To separate the echoes origi-
nating from the two diﬀerent transmitters, two binary code
sequences were used. The codes were created from a zero
mean Gaussian distributed stochastic process. The code
sequence was given the value 1 if the result was greater
than zero and −1 if the value was less or equal to zero.
Fig. 3. The PSFs and axial and lateral projections for the two meth-
ods when using the one-cycle, 5 MHz chip (left conventional STA,
right spatially encoded excitation). The two methods have compa-
rable performance in terms of resolution and contrast. The image
obtained using traditional STA used 64 transmissions. The image
obtained using spatial encoding used only 32 transmissions. The dy-
namic range of the B-mode images are 50 dB.
Fig. 4. The PSFs and axial and lateral projections for the two meth-
ods when using the four-cycle, 5 MHz chip (left conventional STA,
right spatially encoded excitation). The two methods have identical
performance in terms of resolution and contrast. The image obtained
using traditional STA used 64 transmissions. The image obtained us-
ing spatial encoding used only 32 transmissions. The dynamic range
of the B-mode images are 50 dB.
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Fig. 5. The binary codes for the two transmitters are given in the
top ﬁgures. The two lower ﬁgures show the actual transmitted wave-
forms. The coding was generated with a distance between succeed-
ing nonzero samples corresponding to twice the duration of the c(n)
waveform.
The duration of the two sequences was 18 bits, and they
are denoted x1(n) and x2(n).
Before transmission, the code was oversampled and con-
volved with a band limited waveform, called a chip wave-
form. The code is wideband and the purpose of the chip
waveform is to reduce the eﬀective bandwidth of the trans-
mitted waveform. Thus, the transmitted waveforms were:
sk(n) =
N−1∑
l=0
xk(l)c(n − l · Tfs), (25)
where N is the duration of the code sequence, T is the
inter chip time interval, fs is the sampling frequency of
the ultrasound system, and c(n) is the chip waveform. T
was chosen to be 0.8 µs.
Two simulations were carried out. First, a simulation
with a one cycle sinusoid as chip waveform was done, then
a simulation using a four-cycle sinusoid was performed.
The center frequency of both chip waveforms was 5 MHz.
The two code sequences and the corresponding two wave-
forms when using the four-cycle chip waveform can be seen
in Fig. 5. The target was four point targets located at
depths 30, 35, 40, and 45 mm. The signals corresponding
to the two transmitters were separated using (14). There-
after, the separated echoes were match ﬁltered with the
time-reversed chip waveform. The beamforming described
in Section III was applied, and the PSFs were plotted. The
result can be seen as the right images in Fig. 3 (1 cycle chip
waveform) and Fig. 4 (four cycle chip waveform). The ax-
ial and lateral projections are given in Fig. 6 (broadband)
Fig. 6. The axial projections (top plot) and the lateral projections
(bottom plot) of the broadband simulation. The reference simulation
is given in black, and the coded simulation is given in gray. The coded
simulation has been shifted 1 mm for better visualization. The axial
proﬁle of the coded simulation is identical to the reference simulation.
and Fig. 7 (narrow band). The reference simulation is in-
dicated in black and the coded simulation is given in gray.
The coded simulations have been shifted 1 mm to better
visualize the curves. It can be seen that the PSFs for the
coded method and the reference simulation are the same.
This also was expected as the only thing remaining after
the decoding in the ideal case (linear propagation and no
noise) is the chip waveform. Therefore, the echoes passed
to the beamformer for the coded simulation, and the refer-
ence simulation will be the same. Consequently, the PSFs
will be the same. The axial and lateral resolutions for the
broadband simulations are given in Table I, and the resolu-
tions for the narrow band simulations are given in Table II.
Because the PSFs for the coded simulations are identical
to the reference simulations, only the resolutions for the
coded simulations are given.
C. Signal-to-Noise-Ratio
When the simulation is done without the inﬂuence of
noise, the proposed method should ﬁnd the exact scat-
tering function because the simulation tool is fully linear.
However, to evaluate the performance under the inﬂuence
of noise, a SNR simulation was carried out. The simula-
Authorized licensed use limited to: Danmarks Tekniske Informationscenter. Downloaded on November 4, 2009 at 10:25 from IEEE Xplore.  Restrictions apply. 
18 ieee transactions on ultrasonics, ferroelectrics, and frequency control, vol. 55, no. 1, january 2008
Fig. 7. The axial projections (top plot) and the lateral projections
(bottom plot) of the narrowband simulation. The reference simu-
lation is given in black, and the coded simulation is given in gray.
The coded simulation has been shifted 1 mm for better visualization.
The axial proﬁle of the coded simulation is identical to the reference
simulation.
TABLE I
Resolution as a Function of Depth, Broadband Waveform.
Axial res. mm Lateral res. mm
Depth −3 dB −6 dB −3 dB −6 dB
30 mm 0.109 0.163 0.119 0.251
35 mm 0.109 0.160 0.149 0.285
40 mm 0.107 0.160 0.185 0.326
45 mm 0.107 0.158 0.218 0.361
TABLE II
Resolution as a Function of Depth, Narrowband Waveform.
Axial res. mm Lateral res. mm
Depth −3 dB −6 dB −3 dB −6 dB
30 mm 0.300 0.430 0.170 0.306
35 mm 0.301 0.430 0.221 0.360
40 mm 0.300 0.430 0.251 0.425
45 mm 0.300 0.429 0.295 0.458
tions were carried out according to the narrow band sim-
ulations in Section IV-A and Section IV-B, but a noise
ﬁeld was added to every set of received data before further
processing. The only parameter that separates the coded
simulations from the reference simulations is the coding
and decoding method. The SNR gain, therefore, will be
independent of the choice of chip waveform as long as the
reference simulation is carried out with an excitation cor-
responding to the chip waveform.
The noise ﬁelds were generated from a white, zero mean,
Gaussian distributed process. By determining the maxi-
mum amplitude of the received signals for the spatially
encoded approach, the variance of the noise ﬁeld was ad-
justed such that a SNR of 20 dB on the raw channel data
was attained. The same variance was used for all transmis-
sions for both the spatially encoded simulation and the ref-
erence simulation. The echoes from the spatially encoded
simulation were ﬁrst decoded using the approach described
in Section II, then match ﬁltered using the time-reversed
version of c(n). The processing of the echoes resulting from
the reference simulation involved only matched ﬁltering.
The echoes from both simulations were beamformed in ex-
actly the same way. Because the corresponding simulations
without the inﬂuence of noise were available, the noise
component of the images was found by simply subtracting
the image inﬂuenced by noise by the corresponding image
without noise. The (peak) SNR then was evaluated at the
positions of the point targets. The noise variance was es-
timated by choosing an area of 3 mm × 4 mm around the
position of the point in the corresponding noise image:
σˆ2(nx, ny) =
1
NxNy
nx+Nx∑
i=nx
ny+Ny∑
j=ny
n2
(
i − Nx
2
, j − Ny
2
)
, (26)
where (nx, ny) denotes the point position in samples, Nx×
Ny is the area over which the variance should be estimated
in samples, and n(i, j) is the noise image. The SNR then
is estimated by:
SNR(nx, ny) =
|s(nx, ny)|2
σˆ2(nx, ny)
, (27)
where s(nx, ny) is the amplitude in the image at the po-
sition of the point scatterers. The gain in SNR for the
proposed method then was calculated by computing the
ratio between the SNR for the spatially encoded approach
and the SNR for the approach using a sinusoid excitation.
The gain (in dB) then is:
G = 10 log10
(
SNRcode.div
SNRpulsed
)
. (28)
The result can be seen in Fig. 8 in which it is compared
to the ideal gain in SNR predicted in (20). It can be seen
that the the ideal3 gain is ∼12.5 dB, and the actual gain
3Ideal gain in this example refers to when the code sequences have
perfect autocorrelation functions and are completely uncorrelated.
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Fig. 8. The SNR as a function of depth. The dashed line indicates
the ideal gain in SNR in decibels as predicted in (20). The solid line
indicates the simulated result.
is 1.66 dB. It should be noted that the predicted gain in
SNR given in (20) was based on the assumption that the
matrix (XHX)−1 is diagonal. However, in this paper no
attempts have been made to make this matrix diagonal.
Therefore, the ideal gain in SNR will not be achieved. To
evaluate how the estimation process eﬀects the variance
of the noise, the diagonal elements of (XHX)−1 should
be analyzed. In Fig. 9, the diagonal elements are plotted.
Each diagonal element corresponds to a speciﬁc sample
in the impulse response estimate which means that the
variance of the estimation error is a function of depth. The
estimation error will act as a noise process in the images
and scales linearly with the noise variance σ2v . The average
variance of the estimation error can be estimated as:
σ˜2v = σ
2
v
1
2M
2M∑
m=1
{(XHX)−1}m,m, (29)
and gives an indication of the average noise level after
decoding. In this paper for the code sequences chosen, the
quantity in (29) will be σ˜2v ≈ 0.73σ2v, which corresponds
to an increase in SNR of approximately 1.4 dB. This also
explains the discrepancy between the ideal gain in SNR
and the actual gain in SNR simulated in Fig. 8.
V. Measurements
This section describes the measurements done to
demonstrate the method. The results in Section V-A show
the principle performance of the proposed method with
two simultaneously transmitting transmitters and a sin-
gle receiver. In Section V-B, the point spread function is
measured and compared to a system using a sinusoidal
excitation, sequential excitation, and STA beamforming.
A. Simple Estimation
The measurements were done using a BK8804 7-MHz,
linear array transducer (BK-Medical ApS, Herlev, Copen-
hagen, Denmark). The experimental ultrasound scanner
Fig. 9. The variance of the estimation error as a function of depth
for the two transmitters. A value above one indicates that the SNR
is worsened. A value below one indicates that the SNR is improved
compared to the SNR on the raw RF data.
RASMUS [29] was used. RASMUS has access to 128 trans-
mit channels, which implied that the central 128 of the 192
existing transducer elements were used. Throughout Sec-
tion V-A, transmitter one represents transducer element
numbers 43 and 44, and the second transmitter represents
element number 63 and 64. Every “virtual” transmitter,
thus, is created by two transducer elements. Transducer
element number 64 was the active receiver. The experi-
ments were carried out on a string phantom in water. A
metal wire was positioned at 42 mm.
1. Reference: The reference was created by exciting
each of the transmitters separately and recording the
echoes from the metal wire. A four-cycle sinusoid at a cen-
ter frequency of 5 MHz with temporal Hanning weighting
was used as excitation. The center frequency of the excita-
tion waveform was chosen to coincide with the maximum
in the system transfer function4. The received echoes were
match ﬁltered using the time-reversed version of the exci-
tation waveform. The excitation voltage was ±50 V. This
experiment was repeated 500 times, and the echoes from
the individual experiments were averaged to reduce the
noise and give good estimates of the scattering functions
4This includes both the transducer and the measurement system.
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Fig. 10. The envelope of the estimate of the scattering functions
for the two transmitters (dashed line). The axial sidelobe level is
∼40 dB. Estimates for the true scattering functions were found by
exciting the transmitters separately 500 times and calculating the
mean proﬁle (solid line).
for this given excitation. The envelope in logarithmic scale
can be seen Figs. 10 and 11 as the solid line.
2. Spatially Coded Excitation: The spatially encoded
method was tested experimentally using the same code
sequences and excitation waveforms as in the narrow band
simulations. The transmitters were excited simultaneously,
and the echoes from the wire were recorded. The excitation
voltage was ±50 V. The estimation procedure given in (14)
was used to ﬁnd the scattering functions corresponding
to the two transmitters. The decoded signals then were
match ﬁltered with the time reversed version of c(n). The
envelope of the result in logarithmic scale can be seen in
Figs. 10 and 11 as the dashed line. One realization of the
reference experiment is given in Fig. 11 as the dotted line.
It can be seen that the coded approach ﬁnds the scattering
functions with approximately the same accuracy as if the
transmitters had been excited separately.
B. Point Spread Function
The point-spread function was measured using the same
wire phantom as before. The same measurement system
and transducer was used as in Section V-A. The central
128 transducer elements were used. The transducer ele-
ments were grouped in pairs, such that two neighboring
Fig. 11. The envelope of the estimate of the scattering functions for
the two transmitters (dashed line). The axial sidelobe level is ∼40 dB.
The dotted line represents the result from exciting the transmitters
sequentially. Estimates for the true scattering functions were found
by exciting the transmitters separately 500 times and calculating the
mean proﬁle (solid line).
elements emulated one transmitter. Transducer element
one and two create transmitter one, and transducer ele-
ment 65 and 66 create transmitter two. Transmitter three
represents element three and four, and transmitter four
represents element 67 and 68, and so on. In total there
will be 64 transmitters. All 128 transducer elements were
used as the receiving aperture with a Hanning apodization.
1. Reference Experiment: For a reference, the transmit-
ters were excited sequentially using a four cycle sinusoid
at 5 MHz with a temporal Hanning weighting. The re-
sulting echoes were match ﬁltered with the time-reversed
version of the excitation waveform. Thereafter, they were
beamformed using the method described in Section III.
The resulting point spread function with a dynamic range
of 50 dB can be seen as the left plot in Fig. 12. The axial
and lateral projections were generated by taking the mean
of the rows and columns of the envelope data matrix, re-
spectively, and plotting the result.
2. Coded Excitation: The point spread function was ob-
tained by exciting two transmitters simultaneously. In the
ﬁrst transmission transmitter one and two were excited, in
the second transmission transmitter three and four were
used, and so on until all transmitters had been covered.
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Fig. 12. The PSF of the method based on spatial encoding (right plot), and the PSF of the reference experiment (left plot). The dynamic
range of the B-mode images is 50 dB. The spatial encoding approach exhibits slightly poorer axial contrast.
TABLE III
Resolution at 42 mm.
Axial res. mm Lateral res. mm
Depth −3 dB −6 dB −3 dB −6 dB
Conv. STA 0.382 0.549 0.919 1.215
Code Div. 0.384 0.551 0.938 1.238
The same code sequences and excitation waveforms as in
Section V-A were used. The decoding and ﬁltering per-
formed on the received signals also follows the outline of
Section V-A. Once the signals had been separated, the
beamforming described in Section III was applied. The
resulting point spread function with a dynamic range of
50 dB can be seen as the plot on the right in Fig. 12.
The axial and lateral projections in Fig. 13 were gener-
ated by taking the mean of the rows and columns of the
envelope data matrix, respectively, and plotting the result.
The axial sidelobe level of the code division experiment is
approximately −40 dB. The sidelobes results from model-
ing errors (nonlinearities) and noise. The axial and lateral
resolution can be seen in Table III. It can be seen that
the resolution is comparable for the two methods. The ax-
ial contrast also was approximately the same with slightly
poorer contrast in front of the string for the spatially en-
coded approach.
VI. Conclusions
In this paper, a method for spatial encoding was pro-
posed. The method is based on a linear approximation,
and the signals originating from diﬀerent transmitters are
separated using maximum likelihood estimation. The data
can be separated after only one transmission, which shows
that fewer transmissions can be made to form a complete
image. However, to solve the estimation problem uniquely,
a lower limit on the code duration appears that depends
on the number of active transmitters and the duration of
the scattering functions. According to the theory, in the
ideal case, the gain in SNR will be proportional to the
energy of the code sequences. This was studied in simu-
Fig. 13. The axial and lateral projections of the point spread func-
tions in Fig. 12. The gray curve indicates the reference experiment,
and the black solid curve represents the code division experiment.
The axial sidelobe level of the code division experiment is approx-
imately −40 dB. The sidelobes is a result of estimation errors and
are due to modeling errors (nonlinearities) and noise.
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lation in which a gain in SNR was ∼1.5 dB compared to
the pulsed case using a standard synthetic transmit aper-
ture ultrasound imaging technique with twice the number
of transmissions. The expected gain in SNR, however, was
∼12.5 dB and the discrepancy was traced to choice of code
sequences. The PSFs at diﬀerent depths also were simu-
lated using Field II and were compared to conventional
STA in which the performance was identical. The method
was also tested in a physical system (RASMUS). The PSF
was measured in a water tank and was compared to a setup
using conventional STA. The performance was comparable
to the reference experiment with slightly poorer axial con-
trast. It shall be noted that the method is based on a linear
assumption, and even though water is a strongly nonlinear
medium (because no attenuation is present), the method
still performs acceptably. Future work will be focused on:
code design (better cross correlation and autocorrelation
properties), to achieve the theoretical SNR predicted in
this paper, relaxing the demand on code duration, possi-
bly by ﬁnding redundancies in the impulse response matrix
H, and exploiting this. To illustrate this, imagine a system
with two transducer elements acting as both transmitters
and receivers. The ﬁrst transducer element transmits the
waveform x1(n) and the second element transmits x2(n).
The two received signals can be written
y1(n) = h11(n)  x1(n) + h12(n)  x2(n), (30)
y2(n) = h21(n)  x1(n) + h22(n)  x2(n), (31)
using the same notation as previously. For simple sources
and receivers, acoustic reciprocity dictate that the posi-
tions of the source and receiver are interchangeable [30].
Therefore:
h21(n) = h12(n), (32)
and the number of parameters in the impulse response
matrix H will be reduced. This symmetry can be extended
readily to a system with an arbitrary number of sensors.
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