A system that can be automatically modified or reorganized to meet a set of performance specifications.
A nonanalytical optimization technique that mimics biological evolution. Based on an optimization function (fitness function), solutions are selected by "mating" good solutions to create better solutions and discarding poor solutions.
Expert systems
Computer-based intelligent systems which take in data, match to a knowledge base, and generate inferences (solutions, advice, prescriptions, predictions, etc.) in a manner that somewhat mimics a human expert. Expert systems are developed by gathering human expertise in a specific domain and properly representing it in a computer system with a human interface.
Fuzzification
The process of converting a crisp quantity into a fuzzy quantity. A membership function is determined to "fuzzify" the crisp quantity. For example, the crisp quantity may form the peak value or centroid of a membership function of sufficient width.
Fuzzy control
A model-free control technique where control knowledge is represented by "if-then" statements that contain qualitative or "fuzzy" terms such as "small" and "fast" as present in human statements. System's outputs are observed (or measured) and "matched" with the control knowledge base to arrive at control actions.
Fuzzy logic
A logic that is more generalized than binary crisp logic. Instead of the two states in binary logic, multiple states are possible, with a degree of overlap among states. Here, for example, the state of "warm" and the state of "hot" have some overlap, as is common with human perception.
Fuzzy set
In the same manner that binary logic and Boolean sets go together, fuzzy logic and fuzzy sets are related. A fuzzy set has a non-crisp boundary. Elements that fall on the boundary have some level of presence within the set and a complementary level of presence outside the set. Genetic algorithms A nonanalytical optimization technique that mimics biological evolution.
Based on an optimization function (fitness function), solutions are selected by "mating" good solutions to create better solutions and discarding poor solutions.
Intelligent control
A control approach that mimics a human who has expertise to generate a suitable control action for a particular system. A common approach uses a control knowledge base and an inferencing mechanism which matches observed/measured information with the knowledge base to generate the control action (controller output or control input to the system). Intelligent machine Machine with an artificial (computer-generated) brain, so that it can behave like a naturally intelligent biological system. It uses techniques of artificial intelligence (AI) for this purpose. Often, the term "machine" refers to a computer. More appropriately, the machine is a physical device that performs an engineering task, and its brain is a computer with AI software.
Knowledge-based system
An artificially intelligent system that uses a knowledge base (KB) to represent expert knowledge in a particular application domain. A decisionmaking method (inference engine) is used to "match" data or observed information with the KB to generate inferences.
Membership function
A function that represents a fuzzy set. In this function, the membership of a quantity in a fuzzy set is represented by a numerical value between 0 and 1. Set elements that are clearly within the set are represented by a membership grade of 1 and elements that are clearly outside the set are represented by a membership grade of 0. Elements that lie on the set boundary have membership grades between 0 and 1, as determined by the degree of membership in the set.
Neural networks
Massively parallel networks of artificial neurons that represent highly nonlinear systems or processes, without using analytical models. By adjusting the network parameters, the behavior of the network is made to resemble the actual system. It somewhat resembles the activity of a biological brain.
Probabilistic system
A system that possesses a degree of randomness or uncertainty and uses methods that involve probability distribution functions to generate decisions, actions, or estimates.
Soft computing
An approach that uses one or more techniques of fuzzy logic, neural networks, evolutionary computing, and probabilistic methods to perform numerical operations by somewhat mimicking biological systems.
Introduction
Future generations of industrial machinery, plants, and decision support systems may be expected to carry out round-the-clock operation, with minimal human intervention, in manufacturing products or providing services. It will be necessary that these systems maintain consistency and repeatability of operation and cope with disturbances and unexpected variations within the system, its operating environment, and performance objectives. In essence, these systems should have the capability to accommodate rapid reconfiguration and adaptation. For example, a production machine should be able to quickly cope with variations ranging from design changes for an existing product to the introduction of an entirely new product line. This will call for tremendous flexibility and some level of autonomous operation in automated machines, which translate into a need for a higher degree of intelligence in the supporting devices. Smart systems will exhibit an increased presence and significance in a wide variety of engineering applications. Products with a "brain" are found, for example, in household appliances, consumer electronics, space technology, transportation systems, industrial processes, manufacturing systems, and services. There is clearly a need to incorporate a greater degree of intelligence and a higher level of autonomy into automated machines and systems. This will require the appropriate integration of such devices as sensors, actuators, and controllers, which themselves may have to be "intelligent" and furthermore, appropriately distributed throughout the system. Design, development, production, and operation of intelligent machines have been possible today through ongoing research and development in the field of intelligent systems and intelligent control (de Silva 1992 (de Silva , 1997 de Silva and Wickramarachchi 1997; Rahbari et al. 2005; Yan et al. 2001 ).
Soft Computing
Soft computing is an important branch of study in the area of intelligent and knowledge-based systems. It has effectively complemented conventional AI in the area of machine intelligence (computational intelligence). Human reasoning is predominantly approximate, qualitative, and "soft." Humans can effectively handle incomplete, imprecise, and fuzzy information in making intelligent decisions. Fuzzy logic, probability theory, neural networks, and genetic algorithms are cooperatively used in soft computing for knowledge representation and for mimicking the reasoning and decision-making processes of a human (de Silva 2003; Filippidis et al. 1999) . Quite effective are the mixed or hybrid techniques, which synergistically exploit the advantages of two or more of these areas. Decision-making with soft computing involves approximate reasoning. Now we will give an introduction to the subject of soft computing. Fuzzy logic and its use in intelligent control will be covered in detail in subsequent sections.
Fuzzy Logic
Fuzzy logic is useful in representing human knowledge in a specific domain of application and in reasoning with that knowledge to make useful inferences or actions (Zadeh 1984) . The conventional binary (bivalent) logic is crisp and allows for only two states. This logic cannot handle fuzzy descriptors, examples of which are "fast" which is a fuzzy quantifier, and "weak" which is a fuzzy predicate. They are generally qualitative, descriptive, and subjective and may contain some overlapping degree of a neighboring quantity, for example, some degree of "slowness" in the case of the fuzzy quantity "fast." Fuzzy logic allows for a realistic extension of binary, crisp logic to qualitative, subjective, and approximate situations, which often exist in problems of intelligent machines where techniques of artificial intelligence are appropriate. In fuzzy logic, the knowledge base is represented by if-then rules of fuzzy descriptors. Consider the general problem of approximate reasoning. In this case the knowledge base K is represented in an "approximate" form, for example, by a set of if-then rules with antecedent and consequent variables that are fuzzy descriptors. First, the data D are preprocessed according to
which, in a typical situation, corresponds to a data abstraction procedure called "fuzzification" and establishes the membership functions or membership grades that correspond to D. Then for a fuzzy knowledge base F K , the fuzzy inference F I is obtained through fuzzy-predicate approximate reasoning, as denoted by
are arrived at by using the process responses as the inputs (context data) to the fuzzy decisionmaking system.
Neural Networks
Artificial neural networks (NN) are massively connected networks of computational "neurons" and represent parallel-distributed processing structures. The inspiration for NN has come from the biological architecture of neurons in human brain. A key characteristic of neural networks is their ability to approximate arbitrary nonlinear functions. Since machine intelligence involves a special class of highly nonlinear decision-making, neural networks would be effective there. Furthermore, the process of approximation of a nonlinear function (i.e., system identification) by interacting with a system and employing data on its behavior may be interpreted as "learning." Through the use of neural networks, an intelligent system would be able to learn and perform high-level cognitive tasks. For example, an intelligent system would only need to be presented with a goal; it could achieve its objective through continuous interaction with its environment and evaluation of the responses by means of neural networks (Cao and de Silva 2006a, b) . A neural network consists of a set of nodes, usually organized into layers and connected through weight elements called synapses. At each node, the weighted inputs are summed (aggregated), thresholded, and subjected to an activation function in order to generate the output of that node. These operations are shown in Fig. 1 . The analogy to the operations in a biological neuron is highlighted. Specifically, in a biological neuron, the dendrites receive information from other neurons. The soma (cell body) collects and combines this information, which is transmitted to other neurons using a channel (tubular structure) called axon. This biological analogy, apart from the abilities to learn by example approximation of highly nonlinear functions, massive computing power, and memory, may be a root reason for inherent "intelligence" in a neural network. If the weighted sum of the inputs to a node (neuron) exceeds a threshold value w 0 , then the neuron is fired and an output y(t) is generated according to Fig. 1 The operations at a node of a neural network Encyclopedia of Complexity and Systems Science DOI 10.1007/978-3-642-27737-5_288-2 # Springer Science+Business Media New York 2013
where x i are neuron inputs, w i are the synaptic weights, and C[.] is the activation function. As indicated in Fig. 2 , there are two main classes of neural networks, known as feedforward networks (or static networks) and feedback networks (or recurrent networks). In feedforward network, an example of which is a multilayer perceptron, the signal flow from a node to another node takes place in the forward direction only. There are no feedback paths. Figure 3 shows a multilayer perceptron consisting of an input layer, a hidden layer, and an output layer. Another example of feedforward network is the radial basis function network. Here there are only three layers. Furthermore, only the hidden layer uses nonlinear activation functions in its nodes. These functions are called radial basis functions, the Gaussian distribution function being a popular example. These functions form the basis for the capability of the NN to approximate any nonlinear function. In a feedforward neural network, learning is achieved through example. This is known as supervised learning. Specifically, first a set of input-output data of the actual process is determined (e.g., by measurement). The input data are fed into the NN. The network output is compared with the desired output (experimental data) and the synaptic weights of the NN are adjusted using a gradient (steepest descent) algorithm until the desired output is achieved. In a feedback NN, the outputs of one or more nodes (say, in the output layer) are fed back to one or more nodes in a previous layer (say hidden layer or input layer) or even to the same node. The feedback provides the capability of "memory" to the network. An example is the Hopfield network. It consists of two layers: the input layer and the Hopfield layer. Each node in the input layer is directly connected to only one node in the Hopfield layer. The outputs of the network are fed back to the input nodes via a time delay (providing memory) and synaptic weights. Nodes in the Hopfield layer have nonlinear activation functions such as sigmoidal functions.
Feedback neural networks commonly use unsupervised learning algorithms. In these learning schemes, the synaptic weights are adjusted based on the input values to the network and the reactions of individual neurons, and not by comparing the network output to the desired output data. Unsupervised learning is called self-organization (or open-loop adaptation), because the output characteristics of the network are determined internally and locally by the network itself, without any data on desired outputs. This type of learning is particularly useful in pattern classification and grouping of data. Hebbian learning and competitive learning are examples of unsupervised learning algorithms. In the Hebbian learning algorithm, the weight between a neuron and an input is strengthened (increased) if the neuron is fired by the input. In competitive learning, weights are modified to enhance a node (neuron) having the largest output. An example is the Kohonen network, which uses a winner-takes-all approach. A Kohonen network has two layers, the input layer and the output layer (Kohonen layer). In the operation of the network, the node in the Kohonen layer with weights that most closely resemble the current input is assigned an output of 1 (the winner), and the outputs of all the remaining nodes are set to zero. In this manner, the input nodes organize themselves according to the pattern of the input data while the output nodes compete among themselves to be activated.
Genetic Algorithms
Genetic algorithms (GA) are derivative-free optimization techniques, which can evolve through procedures analogous to biological evolution. Genetic algorithms belong to the area of evolutionary computing. They represent an optimization approach where a search is made among a set of solutions (solution space) to "evolve" a solution algorithm, which will retain the "most fit" solutions, by using a procedure that is analogous to biological evolution through natural selection, crossover, and mutation. In the present context of intelligent machines, intellectual fitness rather than physical fitness is what is important for the evolutionary process. Evolutionary computing can play an important role in the development of an optimal and self-improving intelligent machine (de Silva 2003; Filippidis et al. 1999) .
Evolutionary computing has the following characteristics:
1. It is based on multiple searching points or solution candidates (population-based search). 2. It uses evolutionary operations such as selection, crossover, and mutation. 3. It is based on probabilistic operations.
The basic operations of a genetic algorithm are indicated in Fig. 4 . The algorithm works with a population of individuals, each representing a possible solution to a given problem. Each individual is assigned a fitness score according to how good its solution is to the problem. The highly fit (in an intellectual sense) individuals are given opportunities to reproduce by crossbreeding with other individuals in the population. This produces new individuals as offspring, who share some features taken from each parent. The least fit members of the population are less likely to get selected for reproduction and will eventually die out. An entirely new population of possible solutions is produced in this manner, by mating the best individuals (i.e., individuals with best solutions) from the current generation. The new generation will contain a higher proportion of the characteristics possessed by the "fit" members of the previous generation. In this way, over many generations, desirable characteristics are spread throughout the population while being mixed and exchanged with other desirable characteristics, in the process. By favoring the mating of the individuals who are more fit (i.e., who can provide better solutions), the most promising areas of the search space would be exploited. A GA determines the next set of searching points using the fitness values of the current searching points, which are widely distributed throughout the searching space. It uses the mutation operation to escape from a local minimum.
Two important activities of a GA are selection and reproduction. Selection is the operation which will choose parent solutions. New solution vectors in the next generation are calculated from them. Since it is expected that better parents generate better offspring, parent solution vectors that possess higher fitness values will have a higher probability of selection. There are several methods of selection. In the method of roulette wheel selection, the probability of winning is proportional to the area rate of a chosen number on a roulette wheel. In this manner, the selection procedure assigns a selection probability to individuals in proportion to their fitness values. In the elitist strategy, the best parents are copied into the next generation. This strategy prevents the best fitness value of the offspring generation from becoming worse than that in the present generation.
During the reproductive phase of a GA, individuals are selected from the population and recombined, producing offspring, which in turn will make up the next generation. Parents are selected randomly from the population using a scheme that favors the individuals who are more fit. After two parents are selected, their chromosomes are recombined using the mechanism of crossover and mutation. Crossover takes two individuals and cuts their chromosome strings at some randomly chosen position to produce two "head" segments and two "tail" segments. The tail segments are then swapped over to produce two new full-length chromosomes. Each of the two offsprings will inherit some genes from each parent. This is known as a single-point crossover.
Crossover is not usually applied to all pairs of individuals that are chosen for mating. A random choice is made, where the likelihood of the crossover being applied is typically between 0.6 and 1.0. Mutation is applied individually to each child, after crossover. It randomly alters each gene at a very low probability. Mutation provides a small degree of random search and helps ensure that every point in the search space has some probability of being examined.
Probabilistic Reasoning
Uncertainty and the associated concept of probability are linked to approximation. One can justify that probabilistic reasoning should be treated within the area of soft computing (de Silva 2003; Filippidis et al. 1999) . Probabilistic approximate reasoning may be viewed in an analogous manner to fuzzy-logic reasoning, considering uncertainty in place of fuzziness as the concept of approximation that is applicable. Probability distribution/density functions are employed in place of membership functions. The formula of knowledge-based decision-making that corresponds to Eq. 2, in this case, depends on the specific type of probabilistic reasoning that is employed. The Bayesian approach is commonly used. This may be interpreted as a classification problem.
Suppose that an observation d is made, and it may belong to one of several classes c i . The Bayes' relation states
where
Given that the observation is d, the probability that it belongs to class c i (the a posteriori conditional probability) P(d | c i ) ¼ Given that the observation belongs to the class c i , the probability that the observation is d (the class conditional probability) P(c i ) ¼ The probability that a particular observation belongs to class c i , without knowing the observation itself (the a priori probability)
The probability that the observation is d without any knowledge of the class
In the Bayesʼ decision-making approach, for a given observation (data) d, the posteriori probabilities P(c i | d) are computed for all possible classes (i ¼ 1, 2,. . ., n), using Eq. 4. The class that corresponds to the largest of these a posteriori probability values is chosen as the class of d, thereby solving the classification problem. The remaining n À 1 a posteriori probabilities represent the error in this decision.
Note the analogy between Eqs. 4 and 2. Specifically, P(d) represents the "preprocessed" probabilistic data that correspond to the observation d. The knowledge base itself constitutes the two sets of probabilities:
., n without any knowledge of the observation (data) itself
The knowledge-base matching is carried out, in this case, by computing the expression on the right side of Eq. 4 for all possible i and then picking out the maximum value. Application areas of probabilistic decision-making include forecasting, signal analysis and filtering, and parameter estimation and system identification.
Techniques of soft computing are powerful by themselves in achieving the goals of machine intelligence. Furthermore, they have a particular appeal in view of the biological analogies that exist. To summarize the biological analogies of fuzzy, neural, genetic, and probabilistic approaches are as Encyclopedia of Complexity and Systems Science DOI 10.1007/978-3-642-27737-5_288-2 # Springer Science+Business Media New York 2013 follows: fuzzy techniques attempt to approximate human knowledge and the associated reasoning process, neural networks are a simplified representation of the neuron structure of a brain, genetic algorithms follow procedures that are crudely similar to the process of evolution in biological species, and probabilistic techniques can analyze random future action of a human. This is no accident because in machine intelligence, it is the behavior of human intelligence that would be mimicked. Popular (e.g., biological) analogies and key characteristics of several techniques of machine intelligence are listed in Table 1 . Conventional AI, which typically uses symbolic and descriptive representations and procedures for knowledge-based reasoning, is listed as well for completeness.
Fuzzy Logic and Fuzzy Sets
In the crisp Boolean logic, truth is represented by the state 1 and falsity is by the state 0. Boolean algebra and crisp logic have no provision for approximate reasoning. Fuzzy logic is an extension of crisp bivalent (two-state) logic in the sense that it provides a platform for handling approximate knowledge. Fuzzy logic is based on fuzzy-set theory in a manner similar to how crisp bivalent logic is based on crisp set theory. Fuzzy logic provides an approximate yet practical means of representing knowledge regarding a system (e.g., describing the behavior of the system) that is too complex or ill defined and not easy to tackle using precise mathematical means. The approach also provides a means of making inferences using that knowledge, which can be used in making correct decisions regarding the system and for carrying out appropriate actions. In particular, human-originated knowledge can be effectively handled using fuzzy logic. As the complexity of a system increases, the ability to develop precise analytical models of the system diminishes until a threshold is reached beyond which analytical modeling becomes intractable. Under such circumstances, precise modelbased decision-making is not practical. Fuzzy knowledge-based decision-making is particularly suitable then (Rahbari and de Silva 2001) .
This section introduces fuzzy logic, which uses the concept of fuzzy sets. Applications of soft computing and particularly fuzzy knowledge-based systems rely on the representation and processing of knowledge using fuzzy logic. In particular, the compositional rule of inference, as presented in the subsequent section, is what is applied in decision-making with fuzzy logic. Some popular applications of fuzzy decision-making and intelligent control are given next.
Process temperature control (OMRON) This is a proportional-integral-derivative (PID) controller integrated with a fuzzy controller. When temperature control is initiated, only the PID action is present. If the temperature overshoots the set point, the fuzzy controller takes over. This control system responds well to disturbance (continued) Air conditioner (Mitsubishi)
Conventional air-conditioning systems use on-off controllers. Specifically when the temperature drops below a preset level, the unit is automatically turned off. When the temperature rises above a preset level, the unit is turned on. The former preset value is slightly lower than the latter preset value, providing a dead zone, so that high-frequency on-off cycling (chatter) is avoided. The thermostat in the system controls the on-off action. For example, "when the temperature rises to 25 C, turn on the unit, and when the temperature falls to 20 C, turn off the unit." The Mitsubishi air conditioner is controlled by using fuzzy rules such as "If the ambient air is getting warmer, turn the cooling power up a little; if the air is getting chilly, turn the power down moderately," etc. The operation becomes smoother as a result. This results in less wear and tear of the air conditioner, more consistent comfortable room temperatures, less noise, and increased efficiency (energy savings) Vacuum cleaner (Panasonic)
Characteristics of the floor and the amount of dust are sensed by an infrared sensor, and the microprocessor selects the appropriate power by fuzzy control according to these characteristics. The floor characteristics include the type and nature (hardwood, cement, tile, carpet softness, carpet thickness, etc.). The changing pattern of the amount of dust passing through the infrared sensor is established as well. The microprocessor establishes the appropriate setting of the vacuum head and the power of the motor, using a fuzzy control scheme.
Red and green lamps of the vacuum cleaner show the amount of dust left on the floor Automatic transmission system (Nissan, Subaru, Mitsubishi)
In a conventional automatic transmission system, electronic sensors measure the vehicle speed and throttle opening, and gears are shifted based on the predetermined values of these variables. According to Nissan, this type of system is incapable of uniformly providing satisfactory control performance to a driver because it typically provides only three different shift patterns. The fuzzy control transmission senses several variables including vehicle speed and acceleration, throttle opening, the rate of change of throttle opening, engine load, and driving style. Each sensed value is given a weight, and a fuzzy aggregate is calculated to decide whether to shift gears. This controller is said to be more flexible, smooth, and efficient, providing better performance. Also, an integrated system developed by Mitsubishi uses fuzzy logic for active control of the suspension system, four-wheel drive (traction), steering, and air-conditioning Washing machine (Matsushita, Hitachi) The control system senses both quality and quantity of dirt, load size, and fabric type, and adjusts the washing cycle and detergent amount accordingly. Clarity of water in the washing machine is measured by light sensors. At the start of the cycle, dirt from clothes would not have yet reached the water; so light will pass through it easily. The water becomes more discolored as the wash cycle proceeds, and less light will pass through. This information is analyzed and control decisions are made using fuzzy logic Camcorder (Panasonic, Sanyo, Fisher, Canon)
The intelligent video camera determines the best focus and lighting, particularly when several objects are present in the picture. Also, it has a digital image stabilizer to remove hand jitter. Fuzzy decision-making is used in these actions. For example, the following scheme is used for image stabilization. The present image frame is compared with the previous frame from memory. A typically stationary object (e.g., house) is identified and its shift coordinates are computed. This shift is subtracted from the image to compensate for the hand jitter. A fuzzy algorithm provides a smooth control/ compensation action (continued) Encyclopedia of Complexity and Systems Science DOI 10.1007/978-3-642-27737-5_288-2 # Springer Science+Business Media New York 2013
Elevator control (Fujitec, Toshiba) A fuzzy scheme evaluates passenger traffic and the elevator variables (load, speed, etc.) to determine car announcement and stopping time. This reduces waiting time and improves the efficiency and reliability of operation Handheld computer (Sony)
A fuzzy-logic scheme reads hand-written input and interprets the characters for data entry Television (Sony)
A fuzzy-logic scheme uses sensed variables, such as ambient lighting, time of day, and user profile, and adjusts such parameters as screen brightness, color, contrast, and sound Antilock braking system (Nissan)
The system senses wheel speed, road conditions, and driving pattern, and the fuzzy ABS determines the braking action, with skid control Subway train (Sendai) A fuzzy decision scheme is used by the subway trains in Sendai, Japan, to determine the speed and stopping routine. Ride comfort and safety are used as performance requirements
Other applications of fuzzy logic include hot water heater (Matsushita), rice cooker (Hitachi), and cement kiln (Denmark). Also see (de Silva 1992 (de Silva , 1997 de Silva and Wickramarachchi 1997; Goulet et al. 2001; Rahbari et al. 2005; Tang et al. 2001; Wang and de Silva 2008; Yan et al. 2001) .
The theory of fuzzy logic can be developed using the concepts of fuzzy sets similar to how the theory of crisp bivalent logic can be developed using the concepts of crisp sets. Specifically, there exists an isomorphism between sets and logic. In view of this, a good foundation in fuzzy sets is necessary to develop the theory of fuzzy logic. In this section, the mathematics of fuzzy sets is presented.
A fuzzy set is a set without clear or sharp (crisp) boundaries or without binary membership characteristics. Unlike an ordinary set where each object (or, element) either belongs or does not belong to the set, a partial membership in a fuzzy set is possible. In other words, there is a "softness" associated with the membership of elements in a fuzzy set. An example of a fuzzy set could be "the set of narrow streets in Vancouver." There are streets that clearly belong to the above set and others that cannot be considered as narrow. Since the concept of "narrow" is not precisely defined (e.g., <2 m), there will be a "gray" zone in the associated set where the membership is not quite obvious. As another example, consider the variable "temperature." It can take a fuzzy value (e.g., cold, cool, tepid, warm, hot). A fuzzy value such as "warm" is a fuzzy descriptor. It may be represented by a fuzzy set because any temperature that is considered to represent "warm" belongs to this set and any other temperature does not belong to the set. Still, one cannot realistically identify a precise temperature interval (e.g., 25-30 C), which is a crisp set, to represent warm temperatures. Let X be a set that contains every set of interest in the context of a given class of problems. This is called the universe of discourse (or, simply universe), whose elements are denoted by x. A fuzzy set A in X may be represented by a Venn diagram as in Fig. 5a . Generally, the elements x are not numerical quantities. For analytical convenience, however, the elements x are assigned real numerical values.
Membership Function
A fuzzy set may be represented by a membership function. This function gives the grade (degree) of membership within the set, of any element of the universe of discourse. The membership function maps the elements of the universe on to numerical values in the interval [0, 1] . Specifically,
where A (x) is the membership function of the fuzzy set A in the universe in X. Stated in another 2013 way, fuzzy set if A is a set of ordered pairs:
The membership function m A (x) represents the grade of possibility that an element x belongs to the set A. It follows that a membership function is a possibility function and not a probability function. A membership function value of zero implies that the corresponding element is definitely not an element of the fuzzy set. A membership function value of unity means that the corresponding element is definitely an element of the fuzzy set. A grade of membership greater than 0 and less than 1 corresponds to a non-crisp (or fuzzy) membership, and the corresponding elements fall on the fuzzy boundary of the set. The closer the m A (x) is to 1, the more the x is considered to belong to A, and similarly the closer it is to 0, the less it is considered to belong to A. A typical membership function is shown in Fig. 5b .
Note: A crisp set is a special case of fuzzy set, where the membership function can take the two values 1 (membership) and 0 (nonmembership) only. The membership function of a crisp set is given the special name characteristic function.
Fuzzy-Logic Operations
It is well known that the "complement," "union," and "intersection" of crisp sets correspond to the logical operations NOT, OR, and AND, respectively, in the corresponding crisp, bivalent logic. Furthermore, it is known that, in the crisp bivalent logic, the union of a set with the complement of a second set represents an "implication" of the first set by the second set. Set inclusion (i.e., extracting a subset) is a special case of implication in which the two sets belong to the same universe. These operations (connectives) may be extended to fuzzy sets for corresponding use in fuzzy-logic fuzzy reasoning. For fuzzy sets, the applicable connectives must be expressed in terms 2013 of the membership functions of the sets which are operated on. In view of the isomorphism between fuzzy sets and fuzzy logic, both the set operations and the logical connectives can be addressed together. Some basic operations that can be defined on fuzzy sets and the corresponding connectives of fuzzy logic are described next. Several methods are available to define the intersection and the union of fuzzy sets. The classical ones suggested by Zadeh are widely used, because of their simplicity and the analogy with crisp sets (binary logic).
Complement (Negation, NOT)
Consider a fuzzy set A in a universe X. Its complement A 0 is a fuzzy set whose membership function is given by
The complement in fuzzy sets corresponds to the negation (NOT) operation in fuzzy logic, just as in crisp logic, and is denoted by Ā where A now is a fuzzy logic proposition (or a fuzzy state).
A graphic (membership function) representation of complement of a fuzzy set (or negation of a fuzzy state) is given in Fig. 6 .
Example As an example, consider the fuzzy set of "hot temperatures." This may be represented by the membership function shown using a solid line in Fig. 7 . This is the set containing all values of hot temperature in a specified universe. In fuzzy logic then, this membership function can represent the fuzzy-logic state "hot" or the fuzzy statement, "the temperature is hot." The complement of the fuzzy set is represented by the dotted line in Fig. 7 . This is the set containing all temperature values that are not hot, in the given universe. As before, this membership function can also represent the fuzzy-logic state "not hot" or the fuzzy-logic statement "the temperature is not hot." Furthermore, the solid line can represent a fuzzy temperature value and the dotted line can represent another (complementary) 2013 fuzzy temperature value. In this manner, various concepts of fuzzy sets and fuzzy logic can be quantified by the use of membership functions.
Union (Disjunction, OR)
Consider two fuzzy sets A and B in the same universe X. Their union is a fuzzy set containing all the elements from both sets, in a "fuzzy" sense. This set operation is denoted by [. The membership function of the resulting set A[B is given by
The union corresponds to a logical OR operation (called disjunction) and is denoted by A∨B, where A and B are fuzzy states or fuzzy propositions. The rationale for the use of max to represent fuzzy-set union is that, because element x may belong to one set or the other, the larger of the two membership grades should govern the outcome (union). Furthermore, this is consistent with the union of crisp sets. Similarly, the appropriateness of using max to represent fuzzy-logic operation "OR" should be clear. Specifically, since either of the two fuzzy states (or propositions) would be applicable, the larger of the corresponding two membership grades should be used to represent the outcome. A graphic (membership function) representation of the union of two fuzzy sets (or the logical combination OR of two fuzzy states in the same universe) is given in Fig. 8 .
Even though set intersection is applicable to sets in a common universe, a logical "OR" may be applied for concepts in different universes. In particular, when the operands belong to different universes, orthogonal axes have to be used to represent them in a common membership function.
Intersection (Conjunction, AND)
Again, consider two fuzzy sets A and B in the same universe X. Their intersection is a fuzzy set containing all the elements that are common to both sets, in a "fuzzy" sense. This set operation is denoted by \. The membership function of the resulting set A\B is given by
The union corresponds to a logical AND operation (called conjunction) and is denoted by A∧B, where A and B are fuzzy states or fuzzy propositions. The rationale for the use of min to represent fuzzy-set intersection is that, because the element x must simultaneously belong to both sets, the smaller of the two membership grades should govern the outcome (intersection).
Furthermore, this is consistent with the intersection of crisp sets. Similarly, the appropriateness of using min to represent fuzzy-logic operation "AND" should be clear. Specifically, since both fuzzy states (or propositions) should be simultaneously present, the smaller of the corresponding two membership grades should be used to represent the outcome. A graphic (membership function) representation of intersection of two fuzzy sets (or the logical combination AND of two fuzzy states in the same universe) is given in Fig. 9 .
Implication (If-Then)
An if-then statement (a rule) is called an "implication." In a knowledge-based system, the knowledge base is commonly represented using if-then rules. In particular, a knowledge base in fuzzy logic may be expressed by a set of linguistic rules of the if-then type, containing fuzzy terms. In fact a fuzzy rule is a fuzzy relation. A knowledge base containing several fuzzy rules is also a relation, which is formed by combining (aggregating) the individual rules according to how they are interconnected.
Consider a fuzzy set A defined in a universe X and a second fuzzy set B defined in another universe Y. The fuzzy implication "If A then B," is denoted by A ! B. Note that in this fuzzy rule, A represents some "fuzzy" situation and is the condition or the antecedent of the rule. Similarly, B represents another fuzzy situation and is the action or the consequent of the fuzzy rule. The fuzzy rule A ! B is a fuzzy relation. Since the elements of A are defined in X and the elements of B are defined in Y, the elements of A ! B are defined in the Cartesian product space X Â Y. This is a twodimensional space represented by two orthogonal axes (x-axis and y-axis) and gives the domain in which fuzzy rule (or fuzzy relation) is defined. Since A and B can be represented by membership functions, and additional orthogonal axis is needed to represent the membership grade.
Fuzzy implication may be defined (interpreted) in several ways. Two definitions of fuzzy implication are:
These two methods are approaches for obtaining the membership function of the particular fuzzy relation given by an if-then rule (implication). Note that the first method gives an expression that is symmetric with respect to A and B. This is not intuitively satisfying because "implication" is not a commutative operation (specifically, A ! B does not necessarily satisfy B ! A). In practice, however, this method provides a good, robust result. The second method has an intuitive appeal because in crisp bivalent logic, A ! B has the same truth table as [(NOT A) OR B] and hence is equivalent. Note that in Eq. 11, the membership function is upper-bounded to 1 using the bounded sum operation, as required (A membership grade cannot be greater than 1). The first method is more commonly used because it is simpler to use and often provides quite accurate results.
An example of fuzzy implication using the first method is shown in Fig. 10 . Here the implication from a fuzzy set (a) to another fuzzy set (b) is given by (c). 
Composition and Inference
If a fuzzy input is applied to a non-fuzzy (crisp) system, the output will still be fuzzy. This is known as the "extension principle" and is illustrated by an example in Fig. 11 . A fuzzy system may be represented by a set of fuzzy if-then rules, which may be aggregated into a single (multivariable) membership function -a fuzzy relation. Application of a fuzzy input to a fuzzy relation in order to infer a fuzzy output is the basis of decision-making in a fuzzy knowledge-based system. This idea is known as composition and is illustrated in Fig. 12 .
Decision-making using fuzzy logic is known as fuzzy inference or approximate reasoning. The compositional rule of inference is utilized for this purpose.
Composition
Consider a fuzzy relation (fuzzy set) R in the r-dimensional subspace X 1 Â X 2 Â . . . Â X r and a second fuzzy relation (fuzzy set) S in the (n À m + 1)-dimensional subspace X m Â X m+1 Â . . . Â X n such that m < r + 1. Note that unlike the previous case of join, the two subspaces are never disjoint, and hence their intersection is never null (i.e., there is at least one common dimension in the subspaces R and S). The union of the two subspaces gives the overall n-dimensional space X 1 Â X 2 Â . . . Â X n . The composition of R and S is denoted by R ∘ S and is given by Specifically, we take the join (intersection) of the two sets R and S and then project (max or supremum operation) the resulting fuzzy set (in the n-dimensional space) onto the subspace formed by the disjoint parts of the two subspaces in which the fuzzy sets R and S are defined. The membership function of the resulting fuzzy set is obtained from the membership functions of R and S while noting that the operation min applies for join and the operation supremum applies for projection. Specifically, This is called the sup-min composition.
Composition can be interpreted as a matching of the common (known) parts of two fuzzy sets and then making an inference about the disjoint (unknown) parts according to the result of the matching process. Specially, the two sets are combined and matched (through join) over their common subspace. The result is then projected (through supremum) over to the inference subspace (nonoverlapping subspace), giving a fuzzy set defined over the disjoint portions of the two subspaces. This process of matching is quite analogous to matching of data with the condition part of a rule in the conventional rule-based decision-making. In this regard, composition plays a crucial role in fuzzy inference (fuzzy decision-making) and fuzzy knowledge-based systems.
As a simple example, consider a fuzzy relation R defined in the X Â Y space and another fuzzy relation S defined in the Y Â Z space. The composition of these two fuzzy relations is given by
which is defined in the X Â Z space.
Sup-Product Composition
In Eq. 13 if we use the "product" operation in place of "min," we get the sup-product composition given by
This composition is denoted by "•" and is also known as the sup-dot composition. In summary, the composition operation involves:
1. Matching of data and a knowledge base, using the join (or intersection) operation 2. Making an inference (decision) on the variables in the subspace of the knowledge base that is outside the subspace of data (i.e., nonoverlapping subspace), using the projection (sup) operation
Compositional Rule of Inference
In knowledge-based systems, knowledge is often expressed as rules of the form:
In fuzzy knowledge-based systems (e.g., fuzzy control systems), rules of this type are linguistic statements of expert knowledge in which y 1 , y 2 , and c are fuzzy quantities (e.g., small negative and fast, large positive). These rules are fuzzy relations that employ the fuzzy implication (IF-THEN) . The collective set of fuzzy relations forms the knowledge base of the fuzzy system. Let us denote the fuzzy relation formed by this collection of rules as the fuzzy set K. This relation is an aggregation of the individual rules and may be represented by a multivariable membership function. In a fuzzy decision-making process (e.g., in fuzzy-logic control), the rulebase (knowledge base) K is first collectively matched with the available data (context). Next, an inference is made on another fuzzy variable that is represented in the knowledge base, on this basis. The matching and inference making are done using the composition operation, as discussed previously. The application of composition to make inferences in this manner is known as the compositional rule of inference (CRI). DOI 10.1007 /978-3-642-27737-5_288-2 # Springer Science+Business Media New York 2013 For example, consider a control system. Usually the context would be the measured outputs Y of the process. The control action that drives the process is C. Typically, both these variables are crisp, but let us ignore this fact for the time being and assume them to be fuzzy, for general consideration. Suppose that the control knowledge base is denoted by R, a fuzzy relation. The method of obtaining the rulebase R is analogous to model identification in conventional crisp control. Then, by applying the compositional rule of inference, we get the fuzzy control action as
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m C ¼ max Y min m Y , m R ð Þ:(16)
Extensions to Fuzzy Decision-Making
Thus far, we have considered fuzzy rules of the form
where A i , B i , and C i are fuzzy states governing the i th rule of the rulebase. In fact this is the Mamdani approach (Mamdani system or Mamdani model) named after the person who pioneered the application of this approach. Here, the knowledge base is represented as fuzzy protocols and represented by membership functions for A i , B i , and C i , and the inference is obtained by applying the compositional rule of inference. The result is a fuzzy membership function, which typically has to be defuzzified for use in practical tasks. Several variations to this conventional method are available. One such version is the Sugeno model (or Takagi-Sugeno-Kang model or TSK model). Here, the knowledge base has fuzzy rules with crisp functions as the consequent, of the form
for Rule i, where f i is a crisp function of the condition variables (antecedent) x and y. Note that the condition part of this rule is the same as for the Mamdani model (17), where A i and B i are fuzzy sets whose membership functions are functions of x and y, respectively. The action part is a crisp function of the condition variables, however. The inferenceĉ x, y ð Þ of the fuzzy knowledge-based system is obtained directly as a crisp function of the condition variables x and y, as follows:
For Rule i, a weighting parameter w i (x, y) is obtained corresponding to the condition membership functions, as for the Mamdani approach, by using either the "min" operation or the "product" operation. For example, using the "min" operation we form
The crisp inferenceĉ x, y ð Þ is determined as a weighted average of the individual rule inferences (crisp) c i ¼ f i (x,y) according tô where r is the total number of rules. For any data x and y, the knowledge-based actionĉ x,y ð Þ can be computed from Eq. 20, without requiring any defuzzification. The Sugeno model is particularly useful when the actions are described analytically through crisp functions, as in conventional crisp control, rather than linguistically. The TSK approach is commonly used in the applications of direct control and in simplified fuzzy models. The Mamdani approach, even though popular in low-level direct control, is particularly appropriate for knowledge representation and processing in expert systems and in high-level (hierarchical) control systems.
Fuzzy Control
Fuzzy-logic control or simply "fuzzy control" belongs to the class of "intelligent control," "knowledge-based control," or "expert control." Fuzzy control uses knowledge-based decision-making employing techniques of fuzzy logic, in determining the control actions. In this section, the basics of fuzzy-logic control are presented.
There are many reasons for the practical deficiencies of conventional, crisp algorithmic control. Conventional control is typically based on "modeling" the plant that is to be controlled. If the model is not accurate, the performance of the controller may not be acceptable. Furthermore, these conventional controllers rely on a complete set of data, including sensory information and parameter values, to produce control actions, and indeed, program instructions and data are conventionally combined into the same memory of the controller. If the model parameters and other necessary data are not completely known, say unexpectedly as a result of sensing problems, then appropriate estimates have to be made. Furthermore, if the available information is fuzzy, qualitative, or vague, these "crisp" controllers that are based on such incomplete information will not usually provide satisfactory results. The environment with which the plant interacts may not be completely predictable either, and it is normally difficult for a crisp control algorithm to accurately respond to a condition that it did not anticipate and that it could not "understand." Also, some conventional techniques of control assume that the plant is linear and time invariant, an assumption that hardly holds in a large majority of practical problems. Conventional control techniques that are based on "crisp" algorithms or mathematical formulas can fail when the plant to be controlled is very complex, is highly nonlinear, is incompletely known, or contains large process delays. Often, a control strategy that is based on "soft knowledge" such as human "experience" in operating the plant, heuristics, common sense, or expert opinion can provide the remedy to these problems.
Basics of Fuzzy Control
Fuzzy control uses the principles of fuzzy-logic-based decision-making to arrive at the control actions. The decision-making approach is typically based on the compositional rule of inference (CRI), as presented before. In essence, some information (e.g., output measurements) from the system to be controlled is matched with a knowledge base of control for the particular system, using CRI. A fuzzy rule in the knowledge base of control is generally a "linguistic relation" of the form
where A i and B i are fuzzy quantities representing process measurements (e.g., process error and change in error) and C i is a fuzzy quantity representing a control signal (e.g., change in process input). What we have is a rulebase with a set of (n) rules:
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Rule 1 : A 1 and B 1 ) C 1 Rule 2 : A 2 and B 2 ) C 2 Á Á Á Á Á Á Á Á Á Á Á Á Rule n : A n and B n ) C n :
Because these fuzzy sets are related through IF-THEN implications and because an implication operation for two fuzzy sets can be interpreted as a "minimum operation" on the corresponding membership functions, the membership function of this fuzzy relation may be expressed as
The individual rules in the rulebase are joined through ELSE connectives, which are OR connectives ("unions" of membership functions). Hence, the overall membership function for the complete rulebase (relation R) is obtained using the "maximum" operation on the membership functions of the individual rules; thus,
In this manner the membership function of the entire rulebase can be determined (or "identified" in the terminology of conventional control) using the membership functions of the response variables and control inputs. Note that a fuzzy knowledge base is a multivariable function -a multidimensional array (a three-variable function or a dimensional array in the case of Eq. 23) of membership function values. This array corresponds to a fuzzy control algorithm in the sense of conventional control. The control rulebase may represent linguistic expressions of experience, expertise, or knowledge of the domain experts (control engineers, skilled operators, etc.). Alternatively, a control engineer may instruct an operator (or a control system) to carry out various process tasks in the usual manner, monitor and analyze the resulting data, and learn appropriate rules of control, say by using neural networks.
Once a fuzzy control knowledge base of the form given by Eq. 23 is obtained, we need a procedure to infer control actions using process measurements, during control. Specifically, suppose that fuzzy process measurements A 0 and B 0 are available. The corresponding control inference C 0 is obtained using the compositional rule of inference (i.e., inference using the composition relation). The applicable relation is
Note that in fuzzy inference, the data fuzzy sets A 0 and B 0 are jointly matched with the knowledgebase fuzzy relation R. This is a "join" operation, which corresponds to an AND operation (an "intersection" of fuzzy sets), and hence the min operation applies for the membership functions. For a given value of control action c, the resulting fuzzy sets are then mapped (projected) from a three-dimensional space X Â Y Â Z of knowledge onto a one-dimensional space Z of control actions. This mapping corresponds to a set of OR connectives, and hence the sup operation applies to the membership function values, as expressed in Eq. 24.
Actual process measurements are crisp. Hence, they have to be fuzzified in order to apply the compositional rule of inference. This is conveniently done by reading the grade values of the Encyclopedia of Complexity and Systems Science DOI 10.1007/978-3-642-27737-5_288-2 # Springer Science+Business Media New York 2013 membership functions of the measurement at the specific measurement values. Typically, the control action must be a crisp value as well. Hence, each control inference C 0 must be defuzzified so that it can be used to control the process. Several methods are available to accomplish defuzzification. In the mean of maxima method, the control element corresponding to the maximum grade of membership is used as the control action. If there is more than one element with a maximum (peak) membership value, the mean of these values is used. In the center of gravity (or centroid) method, the centroid of the membership function of control decision is used as the value of crisp control action. This weighted control action is known to provide a somewhat sluggish, yet more robust, control.
There are several practical considerations of fuzzy control that were not addressed in the above discussion. Because representation of the rulebase R by an analytical function can be somewhat unrealistic and infeasible in general, it is customary to assume that the fuzzy sets involved in R have discrete and finite universes (or at least discrete and finite support sets). As a result, process response measurements must be quantized. Hence, at the outset, a decision must be made as to the element resolution (quantization error) of each universe. This resolution governs the cardinality of the sets and in turn the size of the multidimensional membership function array of a fuzzy rulebase. It follows that the required computational effort, memory and storage requirements, and accuracy are directly affected by the quantization resolution.
Because process measurements are crisp, one method of reducing the real-time computational overhead is to precompute a decision table relating quantized measurements to crisp control actions. The main disadvantage of this approach is that it does not allow for convenient modifications (e.g., rule changes and quantization resolution adjustments) during operation. Another practical consideration is the selection of a proper sampling period in view of the fact that process responses are generally analog signals. Factors such as process characteristics, required control bandwidth, and the processing time needed for one control cycle must be taken into account in choosing a sampling period. Scaling or gain selection for various signals in a fuzzy-logic control system is another important consideration. For reasons of processing efficiency, it is customary to scale the process variables and control signals in a fuzzy control algorithm. Furthermore, adjustable gains can be cascaded with these system variables so that they may serve as tuning parameters for the controller. A proper tuning algorithm would be needed, however. A related consideration is real-time or online modification of a fuzzy rulebase. Specifically, rules may be added, deleted, or modified on the basis of some scheme of learning and self-organization. For example, using a model for the process and making assumptions such as input-output monotonicity, it is possible during control to trace and tag the rules in the rulebase that need attention. The control-decision table can be modified accordingly.
Steps of Fuzzy-Logic Control
The main steps of fuzzy-logic control, as described above, can be summarized in the following manner. A fuzzy knowledge base must be developed first (offline), according to the following four steps:
4. Combine (aggregate) the relations R i using the fuzzy connectives ELSE (fuzzy OR; typically, max) to obtain the overall fuzzy rulebase (relation) R (a multidimensional array in the discrete case).
Then, control actions may be determined in real time as follows:
1. Fuzzify the measured (crisp) process variables (e.g., a fuzzy singleton may be obtained by reading the grade value of the corresponding membership function at the measured value of the variable). 2. Match the fuzzy measurements obtained in Step 1 with the membership function (array in the discrete case) of the fuzzy rulebase (obtained in previous Step 4), using the compositional rule of inference. 3. Defuzzify the control inference obtained in Step 2 (e.g., the mean of maxima method or the centroid method may be used here).
These steps reflect the formal procedure in FLC. There are several variations. For example, a much faster approach would be to develop a crisp decision table by combining the four steps of fuzzy knowledge base development and the first two steps of control and using this table in a table lookup mode to determine a crisp control action during operation. Also, hardware fuzzy processors (fuzzy chips) may be used to carry out the fuzzy inference at high speed. The rules, membership functions, and measured context data are generated as usual, through the use of a control "host" computer. The fuzzy processor is located in the same computer, which has appropriate interface (input/output) hardware and driver software. Regardless of all these, it is more convenient to apply the inference mechanism separately to each rule and then combine the result instead of applying it to the entire rulebase using the compositional rule of inference. This aspect is discussed next.
Fuzzy logic is commonly used in direct control of processes and machinery. In this case the inferences of a fuzzy decision-making system form the control inputs to the process. These inferences are arrived at by using the process responses as the inputs (context data) to the fuzzy system. The structure of a direct fuzzy controller is shown in Fig. 13 . Here, y represents the process output, u represents the control input, and R is the relation, which represents the fuzzy control knowledge base.
Example Consider the room comfort control system schematically shown in Fig. 14. The temperature (T) and humidity (H) are the process variables that are measured. These sensor signals are provided to the fuzzy-logic controller, which determines the cooling rate (C) that should be generated by the air-conditioning unit. The objective is to maintain a particular comfort level inside the room.
A simplified fuzzy rulebase of the comfort controller is graphically presented in Fig. 15 . The temperature level can assume one of the two fuzzy states (HG, LW), which denote high and low, respectively, with the corresponding membership functions. Similarly, the humidity level can assume two other fuzzy states (HG, LW) with associated membership functions. Note that the membership functions of T are quite different from those of H, even though the same nomenclature is used. There are four rules, as given in Fig. 15 . The rulebase is Rule 1 : If T is HG and H is HG then C is PH Rule 2 : else if T is HG and H is LW then C is PL Rule 3 : else if T is LW and H is HG then C is NL Rule 4 : else if T is LW and H is LW then C is NH The nomenclature used for the fuzzy states is as follows:
Humidity (H) Change in cooling rate (C)
Application of the compositional rule of inference is done here by using individual rule-based composition. Specifically, the measured information is composed with individual rules in the knowledge base and the results are aggregated to give the overall decision. For example, suppose that the room temperature is 30 C and the relative humidity is 0.9. Lines are drawn at these points, as shown in Fig. 15 , to determine the corresponding membership grades for the fuzzy states in the four rules. In each rule the lower value of the two grades of process response variables is then used to clip (or modulate) the corresponding membership function of C (a min operation). The resulting "clipped" membership functions of C for all four rules are superimposed (a max operation) to obtain the control inference C 0 as shown. This result is a fuzzy set, and it must be defuzzified to obtain a crisp control actionĉ for changing the cooling rate. The centroid method may be used for defuzzification.
Fuzzy Control Surface
A fuzzy controller is a nonlinear controller. A well-defined problem of fuzzy control, with analytical membership functions and fuzzification and defuzzification methods, and well-defined fuzzy-logic operators, may be expressed as a nonlinear control surface through the application of the compositional rule of inference. The advantage then is that the generation of the control action becomes a simple and very fast step of reading the surface value (control action) for given values of crisp measurement (process variables). The main disadvantage is the controller is fixed and cannot accommodate possible improvements to control rules and membership functions through successive Encyclopedia of Complexity and Systems Science DOI 10.1007/978-3-642-27737-5_288-2 # Springer Science+Business Media New York 2013 learning and experience. Nevertheless, this approach to fuzzy control is quite popular. A useful software tool for developing fuzzy controllers is the MATLAB ® Fuzzy Logic Toolbox. Example A schematic diagram of a simplified system for controlling the liquid level in a tank is shown in Fig. 16 . In the control system, the error (actually, correction) is given by
The change in error is denoted by De. The control action is denoted by u, where u > 0 corresponds to opening the inflow valve and u < 0 corresponds to opening the outflow valve. A low-level direct fuzzy controller is used in this control system, with the control rulebase as given in Fig. 17 .
The membership functions for E, DE, and U are given in Fig. 18 . Note that the error measurements are limited to the interval [À3a, 3a] and the D error measurements to [À3b, 3b] . The control actions are in the range [À4c, 4c]. Following the usual steps of applying the compositional rule of inference for this fuzzy-logic controller, we can develop a crisp control surface u(e,De) for the system, expressed in the threedimensional coordinate system (e,De,u), which then can be used as a simple and fast controller. This method is described next.
The crisp control surface is developed by carrying out the rule-based inference for each point: (e,De) in the measurement space E Â DE, using individual rule-based inference. Specifically, To find the crisp control inference (u 0 ) for a set of crisp context data (e,De), the fuzzy inference m U 0(u) is defuzzified using the center of gravity (centroid) method, which, for the continuous case, is 26a) or, for the discrete case, it is 
where U ¼ [À4c, 4c]. Also, if the geometric shape of the inference is simple (e.g., piecewise linear), the centroid can be computed by the moment method; thus,
where area i ¼ area of the i th sub-region m i ¼ distance of the centroid of the i th sub-region, on the control axis. [Àb/2,0] . Then, from the membership functions and the rulebase, it should be clear that only two rules are valid in this region, as given below: R 1 : if e is NL and De is NS then u is NL, R 2 : if e is NL and De is ZO then u is NM :
Since, in the range [À3a, À2a] , the membership grade of singleton fuzzification of e o is always 1, the lower grade of the two context values is the one corresponding to the singleton fuzzification of De o for both rules. Then, in applying the individual rule-based inference, the lower grade value of the two context variables is used to clip off the corresponding membership function of the control action variable U in each rule (this is a min operation). The resulting membership functions of U for the two applicable rules are superimposed (this is a max operation) to obtain the control inference U 0 , as shown in Fig. 19 .
For defuzzification, we apply the moment method to find the centroid of the resulting membership function of control inference, as shown in Fig. 20 . Note that the critical points in Figs From the moment method, we obtain the crisp control action as a function of e and De. The above procedure is repeatedly applied to all possible ranges of e [À3a, 3a] and De[À3b, 3b] , to obtain the complete control surface. Also, the procedure can be implemented in a computer program to generate a control surface. A control surface with a ¼ 1, b ¼ 2, and c ¼ 0.5 is shown in Fig. 21 .
In the present example, what we have applied is in fact the Mamdani approach (Mamdani system or Mamdani model). Sugeno model (or Takagi-Sugeno-Kang model or TSK model) could have been used as well, thereby avoiding the defuzzification step.
Future Directions
Even though a considerable effort has gone into the development of machines that somewhat mimic humans in their actions, the present generation of intelligent machines does not claim to possess all the capabilities of human intelligence, for example, common sense, display of emotions, and inventiveness. Significant advances have been made, however, in machine implementation of characteristics of intelligence such as sensory perception, pattern recognition, knowledge acquisition and learning, inference from incomplete information, inference from qualitative or approximate information, ability to handle unfamiliar situations, adaptability to deal with new yet related situations, and inductive reasoning. Much research and development would be needed in these areas, pertaining to techniques, hardware, and software before a machine could reliably and consistently possess the level of intelligence of, say, a dog.
For instance, consider a handwriting recognition system, which is a practical example of an intelligent system. The underlying problem cannot be solved through simple template matching, which does not require intelligence. Handwriting of the same person can vary temporally, due to various practical shortcomings such as missing characters, errors, nonrepeatability, physiological variations, sensory limitations, and noise. It should be clear from this observation that a handwriting recognition system has to deal with incomplete information and unfamiliar objects (characters) and should possess capabilities of learning, pattern recognition, and approximate reasoning, which will assist in carrying out intelligent functions of the system. Techniques of soft computing are able to challenge such needs of intelligent machines and intelligent control.
Increased attention will be paid to developments of intelligent controllers with inspiration from biological systems. In particular, hybrid systems that employ two or more soft computing approaches will become common. Various techniques of self-learning and distributed intelligent control will find an increased presence (Wang and de Silva 2008) . Embedded systems and integrated miniature systems with intelligent sensing, actuation, and control integrated and distributed within the same device will gain more prominence.
