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Chapitre I
Introduction de la premie`re partie
I.1 Phe´nome`nes critiques et transitions de phase
Les phe´nome`nes critiques occupent une place centrale dans l’e´tude des syste`mes de
plus en plus complexes qui cristallisent aujourd’hui l’attention des physiciens, qu’ils
s’inte´ressent aux structures de l’univers, aux proprie´te´s macroscopiques des solides ou
encore aux interactions fondamentales entre les particules qui composent la matie`re. Le
point commun de ces syste`mes est qu’ils comportent, en ge´ne´ral, un tre`s grand nombre
de degre´s de liberte´ interagissant mutuellement et parfois fortement corre´le´s.
La description de tels syste`mes engage une grande diversite´ d’e´chelles — de l’e´chelle
des chocs thermiques entre mole´cules a` celle des comportements collectifs hydrody-
namiques pour un liquide par exemple. L’e´tude du syste`me conside´re´ ne´cessite donc
de parvenir a` hie´rarchiser l’influence des processus se de´roulant a` des e´chelles ca-
racte´ristiques diffe´rentes, afin d’identifier ceux qui dominent. Il s’agit alors d’isoler,
a` l’e´chelle typique de ces processus, le plus petit nombre de degre´s de liberte´ suffisant a`
comprendre les proprie´te´s de l’ensemble du syste`me, i.e. sa physique de basse e´nergie.
Cet e´chantillon repre´sentatif est contenu dans un volume, ge´ne´ralement petit, tel que
ses interactions avec le reste du syste`me soient ne´gligeables, c’est-a`-dire dont la taille
line´aire correspond typiquement a` la longueur de corre´lation ξ. Tant que cette longueur
reste de l’ordre de quelques distances inter-atomiques ou inter-mole´culaires, les degre´s
de liberte´ du syste`me apparaissent faiblement corre´le´s et les me´thodes de calcul usuelles
comme le champ moyen permettent d’en de´duire les proprie´te´s.
Cependant, la longueur de corre´lation de´pend des conditions exte´rieures qui de´termi-
nent l’e´tat du syste`me, comme la tempe´rature et la pression. Dans certaines situations
— en un point critique — les proprie´te´s thermodynamiques du syste`me peuvent bruta-
lement varier sous un changement infinite´simal des conditions externes, caracte´risant
ainsi une transition de phase. Il existe principalement deux types de transitions. Dans
une transition discontinue (du premier ordre) — par exemple la condensation d’un gaz
vers l’e´tat liquide ou la fusion d’un solide — les diffe´rents e´tats du syste`me, de part et
d’autre du point critique, co-existent en ce point. Comme ces e´tats posse`dent chacun
des proprie´te´s macroscopiques distinctes, le comportement du syste`me apparaˆıt dis-
continu au passage du point critique, i.e. ses proprie´te´s thermodynamiques subissent
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des sauts. La longueur de corre´lation reste finie.
Au contraire, lors d’une transition continue (du second ordre en ge´ne´ral), la longueur
de corre´lation diverge au point critique, de sorte que toutes les e´chelles contribuent en
ce point de fac¸on e´quivalente et les corre´lations s’e´tendent a` grande distance, couplant
des degre´s de liberte´ du syste`me arbitrairement e´loigne´s. Le volume de corre´lation ξd
englobe alors un nombre infini de degre´s de liberte´ corre´le´s sur toutes les e´chelles, ce
qui en a longtemps rendu l’e´tude difficile.
Paradoxalement, la divergence de la longueur de corre´lation ame`ne une simplifica-
tion remarquable de la the´orie en unifiant la phe´nome´nologie des transitions de phase
continues, ce qui forge le concept d’universalite´. En effet, la divergence de ξ marque
la disparition de toute e´chelle caracte´ristique dans le syste`me (a` l’exception de la dis-
tance inter-atomique a) et induit donc une invariance d’e´chelle du syste`me (au-dela`
de quelques a). D’une part, celle-ci se traduit par des variations en loi de puissance
des grandeurs physiques au voisinage du point critique. Par exemple, lors de la transi-
tion de phase ferromagne´tique-paramagne´tique — paradigme des transitions continues
—, le parame`tre d’ordre (l’aimantation) se comporte au voisinage de la tempe´rature
critique (de Curie) comme
m ∼ (Tc − T )β,
ou` β est un exposant critique.
D’autre part et plus fondamentalement, la disparition d’e´chelle finie (6= a) implique
que certaines quantite´s au voisinage de la transition — comme les exposants critiques —
apparaissent largement inde´pendantes des de´tails microscopiques de l’interaction entre
les atomes ou les mole´cules et ne s’ave`rent de´termine´es que par quelques caracte´ristiques
globales du syste`me, comme les syme´tries de l’interaction et la dimension spatiale,
qui de´finissent un nombre restreint de classes d’universalite´. Ainsi, des phe´nome`nes a
priori tre`s diffe´rents, comme les transitions ferromagne´tiques-paramagne´tiques (pour
des spins d’Ising), les transitions liquide-vapeur au point critique ou les transitions de
de´mixion de deux fluides, pre´sentent les meˆmes proprie´te´s universelles.
La caracte´risation de ces classes d’universalite´ apporte ainsi une connaissance glo-
bale des phe´nome`nes critiques et apparaˆıt donc comme un enjeu the´orique majeur.
Cette caracte´risation requiert de traiter un nombre infini de degre´s de liberte´ corre´le´s
sur toutes les e´chelles. Pour les syste`mes a` l’e´quilibre thermique, ceci a e´te´ re´alise´
graˆce aux techniques du groupe de renormalisation, qui ont initie´ la compre´hension
de l’e´mergence des comportements collectifs moteurs des phe´nome`nes critiques et de
l’existence de l’universalite´. Nous discutons maintenant du principe de ces techniques.
I.2 Le groupe de renormalisation
Le groupe de renormalisation, tel qu’originellement conc¸u par Wilson [1], constitue
un outil pour construire, a` partir des degre´s de liberte´ initiaux, une the´orie effective
de longue distance formule´e en termes de peu de degre´s de liberte´. Le groupe de re-
normalisation peut donc s’interpre´ter comme une proce´dure de re´duction syste´matique
du nombre de degre´s de liberte´ au sein du volume ξd jusqu’a` se ramener a` un syste`me
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a` corre´lations effectives locales (de courte distance). Le groupe de renormalisation de
Wilson s’inspire du concept de “blocs de spins” de Kadanoff [2]. Son principe consiste
a` se´parer les degre´s de liberte´ de haute et basse e´nergies d’un syste`me et a` inte´grer
progressivement les composantes de haute e´nergie afin de construire une the´orie ef-
fective — un hamiltonien effectif Heff — pour les degre´s de liberte´ de basse e´nergie.
Ceux-ci correspondent a` la physique de longue distance du syste`me. L’e´volution des
hamiltoniens effectifs avec l’e´chelle de renormalisation est re´gie par une e´quation de
flot exacte [3, 1, 4].
Ce principe tisse les fondements communs a` toute approche du groupe de renor-
malisation non perturbatif. Au de´but des anne´es 90, l’ide´e a e´merge´, sous l’impulsion
conjointe de Wetterich [5], Morris [6] et Ellwanger [7], de construire un flot de renor-
malisation, non pas de hamiltoniens Heff mais d’e´nergies libres effectives Γk, qui offrent
l’avantage de donner un acce`s plus direct aux quantite´s physiques. Ces travaux ont
fonde´ le formalisme de l’action effective moyenne, version la plus moderne du groupe
de renormalisation non perturbatif, qui sous-tend l’ensemble de ce travail de the`se.
Les diffe´rentes e´quations du groupe de renormalisation non perturbatif sont toutes
exactes. Cependant, leur nature fonctionnelle en interdit toute re´solution directe et
ne´cessite de recourir a` des approximations. La force du groupe de renormalisation, en
ge´ne´ral, re´side dans sa propention a` se preˆter a` des traitements approche´s efficaces —
par exemple la the´orie de perturbation pour les e´quations de groupe de renormalisation
de type Callan-Symanzik [8, 9]. Les versions “a` la Wilson” (non perturbatives) du
groupe de renormalisation diffe`rent en ce que les approximations naturelles ne reposent
pas (ne´cessairement) sur les the´ories de perturbation et pre´servent donc, par essence,
le caracte`re non perturbatif des e´quations exactes.
Ces approches ouvrent ainsi un acce`s the´orique a` des phe´nome`nes intrinse`quement
non perturbatifs. Ces phe´nome`nes se de´roulent par exemple dans un re´gime de “fort
couplage”, comme pour les transitions de phase multicritiques de´veloppe´es a` deux
dimensions par des spins d’Ising [10, 11]. Ou ces phe´nome`nes peuvent s’ave´rer do-
mine´s par des configurations non perturbatives comme les de´fauts topologiques, qui
induisent par exemple, pour des spins XY en deux dimensions, la transition de phase
de Berezinskii-Kosterlitz-Thouless [12, 13] gouverne´e par le confinement ou le de´confine-
ment des vortex.
Ces phe´nome`nes se re´ve`lent encore plus abondants lorsque l’e´quilibre thermique
du syste`me est rompu, comme si la dynamique entrainait naturellement les syste`mes
hors de l’e´quilibre vers la criticalite´. Les approches non perturbatives acquie`rent alors
un inte´reˆt accru. Le vaste champ de la physique hors de l’e´quilibre sera aborde´ dans
la seconde partie de ce manuscrit. Avant cela, concentrons-nous sur les syste`mes a`
l’e´quilibre pour explorer, dans une premie`re partie, le groupe de renormalisation non
perturbatif et ses applications.
Cette premie`re partie se scinde en deux chapitres d’objectifs assez diffe´rents. Le
chapitre II est conc¸u comme une introduction a` vocation synthe´tique et pe´dagogique
au groupe de renormalisation non perturbatif en ge´ne´ral et plus spe´cifiquement au
formalisme de “l’action effective moyenne” [14]. Sa description formelle, axe´e sur sa
de´clinaison en physique statistique, est illustre´e par le mode`le O(n), montrant ainsi
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la capacite´ de cette approche a` en de´crire les diffe´rentes re´alisations, incluant les
phe´nome`nes par essence non perturbatifs comme la transition de Berezinskii-Kosterlitz-
Thouless e´voque´e pre´ce´demment.
A cette pre´sentation ge´ne´rale succe`de, dans le chapitre III, une discussion plus
spe´cialise´e, voue´e a` exposer les travaux re´alise´s au cours de ce travail de the`se consacre´s
a` l’e´tude et l’optimisation des diffe´rentes proce´dures d’approximation. Ces analyses,
portant sur le mode`le d’Ising a` trois dimensions, comportent deux volets, relie´s a` cha-
cune des deux approximations les plus courantes : le de´veloppement en champ et celui
en de´rive´es. Nous e´tudions, dans le premier, la convergence du de´veloppement en champ
et la mise en œuvre d’une proce´dure d’optimisation, aux deux premiers ordres — note´s
∂0 et ∂2— du de´veloppement de´rivatif.
La contribution la plus nouvelle e´mane du second volet, qui propose le premier
calcul par des me´thodes du groupe de renormalisation non perturbatif a` l’ordre ∂4 du
de´veloppement de´rivatif. Ce calcul a pour double ambition de tester la convergence
de ce de´veloppement et de pallier au traditionnel point faible de ces approches : la
de´termination de la dimension anormale. Nous pre´sentons, dans le meˆme temps, les
diverses me´thodes nume´riques envisageables pour re´soudre les e´quations du groupe de
renormalisation non perturbatif et constituons ainsi la “boˆıte a` outils” dans laquelle
nous puiserons pour aborder la seconde partie de ce manuscrit.
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Chapitre II
Le groupe de renormalisation non
perturbatif
Ce chapitre part de l’ide´e du groupe de renormalisation tel que conc¸u par Wilson [1],
dans laquelle s’enracine le groupe de renormalisation non perturbatif, pour aboutir a`
sa formulation la plus moderne en terme d’“action effective moyenne”. Nous proposons
une introduction synthe´tique a` cette me´thode, inspire´e en partie de la revue [14] a`
laquelle nous renvoyons le lecteur pour une pre´sentation approfondie. L’e´quation source
du formalisme, qui de´crit le flot de renormalisation de cette action effective moyenne,
est de´rive´e dans une premie`re section, dans la situation canonique d’une the´orie des
champs a` l’e´quilibre thermodynamique. Ceci sera ge´ne´ralise´ aux phe´nome`nes hors de
l’e´quilibre dans la seconde partie de ce manuscrit. Apre`s une pre´sentation, au cours
de la deuxie`me section, des diffe´rentes proce´dures d’approximations accompagnant la
mise en œuvre pratique de ce formalisme, son emploi est illustre´, dans une troisie`me
section, par le traitement concret des mode`les O(n) dans le cadre de l’approximation
la plus simple, offrant ainsi une familiarisation a` cette me´thode.
II.1 Notion d’action effective moyenne
II.1.1 Fondements du groupe de renormalisation
Nous retrac¸ons, pour de´buter cette section, l’e´mergence du groupe de renormali-
sation non perturbatif, de sa formulation initiale a` sa version en terme d’une action
effective moyenne Γk. Nous pre´sentons ensuite ce formalisme a` travers la construction
de Γk puis la de´rivation de son e´quation de flot.
Toutes les approches du groupe de renormalisation non perturbatif se fondent sur le
principe commun, originellement formule´ par Wilson, de construction, pour un syste`me
donne´, d’une the´orie effective de longue distance, par inte´gration progressive des degre´s
de liberte´ microscopiques de ce syste`me. Ce principe s’illustre le plus naturellement par
le concept de de´cimation de blocs de spins introduit par Kadanoff [2] et sche´matise´ sur
la figure 1 pour un re´seau carre´ de maille a a` deux dimensions.
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a 2a
a
(a) (b)
Fig. 1 – Transformation du groupe de renormalisation sur un re´seau carre´ a` deux
dimensions. (a) De´cimation de blocs de spins, les quatre spins d’une plaquette du
re´seau initial sont remplace´s par un spin de bloc. (b) Changement d’e´chelle pour les
longueurs et les spins de bloc.
Des spins S0i occupent les sites i du re´seau et interagissent entre plus proches voi-
sins. L’e´nergie des diffe´rentes configurations {S0i } est donne´e par le hamiltonien mi-
croscopique H0[{S0i }] du syste`me. La proce´dure de de´cimation (figure 1(a)) consiste a`
partitionner le syste`me en plaquettes e´le´mentaires respectant la syme´trie du re´seau et
a` attribuer a` chacune de ces plaquettes une variable “spin de bloc” S1i . La valeur de
ce spin de bloc, de meˆme nature que les spins initiaux, est de´termine´e par la valeur
des spins S0i de la plaquette (par exemple a` travers une re`gle majoritaire). Comme
le re´seau forme´ par les spins de bloc apparaˆıt dilate´ par rapport au re´seau initial, on
effectue une contraction des longueurs afin de restaurer l’unite´ naturelle du syste`me :
la maille a du re´seau initial. La contraction des longueurs s’accompagne aussi d’un
changement d’e´chelle, ou renormalisation, des variables spins de blocs (figure 1(b)).
Ainsi, la nouvelle description devient e´quivalente a` celle initiale et peut lui eˆtre com-
pare´e. On calcule alors l’interaction effective entre spins de blocs et le hamiltonien
associe´ H1[{S1i }]. Les ope´rations conjointes de de´cimation des spins d’une plaquette et
de changement d’e´chelle (des longueurs et des spins) de´finissent une transformation du
groupe de renormalisation. Celle-ci re´alise bien la re´duction syste´matique du nombre de
degre´s de liberte´ en conservant les proprie´te´s de longue distance du syste`me. En ite´rant
ces transformations est ainsi ge´ne´re´e une se´quence de hamiltoniens effectifs Hk[{Ski }]
de´pendant de l’e´chelle courante k, qui de´crivent tous la meˆme physique de basse e´nergie
(i.e. conduisent aux meˆmes quantite´s thermodynamiques). Cette se´quence de´finit un
flot de renormalisation.
La proprie´te´ essentielle de´coulant de cette proce´dure est qu’elle offre une transcrip-
tion formelle de l’e´mergence de phe´nome`nes critiques [2, 1]. En effet, un syste`me cri-
tique est invariant d’e´chelle, sa description statistique ne de´pend pas de la “re´solution”
a` laquelle il est observe´. Ceci se traduit par l’identite´ des hamitoniens Hn[{Sni }] a`
diffe´rents degre´s de moyennage des variables Sni . Ainsi, la transformation du groupe
de renormalisation laisse alors Hn invariant, qui correspond a` un point fixe de cette
transformation. Wilson a montre´ que les proprie´te´s universelles du syste`me critique,
associe´es aux lois de puissance, comme les exposants critiques, sont alors code´es dans
le comportement du flot de renormalisation line´arise´ au voisinage de ce point fixe.
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La proce´dure de blocs de spins a inspire´ la formulation wilsonienne du groupe
de renormalisation [15, 16], que nous pre´sentons maintenant. Pour cela, plac¸ons-nous
dans un espace continu ou` les degre´s de liberte´ microscopiques sont repre´sente´s par des
champs φ(x). L’espace des configurations des champs est caracte´rise´ par la fonction de
partition :
Z =
∫
D[φ]e−S[φ], (II.1)
ou` “l’action” microscopique S est relie´e au hamiltonien par S = H/kB T 1. La proce´dure
de de´cimation discre`te se transpose dans le continu en moyennant progressivement les
modes de fluctuations a` variation spatiale rapide, c’est-a`-dire les modes de courtes lon-
gueurs d’onde, donc de grandes impulsions, note´s φ>, pour construire une the´orie effec-
tive pour les modes de grandes longueurs d’onde φ<. Ces modes repre´sentent les degre´s
de liberte´ effectifs de “basse e´nergie”, analogues des spins de bloc sur le re´seau. Les
variations les plus rapides s’ope`rent a` l’e´chelle de la maille a du re´seau. L’e´chelle d’im-
pulsion Λ = a−1 symbolise alors la coupure ultra-violette au-dela` de laquelle les modes
φ(q > Λ) n’ont plus d’existence physique. La premie`re transformation (“de´cimation”)
re´alise donc l’inte´gration (dans l’espace de Fourier) des modes d’impulsion de module
compris entre Λ et Λ − dk, puis le processus est ite´re´ en inte´grant des modes de fluc-
tuations sur des couches d’impulsions successives de largeur dk, comme sche´matise´ sur
la figure 2. L’action effective du syste`me pour les modes de fluctuations φ<(q ≤ k)
q
Λ= a−10
(q) (q)><φ φ
kk−dk
Fig. 2 – Sche´ma de la “de´cimation” continue dans l’espace de Fourier. Les modes de
grandes impulsions φ>(q > k) sont progressivement inte´gre´s (zoˆne hachure´e) depuis
l’e´chelle k = Λ par tranches successives de largeur dk. Cette proce´dure ge´ne`re une
action effective Seffk pour les modes de basse e´nergie φ<.
de faibles impulsions, i.e. variant sur des distances grandes devant k−1, s’obtient en
se´parant, au sein de la fonction de partition (II.1), les modes φ> de grande impulsion
des modes φ< puis en inte´grant sur les modes φ> :
e−Seffk [φ<] =
∫
D[φ>] e−S[φ> + φ<]. (II.2)
L’e´chelle d’impulsion k repre´sente pour S effk la coupure ultra-violette courante.
Toutes les approches de groupe de renormalisation non perturbatif se fondent sur le
principe commun de “de´cimation” continue, i.e. d’inte´gration progressive des fluctua-
tions de haute e´nergie pour construire une description effective en termes des modes de
basse e´nergie. L’e´volution infinite´simale de l’action effective S effk avec l’e´chelle k peut
alors eˆtre de´crite par une e´quation diffe´rentielle exacte, originellement de´rive´e par We-
gner et Houghton [3] pour une coupure brutale entre les modes (coupure en un point k)
1kB de´signe la constante de Boltzmann et T la tempe´rature.
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et Wilson [1] pour une coupure plus douce (ou inte´gration incomple`te). Nous donnons
ici sa forme telle que rede´rive´e par Polchinski [4] pour une fonction de coupure ge´ne´rale
Kk(q) re´alisant la se´paration des modes autour de l’e´chelle k, qui s’e´crit :
∂kSeffk [φ<] =
1
2
∫
dd q
(2pi)d
(
∂kKk(q)
δ2Seffk
δφ<(q) δφ<(−q) −
δSeffk
δφ<(q)
∂kKk(q)
δSeffk
δφ<(−q)
)
(II.3)
Le flot de renormalisation de Seffk est exact. L’e´quation (II.3) contient ainsi toute la
physique, perturbative et non perturbative du mode`le. Cependant, un des inconve´nients
majeurs de la formulation (II.3) est inhe´rent a` la nature abstraite de son objet : une
action effective Seffk pour les degre´s de liberte´ φ< non encore inte´gre´s. Cette action effec-
tive ne posse`de pas de signification physique directe. En effet, les champs φ< dont elle
de´pend disparaissent dans la limite physique k → 0. Ces champs ne s’apparentent donc
pas a` un parame`tre d’ordre “effectif”, c’est-a`-dire a` un pre´curseur, a` l’e´chelle k, du pa-
rame`tre d’ordre physique, qui s’identifie a` ce dernier dans la limite k → 0. Le champ φ<
repre´sente la composante de grande longueur d’onde (“moyenne spatiale”) du champ
microscopique mais ne correspond pas a` une moyenne thermodynamique. Il est alors
difficile d’extraire de l’action effective S effk des quantite´s physiques. En particulier, les
proprie´te´s physiques d’un syste`me sont de´crites par ses fonctions de corre´lations, qui
sont code´es dans le jeu des fonctions une particule-irre´ductibles (1-PI) ou fonctions de
vertex Γ(n) a` n points. Ces fonctions de´rivent de la fonctionnelle ge´ne´ratrice Γ qui s’iden-
tifie a` l’e´nergie libre de Gibbs. Γ se de´duit, par transformation de Legendre, de l’e´nergie
libre lnZ en pre´sence d’une source externe J — par exemple un champ magne´tique.
La de´termination de quantite´s physiques requiert donc de coupler le syste`me a` une
source J en introduisant dans la fonction de partition (II.1) la contribution exp (
∫
J φ).
Le calcul effectif de Γ ne´cessite alors de re´soudre la de´pendance fonctionnelle de Z[J ]
dans la limite physique k → 0, en inte´grant fonctionnellement sur tous les champs φ<,
ce qui repre´sente une difficulte´ non ne´gligeable.
Cette difficulte´ peut eˆtre tempe´re´e par le fait que, au-dela` d’un sens physique, les
proprie´te´s intrinse`ques du flot de renormalisation au voisinage d’un point fixe suf-
fisent a` caracte´riser les comportements critiques. Cependant, l’e´quation de flot (II.3)
est une e´quation diffe´rentielle fonctionnelle que l’on ne sait traiter directement, ce qui
impose de recourir a` des approximations. A cet e´gard, le dernier terme du membre
de droite de l’e´quation (II.3) couple, dans l’espace re´el, des points distants x et y de
l’espace via ∂kKk(x − y) et cette non localite´ complique singulie`rement l’e´laboration
d’approximations. De surcroˆıt, dans le formalisme de Wilson-Polchinski, les quantite´s
physiques sont affecte´es d’une grande sensibilite´ au choix de la fonction de coupure
Kk(x− y) des modes de grande impulsion en pre´sence d’approximations [6]. Cette sen-
sibilite´, exacerbe´e par le terme non local de l’e´quation (II.3), semble rendre arbitraire
la de´termination de la dimension anormale. Ce proble`me, lie´ a` la brisure de l’invariance
par reparame´trisation, est discute´ dans [17, 18].
Finalement, ces difficulte´s, intrinse`ques a` la formulation de Wilson-Polchinski [6, 19,
20], en ont longtemps restreint l’usage a` des preuves de renormalisabilite´ perturbative.
La communaute´ s’est donc de´tourne´e des approches du groupe de renormalisation non
12
II.1. NOTION D’ACTION EFFECTIVE MOYENNE 13
perturbatif au profit d’e´quations (tout aussi exactes) de groupe de renormalisation de
type Callan-Symanzik [8, 9], pour lesquelles des sche´mas d’approximation (la the´orie
de perturbation) apparaissent plus naturels et bien controˆle´s. La renaissance de l’in-
terpre´tation wilsonienne du groupe de renormalisation a e´te´ amorce´e par les travaux
paralle`les de Wetterich [21, 22, 5, 23, 24], Morris [6, 19, 25], Ellwanger [7, 26] et Bo-
nini et al. [27] au de´but des anne´es 90, lorsque l’ide´e a germe´ de formuler un flot non
pas d’actions effectives, mais d’objets contenant directement les proprie´te´s thermody-
namiques du syste`me, comme Γ (nous renvoyons a` [17] pour une revue de´taille´e de
l’e´mergence de ces me´thodes). L’expression d’un groupe de renormalisation non per-
turbatif pour la transforme´e de Legendre Γ de lnZ atte´nue la plupart des difficulte´s
e´nonce´es pre´ce´demment. La suite de ce chapitre est consacre´ a` la pre´sentation de ce
formalisme, appele´ commune´ment me´thode de l’action effective moyenne. Soulignons
que certaines des proprie´te´s, mises en lumie`re au cours de la construction du groupe de
renormalisation non perturbatif pour Γ, ne sont pas spe´cifiques au formalisme de l’ac-
tion effective moyenne, mais communes a` toute approche de groupe de renormalisation
non perturbatif (donc de´ja` ve´rifie´es par l’e´quation de Wilson-Polchinski).
II.1.2 L’action effective moyenne
Le formalisme de l’action effective moyenne est une transposition directe a` l’e´nergie
libre de Gibbs Γ du concept d’action effective S effk e´labore´ par Wilson. Cette me´thode,
proce´dant du principe repre´sente´ sur le sche´ma 3, est voue´e a` construire une e´nergie
libre effective Γk[ψk] n’incluant, a` l’e´chelle d’impulsion k, que les modes de fluctuations
de grandes impulsions Λ > q > k. Les variables effectives ψk repre´sentent une moyenne
thermodynamique des degre´s de liberte´ microscopiques φ sur un volume k−d et s’ap-
parentent cette fois a` un pre´curseur du parame`tre d’ordre ψ = 〈φ〉 — l’aimantation
dans le cas d’un syste`me de spins. Γk s’interpre`te donc comme l’e´nergie libre de petits
syste`mes de volume k−d. Ainsi, a` l’e´chelle k = Λ, aucune fluctuation n’a encore e´te´
inte´gre´e et les effets collectifs e´ventuellement induits par celles-ci sont donc ne´glige´s.
Le champ ψΛ correspond au champ microscopique φ et Γk=Λ s’identifie a` l’action micro-
scopique S du syste`me. Lorsque l’e´chelle k de´croˆıt, les fluctuations de grande impulsion
sont progressivement incorpore´es (comme sur la figure 2), permettant d’acce´der a` la
description des phe´nome`nes sur des e´chelles de longueur de plus en plus grandes. A
k = 0, toutes les fluctuations ont e´te´ incluses et Γk=0 co¨ıncide avec l’e´nergie libre Γ.
Il convient de souligner des proprie´te´s fondamentales de la proce´dure de “de´cima-
tion continue” applique´e a` Γ. Tout d’abord, cette construction re´alise bien le pro-
gramme d’un groupe de renormalisation, dans le sens ou` les proprie´te´s universelles
d’un phe´nome`ne critique sont code´es dans la structure du flot line´arise´ au voisinage
du point fixe associe´. Elle constitue ainsi une me´thode de calcul des exposants cri-
tiques. Cependant, cette proce´dure de´passe l’objectif initial car elle offre un moyen
de calcul de l’action effective d’un syste`me (recouvre´e a` l’e´chelle physique k = 0) a`
partir de sa formulation microscopique et repre´sente donc en ce sens une “re´solution”
de la the´orie (au meˆme titre que l’e´quation de Polchinski en pre´sence d’une source).
En effet, le souvenir des de´tails microscopiques du syste`me, spe´cifie´s a` l’e´chelle k = Λ,
est conserve´ tout au long du flot qui relie aux conditions initiales microscopiques l’e´tat
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Fig. 3 – Sche´ma de la construction de l’action effective moyenne Γk. A l’e´chelle k = Λ,
aucune fluctuation n’est encore incluse et ΓΛ co¨ıncide avec l’action microscopique S.
Puis, lorsque l’e´chelle k de´croˆıt, de plus en plus de fluctuations, d’impulsion q > k, sont
inte´gre´es. Finalement, a` k = 0, toutes les fluctuations ont e´te´ moyenne´es et l’e´nergie
libre de Gibbs Γ est recouvre´e.
macroscopique effectif qui en de´coule. Ainsi, le groupe de renormalisation non pertur-
batif permet d’acce´der aux grandeurs non universelles [28, 29, 30], comme par exemple
une tempe´rature critique. Rappelons que, contrairement aux quantite´s universelles qui
ne de´pendent que des couplages nus pertinents (au sens du groupe de renormalisation),
les grandeurs non universelles sont sensibles a` tous les couplages nus pre´sents dans
l’action microscopique. Calculer des proprie´te´s non universelles impose donc d’inclure
dans l’action initiale tous les couplages nus non pertinents, ce qui proscrit ge´ne´ralement
tout traitement via des me´thodes perturbatives de groupe de renormalisation. L’acce`s
aux proprie´te´s non universelles s’ave`re donc propre aux proce´dures de groupe de re-
normalisation non perturbatif et constitue l’une des forces de ces approches.
Une autre proprie´te´ de cette proce´dure est que son emploi ne repose pas sur des
de´veloppements en un petit parame`tre, il n’est donc pas perturbatif. Autrement dit,
le domaine d’application de ce formalisme n’est a priori pas confine´ aux re´gimes de
faibles constantes de couplage ou au voisinage de dimensions critiques [31, 32].
Construction de l’action effective moyenne
L’action effective moyenne Γk re´alise un moyennage thermodynamique des fluctua-
tions de grande impulsion q > k, en inte´grant sur ces modes. Il s’agit donc d’e´liminer
dans la fonction de partition (II.1) la contribution a` l’inte´grale fonctionnelle des modes
de basse impulsion. Pour cela, on ajoute a` l’action S un terme de “masse” (c’est-a`-
dire un terme quadratique en champ) de´pendant de l’e´chelle k qui de´couple les modes
d’impulsion infe´rieure a` k. Ce terme s’exprime dans l’espace des impulsions :
∆Sk[φ] = 1
2
∫
ddq
(2pi)d
φ(q)Rk(q)φ(−q). (II.4)
La fonction de coupure Rk — analogue de la fonction Kk introduite dans le formalisme
de Wilson-Polchinski (II.3) — assure la se´paration des modes. Pour cela, elle doit
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satisfaire les contraintes :{
Rk(q
2) ∼ k2 quand q2  k2
Rk(q
2) → 0 quand q2  k2, (II.5)
sche´matise´es sur la figure 4. D’une part, pour les modes de basse impulsion q2  k2,
k
k
kR  (q  )
2
2
2
q2
 0kR (q  )2 q >> k2 2 kS   = 0∆
q << k2 2
k kR (q  )2
2
kS   = masse∆
Fig. 4 – Allure de la fonction de coupure Rk(q) re´alisant la se´paration des modes.
A basse impulsion q2  k2, Rk(q) agit comme une masse (∼ k2), qui supprime la
propagation des modes lents. A grande impulsion q2  k2, Rk(q) disparaˆıt n’alte`rant
pas les modes rapides.
Rk s’apparente a` une masse effective k
2 qui ge`le leur propagation et supprime ainsi
leur contribution. La fonction Rk(q) agit donc comme une coupure infra-rouge (IR) de
l’inte´grale fonctionnelle. En outre, Rk(q) re´gularise automatiquement le flot de renor-
malisation, non seulement dans l’IR mais e´galement dans l’ultra-violet (UV), ce qui
sera explicite´ plus loin. D’autre part, Rk(q) → 0 pour les modes de grande impulsion
q2  k2 qui ne sont donc pas affecte´s. La fonction de partition modifie´e (et en pre´sence
de sources externes) de´pend de´sormais de l’e´chelle2 :
Zk[J ] =
∫
Dφ e−S[φ] −∆Sk[φ] + J.φ. (II.6)
Il lui est associe´e une e´nergie libre “courante” (i.e. de´pendante d’e´chelle) Wk[J ] =
lnZk[J ], dont se de´duit alors, par de´rivation fonctionnelle, le parame`tre d’ordre cou-
rant :
ψk(x) =
δWk
δJ(x)
=
〈
φk(x)
〉
. (II.7)
L’action effective moyenne est de´finie par une transformation de Legendre de l’e´nergie
libre3, au terme de masse ∆Sk pre`s :
Γk[ψk] + ln Zk = J.ψk −∆Sk[ψk], (II.8)
2L’ope´rateur “.”, dans (II.6) et dans la suite, symbolise une inte´gration sur la variable d’espace :
J.φ ≡ ∫ dd xJ(x)φ(x).
3A travers cette transformation, l’e´chelle k — coupure UV de l’action wilsonienne S effk — devient
pour Γk une coupure IR.
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qui permet de recouvrer les comportements souhaite´s de Γk aux e´chelles extreˆmes k = Λ
et k = 0 (figure 3), ce que nous pre´cisons maintenant (voir [14] pour une discussion
comple´mentaire).
Lorsque k parcourt l’intervalle [Λ, 0], Γk interpole continuˆment entre l’action mi-
croscopique et l’e´nergie libre de Gibbs (comme sche´matise´ sur la figure 3). Ceci impose
que la fonction de coupure Rk(q) ve´rifie les deux contraintes supple´mentaires :{
Rk(q) → 0 quand k → 0
Rk(q) →∞ quand k → Λ, (II.9)
pour tout q fixe´. Ainsi, d’une part ∆Sk s’annule a` l’e´chelle k = 0 et l’e´quation (II.8)
de´finit Γk=0 comme la transforme´e de Legendre standard de W, qui s’identifie donc
bien a` Γ.
D’autre part, conside´rons l’e´quation (II.8) sous forme exponentie´e :
e−Γk[ψk] = Zk[J ] e−J.ψk + ∆Sk[ψk]. (II.10)
En remarquant que J = δΓk/δψk + Rk ψk par de´rivation de l’e´quation (II.8), et en
recourant au changement de variables χ = φ − ψk dans l’inte´grale fonctionnelle du
membre de droite de l’e´quation (II.10), on obtient l’expression :
e−Γk[ψk] =
∫
Dχ e
−S[χ + ψk] + χ.δΓk
δχ
− 1
2
χ.Rk.χ
. (II.11)
Ainsi, lorsque Rk diverge dans la limite k → Λ selon (II.9), l’exponentielle du terme
quadratique en χ tend vers une fonction de Dirac δ(χ). Effectuer alors dans (II.11)
l’inte´gration sur χ engendre l’e´galite´ souhaite´e : Γk=Λ = S.
Pour donner une illustration concre`te des contraintes (II.5) et (II.9), nous donnons
un choix typique [31] de fonction de coupure :
Rk(q) =
q2
eq
2/k2 − 1
. (II.12)
Cette fonction se comporte en k2 a` faible impulsion et s’annule a` grande implusion,
comme attendu. En outre, sa de´croissance lorsque q croˆıt est exponentielle, de sorte
que les modes rapides sont tre`s peu de´grade´s (contrairement a`, par exemple, une loi de
puissance qui reste non ne´gligeable sur un grand intervalle d’impulsion au-dela` de k2,
alte`rant ainsi les modes correspondants).
Finalement, l’e´volution de l’action effective moyenne avec l’e´chelle k est re´gie par
une e´quation de flot qui s’obtient de fac¸on exacte. Pour ne pas alourdir l’expose´, la
de´rivation de cette e´quation est renvoye´e a` l’annexe A. On en donne ici simplement
l’expression ge´ne´rale [5] :
∂kΓk[ψk] =
1
2
Tr
{
∂kRk(q)
[
Γ
(2)
k [ψk] +Rk
]−1
(q)
}
, (II.13)
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ou` Tr repre´sente l’inte´gration sur l’impulsion interne q, ainsi que de fac¸on ge´ne´rale
la sommation sur les indices internes, soit Tr ≡
∫
dd q
(2pi)d
∑
i
et ou` Γ
(2)
k [ψk] de´signe la
de´rive´e fonctionnelle seconde de Γk, e´value´e en un champ quelconque ψk. L’e´quation
de flot (II.13) est valable pour une action effective moyenne Γk ge´ne´rale. Le mode`le
conside´re´ est simplement spe´cifie´ par la forme de l’action initiale Γk=Λ = S.
Proprie´te´s de l’e´quation
Mettons en lumie`re les aspects essentiels de cette formulation (nous renvoyons a` [14]
pour une discussion approfondie).
(a) Tout d’abord, l’e´quation (II.13), exacte, contient toute la physique du mode`le,
perturbative et non perturbative, ce qui englobe les comportements a` faible et fort
couplages, l’existence e´ventuelle d’e´tats lie´s ou d’excitations topologiques. . . En outre,
il suffit que Rk respecte les syme´tries du mode`le pour que celles-ci soient automatique-
ment pre´serve´es par Γk au cours du flot.
(b) Ensuite, la motivation essentielle pour construire un flot, non pas d’actions
Seffk mais d’e´nergies libres Γk, e´tait d’y attacher une signification physique. De fait,
l’e´quation de flot de Γk (II.13), bien que formellement e´quivalente a` l’e´quation (II.3)
4,
donne un acce`s direct aux quantite´s physiques. Il suffit, en effet, d’inte´grer le flot de
renormalisation jusqu’a` l’e´chelle k = 0 pour obtenir une description macroscopique du
syste`me conside´re´, en terme du parame`tre d’ordre. La de´termination des quantite´s phy-
siques n’implique donc aucune inte´gration fonctionnelle (hormis (II.11) qui est triviale),
a` la diffe´rence de la version de Wilson-Polchinski. En particulier, pour des configura-
tions de champ spatialement homoge`nes, Γ correspond alors, dans la limite physique
k → 0, au potentiel effectif U = TΓ/V qui contient les proprie´te´s thermodynamiques
du syste`me [14] (V ≡ ∫ dd x de´notant le volume du syste`me).
(c) En outre, l’e´quation (II.13) a la structure d’une e´quation a` 1-boucle, que l’on
peut repre´senter graphiquement par :
∂kΓk =
1
2
ou` le point symbolise l’insertion de ∂kRk et le trait le “propagateur”
[
Γ
(2)
k [ψk] +Rk
]−1
.
Cependant, l’apparente ressemblance avec une e´quation a` 1-boucle perturbative ne doit
pas preˆter a` confusion. Le propagateur circulant dans la boucle de´pend ici fonctionnel-
lement des champs a` travers Γ
(2)
k [ψk] et s’identifie, dans la limite k → 0, au propagateur
complet renormalise´ de la the´orie. Autrement dit, il couple des valeurs de champ quel-
conques, contrairement au propagateur perturbatif qui n’est de´fini qu’a` champ nul. Ce
propagateur rend ainsi l’e´quation (II.13) elle-meˆme fonctionnelle.
De cette structure a` 1-boucle de´coule deux conse´quences remarquables. La premie`re
est qu’une boucle signifie une seule impulsion interne qui circule et donc une inte´grale
simple en impulsion. L’e´quation (II.13) diffe`re en ceci du de´veloppement perturbatif en
boucles a` petit couplage, qui implique autant d’inte´grales multiples que de boucles qui
4Le lien formel exact entre l’action wilsonienne et l’action effective moyenne est explicite´ dans [6].
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sont en ge´ne´ral difficiles a` e´valuer. La seconde est que la structure a` une boucle apporte
un avantage d’ordre pratique, dans le sens ou` elle offre un guide pour construire des
sche´mas d’approximation, ce qui est le sujet de la section suivante.
(d) Pour finir, la pre´sence de la fonction de coupure Rk re´gularise automatique-
ment l’inte´grale apparaissant dans le flot de renormalisation (II.13), comme annonce´
plus haut. La re´gularisation IR est assure´e par la pre´sence de la masse effective k2
affecte´e aux modes de faible impulsion, qui empeˆche le propagateur
[
Γ
(2)
k [ψk] +Rk
]−1
de de´velopper un poˆle a` une e´chelle k non nulle. Ceci signifie qu’a` k 6= 0 la the´orie
ne diverge pas, meˆme a` la tempe´rature critique ou en pre´sence d’excitations non mas-
sives comme, en particulier, les modes de Goldstone. L’action effective moyenne permet
donc d’e´tudier une phase engendre´e par brisure spontane´e de syme´trie. Cette proprie´te´
de´coule de la de´finition meˆme de Γk + ∆Sk comme une transforme´e de Legendre, ce
qui lui confe`re un caracte`re convexe et rend donc les valeurs propres de la matrice[
Γ
(2)
k +Rk
]
positives. La re´gularisation UV est quant a` elle lie´e a` la forte de´croissance
de la de´rive´e ∂kRk a` grande impulsion, qui supprime la contribution de ces modes dans
l’inte´grale (II.13) et assure sa convergence dans l’UV. Mentionnons que l’absence de
divergence UV est propre a` toute approche du groupe de renormalisation non pertur-
batif.
II.2 Troncations de l’action effective moyenne
II.2.1 Enjeux
L’e´quation gouvernant l’e´volution de Γk avec l’e´chelle k (II.13) est une e´quation
fonctionnelle aux de´rive´es partielles, que l’on ne sait e´videmment pas re´soudre. Son
analyse requiert donc de proce´der a` des simplifications. Pour cela, on “tronque” Γk,
c’est-a`-dire que l’on s’en donne une forme simple, un ansatz, respectant les syme´tries du
mode`le et inspire´e des proprie´te´s de longue distance du syste`me. Le but est de tranfor-
mer l’e´quation de flot fonctionnelle en un syste`me d’e´quations diffe´rentielles couple´es
re´gissant les flots de “couplages”, que l’on puisse traiter nume´riquement. L’enjeu re´side
ainsi dans l’e´laboration d’un ansatz simple mais incorporant tous les ingre´dients pertur-
batifs et non perturbatifs essentiels pour de´crire de fac¸on fide`le la physique du syste`me
conside´re´, c’est-a`-dire tel que les effets ne´glige´s ne produisent que de faibles corrections.
Le degre´ de pre´cision atteint est conditionne´ par la richesse de l’approximation e´labore´e.
Il s’agit donc d’e´tablir un compromis entre le raffinement de l’ansatz et la lourdeur des
calculs, en prenant en compte les limitations nume´riques. Cela ne´cessite d’eˆtre en me-
sure de controˆler la qualite´ des approximations effectue´es en disposant d’une e´valuation
fiable de l’erreur induite par la troncation, ce qui n’est pas une taˆche aise´e. En outre, le
choix de la fonction de coupure Rk joue un roˆle important et peut eˆtre optimise´, ce qui
est de´veloppe´ au chapitre III. L’e´tude syste´matique des diffe´rents sche´mas d’approxi-
mation, indispensable a` la maˆıtrise de ce formalisme, a concentre´ beaucoup d’attention
et de travaux et fait l’objet d’une partie de ce travail de the`se [33, 34], pre´sente´e dans
le chapitre III. Commenc¸ons par introduire les sche´mas de troncation ge´ne´ralement
mis en œuvre dans les approches du groupe de renormalisation non perturbatif. (Dans
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la suite, l’appellation “groupe de renormalisation non perturbatif” se re´fe`re exclusive-
ment a` sa version en transforme´e de Legendre, i.e. au formalisme de l’action effective
moyenne).
II.2.2 Le de´veloppement de´rivatif
Les phe´nome`nes critiques et les transitions de phase continues e´manent des compor-
tements collectifs a` grande e´chelle des degre´s de liberte´ microscopiques et se rapportent
donc a` la physique de longue distance du syste`me. La physique de longue distance est
ve´hicule´e par les modes de grande longueur d’onde donc d’impulsion q → 0. Ceci jus-
tifie le choix de la troncation presque toujours utilise´e, qui consiste a` de´velopper Γk en
puissance des de´rive´es spatiales [31, 19, 25]. Par exemple, pour un mode`le a` syme´trie
O(n), qui posse`de un seul invariant ρ ≡ 1
2
ψaψa, ou` ψa est un champ a` n composantes,
les premiers termes de l’ansatz de´rivatif de Γk s’e´crivent :
Γk[ψ] =
∫
dd x
{
Uk (ρ) +
1
2
Zk(ρ) (∂µψa)
2 +
1
4
Yk(ρ) (∂µρ)
2 +O(∂4)
}
. (II.14)
La fonction Uk(ρ) de´crit la physique lie´e aux configurations de champ spatialement
uniformes. Elle s’identifie donc, dans la limite k → 0, au potentiel effectif, a` un fac-
teur de tempe´rature pre`s. Les fonctions de renormalisation des champs Zk(ρ) et Yk(ρ)
contiennent les effets associe´s aux configurations de champ lentement variables dans
l’espace, et ainsi de suite. L’approximation de plus bas degre´, note´e ∂0 et commune´ment
nomme´e approximation du potentiel local (APL), consiste a` ne´gliger la renormalisation
des champs en conside´rant dans l’ansatz (II.14) le seul terme cine´tique “nu” (∂µψa)
2 —
Zk(ρ) ≡ 1. L’APL peut eˆtre raffine´e en renormalisant ce terme par un simple coefficient
Zk de´pendant de l’e´chelle k mais non des champs, approximation que nous qualifierons
“d’ordre dominant” (OD). Le degre´ suivant d’approximation, note´ ∂2, consiste a` traiter
la troncation comple`te (II.14) a` l’ordre ∂2 du de´veloppement de´rivatif, c’est-a`-dire en
incluant la de´pendance comple`te en champ des fonctions de renormalisation Zk(ρ) et
Yk(ρ). Cette troncation requiert d’inte´grer des e´quations aux de´rive´es partielles couple´es
pour les trois fonctions Uk(ρ), Zk(ρ) et Yk(ρ) de´pendant chacune de l’e´chelle k et de
l’invariant ρ en tout point de l’espace et repre´sente donc des efforts de´ja` notoires [28].
Les troncations employe´es ne de´passent ainsi jamais en pratique l’ordre ∂2.
Profitons de ce paragraphe de´die´ au de´veloppement de´rivatif pour d’ores et de´ja`
brosser les grands traits de notre travail me´thodologique expose´ dans le chapitre III et
dresser le cadre dans lequel il s’inscrit. Ce de´veloppement soule`ve une question cruciale
quant a` sa convergence et a` sa fiabilite´, qui n’est e´taye´e d’aucune preuve formelle (voir
le chapitre III). Toutefois, les e´tudes mene´es jusqu’a` pre´sent abondent dans le sens de
conforter la pre´cision des plus bas ordres du de´veloppement [28, 35, 36, 11], ce qui au-
gure de bonnes proprie´te´s de convergence. Dans ce contexte, notre travail a contribue´
a` approfondir les fondements du de´veloppement de´rivatif en apportant une indication
tangible de la rapidite´ de sa convergence, a` travers le premier calcul a` l’ordre ∂4, ef-
fectue´ pour le mode`le d’Ising en trois dimensions [34]. Ce travail conforte e´galement la
fiabilite´ de la me´thode en montrant, a` l’ordre ∂2, que la pre´cision peut eˆtre estime´e et
19
20 CHAPITRE II. LE GROUPE DE RENORMALISATION NON PERTURBATIF
optimise´e simplement, a` travers le “re´glage” de la fonction de coupure [33].
Pour achever la discussion du de´veloppement de´rivatif, concentrons-nous sur la
de´termination de la dimension anormale dans ce sche´ma de troncation. En effet, il
peut paraˆıtre surprenant qu’un tel de´veloppement, polynoˆmial en de´rive´es, soit d’une
quelconque pertinence pour de´crire une physique critique, justement caracte´rise´e par
un propagateur non analytique en impulsion [G(2)(q)]−1 = Γ(2)(q) ∼ q2−η. En fait, l’hy-
pothe`se implicite sous-tendant cette proce´dure est que ce comportement ne se construit
que progressivement au cours du flot de sorte que la non-analyticite´ n’e´merge a` stric-
tement parler qu’a` la limite k = 0. On infe`re donc que le propagateur courant e´volue
qualitativement suivant une loi de la forme [31] :
Γ
(2)
k (q) ∼
(
q2 + c k2
) 2−η
2 . (II.15)
Le propagateur est re´gulier a` basse impulsion et se comporte dans cette limite comme
Γ
(2)
k (q) ∼ k2−η (1 + c′ q2/k2). La strate´gie est donc d’extraire la dimension anormale de
la de´pendance en e´chelle k du coefficient de q2 lorsque q → 0. Bien suˆr, ceci suppose
que les variations spatiales sont suffisamment faibles. A grande impulsion, le caracte`re
non analytique du propagateur est manifeste.
Remarquons finalement que la contribution des modes de grande impulsion q  k
est supprime´e dans l’inte´gration en impulsion par la de´croissance rapide de ∂kRk(q)
et que celle des modes de faible impulsion q  k est coupe´e, par construction, par la
fonction Rk de sorte que les modes d’impulsion dans une e´troite feneˆtre centre´e sur
k dominent l’inte´grale. Ceci sugge`re que probablement un de´veloppement autour de
q = k serait le plus approprie´. Ne´anmoins, le de´veloppement autour de q = 0 reste plus
simple et conduit a` des re´sultats de´ja` satisfaisants. Nous conside´rons donc ce dernier
dans la suite.
II.2.3 Le de´veloppement en champ
Il peut s’ave´rer ne´cessaire de recourir a` une simplification supple´mentaire, notam-
ment pour des mode`les posse´dant un nombre plus e´leve´ d’invariants ou de fonctions
de renormalisation analogues a` Zk et Yk, amenuisant les possibilite´s d’inte´gration
nume´rique des fonctions comple`tes [18]. Cette simplification consiste en un de´velop-
pement en champ des fonctions intervenant dans l’ansatz de Γk [31]. La troncation en
champ d’une fonction ge´ne´rique Xk de´pendante d’un invariant ρ, s’e´crit comme son
de´veloppement de Taylor a` l’ordre p autour d’une configuration donne´e ρ0 :
Xk(ρ) =
p∑
i=0
Xi,k(ρ− ρ0)i. (II.16)
L’avantage pre´cieux de la troncation en champ est qu’elle transforme les e´quations aux
de´rive´es partielles pour les fonctions Xk(ρ) en des e´quations diffe´rentielles ordinaires
pour les constantes de couplage Xi,k re´duisant ainsi conside´rablement la complexite´
nume´rique. En outre, la convergence du de´veloppement en champ s’ave`re, dans la plu-
part des cas, possible a` ve´rifier et a` controˆler et elle se re´ve`le ge´ne´ralement assez rapide,
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ce qui en fait un outil fiable.
Notons qu’il existe d’autres proce´dures de troncation, comme de´velopper Γk en
termes des fonctions a` n points Γ
(n)
k [14], qui ne seront pas exploite´es dans la suite de
cet expose´ et ne sont donc pas de´taille´es plus avant.
II.3 Mise en pratique : le mode`le O(n)
Cette section est consacre´e a` la de´rivation des e´quations du groupe de renormali-
sation non perturbatif pour les mode`les O(n), a` l’ordre dominant du de´veloppement
de´rivatif. L’inte´reˆt de cette entreprise est double. D’abord, il fournit la trame ge´ne´rale
des approximations et calculs sous-tendant toute exploitation de la me´thode. De plus,
il montre que les e´quations de flot obtenues, subse´quement tronque´es a` l’ordre le plus
bas en puissances du champ (l’ordre φ4), contiennent de´ja` tous les effets physiques
remarquables propres aux diverses re´alisations des mode`les O(n), associe´es a` des di-
mensions d et a` des nombres de composantes n diffe´rents. Tout d’abord, ces e´quations
reproduisent en d = 4 la fonction β (a` 1-boucle) universelle du couplage quartique et
la limite standard a` grand nombre de composantes n [37, 31]. En outre, les meˆmes
e´quations de´crivent e´galement la transition de phase continue en d = 3 avec des expo-
sants critiques non-triviaux et meˆme la transition de Berezinskii-Kosterlitz-Thouless
[13, 12] induite par le de´confinement des vortex en d = 2 (pour un parame`tre d’ordre
a` deux composantes n = 2). L’approche du groupe de renormalisation non perturbatif
procure donc un cadre the´orique unifie´ pour les mode`les O(n) en toute dimension [32]
et pour tout n [31].
II.3.1 De´rivation des e´quations de flot du mode`le O(n)
Spe´cifions tout d’abord la forme du terme de “masse” ∆Sk de l’e´quation (II.4)
pour ce mode`le. Pour respecter la syme´trie O(n), celui-ci est diagonal dans l’espace des
impulsions et des indices : ∆Sk = 12
∫
~q φa(~q)[Rk]ab(~q )φb(−~q ). La matrice de coupure
[Rk] est invariante par rotation — elle ne de´pend donc que de ~q
2 — et s’e´crit finalement
[Rk]ab(~q ) = Rk(~q
2) δab, ou` δab de´signe le symbole de Kronecker.
On conside`re dans la suite l’ordre dominant (OD) du de´veloppement de´rivatif qui
consiste, rappelons-le, a` introduire un coefficient de renormalisation Zk du champ qui
ne de´pend pas du champ. Cette troncation correspond a` l’ansatz de Γk :
Γk[ψ] =
∫
dd ~x
{
Uk (ρ) +
1
2
Zk (∂µψa)
2
}
, (II.17)
ou` ρ = 1
2
ψaψa est l’invariant de la syme´trie O(n).
Equation de flot du potentiel
En e´valuant l’ansatz (II.17) dans une configuration de champ uniforme selon une
direction ~e, ~ψuni(~x) = ψ~e, on extrait la relation entre le potentiel Uk et Γk : Uk[~ψuni] ≡
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Γk[~ψuni]/V, ou` V repre´sente le volume du syste`me (V ≡ ∫ dd ~x ≡ (2pi)d δd(~0)). L’e´quation
de flot du potentiel s’obtient donc en e´valuant l’e´quation (II.13) dans une configuration
uniforme5 :
∂tUk[ψ] =
1
2V Tr
[
∂t[Rk]ab(~q )
[
Γ
(2)
k +Rk
]−1
ab
(~q )
] ∣∣∣∣∣∣
~ψ=~ψuni
. (II.18)
Dans cette expression, la variable d’e´chelle adimensionne´e t est de´finie comme t =
ln(k/Λ), ∂t repre´sentant donc la de´rive´e logarithmique k ∂k. Commenc¸ons par e´tablir
l’expression du propagateur [Γ
(2)
k + Rk]
−1
ab dans l’espace des impulsions pour le champ
uniforme ~ψuni. Γ
(2)
k est la de´rive´e fonctionnelle seconde de Γk, soit apre`s avoir transforme´
de Fourier l’ansatz (II.17) :
[Γ
(2)
k ]ab(~q )
∣∣∣∣
~ψ=~ψuni
≡ δ
2Γk
δψa(~q )δψb(−~q ) =
δd(~0)
(2pi)d
( [
Zk ~q
2 + U ′k(ρ)
]
δab + U
′′
k (ρ)ψa ψb
)
,
(II.19)
les indices prime et seconde affecte´s a` Uk marquant des de´rive´es par rapport a` l’invariant
ρ et ψi une composante du champ uniforme ~ψuni. On peut se ramener, sans perte de
ge´ne´ralite´, a` une base des champs dans laquelle le champ uniforme est porte´ par le
premier vecteur ~e1 de la base, soit ψa = ψ δa1 (et ρ ≡ 12ψ2). La matrice
[
Γ
(2)
k +Rk
]
ab
est alors diagonale dans l’espace des indices avec tous ses e´le´ments diagonaux e´gaux,
a` l’exception du premier. L’inverser revient donc simplement a` prendre l’inverse de ses
e´le´ments soit :
[
Γ
(2)
k +Rk
]−1
ab
(~q ) = (2pi)d δd(~0)
{
1
Zk ~q 2 +Rk(~q 2) + U ′k(ρ)
(δab − δa1δb1)
+
1
Zk ~q 2 +Rk(~q 2) + U ′k(ρ) + 2 ρU
′′
k (ρ)
(δa1δb1)
}
. (II.20)
En effectuant la trace prescrite par l’e´quation (II.18) sur les indices a et b, on ob-
tient [31] :
∂tUk(ρ) =
1
2
∫
dd ~q
(2pi)d
∂tRk(~q
2)
[
1
M(U ′k(ρ) + 2 ρU
′′
k (ρ), ~q )
+
n− 1
M(U ′k(ρ), ~q )
]
, (II.21)
ou` M(m2, ~q ) = [Zk ~q
2 +Rk(~q
2)+m2] est l’inverse du propagateur d’un mode de masse
(Rk +m
2)1/2.
La valeur moyenne des champs en l’absence de sources exte´rieures correspond au
minimum du potentiel, ce qui sugge`re de choisir la norme de la configuration uni-
forme ~ψuni = ψ~e1 telle qu’elle re´alise ce minimum, c’est-a`-dire la valeur ψ0 telle que
5L’e´quation (II.19) de´finit Γ
(2)
k comme la de´rive´e fonctionnelle seconde de Γk par rapport a` des
champs ψ(~q ) dans l’espace de Fourier et non comme la transforme´e de Fourier de la de´rive´e fonc-
tionnelle seconde de Γk dans l’espace des x (en de´rivant Γk par rapport a` des champs ψ(~x)). Cette
diffe´rence induit un facteur (2pi)2d dans l’expression de l’e´quation de flot (II.13), ce qui est explicite´
dans l’annexe E. Ainsi, dans toute la suite, [Γ
(2)
k +Rk] de´signe en fait [(2pi)
2dΓ
(2)
k +Rk]. Pour plus de
pre´cision, un calcul analogue est mene´ en grand de´tail au cours du chapitre VII et dans l’annexe E.
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U ′k(ρ0) = 0. On note
~ψ0 = ψ0 ~e1. Plac¸ons-nous au voisinage du minimum courant ρ0,k
du potentiel. Si ρ0,k est non nul, alors l’e´quation de flot du potentiel (II.21) contient, a`
l’e´chelle k, la contribution d’un mode longitudinal massif de masse (2 ρ0 U
′′
k (ρ0)+Rk)
1/2
(dans la direction ~e1 de ~ψ0) et de (n − 1) modes radiaux de masse nulle associe´s aux
(n − 1) composantes syme´triques (orthogonales a` ~ψ0). Ces n modes repre´sentent les
de´formations d’un champ ~ψ autour du minimum. L’excitation longitudinale induit une
modulation en norme de ~ψ et les excitations radiales cre´ent des de´viations (en angle)
autour de la direction ~e1. Soulignons que ces modes correspondent a` un spectre effectif
a` une e´chelle k finie et n’augurent en rien du spectre physique dans la limite k = 0.
Autrement dit, que le minimum courant du potentiel prenne une valeur non triviale
a` une e´chelle k 6= 0 ne signifie pas ne´cessairement que le syste`me soit dans une phase
brise´e. En effet, la valeur ρ0,k du minimum peut rejoindre l’origine a` une e´chelle k = ks
finie, “restaurant” ainsi la syme´trie non manifeste pour k < ks. Le syste`me est alors
dans la phase syme´trique. Si le flot conduit au contraire a` la phase brise´e, le minimum
(renormalise´) garde une valeur non nulle meˆme a` k = 0 et les modes de masse nulle
incarnent alors les modes de Goldstone. Comme e´voque´ dans le paragraphe II.1.2, la
pre´sence de la fonction de coupure Rk(~q
2) rend les contributions des modes de masse
nulle parfaitement re´gulie`res pour k > 0 et ces modes sont naturellement inclus dans
la description. Le propagateur contient automatiquement les corrections induites par
la renormalisation du champ Zk. De´terminons a` pre´sent son e´volution.
Renormalisation du champ
L’expression (II.19) rattache la renormalisation du champ a` la partie quadratique
en impulsion externe de la de´rive´e seconde de Γk. Dans le cadre du de´veloppement
de´rivatif, d’apre`s (II.15), la dimension anormale effective ηk est code´e dans la de´pen-
dance en k du coefficient — ici Zk — de l’impulsion externe (note´e de´sormais ~p
2)
lorsque celle-ci tend vers ze´ro. On de´finit donc naturellement Zk dans cette limite [31],
par :
Zk ≡ (2pi)
d
δd(~0)
lim
~p→0
∂~p 2
δ2Γk
δψa(~p)δψb(−~p) , (II.22)
que l’on e´value par exemple dans la configuration du minimum du potentiel6 (soit dans
l’espace de Fourier ψuni,a(~q ) = (2pi)
d ψ0 δa1 δ
d(~q )). En identifiant (II.19) au compor-
tement qualitatif (II.15), il de´coule Zk ∼ k−ηk et la dimension anormale courante se
de´finit alors simplement par :
ηk = −∂t lnZk. (II.23)
Lorsque le flot de renormalisation atteint un point fixe P ∗, c’est-a`-dire a` la tempe´rature
critique T = Tc, la valeur de la dimension anormale effective au point fixe ηk = η
∗
co¨ıncide avec l’exposant critique η.
Formulons ici une remarque utile. On peut gagner un ordre de complexite´ dans
le calcul de la de´rive´e logarithmique ∂t par rapport a` l’e´chelle en remarquant que
6Le choix du minimum du potentiel comme point de de´veloppement est justifie´ au chapitre III.
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l’e´quation de flot (II.18) peut s’e´crire formellement de la fac¸on suivante [31] :
∂tΓk =
1
2
∂˜t Tr
[
ln[Γ
(2)
k +Rk]
]
, (II.24)
si ∂˜t n’agit que sur la fonction de coupure Rk, soit ∂˜t ≡ ∂tRk ∂
∂Rk
. De´rivons donc
l’expression (II.24) par rapport au champ, en notant Γ
(n)
k les de´rive´es fonctionnelles
n-ie`mes de Γk et en n’explicitant que les indices et impulsions externes. La de´rive´e
fonctionnelle premie`re de l’e´quation (II.24), donne´e par :
δ
δψa(~p)
∂tΓk =
1
2
∂˜t Tr
[
[Γ
(3)
k ]a;~p [Γ
(2)
k +Rk]
−1
]
, (II.25)
se repre´sente graphiquement par un vertex a` trois pattes Γ
(3)
k , dont deux sont connecte´es
par le propagateur :
δ
δψa(~p)
∂tΓk =
1
2
∂˜t
q
a
p
Il convient de rappeler que ce diagramme a` 1-boucle est de nature fonctionnelle. Le
vertex Γ
(3)
k [ψk] et le propagateur [Γ
(2)
k [ψk] + Rk] de´pendent de toutes les valeurs des
champs et de tous les couplages.
En remarquant que la de´rive´e de l’inverse d’une matrice M peut s’exprimer comme
∂M−1 = −M−1 ∂M M−1, une nouvelle de´rivation conduit finalement a` l’expression
souhaite´e :
δ2
δψa(~p)δψb(−~p)∂tΓk =
1
2
∂˜t Tr
[
[Γ
(4)
k ]a,b;~p,−~p [Γ
(2)
k +Rk]
−1
− [Γ(3)k ]a;~p [Γ(2)k +Rk]−1 [Γ(3)k ]b;−~p [Γ(2)k +Rk]−1
]
, (II.26)
qui peut se repre´senter par :
δ2
δψa(~p)δψb(−~p)∂tΓk =
1
2
∂˜t
q q
p −p
−p
p
q−p
a b
b
a
La de´rivation fonctionnelle de l’expression (II.24) admet donc une repre´sentation dia-
grammatique pourvue de re`gles simples : la de´rive´e d’un vertex lui octroie une patte
externe supple´mentaire, et celle d’un propagateur branche a` celui-ci une patte externe
pour former un vertex a` trois pattes affecte´ d’un signe (−). Cette repre´sentation se
re´ve`lera fort utile dans le chapitre III. Apre`s avoir e´value´ Γ
(3)
k et Γ
(4)
k puis re´alise´ toutes
les sommations d’indices, on aboutit a` l’e´quation d’e´volution de Zk [31, 14] :
∂tZk = −2 ρ0 U ′′(ρ0)2 ∂˜t ∂~p 2
∫
dd ~q
(2pi)d
1
M(2 ρ0 U ′′(ρ0), ~q )
1
M(2 ρ0 U ′′(ρ0), ~p− ~q ) .
(II.27)
24
II.3. MISE EN PRATIQUE : LE MODE`LEO(N) 25
Avant d’analyser les e´quations (II.21) et (II.27), nous allons proce´der a` quelques
transformations pour, d’une part, les exprimer en fonction de quantite´s adimensionne´es
— afin de supprimer toute de´pendance explicite dans l’e´chelle k et faciliter ainsi la
recherche de points fixes [31] — et, d’autre part, introduire quelques notations re´-
employe´es dans la suite et qui en permettent un traitement syste´matique.
De´dimensionnement
On introduit des variables renormalise´es et adimensionne´es conforme´ment aux di-
mensions canoniques fixe´es par l’ansatz (II.17) :
ρ = kd−2 Z−1k ρ˜
ρ0 = k
d−2 Z−1k κ
Uk(ρ) = k
d uk(ρ˜).
(II.28)
L’obtention d’une e´criture explicitement invariante d’e´chelle appelle a` incorporer un
facteur Zk a` la fonction de coupure en posant :
Rk(~q ) = Zk ~q
2 r(y) avec y = ~q 2/k2. (II.29)
L’inverse du propagateur s’e´crit alors M(m2, ~q) = Zk k
2 [y(1 + r(y)) + m˜2], ou` r(y) et
m˜ = u′k + 2 ρ˜ u
′′
k sont sans dimension (les fonctions prime´es repre´sentant des de´rive´es
par rapport a` ρ˜). Il reste a` expliciter la de´pendance d’e´chelle de Rk :
∂tRk(~q ) = k ∂k (Zk ~q
2 r(y))
= −Zk ηk ~q 2 r(y) + Zk ~q 2 k ∂k r(~q 2/k2)
= Zk k
2
[
−ηk y r(y)− 2 y2 r′(y)
]
≡ Zk k2 s(y). (II.30)
Finalement, on transforme l’inte´grale d-dimensionnelle en une inte´grale unidimension-
nelle en effectuant l’inte´gration angulaire :
∫ +∞
−∞
dd ~q
(2pi)d
f(~q 2/k2) = 2 vd k
d
∫ +∞
0
dy yd/2−1 f(y), (II.31)
ou` v−1d = 2
d+1pid/2Γ(d/2) repre´sente le volume de la sphe`re unite´ et on note :
ldn(w) =
n+ δn0
2
∫ +∞
0
dy yd/2−1
s(y)
[y(1 + r(y)) + w]n+1
. (II.32)
On de´duit simplement de l’e´quation (II.21) l’expression adimensionne´e de l’e´quation
de flot du potentiel :
∂tuk(ρ˜) = ∂t
[
k−d Uk(ρ)
]
= −d uk(ρ˜) + k−d ∂tUk(ρ)
∣∣∣∣
ρ=ρ˜
+ k−d
∂Uk
∂ρ
∂tρ
∣∣∣∣
ρ=ρ˜
= −d uk(ρ˜) + (d− 2 + ηk) ρ˜ uk(ρ˜) + 2 vd ld0(2 ρ˜ u′′k) + 2 vd (n− 1) ld0(0). (II.33)
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Il reste a` e´tablir l’expression de la dimension anormale courante ηk de´finie par l’e´quation
(II.23). En explicitant la de´rivation par rapport a` ~p 2 dans l’e´quation (II.27), on peut
montrer que ηk s’exprime en fonction des variables adimensionne´es renormalise´es [31] :
ηk =
16 vd
d
κ u′′k(ρ˜0)
2md2(2 κ u
′′
k(κ)), (II.34)
avec :
md2(w) = −
1
2
∫ ∞
0
dy y
d
2 ∂˜t

[
1 + r(y) + y r′(y)
]2
[
y(1 + r(y))
]2[
y(1 + r(y)) + w
]2
, (II.35)
ou` l’ope´rateur ∂˜t dans cette expression n’agit que sur le re´gulateur r(y) et l’on convient
que ∂tr(y) ≡ s(y) en ne´gligeant dans s(y) la contribution proportionnelle a` ηk.
Les fonctions ldn et m
d
2, de´nomme´es fonctions seuil, sont non polynoˆmiales en leur
argument w et codent ainsi le caracte`re non perturbatif du flot de renormalisation
du potentiel uk(ρ˜) et de Zk. La proprie´te´ fondamentale de ces fonctions, source de
leur nom, re´side dans leur comportement a` grand argument w. Celles-ci de´croissent
en effet rapidement vers 0 lorsque w, correspondant a` la masse renormalise´e m2/k2Zk
des excitations, devient grand w  1. Cette proprie´te´ rend explicite le de´couplage
des modes de grande masse qui cessent effectivement de contribuer au flot de`s que
leur masse renormalise´e de´passe l’e´chelle k2. Ce phe´nome`ne instaure l’e´mergence d’un
potentiel effectif pour les modes de basse e´nergie (petite masse).
Ces fonctions seuil sont de plus normalise´es de sorte qu’elles ve´rifient, inde´pendam-
ment du choix de la fonction de coupure :
l2nn (0)
∣∣∣
ηk=0
= 1 et m22(0) = 1. (II.36)
Ces e´galite´s de´coulent simplement des contraintes (II.5) satisfaites par la fonction de
coupure, qui se transposent a` la fonction adimensionne´e r(y), de´finie par (II.29), sous
la forme limy→∞ r(y) = 1 et limy→0 r(y) =∞. En effet, d’apre`s la de´finition (II.32) des
fonctions seuil ldn et en ne´gligeant la contribution de ηk :
l2nn (0) =
n
2
∫ +∞
0
dy yn−1
−2 y2 r′(y)
yn+1 [(1 + r(y))]n+1
=
[
1
(1 + r(y))n
]∞
0
= 1. (II.37)
De meˆme, d’apre`s la de´finition (II.35) de la fonction seuil md2 et en utilisant la relation
∂tr(y) = −2 y ∂yr(y), il vient :
m22(0) =
∫ ∞
0
dy ∂y
[
1 + r(y) + y r′(y)
1 + r(y)
]2
= 1. (II.38)
Les proprie´te´s universelles (II.36) — vraies pour tout r(y) — des fonctions seuil ga-
rantissent de recouvrer, dans les limites correspondantes, les fonctions β perturbatives
universelles a` 1-boucle, ce qui est explicite´ dans la suite.
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II.3.2 Physique a` l’ordre φ4
Nous achevons cette section en explorant la physique contenue dans la version la plus
simple des e´quations de renormalisation (II.33) et (II.34). Pour cela, nous de´veloppons
le potentiel effectif courant uk(ρ˜) en puissances de l’invariant ρ˜ au premier ordre non
trivial, qui correspond a` φ4. On choisit de de´velopper ce potentiel autour de son mini-
mum κ, ce qui sera justifie´ au chapitre III. On adopte donc la parame´trisation :
uk(ρ˜) =
1
2
λ (ρ˜− κ)2. (II.39)
Les couplages λ et κ de´pendent de l’e´chelle k, λ repre´sentant le couplage φ4 usuel et
2λ κ la masse. Dans la parame´trisation (II.39), κ admet une de´finition implicite comme
valeur annulant la de´rive´e premie`re du potentiel uk et λ se de´finit comme la de´rive´e
seconde de uk au point κ, soit :
∂uk
∂ρ˜
(ρ˜)
∣∣∣∣
ρ˜=κ
= 0
∂2uk
∂ρ˜2
(ρ˜)
∣∣∣∣
ρ˜=κ
= λ.
(II.40)
Les e´quations de flot de ces deux couplages se de´duisent des de´finitions (II.40) en les
de´rivant par rapport a` l’e´chelle t. Notons que l’action de la de´rive´e (totale) d/dt se
compose alors de deux contributions, la premie`re provenant de la de´pendance en k
du potentiel effectif courant uk, la seconde lie´e a` la variation avec l’e´chelle du point
d’e´valuation κ, soit de fac¸on ge´ne´rique :
d
dt
[
∂nuk
∂ρ˜n
∣∣∣∣
ρ˜=κ
]
=
[
∂n∂tuk
∂ρ˜n
] ∣∣∣∣
ρ˜=κ
+ ∂t κ
∂n+1uk
∂ρ˜n+1
∣∣∣∣
ρ˜=κ
, (II.41)
ou` ∂tuk est donne´ par l’e´quation (II.33). Finalement, il existe une relation de re´currence
liant les de´rive´es successives des fonctions seuil introduites pre´ce´demment qui rend
extreˆmement simple les de´rivations de l’e´quation de flot originelle (II.33). Cette relation
s’e´crit :
∂ldn(w)
∂w
= −n ldn+1(w), (II.42)
et l’on obtient, pour la troncation φ4 conside´re´e, le jeu d’e´quations de flot (fonctions
β) :
∂tκ = −(d− 2 + ηk) κ+ 2 vd (n− 1) ld1(0) + 6 vd ld1(2λ κ) (II.43)
∂tλ = (d− 4 + 2 ηk)λ+ 2 vd (n− 1)λ2 ld2(0) + 18 vd λ2 ld2(2λ κ) (II.44)
ηk =
16 vd
d
κ λ2md2(2λ κ). (II.45)
Donnons une illustration concre`te de la forme de ces e´quations, qui s’ave`rent tre`s
simples [38] pour le choix d’une fonction de coupure particulie`re, qui s’e´crit sous forme
adimensionne´e :
r(y) =
(
1
y
− 1
)
θ(1− y), (II.46)
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ou` θ(x) repre´sente la fonction de Heaviside. Cette fonction — introduite par Litim [38]
comme une coupure “optimale” (voir le chapitre III) — posse`de la proprie´te´ remar-
quable de confe´rer aux fonctions seuil une expression analytique (non inte´grale), de
sorte que les e´quations (II.43) a` (II.45) deviennent simplement :
∂tκ = −(d− 2 + ηk) κ+ vd 4
d
(
1− ηk
d+ 2
)(
3
(1 + 2λ κ)2
+ (n− 1)
)
(II.47)
∂tλ = (d− 4 + 2 ηk)λ+ vd λ2 8
d
(
1− ηk
d+ 2
)(
9
(1 + 2λ κ)3
+ (n− 1)
)
(II.48)
ηk =
16 vd
d
κ λ2
(1 + 2λ κ)2
. (II.49)
Nous disposons a` pre´sent de tous les outils pour montrer que ce jeu unique et tre`s
simple de fonctions β offre une vision unifie´e des mode`les O(n) dans les diffe´rents
re´gimes de couplage, en toute dimension et pour tout n. En effet, ces e´quations e´tablis-
sent une connection entre diffe´rentes approches perturbatives, valides chacune autour
d’une dimension spe´cifique et dans un domaine de couplage donne´. Ces e´quations non
perturbatives relient ainsi, d’une part, le de´veloppement a` petit couplage au voisinage
de la dimension critique supe´rieure d = 4, d’autre part, le de´veloppement a` basse
tempe´rature au voisinage de la dimension critique infe´rieure d = 2 et meˆme encore, en
d = 2, l’approche de Villain pour des spins XY qui consiste a` introduire explicitement
des excitations topologiques (vortex) dans l’action microscopique.
Etude en d = 4
Au-dela` de la dimension quatre, le mode`le O(n) est de´crit a` longue distance par
la the´orie gaussienne, caracte´rise´e par un couplage quartique nul λ = 0. L’approche
perturbative usuelle consiste a` se placer au voisinage de cette dimension critique ou` le
couplage quartique λ reste d’ordre  pour de´velopper la the´orie en puissances de λ [39].
Pour confronter les e´quations (II.43), (II.44) et (II.45) aux re´sultats perturbatifs, on
de´veloppe ces e´quations au second ordre en {κ, λ} et l’on pose d = 4− . Tout d’abord,
la dimension anormale ηk est nulle a` cet ordre car l’e´quation (II.45) est d’ordre trois en
{κ, λ}. Ensuite le de´veloppement des fonctions seuil en puissances de w = 2λ κ s’e´crit
a` cet ordre : ldn(w) ' ldn(0) − nw ldn+1(w). Ainsi, comme v4 = 1/(32 pi2) et l42(0) = 1
d’apre`s (II.36), l’e´quation (II.44) de ∂tλ devient (au premier ordre en ) :
β(λ) ≡ ∂tλ = − λ + n+ 8
16 pi2
λ2. (II.50)
Celle-ci ne de´pend plus de la fonction de coupure r(y) et reproduit la fonction β univer-
selle perturbative pour le couplage quartique [39].7 Le de´veloppement au meˆme ordre
7Notons que l’e´quation (II.44) de ∂tλ ne redonne la fonction β perturbative qu’a` l’ordre de 1-boucle
— ce qui de´coule naturellement de la structure de l’e´quation de flot de Γk. Retrouver cette dernie`re a`
l’ordre de 2-boucles ne´cessite de sommer des contributions d’une infinite´ de termes du de´veloppement
de´rivatif (voir le chapitre III et [40, 41]).
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de l’e´quation (II.43) de ∂tκ fournit une e´quation supple´mentaire (non universelle, i.e.
de´pendante de r(y)) qui gouverne l’e´volution du minimum du potentiel :
β(κ) ≡ ∂tκ = −(2− ) κ+ n + 2
16 pi2
l41(0)−
3
8 pi2
λ κ. (II.51)
En d = 4, le couplage λ apparaˆıt marginal et κ s’ave`re pertinent. Ces e´quations ad-
mettent une solution de point fixe non triviale :
(κ∗, λ∗) =
(
(n+ 2) l41(0)
32 pi2
,
16 pi2 
n+ 8
)
. (II.52)
On peut alors e´tablir l’expression de l’exposant critique ν qui de´crit la divergence de
la longueur de corre´lation au voisinage du point fixe en line´arisant le flot de renorma-
lisation au voisinage de cette solution. On construit pour cela la matrice de stabilite´
Mi,j = ∂β(gi)/∂gj|g=g∗ ou` g = (κ, λ). Comme ∂tλ ne de´pend pas de κ a` cet ordre,
Mi,j est triangulaire. L’inverse de sa valeur propre ne´gative de´crit la fac¸on dont le
flot s’e´chappe du point fixe selon la direction pertinente, qui transcrit donc le com-
portement de la longueur de corre´lation au voisinage de la tempe´rature critique. On
obtient :
ν =
1
2
+

4
n+ 2
n+ 8
, (II.53)
qui co¨ıncide avec le re´sultat perturbatif a` une boucle [39].
Etude en 2 < d < 4
En descendant en dimension, les e´quations (II.43), (II.44) et (II.45) continuent
d’admettre une solution de point fixe non triviale (κ∗, λ∗) qui de´crit une transition
de phase continue. Au voisinage de ce point fixe, la structure de la fonction β du
couplage quartique β(λ) = −λ + λ2(c1 + c2(λκ)) associe a` ce couplage une direction
contractante et donc stable. Au contraire, la structure de l’e´quation de flot du minimum
β(κ) = −κ+c3 +c4(λκ) rend cette direction instable, κ correspond donc a` une variable
pertinente au sens du groupe de renormalisation, qui repre´sente l’e´cart a` la tempe´rature
critique. Ainsi sa valeur initiale a` l’e´chelle microscopique Λ conditionne la phase atteinte
a` la fin du flot et permet de controˆler la distance a` la transition. Le comportement du
flot de renormalisation au voisinage de la transition de phase est sche´matise´ sur la
figure 5.
Pour un couplage quartique microscopique λΛ donne´, il existe une valeur initiale
critique κcr(λΛ) qui conduit le flot a` son point fixe, marquant la transition de phase
(invariance d’e´chelle du syste`me). La dimension anormale s’identifie alors a` la solution
η∗ de point fixe, ou` toutes les variables e´voluent simplement en lois d’e´chelle suivant
leurs dimensions canonique et anormale. Pour une valeur κΛ = κcr + δκΛ s’e´cartant
le´ge`rement de κcr, le syste`me n’est plus critique et δκΛ ∝ (Tc − T ) mesure la distance
a` la transition. Si δκΛ < 0, le flot aboutit dans la phase syme´trique et le minimum du
potentiel rejoint alors l’origine pour une valeur non nulle de l’e´chelle de renormalisa-
tion k = ks. (Le flot peut eˆtre continue´ pour k < ks en recourant a` la parame´trisation
uk(ρ˜) = m
2
k ρ˜ +
1
2
λ ρ˜2). La phase syme´trique se caracte´rise par n excitations massives
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k 0
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Fig. 5 – Sche´ma de l’allure du flot de renormalisation dans l’espace des couplages (ici a`
trois dimensions — par exemple κ, λ et u3 ≡ u′′′k (κ)) au voisinage de la surface critique.
Seules les trajectoires en traits gras appartiennent a` la surface critique (P ∗ de´signe le
point fixe de Wilson-Fisher et G le point fixe gaussien). Pour une valeur initiale critique
κΛ = κcr sur la surface critique, le flot tend vers le point fixe P
∗ lorsque k → 0. Si
κΛ & κcr, le flot conduit le syste`me dans la phase brise´e, ou` κ(k) diverge quand k → 0.
Si κΛ . κcr, le flot entraˆıne le syste`me dans la phase syme´trique, ou` κ s’annule a` une
valeur finie k = ks.
de´ge´ne´re´es de masse carre´e m2k = u
′
k(0) ∼ ks dans la limite k → 0. Si δκΛ > 0, le flot
me`ne a` la phase brise´e pour laquelle κ diverge, correspondant a` une valeur finie du
minimum renormalise´ dimensionne´ ρ˜0 = k
2−d κ, i.e. de l’aimantation M =
√
2ρ˜0. Cette
phase comporte un seul mode massif de masse carre´e m2k = 2 κ u
′′
k(κ) et (n− 1) modes
de Goldstone de masse carre´e u′k(κ) nulle dans la limite k → 0.
Au voisinage de la tempe´rature critique, la longueur de corre´lation, lie´e a` l’inverse
de la masse renormalise´e, diverge selon ξ ∼ m−1R ∼ |T −Tc|−ν. On peut donc e´galement
estimer l’exposant critique ν en calculant, dans la phase syme´trique, le comportement
de la masse renormalise´e carre´e m2R = limk→0 k
2u′k(0) en fonction de la distance au
re´gime critique, et ce en inte´grant le flot a` partir de diffe´rents κΛ . κcr.
Les premie`res troncations en champ a` l’ordre le plus bas en de´rive´es (l’OD) — i.e.
avec un coefficient de renormalisation Zk inde´pendant des champs — conduisent de´ja`
a` une estimation quantitativement correcte — avec une pre´cision acceptable — des
exposants critiques associe´s a` la transition de phase en dimension trois pour toutes
valeurs de n, comme le montre le tableau II.1 (voir notamment la troncation note´e u4
qui correspond a` pu = 4 dans le de´veloppement (II.16) et donc a` quatre constantes
de couplage : κ, λ, u′′′k (κ) et u
(4)
k (κ)). Les valeurs des exposants critiques se re´ve`lent
d’autant plus pre´cises que n croˆıt.
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n νGRNP νref. ηGRNP ηref.
0.520 u2 0.6300(15) a 0.057 u2 0.032(3) a
1 0.688 u3 0.6304(13) b 0.038 u3 0.0335(15) b
0.638 u4 0.045 u4
0.613 u2 0.6695(20) a 0.058 u2 0.033(4) a
2 0.722 u3 0.6703(15) b 0.038 u3 0.354(25) b
0.700 u4 0.042 u4
0.699 u2 0.7050(30) a 0.051 u2 0.033(4) a
3 0.756 u3 0.7073(35) b 0.035 u3 0.0355(25) b
0.752 u4 0.038 u4
10 0.906 u4 0.877 c 0.0187 u4 0.025 c
20 0.952 u4 0.942 c 0.0102 u4 0.013 c
100 0.992 u4 0.989 c 0.0022 u4 0.003 c
Tab. II.1 – Exposants critiques pour le mode`le O(n) en trois dimensions pour
diffe´rentes valeurs de n. Les colonnes ref. donnent les meilleures estimations the´oriques
provenant : a de la resommation des se´ries perturbatives a` 6-boucles [39], b des se´ries
perturbatives incluant des corrections a` 7-boucles [39] et c du de´veloppement en 1/n
a` l’ordre 1/n2 [39]. Les colonnes GRNP rassemblent les re´sultats issus du groupe de
renormalisation non perturbatif a` l’OD (avec une coupure exponentielle) et pour les
troncations en champ aux plus bas ordres : pu = 2 — donne´e par les e´quations (II.43)
a` (II.45) — [42], pu = 3 [42] et pu = 4 [31], note´es respectivement
u2 , u3 et u4 .
Etude en d = 2
Le re´sultat sans doute le plus remarquable provient de l’analyse des e´quations
du groupe de renormalisation non perturbatif du mode`le O(n) en dimension deux
et en particulier pour n = 2 [43, 35]. Ces e´quations de´crivent quantitativement, pour
des spins XY , la transition de de´confinement des vortex de Berezinskii-Kosterlitz-
Thouless [12, 13] a` partir des seuls degre´s de liberte´ initiaux — les spins — sans
introduire explicitement d’excitations topologiques. Nous donnons simplement ici les
e´le´ments cle´s de l’analyse et une synthe`se des re´sultats, et nous renvoyons aux travaux
originaux [43, 35] pour une pre´sentation comple`te.
L’on se concentre donc sur le voisinage de la dimension deux, dimension critique
infe´rieure du mode`le O(n) pour n > 2, pour laquelle la tempe´rature critique devient
nulle. L’approche usuelle consiste a` effectuer un de´veloppement a` basse tempe´rature
des mode`les σ non line´aires O(n)/O(n−1) [44]. Relions tout d’abord les couplages κ et
λ de´finis par (II.39) aux parame`tres du mode`le σ non line´aire [42, 18], dont la fonction
de partition est donne´e par :
Z =
∫
D~φ δ(~φ2 − 1) exp
(
− 1
2T
∫
dd x (∂ ~φ)2
)
. (II.54)
En relaˆchant la contrainte de norme unite´ a` travers une exponentielle et en rede´finissant
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le champ ~φ→√T ~φ, il vient :
Z =
∫
D~φ exp
(
− 1
2
∫
dd x
[
(∂ ~φ)2 − g (~φ2T − 1)2
])
, (II.55)
dans la limite g →∞. On en de´duit que le minimum du potentiel ~φ2 = 1/T diverge a`
tempe´rature nulle. Ainsi, le de´veloppement perturbatif a` basse tempe´rature correspond,
dans l’approche non perturbative, a` la limite de grand κ(= φ2/2) et donc de grande
masse. Ceci se comprend ainsi : dans la limite de grande masse, le mode longitudinal
massif des mode`les O(n) est gele´ et la physique devient pilote´e par les modes radiaux de
Goldstone. Le de´couplage des modes massifs transparaˆıt dans la de´croissance a` grand
argument des fonctions seuil.
Pour retrouver les re´sultats perturbatifs, on de´veloppe en puissances de 1/κ les
e´quations de flot (II.43), (II.44) et (II.45), en posant d = 2+. On obtient, (en utilisant
les normalisations (II.36)) :
ηk =
1
4 pi κ
(II.56)
β(κ) = − κ+ n− 2
4 pi
. (II.57)
L’e´quation (II.57) reproduit la fonction β a` 1-boucle [39] de la tempe´rature T du mode`le
σ non line´aire, en identifiant T = (2 κ)−1.
En dimension deux, la fonction β(κ) permet de classifier les comportements des
mode`les en fonction du nombre de composantes du champ, conforme´ment au the´ore`me
de Mermin-Wagner [45]. En effet, remarquons que d’apre`s l’e´quation (II.43) (ou plus
explicitement (II.47)), β(κ) est strictement positive en d = 2 lorsque κ = 0, c’est-
a`-dire dans la phase de haute tempe´rature. L’existence d’un point fixe requiert donc
que, lorsque κ→∞, la fonction β(κ), donne´e par l’e´quation (II.57) dans cette limite,
devienne ne´gative. Ainsi, seul le mode`le d’Ising (n = 1) re´alise cette condition et
pre´sente une phase de basse tempe´rature. Au contraire, il n’existe pas de transition de
phase pour n ≥ 3.
Concentrons-nous finalement sur le cas n = 2, qui annule la fonction β(κ) dans la
limite de tempe´rature nulle, ou` elle prend la forme donne´e par l’e´quation (II.57) (a`
 = 0). L’e´tude des variations de la fonction β(κ) [43, 35] montre que celle-ci reste
ne´gligeable lorsque la tempe´rature s’e´le`ve jusqu’a` une valeur critique κc ' 0.2, avant
de croˆıtre exponentiellement, pour κ < κc, suivant l’allure trace´e sur la figure 6. La
valeur κc se´pare ainsi deux re´gimes distincts qui constituent les phases de haute et
basse tempe´ratures. Dans la phase de basse tempe´rature (κ > κc), le flot quasi-nul —
du moins extreˆmement lent — de β(κ) ge´ne`re une ligne de quasi-points fixes pour λ
et ηk, parame´tre´e par κ, mate´rialise´e sur la figure 7. La dimension anormale de´pend
donc de la tempe´rature et elle atteint la valeur η ' 0.24 a` la transition (pour la
troncation (II.39) conside´re´e). Dans cette phase, κ garde une valeur finie non nulle
lorsque k → 0. Cependant, conforme´ment au the´ore`me de Mermin-Wagner, comme
ηk > 0, le minimum dimensionne´ non renormalise´ ρ0 = Z
−1
k κ ∼ kηκ, lui, tend bien
vers 0 avec l’e´chelle. Ainsi, la valeur moyenne du champ non renormalise´ reste nulle
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Fig. 6 – Fonction β(κ) pour n = 2 d’apre`s [35] (figure obtenue a` partir des fonctions
comple`tes uk(ρ˜) et zk(ρ˜), l’allure est qualitativement la meˆme pour la troncation e´tudie´e
ici). Elle est nulle dans la phase de basse tempe´rature, soit tant que κ > κc ' 0.2, puis
croˆıt exponentiellement dans la phase haute tempe´rature.
Fig. 7 – E´volution de λ et ηk avec κ = 1/(2T ) d’apre`s [43]. La valeur κc ' 0.2
marquant la transition de´limite a` droite (pour κ > κc) une re´gion de quasi points fixes
(qui correspond a` la ligne continue sur laquelle toutes les trajectoires confluent) ou` le
flot est extreˆmement lent.
〈φa〉 =
√
2ρ0 = 0 dans la limite k → 0. La phase de basse tempe´rature se re´ve`le quasi-
ordonne´e. Dans la phase de haute tempe´rature, ce quasi-ordre est de´stabilise´ par le
de´confinement des vortex et la fonction β croˆıt exponentiellement.
Ces re´sultats, issus d’une troncation assez crue, re´ve`lent de´ja` qualitativement les
proprie´te´s de la transition et des phases de haute et basse tempe´rature. Ils ont par
la suite e´te´ grandement affine´s en conside´rant la de´pendance en champ comple`te des
fonctions uk(ρ˜) et zk(ρ˜) [35]. En particulier, l’e´volution de la masse renormalise´e dans
la phase de haute tempe´rature — syme´trique — a e´te´ analyse´e. Son comportement
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au voisinage de la transition est compatible avec la loi d’e´chelle essentielle attendue
mR ∼ exp (−b/[(T − Tc)ξ]) avec une valeur ξ = 0.502 ± 0.05 [35]. La valeur de η a` la
transition est donne´e a` cet ordre par η = 0.287 (re´sultats a` comparer aux re´sultats
η = 1/4 et ξ = 1/2 issus de l’approche de Villain [46] ou` les configurations de vortex
sont introduites explicitement dans l’action).
En deux dimensions, les e´quations du groupe de renormalisation non perturbatif
du mode`le O(2) a` l’ordre ∂2 du de´veloppement de´rivatif formule´es en termes des seuls
degre´s de liberte´ initaux — c’est-a`-dire des spins XY sans ajouter explicitement des
configurations topologiques comme les vortex — parviennent a` de´crire qualitativement
et quantitativement la transition de Berezinskii-Kosterlitz-Thouless. Cette transition,
a` aimantation nulle, est induite par la de´condensation de vortex qui brise le quasi-ordre
de basse tempe´rature du syste`me. L’ansatz contient donc intrinse`quement la physique
non perturbative du mode`le. C’est la` une des indications les plus tangibles de la capacite´
de la me´thode a` traiter la physique non perturbative.
Il convient de citer, dans la meˆme veine, le calcul explicite des dix premiers points
de transitions multi-critiques du mode`le d’Ising en dimension deux, accompagne´ d’une
preuve non perturbative qu’il n’existe pas d’autres points fixes que les points multi-
critiques [11]. Ces transitions multi-critiques correspondent a` des re´gimes de fort cou-
plage et apparaissent donc intrinse`quement non perturbatives. Mentionnons e´galement,
en se restreignant a` la me´canique statistique, que le groupe de renormalisation non
perturbatif a permis de donner une description quantitative de la transition de phase
du mode`le de Gross-Neveu en trois dimensions [47, 36], ainsi que des syste`mes anti-
ferromagne´tiques frustre´s [18].
Conclusion
Nous venons de jeter les bases du groupe de renormalisation non perturbatif, qui
s’appuie autant sur la de´rivation d’une e´quation de flot exacte pour l’action effective
moyenne que sur la ne´cessaire mise en œuvre d’approximations pour en extraire des
informations pratiques. Nous nous sommes essentiellement attache´s dans ce chapitre a`
illustrer les principaux me´canismes de calculs inhe´rents a` cette approche, au “niveau
ze´ro” des approximations. Il s’en de´gage ne´anmoins de´ja` des re´sultats physiques non
triviaux. L’e´tape a` franchir de´sormais consiste a` apporter une justification a` ces diverses
approximations et a` montrer qu’elles se controˆlent de fac¸on fiable. Pour cela, nous allons
maintenant “de´ployer les grands moyens” et nous attaquer aux ordres suivants, ce qui
nous ame`ne au chapitre III.
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Chapitre III
De´veloppement de´rivatif et
optimisation
Ce chapitre aborde la question de´licate de l’e´valuation et l’ame´lioration des diffe´rents
sche´mas d’approximation mis en œuvre lors de toute exploitation concre`te du forma-
lisme du groupe de renormalisation non perturbatif. En effet, rappelons que l’on ne
peut espe´rer re´soudre l’e´quation exacte (II.13) sans recourir a` une troncation de l’ac-
tion effective moyenne Γk. Nous pre´sentons d’abord une rapide synthe`se des diffe´rents
travaux consacre´s a` l’e´tude de ces proce´dures d’approximation, afin de mettre en relief
les objectifs des analyses effectue´es au cours de ce travail de the`se qui font l’objet des
deux publications [33, 34], en insistant en particulier sur le roˆle central de la fonction de
coupure — e´galement de´nomme´e “re´gulateur”. Ces contributions sont ensuite expose´es
dans le reste de ce chapitre.
III.1 Les proce´dures d’approximation
III.1.1 Panorama
L’approximation la plus syste´matique, introduite au paragraphe II.2.2, consiste a`
ne´gliger les interactions de´rivatives d’ordre e´leve´ (supe´rieur a` ∂2 en pratique) suppose´es
peu affecter la physique de longue distance de´crite par les modes de basse impulsion
q → 0. Toutes les applications du groupe de renormalisation non perturbatif reposent
donc sur l’hypothe`se fondamentale que le de´veloppement de´rivatif converge, et ce suf-
fisamment rapidement pour confe´rer aux bas ordres la qualite´ ne´cessaire. Valider cette
hypothe`se apparaˆıt donc comme une des pierres angulaires de cette approche soute-
nant la le´gitimite´ des re´sultats qui en de´coulent. Il n’existe pas de preuve formelle de
la convergence du de´veloppement de´rivatif et en e´tablir une rele`verait du tour de force
car il ne s’apparente pas a` un de´veloppement controˆle´ en se´rie d’un petit parame`tre.
Ne´anmoins, l’ide´e que ce de´veloppement converge est appuye´e par une se´rie de travaux
que nous exposons brie`vement.
La convergence du de´veloppement de´rivatif a e´te´ e´tudie´e perturbativement pour le
mode`le O(n) par Wetterich et Papenbrock [40] (dans le cas d’un re´gulateur exponen-
tiel) et par Morris et Tighe [41, 48] (pour un champ a` une composante). Tout d’abord,
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de par leur structure, les e´quations du groupe de renormalisation non perturbatif re-
produisent la fonction β du couplage λ de φ4 a` l’ordre de 1-boucle de fac¸on triviale
et ce inde´pendamment de l’opportunite´ d’un de´veloppement de´rivatif et du choix de
la fonction de coupure. En effet, la renormalisation de la fonction de corre´lation 1-PI
a` quatre points n’implique a` cet ordre que le vertex classique λ qui ne de´pend pas
des impulsions externes. Reproduire la fonction β perturbative a` 2-boucles se re´ve`le
beaucoup moins trivial. Cela ne´cessite de sommer des contributions a` tous les ordres
du de´veloppement de´rivatif. Morris et Tighe ont montre´ [41] que les se´ries nume´riques
obtenues convergent effectivement vers le re´sultat perturbatif mais seulement pour cer-
taines fonctions de coupure, comme le re´gulateur exponentiel, excluant notamment la
coupure “dure” (fonction de Heaviside r(y) = θ(1− y)) pour laquelle la se´rie diverge.
De manie`re non perturbative, ce proble`me peut eˆtre aborde´ en testant en pra-
tique les performances de la me´thode dans des cas connus. A cet e´gard, la rapidite´
de la convergence du de´veloppement de´rivatif est fortement conforte´e par la pre´cision
des re´sultats obtenus pour les mode`les O(n) a` l’ordre ∂2 [28, 35, 36, 11]. Citons a`
titre d’exemple les exposants critiques du mode`le d’Ising en trois dimensions, obtenus
a` cet ordre, sur lequel nous allons nous concentrer dans la suite : ν = 0.6307 et η =
0.0467 [28]. Ces re´sultats sont a` comparer aux valeurs provenant du re´sultat perturbatif
a` 6-boucles incluant des corrections 7-boucles : ν = 0.6304(13) et η = 0.0335(25) [49].
La de´termination de la dimension anormale η paˆtit d’une plus grande incertitude que
celle de ν, ce qui refle`te les limites des calculs a` l’ordre ∂2 pour re´soudre la structure
en impulsion de la fonction de corre´lation a` deux points. Raffiner η ne´cessite a priori
d’enrichir le contenu en impulsion de l’ansatz en incorporant des couplages de´rivatifs
supple´mentaires. Ce reme`de, quoique souvent invoque´ [14], n’avait jamais e´te´ valide´.
Comme il pre´suppose la convergence du de´veloppement de´rivatif, il en offre un bon test,
qui fait l’objet de nos travaux pre´sente´s dans [34]. Ces travaux donnent la premie`re
assise quantitative a` la convergence du de´veloppement de´rivatif a` travers le calcul ex-
plicite de l’ordre ∂4 et apportent ainsi une confirmation substantielle de la rapidite´ de
la convergence de ce de´veloppement en montrant qu’a` cet ordre la de´termination de η
rejoint la valeur “a` 7-boucles” (voir section III.3).
Pour re´aliser cette e´tude, nous allons proce´der a` une approximation corrolaire, intro-
duite au paragraphe II.2.3, qui re´side dans le de´veloppement en champ des fonctions de
renormalisation. Ce de´veloppement permet de transformer le syste`me aux de´rive´es par-
tielles d’e´quations d’e´volution des fonctions de renormalisation en un syste`me d’e´qua-
tions diffe´rentielles ordinaires pour les coefficients du de´veloppement en champ de ces
fonctions — les “constantes de couplage”. La re´duction de complexite´ qui en de´coule
s’ave`re ici indispensable pour rendre possible un traitement nume´rique de ces e´quations
a` l’ordre ∂4 (voir section III.4). Ceci nous conduit donc a` la discussion de cette approxi-
mation. Le de´veloppement en champ soule`ve naturellement les meˆmes interrogations
quant a` sa convergence que le de´veloppement de´rivatif. Ne´anmoins, le proble`me se
re´ve`le dans ce cas beaucoup moins e´pineux dans la mesure ou` l’on peut en ve´rifier as-
sez facilement la convergence. Non pas que l’on dispose cette fois d’un petit parame`tre
de controˆle mais beaucoup plus de termes sont calculables ge´ne´ralement — bien qu’au
prix de gros efforts nume´riques— et l’on peut ainsi en analyser directement l’influence.
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De nombreux travaux ont e´te´ de´die´s a` l’e´tude du de´veloppement en champ, sur la
base des mode`les O(n). Ils se cantonnent, dans le cadre pre´cis du formalisme de l’action
effective moyenne, presque exclusivement a` l’ordre ∂0 du de´veloppement de´rivatif [50,
51, 52, 53]. Jusqu’a` pre´sent, seuls Aoki et al. [51] avaient prolonge´ cette e´tude a` l’ordre
∂2, pour le cas spe´cifique d’une coupure en loi de puissance. Cependant, ce re´gulateur
ne supprime pas de fac¸on efficace les contributions des modes de basse impulsion, ce
qui de´grade la pre´cision des re´sultats associe´s et ne les rend pas repre´sentatifs des
performances globales a` attendre de l’ordre ∂2. Notons que des e´tudes plus comple`tes,
incluant l’ordre ∂2, ont e´te´ mene´es dans les cadres connexes de l’e´quation de Pol-
chinski [54, 55] et du formalisme de groupe de renormalisation en temps propre [56],
que nous ne discuterons pas ici. L’ensemble de ces e´tudes montre que le de´veloppement
en champ converge et que tant la rapidite´ de la convergence que la qualite´ de la valeur
asymptotique varient selon la fonction de coupure utilise´e.
L’e´tude des diffe´rents de´veloppements apparaˆıt donc intimement lie´e a` celle du
choix du re´gulateur. Ceci conduit naturellement a` une re´flexion sur l’influence de la
fonction de coupure et sur l’existence d’un choix optimal de re´gulateur qui ame´liore
la qualite´ des approximations [57, 38, 52]. L’e´laboration d’une me´thode syste´matique
pour identifier de tels re´gulateurs constitue un enjeu important car elle conditionne de
fac¸on cruciale les performances du groupe de renormalisation non perturbatif. Plusieurs
approches ont e´te´ propose´es, sur la base des mode`les O(n), dont les principes sont
explique´s dans le paragraphe suivant. Ces e´tudes demeurent de nouveau essentiellement
confine´es a` l’ordre ∂0 du de´veloppement de´rivatif. La connaissance des proprie´te´s du
de´veloppement en champ et la maˆıtrise de l’optimisation pour des ordres plus e´leve´s du
de´veloppement de´rivatif se re´ve`lent donc tre`s partielles. Dans ce cadre, nos travaux [33,
34] pre´sente´s dans ce chapitre procure une e´tude comple`te du de´veloppement en champ,
soumis a` une proce´dure d’optimisation, pour le mode`le d’Ising aux ordres ∂0, ∂2 puis
∂4. Ceci forme le corps des sections III.2 et III.3. Commenc¸ons par passer en revue le
roˆle du re´gulateur et les crite`res d’optimisation existant a` l’ordre ∂0 afin d’en de´gager
une proce´dure ge´ne´ralisable aux ordres plus e´leve´s.
III.1.2 De´pendance dans la fonction de coupure
L’action effective moyenne Γk s’identifie par construction a` l’e´nergie libre de Gibbs
Γ dans la limite k → 0. En effet, d’apre`s la contrainte (II.9), le re´gulateur Rk s’annule
a` k = 0 de sorte que le terme de masse ∆Sk disparaˆıt des expressions (II.6) et (II.8), et
Γk=0 devient la transforme´e de Legendre standard de l’e´nergie libre (dans les notations
du chapitre II). Ainsi, les quantite´s physiques, qui de´rivent de Γ0, ne de´pendent pas
du sche´ma de se´paration des modes Rk. Plus pre´cise´ment, partant d’une action mi-
croscopique initiale donne´e, la trajectoire de renormalisation effectivement suivie dans
l’espace des parame`tres du mode`le de´pend, elle, de la forme spe´cifique du re´gulateur a`
toute e´chelle k finie mais le point final du flot a` l’e´chelle k = 0 est invariant, comme
repre´sente´ sur le sche´ma de la figure 1. Cependant, cette proprie´te´, ve´rifie´e par le flot
exact, est viole´e lorsque l’action effective Γk est tronque´e [6, 59, 58]. Toute troncation
introduit alors une de´pendance artificielle des grandeurs physiques dans le choix de
la coupure. Ceci sugge`re de rechercher et de´terminer — s’il existe — un re´gulateur
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Fig. 1 – Influence du re´gulateur Rk sur la trajectoire du flot de renormalisation entre
les e´chelles k = Λ et k = 0 (sche´ma inspire´ de [58]). Chaque re´gulateur engendre
sa propre trajectoire dans l’espace des parame`tres du mode`le. Toutes les trajectoires
confluent, quel que soit Rk, au meˆme point final Γ0 dans la the´orie exacte (a` gauche).
En pre´sence d’approximations, elles subissent une dispersion et le point final Γ0[Rk]
de´pend alors du re´gulateur (a` droite).
optimal qui minimise la distance au point Γ0 exact. Ne´anmoins ce proble`me est plus
de´licat qu’il n’y paraˆıt car le choix d’un crite`re d’optimisation n’est pas unique. S’agit-
il de se fier a` la rapidite´ de convergence du de´veloppement en champ ? Qu’advient-il
alors de celle du de´veloppement de´rivatif ? Est-ce e´quivalent a` ame´liorer la pre´cision
des re´sultats, a` minimiser la de´pendance des re´sultats dans la fonction de coupure ?
Cette question rejoint une proble´matique propre a` toute the´orie d’approximation,
qui rend les approximants de´pendant de parame`tres non physiques. Elle a e´te´ originel-
lement mise en lumie`re dans le cadre de l’application des the´ories de perturbation a`
la chromodynamique quantique [60, 61]. L’influence du sche´ma de renormalisation sur
les grandeurs physiques semblait rendre caduque tout pouvoir pre´dictif de ces the´ories,
dans la mesure ou` le choix du sche´ma rele`ve entie`rement de l’arbitraire. Un des premiers
traitements a e´te´ propose´ par Halliday et Suranyi a` travers une analyse de la the´orie
perturbative de l’oscillateur anharmonique [60]. Ils sugge´raient de recourir, pour fixer
le choix d’un parame`tre non physique, a` un crite`re de rapidite´ apparente de la conver-
gence des se´ries perturbatives, qui consiste a` minimiser, ordre par ordre, les corrections
successives. Peu apre`s, Stevenson, soulignant que cette proce´dure ne garantissait en
rien de converger vers la valeur exacte, a e´labore´ une strate´gie alternative [61]. L’ide´e
en est de parvenir a` exploiter la connaissance de la proprie´te´ d’invariance par rapport
au sche´ma — ou plus ge´ne´ralement aux parame`tres non physiques — ve´rifie´e par la
the´orie exacte pour enrichir l’information fournie par les approximants successifs. Ceci
sugge`re de choisir les parame`tres qui re´duisent au maximum la sensibilite´ des re´sultats
a` des petites variations de ces parame`tres, ce que Stevenson a baptise´ le principe de
sensibilite´ minimale (PSM). Ce principe va sous-tendre notre travail. Deux des ca-
racte´ristiques de cette proce´dure, mises en exergue dans notre analyse (sections III.2 et
III.3), sont de´ja` e´voque´es dans le travail original [61]. Premie`rement, ce principe n’est
pas e´quivalent a` une optimisation de la rapidite´ de la convergence qui ne conduit pas
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ne´cessairement a` la meˆme valeur. Deuxie`mement, le PSM semble, comme escompte´,
posse´der la proprie´te´ fondamentale de minimiser l’erreur par rapport a` la valeur exacte
— autrement dit d’optimiser la pre´cision — et donc de se´lectionner l’approximation la
plus fiable.
Dans le cadre spe´cifique du groupe de renormalisation non perturbatif, cette proble´-
matique se de´cline en la de´pendance dans le choix de la fonction de coupure Rk. Sonder
l’influence du re´gulateur prend un sens concret en parame´trant une fonction de cou-
pure donne´e par un (ou un jeu de) parame`tre(s) variable(s). La valeur optimale est
alors de´termine´e a` travers un crite`re d’optimisation et les performances des diffe´rentes
familles de coupure sont comparables en confrontant les re´sultats optimaux issus de
chacune d’elles. Se basant sur l’e´tude du mode`le d’Ising en trois dimensions a` l’ordre ∂0,
deux crite`res d’optimisation ont e´te´ e´labore´s et e´tudie´s. Le premier, propose´ par Liao
et al. [52], s’apparente a` celui de Halliday et Suranyi. Il repose sur l’argument que le
profil du re´gulateur, en re´gissant la se´paration entre les modes de fluctuation rapide et
lent, conditionne le traitement des ope´rateurs non pertinents. Il en de´coule l’hypothe`se
que, pour un profil optimal, les compensations mutuelles entre ces ope´rateurs non per-
tinents au point fixe sont maximales (et donc au plus proche de la the´orie exacte pour
laquelle leurs contributions s’annulent exactement), ce qui se transcrit par la conver-
gence en champ la plus rapide. En pratique, ce crite`re s’inspire de l’observation que des
Fig. 2 – Exposant ν du mode`le d’Ising en trois dimensions a` l’ordre ∂0, en fonction
de l’ordre M de la troncation en champ d’apre`s [52]. Le potentiel est de´veloppe´ autour
de son minimum ρ0. Les courbes repre´sentent, de haut en bas, les re´sultats obtenus
pour des profils de re´gulateurs de plus en plus “doux”, les cas extreˆmes correspondant
a` la coupure dure (en haut) et au re´gulateur optimal (en bas). La “douceur” du profil
conditionne l’amplitude des oscillations.
re´gulateurs a` variations trop brutales (la non analycite´ de la coupure dure repre´sentant
a` cet e´gard le cas extreˆme, ce qui la discrimine) ou trop lentes, induisent de grandes
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oscillations en variant l’ordre en champ, comme illustre´ sur la figure 2. Les auteurs ont
re´alise´ une e´tude syste´matique pour trois familles de re´gulateurs (loi de puissance, ex-
ponentielle et tangente hyperbolique) dont la “douceur” du profil est parame´tre´e. Pour
chacune, un re´gulateur est se´lectionne´ de manie`re unique en de´terminant la valeur du
parame`tre qui conduit a` la convergence en champ la plus rapide. La comparaison des
re´gulateurs ainsi optimise´s pour chacune des trois familles re´ve`le que leurs profils sont
sensiblement identiques. Corrolairement, les exposants ν associe´s a` chacun sont tre`s
proches, correspondant donc au meˆme niveau de pre´cision (les courbes pour les trois
re´gulateurs optimaux se confondent avec la courbe “b=3” de la figure 2).
Dans une se´rie de travaux [57, 38, 62, 63, 53, 58], Litim a propose´ un second crite`re
d’optimisation, qui s’e´nonce de la fac¸on suivante. L’inverse du propagateur effectif
apparaissant dans l’e´quation de flot de Γk (II.13) posse`de, en pre´sence d’un re´gulateur,
un “seuil”, soit :
min
q2≥0
[
Γ
(2)
k [φ(q)]|φ=φ0 +Rk(q)
]
= min
q2≥0
[
P 2(q2)
]
= Ck2, (III.1)
ou` la constante C est strictement positive et finie. Les re´gulateurs optimaux sont de´finis
comme ceux qui maximisent le seuil C. L’ide´e est que la valeur de C re`gle la distance de
P 2(q2) a` ze´ro et donc la distance du propagateur P 2(q2)−1 au poˆle. La maximisation de
C contribue alors a` stabiliser le flot en e´loignant au plus le poˆle du propagateur a` tout k
fini. Plus pre´cise´ment, Litim a montre´ que l’e´quation de flot admet un de´veloppement
en puissances de 1/P dont les coefficients s’e´crivent de fac¸on ge´ne´rique [57] :
an =
∫
q
F [Rk]P
−n(q2), (III.2)
ou` la forme de F de´pend de la the´orie conside´re´e. Dans la limite n→∞, ces inte´grales
sont domine´es par la contribution du minimum de P 2, soit an ∼ C−n/2, de sorte que
maximiser C revient a` maximiser le rayon de convergence R = limn→∞ an/an+1 de ce
de´veloppement en amplitude. L’espoir est donc que le “bon comportement” du flot
se re´percute sur les proprie´te´s de convergence des de´veloppements en champ ou en
de´rive´es. Litim sugge`re que ce crite`re est e´quivalent au PSM [62], du moins a` l’ordre
∂0. Une e´tude extensive des re´sultats e´manant de l’application de ce crite`re a e´te´ mene´e
pour plusieurs formes fonctionnelles de re´gulateurs. La figure 3, comparant l’exposant
ν du mode`le d’Ising en trois dimensions obtenu a` l’ordre ∂0 pour trois re´gulateurs
diffe´rents, en fournit une illustration.
Il en ressort que les re´gulateurs optimise´s me`nent a` une convergence rapide du
de´veloppement en champ et au meˆme niveau de pre´cision (voir par exemple la figure 3,
ou` les deux courbes du bas correspondent a` des re´gulateurs optimise´s et celle du haut
non). En outre, ces e´tudes ont inspire´ la formulation d’une solution particulie`re du
crite`re de maximisation du seuil [38] :
Rk(q
2) = (k2 − q2)θ(k2 − q2). (III.3)
La caracte´ristique de ce re´gulateur optimal est qu’alors le propagateur P 2(q2) atteint
la borne supe´rieure C non pas en un point mais pour toutes les valeurs q2 < k2. Le
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Fig. 3 – Exposant ν du mode`le d’Ising en trois dimensions a` l’ordre ∂0, en fonction
de l’ordre ntrunc de la troncation en champ d’apre`s [53]. Le potentiel est de´veloppe´ soit
autour du champ nul (a` gauche), soit autour de son minimum ρ0 (a` droite), ce dernier
point ame´liorant sensiblement la convergence en amortissant les oscillations. Les trois
courbes repre´sentent, de haut en bas, les re´sultats obtenus avec : la coupure dure (non
optimale), le re´gulateur en loi de puissance optimise´, le re´gulateur optimal (III.3). Les
deux re´gulateurs optimaux conduisent a` des re´sultats plus pre´cis.
propagateur ne de´pend donc plus de l’impulsion interne sur tout l’intervalle [0; k2],
ce qui offre en outre l’avantage pratique que les inte´grales en impulsion peuvent eˆtre
calcule´es analytiquement (cette proprie´te´ a de´ja` e´te´ exploite´e au paragraphe II.3.2, voir
les e´quations (II.46) a` (II.49)).
III.1.3 Choix d’un crite`re d’optimisation
A l’ordre ∂0 du de´veloppement de´rivatif, les deux crite`res pre´ce´dents ame`nent en
fait au meˆme degre´ de pre´cision et a` des proprie´te´s semblables de la convergence. Nous
allons montrer que cela rele`ve d’une proprie´te´ spe´cifique de l’ordre ∂0 en de´rive´es qui
se re´ve`le peu sensible a` la fonction de coupure. Autrement dit, dans ce cas, optimiser
la rapidite´ de convergence, la pre´cision ou maximiser le seuil conduit a` des valeurs
converge´es sensiblement confondues quel que soit le re´gulateur optimise´ (sauf cas pa-
thologique). Cependant, cette proprie´te´ vole en e´clats a` l’ordre suivant et l’ambigu¨ıte´
du choix d’un crite`re prend toute son ampleur. Il s’agit donc de de´cider d’un crite`re,
applicable a` tous les ordres du de´veloppement de´rivatif.
L’extension du crite`re de Litim se re´ve`le non triviale a` l’ordre ∂2. En effet, Γ
(2)
k (φ)
de´pend de´sormais implicitement du re´gulateur Rk a` travers la renormalisation du
champ Zk(φ0), ce qui complique singulie`rement la maximisation du seuil. Plus fon-
damentalement, les implications de la maximisation du seuil sur la convergence des
de´veloppements en champ et en de´rive´es ou sur la pre´cision sont loin d’eˆtre clairement
e´lucide´es aux ordres suivants, de sorte que l’objet concret sur lequel porte l’optimi-
sation n’est pas re´ellement maˆıtrise´, ce qui e´carte pour notre analyse le choix de ce
crite`re. Finalement, de manie`re ge´ne´rale — comme mis en e´vidence par Stevenson
— la proce´dure d’optimisation de la rapidite´ de la convergence du de´veloppement en
champ n’implique pas ne´cessairement de minimiser la “distance” a` la the´orie exacte.
41
42 CHAPITRE III. DE´VELOPPEMENT DE´RIVATIF ET OPTIMISATION
Or, la fiabilite´ d’une me´thode re´side primordialement dans sa capacite´ a` produire des
re´sultats converge´s “justes”, c’est-a`-dire pre´cis (en re´fe´rence a` la valeur exacte), ce qui
doit pre´valoir sur converger le plus rapidement mais vers des re´sultats diffe´rents. Nous
proˆnons donc le choix d’un crite`re d’optimisation de la pre´cision et ceci va eˆtre assure´
par le principe de sensibilite´ minimale, comme nous allons le montrer.
L’application du PSM consiste dans notre e´tude a` se´lectionner, au sein d’une fa-
mille donne´e de re´gulateurs a` un parame`tre libre α, celui qui minimise la de´pendance
d’une quantite´ physique Q par rapport au re´gulateur, donc celui pour laquelle Q est
stationnaire par rapport a` α, soit :
dQ(α)
dα
∣∣∣∣
α=αPSM
= 0. (III.4)
Cette condition s’assouplit en une minimisation de dQ(α)/dα si cette de´rive´e ne s’an-
nule pas. Bien suˆr il peut exister plusieurs solutions {αi
PSM
} satisfaisant cette condition.
Toutefois, comple´menter ce crite`re de quelques re`gles simples permet de s’affranchir de
cette difficulte´ en isolant dans l’ensemble des {αi
PSM
} une solution optimale unique.
III.2 Etude des ordres ∂0 et ∂2
Nous pre´sentons, dans cette section, l’e´tude syste´matique que nous avons mene´e [33]
du de´veloppement en champ, aux ordres ∂0 et ∂2 du de´veloppement de´rivatif et pour
deux familles de fonctions de coupure, accompagne´e de l’optimisation, par application
du PSM, de ces fonctions de coupure. Notre analyse est re´alise´e pour le mode`le d’Ising
en trois dimensions, dont l’ansatz de syme´trie ZZ2 s’e´crit a` l’ordre ∂
2 du de´veloppement
de´rivatif :
Γk[ψ] =
∫
dd ~x
{
Uk (ρ) +
1
2
Zk(ρ) (∂µψ)
2 +O(∂4)
}
, (III.5)
ou` ρ = 1
2
ψ2. Nous introduisons les fonctions et variables adimensionne´es et renorma-
lise´es : 
ρ = kd−2 Z−1k ρ˜
Uk(ρ) = k
d uk(ρ˜)
Zk(ρ) = Zk zk(ρ˜).
(III.6)
Les fonctions adimensionne´es uk(ρ˜) et zk(ρ˜) sont de´veloppe´es en puissances de l’inva-
riant ρ˜ autour d’une configuration κ de´finie comme le minimum du potentiel u′k(ρ˜)|κ =
0. L’influence de la configuration en champ autour de laquelle les fonctions sont de´velop-
pe´es sur la de´termination des exposants critiques a e´te´ e´tudie´e dans [25, 51, 53]. Il
s’en de´gage que le minimum courant κ du potentiel joue un roˆle privile´gie´ par rap-
port a` toute configuration fixe et, en particulier, a` la configuration de champ nul. Le
de´veloppement autour du minimum assure en effet une meilleure suppression des os-
cillations des exposants d’un ordre a` l’autre et acce´le`re de fac¸on significative la conver-
gence du de´veloppement en champ (voir la figure 3). Dans la suite, nous adoptons donc
ce choix qui correspond, pour une fonction ge´ne´rique hk(ρ˜), a` la parame´trisation :
hk(ρ˜) =
ph∑
i=0
hi,k (ρ˜− κ)i. (III.7)
42
III.2. ETUDE DES ORDRES ∂0 ET ∂2 43
Les premiers termes repre´sentent les ope´rateurs les plus pertinents et l’on s’attend
donc a` une stabilisation des exposants critiques a` un ordre fini et “pas trop grand” du
de´veloppement. Ici, {pu = 10, pz = 9} se re´ve`lent suffisants pour atteindre le re´gime
asymptotique. L’optimisation porte sur deux formes fonctionnelles de re´gulateurs : le
re´gulateur exponentiel (II.12) et le re´gulateur θ (III.3) qui constituent des re´gulateurs
privile´gie´s ; le re´gulateur exponentiel car il re´alise une se´paration efficace des modes
sur une feneˆtre e´troite en impulsion, ce qui participe certainement de la pre´cision des
re´sultats associe´s ; le re´gulateur θ car il confe`re aux inte´grales de´finissant les fonctions
seuil une expression analytique. La parame´trisation de ces familles s’e´crit, sous forme
adimensionne´e r(y) = Rk(q
2/k2)/(Zkq
2) :

rexp,α(y) = α
1
ey − 1
rθ,α(y) = α
(
1
y
− 1
)
θ(1− y).
(III.8)
Comme il suffit de deux exposants inde´pendants pour de´crire les proprie´te´s critiques
universelles du mode`le d’Ising, nous nous concentrons dans la suite sur ν et η. Pour
chaque ordre en troncation et chaque re´gulateur, les coordonne´es du point fixe sont
recherche´es par re´solution nume´rique du syste`me homoge`ne {∂thi,k = 0}. L’exposant ν
est alors extrait des valeurs propres de la matrice de stabilite´ [∂(∂thi,k)/∂hj,k] e´value´e
au point fixe. L’exposant η s’identifie a` la valeur de point fixe de la dimension anormale
courante ηk = η
∗.
III.2.1 Optimisation a` l’ordre ∂0
A l’ordre ∂0, les variations de ν en fonction du parame`tre α pre´sentent, a` chaque
ordre en champ, un extremum unique et donc une solution unique νPSM satisfaisant la
contrainte de sensibilite´ minimale. Ces variations sont repre´sente´es, pour les grandes
troncations, sur la figure 4 (avec une e´chelle en ordonne´e tre`s dilate´e pour distinguer les
diffe´rentes courbes, sinon superpose´es). Le re´gulateur rθ,α conduit a` la valeur optimise´e
νPSM = 0.650 associe´e au parame`tre optimal αPSM = 1 (figure 4 (b)). Le re´gulateur rexp,α
optimal est re´alise´ pour αPSM = 6.03 qui donne la valeur νPSM = 0.651 (figure 4 (a)).
L’e´volution des exposants optimaux a` chaque ordre du de´veloppement en champ est
trace´e sur la figure 5 pour les deux familles de re´gulateur. Les deux courbes apparaissent
pratiquement indiscernables, les valeurs asymptotiques diffe´rant de moins de 0.5%, et
s’ave´rant de plus atteintes a` la meˆme vitesse. L’exposant ν optimal semble donc ve´rifier
e´galement une stationnarite´ dans l’espace global des re´gulateurs.
Discutons, au vu de ces courbes, le crite`re de rapidite´ de la convergence. A cet ordre
en de´rive´es, les re´gulateurs pour toutes les valeurs de α examine´es ici conduisent a` la
meˆme rapidite´ de convergence du de´veloppement en champ, bien que vers des valeurs
asymptotiques e´ventuellement distinctes. Ceci est illustre´ dans l’encart de la figure 5
qui compare l’e´volution de νPSM avec l’ordre de la troncation a` celle obtenue pour un
re´gulateur aribtraire rθ,α=0.1. Les deux courbes convergent “a` la meˆme vitesse” vers des
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Fig. 4 – Variations de ν avec α a` l’ordre ∂0, aux plus grandes troncations en champ
{pu > 5}, pour les deux re´gulateurs rexp,α et rθ,α. A chaque troncation ui, la fonction
ν(α) pre´sente un minimum unique, qui correspond donc a` la valeur optimale νPSM
se´lectionne´e par le PSM.
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Fig. 5 – E´volution des exposants νPSM optimise´s avec l’ordre de la troncation en champ
a` l’ordre ∂0. Les courbes, obtenues pour les re´gulateurs exponentiel et θ optimaux, sont
confondues. Par contre, comme l’illustre l’encart, un re´gulateur quelconque — par
exemple rθ,0.1 — conduit a` une valeur asymptotique distincte, bien qu’atteinte “a` la
meˆme vitesse”.
valeurs sensiblement diffe´rentes. Le crite`re de rapidite´ de la convergence ne permettrait
pas, dans ce cas, de les discriminer et se´lectionner un re´gulateur, contrairement au PSM.
Confrontons finalement ces re´sultats a` ceux issus de la maximisation du seuil, dis-
ponibles a` l’ordre ∂0 pour les re´gulateurs e´tudie´s ici [57, 53]. Ce crite`re se´lectionne
αopt = 1 [53] pour le re´gulateur θ et αopt = 3.92 [57] pour le re´gulateur exponentiel. Il
co¨ıncide donc avec le PSM pour le re´gulateur θ (en effet, αPSM = 1 a` tous les ordres
en champ, voir la figure 4 (b)), comme sugge´re´ par Litim. Dans le cas du re´gulateur
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exponentiel, les parame`tres optimaux diffe`rent pour ces deux crite`res. Ne´anmoins les
exposants optimaux correspondants s’ave`rent presque identiques car, pour rexp,α, les
variations de ν n’exce`dent pas 1% sur toute la plage explore´e [α1 ' 1.2, α2 ' 74] et,
de fait, |νPSM − νopt| < 10−4. Les deux crite`res peuvent donc encore eˆtre conside´re´s
comme e´quivalents.
La proprie´te´ principale du PSM, qui se de´gage en particulier de la figure 4, est
qu’a` cet ordre en de´rive´es, ν apparaˆıt sur-e´value´, pour toutes les valeurs du parame`tre
α et pour les deux familles, par rapport a` sa valeur “a` 7-boucles” et que la solution
νPSM de la condition de stationnarite´ se´lectionne un minimum pour chaque famille. Par
conse´quent, la solution du PSM minimise l’e´cart a` la valeur “exacte”. Se´lectionner le
parame`tre re´duisant le plus la de´pendance dans le re´gulateur revient donc a` optimiser la
pre´cision. Cette proprie´te´ est pre´serve´e aux ordres suivants du de´veloppement de´rivatif,
comme nous le verrons.
En outre, cette analyse apporte une nouvelle pierre pour consolider la base du
de´veloppement en champ. Celui-ci se montre en effet bien controˆle´ et converge rapide-
ment, comme manifeste sur la figure 5 (quatre ou cinq ordres suffisent a` atteindre a`
moins de 1% le re´gime asymptotique).
III.2.2 Optimisation a` l’ordre ∂2
L’analyse se complique quelque peu a` l’ordre ∂2 de par l’existence de solutions mul-
tiples a` la condition de stationnarite´. Il s’agit de de´gager des re`gles permettant de lever
la de´ge´ne´rescence et de discriminer les solutions. Ces re`gles se fondent sur l’hypothe`se
que le de´veloppement de´rivatif converge rapidement et donc que les corrections suc-
cessives aux quantite´s physiques de´croissent suffisamment vite. En l’absence de toute
autre forme d’approximation (sans troncation en champ), la valeur asymptotique du
de´veloppement de´rivatif est exacte, et donc inde´pendante du re´gulateur. Ceci garantit
que tous les re´gulateurs me`nent asymptotiquement au meˆme re´sultat, bien qu’a` des vi-
tesses diffe´rentes.1 L’enjeu consiste ainsi a` choisir le re´gulateur qui induit la convergence
en de´rive´es la plus rapide, renforc¸ant la pre´cision des premiers ordres.
Cet argument se de´cline en deux re`gles simples pour classer les solutions. La premie`re
enjoint de se´lectionner dans l’ensemble des solutions stationnaires celle qui minimise
les corrections ordre par ordre en de´rive´es. Ceci revient a` l’ordre ∂2 a` minimiser l’e´cart
a` la valeur issue de l’ordre ∂0. Une seconde re`gle e´merge de la confrontation de plu-
sieurs familles de re´gulateur. Il s’agit de retenir la solution stationnaire “dans l’espace
des familles”, c’est-a`-dire d’exclure les solutions qui n’existent que pour une famille
donne´e de re´gulateur sans e´quivalent dans les autres, ou engendreraient de grandes
fluctuations entre familles. Finalement, un dernier crite`re e´mane de la synthe`se de
plusieurs observables, optimise´es inde´pendamment. Il convient alors de s’assurer de la
cohe´rence des re´sultats en ve´rifiant que le parame`tre optimal associe´ a` une observable
rend e´galement stationnaires les autres observables, ce qui e´limine d’e´ventuels accidents
1Cette garantie distingue le de´veloppement en de´rive´es de celui en champ, pour lequel les valeurs
asymptotiques, associe´es a` diffe´rents re´gulateurs, subissent la dispersion re´siduelle lie´e a` la troncation
du flot a` un ordre donne´ du de´veloppement de´rivatif.
45
46 CHAPITRE III. DE´VELOPPEMENT DE´RIVATIF ET OPTIMISATION
 0.623
 0.624
 0.625
 0.626
 0.627
 0.628
 0.629
 0.5  1  1.5  2  2.5  3  3.5  4  4.5  5
ν
α
u10z5
u10z6
u10z7
ν u10z8
u10z9
 0.044
 0.0445
 0.045
 0.0455
 1  1.5  2  2.5  3  3.5  4
η
(a) rexp,α
u10z5
u10z6
u10z7η
u10z8
u10z9
 0.62
 0.621
 0.622
 0.623
 0.624
 0.625
 0.626
 0.627
 0.2 0.4 0.6 0.8  1  1.2 1.4 1.6 1.8  2
α
α1 α0 α2
P1
P2
u10z5
u10z6
u10z7
u10z8
u10z9
 0.0465
 0.047
 0.0475
 0.048
 0.0485
 0.049
 0.0495
 0.05
 0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
(b) rθ,α
u10z5
u10z6
u10z7
u10z8
u10z9
Fig. 6 – Variations de ν avec α a` l’ordre ∂2, aux plus grandes troncations en champ
{pu = 10, pz > 4} pour les deux re´gulateurs rexp,α et rθ,α. A chaque troncation u10zi, les
fonctions ν(α) et η(α) pre´sentent un extremum unique (a` l’exception de u10z5 discute´e
en note1), qui de´termine les solutions νPSM et ηPSM du PSM.
lie´s a` une observable particulie`re. Ces quelques re`gles tre`s ge´ne´rales, illustre´es dans la
suite, permettent de lever toutes les ambigu¨ıte´s a` l’ordre ∂2.
Exposons notre analyse. Le de´veloppement du potentiel a` l’ordre maximal pu = 10
est inclus, et le de´veloppement de zk est conside´re´ ordre par ordre jusqu’a` pz = 9. Pour
le re´gulateur exponentiel et a` tous les ordres en champ (a` l’exception de pz = 5)
2, les
variations des exposants ν et η avec le parame`tre α, trace´es sur la figure 6 (a) pour les
grandes troncations, posse`dent encore un extremum unique. Les valeurs du parame`tre
optimal pour les deux exposants αν
PSM
et αη
PSM
convergent vers des valeurs tre`s voisines
α ' 2., ce qui valide la cohe´rence des re´sultats issus de l’optimisation inde´pendante des
deux exposants. Les valeurs optimise´es asymptotiques des exposants sont νPSM = 0.6281
et ηPSM = 0.0443 pour ce re´gulateur [33].
Pour le re´gulateur θ, il existe deux solutions stationnaires pour chacun des expo-
sants, qui sont repre´sente´es sur la figure 7 pour la troncation en champ d’ordre le plus
e´leve´ {pu = 10, pz = 9}. Tout d’abord, chacune des deux solutions, indice´e 1 et 2, est
2Le cas de ν(α) pour la troncation u10z5 est un cas spe´cial pour lequel il existe deux solutions
presque de´ge´ne´re´es pour les deux re´gulateurs. Ainsi, l’on peut choisir arbitrairement l’une ou l’autre
(note´es P1 et P2 sur la figure 6 (b) sur l’exemple de rθ,α) ou la me´diane car leurs diffe´rences n’exce`dent
pas le dixie`me de pourcent.
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Fig. 7 – Comparaison, aux troncations maximales en champ, des exposants issus des
ordres ∂0 et ∂2 d’une part, et pour chacun des deux re´gulateurs rexp,α et rθ,α d’autre
part. D’abord, en conside´rant le re´gulateur rθ,α seul, la minimisation de la distance entre
les valeurs des exposants a` l’ordre ∂0 (courbes (rθ,α) u10) et celles a` l’ordre ∂
2 (courbes
(rθ,α) u10z9) se´lectionne la premie`re solution du PSM situe´e en α ' 0.6. (Rappelons que
la courbe η(α) a` l’ordre ∂0 est l’axe η = 0.) Ensuite, en confrontant les deux re´gulateurs
a` l’ordre ∂2 (courbes (rθ,α) u10z9 et (rexp,α) u10z9 ), l’extremum pour rθ,α, le plus proche
de l’unique solution de PSM pour rexp,α est encore le premier. La seconde solution de
PSM en α ' 6 pour rθ,α, est donc rejete´e.
repe´re´e par des valeurs tre`s proches du parame`tre associe´ a` chacun des exposants :
αν
PSM1 ' αηPSM1 ' 0.6 et ανPSM2 ' αηPSM2 ' 6. Ces solutions apparaissent donc cohe´rentes
par paires pour les deux observables, validant ces deux re´sultats — et n’en privile´giant
aucun. Pour les discriminer, appliquons les deux re`gles e´nonce´es plus haut. Ces solu-
tions sont confronte´es aux solutions de l’ordre ∂0 d’une part, et aux solutions issues
du re´gulateur exponentiel a` l’ordre ∂2 d’autre part, sur la figure 7. Minimiser les fluc-
tuations entre les deux ordres en de´rive´es ou ve´rifier la stationnarite´ entre les deux
familles concordent pour e´liminer sans ambigu¨ıte´ la solution 2. Ce sont les variations
lie´es a` la solution 1 retenue qui sont trace´es sur la figure 6 (b). Cette solution conduit
aux valeurs asymptotiques νPSM = 0.6260 et ηPSM = 0.0470 [33].
La figure 8 consigne les de´veloppements en champ pour les deux re´gulateurs op-
timaux confirmant, a` cet ordre en de´rive´es, la rapidite´ de la convergence du de´velop-
pement en champ, ce qui constitue le premier re´sultat de cette analyse. Mentionnons
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Fig. 8 – E´volution des exposants νPSM et ηPSM optimise´s avec l’ordre de la troncation
en champ a` l’ordre ∂2.
ici, pour la suite, qu’a` la troncation {pu = 8, pz = 6} et pour le re´gulateur exponentiel,
les exposants optimaux, donne´s par νPSM = 0.6291 et ηPSM = 0.0440, s’identifient aux
valeurs issues de la troncation maximale {pu = 10, pz = 9} donne´es p.46 a` moins de
1%. Cette analyse illustre de plus que l’application du PSM se ge´ne´ralise simplement a`
l’ordre ∂2, dans le sens ou` celui-ci peut eˆtre rendu non ambigu en l’e´toffant de quelques
re`gles simples. En particulier, l’application inde´pendante du principe aux deux expo-
sants ν et η fournit des re´sultats cohe´rents. On peut alors montrer que cela s’e´tend
a` tous les autres exposants lie´s par des relations d’e´chelle a` ν et η, qui pre´servent
trivialement la proprie´te´ de stationnarite´ par rapport au parame`tre (voir [33]).
La caracte´ristique fondamentale de l’e´quivalence entre PSM et optimisation de la
pre´cision est pre´serve´e a` l’ordre ∂2. En effet, d’apre`s la figure 6, toutes les valeurs de
ν sous-e´valuent la valeur “exacte” et la valeur optimale correspond a` un maximum, et
re´ciproquement pour η. Le PSM fournit donc un outil pre´cieux pour tester l’influence
de la fonction de coupure — obtenir une estimation de l’erreur — et optimiser la
pre´cision des re´sultats.
Nous renvoyons a` l’article [33] pour des donne´es comple´mentaires concernant en
particulier l’influence et l’optimisation d’un second parame`tre (et e´galement l’expres-
sion de l’e´quation de flot de zk(ρ˜)).
Nous rassemblons pour conclure les estimations d’exposants issus des diffe´rentes
me´thodes d’optimisation dans la table III.1. La valeur de l’exposant ν obtenue par
le groupe de renormalisation non perturbatif a` l’ordre ∂2 se compare aux meilleures
de´terminations analytiques et nume´riques. En revanche, l’erreur relative sur η s’ave`re
plus importante et ceci est a` imputer a priori a` l’ordre du de´veloppement de´rivatif
qui donne une approximation grossie`re de la de´pendance en impulsion des fonctions
de vertex. Cependant, calculer l’ordre suivant en de´rive´es n’est pas une mince affaire,
comme nous le pre´sentons maintenant.
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ν η
rexp,αPSM [33] 0.651 0
∂0 rθ,αPSM [33] et rθ,α=1 [53] 0.650 0
r(y) = 1/y [51, 64] 0.660 0
rexp,α=1
∗ [28] 0.6307 0.0467
∂2 rexp,αPSM [33] 0.6281 0.0443
rθ,αPSM [33] 0.6260 0.0470
r(y) = 1/y [51, 64] 0.6175 0.0542
7-boucles [49] 0.6304(13) 0.0335(25)
Monte-Carlo [65] 0.6297(5) 0.0362(8)
Expe´riences : transition de de´mixion [66] 0.636(31) 0.045(11)
transition liquide-vapeur [67] 0.6298(90)
Tab. III.1 – Exposants critiques du mode`le d’Ising en trois dimensions. Les re´sultats
note´s ∂0 et ∂2 sont issus du formalisme de l’action effective moyenne. Les valeurs
optimise´es selon le PSM, calcule´es dans ce chapitre sont repe´re´es par rexp /θ,αPSM [33].
(∗ provient de l’inte´gration des fonctions comple`tes uk(ρ˜) et zk(ρ˜) sans troncation en
champ [28]).
III.3 Etude de l’ordre ∂4
Cette section pre´sente l’e´tude que nous avons mene´e a` l’ordre ∂4 du de´veloppement
de´rivatif [34]. Nous y exposons en particulier l’obtention des e´quations de renormalisa-
tion a` l’ordre ∂4, avant de de´tailler l’application de la proce´dure d’optimisation.
III.3.1 De´rivation des e´quations de flot
La premie`re e´tape consiste a` identifier les fonctions de renormalisation interve-
nant a` l’ordre ∂4. Pour cela, examinons les monoˆmes du type (∂4,ψn) que l’on peut
formuler afin d’en extraire une base. Avec deux champs scalaires, tous les termes a`
quatre de´rive´es que l’on peut former : {ψ∂4ψ, (∂2ψ)2, ∂µ∂νψ∂µ∂νψ et ∂µψ∂µ∂2ψ} sont
e´quivalents par inte´gration par parties, on en retient donc un seul, par exemple (∂2ψ)2.
Avec deux puissances du champ supple´mentaires, on peut construire sept combinai-
sons diffe´rentes en re´partissant les quatre de´rive´es sur les quatre champs scalaires.
Certaines de ces combinaisons sont encore relie´es par inte´grations par parties de sorte
qu’il s’en de´gage trois inde´pendantes : {ψ2(∂2ψ)2, ψ(∂2ψ)∂µψ∂µψ, (∂µψ∂µψ)2}. Ajouter
des champs n’introduit pas de nouvelles structures en de´rive´es. On a donc recense´ les
trois types de termes qui composent les (de´veloppements polynoˆmiaux des) fonctions
de renormalisation intervenant a` l’ordre ∂4, conduisant a` l’ansatz :
Γk[ψ] =
∫
dd ~x
[
Uk (ρ) +
1
2
Zk(ρ) (∇ψ)2 + 1
2
W ak (ρ) (∆ψ)
2
+
1
2
W bk(ρ) (∇ψ)2 (ψ∆ψ) +
1
2
W ck(ρ)
(
(∇ψ)2
)2]
, (III.9)
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ou` les deux termes (∂2ψ)2 et ψ2(∂2ψ)2 participent du de´veloppement de la meˆme fonc-
tion W ak (ρ) (∆ψ)
2. Par ailleurs, seul le terme W ak (ρ) (∆ψ)
2 contribue directement au
propagateur, les autres influant sur les fonctions de vertex d’ordres supe´rieurs.
L’e´tape suivante requiert de formuler des e´quations de de´finition pour les cinq fonc-
tions Uk, Zk et W
s
k , s = a, b, c. On se place encore dans la limite d’impulsions externes
nulles, ou` le de´veloppement de´rivatif fait sens. Les fonctions Uk et Zk sont de´finies
comme dans le chapitre pre´ce´dent : celle du potentiel en e´valuant Γk dans une confi-
guration de champ uniforme et celle de Zk en isolant la de´pendance quadratique dans
l’impulsion externe de Γ
(2)
k :
Zk(ρ) = lim
~pi→0
∂~p 2
1
δ2Γk
δψ(~p1)δψ(~p2)
. (III.10)
Le but est maintenant de construire des de´finitions pour les W sk , s = a, b, c, sous
la contrainte d’utiliser des Γ
(n)
k de plus bas ordres possibles et le plus petit nombre
d’impulsions externes afin de simplifier au mieux leur e´quation de flot. A cet e´gard,
Γ
(2)
k suffit a` de´finir W
a
k en conside´rant sa de´pendance en ~p
4 :
W ak (ρ) = lim
~pi→0
∂~p 4
1
δ2Γk
δψ(~p1)δψ(~p2)
. (III.11)
Les de´finitions de W bk et W
c
k requie`rent des Γ
(n)
k d’ordres plus e´leve´s. Commenc¸ons
par W bk . Ce terme donne une contribution a` Γ
(3)
k (~p1, ~p2, ~p3) pour des impulsions externes
distinctes ~p1 6= ~p2 6= ~p3, que l’on va exploiter. Cette contribution, proportionnelle
a` W bk , est porte´e par ~p
2
1 (~p2.~p3) et ses permutations circulaires. Cette structure, une
fois la conservation de l’impulsion3 explicitement exprime´e ~p3 = −~p1 − ~p2, produit des
contributions en (~p1.~p2)
2 et ~p 21 ~p
2
2 . Paralle`lement, la conservation explicite de l’impulsion
me´lange les structures en impulsions associe´es aux diffe´rents W sk . En particulier, la
structure initiale ~p 41 et ses permutations, associe´e a` W
a
k ge´ne`re e´galement un terme
en (~p1.~p2)
2 (proportionnel a` dW ak /dρ). Pour isoler une contribution pure de W
b
k en la
se´parant des contributions mixtes, il suffit donc de se´lectionner la de´pendance en ~p 21 ~p
2
2
(qui, elle, provient exclusivement de ~p 23 (~p1.~p2)), ce que l’on note symboliquement :
W bk(ρ) = −
1
2
√
2ρ
lim
~pi→0
∂~p 21 ~p 22
δ3Γk
δψ(~p1)δψ(~p2)δψ(~p3)
. (III.12)
Finalement, il convient de mettre en jeu Γ
(4)
k pour de´finir W
c
k . Trois impulsions ex-
ternes non triviales s’ave`rent ne´cessaires pour se´parer la contribution de W ck de celles
lie´es a` W ak et W
b
k et leurs de´rive´es, en particulier pour distinguer W
c
k de W
b
k . La seule
combinaison en impulsion (de´rivant de (~p1. ~p2)(~p3. ~p4)) propre a` W
c
k une fois la conser-
vation de l’impulsion exprime´e, s’e´crit ~p 21 (~p2.~p3), d’ou` :
W ck (ρ) = −
1
4
lim
~pi→0
∂~p 21 ~p2.~p3
δ4Γk
δψ(~p1) . . . δψ(~p4)
. (III.13)
3La conservation de l’impulsion est explicitement exprime´e car, bien qu’induisant un me´lange
des structures en impulsions originellement inde´pendantes, elle simplifie et acce´le`re notablement les
proce´dures de calcul formel indispensables pour mener a` bien ce calcul.
50
III.3. ETUDE DE L’ORDRE ∂4 51
Pour e´tablir les e´quations d’e´volution des cinq fonctions, il s’agit maintenant de
de´river leur de´finition par rapport a` l’e´chelle t. Fort de l’interpre´tation diagrammatique
e´tablie au paragraphe II.3.1, on effectue les de´rivations fonctionnelles de l’e´quation de
flot de Γk (II.24) dicte´es par les e´quations de de´finitions (III.11), (III.12) et (III.13)
pour de´terminer les diffe´rents graphes. On calcule les Γ
(n)
k (~p1, . . . , ~pn) implique´s dans
ces graphes a` partir de l’ansatz (III.9). Le propagateur effectif complet [Γ
(2)
k + Rk]
−1
(scalaire pour un champ a` une composante) s’exprime a` cet ordre en de´rive´es :
[M(ρ, ~q)]−1 =
[
Zk(ρ) ~q
2 +Rk(~q
2) +W ak (ρ) ~q
4 + U ′k(ρ) + 2 ρU
′′
k (ρ)
]−1
. (III.14)
Pour isoler les structures en impulsions pertinentes pour chaque e´quation, on de´veloppe
les trois expressions obtenues en puissances des impulsions externes au quatrie`me ordre,
en preˆtant une attention particulie`re a` la structure angulaire et en employant les rela-
tions :
∫
dd ~q (~p.~q)2f(~q) =
~p 2
d
∫
dd ~q ~q 2f(~q) (III.15)∫
dd ~q (~p.~q)4f(~q) =
~p 4
d(d+ 2)
∫
dd ~q ~q 4f(~q), (III.16)
pour extraire des inte´grales la de´pendance en impulsions externes. On obtient alors
les trois e´quations d’e´volution souhaite´es pour W ak , W
b
k et W
c
k en se´lectionnant les
combinaisons requises en impulsions. Ces trois e´quations de flot sont transcrites dans
l’annexe C, essentiellement pour donner plus de consistance a` la discussion qui suit
dans la section III.4.
Il s’ensuit un travail assez fastidieux de recensement et classification des diffe´rentes
inte´grales en impulsion intervenant dans ces e´quations de flot, afin de parvenir a` une
syste´matisation, indispensable au traitement nume´rique. On peut ainsi se ramener, au
prix d’inte´grations par parties, a` une base de six inte´grales, que nous nommerons fonc-
tions seuil par analogie au chapitre pre´ce´dent, qui s’e´crivent sous la forme synthe´tique
adimensionne´e :
F dn (ρ˜, η) =
∫
dy y
d
2
−1∂˜t
(
f(y)
(p(y) + wak(ρ˜)y
2 + u′k(ρ˜) + 2 ρ˜ u
′′
k(ρ˜))
n
)
, (III.17)
ou` p(y) = y(zk(ρ˜) + r(y)) et f(y) prend successivement les valeurs y(∂yp)
i avec i =
0, . . . , 4 puis y(∂2yp), pour les fonctions seuil note´es respectivement F = L, N, M, S, T
et U . Les de´finitions explicites de ces fonctions seuil sont donne´es dans l’annexe B. Les
inte´grales S, T et U proviennent spe´cifiquement de l’inclusion des termes d’ordre ∂4.
L’inte´grale U implique une de´rive´e d’ordre supe´rieur du propagateur ∂2yp, qui impose
au re´gulateur d’eˆtre au moins de classe C3 (i.e. trois fois de´rivable et continu). Cette
contrainte e´carte en particulier le re´gulateur θ e´tudie´ dans la section pre´ce´dente, dont
la de´rive´e troisie`me produit une contribution divergente. Nous nous restreignons donc
dans la suite au seul re´gulateur exponentiel rexp,α.
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III.3.2 De´veloppement en champ
Nous disposons a` pre´sent des e´quations d’e´volution des fonctions comple`tes. Nous
conside´rons les fonctions adimensionne´es :
W ak (ρ) = k
2 Z−1k w
a
k(ρ˜)
W bk(ρ) = k
d Z−2k w
b
k(ρ˜)
W ck (ρ) = k
d Z−2k w
c
k(ρ˜),
(III.18)
et proce´dons, comme pre´ce´demment, a` leur de´veloppement en champ autour du mini-
mum du potentiel, selon (III.7). Les e´quations de flot des constantes de couplage wsi,k
se de´duisent de celles des fonctions comple`tes par de´rivations successives par rapport
au champ et e´valuation au minimum. Cette taˆche est conside´rablement simplifie´e par
la classification e´tablie des fonctions seuil, car alors la de´rive´e de chacune est sim-
plement lie´e par une relation de re´currence a` d’autres fonctions seuil. Ces relations
sont e´nume´re´es dans l’annexe B. Cependant, la longueur des e´quations sources (voir
notamment ∂tw
c
k dans l’annexe C) limite irre´me´diablement l’ordre des troncations en
champ envisageables. L’enjeu re´side donc dans l’obtention de suffisamment de termes
du de´veloppement pour atteindre le re´gime converge´ de chaque fonction. Nous fixons
{pu = 8, pz = 6}, pour lesquels les exposants νPSM et ηPSM approchent a` moins de 1%
leur valeur asymptotique (voir le paragraphe III.2.2). Dans une premie`re e´tape, nous
examinons inde´pendamment le comportement des de´veloppements de chaque fonction
wsk, les autres e´tant prises nulles. La fonction w
c
k apparaˆıt jouer un roˆle pre´ponde´rant
dans le flot, ses effets dominant largement l’influence des fonctions wak et w
b
k sur les
variations des exposants, comme le de´peint la figure 9 (a` comparer a` la figure 11).
De surcroˆıt, wck subit les plus grandes fluctuations avec la troncation qui ralentissent
d’autant sa convergence. L’objectif est donc d’inclure le plus de termes possibles de son
de´veloppement. Les de´veloppements de wak et w
b
k se stabilisent rapidement, il suffit de
conside´rer pwa = pwb = 4. Les limites nume´riques
4 imposent alors pwc = 5 — l’e´quation
∂t w
c
5,k de´passant a` elle seule le million de lignes ! Ceci semble juste suffisant pour at-
teindre le re´gime asymptotique, bien qu’un ou deux termes supple´mentaires eussent
bien suˆr e´te´ bienvenus pour apporter une assise plus solide a` cette affirmation.
Remarquons pour achever cette discussion “technique” que le propagateur peut
pre´senter un poˆle pour une valeur finie de l’impulsion y = q2/k2 si wak(ρ˜) prend des
valeurs ne´gatives (voir l’expression (III.14)). Dans le cadre du de´veloppement en champ,
les propagateurs ne sont e´value´s qu’au minimum, il suffit donc de controˆler la seule
valeur wak(κ). Il apparaˆıt que cette valeur peut effectivement devenir ne´gative au point
fixe, mais en restant suffisamment petite devant 1 pour rejeter le poˆle vers les grandes
impulsions, qui se trouve ainsi fortement supprime´ par la de´croissance exponentielle de
∂tRk. Autrement dit, ce poˆle n’a pas de conse´quence nume´rique de´sastreuse dans cette
approche.
4Celles-ci sont atteintes essentiellement en terme de me´moire pour le calcul formel des de´rive´es
successives de l’e´quation de flot de wck. A cet e´gard, les relations de re´currence de l’annexe B donnent
une ide´e du facteur de dilatation des e´quations — induit par les seules fonctions seuil — inhe´rent a`
chaque nouvelle de´rivation.
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Fig. 9 – E´volution de νPSM et ηPSM avec l’ordre de la troncation en champ pour chacune
des fonctions wsk de´veloppe´es inde´pendamment, les deux autres restant nulles, avec
{pu = 8, pz = 6}. L’effet des fluctuations de wck dominent largement sur celui des
variations de wak et w
b
k, conditionnant entie`rement l’e´volution des exposants issus des
trois fonctions combine´es, repre´sente´e dans la zoˆne III de la figure 11 (voir le texte
pour l’explication du double point d’abscisse 3).
III.3.3 Optimisation
L’optimisation se de´roule dans le meˆme esprit que celui des analyses de la sec-
tion III.2. Les de´veloppements complets de uk et zk — jusqu’a` pu = 8 et pz = 6 —
sont inclus et les trois fonctions wsk sont de´veloppe´es a` pre´sent simultane´ment ordre
par ordre. Les variations des exposants avec le parame`tre α sont calcule´es pour chaque
troncation et sont repre´sente´es, pour les dernie`res troncations, sur la figure 10. En-
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Fig. 10 – Variations des exposants ν et η avec α a` l’ordre ∂4, pour les grandes tron-
cations du de´veloppement simultane´ en champ des wsk, avec {pu = 8, pz = 6}. La
discrimination des diffe´rentes solutions de PSM est discute´e dans le texte.
dec¸a` de pws = 2 — soit pour les trois premie`res troncations — les exposants ν(α)
et η(α) posse`dent chacun une solution unique ve´rifiant la condition de stationnarite´.
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Par contre, pour pws > 2, les variations des exposants avec α dessinent plusieurs ex-
trema locaux qui offrent autant de solutions a` la contrainte de sensibilite´ minimale.
L’ambigu¨ıte´ est simplement leve´e pour la troncation la plus e´leve´e, correspondant a`
(pwa, pwb, pwc) = (4, 4, 5). Tout d’abord, η est inambigu car ses variations ne pre´sentent
a` cet ordre qu’une solution ηPSM = 0.0330 re´alise´e pour α
η
PSM
' 2. Quant a` ν, si l’on sup-
pose qu’il a atteint a` cet ordre sa valeur asymptotique, on peut invoquer la re`gle justifie´e
au paragraphe III.2.2, qui pre´conise de choisir, sous l’hypothe`se que le de´veloppement
de´rivatif converge, le re´gulateur qui rend cette convergence la plus rapide. Ce crite`re
se´lectionne le premier minimum, localise´ en α ' 0.6, qui prend la valeur νPSM = 0.632.
Les deux solutions νPSM et ηPSM correspondent a` des parame`tres optimaux distincts,
issus des deux applications inde´pendantes du PSM. L’on peut employer l’argument de
cohe´rence des re´sultats (paragraphe III.2.2) pour formuler une erreur associe´e au choix
de la solution νPSM. Les exposants ν e´value´s pour les deux parame`tres α
η
PSM
et αν
PSM
diffe`rent de 1.3%, ce qui sugge`re l’erreur associe´e a` la valeur νPSM choisie.
Finalement, soulignons qu’a` cet ordre en troncation, l’exposant ν apparaˆıt sur-
e´value´ pour toutes les valeurs de α et que, pour le parame`tre αν
PSM
se´lectionne´, la valeur
optimale νPSM se place au minimum minimorum. Alors, la proprie´te´ du PSM d’incarner
une optimisation de la pre´cision est conserve´e (ηPSM minimisant e´galement la distance
a` la valeur exacte). Pour les deux ordres pre´ce´dents, une ambigu¨ıte´ partielle subsiste.
Deux choix semblent acceptables. L’un consiste a` suivre par continuite´, en termes de
concavite´ de l’extremum et de localisation α, les solutions de PSM ordre par ordre.
Alternativement, on peut envisager de minimiser, pour les deux ordres interme´diaires,
les fluctuations ordre par ordre en champ, ce qui revient a` lisser la convergence. Quoi
qu’il en soit, ces choix se confondent pour la troncation (4, 4, 4) et finalement, seul
le point (3, 3, 3) n’est pas re´solu. Les deux choix sont par conse´quent repre´sente´s sur
les figures 9 et 11, cette dernie`re rassemblant l’e´volution des exposants optimise´s avec
l’ordre en champ pour les trois ordres successifs en de´rive´es.
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Fig. 11 – E´volution des exposants ν et η optimise´s avec l’ordre des troncations en
champ aux ordres successifs ∂0 (zoˆne I), ∂2 (zoˆne II) et ∂4 (zoˆne III). Les trois fonctions
wsk, dans la zoˆne III, sont de´veloppe´es simultane´ment en champ.
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Il e´merge une image assez cohe´rente des comportements des de´veloppements en
champ de uk, zk et w
s
k. Les fluctuations s’atte´nuent typiquement apre`s les 4 ou 5 pre-
miers ordres en champ dans les trois zoˆnes de la figure 11. Cette analyse sugge`re qu’a`
l’ordre ∂4, la proprie´te´ de convergence rapide de ce de´veloppement est pre´serve´e. Elle
montre ainsi que celui-ci constitue un outil pre´cieux pour contourner les difficulte´s
de traitement nume´rique lorsque que le nombre de fonctions ou d’invariants croˆıt. Il
permet de de´gager les proprie´te´s essentielles d’un syste`me, caracte´rise´es par des esti-
mations quantitatives pre´cises, et de re´ve´ler les difficulte´s principales, de´peignant ainsi
un premier tableau d’ensemble qui restitue une image fide`le du proble`me.
Finalement, pre´sentons la synthe`se des trois ordres e´tudie´s quant au de´veloppement
de´rivatif. Le tableau III.2 re´sume les valeurs des exposants optimise´s a` chaque ordre en
de´rive´es. La distance relative entre les ordres ∂2 et ∂4 est plus faible que celle se´parant
ordre ν η
∂0 0.6506 0
∂2 0.6281 0.0443
∂4 0.632 0.033
7-boucles(c) 0.6304(13) 0.0335(25)
Tab. III.2 – Exposants optimise´s selon le PSM dans ce chapitre, pour le mode`le d’Ising
a` trois dimensions, aux trois premiers ordres en de´rive´es [33, 34]. (c) valeurs perturba-
tives incluant des corrections a` 7-boucles [49].
les ordres ∂0 et ∂2, le de´veloppement de´rivatif semble donc bien converger. Pour le
moins, ces re´sultats constituent la premie`re ve´rification concre`te qu’enrichir le contenu
de´rivatif de l’ansatz permet d’affiner la de´pendance en impulsion de la fonction de vertex
a` deux points et d’ame´liorer ainsi la de´termination de la dimension anormale. Ceci se
traduit par une valeur de η qui rejoint la valeur perturbative incluant des contributions
a` 7-boucles, ce qui laisse pre´sager que le de´veloppement a` l’ordre ∂4 correspond a` un
degre´ de pre´cision comparable.
Ceci est d’autant plus remarquable que le de´veloppement de´rivatif est effectue´
au voisinage d’impulsions nulles et que la structure en impulsions est pour l’essen-
tiel ne´glige´e. Cette limite d’impulsion nulle semble contenir ne´anmoins suffisamment
d’information pour de´crire Γ(2) de fac¸on pertinente. Elle deviendrait bien suˆr tout a`
fait insuffisante pour capter des structures en impulsions plus complexes.
III.4 Inte´gration des e´quations de flot des fonctions
comple`tes
Tout au long de ce chapitre, nous avons privile´gie´, dans l’e´tude des proprie´te´s uni-
verselles du mode`le d’Ising, le de´veloppement en champ des fonctions de renormali-
sation. Ce choix repose sur deux conside´rations tendant vers un objectif commun :
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re´duire au maximum la complexite´ nume´rique et les temps de calcul. La premie`re de
ces conside´rations est que l’on s’inte´resse ici uniquement au point fixe, qui suffit pour
de´terminer les comportements critiques. Son e´tude ne ne´cessite donc pas d’inte´grer
tout le flot a` partir d’une situation microscopique initiale car les de´tails de cette
configuration microscopique n’affectent pas, par de´finition, les proprie´te´s universelles.
L’on peut donc se restreindre a` la re´solution du syste`me homoge`ne {∂thlk(ρ˜) = 0}
(ou` hlk repre´sente les diffe´rentes fonctions uk, zk et w
s
k indice´es par l). La deuxie`me
conside´ration a de´ja` e´te´ e´voque´e a` plusieurs reprises : le de´veloppement en champ per-
met en outre de s’affranchir du caracte`re diffe´rentiel de ce syste`me pour se ramener a`
la re´solution d’un syste`me alge´brique d’e´quations couple´es non line´aires {∂thlk,i = 0}.
Toutefois, le traitement des fonctions comple`tes devient, dans certaines situations,
incontournable. Tout d’abord le de´veloppement en champ peut s’ave´rer ne pas conver-
ger. Ensuite, certains mode`les imposent, par principe, de recourir a` une description
fonctionnelle, en particulier lorsque le champ porte une dimension canonique nulle,
rendant toutes les puissances du champ e´galement pertinentes. C’est le cas pour cer-
taines dimensions d’espace (la dimension deux par exemple pour les mode`les O(n)) et
pour certains syste`mes de´sordonne´s [68, 3].
En outre et plus fondamentalement, l’on peut eˆtre inte´resse´ par les comportements
non universels d’un syste`me et par la`-meˆme enclin a` exploiter la proprie´te´ du groupe
de renormalisation non perturbatif de conserver tout au long du flot, jusqu’a` l’action
effective du syste`me dans la limite physique k → 0, le souvenir de l’information mi-
croscopique. Dans ce cas, c’est pre´cise´ment l’influence des de´tails microscopiques sur
des quantite´s macroscopiques que l’on cherche a` sonder, ce qui ne´cessite l’inte´gration
comple`te du flot des e´chelles k = Λ a` k = 0. Ce sera le cas dans la deuxie`me partie de
ce manuscrit, en particulier au chapitre VII.
Cette perspective constitue naturellement l’une des motivations de cette section,
qui va eˆtre de´die´e a` la pre´sentation de la re´solution des e´quations de flot des fonctions
comple`tes, de nouveau sur la base du mode`le d’Ising en trois dimensions (donc a` partir
des e´quations sources de´rive´es pre´ce´demment). L’e´tude qui suit, outre valider — si
besoin e´tait — la convergence du de´veloppement en champ pour ce mode`le, constitue
surtout la premie`re optimisation re´alise´e avec la de´pendance comple`te en champ des
fonctions de renormalisation. Les re´sultats qui en de´coulent, que nous pre´sentons dans
la suite, seront prochainement soumis a` publication [69].
III.4.1 Inte´gration du flot et recherche de points fixes
Il s’agit d’inte´grer en “temps” t du groupe de renormalisation le jeu d’e´quations de
flot {∂thlk(ρ˜) = β(hlk(ρ˜), hlk′(ρ˜), hlk′′(ρ˜), hmk (ρ˜), hmk ′(ρ˜) . . . )}. Pour cela, la variable ρ˜ est
discre´tise´e sur une grille comportant Ng points re´partis sur un intervalle [0, ρ˜f ] conte-
nant le minimum. La condition initiale a` t = 0 (ou de manie`re e´quivalente k = Λ) refle`te
l’action nue, constitue´e d’un potentiel quartique de la forme uΛ(ρ˜) = λ/2 (ρ˜− κΛ)2 et
d’une fonction zk(ρ˜) = 1 constante. L’on choisit de fixer arbitrairement le parame`tre λ
(a` la valeur 0.1), le parame`tre κΛ repre´sente alors la direction pertinente associe´e a` la
tempe´rature. Nous allons conside´rer, en se re´fe´rant aux notations du paragraphe II.2.2,
les trois approximations successives dans le de´veloppement de´rivatif, constitue´es par
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l’APL (approximation du potentiel local ≡ ∂0), l’OD (ordre dominant ≡ ∂0 comple´te´
de Zk) puis l’ordre ∂
2 incluant la de´pendance en champ comple`te de zk(ρ˜) (l’ordre ∂
4
est discute´ au paragraphe III.4.3).
Pre´sentons le de´roulement de l’inte´gration du flot de uk (cette description fait e´cho
a` la discussion analogue du paragraphe II.3.2). Pour des valeurs grandes du parame`tre
initial κΛ, le flot aboutit dans la phase spontane´ment brise´e (basse tempe´rature). Alors
le minimum κ du potentiel adimensionne´ s’e´loigne a` l’infini lorsque t → −∞ (ou de
manie`re e´quivalente k → 0), confe´rant une valeur finie non nulle au champ dimensionne´
renormalise´ (qui incarne a` t = −∞ le parame`tre d’ordre, i.e. l’aimantation). Des petites
valeurs de κΛ envoient le flot dans la phase syme´trique (haute tempe´rature) ou` le
minimum se fond sur l’origine a` une e´chelle finie ts > −∞. Le champ dimensionne´
renormalise´ prend alors une valeur nulle. Enfin, il existe une valeur critique κcr qui
entraˆıne le flot de renormalisation au point fixe, ou` les grandeurs adimensionne´es cessent
d’e´voluer avec l’e´chelle t. Des e´volutions typiques du minimum κ du potentiel et de ηk
au cours du flot de renormalisation sont repre´sente´es a` l’OD sur la figure 12 (bas), pour
un ensemble de valeurs initiales κΛ encadrant la valeur critique. Plus la valeur de κΛ est
proche de κcr, plus l’attraction du point fixe devient sensible, ce qui transparaˆıt dans
l’allongement du “plateau”, c’est-a`-dire du temps t de renormalisation passe´ par le flot
au voisinage du point fixe, avant finalement de s’en e´chapper. Ce sce´nario rencontre
une autre illustration sur la figure 12 (haut) qui repre´sente l’e´volution avec le temps
t de la de´rive´e premie`re du potentiel u′k(ρ˜) pour une valeur initiale κΛ . κcr. La
de´rive´e du potentiel initiale u′Λ(ρ˜) = λ(ρ˜−κΛ) apparaˆıt sur la figure 12 (haut) presque
horizontalement. Entre chaque courbe, le meˆme temps s’est e´coule´ de sorte que la zoˆne
d’accumulation de ces courbes mate´rialise le potentiel de point fixe. Puis le flot s’en
e´chappe finalement et le minimum adimensionne´ fuit rapidement vers l’origine (le flot
e´tant stoppe´ sur la figure 12 a` une e´chelle t > ts).
L’inte´gration a` l’ordre ∂2 se de´roule de fac¸on analogue. La dimension anormale ηk
reste e´value´e au minimum κ du potentiel, i.e. Zk ≡ Zk(κ) ou de fac¸on e´quivalente
zk(κ) = 1 (d’apre`s la de´finition III.6). La figure 13 retrace les e´volutions conjointes des
fonctions u′k(ρ˜) et zk(ρ˜) pour des temps t du groupe de renormalisation re´gulie`rement
espace´s, a` partir d’une condition initiale κΛ . κcr qui conduit in fine a` la phase
syme´trique. Les variations de la fonction zk(ρ˜) apparaissent te´nues sur l’intervalle en
champ conside´re´.
III.4.2 Optimisation des fonctions comple`tes
Pour de´terminer les proprie´te´s universelles du mode`le, on recherche le point fixe en
ajustant finement la valeur initiale κΛ jusqu’a` atteindre, pour la valeur κcr, le re´gime
critique. L’exposant critique η est alors donne´ par la valeur de “plateau” η∗ de la
dimension anormale courante ηk. On dispose de deux me´thodes pour de´terminer l’ex-
posant ν. Comme expose´ au paragraphe II.3.2, en inte´grant le flot a` partir de diffe´rents
κΛ . κcr, la masse renormalise´e carre´e m
2
R = limk→0 k
2u′k(0) dans la phase syme´trique
se comporte au voisinage du re´gime critique comme m2R ∼ |κΛ − κcr|2ν . La pente de
la courbe ln(m2R) fournit ainsi une premie`re de´termination de ν. Par analogie avec la
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Fig. 12 – A l’OD- En-haut : allure de u′k(ρ˜) a` des temps t du groupe de renormalisation
re´gulie`rement espace´s, pour une condition initiale κΛ . κcr. La de´rive´e initiale du
potentiel u′Λ(ρ˜) apparaˆıt presque horizontalement. Puis lorsque t diminue, u
′
k se de´forme
pour arborer sa forme de point fixe (mate´rialise´e par l’accumulation oblique de courbes)
conserve´e pendant un long temps de renormalisation. Le flot s’en e´chappe finalement
pour rejoindre la phase syme´trique, le mimimum κ du potentiel (point de de´rive´e nulle
sur la figure) fuyant vers l’origine. Le flot est ici stoppe´ avant de l’atteindre (a` une
e´chelle t > ts). En-bas : e´volutions de κ et ηk avec t pour un jeu de valeurs initales
κΛ autour de κcr, qui illustrent le de´roulement typique d’une recherche de point fixe, κ
tendant alternativement vers 0 (phase syme´trique) ou vers l’infini (phase brise´e). Cette
figure fait e´cho au sche´ma la figure II-5.
me´thode employe´e lors du de´veloppement en champ, l’on peut alternativement s’atta-
cher a` line´ariser le flot au voisinage du point fixe, c’est-a`-dire lorsque les grandeurs adi-
mensionne´es deviennent stationnaires, autrement dit loin sur le “plateau”. On e´tablit
alors une matrice de stabilite´ en line´arisant, au point fixe, les flots de toutes les valeurs
des fonctions et de leurs de´rive´es en chaque point de la grille. La diagonalisation de
cette matrice ge´ne`re une valeur propre ne´gative, qui re`gle la vitesse d’e´chappement du
flot selon la direction pertinente et offre ainsi une deuxie`me de´termination de ν. Ces
deux me´thodes, que nous de´signerons respectivement “dynamique” et par “diagonali-
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Fig. 13 – A l’ordre ∂2- Allure de u′k(ρ˜) et zk(ρ˜) a` des temps t du groupe de renorma-
lisation re´gulie`rement espace´s, pour une condition initiale κΛ . κ
∗ (se reporter a` la
le´gende de la figure 12). L’accumulation de courbes repe`re les solutions de point fixe
u′k
∗(ρ˜) et z∗k(ρ˜).
sation”, proce`dent de principes assez distincts et peuvent donc mener a` des re´sultats
sensiblement diffe´rents. Nous privile´gions dans la suite la proce´dure de diagonalisa-
tion, moins couˆteuse en temps d’inte´gration et a priori plus aise´ment comparable a` la
me´thode utilise´e lors du de´veloppement en champ. La proce´dure dynamique n’est mise
en œuvre qu’a` l’OD, ou` elle est confronte´e a` celle de diagonalisation.
Optimisation a` l’APL
Nous e´tudions a` l’APL l’influence du choix du re´gulateur, a` travers les deux familles
de re´gulateur, exponentiel et θ de´finis par l’e´quation (III.8), parame´tre´es par α, et re-
courons au PSM pour se´lectionner le parame`tre optimal. Les variations a` l’APL de l’ex-
posant ν avec α sont repre´sente´es sur la figure 14 pour les deux familles de re´gulateur,
compare´es aux courbes issues de la troncation maximale pu = 10 du de´veloppement
en champ (au meˆme ordre ∂0). Les deux approches concordent a` quelques dixie`mes
de pourcent, ce qui prouve la convergence du de´veloppement en champ et valide la
pre´cision de l’inte´gration nume´rique. Re´ite´rons ne´anmoins la conclusion inhe´rente a`
l’application du PSM : il existe a` l’ordre ∂0 une valeur unique de α satisfaisant la
contrainte de stationnarite´ et celle-ci minimise l’e´cart a` la valeur exacte, correspondant
donc a` la pre´cision optimale.
Optimisation a` l’OD
On conside`re a` l’OD la contribution d’un coefficient de renormalisation Zk inde´pen-
dant des champs, ce qui correspond a` la troncation {pu = 10, pz = 0} (dans les no-
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Fig. 14 – Variations de ν avec α a` l’APL, en potentiel complet, par la me´thode de
diagonalisation (points noirs) et en troncation en champ (ligne en pointille´s).
tations (III.7)). L’OD reveˆt, dans le contexte du traitement des fonctions comple`tes,
une importance particulie`re car il enrichit de fac¸on significative — et a` relativement
peu de frais — l’information contenue a` l’APL en la comple´mentant d’une dimension
anormale, certes un peu grossie`re, mais non nulle. On recherche de nouveau le re´gime
critique pour diffe´rentes valeurs du parame`tre α. Les variations a` l’OD des deux ex-
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Fig. 15 – Variations de ν et η avec α a` l’OD, en potentiel complet, par la me´thode de
diagonalisation (points noirs) et dynamiquement (points blancs), et en troncation en
champ (ligne en pointille´s).
posants η et ν avec α sont trace´es sur la figure 15, pour le re´gulateur exponentiel
rexp,α (rθ,α conduisant a` des re´sultats analogues), et confronte´es a` celles de´coulant de
la troncation u10z0. Les courbes η(α) issues des deux approches (troncation en champ
et inte´gration des fonctions comple`tes) se confondent quasiment.
A cet ordre, les deux de´terminations possibles de ν sont compare´es. Notons ν(α)tronc,
ν(α)diag et ν(α)dyn les courbes obtenues respectivement via le de´veloppement en champ,
et via les deux proce´dures de diagonalisation et dynamique couple´es a` l’inte´gration du
flot. Les courbes ν(α)tronc et ν(α)diag rele`vent en essence du meˆme principe et s’ave`rent
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en effet concorder. Leur le´ger e´cart, d’environ 1%, est sans doute a` attribuer a` la
diffe´rence d’excursion en champ — vraisemblablement plus sensible en pre´sence de la
dimension anormale. En effet, en potentiel complet, la matrice de stabilite´ incorpore les
contributions provenant non seulement du minimum mais de toutes les autres valeurs
du champ sur l’intervalle conside´re´, et contient donc une information plus riche. On peut
par conse´quent s’attendre a` ce que les de´tails de la discre´tisation et surtout l’intervalle
en champ balaye´ — soit le nombre de points de la grille — influent sur la de´termination
de ν5. Remarquons enfin que la courbe ν(α)dyn semble incidemment co¨ıncider a` cet
ordre avec la courbe ν(α)tronc. Cependant, il convient de tempe´rer cet accord car l’erreur
entaˆchant chaque point de´termine´ dynamiquement est certainement au moins de l’ordre
de 5%.
Finalement, l’OD circonstancie une nouvelle fois la meˆme conclusion quant a` l’e´quiva-
lence entre le PSM et l’optimisation de la pre´cision et quant a` la convergence ave´re´e
du de´veloppement en champ.
Optimisation a` l’ordre ∂2
Nous conside´rons a` pre´sent l’ordre ∂2 complet, que nous confrontons a` la troncation
en champ maximale a` cet ordre {pu = 10, pz = 9}. Amorc¸ons un petit interme`de
pour prendre la mesure des temps de calcul qui commencent a` croˆıtre de fac¸on non
ne´gligeable. Le nombre de “valeurs traite´es”, regroupant les fonctions et leurs de´rive´es
en chaque point de la grille, passe de Ng×Nuder, ou` Nuder indique l’ordre le plus e´leve´ en
de´rive´es implique´ dans les fonctions de flot, a` Ng×(Nuder+N zder). Bien que le nombre de
valeurs double simplement, la complexite´ nume´rique des algorithmes croˆıt au minimum
en N2. L’obtention d’un couple (ν(α),η(α)) a` cet ordre demande de´ja` environ 35 jours
de CPU d’un Pentium IV a` 3.2GHz.
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Fig. 16 – Variations de ν et η avec α a` l’ordre ∂2, en potentiel complet, par la me´thode
de diagonalisation (points noirs) et en troncation en champ (ligne en pointille´s).
La figure 16 de´peint les variations des deux exposants ν et η avec α, obtenus par
5La de´pendance de ν dans le nombre de points de la grille et dans l’excursion en ρ˜ a e´te´ e´prouve´e.
Il en ressort que les valeurs de ν sont assez stables tant que certaines contraintes sur dx = ρ˜f/Ng et
dt sont satisfaites, rendant l’erreur controˆlable.
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inte´gration des fonctions comple`tes et avec la troncation en champ maximale u10z9. Elle
montre que les deux courbes η(α) sont de nouveau superpose´es. Ceci sugge`re que, au
point fixe, ce qui se passe pour toutes les autres valeurs du champ ρ˜ 6= κ a peu d’inci-
dence sur les valeurs des fonctions au minimum — telles qu’e´value´es inde´pendamment
en de´veloppant en champ. Autrement dit, seule une information locale a` son point
d’e´valuation influe sur η. Au contraire, le calcul de ν me´lange le comportement des
fonctions pour toutes les valeurs du champ de l’intervalle conside´re´. Les deux courbes
ν(α)tronc et ν(α)diag diffe`rent d’environ 0.5%. Finalement la conclusion quant aux pro-
prie´te´s du PSM et de la convergence en champ est invariante, a` ceci pre`s qu’elle e´mane
cette fois de la premie`re optimisation couple´e a` l’inte´gration du flot des fonctions
comple`tes.
III.4.3 Optimisation a` l’ordre ∂4 ?
Revenons quelques e´tapes en arrie`re, a` la fin du paragraphe III.3.1. Nous disposons
donc des e´quations d’e´volution des trois fonctions de renormalisation de l’ordre ∂4 :
W ak , W
b
k et W
c
k . Se pose alors la question aigu¨e de leur traitement. Proce´dons a` une
petite estimation de la taˆche nume´rique pour re´soudre les e´quations de flot comple`tes.
Le nombre d’e´quations de flot a` l’ordre ∂4 s’e´le`ve a` Nf = 5 et elles comptent au total
environ 400 inte´grales (voir l’annexe C). Inte´grer nume´riquement le flot a` partir d’une
condition initiale requiert de re´soudre a` chaque pas de temps un syste`me non line´aire
de N =
∑Nf
i=1N
i
der × Ng e´quations diffe´rentielles couple´es, dont la complexite´ croˆıt en
puissances de N . Ces e´quations, de´coulant de la discre´tisation des seconds membres
des fonctions de flot, impliquent de multiples inte´grales a` e´valuer nume´riquement. Une
inte´gration du flot compte entre 300 et 800 ite´rations en temps pour atteindre la des-
cription effective macroscopique du syste`me et la de´termination des conditions initiales
critiques repose sur entre 20 et 30 inte´grations comple`tes (voir la figure 12 qui illustre
une recherche typique de point fixe). A cela s’ajoutent entre 6 et 8 inte´grations au
voisinage du point critique (et donc longues) pour de´terminer ν. Tout ceci fournit un
point pour une valeur donne´e du parame`tre, l’optimisation en ne´cessite, dans le cas le
plus favorable d’un extremum rapidement localise´, une dizaine.
Ceci interdit donc tout espoir d’inte´gration nume´rique du flot avec les performances
informatiques actuelles. Malgre´ l’imple´mentation de proce´dures efficaces d’archivage et
de me´morisation pour re´duire d’une part le nombre de calculs effectifs d’inte´grales (de
pre`s de 30%) et d’autre part le nombre d’ite´rations lors d’une inte´gration (en initiant
les flots au voisinage du point fixe), une estimation du temps ne´cessaire, base´e sur les
temps de calcul a` l’ordre ∂2, l’e´le`ve a` plus de 400 jours pour l’ordre ∂4.
Le proble`me de l’inte´gration du flot des fonctions de renormalisation comple`tes est
encore aggrave´ par la pre´sence du poˆle dans le propagateur pour une valeur finie en
impulsion si W ak (ρ) prend des valeurs ne´gatives. L’existence de ce poˆle est d’autant plus
difficile a` controˆler que l’excursion en ρ est grande. Des solutions sont envisageables
mais les temps de re´ponse nume´rique compliquent de fac¸on re´dhibitoire leurs mises
au point. Ces conside´rations nous incitent finalement a` proce´der (comme nous l’avons
fait dans la section III.3) a` un de´veloppement en champ des fonctions uk, zk et w
s
k,
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s = a, b, c. (Notons que l’e´volution du mate´riel informatique devrait rendre rapidement
cette estimation obsole`te et l’optimisation alors envisageable).
Conclusion
La me´thode de l’action effective moyenne est indissociable du corte`ge d’approxima-
tions qui en accompagne tout usage. La fiabilite´ de cette approche est donc tributaire de
la qualite´ et du controˆle de ces approximations. La maˆıtrise de l’influence du re´gulateur
en forme la cle´ de vouˆte, car l’erreur relative a` une approximation transparaˆıt dans la
de´pendance des re´sultats en ce dernier. En effet, comme pressenti dans le travail fonda-
teur du principe de sensibilite´ minimale [61], les re´sultats stationnaires par rapport a`
une variation du sche´ma d’approximation, ici du re´gulateur, sont ceux qui minimisent
l’e´cart a` la valeur exacte. Ceci apparaˆıt tangiblement dans notre analyse, pour la-
quelle la valeur “exacte” est connue et l’application du principe de sensibilite´ minimale
se´lectionne effectivement la valeur la plus pre´cise inhe´rente a` un ordre donne´. Cette
proprie´te´ prend bien suˆr toute sa force lorsque le vrai re´sultat n’est pas connu. Il per-
met alors d’en de´tecter la meilleure approximation et d’en formuler l’erreur associe´e, en
conside´rant la dispersion des re´sultats sur une plage de parame`tres autour de la valeur
stationnaire.
Finalement, ce crite`re d’optimisation permet d’atteindre une grande pre´cision pour
l’exposant ν de`s l’ordre ∂2 du de´veloppement de´rivatif, comme l’a montre´ notre e´tude.
Nous avons de plus propose´ le premier calcul a` l’ordre ∂4, qui indique d’une part
que le de´veloppement de´rivatif semble converger rapidement et d’autre part que la
dimension anormale η peut aussi be´ne´ficier, a` cet ordre, d’une de´termination pre´cise.
La dernie`re partie de ce chapitre constitue e´galement le premier exemple d’optimisation
applique´e aux fonctions de renormalisation comple`tes. Ayant e´prouve´ la fiabilite´ des
approximations et les performances de la me´thode du groupe de renormalisation non
perturbatif, nous allons de´sormais aborder la physique hors de l’e´quilibre et explorer
les processus de re´action-diffusion.
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Chapitre IV
Introduction de la deuxie`me partie
Nous allons aborder, dans cette seconde partie, la physique hors de l’e´quilibre et
plus spe´cifiquement les processus de re´action-diffusion. Toute cette partie s’organise
en vue de la pre´sentation, au chapitre VII, des travaux que nous avons re´alise´s dans
ce domaine et qui s’appuient sur la ge´ne´ralisation hors de l’e´quilibre des me´thodes
du groupe de renormalisation non perturbatif, expose´es dans la premie`re partie. Ces
travaux forment la contribution la plus originale de ce travail de the`se et s’articulent
autour de deux objectifs : le calcul analytique des exposants de la percolation dirige´e
et la de´termination du diagramme de phase de certains mode`les de marches ale´atoires
avec branchement et annihilation. Commenc¸ons par introduire le contexte ge´ne´ral dans
lequel ils s’inscrivent.
IV.1 Hors de l’e´quilibre
En physique statistique, un syste`me physique se compose d’un tre`s grand nombre de
degre´s de liberte´ qui se comportent, sous l’effet de l’agitation thermique ou d’un autre
me´canisme ale´atoire, comme autant de variables stochastiques. Lorsque le syste`me est a`
l’e´quilibre thermique, la distribution de probabilite´s des configurations microscopiques
α est donne´e par l’ensemble de Gibbs et les proprie´te´s thermodynamiques du syste`me,
i.e. ses fonctions de corre´lation, s’obtiennent en moyennant sur l’ensemble des confi-
gurations accessibles, affecte´es chacune de leur poids de Boltzmann exp (−H[α]/kBT ).
En pratique, pour la plupart des mode`les, la fonction de partition et donc les fonctions
de corre´lation ne sont pas calculables analytiquement. La conception de techniques
d’approximation, comme les de´veloppements en se´ries ou le groupe de renormalisa-
tion, a toutefois permis de les analyser et d’en de´duire les caracte´ristiques essentielles.
Ces techniques ont ainsi de´voile´ les me´canismes moteurs des phe´nome`nes critiques, en
caracte´risant le de´veloppement de corre´lations a` longue distance a` partir des inter-
actions microscopiques purement locales. Le groupe de renormalisation a procure´ la
premie`re explication de l’existence de l’universalite´, fondant un des succe`s de la phy-
sique statistique. Une autre perce´e incombe a` l’application des the´ories conformes aux
mode`les de physique statistique [10, 70] dont a de´coule´ une classification comple`te des
comportements critiques en deux dimensions d’espace.
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Cependant, beaucoup de syste`mes physiques ne se trouvent pas dans un e´tat d’e´quili-
bre thermique. Leur e´cart a` l’e´quilibre peut reveˆtir diffe´rentes formes. Soit le syste`me
a subi a` un instant une perturbation exte´rieure qui l’a conduit loin de l’e´quilibre et a
de´clenche´ un processus dynamique de relaxation vers un e´tat stationnaire qui ne corres-
pond pas (ne´cessairement) a` un e´tat d’e´quilibre. Soit le syste`me est maintenu en perma-
nence loin de l’e´quilibre par l’action d’une force exte´rieure. Celle-ci peut se mate´rialiser,
par exemple, par un flux de chaleur lorsque le syste`me est au contact de bains ther-
miques de tempe´ratures diffe´rentes ou par un flux de particules si le syste`me est couple´
a` des re´servoirs de potentiels chimiques distincts. De manie`re ge´ne´rale, l’e´volution tem-
porelle des degre´s de liberte´ microscopiques rele`ve d’un processus stochastique suppose´
faiblement corre´le´ dans le temps. L’hypothe`se souvent adopte´e est qu’alors la dyna-
mique est bien repre´sente´e par un processus markovien, de´fini par un ensemble de
probabilite´s (conditionnelles) de transition P(αk, t|αj, t′) entre e´tats microscopiques αi
de´pendant en ge´ne´ral du temps t. L’e´volution de ces probabilite´s de transition avec
le temps t est re´gie par une e´quation diffe´rentielle de´rivant des re`gles dynamiques
microscopiques [71]. Cette e´quation se transpose directement a` l’e´volution de la distri-
bution de probabilite´s P(αi, t) du syste`me, sous la forme de l’e´quation maˆıtresse ou de
l’e´quation de Fokker-Planck, selon la nature des processus sous-jacents.
Pour les syste`mes hors de l’e´quilibre, les relations de bilan de´taille´ — qui imposent
l’e´galite´ de la probabilite´ d’une transition donne´e a` celle de la transition “renverse´e dans
le temps” dans l’e´tat stationnaire — ne sont souvent pas ve´rifie´es. Par conse´quent,
l’e´volution dynamique viole le the´ore`me de fluctuation-dissipation. Le syste`me n’est
alors pas contraint de rejoindre son e´tat d’e´quilibre canonique (de probabilite´s de
configurations ∝ exp (−H[α]/kBT )) et la distribution de probabilite´s de l’e´tat sta-
tionnaire atteint n’est, en ge´ne´ral, pas connue. La description de ces syste`mes requiert
ge´ne´riquement la re´solution de l’e´quation maˆıtresse ou de Fokker-Planck, souvent hors
de porte´e. L’absence d’outil the´orique syste´matique rend donc la compre´hension des
phe´nome`nes critiques hors de l’e´quilibre encore balbutiante.
En contre-partie, en s’affranchissant de la contrainte de bilan de´taille´, l’on s’attend
a` des comportements beaucoup plus riches qu’a` l’e´quilibre thermique. Par exemple,
l’apparition de lois de puissance semble beaucoup plus fre´quente hors de l’e´quilibre,
comme si la dynamique entraˆınait naturellement les syste`mes vers la criticalite´ dans
certaines situations. Le concept d’universalite´ acquiert donc hors de l’e´quilibre une
importance primordiale pour re´pertorier et caracte´riser les comportements critiques
observe´s. Plusieurs sce´narios, dont un des pre´curseurs re´side dans la “criticalite´ auto-
organise´e” [72], ont tente´ d’e´lucider les me´canismes sous-jacents, avec un succe`s tre`s
mode´re´.
Nous achevons la` l’introduction ge´ne´rale sur la physique hors de l’e´quilibre. L’e´ten-
due de son champ nous contraint a` en passer sous silence des pans entiers, comme
par exemple les syste`mes diffusifs force´s [73], les phe´nome`mes de croissance [74, 75] ou
encore le vieillissement. Nous allons, dans toute cette seconde partie, nous concentrer
sur la classe des syste`mes forme´e par les processus de re´action-diffusion, que nous in-
troduisons maintenant.
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IV.2 Les processus de re´action-diffusion
Compte tenu du manque de me´thodes the´oriques syste´matiques, les processus de
re´action-diffusion, par leur simplicite´ et leur repre´sentativite´, offrent un terrain d’ex-
ploration privile´gie´. Introduits initialement pour mode´liser des re´actions chimiques, ils
se sont e´tendus a` des phe´nome`nes ge´ne´raux de propagation sous diverses contraintes,
comme la progression d’une maladie au sein d’une population [76], l’expansion d’une
colonie de bacte´ries sur un substrat ou l’e´volution de feux de foreˆts [77, 78], et au-dela`
des syste`mes “physiques” dans un sens large, a` des mode`les de trafic routier [79] ou
d’e´conomie [80]. Les contraintes, impose´es par l’interaction avec le milieu ou entre les
individus, opposent des processus de type “naissance” qui favorisent la prolife´ration
(d’individus, de feux, de maladies . . .) a` des processus de type “mort” qui tendent a` la
de´cimation. L’e´tat stationnaire re´sulte de la compe´tition entre ces deux facteurs.
Les processus de re´action-diffusion mode´lisent la dynamique d’un ensemble d’une
ou plusieurs espe`ces de particules — A,B . . . — qui diffusent librement par mouvement
brownien (ou balistique) et subissent ale´atoirement certaines re´actions, spontane´es (a`
un corps — par exemple A→ B+C) ou mutuelles (impliquant la rencontre de plusieurs
particules — par exemple A+B → C). Ces syste`mes simples sont sie`ges de phe´nome`nes
complexes, comme des transitions de phase hors de l’e´quilibre entre diffe´rents e´tats
stationnaires. Une classe de transitions se re´ve`le particulie`rement omnipre´sente : les
transitions “absorbantes”, qui caracte´risent le passage critique d’un e´tat “actif” vers
un e´tat “inactif” qui pie`ge a` jamais le syste`me. Un e´tat “actif” de´signe un e´tat ou` il
persiste une dynamique non triviale, entretenue en permanence par des re´actions entre
particules et qui fluctue donc sans cesse. Dans un e´tat “inactif”, la dynamique s’ave`re
au contraire gele´e, e´liminant toute fluctuation (un tel e´tat re`gne par exemple lorsque
toutes les particules du syste`me ont disparu — et si le vide ne cre´e pas spontane´ment
de particules). Les comportements critiques de ce type de transitions appartiennent,
dans leur vaste majorite´, a` la classe d’universalite´ de la percolation dirige´e, sur laquelle
nous allons nous concentrer.
Avant de pre´ciser la structure de cette partie, recensons quelques moyens disponibles
pour de´crire l’e´volution temporelle d’un syste`me soumis a` des processus de re´action-
diffusion. Tout d’abord, ceux-ci se preˆtent naturellement a` des simulations Monte Carlo.
Celles-ci ont en effet largement contribue´ a` de´fricher ce domaine et a` mettre en lumie`re
les phe´nome`nes remarquables engendre´s par la dynamique, amorc¸ant ainsi des progre`s
importants dans la compre´hension des syste`mes hors de l’e´quilibre. Cette dernie`re a
e´galement e´te´ conside´rablement enrichie par un certain nombre de re´sultats exacts en
une dimension d’espace [81]. Une partie de ces re´sultats de´coule d’e´quivalences reliant
certains processus de re´action-diffusion a` des mode`les inte´grables de chaˆınes de spins
quantiques en (1+1) dimensions, a` l’e´quilibre thermique. Nous ne discuterons pas de
ces approches et e´luderons e´galement d’autres me´thodes analytiques (comme le forma-
lisme d’e´tats matriciels produits de´veloppe´ dans le contexte des processus d’exclusion
asyme´trique ASEP a` une dimension [82]). Nous renvoyons a` la revue [83] pour des
re´fe´rences bibliographiques.
D’autre part, une repre´sentation simple des processus de re´action-diffusion peut
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eˆtre obtenue par une approche de type champ moyen, qui prend la forme de “loi
d’action de masse” pour les syste`mes chimiques. Les proprie´te´s du syste`me sont alors
de´duites de celles d’un degre´ de liberte´ isole´, conside´re´ comme plonge´ dans le bain
moyen forme´ par ses semblables. Cette approche est fonde´e sur l’hypothe`se que le
syste`me reste suffisamment homoge`ne au cours de l’e´volution, ce qui est en ge´ne´ral
ve´rifie´ a` grande dimension d’espace. Cependant, les processus qui nous inte´ressent ici
sont dits “limite´s par la diffusion”, ce qui, en-dec¸a` d’une certaine dimension — la
dimension critique supe´rieure —, tend a` invalider l’hypothe`se de champ moyen. En
effet, la diffusion apparaˆıt comme le vecteur du me´lange, favorisant la mise en pre´sence
des re´actants et e´galement re´harmonisant leur distribution spatiale, modifie´e localement
par les re´actions. Si le processus est limite´ par la diffusion alors celle-ci ne s’ave`re plus
assez efficace pour compenser l’effet de se´gre´gation induit par les re´actions qui cre´ent
des structures spatiales non triviales — non homoge`nes. Autrement dit, le roˆle des
fluctuations de densite´ se re´ve`le dans ce cas essentiel.
On peut ame´liorer la description de champ moyen en incluant phe´nome´nologique-
ment l’effet des fluctuations a` travers un bruit stochastique, ce qui conduit aux e´quations
de Langevin. Alternativement, on peut de´river, a` partir des re`gles dynamiques micro-
scopiques, l’e´quation maˆıtresse associe´e aux processus conside´re´s. Chacune de ces deux
approches peut alors eˆtre formule´e sous forme d’une the´orie des champs, qui permet
d’e´lucider l’incidence des fluctuations et va constituer le socle de notre e´tude.
De´taillons pour finir l’organisation de cette seconde partie. Tout d’abord, le cha-
pitre V se scinde en deux parties assez inde´pendantes. La premie`re est de´die´e a` l’explo-
ration de la classe d’universalite´ de la percolation dirige´e a` travers une pre´sentation de
mode`les qui s’y rattachent et de ses re´alisations expe´rimentales. Nous donnons, dans la
seconde, une introduction partielle des marches ale´atoires avec branchement et annihi-
lation axe´e sur un aspect principal : la construction du diagramme de phase des marches
“impaires”. Ensuite, le chapitre VI est voue´ a` la de´rivation d’une the´orie des champs
pour les processus de re´action-diffusion. Nous pre´sentons les deux formalismes princi-
paux qui me`nent a` la formulation d’une telle the´orie. Le premier formalisme, e´labore´
par Janssen [84] et de Dominicis [85], part des e´quations de Langevin pour les trans-
former, via l’introduction d’un champ auxiliaire — le champ de Martin-Siggia-Rose
[86] — en une inte´grale fonctionnelle. Le second, duˆ a` Doi [87] et Peliti [88], transcrit
l’e´quation maˆıtresse en une e´quation de Schro¨dinger de´crivant l’e´volution temporelle
du “vecteur d’e´tat” du syste`me, dont la solution peut s’exprimer formellement en terme
d’une inte´grale de chemin.
Finalement, nous appuyant sur cette the´orie des champs, nous exposons, au cha-
pitre VII, les analyses que nous avons mene´es [89, 90]. Nous proposons pour commencer
une ge´ne´ralisation naturelle du formalisme de l’action effective moyenne a` des syste`mes
hors de l’e´quilibre puis de´rivons des e´quations de flot tre`s ge´ne´riques pour les processus
de re´action-diffusion. Ces e´quations nous permettent, dans un premier temps, d’obte-
nir une de´termination analytique des exposants critiques de la percolation dirige´e en
toute dimension physique. Elles sous-tendent, dans un second temps, notre calcul du
diagramme de phase des marches ale´atoires avec branchement et annihilation impaires,
que nous comple´tons de simulations nume´riques et d’une analyse a` petite diffusion de
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l’e´quation maˆıtresse.
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Chapitre V
Processus de re´action-diffusion et
percolation dirige´e
La motivation de ce chapitre est de mettre en perspective les enjeux des analyses [89,
90] re´alise´es lors de ce travail de the`se, et s’articule donc naturellement autour de deux
poˆles. La premie`re section est ainsi consacre´e a` une pre´sentation assez de´taille´e et
“illustre´e” de la classe d’universalite´ de la percolation dirige´e, ce qui lui confe`re un
caracte`re plutoˆt descriptif. Apre`s la caracte´risation de cette classe d’universalite´, nous
avons choisi d’axer l’expose´ sur une confrontation entre les re´alisations the´oriques et
expe´rimentales de cette classe. La deuxie`me section aborde un sujet a priori de´connecte´
du pre´ce´dent, les marches ale´atoires avec branchement et annihilation, mais dont le
lien avec la percolation dirige´e s’e´claircira dans la suite. Cette section est centre´e sur
la discussion du diagramme de phase des marches “impaires” de´coulant de diffe´rentes
approches. Le choix des points souleve´s ici rencontrera sa justification au chapitre VII.
V.1 La percolation dirige´e
Cette section propose une “mini-revue” des principaux traits de la classe d’univer-
salite´ de la percolation dirige´e (nous conseillons par exemple la lecture de [83] pour une
pre´sentation approfondie). Nous commenc¸ons par de´finir, sur l’exemple du mode`le de la
percolation dirige´e, la transition “absorbante” repre´sentant cette classe d’universalite´
puis nous en de´rivons la caracte´risation — les exposants critiques — a` l’approximation
de champ moyen. Ces premiers paragraphes contiennent toute l’information ne´cessaire
pour la suite. Le reste de la section est ensuite consacre´ a` illustrer cette transition
en la de´clinant sous les diffe´rentes formes qu’elle peut reveˆtir. Le fil conducteur en
est l’exploration d’une ce´le`bre conjecture due a` Janssen [91] et Grassberger [92], qui
attribue a` cette classe d’universalite´ une grande ge´ne´ralite´. Nous parcourons donc un
certain nombre de mode`les et d’expe´riences, en identifiant les composantes (les phases,
le parame`tre d’ordre. . .) de la transition — si elle existe. Ce parcours s’organise autour
de la mise en regard des mode`les et des expe´riences correspondantes.
De´crivons, pour commencer, la classe d’universalite´ de la percolation dirige´e. Le
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nom de cette classe re´fe`re a` des mode`les — tre`s e´pure´s — de connectivite´ en milieu
ale´atoire, applique´s a` la description de l’infiltration d’un fluide (de l’eau) dans un
milieu poreux (une roche). Le premier de ces mode`les est ne´ des travaux de Broadbent
et Hammersley [93]. Nous allons puiser dans cette interpre´tation “hydrostatique” pour
introduire les comportements critiques de la percolation dirige´e.
V.1.1 Transition de phase vers un e´tat absorbant
Nous conside´rons un mode`le — tre`s simplifie´ — de percolation, conc¸u initialement
pour pre´dire, lors d’un forage, les chances de pre´sence de pe´trole et le volume moyen ac-
cessible depuis un puits quelconque [94]. Dans ce mode`le, le milieu poreux est repre´sente´
par un re´seau — hypercubique — dont les noeuds forment les micro-cavite´s et les liens
les micro-canaux les reliant. La perme´abilite´ du milieu est code´e dans l’e´tat — libre ou
obstrue´ — des canaux que le fluide peut donc ou non emprunter. L’e´tat de chaque lien
est de´termine´ de manie`re ale´atoire et non corre´le´e, selon une probabilite´ p qui fixe la
proportion de liens ouverts. Ceci de´finit le mode`le original, isotrope, de percolation. Le
mode`le de percolation dirige´e introduit, lui, une direction spatiale privile´gie´e en impo-
sant un sens de parcours des liens, qui mode´lise l’action d’un champ de force exte´rieure
comme la gravite´. Dans ces deux mode`les, l’influence d’autres phe´nome`nes comme, par
exemple, les effets de capillarite´ ou de viscosite´, sont comple`tement ne´glige´s.
Les deux mode`les de percolation, isotrope et dirige´e, pre´sentent une transition de
phase en toute dimension d > 1. En effet, si p = 1, tous les liens sont passants et le fluide
envahit tout le milieu poreux, plongeant le syste`me dans la phase “mouille´e” ou active.
Lorsque p = 0, le fluide reste confine´ dans ses zoˆnes de pre´sence initiale, et le syste`me
demeure dans la phase “se`che” ou inactive. Lorsque p croˆıt, a` partir de p = 0, le fluide
s’infiltre de plus en plus profonde´ment, impre´gnant des volumes croissants du syste`me.
L’on observe alors l’apparition d’une valeur critique pc pour laquelle le fluide pe´ne`tre le
milieu sur des profondeurs arbitrairement grandes, dessinant des amas percolants qui
strient le milieu poreux de part en part, ce qui correspond a` la transition entre les phases
se`che et mouille´e. L’on peut caracte´riser l’e´tat du syste`me par la probabilite´ qu’un site
quelconque appartienne a` un amas percolant pperc. Ce parame`tre d’ordre s’annule dans
la phase se`che et acquiert une valeur finie pperc > 0 au-dela` de la transition, dans la
phase mouille´e. Dans tous les cas e´tudie´s [94], l’on constate que cette variation est
continue et que la transition s’ave`re donc du second ordre.
Le mode`le de percolation isotrope devient soluble exactement en dimension d = 1
ainsi que sur un re´seau de Bethe — donnant la limite de dimension infinie [94]. A
une dimension d’espace, l’e´mergence d’une phase active requiert l’ouverture de tous les
liens. Le syste`me reste donc toujours dans la phase se`che sauf en un point extreˆme a`
p = 1. Dans la limite de dimension infinie (sur un re´seau de Bethe) il existe, si p > 0,
au moins un lien libre parmi l’infinite´ de liens connecte´s a` un site, de sorte que le fluide
se fraye toujours un chemin sur des distances arbitrairement grandes. La phase se`che
se comprime en un point de probabilite´ nulle p = 0. En toute dimension finie d > 1,
le syste`me subit une transition de phase qui se re´ve`le du second ordre pour une valeur
critique non triviale 0 < pc < 1 [94].
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Interpre´tation dynamique
Le mode`le ge´ome´trique statique de la percolation dirige´e peut s’interpre´ter comme
un mode`le dynamique, en assignant a` la direction spatiale privile´gie´e un caracte`re
temporel. Les sites occupe´s par le fluide deviennent des particules. Une “tranche” (a` t
constant) de l’espace orthogonal a` la direction temporelle repre´sente alors la re´partition
instantane´e des particules sur le re´seau. La succession des tranches refle`te l’e´volution
de l’occupation du re´seau. Les re`gles de passage entre deux tranches, conditionne´es par
l’e´tat des liens dans le mode`le statique, s’interpre`tent comme un ensemble de re´actions
chimiques entre particules. Le passage d’un mode`le statique a` d dimensions a` un mode`le
dynamique a` (d− 1) dimensions d’espace plus une de temps est illustre´ sur la figure 1
pour d = 1. Si dans une tranche t, un site occupe´ voit ses deux liens adjacents ouverts
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Fig. 1 – Interpre´tation du mode`le ge´ome´trique statique de la percolation dirige´e comme
un processus dynamique. Les traits gras repe`rent les canaux — ouverts — emprunte´s
par le fluide entre les sites immerge´s. Les diffe´rentes configurations possibles, selon l’e´tat
des liens, de passage du fluide entre les niveaux horizontaux sont cercle´es en trait fin.
Ces transitions s’interpre`tent alors comme des re´actions entre particules, re´pertorie´es
a` droite du sche´ma.
(a), le fluide immerge les sites voisins de la tranche t + 1, ce qui se transcrit par une
re´action de production de particules A→ A+A. L’obstruction des deux liens adjacents
(b) induit au contraire la destruction spontane´e d’une particule A → ∅. Si le fluide
de deux sites accole´s de la tranche t conflue au meˆme site de la tranche t + 1 (c), la
re´action est qualifie´e de coagulation A+A→ A. Enfin, l’e´tat mixte (d) e´quivaut a` une
simple diffusion, avec conservation du nombre de particules A+ ∅→ ∅ + A.
Pour re´sumer, le mode`le statique de la percolation dirige´e se transpose en un pro-
cessus dynamique de re´action-diffusion, muni des re`gles :
A+ ∅
D←→ ∅ + A (V.1)
A
σ−→ A+ A (V.2)
A+ A
λ−→ A (V.3)
A
µ−→ ∅, (V.4)
ou` les taux de transitionD, σ, λ et µ sont originellement relie´s a` la probabilite´ p d’ouver-
ture des liens. Nous adoptons de´sormais cette interpre´tation dynamique en conside´rant
les diffe´rents taux comme inde´pendants. Remarquons que la re´action (V.4) implique la
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destruction spontane´e d’une particule, non compense´e par une cre´ation spontane´e. De
meˆme, les re´actions (V.3) et (V.2) ne s’e´quilibrent ge´ne´ralement pas (λ 6= σ), de sorte
que l’e´volution dynamique est irre´versible dans le temps.
Champ moyen
Pour de´gager les proprie´te´s essentielles du syste`me dont la dynamique est gouverne´e
par les processus (V.1) a` (V.4), on s’inte´resse, pour commencer, a` l’e´volution de la
densite´ moyenne n(t), en ne´gligeant toute de´pendance spatiale (et donc la diffusion).
On peut associer aux processus re´actifs une loi d’action de masse, en ponde´rant les
taux de re´action par le produit des concentrations des re´actants, soit :
∂t n(t) = (σ − µ)n(t)− 2λn(t)2. (V.5)
La coagulation implique la co¨ıncidence de deux particules au meˆme site et se de´roule
donc proportionnellement a` n2. Cette approximation revient a` remplacer la probabilite´
jointe moyenne de rencontrer deux particules au meˆme site 〈n2〉 par le carre´ de la
probabilite´ moyenne de pre´sence de chacune sur le site 〈n〉2, c’est-a`-dire a` ne´gliger
les corre´lations de densite´. L’e´quation (V.5) posse`de deux solutions dont la stabilite´
de´pend du signe de ∆ = (σ − µ). Si ∆ < 0, la densite´ ne cesse de de´croˆıtre jusqu’a`
rejoindre la seule solution stationnaire stable nv = 0. Si ∆ > 0, l’e´tat vide devient
instable et la densite´ sature a` la valeur stationnaire ns = ∆/(2λ) finie. La solution
explicite donnant l’e´volution temporelle de la densite´ a` partir d’une densite´ initiale n0
s’e´crit :
n(t) =
n0 nf
n0 + (nf − n0)e−∆ t , (V.6)
qui tend lorsque t→∞ vers nf = nv ou vers nf = ns (selon le signe de ∆) comme e−t/τ ,
le temps τ = ∆−1 repre´sentant le temps de relaxation. Ces deux e´tats asymptotiques
sont donc rejoints exponentiellement vite. Enfin, si ∆ = 0 (soit σ = µ), la densite´
de´croˆıt alge´briquement vers l’e´tat asymptotique vide,
n(t) =
n0
1 + 2λn0 t
. (V.7)
Ce comportement critique alge´brique signe la transition qui relie continuˆment les deux
e´tats stationnaires nv et ns. La figure 2 repre´sente l’e´volution temporelle typique, dans
ces trois re´gimes, d’un syste`me unidimensionnel a` partir d’une configuration initiale
uniforme du re´seau (haut) et d’une particule germe (bas). A gauche, toutes les parti-
cules pe´rissent exponentiellement vite, laissant un syste`me vide qui le demeure a` jamais
car celui-ci est de´nue´ de me´canisme de cre´ation spontane´e de particules (fluctuation
de densite´) susceptible de re´-ensemencer le re´seau. Cette phase est donc absorbante. A
droite, le re´seau atteint exponentiellement vite la densite´ moyenne de saturation et il
reste sie`ge d’une dynamique non triviale qui entretient des fluctuations permanentes de
densite´. Cette phase est donc active. Au milieu, la densite´ de´croˆıt tre`s lentement, des
particules survivent arbitrairement longtemps, ce qui refle`te la disparition d’e´chelle finie
dans le syste`me. Plus pre´cise´ment, a` l’approche de la transition, la densite´ passe d’un
comportement exponentiel a` un comportement alge´brique, c’est-a`-dire que le temps de
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Fig. 2 – Evolution temporelle typique d’un syste`me unidimensionnel selon le signe de
∆ ≡ p − pc, a` partir d’un re´seau uniforme´ment peuple´ (en haut) ou d’une particule
germe (en bas), d’apre`s [83]. Le syste`me se trouve, de gauche a` droite, respectivement
dans la phase absorbante, a` la transition, et dans la phase active.
relaxation typique τ commence a` diverger. En effet, d’apre`s (V.7), ∂tn(t)→ 0 lorsque
t→∞ et le syste`me se met donc a` tendre infiniment lentement vers son e´tat station-
naire a` l’approche d’un re´gime critique. Ceci constitue le phe´nome`ne de ralentissement
critique.
L’espace et le temps jouent des roˆles ge´ne´ralement diffe´rents dans les phe´nome`nes
hors de l’e´quilibre de sorte que le syste`me comporte deux longueurs de corre´lation
distinctes, une longueur spatiale ξ⊥ et une longueur temporelle ξ‖. Dans la phase ab-
sorbante et a` la transition, ces longueurs — spatiale et temporelle — refle`tent les tailles
typiques — radiale et longitudinale — des ramifications issues d’une particule germe.
Lorsque les longueurs de corre´lation divergent a` la transition, ces ramifications tissent
des faisceaux de filaments qui s’e´tirent dans le temps, re´miniscents des amas percolants
de l’interpre´tation ge´ome´trique. Elles s’interpre`tent plutoˆt comme les tailles typiques
des ıˆlots vides dans la phase active.
Caracte´risation de la transition
La classe d’universalite´ de la percolation dirige´e de´crit donc les proprie´te´s d’une
transition continue entre un e´tat stationnaire actif et donc fluctuant, et un e´tat in-
actif sans fluctuation et donc absorbant. A la transition, les grandeurs physiques se
comportent en lois de puissance, caracte´rise´es par des exposants critiques, comme lors
des phe´nome`nes critiques a` l’e´quilibre. La “distance” a` la transition est controle´e par
la valeur de ∆ ≡ p − pc. Ainsi, le parame`tre d’ordre, ici la densite´ moyenne de l’e´tat
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stationnnaire ns, s’annule a` l’approche de la transition comme :
ns ∼ (p− pc)β. (V.8)
Les longueurs de corre´lation temporelle et spatiale divergent au voisinage de la transi-
tion selon deux exposants inde´pendants :
ξ⊥ ∼ |p− pc|−ν⊥ (V.9)
ξ‖ ∼ |p− pc|−ν‖. (V.10)
L’exposant critique dynamique z = ν‖/ν⊥ caracte´rise alors la loi d’e´chelle “anormale”
entre l’espace et le temps : ξ‖ ∼ (ξ⊥)z ou plus simplement t ∼ xz. Trois exposants
critiques inde´pendants, par exemple β, ν⊥ et z, suffisent a` de´finir la classe d’universa-
lite´ de la percolation dirige´e [95]. Mentionnons que d’autres lois de puissance peuvent
e´galement eˆtre conside´re´es [96], par exemple en pre´sence d’un champ externe ou pour
de´crire des proprie´te´s de´pendantes du temps — comme par exemple la probabilite´ de
survie d’une particule a` un temps donne´ — qui ne seront pas envisage´es ici.
De´terminons a` pre´sent la valeur des trois exposants critiques β, ν⊥ et z a` l’approxi-
mation de champ moyen. La forme des solutions de l’e´quation (V.5) donne trivialement
les valeurs de champ moyen des exposants β et ν‖. D’une part, la valeur ns du parame`tre
d’ordre de´croˆıt line´airement a` l’approche de la transition : ns = ∆/(2λ) ∝ (p − pc),
d’ou` β = 1. D’autre part, d’apre`s (V.6), la densite´ n(t) se comporte a` grand temps
comme exp(−t/τ) ∼ exp(−t/ξ‖). Ainsi, au voisinage de la transition, la longueur de
corre´lation ξ‖ diverge comme τ = ∆
−1, d’ou` ν‖ = 1. La divergence du temps de relaxa-
tion (et de ξ‖) a` l’approche de la transition traduit le phe´nome`ne de ralentissement
critique.
La de´termination de l’exposant ν⊥ ne´cessite d’incorporer a` la description de champ
moyen une de´pendance spatiale. On introduit donc une densite´ “locale” n(x, t) moyen-
nant le nombre de particules contenues dans un petit volume dd x. L’e´quation (V.5)
s’e´tend alors a` n(x, t) en incluant le terme diffusif D∇2n(x, t) associe´ au processus
de diffusion (V.1), mais en ne´gligeant toujours les corre´lations spatiales de densite´.
L’e´quation de champ moyen “local” s’e´crit alors :
∂t n(x, t) = D∇2 n(x, t) + (σ − µ)n(x, t)− 2λn(x, t)2. (V.11)
Plac¸ons-nous au re´gime critique. D’apre`s les lois de puissance (V.8) a` (V.10), un chan-
gement d’e´chelle x→ Λ x s’accompagne des transformations :
t→ Λz t, ∆→ Λ−1/ν⊥ ∆ et n(x, t)→ Λ−β/ν⊥ n(Λ x,Λz t). (V.12)
Si l’on reporte ces transformations dans l’e´quation (V.11), alors son invariance par
changement d’e´chelle requiert que l’exposant critique ν⊥ prenne la valeur ν⊥ = 1/2.
Finalement, en rassemblant les re´sultats de champ moyen et de son extension “lo-
cale”, on obtient les exposants :
β = 1, ν⊥ =
1
2
, z = 2. (V.13)
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La description de champ moyen demeure le´gitime tant que les fluctuations spatiales
restent ne´gligeables, et ceci est re´alise´ tant que la dimension d’espace est grande. L’on
s’attend a` ce que les fluctuations modifient les exposants de champ moyen pour des
dimensions spatiales en-dec¸a` de la dimension critique supe´rieure dc. Comme nous le
montrerons au chapitre VI, cette dimension critique est dc = 4 pour la percolation
dirige´e de sorte que les fluctuations invalident le champ moyen en dimension spatiale
d < 4, i.e. en toute dimension physique. Or, il n’existe aucun re´sultat exact, meˆme a` une
dimension d’espace, de´terminant la valeur des exposants critiques en dessous de dc. Les
simulations nume´riques semblent, de plus, infirmer les diffe´rentes valeurs rationnelles
qui ont e´te´ conjecture´es [97]. On donne dans la table V.1 les meilleures de´terminations
de ces exposants, issues de simulations Monte Carlo et de de´veloppements en se´ries, en
dimensions d’espace d = 1, 2 et 3.
dimension Ref. β ν⊥ z
3 [98] 0.81(1) 0.581(5) 1.90(1)
2 [99] 0.584(4) 0.734(4) 1.76(3)
1 [100] 0.276486(8) 1.096854(4) 1.580745(10)
Tab. V.1 – Meilleures estimations des exposants critiques de la percolation dirige´e en
dimensions spatiales 1, 2 et 3 (issues de simulations nume´riques en d = 3 et d = 2 et
de de´veloppements en se´ries en d = 1).
En outre, au voisinage de la dimension critique supe´rieure, l’on peut recourir a`
des calculs par groupe de renormalisation perturbatif pour obtenir une estimation des
exposants critiques en d = 4−. Ce calcul a e´te´ effectue´ a` l’ordre de 2-boucles [101]. Les
expressions des exposants qui en re´sultent (a` l’ordre 2) sont reporte´es dans la table V.2,
accompagne´es des valeurs nume´riques correspondantes pour  = 1, 2 et 3. Bien suˆr, la
validite´ de ces expressions est, ce faisant, induˆment prolonge´e a` des valeurs de  ou`
elles ne font certainement plus sens. Nous les donnons simplement a` titre indicatif.
dimension β ν⊥ z
d = 4−  1− /6− 0.011282 1/2 + /16 + 0.021102 2− /12− 0.029212
3 0.82205 0.5836 1.88746
2 0.62155 0.7094 1.71649
1 0.39848 0.8774 1.4871
Tab. V.2 – Estimations des exposants critiques de la percolation dirige´e par un calcul
a` 2-boucles de groupe de renormalisation perturbatif, en dimensions spatiales 1, 2 et 3
d’apre`s [101].
La percolation dirige´e, par sa simplicite´ et l’inte´reˆt qu’elle cristallise, se pre´sente,
pour les syste`mes hors de l’e´quilibre, comme l’analogue du mode`le d’Ising a` l’e´quilibre.
Cependant, a` la diffe´rence de ce dernier, on ne dispose pas de de´terminations analy-
tiques exactes des exposants critiques meˆme en basses dimensions ou` ceux-ci ne sont
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estime´s que nume´riquement. Notre premier travail, pre´sente´ au chapitre VII, est donc
voue´ a` calculer, par le groupe de renormalisation non perturbatif, les exposants cri-
tiques de la percolation dirige´e. Le caracte`re non perturbatif de cette me´thode ne la
restreint pas, par essence, au voisinage de la dimension critique et rend donc possible
l’acce`s aux basses dimensions.
Ces dernie`res remarques concluent la caracte´risation des proprie´te´s universelles de la
percolation dirige´e qui contient tous les e´le´ments ne´cessaires pour remplir notre premier
objectif. Nous allons, dans la suite de cette section, simplement illustrer le concept
d’universalite´ par la diversite´ et le nombre des syste`mes qui appartiennent a` la classe
de la percolation dirige´e et pre´sentent donc le meˆme comportement critique. Cette
repre´sentativite´ conforte une conjecture ce´le`bre, que nous introduisons maintenant.
V.1.2 Re´alisations the´oriques
Nous explorons, dans un premier volet, les diffe´rents mode`les the´oriques qui ap-
partiennent a` la classe d’universalite´ de la percolation dirige´e. Nous suivons un fil
historique, en retrac¸ant tout d’abord l’e´mergence de la conjecture due a` Janssen et
Grassberger [91, 92] puis nous de´taillons quelques mode`les choisis parmi les nombreuses
re´alisations qui lui ont succe´de´.
A- Conjecture
Les premiers mode`les pre´sentant une transition absorbante rattache´e a` la classe
d’universalite´ de la percolation dirige´e proviennent de domaines pour le moins disjoints :
la chimie [102] et la physique des particules [103]. Au de´but des anne´es 70, Schlo¨gl
a mode´lise´ des re´actions chimiques autocatalytiques par des processus stochastiques
markoviens [102]. Le “premier mode`le de Schlo¨gl” se compose des processus :
X + A  2X et X  B, (V.14)
ou` A et B repre´sentent des espe`ces chimiques inertes et X l’espe`ce re´active. Grassberger
et al. [104, 95] ont e´tabli une e´quivalence reliant ces processus a` une the´orie des champs,
la the´orie de Regge [105, 101, 103], de´crivant — sans entrer dans le de´tail — la diffusion
de “partons” (composants e´le´mentaires des hadrons) de haute e´nergie dans le plan
transverse a` l’impulsion du hadron lors, par exemple, d’une collision. Dans le meˆme
temps, Cardy et Sugar ont prouve´ [106] que le comportement critique du mode`le de la
percolation dirige´e s’identifie e´galement a` celui de la the´orie de Regge. Finalement, il
en de´coule que le mode`le de Schlo¨gl, la the´orie de Regge et le mode`le de la percolation
dirige´e appartiennent a` la meˆme classe d’universalite´.
Dans ces analogies entre la the´orie de Regge et des processus stochastiques, la ra-
pidite´ (logarithme de l’impulsion longitudinale) des partons de la the´orie de Regge
correspond au temps des particules stochastiques et le plan transverse a` l’espace. Les
amplitudes de diffusion a` “n partons” sont alors directement connecte´es aux fonc-
tions de corre´lation de densite´ a` n points des particules stochastiques [106]. Cette
e´quivalence trahit la nature de la the´orie de Regge qui rele`ve plus d’un processus
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stochastique que d’une the´orie quantique et en explique les “bizarreries”.1 La connais-
sance fine des exposants critiques en dimension d = 4− , dans le cadre de la the´orie
de Regge [101], se transpose ainsi directement aux re´actions chimiques. La fragmenta-
tion des hadrons selon un me´canisme de physique nucle´aire de´nomme´ me´canisme de
Schwinger a e´galement, peu apre`s, e´te´ rattache´e a` la percolation dirige´e [107].
Ces e´quivalences ont e´te´ e´tendues a` travers deux re´flexions paralle`les au de´but des
anne´es 80. D’une part, Janssen [91] s’est attache´ a` e´tablir une preuve plus formelle de
l’e´quivalence entre le mode`le de Schlo¨gl et la the´orie de Regge a` partir des e´quations de
Langevin associe´es aux processus (V.14), en de´rivant une repre´sentation en terme d’une
inte´grale fonctionnelle de ces processus et en explicitant ainsi l’identite´ des deux the´ories
des champs. Ce travail l’a amene´ a` constater que l’ensemble des re´actions (V.14) forme
le mode`le le plus “e´conomique” pour de´crire une transition de phase entre un e´tat actif
et un e´tat absorbant, dans le sens ou` il inclut tous les couplages pertinents autorise´s
par les syme´tries. A cet e´gard, ce mode`le se pre´sente comme l’analogue de la the´orie
φ4 pour les syste`mes a` l’e´quilibre. Il en a conclu que la the´orie de Regge (et donc la
percolation dirige´e) constitue le prototype de toute transition continue vers un e´tat
absorbant.
D’autre part, Grassberger [92] s’est applique´ a` de´montrer que la transition continue
du “second mode`le de Schlo¨gl” [102] de´fini par les processus :
2X + A  3X et X  B, (V.15)
appartient a` la meˆme classe d’universalite´ que le premier. Ceci l’a e´galement amene´ a`
remarquer que les processus (V.14) contiennent les ingre´dients essentiels induisant une
transition vers un e´tat absorbant.
Ces travaux paralle`les ont fonde´ la ce´le`bre conjecture de la percolation dirige´e [91,
92] qui peut s’e´noncer, en la modulant par quelques nuances, sous la forme suivante :
“Une transition de phase continue entre un e´tat actif et un e´tat absorbant ca-
racte´rise´e par un parame`tre d’ordre a` une composante appartient ge´ne´riquement a` la
classe de la percolation dirige´e. Cette re`gle s’applique a` des processus de re´action-
diffusion de´finis par des transitions dynamiques locales [excluant des interactions de
longue porte´e comme les vols de Le´vy] et en l’absence de syme´tries supple´mentaires ou
de de´sordre gele´.”
Nous de´signerons dans la suite cette conjecture par “conjecture de GJ” par re´fe´rence
a` ses auteurs. Cette conjecture renforce — par sa simplicite´ — la comparaison entre
la classe d’universalite´ de la percolation dirige´e pour les syste`mes hors de l’e´quilibre
et celle du mode`le d’Ising pour les syste`mes a` l’e´quilibre. Rappelons ne´anmoins qu’elle
contraste avec cette dernie`re par l’absence de de´terminations the´oriques exactes —
proches des valeurs nume´riques — de ses exposants critiques a` basse dimension.
1Par exemple, le parame`tre d’e´volution t = (
√−1×rapidite´) s’apparente a` un temps imaginaire.
Ainsi l’e´quation du mouvement des partons ressemble plus a` une e´quation de diffusion, propre aux
processus stochastiques, qu’a` une e´quation de Schro¨dinger pour des particules quantiques [95, 106].
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B- Une grande famille
La classe d’universalite´ de la percolation dirige´e compte depuis de nombreux mem-
bres. Loin de donner une e´nume´ration exhaustive de tous les mode`les qui s’y rattachent,
nous en pre´sentons les plus repre´sentatifs, en privile´giant ceux qui se confrontent a`
l’expe´rience. Nous veillons, en particulier, a` identifier clairement ce qui constitue la
phase active, la phase absorbante et le parame`tre d’ordre.
Il convient de mentionner l’un des premiers mode`les lie´s a` la percolation dirige´e [95],
le “processus de contact”, introduit par Harris [76] pour mode´liser la progression d’une
maladie au sein d’une population en l’absence de me´canisme d’immunisation. L’extreˆme
simplicite´ des re`gles dynamiques du processus de contact (les particules ne diffusant
pas) le rend particulie`rement propice a` des simulations Monte Carlo de grande pre´cision.
De fait, il a servi de support aux de´terminations nume´riques les plus fines des exposants
critiques de la percolation dirige´e en trois dimensions d’espace [98].
Les automates cellulaires
Pour leur propension a` se preˆter e´galement a` des simulations nume´riques, les auto-
mates cellulaires [108] forment une classe importante de processus de re´action-diffusion.
Un automate est une loi, de´terministe ou stochastique, qui associe, a` tout e´tat α d’un
syste`me a` un instant t, un e´tat β au temps t + 1. L’ite´ration de cette loi aux e´tats
successifs du syste`me engendre son e´volution temporelle, discre`te et synchrone pour
tous les degre´s de liberte´ du syste`me. Dans le cas des processus de re´action-diffusion, le
syste`me est un ensemble de variables ale´atoires discre`tes Sαi , a` k valeurs, sur un re´seau
de N sites i et ses e´tats sont l’ensemble des kN configurations possibles. L’automate
cellulaire re´git alors l’e´volution de la probabilite´ d’une configuration entre les temps t
et t+ 1, a` travers une matrice de probabilite´s de transition Tαβ suivant la loi :
P β(t+ 1) =
∑
α
Tα βP
α(t). (V.16)
La matrice Tαβ contient les probabilite´s conditionnelles (inde´pendantes du temps) de
basculer dans l’e´tat β au temps t + 1 sachant que le syste`me se trouve dans l’e´tat α
au temps t, avec la proprie´te´ essentielle de n’impliquer que des transitions locales, soit
pour un re´seau du type de celui de la figure 1 :
Tα β =
∏
i
p(Sβi |Sαi−1, Sαi+1). (V.17)
L’e´tat Sβi du site i au temps t+ 1 n’est donc conditionne´ que par les e´tats S
α
i−1 et S
α
i+1
au temps t de ses plus proches voisins (i− 1) et (i + 1).
Dans le cas de variables Sαi binaires (k = 2) et en l’absence de cre´ation spontane´e
de particules, l’automate est entie`rement de´fini par deux probabilite´s inde´pendantes
p(1|1, 0) = p(1|0, 1) = p1 et p(1|1, 1) = p2 (avec p(1|0, 0) = 0). Le diagramme de
phase du syste`me en fonction des valeurs de p1 et p2 [108] est scinde´ par une ligne de
transitions continues en deux phases, l’une absorbante et l’autre active. Conforme´ment
a` la conjecture de GJ, ces transitions s’apparentent toutes (sauf aux points extreˆmes)
a` la classe d’universalite´ de la percolation dirige´e [109]. Les valeurs particulie`res des
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probabilite´s p1 = p et p2 = p(2− p) reproduisent le mode`le de la percolation de liens
de´crit pre´ce´demment [108].
Les re´actions chimiques catalytiques
Nous conside´rons a` pre´sent un mode`le conc¸u [110] pour clarifier les proprie´te´s d’une
re´action chimique tre`s e´tudie´e de par l’importance de ses applications industrielles : la
re´action catalytique he´te´roge`ne d’oxydation du monoxyde de carbone. Cette re´action
couple une phase gazeuse compose´e d’un me´lange de CO et d’O2 a` un substrat solide
de platine formant le catalyseur. La re´action de catalyse he´te´roge`ne se de´compose
en trois e´tapes (suivant le processus de Langmuir) : (1) l’adsorption des re´actants en
phase gazeuse sur les sites du re´seau cristallin du catalyseur, (2) la re´action d’oxydation
entre re´actants occupant des sites adjacents et (3) la de´sorption du produit qui rejoint
la phase gazeuse, soit :
CO → COads
O2 → 2Oads
COads +Oads → CO2. (V.18)
Les fractions molaires de CO et d’O2 dans la phase gazeuse (respectivement yCO et
1− yCO) sont variables. La valeur du parame`tre yCO controˆle ainsi le taux effectif de la
re´action d’oxydation. L’adsorption de l’oxyge`ne sur le catalyseur ne´cessite la vacance de
deux sites adjacents, alors qu’un seul suffit a` celle du monoxyde de carbone. Ziff, Gulari
et Barshad ont propose´ [110] une repre´sentation simple de cette re´action catalytique
comme un processus de re´action-diffusion sur un re´seau, imitant les trois e´tapes du
processus re´actionnel. La simulation nume´rique de ce mode`le a conduit au diagramme
de phase reproduit sur la figure 3 qui repre´sente, en fonction de la pression partielle yCO,
les fractions d’occupation du platine pour les deux re´actants et le taux de production
de CO2.
Si la fraction molaire du CO de´passe la valeur yCO = y2 — marquant une transition
du premier ordre — le CO recouvre entie`rement le substrat de sorte que les atomes de
dioxyge`ne ne peuvent plus s’y adsorber et le syste`me devient inerte. Si, au contraire,
cette fraction n’atteint pas une valeur minimale yCO = y1, c’est l’oxyge`ne qui empoi-
sonne le catalyseur et bloque la re´action. Pour y1 < yCO < y2, le syste`me entre dans une
phase re´active, le catalyseur est alors sie`ge d’adsorptions et de de´sorptions incessantes,
correspondant a` des fractions d’occupation moyenne du substrat non nulles pour les
deux re´actants.
La caracte´ristique remarquable de ce diagramme est que lorsque yCO traverse la
valeur y1, le syste`me subit une transition de phase continue entre l’e´tat empoisonne´ a`
l’O2 inerte (absorbant) et l’e´tat re´actif (fluctuant) ou` le taux de production de CO2 (le
parame`tre d’ordre) acquiert une valeur stationnaire non nulle. Les proprie´te´s critiques
de cette transition ont e´te´ relie´es, via des arguments formels base´s sur l’analyse des
e´quations de Langevin, a` la classe d’universalite´ de la percolation dirige´e [111]. Cette
conclusion a e´te´ confirme´e par une premie`re estimation nume´rique inambigue¨ des ex-
posants [112], puis une seconde beaucoup plus raffine´e [99].
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Fig. 3 – Diagramme de phase du mode`le de Ziff-Gulari-Barshad d’apre`s [110]. Le trait
plein (respectivement interrompu) indique la fraction d’occupation moyenne du Pt par
le re´actant O (respectivement CO) en fonction de la fraction molaire yCO de CO, les
pointille´s repre´sentant le taux de production de CO2. Les valeurs y1 et y2 de´limitent
l’e´tat re´actif, marquant les transitions, du second et du premier ordre, entre cet e´tat
re´actif et un e´tat inerte, empoisonne´ respectivement a` l’O2 et au CO.
Des versions simplifie´es de mode`les de re´actions catalytiques n’impliquant qu’une
seule espe`ce chimique ont e´te´ formule´es par la suite pour de´gager les ingre´dients es-
sentiels moteurs de la transition du second ordre en e´laguant le reste du diagramme
de phase (la transition du premier ordre). Ces transitions tombent aussi naturellement
dans la classe de la percolation dirige´e [113].
Croissance d’une interface dans un milieu de´sordonne´
De´taillons un dernier exemple, provenant de l’e´tude de la transition de pie`geage
d’une interface dans un milieu a` deux dimensions [114, 115]. Dans les mode`les conside´re´s,
une interface est entraˆıne´e par une force exte´rieure a` travers un milieu de´sordonne´. Si
la force ne compense pas l’effet du de´sordre (gele´), l’interface est pie´ge´e par les impu-
rete´s du milieu qui bloquent son avance´e. La morphologie de l’interface, fac¸onne´e par la
distribution des pie`ges, pre´sente typiquement une structure auto-similaire, posse´dant
des proprie´te´s statistiques en lois de puissance. En particulier, la “rugosite´” w d’une
interface de´crite par le profil h(x, t) est caracte´rise´e par un exposant critique χ de´fini
par :
w(L, t) ≡
〈[
h(x, t)− 〈h(x, t)〉
]2〉 12 ≡ Lχf(t/Lz), (V.19)
ou` L est la taille line´aire du syste`me, z l’exposant critique dynamique et 〈 〉 symbo-
lise la moyenne spatiale. Ce proble`me rele`ve ge´ne´riquement de la classe d’universalite´
de l’e´quation de Kardar-Parisi-Zhang [116, 74] et des polyme`res dirige´s [117, 118, 74]
qui pre´dit en deux dimensions χ = 2/3. Cependant deux travaux [114, 115] ont si-
multane´ment sugge´re´ qu’en dimension deux, les proprie´te´s ge´ome´triques de l’interface
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pie´ge´e se rattachaient plutoˆt a` un mode`le de percolation dirige´e. L’argument est le sui-
vant. Le milieu de´sordonne´ est mode´lise´ par un re´seau, comportant une proportion p
de cellules bloque´es re´parties ale´atoirement (selon le sche´ma de la figure 4). L’interface
se propage a` travers ce milieu selon une direction donne´e. Alors, sa progression s’arreˆte
si elle butte sur une ligne ininterrompue de sites bloque´s, transverse a` sa direction de
propagation, autrement dit s’il existe un amas percolant transverse de sites pie`ges. Un
tel amas ne peut se de´velopper que lorsque p atteint le seuil critique de transition de la
percolation dirige´e. Alors, les proprie´te´s ge´ome´triques de l’interface pie´ge´e s’identifient
a` celles d’un amas percolant critique, l’exposant de rugosite´ se de´duisant, en particulier,
des dimensions typiques de l’amas, soit χ = ν‖/ν⊥.
Fig. 4 – Sche´ma du mode`le de croissance d’une interface dans un milieu de´sordonne´
bidimensionnel d’apre`s [114] : les “O” repe`rent les cellules bloque´es, les “I” les cel-
lules libres. L’ascension de l’interface s’arreˆte lorsque que celle-ci rencontre un amas
percolant transverse.
Le mode`le des polyme`res dirige´s repose sur un proble`me statique d’optimisation
globale de chemin dans un paysage d’e´nergie ale´atoire alors que celui de la percola-
tion dirige´e est compose´ de re`gles dynamiques locales. Cependant, si, dans le mode`le
de polyme`res, la distribution d’e´nergie est bimodale de probabilite´ pe, alors les deux
proble`mes s’ave`rent relie´s [119]. Plus pre´cise´ment, lorsque pe atteint la valeur pc du
seuil critique de transition de la percolation dirige´e, la morphologie de l’interface su-
bit un glissement de sa forme prescrite par le mode`le des polyme`res dirige´s vers celle
pre´dite par le mode`le de percolation dirige´e, et l’exposant de rugosite´ passe alors de sa
valeur “polyme`res” χKPZ a` sa valeur “percolation” χDP = ν‖/ν⊥ en d = 2.
La liste pourrait encore s’allonger. Pour clore ce florile`ge, mentionnons simplement
un mode`le de feux de foreˆts avec des arbres “immunise´s” [78], qui offre une possibilite´
de ve´rification expe´rimentale. L’incendie, a` partir de foyers allume´s ale´atoirement par la
foudre, se propage de proche en proche, un arbre s’enflammant avec une probabilite´ p 6=
1 si des arbres voisins bruˆlent. De plus, des arbres sont re´ge´ne´re´s ale´atoirement. L’exis-
tence d’une immunisation le distingue des mode`les classiques de feux de foreˆts [94, 77]
et ce mode`le pre´sente un comportement critique qui se fond dans la classe d’universalite´
de la percolation dirige´e.
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Nous allons maintenant aborder le second volet qui concerne les re´alisations expe´ri-
mentales de la percolation dirige´e, relie´es, pour la plupart, a` des mode`les que nous
venons d’e´voquer.
V.1.3 Re´alisations expe´rimentales
La classe d’universalite´ de la percolation dirige´e re´serve ses myste`res. En effet,
au sein des mode`les de processus de re´action-diffusion pre´sentant une transition ab-
sorbante, cette classe d’universalite´ semble omnipre´sente, comme le refle`te la conjec-
ture de GJ. Paradoxalement, a` cette ubiquite´ the´orique fait e´cho une quasi-absence de
re´alisations expe´rimentales. Plusieurs hypothe`ses pour tenter d’expliquer cette trou-
blante lacune ont e´te´ e´mises. L’une d’elles est qu’un milieu re´el comporte toujours des
impurete´s ou des irre´gularite´s et la pre´sence de de´sordre gele´ apparaˆıt de´naturer le
comportement critique [120, 121, 122]. Une autre faille est pressentie dans le concept
meˆme d’e´tat absorbant. Dans certains contextes expe´rimentaux [123], l’“e´tat absor-
bant” n’a pas de re´alite´ physique, de sorte que les fluctuations re´siduelles de´truisent la
transition.
Nous donnons ici un bref aperc¸u des principales tentatives expe´rimentales pour
mettre en e´vidence les exposants critiques de la percolation dirige´e, a` commencer par les
plus naturelles qui se re´ve`lent paradoxalement les moins concluantes, pour achever par
la premie`re indication tangible de cette classe qui provient d’une e´tude expe´rimentale
d’intermittence spatio-temporelle.
Percolation en milieu poreux
Comme le mode`le de la percolation dirige´e s’inspire de la percolation d’un fluide
dans un milieu poreux en pre´sence d’une force externe, on en attend la` une re´alisation
naturelle. Cependant, dans un milieu poreux re´el, la probabilite´ de percolation s’ave`re
tre`s difficile a` mesurer. D’abord parce qu’une roche, de par sa formation, est souvent
anisotrope. La taille des pores apparaˆıt, en outre, tre`s inhomoge`ne et leur distribution
hautement irre´gulie`re, comme le montre par exemple une section fine extraite d’une
roche Savonnier-oolithic [124]. La mesure des probabilite´s de percolation, tente´e dans
cet e´chantillon de roche [124], produit des re´sultats entie`rement conditionne´s par la
porosite´ locale et la direction spatiale, de sorte qu’il s’ave`re impossible d’identifier un
comportement critique.
Plus fondamentalement, la validite´ de ce mode`le tre`s e´pure´ pour de´crire l’infiltra-
tion re´elle d’un fluide est improbable, car il ne´glige comple`tement l’effet des forces
capillaires qui brouillent largement l’unidirectionnalite´ de la propagation, ainsi que les
phe´nome`nes hydrodynamiques (tels que la viscosite´) qui influent de fac¸on complexe sur
le comportement du fluide.
Feux de foreˆt
De meˆme, la mesure du comportement critique de feux de foreˆts dans des expe´riences
re´elles est entaˆche´e d’une grande incertitude de par la difficulte´ du protocole. Penchons-
nous par exemple sur une expe´rience, effectue´e en laboratoire, de propagation d’incen-
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dies en pre´sence de vent [125]. Dans cette e´tude, le feu, initie´ sur une ligne, se propage
a` travers diffe´rents substrats — de surface de 0.5m2 a` 1.6m2 — constitue´s de blocs
combustibles ou inifuge´s, distribue´s avec une probabilite´ p. Le feu est attise´ par un
vent artificiel de vitesse variable (de 0 a` 5 m/s). L’incendie est re´pe´te´ typiquement
une cinquantaine de fois pour chaque vitesse de vent. L’expe´rience met en e´vidence
une transition de phase entre l’e´tat absorbant ou` l’incendie s’e´teint irre´versiblement
et l’e´tat actif ou` il ravage tout le substrat. Ne´anmoins, la valeur du seuil critique pc
varie de 25% a` 45% selon les conditions expe´rimentales (vitesse du vent, type de com-
bustibles. . .) et aucun exposant critique n’a pu eˆtre mesure´, ce qui ne permet pas de
conclure quant a` l’appartenance de cette transition a` la classe de la percolation dirige´e.
Croissance d’une interface en milieu de´sordonne´
Une expe´rience de propagation d’un fluide dans un milieu de´sordonne´ [114] a ap-
porte´ une illustration remarquable du glissement subtil du comportement critique de
l’interface de la classe des polyme`res dirige´s vers celle de la percolation dirige´e. Le
dispositif expe´rimental est sche´matise´ sur la figure 5 (a), qui repre´sente un fluide (une
suspension d’encre ou de cafe´) s’impre´gnant par capillarite´ dans un milieu poreux (une
feuille de papier). La valeur de l’exposant de rugosite´ est mesure´e durant l’ascension
Fig. 5 – Expe´rience d’impre´gnation d’une feuille de papier par un fluide colore´ (sus-
pension d’encre) d’apre`s [114]. (a) Dispositif expe´rimental. (b) Allure typique d’une in-
terface enregistre´e au terme de son ascension. (c) Allure typique d’une interface pie´ge´e,
ge´ne´re´e par le mode`le de la figure 4 avec p ' pc = 0.47. Ce mode`le semble reproduire,
de fac¸on pertinente, les proprie´te´s statistiques de l’interface finale observe´e.
dynamique, au cours de laquelle il prend la valeur χd = 0.68 ± 0.04 ∼ χKPZ . L’as-
cension de l’interface s’arreˆte lorsque l’effet du de´sordre et de la gravite´ compensent
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les forces capillaires. L’exposant de rugosite´ caracte´risant l’interface pie´ge´e s’abaisse
alors a` χs = 0.63 ± 0.04 ∼ χDP . Cet accord quantitatif fin entre la rugosite´ mesure´e
et la pre´diction the´orique [114, 115] pre´sente´e pre´ce´demment soutient la pertinence
du mode`le de la percolation dirige´e pour de´crire l’interface pie´ge´e. Cette expe´rience
constituerait ainsi une premie`re re´alisation de la percolation dirige´e. Cependant, ce
succe`s est nuance´ par la vaste majorite´ des expe´riences de croissance similaires en deux
dimensions, dont les mesures d’exposant de rugosite´ paˆtissent d’une grande dispersion
et dont la pre´cision expe´rimentale ne suffit en ge´ne´ral pas pour re´soudre l’e´cart fin
se´parant χDP et χKPZ et discerner les deux classes d’universalite´, ce qui fragilise ainsi
la conclusion pre´ce´dente.
Oxydation catalytique du monoxyde de carbone
Une dernie`re re´alisation naturelle des processus de re´action-diffusion a trait aux
re´actions chimiques. Le diagramme de phase expe´rimental [123] de la re´action de cata-
lyse he´te´roge`ne d’oxydation du CO par l’O2 est reproduit sur la figure 6. La transition
Fig. 6 – Diagramme expe´rimental de la re´action catalytique d’oxydation du CO
d’apre`s [123], a` confronter au diagramme the´orique de la figure 3. La transition du
second ordre entre un e´tat empoisonne´ a` l’O2 et l’e´tat re´actif (correspondant au point
y1 de la figure 3) est remplace´e par une de´croissance line´aire de la fraction d’occupation
du Pt par l’O2, note´e θO. Il ne subsiste expe´rimentalement que la transition du premier
ordre, indique´e par la fle`che.
du second ordre, correspondant au point y1 du diagramme the´orique de la figure 3, est
comple`tement efface´e, pour laisser place a` une de´croissance quasi-line´aire de la frac-
tion d’occupation de l’oxyge`ne. L’empoisonnement a` l’oxyge`ne n’est donc pas observe´
expe´rimentalement. En fait, comme souligne´ par Ziff, Gulari et Barshad [110], l’adsorp-
tion d’O2 requiert deux sites adjacents vides. L’empoisonnement a` l’O2 apparaˆıt donc
comme un processus extreˆmement lent, les lacunes uniques formant autant de foyers de
re´activite´ re´siduelle. En outre, l’e´tat empoisonne´ est e´rode´ par la de´sorption thermique
de l’oxyge`ne et ces fluctuations re´ge´ne`rent l’e´tat re´actif (apre`s un temps d’induction)
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si la phase gazeuse est suffisamment riche en CO. La de´sorption thermique agit ainsi
comme une force externe qui maintient le syste`me loin de la transition et fragilise le
concept d’e´tat absorbant. Finalement, une nouvelle fois, le mode`le ne´glige la pre´sence
du de´sordre cre´e´ par les impurete´s dans le substrat et l’existence de terrasses dans le
re´seau cristallin. On peut e´galement invoquer les me´canismes re´actionnels qui appa-
raissent en re´alite´ beaucoup plus complexes, des configurations spe´cifiques de re´actants,
par exemple, s’ave´rant favorise´es [126].
Avalanches dans les granulaires
Des phe´nome`nes d’avalanche dans un milieu granulaire, e´tudie´s expe´rimentalement
par Daerr et Douady [127], apparaissent comme un candidat potentiel de re´alisation
expe´rimentale de la percolation dirige´e. Dans l’expe´rience [127], une source ponctuelle
de´verse continuˆment un granulaire (des billes de verre) au sommet d’un plan incline´
rugueux. Au fur et a` mesure de l’apport de matie`re, les grains de´verse´s s’agencent
en couches superpose´es. La stabilite´ de ces couches de´pend de l’angle φ d’inclinai-
son du plan. Tant que l’angle reste faible, les grains se re´arrangent localement et le
syste`me demeure stable, statique. Lorsque l’angle atteint une valeur critique φc, une
perturbation localise´e (l’apport d’un grain au sommet) de´stabilise toutes les couches
qui s’e´croulent brutalement en avalanche. A forte inclinaison, l’ajout de matie`re induit
un e´coulement dynamique permanent et donc fluctuant. Hinrichsen et al. ont propose´
un mode`le pour ce phe´nome`ne [128], qui sugge`re que le passage de l’e´tat statique a`
l’e´tat dynamique s’apparente a` une transition absorbante de la classe de la percola-
tion dirige´e. Cependant, ce mode`le pre´dit que cette transition n’apparaˆıt qu’apre`s un
long re´gime transitoire, pendant lequel le syste`me est de´crit par la classe d’universalite´
de la percolation dirige´e compacte [129]. De´passer ce re´gime transitoire ne´cessiterait
de proce´der a` des expe´riences d’avalanche analogues mais sur des e´chelles de temps
beaucoup plus longues et donc sur des tailles beaucoup plus grandes. Cette piste n’a,
jusqu’a` pre´sent, pas e´te´ explore´e.
Intermittence spatio-temporelle dans un fluide magne´tique
Finalement, la seule re´alisation expe´rimentale semblant se rattacher, a` ce jour, a`
la classe d’universalite´ de la percolation dirige´e provient de l’e´tude de l’intermittence
spatio-temporelle dans un ferro-fluide sous champ magne´tique oscillant [130]. Cette
expe´rience est inspire´e de travaux the´oriques sur la turbulence [131, 132] qui sugge´rent
que le front entre des e´coulements laminaires et turbulents, ou` le chaos apparaˆıt via un
phe´nome`ne d’intermittence spatio-temporelle, s’apparente a` la transition de la perco-
lation dirige´e. Le dispositif expe´rimental est sche´matise´ sur la figure 7. Un ferro-fluide
(suspension de magne´tite dans un fluide porteur d’isoparafine) est verse´ en surface d’un
aimant a` bords saillants. Il est pie´ge´ sur les bords dans une ge´ome´trie annulaire par
un champ magne´tique que le relief intensifie localement. Une autre bobine, parcourue
par un courant alternatif, cre´e un champ d’excitation, dont le gradient est controˆle´ par
l’intensite´ du courant. Un ferro-fluide soumis a` un champ magne´tique inhomoge`ne se
he´risse de pics (instabilite´ de Rosensweig) formant des motifs dont la pe´riodicite´ est
proportionnelle au gradient de champ magne´tique. Un fort gradient supprime les pics
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Fig. 7 – Dispositif expe´rimental de l’expe´rience d’intermittence spatio-temporelle
d’apre`s [130]. La photo centrale montre l’anneau de pics bordant la surface de l’ai-
mant cylindrique.
de grande amplitude en faveur d’une densite´ plus grande de petits pics. L’expe´rience
enregistre l’e´volution spatiale et temporelle de la distribution des pics sur l’anneau en
fonction de l’intensite´ du courant, pre´sente´e sur la figure 8. Sur ces images, le de´grade´
est proportionnel a` l’amplitude des pics. Une ligne horizontale repre´sente l’e´tat instan-
tane´ de l’anneau de´roule´ et l’axe vertical retrace la succession dans le temps des e´tats
de l’anneau, a` des intervalles synchronise´s sur la fre´quence du champ de sorte a` effacer
le battement des pics.
Lorsque l’intensite´ est faible, de larges pics s’e´rigent re´gulie`rement le long de l’an-
neau et leur amplitude bat de fac¸on cohe´rente, synchronise´e par la fre´quence du champ
(figure 8 (a)). Cet e´tat laminaire est “non fluctuant” dans le sens ou` aucun de´sordre
ne s’y immisce et ne trouble la synchronisation des pics. Lorsque le courant atteint
un seuil critique, la densite´ croissante des pics devient une source de compe´tition qui
induit des fluctuations dans la position et le battement des pics, de sorte que des
re´gions arbitrairement grandes se de´synchronisent. Ceci constitue le phe´nome`ne d’in-
termittence spatio-temporelle (figure 8 (b)). Si le courant continue de croˆıtre, il ge´ne`re
un e´tat chaotique ou` des pics e´mergent de manie`re de´sordonne´e dans l’espace et dans
le temps, ce qui correspond a` une phase active et donc fluctuante (figure 8 (c)). Un
parame`tre d’ordre mesurable pour quantifier les diffe´rents re´gimes est la fraction chao-
tique moyenne, qui repre´sente la moyenne dans le temps du taux de pics de´sordonne´s
le long de l’anneau. Ce parame`tre d’ordre s’annule bien dans le re´gime laminaire. La
technique expe´rimentale mise en œuvre a permis des mesures pre´cises des diffe´rents
exposants a` la transition. Ceux-ci, rassemble´s dans la table V.3, montrent un accord
remarquable avec les exposants de la percolation dirige´e issus des de´veloppements en
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Fig. 8 – Enregistrement de l’amplitude des pics le long de l’anneau de´roule´ repre´sente´
horizontalement, l’axe vertical en retrac¸ant l’historique, d’apre`s [130]. (a) e´tat laminaire
(absorbant), (b) transition avec des zoˆnes de de´synchronisation partielle et (c) e´tat
chaotique (actif).
se´ries [100], sauf pour ν‖
2. Cette expe´rience offre une belle illustration du concept de
β ν⊥ ν‖ µ⊥
Expe´rience [130] 0.3± 0.05 1.2±0.1 0.7± 0.05 1.7±0.05
Se´ries [100] 0.276486(8) 1.096854(4) 1.733847(6) 1.748
Tab. V.3 – Mesures expe´rimentales des exposants critiques de la percolation dirige´e en
1+1 dimensions dans l’expe´rience d’intermittence spatio-temporelle [130], compare´es
aux estimations provenant des de´veloppements en se´ries [100].
l’universalite´ en rattachant a` la classe de la percolation dirige´e un phe´nome`ne, a priori
tre`s diffe´rent des transitions absorbantes originant des re´actions chimiques entre par-
ticules, comme le de´veloppement d’intermittence spatio-temporelle dans un ferro-fluide.
2L’e´cart de ν‖ a` la valeur the´orique (voir table V.3) est probablement a` attribuer a` l’absence
expe´rimentale d’un re´el e´tat absorbant. Comme le sugge`re Rupp et al. [130], un mode`le plus re´aliste
devrait comporter un me´canisme stochastique de nucle´ation de zoˆnes chaotiques dans des domaines la-
minaires afin de rendre compte du bruit expe´rimental. Un tel processus de cre´ation spontane´e pourrait
par exemple se traduire par l’inclusion d’un champ externe dans le mode`le de la percolation dirige´e,
suffisamment faible pour ne pas alte´rer le comportement universel [83].
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V.1.4 Bilan
Nous achevons la` cette illustration de la classe d’universalite´ de la percolation di-
rige´e. En s’affranchissant des de´tails microscopiques et de la complexite´ d’un syste`me
re´el, quelques e´le´ments essentiels suffisent a` reproduire un comportement critique.
Ainsi, la “puissance” d’un mode`le tient a` sa simplicite´ pour de´crire une physique com-
plexe. A cet e´gard, les seuls ingre´dients fondant la classe de la percolation dirige´e, com-
muns a` toutes ses re´alisations, re´sident simplement dans l’existence d’une transition de
phase continue entre un e´tat actif et un e´tat absorbant, caracte´rise´e par un parame`tre
d’ordre a` une composante. De nombreux mode`les sie`ges d’une transition absorbante
re´alisent naturellement la synthe`se de ces composantes et se rattachent, conforme´ment
a` la conjecture de GJ, a` la classe de la percolation dirige´e. Cependant, les syste`mes re´els
semblent se soustraire presque syste´matiquement a` cette re`gle. L’e´chec apparent de la
classe de la percolation dirige´e pour rendre compte des transitions absorbantes re´elles
ouvre une bre`che. Au-dela` des ne´cessaires effets ne´glige´s propres a` chaque situation,
cela semble sugge´rer que la percolation dirige´e exclut une composante cle´ de la plupart
des syste`mes re´els (le de´sordre ?) et la de´celer repre´sente un enjeu the´orique important.
Nous ne creuserons pas plus avant cette piste et allons, pour clore ce chapitre, nous
engager sur un sujet de prime abord relativement inde´pendant de ce qui pre´ce`de mais
dont le lien avec la percolation dirige´e s’e´claircira par la suite. Ce sont les mode`les
de marches ale´atoires avec branchement et annihilation. Ces mode`les constituent une
classe importante de processus de re´action-diffusion et pre´sentent une physique riche.
V.2 Les marches ale´atoires avec branchement et
annihilation
Nous donnons dans cette deuxie`me section une pre´sentation partielle des mode`les
de marches ale´atoires avec branchement et annihilation et de leurs caracte´ristiques.
Celle-ci est volontairement oriente´e vers le second objectif que nous nous proposons
de suivre au cours du chapitre VII, qui consiste en la de´termination du diagramme de
phase des marches “impaires” (de´finies plus bas). Le but ultime de cette section est
donc de mettre en relief la proble´matique sous-jacente a` notre analyse.
V.2.1 De´finition
Les mode`les de marches ale´atoires avec branchement et annihilation, initialement
introduits par Bramson et Gray [133], de´crivent des processus de re´action-diffusion de
la forme ge´ne´rique :
A∅
D←→ ∅A : diffusion (V.20)
A
σm−→ (m + 1)A : cre´ation de m descendants (V.21)
kA
λk−→ ∅ : annihilation a` k corps, (V.22)
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dont est exclue la mort spontane´e A→ ∅, soit k > 1. La classe des marches ale´atoires
avec branchement et annihilation “paires” regroupe celles pour lesquelles le nombre m
de descendants produits par (V.21) et le nombre k de particules de´truites par (V.22)
sont pairs. Cette classe a suscite´ un grand inte´reˆt [134, 135, 136, 137, 138, 139, 140]
comme le premier exemple de transition absorbante n’appartenant pas a` la classe d’uni-
versalite´ de la percolation dirige´e. L’e´le´ment la de´rogeant a` la re`gle de GJ re´side dans
l’existence d’une syme´trie supple´mentaire, la conservation du nombre de particules
modulo 2. Elle a ainsi marque´ l’e´mergence d’une nouvelle classe d’universalite´, bap-
tise´e “PC” (parite´ conserve´e). Nous ne de´taillerons pas ces processus (et renvoyons
a` [141] pour une revue) et nous inte´resserons exclusivement dans la suite a` la classe
des marches ale´atoires avec branchement et annihilation “impaires”, dont nous allons
maintenant explorer le diagramme de phase.
V.2.2 Diagramme de phase en champ moyen
Dans une approche de champ moyen analogue a` celle de la section V.1.1 — qui
consiste a` ne´gliger la diffusion — l’e´volution temporelle de la densite´ moyenne de
particules soumises aux processus (V.21) et (V.22) est re´gie par la loi d’action de
masse :
∂tn(t) = mσm n(t)− k λk n(t)k. (V.23)
Cette e´quation, pour k > 1, posse`de deux solutions stationnaires :
nv = 0 et ns =
(
mσm
k λk
)1/(k−1)
. (V.24)
La solution nulle s’ave`re instable, de sorte que le syste`me rejoint toujours l’e´tat actif
tant que mσm > 0, et ce exponentiellement vite dans le temps. Il existe une transition
au point critique σm = 0, c’est-a`-dire en l’absence de branchement, autrement dit de
me´canisme de cre´ation de particules.
En effet, si mσm = 0, le mode`le de´ge´ne`re en un mode`le d’annihilation pure, par
ailleurs bien controˆle´ the´oriquement [88, 142, 143]. Pour l’annihilation pure, le champ
moyen pre´dit (pour k ≥ 2) une de´croissance alge´brique de la densite´ en n(t) ∼ t−1/(k−1).
Cependant des analyses par groupe de renormalisation perturbatif [142, 143] ont montre´
(en restaurant bien suˆr la diffusion et les fluctuations) qu’en dec¸a` d’une dimension cri-
tique dc(k) = 2/(k− 1), les fluctuations deviennent pre´dominantes et ont pour effet de
ralentir la de´croissance. En fait, un premier re´gime transitoire de destruction rapide
des particules en contact tend a` isoler spatialement les particules rescape´es, cre´ant ainsi
des anti-corre´lations dans le syste`me. Ces anti-corre´lations freinent, a` grand temps, la
disparition des particules. En particulier, dans le cas de l’annihilation de paires k = 2,
pour lequel la dimension critique est dc = 2, la densite´ de´croˆıt alors en t
−d/2 pour d < dc
(au lieu de t−1 en champ moyen). Il se de´gage e´galement de ces e´tudes que les processus
de coagulation 2A→ A et d’annihilation de paires 2A→ ∅ s’ave`rent e´quivalents, dans
le sens ou` ils induisent le meˆme comportement critique. Une transformation exacte
reliant ces deux mode`les en toute dimension a par ailleurs e´te´ e´tablie [144]. Les deux
processus seront donc de´sormais confondus.
91
92 CHAPITRE V. PROCESSUS DE RE´ACTION-DIFFUSION ET PERCOLATION DIRIGE´E
Dans toute la suite, nous nous spe´cialisons au cas k = 2 d’une destruction par
paire (2A→ ∅ a` un taux note´ λ). L’annihilation de paires correspond au processus de
destruction mutuelle rencontre´ dans l’essentiel des mode`les que nous avons parcourus
dans la section V.1. Ne´anmoins, les marches ale´atoires avec branchement et annihilation
se distinguent fondamentalement de ceux-ci en ce que la destruction mutuelle n’est plus
supple´mente´e d’un processus de mort spontane´e (A→ ∅). Cette absence entraˆıne des
modifications radicales, comme la disparition de la transition de phase absorbante dans
l’approximation de champ moyen e´voque´e pre´ce´demment.
V.2.3 Diagramme de phase par simulations nume´riques
Cependant, les premie`res simulations nume´riques [135, 145] en (1+1) et (2+1)
dimensions ont de´voile´, pour les marches impaires, l’existence d’un e´tat absorbant
pour une valeur strictement positive σm > 0 du taux de branchement, invalidant le
champ moyen — qui ne pre´dit qu’une phase active3. Dans ces simulations, les marches
ale´atoires avec branchement et annihilation impaires sont de´finies sur le re´seau par les
re`gles suivantes :
(1) Une particule tire´e au hasard diffuse, avec une probabilite´ p, sur un des sites
voisins choisi ale´atoirement. Si ce site est occupe´, les deux particules s’annihilent ins-
tantane´ment.
(2) Une particule tire´e au hasard engendre, avec une probabilite´ (1− p), m descen-
dants re´partis ale´atoirement sur les sites voisins. Si un de ces sites est occupe´, les deux
particules s’annihilent instantane´ment.
Dans cette simulation, le temps est discret et les taux de re´action sont controˆle´s par
un parame`tre libre p unique, les probabilite´s p, (1− p) et 1 substituant respectivement
les trois taux inde´pendants D, σm et λ. Notons que, dans ces conditions relativement
restrictives, aucune transition n’est mise en e´vidence en (3+1) dimensions [135].
Ces simulations sugge`rent donc que les fluctuations alte`rent de fac¸on qualitative
le diagramme de phase issu du champ moyen. Comme pour l’annihilation pure, ces
processus e´tant limite´s par la diffusion, on s’attend effectivement a` un roˆle pre´ponde´rant
des fluctuations a` basse dimension.
V.2.4 Diagramme de phase par groupe de renormalisation
perturbatif
L’enjeu est donc d’e´laborer une description the´orique qui rend compte du roˆle des
fluctuations. Le groupe de renormalisation apparaˆıt comme un bon candidat. Fort du
formalisme de transcription de processus stochastiques en une inte´grale fonctionnelle
(expose´ au chapitre VI), Cardy et Ta¨uber [139, 140] ont de´rive´ une the´orie des champs
pour les marches ale´atoires avec branchement et annihilation, dont ils ont entrepris une
analyse comple`te par groupe de renormalisation perturbatif. Il s’en de´gage d’emble´e
deux e´le´ments cle´s. L’analyse des graphes de Feynman montre d’abord que pour une
3Ce re´sultat e´mane du champ moyen “de sites” de´veloppe´ ici ou` les degre´s de liberte´ sont les
particules. Il pourrait certainement eˆtre raffine´ en conside´rant un champ moyen pour les paires ou les
triplets [146, 147].
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valeur de m donne´e, tous les processus de branchement (V.21) avec mR = m− 2, m−
4 . . . 1,−1 sont ge´ne´re´s par renormalisation, et les ope´rateurs d’indices mR les plus
petits correspondent aux plus pertinents. Il suffit donc, pour comprendre l’incidence
des fluctuations sur l’existence d’une transition, de conside´rer le cas m = 1 (A→ 2A a`
un taux note´ σ), ge´ne´rique de tous les processus de branchement a` nombre impair de
descendants.
Le processus de mort spontane´e (mR = −1) est e´galement ge´ne´re´ par renormalisa-
tion par combinaison des deux re´actions A→ 2A et 2A→ 0, avec un taux µR de´pendant
de taux initiaux “nus” λ et σ. Ainsi, le terme correspondant entre dans l’action effec-
tive, autrement dit la the´orie des champs des marches ale´atoires avec branchement et
annihilation impaires se rame`ne a` celle des processus (V.1) a` (V.4) de la percolation
dirige´e avec un taux µ ≡ µR(λ, σ). Les fluctuations peuvent, par conse´quent, induire
une transition absorbante, si elles confe`rent au taux µR une valeur suffisamment grande
pour compenser la production de particules, c’est-a`-dire pour rendre ∆R = σR − µR
ne´gatif. Cette transition, si elle existe, appartient alors naturellement a` la percolation
dirige´e, ve´rifiant, une fois de plus, la conjecture de GJ. Il s’agit donc, pour de´cider de
l’existence de cette transition, de calculer la valeur renormalise´e de la “masse” ∆R.
Cardy et Ta¨uber ont donc entrepris un calcul perturbatif de la masse renormalise´e
∆R, en adoptant la strate´gie suivante. Si σ = 0, le mode`le co¨ıncide avec celui de
l’annihilation pure pour laquelle la dimension critique supe´rieure est dc = 2. Ainsi,
au-dela` de deux dimensions l’effet des fluctuations reste mode´re´ — pour l’annihilation
pure — et le champ moyen est valide. Le proble`me est donc de de´terminer si une
petite perturbation σ a` l’annihilation pure de´truit irre´me´diablement l’e´tat absorbant
comme le sugge`re le champ moyen. Par analogie avec celle-ci, on peut songer que, pour
les marches ale´atoires avec branchement et annihilation, les fluctuations s’atte´nuent
e´galement au-dela` de d = 2. Pour cette raison, Cardy et Ta¨uber se sont place´s au
voisinage de la dimension deux, en posant d = 2 − . Ils ont e´value´ ∆R par deux
me´thodes. La premie`re consiste a` ne retenir, a` tous les ordres en λ, que les graphes les
plus divergents dans la limite → 0. Ces contributions forment une se´rie ge´ome´trique,
de sorte que tous ces graphes se resomment simplement. La seconde me´thode repose
sur le calcul de tous les graphes intervenant a` l’ordre de 1-boucle. Les deux approches
concordent et donnent les re´sultats suivants. Si d < 2, les fluctuations parviennent a`
induire une transition de phase pour un taux de branchement non nul :
σc = D
(
λ
2Dpi
)2/
. (V.25)
A la limite  = 0 (d = 2), le taux d’annihilation λ devient marginal. Il en re´sulte
l’existence d’une transition, qui apparaˆıt exponentiellement supprime´e :
σc ∼ De−4piD/λ. (V.26)
L’expression perturbative de la masse renormalise´e ∆R n’est plus valide au-dela` de la
dimension d = 2, a` partir de laquelle la the´orie de perturbation s’effondre et ne permet
donc pas de conclure. Cependant, comme la ligne de transition dans le plan (λ/D, σ/D)
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s’ave`re de´ja` infiniment plate en d = 2 d’apre`s (V.26) et que l’annihilation λ devient non
pertinente au-dela` de d = 2, Cardy et Ta¨uber infe`rent que les fluctuations ne suffisent
plus a` ge´ne´rer une destruction efficace des particules et que par conse´quent le syste`me
demeure actif pour tout σ > 0 en d > 2. Selon cette analyse, le champ moyen devient
donc valide au-dela` de d = 2 .
Ces re´sultats perturbatifs sont synthe´tise´s sur le sche´ma de la figure 9. La par-
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Fig. 9 – Allure du diagramme de phase des marches ale´atoires avec branchement et
annihilation impaires en fonction de la dimension spatiale d, selon l’analyse perturba-
tive [139, 140]. CM signifie champ moyen, ce diagramme est explique´ dans le texte.
tie gauche du sche´ma repre´sente le diagramme de phase dans le plan (λ/D, σ/D) en
fonction de la dimension. La dimension deux marque la dimension critique supe´rieure
au-dela` de laquelle l’e´tat absorbant disparaˆıt, selon l’analyse perturbative, de sorte
que la ligne de transition se confond avec l’axe (σ = 0) de l’annihilation pure. Les
ellipses autour de l’origine symbolisent le domaine de validite´ de la the´orie de per-
turbation de´finie dans la limite σ/D, λ/D → 0. De meˆme, le pointille´ horizontal en
d = 2 se´parant les deux re´gimes mate´rialise la dimension autour de laquelle la the´orie
perturbative est valide, i.e. dans la limite → 0. La partie droite du sche´ma repe`re les
dimensions pour lesquelles le champ moyen (CM) s’applique. Il convient de distinguer
deux proprie´te´s : l’existence de la transition (colonne “transition ?” du sche´ma) et la
valeur des exposants critiques (colonne “exposants”). D’une part, l’existence de la tran-
sition traduit une proprie´te´ non universelle du syste`me puisque de´pendante des valeurs
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des taux de re´actions microscopiques. L’analyse perturbative lui affecte une dimension
“critique” d N.Uc = 2 (pour µΛ = 0), ce qui signifie qu’il existe une transition non triviale
pour d < d N.Uc (zone “6= CM”) et qu’au-dela` le champ moyen est recouvre´ (zone “=
CM”), i.e. le syste`me est toujours actif. D’autre part, en d < d N.Uc , la transition est ca-
racte´rise´e par les exposants (universels) de la percolation dirige´e qui a pour dimension
critique d Uc = 4, i.e. les exposants de champ moyen (“= CM”) ne sont valides que pour
d > d Uc . Autrement dit, s’il n’existe de transition non triviale (a` σ 6= 0) qu’en-dec¸a`
de d = 2, comme pre´dit par le groupe de renormalisation perturbatif, les exposants
correspondants sont toujours les valeurs modifie´es par les fluctuations (“6= CM”) et
donne´es par les valeurs du tableau V.1.
Les diagrammes de phase de la figure 9 sont issus d’un calcul perturbatif base´ sur
l’analyse des comportements des taux renormalise´s au voisinage de l’origine et proche
de la dimension deux. Cette approche ne peut, par essence, eˆtre prolonge´e a` des taux
arbitraires ou en dimension plus grande et ne permet donc pas d’explorer globalement
le diagramme de phase. Ne´anmoins, elle semble eˆtre en accord avec la seule simula-
tion nume´rique disponible en dimension d = 3 [135] (e´voque´e au paragraphe V.2.3),
qui n’y de´ce`le pas de transition. D’autre part, l’expe´rience acquise a` l’e´quilibre ther-
mique semble sugge´rer que le champ moyen ou le “1-boucle” suffisent en ge´ne´ral a`
capturer qualitativement les traits d’un diagramme de phase, meˆme si les valeurs cor-
respondantes ne s’ave`rent pas (ne´cessairement) quantitativement correctes. Ainsi la
situation a` l’e´quilibre a forge´ l’ide´e, commune´ment admise, que les fluctuations mo-
difient seulement quantitativement la vision issue du calcul a` 1-boucle. Ces e´le´ments
concordent pour soutenir la pre´diction perturbative d’une dimension critique d N.Uc = 2
pour l’existence de la transition de phase. Cependant, nous allons montrer, dans le cha-
pitre VII, qu’il existe en fait une transition de phase pour les marches ale´atoires avec
branchement et annihilation impaires en dimension trois, et meˆme en toute dimension
finie, ce qui s’oppose qualitativement au diagramme de phase pre´ce´dent et infirme, plus
ge´ne´ralement, l’ide´e commune, inspire´e de l’e´quilibre, du roˆle seulement quantitatif des
fluctuations. Ceci sera de´veloppe´ au chapitre VII.
Conclusion
Ce chapitre avait pour vocation essentielle de donner une illustration de la notion de
transition de phase absorbante, sous toutes les formes dont l’universalite´ peut la reveˆtir
et de de´gager le contexte dans lequel s’inscrivent les analyses que nous aborderons au
chapitre VII. Nous avons ainsi rencontre´ la conjecture de GJ, rattachant ge´ne´riquement
les mode`les, sie`ges d’une transition absorbante continue, a` la classe de la percolation
dirige´e et son “paradoxe” : a` cette omnipre´sence the´orique fait e´cho une quasi-absence
de re´alisations expe´rimentales. Le de´fi lance´ par cette inade´quation ne sera pas examine´
plus avant, et recevra sans doute de futures attentions. Nous avons finalement donne´,
en vue de l’expose´ de nos travaux, une introduction condense´e des marches ale´atoires
avec branchement et annihilation. Nous allons provisoirement nous de´tourner de ces
sujets, le temps du chapitre VI voue´ a` les doter d’une the´orie des champs, pour nous y
replonger durablement au chapitre VII.
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Chapitre VI
The´orie des champs pour les
processus de re´action-diffusion
Ce chapitre est consacre´ a` la de´rivation d’une the´orie des champs pour les processus
de re´action-diffusion introduits au cours du chapitre pre´ce´dent, afin d’en permettre
l’analyse par des me´thodes du groupe de renormalisation non perturbatif. Nous nous
proposons ainsi de pre´senter, dans les deux premie`res sections, les deux formalismes
principaux permettant de transcrire des processus de re´action-diffusion en une the´orie
des champs. Dans le premier, la construction de la “fonctionnelle de re´ponse” [84, 85]
repose sur les e´quations de Langevin associe´es a` ces processus. Le second prend ses
racines dans l’e´quation maˆıtresse [87, 88] et exploite une analogie avec un syste`me
d’oscillateurs harmoniques quantiques pour en formuler une solution en terme d’une
inte´grale de chemin. Ces deux approches inde´pendantes sont compare´es dans la dernie`re
section. Ce chapitre a pour ambition de comprendre les fondements et le sens de la
the´orie des champs de´coulant de ces formalismes, afin d’en mieux maˆıtriser l’e´tude qui
constitue l’objet du dernier chapitre.
VI.1 Formalisme de fonction de re´ponse
Nous pre´sentons, dans cette section, la de´rivation de la “fonctionnelle de re´ponse”
due a` Janssen et de Dominicis [84, 85]. Ce formalisme se fonde sur les e´quations de
la dynamique issue de l’approche de Langevin. Nous commenc¸ons donc par exposer le
principe de cette approche.
VI.1.1 Equation de Langevin
Au cours du chapitre V, nous avons e´tabli une e´quation de champ moyen (V.5) pour
de´terminer l’e´volution temporelle de la valeur moyenne de la densite´ n(t) des particules
soumises aux processus (V.1) a` (V.4) de la percolation dirige´e. Cette description ne´glige
toute structure spatiale et donc l’influence des fluctuations (spatiales) de densite´, qui
s’ave`rent alte´rer profonde´ment les comportements critiques de ces syste`mes “limite´s par
la diffusion” a` basse dimension. Nous avons ensuite affine´ l’approche de champ moyen en
y incorporant une de´pendance spatiale via l’introduction d’une densite´ “locale” n(x, t)
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repre´sentant la moyenne du nombre de particules sur un volume dd x. Dans le meˆme
esprit que la loi d’action de masse, nous avons alors formule´ une e´quation de champ
moyen “local” re´gissant l’e´volution temporelle de n(x, t). Cette e´quation, incluant le
terme diffusif correspondant au processus (V.1), s’e´crit :
∂t n(x, t) = D∇2n(x, t) + (σ − µ)n(x, t)− 2λn(x, t)2. (VI.1)
Cependant, cette description ne´glige encore les corre´lations entre les variables n(x, t)
en diffe´rents points de l’espace. L’e´quation (VI.1) reste de´terministe et ne traduit
pas le caracte`re stochastique engendre´ au niveau “me´soscopique” par les diffe´rentes
re´alisations des processus microscopiques. L’ide´e est donc de mode´liser phe´nome´no-
logiquement l’effet des fluctuations stochastiques en s’inspirant des comportements
critiques au voisinage de la transition continue. A l’approche de la transition, la lon-
gueur de corre´lation temporelle et, avec elle, le temps de relaxation du parame`tre
d’ordre divergent, ce qui refle`te le phe´nome`ne de ralentissement critique (voir le para-
graphe V.1.1). Celui-ci ame`ne a` une se´paration naturelle des e´chelles de temps. Il en
de´coule, en effet, que toutes les autres grandeurs physiques fluctuent beaucoup plus
rapidement que le parame`tre d’ordre aux abords de la transition, et agissent donc
sur celui-ci comme des forces stochastiques a` variation temporelle rapide et de courte
porte´e. On peut donc repre´senter leur effet par un terme de “bruit” ale´atoire, ce qui
conduit a` l’e´quation de Langevin, qui s’e´crit de fac¸on ge´ne´rique :
∂t φ(x, t) = F [φ](x, t) + η(x, t). (VI.2)
Les champs φ(x, t) repre´sentent des variables stochastiques “effectives”, c’est-a`-dire
qu’elles re´alisent, comme n(x, t), une moyenne locale des degre´s de liberte´ microsco-
piques mais en codant, dans leur nature stochastique, ses fluctuations. Ces champs
de´crivent les modes de basse e´nergie et lentement variables, comprenant les fluctuations
du parame`tre d’ordre, les quantite´s conserve´es, les modes de Goldstone. . . L’influence
des forces stochastiques est code´e dans le bruit blanc (i.e. non corre´le´) η qui englobe
toutes les fluctuations de courte distance. Ce bruit est affecte´ d’une moyenne nulle et
de corre´lations “blanches” :〈
η(x, t)
〉
= 0 et
〈
η(x, t)η(x′, t′)
〉
= 2 Γδ(t− t′)δd(x− x′), (VI.3)
ou` le corre´lateur Γ du bruit est, de fac¸on ge´ne´rale, un ope´rateur (de´rivatif pour une
quantite´ conserve´e et de´pendant e´ventuellement du champ). L’ope´rateur F [φ] contient
l’ensemble des forces de´terministes agissant sur le champ φ (i.e. ici le second membre
de l’e´quation (VI.1) avec n(x, t) ≡ φ(x, t)). Les deux e´quations (VI.2) et (VI.3) forment
un mode`le effectif continu des processus microscopiques.
La re´versibilite´ de l’e´volution se transcrit alors dans les proprie´te´s de F et Γ. On
peut formuler deux conditions suffisantes qui assurent que la dynamique conduit in fine
le syste`me vers la distribution canonique de probabilite´s d’e´quilibre ∝ exp (−H/kB T ).
Ces deux contraintes sont les suivantes (voir par exemple [148]). D’une part, le bruit
doit satisfaire la relation d’Einstein, qui relie line´airement ses corre´lations (ici Γ) aux
constantes de relaxation (ici D), soit :
Γ = D kB T. (VI.4)
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D’autre part, la composante re´versible (non relaxationnelle) de la force doit eˆtre as-
socie´e a` un courant de probabilite´s stationnaire de divergence nulle, i.e. ve´rifiant :
∫
dd x
δ
δφ(x)
(
F rev[φ]e−H[φ]/kBT
)
= 0. (VI.5)
Nous renvoyons a` l’annexe D.1 pour des de´finitions explicites de ces notions et plus de
de´tails. Si l’une de ces contraintes est brise´e, la dynamique emporte le syste`me vers un
e´tat hors de l’e´quilibre.
Nous ne discuterons pas ici du traitement direct des e´quations de Langevin ou des
e´quations associe´es de Fokker-Planck pour l’e´volution des densite´s de probabilite´s, et
renvoyons par exemple a` [149] pour une pre´sentation de ce vaste domaine. Nous allons
nous attacher a` montrer que l’on peut formuler les e´quations de Langevin comme une
the´orie de deux champs, via le formalisme de la fonctionnelle de re´ponse, e´labore´ par
Janssen et De Dominicis [84, 85]. Nous de´taillons maintenant cette premie`re de´rivation.
VI.1.2 Fonctionnelle de re´ponse de Janssen-De Dominicis
Les e´quations de Langevin (VI.2) et (VI.3) admettent une solution en terme d’une
inte´grale de chemin, en recourant a` un champ auxiliaire, le champ de re´ponse, intro-
duit par Martin-Siggia-Rose [86]. Ce champ permet de construire une fonctionnelle de
re´ponse, dont la formulation initiale re´sulte des travaux paralle`les de Janssen [84] et
de De Dominicis [85].
La de´rivation de ce formalisme se de´roule comme suit. Tout d’abord, la distribution
de probabilite´s du bruit, caracte´rise´e par les deux moments (VI.3), peut s’exprimer
comme la distribution gaussienne :
P[η] ∝ e−
1
4
∫
dd x dt η(x, t)[Γ]−1η(x, t)
, (VI.6)
ou` [Γ]−1 est a` prendre, de fac¸on ge´ne´rale, au sens d’une fonction de Green. On s’inte´resse
a` l’expression de la valeur moyenne d’une observable physique. Celle-ci s’obtient en
sommant sur les diffe´rentes re´alisations du bruit η, soit :
〈
O[φ]
〉
∝
∫
DηO[φη]P[η], (VI.7)
ou` le champ φη ve´rifie l’e´quation du mouvement (VI.2) pour le bruit η. Cette contrainte
sur la dynamique du champ φη, note´e
C[φ] ≡ {∂t φ(x, t)− F [φ](x, t)− η(x, t)}, (VI.8)
peut eˆtre mate´rialise´e par une fonction de Dirac, imposant C[φ] = 0 en chaque point
(x, t) de l’espace pour se´lectionner, dans l’espace fonctionnel des champs φ, ceux qui
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obe´issent a` la dynamique de Langevin. On peut ainsi e´crire une expression de l’iden-
tite´1 :
1 =
∫
Dφ ∏
(x,t)
δ
(
C[φ]
)
(VI.9)
=
∫
D[iφ˜]Dφ e−
∫
dd x dt φ˜ C[φ]
(VI.10)
=
∫
D[iφ˜]Dφ e−
∫
dd x dt φ˜(x, t)
(
∂tφ(x, t) − F [φ](x, t)− η(x, t)
)
. (VI.11)
Dans la seconde e´galite´, les fonctions de Dirac sont e´crites en repre´sentation inte´grale,
par l’interme´diaire du champ auxiliaire imaginaire pur φ˜ — le champ de Martin-
Siggia-Rose [86]. Comme (VI.9) implique un produit sur (x, t) de δ(.), cela ne´cessite
de conside´rer les valeurs du champ φ˜(x, t) en chaque point de l’espace, ce qui trans-
paraˆıt dans l’inte´gration fonctionnelle
∫ D[iφ˜] dans (VI.10). En injectant dans la valeur
moyenne (VI.7) l’expression de l’identite´ (VI.11) puis en regroupant les contributions
du bruit η, il vient alors :
〈
O[φ]
〉
∝
∫
D[iφ˜]Dφ
e−
∫
dd x dt φ˜(x, t)
(
∂tφ(x, t) − F [φ]
)
×O[φ]
∫
Dη e
∫
dd x dt φ˜(x, t) η(x, t)P[η]
. (VI.12)
L’inte´grale fonctionnelle sur le bruit apparaˆıt alors comme une simple inte´gration gaus-
sienne, que l’on effectue :∫
Dη e
∫
φ˜ ηP[η] =
∫
Dη e
∫
[φ˜ η − η2/4Γ] ∝ eΓ φ˜2. (VI.13)
Finalement, on en de´duit l’expression de la distribution de probabilite´s pour les va-
riables φ, qui s’e´crit :
P[φ] ∝
∫
D[iφ˜] e−F [φ˜, φ], (VI.14)
ou` le poids statistique F [φ˜, φ] est la fonctionnelle de re´ponse de Janssen-De Domini-
cis [84, 85, 150] :
F [φ˜, φ] =
∫
dd x dt
{
φ˜(x, t)
[
∂t φ(x, t)− F [φ](x, t)
]
− φ˜(x, t) Γ φ˜(x, t)
}
. (VI.15)
Soulignons que, dans cette repre´sentation, la contribution du bruit est entie`rement
code´e dans le terme quadratique en φ˜. La fonction de re´ponse dynamique G(x−x′, t−
t′) (analogue de la susceptibilite´ pour un syste`me magne´tique) s’exprime comme la
1La contrainte C[φ] est non line´aire en φ, la premie`re e´galite´ n’est donc vraie que dans la
discre´tisation de Ito, pour laquelle le jacobien |δC[φ]/δφ| est unite´. Ceci est de´taille´ dans l’annexe D.2
(voir aussi [148, 139, 71]).
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corre´lation du champ “physique”2 φ avec le champ auxiliaire φ˜, ce qui confe`re a` φ˜
son appellation de “champ de re´ponse”. En effet, G(x − x′, t − t′) est de´finie comme
la de´rive´e du parame`tre d’ordre 〈φ(x, t)〉 par rapport a` une source externe J(x′, t′),
e´value´e a` source nulle J → 0. Or, ajouter un champ externe J(x, t) a` l’e´quation de
Langevin et donc a` la contrainte (VI.8) ge´ne`re une contribution line´aire φ˜ J dans la
fonctionnelle de re´ponse F [φ˜, φ]. Ainsi, la de´rivation de 〈φ(x, t)〉 =
∫
Dφφ(x, t)P[φ]
par rapport a` J(x′, t′) “abaisse” un terme φ˜(x′, t′) et il en de´coule l’e´galite´ annonce´e :
G(x− x′, t− t′) =
〈
φ(x, t)φ˜(x′, t′)
〉
. (VI.16)
Pour finir, remarquons que l’on peut formellement effectuer, dans (VI.14), l’inte´grale
sur le champ φ˜. Il en re´sulte une fonctionnelle ne de´pendant plus que du champ phy-
sique φ. Cependant, les calculs s’ave`rent en ge´ne´ral moins aise´s dans la version a` un
champ qu’avec la fonctionnelle de re´ponse. Ne´anmoins, mentionnons qu’une nouvelle
repre´sentation en inte´grale fonctionnelle des e´quations de Langevin, n’impliquant que
le champ φ sans introduire de champ auxiliaire, a re´cemment e´te´ de´rive´e [151]. Cette
version semble, elle, eˆtre propice a` des calculs concrets [152].
La fonctionnelle de re´ponse (VI.14) munit ainsi les syste`mes dynamiques d’une
premie`re the´orie des champs. Toutefois, dans cette approche, les fluctuations stochas-
tiques des processus sont inte´gre´es phe´nome´nologiquement a` la description, a` travers
le bruit suppose´ gaussien de l’e´quation de Langevin. Les proprie´te´s statistiques des
fluctuations sont alors entie`rement de´termine´es par le corre´lateur du bruit. Si la dy-
namique pre´serve les relations de bilan de´taille´, ce corre´lateur est fixe´ par le the´ore`me
de fluctuation-dissipation. Dans le cas contraire, c’est-a`-dire pour un syste`me hors
de l’e´quilibre, la forme du corre´lateur doit eˆtre choisie arbitrairement. La qualite´ de
la description est alors conditionne´e par la pertinence de ce choix, ce qui rejaillit
ine´luctablement sur le formalisme de fonction de re´ponse qui de´coule des e´quations
de Langevin.
Les processus de re´action-diffusion correspondent justement a` la situation ou` la
distribution du bruit n’est pas a priori connue. Nous allons montrer dans la section
suivante que, pour ces processus, une deuxie`me repre´sentation en terme d’inte´grale de
chemin peut eˆtre de´rive´e sans invoquer d’hypothe`ses sur la structure du bruit, c’est-a`-
dire sur la distribution des fluctuations. La source en est l’e´quation maˆıtresse.
VI.2 “Seconde quantification” des processus de re´ac-
tion-diffusion
En s’appuyant sur l’e´quation maˆıtresse associe´e a` des processus de re´action-diffusion,
une repre´sentation exacte sous forme d’inte´grale fonctionnelle peut eˆtre construite, a`
travers le formalisme de “seconde quantification” e´labore´ par Doi [87, 153] et Peliti [88].
2L’interpre´tation physique du champ φ est de´licate et discute´e a` la section VI.3.
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Nous allons pre´senter la de´rivation comple`te d’une the´orie des champs pour les proces-
sus de re´action-diffusion ge´ne´raux suivants :
A∅
D←→ ∅A (VI.17)
A
σm−→ (m + 1)A (VI.18)
kA
λk−→ ∅, (VI.19)
qui englobent tous les processus introduits au chapitre V. Ces de´finitions ressemblent
a` celles des marches ale´atoires avec branchement et annihilation, a` la diffe´rence qu’est
inclus ici le processus de destruction spontane´e (k = 1), e´ventuellement combine´ a`
d’autres me´canismes de destruction (k = 2. . .).
Le principe dont proce`de ce formalisme est assez simple. Taˆchons, avant d’en-
trer dans le de´tail, d’en donner une ide´e en tissant la trame des ope´rations qui com-
posent cette de´rivation. Plac¸ons-nous sur un re´seau. L’e´tat du syste`me est entie`rement
de´termine´ par le nombre de particules en chaque site. La dynamique ge´ne´re´e par les
processus (VI.17) a` (VI.19) consiste simplement en des modifications locales, au cours
du temps, des nombres d’occupation a` des taux (D, λk, σm) fixe´s. Ainsi, l’e´volution
temporelle des probabilite´s de configurations — re´gie par l’e´quation maˆıtresse — s’e´crit
comme un bilan de destructions et de productions de particules en chaque site. Cette
e´volution peut donc assez naturellement se mode´liser par l’action d’ope´rateurs de
cre´ation et d’annihilation (a†, a) sur ces sites. Cette formulation en termes d’ope´rateurs
sugge`re de repre´senter par un vecteur d’e´tat l’ensemble des configurations possibles
du syste`me ponde´re´es par leur probabilite´. Alors, de l’e´quation maˆıtresse, elle-meˆme
line´aire en probabilite´, se de´duit une e´quation du mouvement pour ce vecteur d’e´tat,
gouverne´ par un ope´rateur d’e´volution “matriciel” forme´ de a et de a†. Comme l’e´quation
maˆıtresse est du premier ordre en temps — ce qui traduit la nature irre´versible des
processus —, l’e´quation du mouvement ainsi obtenue s’apparente a` une e´quation de
Schro¨dinger pour le vecteur d’e´tat (en temps imaginaire). L’expression d’une solution
formelle de cette e´quation diffe´rentielle du premier ordre est imme´diate. Alors, par
analogie avec la me´canique quantique, on recourt a` une base d’e´tats cohe´rents pour ex-
primer la valeur moyenne d’une observable sous forme d’une d’inte´grale fonctionnelle,
sur deux champs φ et φˆ.
Pre´cisons l’organisation de cette section. Nous construisons, dans un premier pa-
ragraphe, l’e´quation maˆıtresse associe´e aux processus (VI.17) a` (VI.19) qui gouverne
l’e´volution temporelle des probabilite´s de configurations de particules sur les sites du
re´seau. Dans le deuxie`me paragraphe, nous introduisons des ope´rateurs bosoniques de
cre´ation et d’annihilation (et l’espace de Fock associe´) en assimilant le nombre d’oc-
cupation n de chaque site aux e´tats propres d’e´nergie |n〉 d’un oscillateur harmonique.
Nous transcrivons alors l’e´quation maˆıtresse en une e´quation de Schro¨dinger en temps
imaginaire pour le vecteur d’e´tat du syste`me. Puis dans un troisie`me paragraphe, nous
en exprimons la solution formelle sous forme d’une inte´grale de chemin.
VI.2.1 Equation maˆıtresse
L’e´quation maˆıtresse de´crit le changement infinite´simal de la probabilite´ d’une confi-
guration α pendant un temps dt, qui re´sulte du bilan des probabilite´s de “gains” (lie´s
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a` des transitions β → α qui changent un e´tat β en l’e´tat α) et de “pertes” (lie´es a` des
transitions α→ γ qui de´truisent la configuration α), soit :
dP(α; t)
d t
=
∑
β
Rβ→α P(β; t)−
∑
γ
Rα→γ P(α; t), (VI.20)
ou` les taux de transition Rα→β sont homoge`nes, c’est-a`-dire inde´pendants du temps.
Etablissons, pour des particules vivant sur les N sites d’un re´seau hypercubique de
maille a, le bilan des processus (VI.17) a` (VI.19) qui les animent. Les configurations
des particules sur le re´seau sont note´es {ni} ≡ (n1, n2 . . . , nN ), ou` ni repre´sente le
nombre d’occupation du site i. L’e´quation maˆıtresse peut se de´composer en la somme
sur chaque site des contributions de chacun des processus, soit :
dP({ni}; t)
d t
=
∑
i
∂P(ni; t)
∂t
∣∣∣∣
kA→∅
+
∂P(ni; t)
∂t
∣∣∣∣
A→(m+1)A
+
∂P(ni; t)
∂t
∣∣∣∣
A∅→∅A
, (VI.21)
ou` ∂tP(ni, t) (≡ ∂tP(. . . ni . . . ; t)) de´signe spe´cifiquement l’e´volution induite par la
modification du nombre d’occupation ni du site i.
Examinons l’incidence du processus kA → ∅ sur l’e´volution de la probabilite´
P(ni; t) pendant dt (sche´matise´e sur la figure 1). Un e´ve´nement tel que le site i contient
n i
i i
k
n i
i
k
λk λk
d
dt
=
n +ki
Fig. 1 – Sche´ma des e´ve´nements induits par le processus kA → ∅ susceptibles de
modifier la probabilite´ P(ni; t) que le site i compte ni particules.
ni particules au temps t et que k d’entre elles s’annihilent pendant dt re´duit P(ni; t).
Cet e´ve´nement se produit avec une probabilite´ λk dt pour chacun des (C
k
ni
) k-uplets
que l’on peut former avec les ni particules du site. Au contraire, P(ni; t) augmente si le
site, peuple´ par (ni + k) particules au temps t, voit l’un des (C
k
ni+k
) k-uplets possibles
de particules s’annihiler. Le bilan de ce processus s’e´crit donc, en absorbant dans λk le
facteur k! :
∂P(ni; t)
∂t
∣∣∣∣
kA→∅
= λk
[
(ni + k)(ni + k − 1) . . . (ni + 1)P(ni + k; t)
− ni(ni − 1) . . . (ni − k + 1)P(ni; t)
]
. (VI.22)
De meˆme, le processus A → (m + 1)A accroˆıt la probabilite´ P(ni; t) si l’occupation
du site est (ni − m) au temps t et que l’une de ces (ni − m) particules engendre m
descendants, ce qui a une probabilite´ σm (ni−m) dt (figure 2). La diminution de P(ni; t)
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n i
i
n i
i
m
m
d
dt
=
i
n −mi
σm
σm
Fig. 2 – Sche´ma des e´ve´nements induits par le processus A → (m + 1)A susceptibles
de modifier la probabilite´ P(ni; t) que le site i compte ni particules.
est provoque´e par la production de m particules-filles sur un site qui en contenait ni
au temps t, il s’ensuit le bilan :
∂P(ni; t)
∂t
∣∣∣∣
A→(m+1)A
= σm
[
(ni −m)P(ni −m; t)− ni P(ni; t)
]
. (VI.23)
Finalement, la diffusion implique les {v} sites voisins (figure 3) et le changement de
P(. . . ni, nv, . . . ; t) provient de l’e´change d’une particule entre le site i et l’un de ses
sites voisins v. Chacune des ni particules du site i a une probabilite´ Ddt de diffuser
d
dt =i
n
n v n  +1vn −1i i
n
n v
D D
Fig. 3 – Sche´ma des e´ve´nements induits par le processus A∅ → ∅A susceptibles de
modifier la probabilite´ P(ni; t) que le site i compte ni particules.
par site voisin ce qui diminue d’autant P(. . . ni, nv, . . . ; t). Si le site i compte (ni − 1)
particules, chacune des (nv + 1) particules de l’un des voisins peut venir incre´menter
de 1 la population du site i pour augmenter P(. . . ni, nv, . . . ; t), soit :
∂P(ni; t)
∂t
∣∣∣∣
A∅→∅A
= D
∑
{v}
[
(nv + 1)P(. . . ni − 1, nv + 1 . . . ; t)− ni P(. . . ni, nv . . . ; t)
]
,
(VI.24)
ce qui finalement comple`te l’e´quation maˆıtresse (VI.21).
De´finissons l’e´tat initial du re´seau. L’on s’attend, a` grand temps, a` ce que la dyna-
mique du syste`me ait efface´ l’influence des conditions initiales — par exemple dans un
re´gime critique. L’on choisit d’attribuer, par exemple, au nombre d’occupation initial
d’un site i, une distribution poissonnienne non corre´le´e. Chaque site est ainsi peuple´ de
ni particules avec une probabilite´ e
−n0nni0 /ni!, ou` n0 repre´sente l’occupation moyenne
par site. L’on de´cide de fixer inde´pendamment l’occupation de chaque site, de sorte
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que les configurations initiales du re´seau suivent la distribution :
P({ni}; 0) = e−N n0
∏
i
nni0
ni!
. (VI.25)
VI.2.2 Ope´rateurs de cre´ation et d’annihilation
La dynamique de´crite par l’e´quation maˆıtresse (VI.21) peut eˆtre formule´e en termes
d’ope´rateurs de cre´ation et d’annihilation agissant sur un vecteur d’e´tat. (Nous ren-
voyons, par exemple, a` [154] pour des de´tails comple´mentaires sur ce qui suit). Pour
cela, l’on fait correspondre, au nombre ni d’occupation d’un site, la valeur propre
associe´e a` un vecteur |ni〉 d’un espace de Hilbert qui est e´tat propre de l’ope´rateur
“nombre de particules” (a†i ai) de ce site — c’est-a`-dire e´tat propre d’e´nergie d’un oscil-
lateur harmonique en ce site. On introduit ainsi en chaque site du re´seau des ope´rateurs
de cre´ation et d’annihilation qui ve´rifient les relations de commutation bosonique3 :
[
ai, a
†
j
]
= δij ,
[
ai, aj
]
=
[
a†i , a
†
j
]
= 0, (VI.26)
ou` les indices i et j indiquent les sites du re´seau. Le ket vide |0〉 est de´fini en chaque
site par ai|0〉 = 0 et un vecteur |ni〉 de l’espace de Hilbert par l’action de l’ope´rateur
de cre´ation sur ce ket : |ni〉 = (a†i )ni |0〉. L’ensemble des configurations {ni} possibles
du syste`me est alors repre´sente´ par l’espace de Fock des e´tats |{ni}〉 = ⊗i |ni〉. L’effet
des ope´rateurs ai et a
†
i sur un e´tat |{ni}〉 est de modifier le nombre d’occupation du
site i avec les normalisations (non usuelles mais commodes pour la suite) :
a†i
∣∣∣ . . . ni . . . 〉 = ∣∣∣ . . . ni + 1 . . . 〉 ai∣∣∣ . . . ni . . . 〉 = ni ∣∣∣ . . . ni − 1 . . . 〉. (VI.27)
On de´finit le vecteur “e´tat du syste`me” au temps t, codant toute l’information sur les
probabilite´s des configurations du syste`me, par la superposition ponde´re´e des e´tats de
Fock : ∣∣∣ψ(t)〉 = ∑
{ni}
P({ni}; t)
∣∣∣{ni}〉. (VI.28)
Soulignons que ce vecteur d’e´tat |ψ(t)〉 n’implique pas des amplitudes de probabilite´,
comme en me´canique quantique, mais est directement line´aire dans les probabilite´s,
comme l’e´quation maˆıtresse.
Il suffit alors de de´river l’expression (VI.28) par rapport au temps, en injectant
pour chaque e´tat |{ni}〉 son e´quation maˆıtresse dP({ni}; t)/dt, pour obtenir l’e´volution
temporelle d |ψ(t)〉/dt du vecteur d’e´tat. Celle-ci apparaˆıt trivialement issue de l’action
des ope´rateurs ai et a
†
i sur les e´tats |{ni}〉. Par exemple, d’apre`s l’e´quation (VI.23),
3Le choix d’ope´rateurs bosoniques est dicte´ ici par la possibilite´ d’occupation multiple des sites.
La restriction de l’occupation a` au plus une particule (ni = 0 ou 1), pertinente dans certains mode`les,
requiert des ope´rateurs fermioniques (des matrices de Pauli) [155, 154] et de´bouche, en ge´ne´ral, sur
des mode`les de spins quantiques dont certains s’ave`rent inte´grables en une dimension [156].
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l’e´volution temporelle induite par le processus de branchement s’e´crit :
∑
{ni}
[∑
i
∂P(ni; t)
∂t
∣∣∣∣
A→(m+1)A
]∣∣∣{ni}〉 = σm ∑
i
[ ∞∑
{ni=m}
ni P(ni; t)
∣∣∣ . . . ni +m . . . 〉
−
∞∑
{ni=0}
ni P(ni; t)
∣∣∣ . . . ni . . . 〉]
= σm
∑
i
[
(a†i)
m a†i ai − a†i ai
] ∣∣∣ψ(t)〉. (VI.29)
L’effet des processus d’annihilation et de diffusion se de´duit, de fac¸on analogue, de (VI.22)
et (VI.24) respectivement. Ainsi, l’e´volution du vecteur d’e´tat de´coule directement de
l’e´quation maˆıtresse et s’e´crit :
d
dt
∣∣∣ψ(t)〉 = −Hˆ[{a†i}, {ai}] ∣∣∣ψ(t)〉, (VI.30)
avec le “hamiltonien” (non hermitique) ordonne´ en produit normal :
Hˆ[{a†i}, {ai}] =
∑
i
[
−D ∑
{v}
a†i
(
av − ai
)
− λk
(
1− (a†i )k
)
aki + σm
(
1− (a†i)m
)
a†i ai
]
.
(VI.31)
L’e´quation (VI.30) du mouvement de |ψ(t)〉 s’apparente donc a` une e´quation de Schro¨din-
ger en “temps imaginaire”. Comme celle-ci est du premier ordre en temps, on peut en
donner une solution formelle |ψ(t)〉 = e−Hˆ t |ψ(0)〉.
Finalement, dans cette repre´sentation, le vecteur d’e´tat a` t = 0 refle´tant la distri-
bution poissonnienne (VI.25) des configurations initiales, s’e´crit :
∣∣∣ψ(0)〉 = ∑
ni
[
e−N n0
∏
i
nni0
ni!
] ∣∣∣{ni}〉
= e−N n0
∏
i
∑
ni
nni0 (a
†
i )
ni
ni!
∣∣∣{0}〉
= e−N n0
∏
i
en0 a
†
i
∣∣∣{0}〉. (VI.32)
Il s’agit maintenant d’exploiter cette formulation “quantique” des processus stochas-
tiques pour exprimer les valeurs moyennes d’observables physiques sous forme d’inte´gra-
les fonctionnelles.
Calcul d’une observable
Une grandeur physique ne de´pend, pour les processus du type naissance ou mort,
que des nombres ni de particules par site. La valeur moyenne d’une observable est alors
donne´e par la somme ponde´re´e des contributions de toutes les configurations, i.e. :〈
O(t)
〉
=
∑
{ni}
P({ni}; t)O({ni}), (VI.33)
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ou` 〈 〉 repre´sente donc la moyenne sur tous les e´tats possibles. Comme le vecteur d’e´tat
|ψ(t)〉 est lui-meˆme line´aire en P (et non en amplitude de probabilite´), inse´rer, comme
en me´canique quantique, O(t) entre le bra et le ket de ce vecteur ne donne pas sa valeur
moyenne (VI.33). Pour pallier a` cela, on introduit l’e´tat de projection :〈
.
∣∣∣ = 〈{0}∣∣∣ ∏
i
eai , (VI.34)
qui est e´tat propre a` gauche de l’ope´rateur a†i de valeur propre unite´, i.e. 〈 . | a†i = 〈 . |.
On associe a` O({ni}) l’ope´rateur diagonal O˜ en substituant (dans le de´veloppement
de Taylor de la fonction O({ni})) la variable ni par l’ope´rateur nombre de particules
(a†i ai). Comme l’e´tat de Fock |{ni}〉 est e´tat propre de cet ope´rateur — de valeur
propre ni —, l’action de O˜ sur cet e´tat s’e´crit simplement O˜|{ni}〉 = O ({ni})|{ni}〉.
On montre alors — voir l’annexe D.3 — que la valeur moyenne (VI.33) s’exprime en
projetant l’ope´rateur O˜ a` gauche sur l’e´tat projectif (VI.34) et a` droite sur le vecteur
d’e´tat : 〈
O(t)
〉
=
〈
.
∣∣∣ O˜ ∣∣∣ψ(t)〉. (VI.35)
L’ope´rateur O˜ est, par construction, une fonction des a†i et des ai : O˜ ≡ O˜({a†i , ai}).
Cependant, l’ope´rateur de cre´ation agissant a` gauche sur l’e´tat de projection 〈 . | laisse,
par de´finition de cet e´tat, le projecteur inchange´. On peut donc commuter dans O˜
tous les a†i vers la gauche pour former un nouvel ope´rateur Oˆ({ai}) correspondant
a` la meˆme valeur moyenne mais ne de´pendant, lui, que des ai. Pour un ope´rateur
ordonne´ Q˜, ceci revient simplement au remplacement formel de tous les a†i par 1 :
Q˜({a†i , ai}) = Q˜({1, ai}) = Qˆ({ai}). Nous privile´gions par la suite l’expression de la
valeur moyenne en terme de l’ope´rateur Oˆ, soit :〈
O(t)
〉
=
〈
.
∣∣∣ Oˆ({ai}) ∣∣∣ψ(t)〉. (VI.36)
Remarquons finalement que la conservation des probabilite´s implique que l’ope´rateur
d’e´volution temporelle annihile a` gauche l’e´tat de projection. En effet, la conservation
des probabilite´s s’e´crit : ∑
{ni}
P({ni}; t) =
〈
.
∣∣∣ 1ˆ ∣∣∣ψ(t)〉 = 1. (VI.37)
En de´rivant la deuxie`me e´galite´ par rapport a` t, il vient :
d
dt
〈
.
∣∣∣ e−Hˆ t ∣∣∣ψ(0)〉 = −〈 . ∣∣∣ Hˆ ∣∣∣ψ(t)〉 = 0, (VI.38)
qui doit eˆtre ve´rifie´ pour e´tat |ψ(t)〉, ce qui impose 〈 . | Hˆ = 0. Cette proprie´te´ permet
(comme Hˆ ne de´pend pas du temps) d’attribuer un temps arbitraire ta > t a` l’e´tat de
projection dans l’e´quation (VI.36), car elle induit :〈
O(t)
〉
=
〈
.
∣∣∣ Oˆ e−Hˆ t ∣∣∣ψ(0)〉 = 〈 . ∣∣∣ e−Hˆ (ta−t) Oˆ e−Hˆ t ∣∣∣ψ(0)〉. (VI.39)
Cette dernie`re e´galite´ signifie que la mesure d’une observable au temps t est inde´pendante
du temps ta affecte´ a` l’e´tat de projection tant que t < ta.
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VI.2.3 Les e´tats cohe´rents
Re´sumons les e´tapes pre´ce´dentes. De la “seconde quantification” de l’e´quation
maˆıtresse a de´coule´ la construction d’un ope´rateur Hˆ qui gouverne l’e´volution du vec-
teur d’e´tat |ψ(t)〉 du syste`me. Ce vecteur, combine´ a` un e´tat de projection 〈 . | — e´tat
propre a` droite de valeur propre unite´ de ai — permet de de´terminer la valeur moyenne
d’une grandeur physique selon :〈
O(t)
〉
=
〈
.
∣∣∣ Oˆ({ai}) e−Hˆ[{a†i },{ai}] t ∣∣∣ψ(0)〉. (VI.40)
En exploitant l’analogie avec la me´canique quantique, on peut maintenant exprimer
cette valeur moyenne comme une inte´grale de chemin, en recourant aux e´tats cohe´rents
de l’assemble´e d’oscillateurs harmoniques attache´s aux sites du re´seau. Les e´tats cohe´-
rents en un site i sont de´finis comme vecteurs propres a` droite de l’ope´rateur d’an-
nihilation de valeur propre φi. Leur expression est pre´cise´e dans l’annexe D.3. Ces
e´tats forment une base (sur-) comple`te du syste`me d’oscillateurs, dont la relation de
fermeture est e´galement de´rive´e dans l’annexe D.3.
L’ide´e consiste a` scinder dans (VI.40) l’e´volution temporelle entre deux instants
t = 0 et t = tf en N tranches infinite´simales de largeur ∆t = tf/N , indice´es par α
(tα ≡ α∆t/N) puis de prendre la limite N → ∞, ∆t → 0. On utilise la formule de
Trotter : (
1 +
t
N
Hˆ
)N N→∞−−−→ e t Hˆ, (VI.41)
pour de´couper l’exponentielle en N tranches (1+∆t Hˆ) et inse´rer entre chacune d’elles
une base comple`te4 d’e´tats cohe´rents de valeurs propres {φα,i} ≡ (φα,1, . . . , φα,N). Dans
cette notation, α indice la tranche et le second indice i repe`re le site. Alors, l’expres-
sion (VI.40) est donne´e par :
〈
O(t)
〉
= N−1 lim
N→∞
∫ N∏
α=1
[
d2 {φα,i}
〈
{φα,i}
∣∣∣1 + ∆t Hˆ∣∣∣{φα−1,i}〉]
× d2 {φ0,i}
〈
.
∣∣∣Oˆ∣∣∣{φN,i}〉 〈{φ0,i}∣∣∣ψ(0)〉, (VI.42)
ou` N est un facteur de normalisation (contenant entre autre tous les facteurs pi
de (D.41)) et d2{φα,i} ≡ ∏i dφα,idφ∗α,i. Commenc¸ons par calculer le terme entre cro-
chets. On pose :
Hα,i ≡
〈
{φα,i}
∣∣∣Hˆ[{a†i}, {ai}]∣∣∣{φα−1,i}〉〈
{φα,i}
∣∣∣{φα−1,i}〉 . (VI.43)
Alors, en employant la formule (D.40) du recouvrement entre deux e´tats cohe´rents :
〈
{φα,i}
∣∣∣1+∆t Hˆ∣∣∣{φα−1,i}〉 = exp(∑
i
(
− |φα,i|
2
2
− |φα−1,i|
2
2
+ φ∗α,i φα−1,i
)) [
1+∆tHα,i
]
.
(VI.44)
Examinons a` pre´sent les e´tats cohe´rents “aux limites” (i.e. initiaux a` tα=0 de valeurs
propres {φ0,i} et finaux a` tα=N de valeurs propres {φN,i}). Les e´tats cohe´rents finaux
4L’expression de cette base comple`te d’e´tats cohe´rents est donne´e par (D.41).
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interviennent dans l’expression 〈 . |Oˆ|{φN,i}〉. L’ope´rateur Oˆ({ai}) n’e´tant construit
que de ai, ceux-ci en sont donc vecteurs propres a` droite — c’est-a`-dire, si l’on note
O({φN,i}) la fonction correspondant au de´veloppement de Taylor de Oˆ dans lequel les
ai sont substitue´s par les valeurs propres φN,i, l’action de Oˆ sur l’e´tat de Fock s’e´crit
Oˆ|{φN,i}〉 = O({φN,i})|{φN,i}〉. Il en re´sulte :〈
.
∣∣∣Oˆ∣∣∣{φN,i}〉 = 〈 . ∣∣∣{φN,i}〉O({φN,i}). (VI.45)
En outre, le temps tα=N = tf , auquel l’observable est mesure´e, est arbitraire dans la
mesure ou` le re´sultat est invariant, d’apre`s (VI.39), quel que soit le temps de mesure
t < tf . On peut donc librement changer dans (VI.45) le temps de mesure en remplac¸ant
O({φN,i}) par O({φα,i}).5
Pour finir, comme le projecteur s’identifie a` l’ensemble des e´tats cohe´rents {1}
de valeurs propres l’unite´ en chaque site modulo une normalisation — en comparant
(VI.34) a` (D.30) —, on peut en calculer le recouvrement avec les e´tats cohe´rents finaux
α = N : 〈
.
∣∣∣{φN,i}〉 ∝ exp (− |φN,i|2
2
+ φN,i
)
, (VI.46)
(en passant e−1/2 dans la constante de proportionnalite´).
Les e´tats cohe´rents initiaux sont, eux, couple´s a` l’e´tat initial du re´seau a` travers
〈{φ0,i}|ψ(0)〉. L’e´tat initial poissonnien (VI.32) co¨ıncide, a` une normalisation pre`s, avec
l’ensemble des e´tats cohe´rents {n0} de valeurs propres n0 en chaque site. Son recou-
vrement avec les e´tats cohe´rents initiaux α = 0 est donc donne´ par :
〈
{φ0,i}
∣∣∣ψ(0)〉 ∝ exp (− |φ0,i|2
2
+ φ∗0,i n0
)
, (VI.47)
(en rejetant, de meˆme, e−n
2
0/2 dans la constante de proportionnalite´). En regroupant
les expressions (VI.44) a` (VI.47) et en absorbant dans N les normalisations de (VI.46)
et (VI.47), la valeur moyenne (VI.42) se re´e´crit :
〈
O(t)
〉
= N−1 lim
N→∞
∫ N∏
α=0
d2 {φα,i}O({φα,i})
[
1 + ∆tHα,i
]N
exp
(∑
i
[ N∑
α=1
(
− |φα,i|2 + φ∗α,i φα−1,i
)
− |φ0,i|2 + φN,i + n0 φ∗0,i
])
. (VI.48)
De´terminons le termeHα,i de´fini par (VI.43). L’ope´rateur d’e´volution Hˆ est ordonne´
en produit normal d’apre`s (VI.31). Ainsi, d’une part, l’action a` droite, sur des e´tats
cohe´rents indice´s par α, de l’ope´rateur d’annihilation ai ge´ne`re leur valeur propre au
site i, i.e. ai |{φα,i}〉 = φα,i |{φα,i}〉 (a). D’autre part, l’action a` gauche de a†i sur
le bra 〈{φα,i}| se de´duit du complexe conjugue´ de l’expression (a) et produit donc la
valeur propre φ∗α,i. Le recouvrement des deux e´tats 〈{φα,i}|{φα−1,i}〉 se compense alors
avec le de´nominateur de (VI.43). L’expression de Hα,i de´coule donc simplement de
5Autrement dit, comme l’ope´rateur d’e´volution Hˆ annihile a` gauche le projecteur (para-
graphe VI.2.2), Oˆ aurait pu eˆtre inse´re´ entre deux tranches quelconques.
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l’expression (VI.31) du “hamiltonien” en substituant tous les ope´rateurs a†i et ai par
les valeurs propres φ∗α,i et φα−1,i :
Hα,i = Hˆ[{φ∗α,i}, {φα−1,i}] ≡ (VI.31)
∣∣∣∣
a†i → φ∗α,i ; ai → φα−1,i
. (VI.49)
Il reste a` effectuer le passage a` la limite N → ∞, ∆t → 0. Dans cette limite,
l’ensemble discret de valeurs prises par les variables φα,i pour α = {0, . . . , N} en un site
i devient une infinite´ continue de valeurs φi(t) lorsque t parcourt l’intervalle [0, tf ]. La
diffe´rence discre`te entre deux valeurs conse´cutives tend alors vers la de´rive´e temporelle :
φα,i − φα−1,i = ∆t ∂φi
∂t
(tα) + o(∆t
2), (VI.50)
en ne retenant que le premier ordre en ∆t, en cohe´rence avec la formule de Trotter.
Alors les diffe´rents morceaux composant l’argument de l’exponentielle dans (VI.48)
deviennent, dans la limite continue en temps :
N∑
α=1
(
− |φα,i|2 + φ∗α,i φα−1,i
)
= −∆t
N∑
α=1
φ∗α,i
∂φi
∂t
∣∣∣
tα
N→∞−−−→ −
∫ tf
0
dt φ∗i (t) ∂t φi(t)
(VI.51)
et pour les conditions aux temps limites :
−|φ0,i|2 + φN,i + n0 φ∗0,i N→∞−−−→ φi(tf) + n0 φ∗i (0), (VI.52)
car le terme φ∗i (0)φi(0) couple des champs au meˆme instant t = 0 et ge´ne`re donc des
contributions nulles. (Ceci est vrai dans la discre´tisation de Ito, voir l’annexe D.2).
Remarquons ensuite qu’e´valuer, dans l’expression (VI.49) de Hα,i, les champs φ
et φ∗ au meˆme instant α induit des corrections d’ordre (∆t)2. On peut donc changer
dans (VI.49) φα−1,i en φα,i, soit
6 :
Hα,i =
∑
i
[
−D ∑
{v}
φ∗α,i
(
φα,v−φα,i
)
−λk
(
1− (φ∗α,i)k
)
φkα,i+σm
(
1− (φ∗α,i)m
)
φ∗α,i φα,i
]
.
(VI.53)
On utilise alors de nouveau la formule de Trotter pour reconstruire l’exponentielle :
lim
N→∞
N∏
α=0
[
1 + ∆tHα,i
]
= exp
(∑
α
∆tHα,i
)
N→∞−−−→ exp
( ∫ tf
0
dtHt
)
. (VI.54)
Le produit, sur toutes les valeurs de α, des e´le´ments d’inte´gration dans (VI.48) devient,
dans la limite continue en temps, une mesure fonctionnelle dans la variable t :
N∏
α=0
d2 {φα,i} ≡
∏
i
N∏
α=0
d φα,i d φ
∗
α,i
N→∞−−−→ ∏
i
∫
Dφi(t)Dφ∗i (t). (VI.55)
En rassemblant les re´sultats (VI.51) a` (VI.55), on obtient la limite continue en
temps de (VI.48). On a donc construit une expression exacte de la valeur moyenne d’une
6Ceci revient implicitement a` adopter la repre´sentation de Ito, voir l’annexe D.2.
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observable, sur le re´seau, sous forme d’une inte´grale fonctionnelle sur deux champs φi
et φ∗i . Nous conside´rons de´sormais ces deux champs comme inde´pendants
7. On attribue
donc au champ φ∗i un nouveau symbole φˆi et l’expression (VI.48) s’e´crit alors dans la
limite continue temporelle :
〈
O(t)
〉
= N−1
∫ ∏
i
DφiDφˆiO({φi}(t))e−S[φˆi, φi; tf ] (VI.56)
avec S[φˆi, φi; tf ] =
∑
i
[ ∫ tf
0
dt
(
φˆi(t) ∂t φi(t) +Ht
)
− φi(tf )− n0 φˆi(0)
]
. (VI.57)
Nous avons donc de´rive´ une the´orie des champs associe´e aux processus microsco-
piques (VI.17) a` (VI.19). L’action (VI.57) est du premier ordre en temps, comme
l’e´quation maˆıtresse, ce qui traduit ici le caracte`re irre´versible de la dynamique. Remar-
quons que le passage de ces processus a` l’inte´grale fonctionnelle (VI.56) n’a ne´cessite´
aucune hypothe`se sur les proprie´te´s statistiques d’un bruit. Les fluctuations stochas-
tiques se transposent automatiquement dans les fluctuations des deux champs, de´crites
par une inte´grale fonctionnelle, par analogie avec la me´canique quantique.
VI.2.4 Limite continue d’espace
Une dernie`re e´tape, commode pour traiter la the´orie des champs (VI.57), consiste
a` effectuer le passage a` la limite continue d’espace. Cette e´tape implique, elle, une
approximation.
Il convient pour cela d’e´tablir une correspondance entre les fonctions de l’indice
discret i sur le re´seau et les fonctions de la variable continue x. On pose les re`gles
de substitution φi → ad φ(x), φˆi → φˆ(x) et ∑i → ∫ dd x/ad. La diffe´rence entre
plus proches voisins implique´e dans le terme de diffusion tend a` la limite continue
d’espace vers un gradient
∑
{v}(φv − φi)→ a2∇2φ(x) (au premier ordre). Finalement,
en de´finissant les taux “continus” de re´actions λ¯k = a
(k−1)dλk, σ¯m = σm et D¯ = a
2D
(et en abandonnant aussitoˆt les .¯), l’inte´grale fonctionnelle (VI.57) s’e´crit dans la limite
continue spatiale :
〈
O(t)
〉
= N−1
∫
DφDφˆO(φ(x, t))e−S[φˆ, φ; tf ]. (VI.58)
L’on identifie la normalisation N a` la fonctionnelle ge´ne´ratrice Z = 〈1〉 :
N ≡ Z =
∫
D φD φˆ e−S[φˆ, φ; tf ]. (VI.59)
L’action S[φˆ, φ; tf ] ≡ S[φˆ, φ] + SCL[φˆ, φ; tf ] se compose d’un terme d’ensemble :
S[φˆ, φ] =
∫
dd x dt
{
φˆ(x, t)
(
∂t −D∇2
)
φ(x, t)
− λk
(
1− φˆ(x, t)k
)
φ(x, t)k + σm
(
1− φˆ(x, t)m
)
φˆ(x, t)φ(x, t)
}
(VI.60)
7Ceci e´quivaut simplement a` un changement de variables [φ, φ∗]→ [<(φ),=(φ)].
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et d’une partie transcrivant purement les conditions aux limites temporelles :
SCL[φˆ, φ; tf ] = −
∫
dd x
{
φ(x, tf) + n0 φˆ(x, 0)
}
. (VI.61)
Discutons des caracte´ristiques de l’action (VI.60). Celle-ci se scinde en une partie
“gaussienne” libre S0 et une partie d’“interactions” Sint. La partie “gaussienne”, i.e.
quadratique dans les champs :
S0 =
∫
dd x dt φˆ
(
∂t −D∇2
)
φ, (VI.62)
provient du processus diffusif. Elle s’identifie a` l’action du mouvement brownien, de´cri-
vant la diffusion d’une particule libre. Le reste de l’action Sint contient toutes les
interactions entre particules, originant des processus re´actifs. Leur nature est ici po-
tentielle (sans terme de´rivatif) car toutes les re´actions conside´re´es se de´roulent entre
les particules d’un meˆme site.8
Les e´quations classiques du mouvement se de´duisent du point de stationnarite´ de
l’action S[φˆ, φ] par rapport aux champs φ et φˆ, dont les coordonne´es sont donne´es par :
δS/δφ = 0 = −(∂t +D∇2) φˆ− k λk
(
1− φˆk
)
φk−1 + σm
(
1− φˆm
)
φˆ (VI.63)
δS/δφˆ = 0 = (∂t −D∇2)φ+ k λk φk φˆk−1 + σm
(
1− (m+ 1)φˆm
)
φ. (VI.64)
L’e´quation (VI.63) admet trivialement la solution homoge`ne φˆ = 1. En l’inse´rant dans
l’e´quation (VI.64) il vient :
∂tφ(x, t) = D∇2 φ(x, t)− k λk φ(x, t)k +mσm φ(x, t). (VI.65)
Cette e´quation correspond exactement a` l’e´quation de champ moyen (loi d’action de
masse) “local” associe´e aux processus (VI.17) a` (VI.19) obtenue en conside´rant une
de´pendance spatiale de la densite´ (de manie`re analogue a` (VI.1)). Au niveau “classi-
que”, le champ φ(x, t) s’identifie donc a` une densite´ locale moyennant les degre´s de
liberte´ microscopiques (les particules) sur un petit volume dd x.
Ceci ne reste pas vrai de fac¸on ge´ne´rale [155]. En effet, la densite´ locale n est
repre´sente´e par l’ope´rateur a†i ai. Ses moments n
k correspondent donc aux moyennes
“quantiques” 〈(a†i ai)k〉. Or, comme mentionne´ pre´ce´demment, ces moyennes s’expriment
de fac¸on e´quivalente en termes des seuls ai, en commutant a` gauche tous les a
†
i avant
de les remplacer formellement par 1. (En outre, comme dans le passage a` l’inte´grale
de chemin ai engendre φ(x), on peut directement transposer ceci au champ φ(x), soit
〈aki 〉 ≡ 〈φ(x)k〉). Ainsi, si la densite´ moyenne n co¨ıncide bien avec la moyenne du champ
〈φ〉 (en remplac¸ant formellement a†i par 1 dans 〈a†iai〉), cela n’est pas ve´rifie´ par ses
moments d’ordres supe´rieurs, par exemple n2 = 〈φ2〉+ 〈φ〉. On peut montrer [155] que
si la distribution de φ est gaussienne — donc dans le cas de la diffusion pure — celle
8Notons, pour la suite, qu’en the´orie de perturbation les fonctions de corre´lation sont calcule´es en
de´veloppant perturbativement le terme d’interaction e−Sint puis en e´valuant les valeurs moyennes par
rapport a` la partie libre e−S0 . La the´orie de perturbation est donc valide dans la limite σm, λk → 0.
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de la densite´ n qui en re´sulte est poissonnienne, ce qui rejoint un re´sultat classique du
mouvement brownien.
Le champ φ n’a donc pas trivialement la signification physique d’une densite´ locale,
dans le sens ou` ses corre´lations ne sont pas directement relie´es aux moments de la
densite´. Cependant, sous certaines conditions, cette distinction s’atte´nue et l’on peut
quand meˆme assimiler le champ φ a` un champ de densite´, ce qui est discute´ dans la
section VI.3.
VI.2.5 Action de la percolation dirige´e
Pour terminer, envisageons plus particulie`rement les processus (V.1) a` (V.4) de´finis-
sant le mode`le de la percolation dirige´e, introduit dans le paragraphe V.1.1 du chapitre
pre´ce´dent. Ces processus s’identifient trivialement a` ceux e´tudie´s dans ce chapitre :
(V.1) ≡ (VI.17), (V.2) ≡ (VI.18) pour m = 1 a` un taux σ, (V.3) ≡ (VI.19) pour
k = 2 a` un taux λ9 et (V.4) ≡ (VI.19) pour k = 1 a` un taux µ. Remarquons au passage
qu’avec cette correspondance, l’e´quation classique du mouvement (VI.65) redonne bien,
en identifiant le champ φ(x, t) a` la densite´ locale n(x, t), la loi d’action de masse a`
de´pendance spatiale (VI.1) e´tablie pour les processus de la percolation dirige´e.
Exprimons alors explicitement l’action de la percolation dirige´e (repe´re´e par l’in-
dice DP ). En de´veloppant, pour ces processus, l’action (VI.60) autour de sa solution
stationnaire φˆ = 1 a` travers la translation φˆ(x, t) = 1 + φ˜(x, t), on obtient :
SDP [φ˜, φ] =
∫
dd x dt
{
φ˜(x, t)
(
∂t −D∇2 − (σ − µ)
)
φ(x, t)
+ 2λ φ˜(x, t)φ(x, t)2 − σ φ˜(x, t)2 φ(x, t) + λ
(
φ(x, t)φ˜(x, t)
)2}
. (VI.66)
On peut alors syme´triser la partie d’interaction en recourant au changement d’e´chelle
des champs φ˜→
√
2λ/σ φ˜ et φ→
√
σ/2λ φ, qui change l’action (VI.66) en :
SDP [φ˜, φ] =
∫
dd x dt
{
φ˜(x, t)
(
∂t −D∇2 − (σ − µ)
)
φ(x, t)
+
√
2 σ λ
(
φ˜(x, t)φ(x, t)2 − φ˜(x, t)2 φ(x, t)
)
+ λ
(
φ(x, t)φ˜(x, t)
)2}
. (VI.67)
Concentrons-nous sur les dimensions canoniques des diffe´rentes composantes de
cette action. La partie temporelle du terme cine´tique confe`re au produit des champs
φ˜φ la dimension canonique [φ˜φ] = kd, en notant k une e´chelle d’impulsion. De fac¸on
ge´ne´rale, la dimension propre de chacun des champs ne peut eˆtre de´termine´e a priori
et requiert l’examen des divergences des graphes de Feynman. Ici, la syme´trisation
des champs impose d’attribuer la meˆme dimension aux deux champs, de sorte que
[φ] = [φ˜] = kd/2. On en de´duit, pour le couplage effectif du vertex a` trois points
u =
√
2 σ λ, la dimension canonique [u] = k2−d/2 (en affectant au temps t la dimension
“na¨ıve” k−2). Ainsi, ce couplage devient marginal en dimension quatre, ce qui de´finit
9En se re´fe´rant a` l’e´quivalence entre coagulation et annihilation de paires e´nonce´e a` la section V.2.
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donc la dimension critique supe´rieure dc = 4 de la percolation dirige´e.
Notons qu’alors le couplage λ du vertex a` quatre points est non pertinent au voisi-
nage de dc et peut donc eˆtre supprime´ dans l’action. Sous cette forme (a` λ = 0), l’ac-
tion (VI.67) de la percolation dirige´e co¨ıncide avec l’action de la the´orie de Regge [105],
ce qui atteste de l’e´quivalence discute´e a` la section V.1.2 entre ces deux the´ories.
VI.3 Lien entre les deux approches
Au cours des deux sections pre´ce´dentes nous avons, par des de´rivations inde´pendan-
tes, formule´ deux repre´sentations en terme d’une inte´grale fonctionnelle des processus
de re´action-diffusion. Penchons-nous a` pre´sent sur le lien qui existe entre ces deux
approches.
VI.3.1 Nature du bruit
Conside´rons la fonctionnelle ge´ne´ratrice (VI.59) e´manant de la seconde de´rivation :
Z =
∫
D φD φ˜ e−SDP [φ˜, φ], (VI.68)
associe´e a` l’action SDP de la percolation dirige´e donne´e par (VI.66). Pour la relier a`
la fonctionnelle de re´ponse issue de la premie`re de´rivation, introduisons un terme de
bruit en exprimant — en re´miniscence de la section VI.1 — l’exponentielle de la partie
quadratique en φ˜ de SDP comme provenant de l’inte´gration sur un bruit blanc η :
e−(λφ2 − σ φ) φ˜2 =
∫
D η P(η) e−η φ˜, (VI.69)
ou` P(η) repre´sente la distribution gaussienne :
P(η) = e
− η
2
2 (λφ2 − σ φ) . (VI.70)
Le champ φ˜ n’apparaˆıt alors plus que line´airement dans SDP et, comme ce champ est
imaginaire pur, son inte´gration produit une fonction de Dirac
∫ D φ˜ exp (−φ˜ C[φ, η]) =
δ(C[φ, η]) qui impose la contrainte :
C[φ, η] = ∂t φ(x, t)−D∇2 φ(x, t) + 2λφ(x, t)2 − (σ − µ)φ(x, t)− η(x, t) = 0. (VI.71)
Le champ φ obe´it donc a` la dynamique de Langevin associe´e aux processus de la
percolation dirige´e, pour un bruit gaussien η dont la distribution P(η) est code´e dans
la partie quadratique en φ˜ de SDP . On de´duit directement de (VI.70) les corre´lations
de ce bruit :〈
η
〉
= 0 et
〈
η(x, t) η(x′, t′)
〉
= (−λφ2 + σ φ) δd(x− x′) δ(t− t′). (VI.72)
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Tout d’abord, ce corre´lateur est proportionnel au champ φ et s’annule donc dans l’e´tat
vide de sorte que celui-ci ne fluctue plus. Outre cette proprie´te´ qui traduit simplement
l’existence d’un e´tat absorbant, la structure (VI.72) des corre´lations du bruit est non
triviale et rend manifeste la difficulte´ de construire directement une e´quation de Lan-
gevin si rien ne guide, par ailleurs, le choix de ces corre´lations (e.g. un the´ore`me de
fluctuation-dissipation). Ceci se re´ve`le d’autant plus e´pineux que les corre´lations du
bruit (VI.72) peuvent s’ave´rer ne´gatives. En effet, dans le cas de l’annihilation pure
(σ = 0), d’apre`s (VI.72), on a 〈η2〉 = −λφ2, ce qui exige que le bruit η soit imaginaire,
autrement dit que la repre´sentation de Langevin (VI.71) soit complexe ! Ce caracte`re
imaginaire traduit ici physiquement l’existence des anti-corre´lations, e´voque´es dans la
section V.2, induites par les fluctuations stochastiques qui tendent, a` temps long, a`
se´gre´guer les particules et ralentir fortement leur extinction (en dimension d < dc).
L’origine d’un corre´lateur imaginaire est a` imputer a` la nature meˆme du champ
φ, qui ne repre´sente pas directement un champ de densite´, ce qui rejaillit sur le sens
(non physique) du bruit η. En fait, tel qu’introduit a` travers la transformation gaus-
sienne (VI.69), le bruit η ne contient que le bruit lie´ aux re´actions, en excluant le bruit
issu de la diffusion ((VI.72) ne de´pend pas de D) et ne correspond donc qu’a` une partie
du bruit physique. Rien ne le contraint par conse´quent a` eˆtre re´el. Nous renvoyons a`
[157, 155] pour une analyse approfondie du roˆle de la nature re´elle ou imaginaire du
bruit.
Ceci appelle plusieurs remarques. Il est possible, sous certaines conditions, d’ap-
proximer l’e´quation maˆıtresse par une e´quation de Fokker-Planck, dont on peut alors
de´duire directement une e´quation de Langevin [71]. Dans ce cas, le bruit apparaissant
dans l’e´quation de Langevin repre´sente tout le bruit physique, et ses corre´lations —
toujours positives — incluent donc naturellement la contribution du bruit de diffusion
en plus de bruit de re´action. De cette e´quation de Langevin peut alors eˆtre de´rive´e une
fonctionnelle de re´ponse. Par cette voie, la contribution comple`te du bruit se re´percute
dans l’action S ′ obtenue. Une action S ′DP “comple`te” a notamment e´te´ de´rive´e, selon
cette proce´dure, par Janssen [91] pour les re´actions chimiques du premier mode`le de
Schlo¨gl (voir le paragraphe V.1.2). Or il apparaˆıt que la composante du bruit de diffu-
sion dans S ′DP se re´ve`le dans ce cas non pertinent [91]. L’action comple`te S ′DP s’ave`re
ainsi e´quivalente a` l’action (VI.67) de´rive´e ici. Ceci implique que l’on peut dans ce cas
le´gitimement assimiler le champ φ a` un champ physique de densite´ locale.
De manie`re plus ge´ne´rale, lorsque les corre´lations du bruit (VI.72) sont positives
(caracte´risant donc un bruit re´el), on peut attribuer au champ φ une signification
physique. Une manie`re de l’envisager est qu’alors la repre´sentation de Langevin (VI.71)
est de´finie et s’interpre`te bien comme l’e´quation du mouvement d’un champ φ —
physique — de densite´, moyennant localement des degre´s de liberte´ microscopiques.
VI.3.2 Synthe`se
Pour conclure, comparons les deux approches en discutant leur domaine d’applica-
tion respectif. L’e´quation maˆıtresse de´crit, a` travers l’e´volution de la distribution de
probabilite´s, la dynamique stochastique des degre´s de liberte´ “microscopiques” — i.e.
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des particules. Par conse´quent, la fonctionnelle ge´ne´ratrice qui en de´rive transcrit au-
tomatiquement, dans les corre´lations de deux champs φ et φ˜, les proprie´te´s statistiques
des fluctuations stochastiques. Le champ physique φ s’apparente dans le cas ge´ne´rique
(d’un bruit re´el) a` une densite´ locale. L’e´quation de Langevin de´crit, elle, la dyna-
mique d’une variable stochastique me´soscopique, qui mate´rialise une densite´ moyenne´e
localement. Elle perd donc l’information sur les proprie´te´s statistiques des processus
sous-jacents, qui sont mode´lise´es par un bruit — en ge´ne´ral blanc. La fonctionnelle
de re´ponse incorpore ainsi phe´nome´nologiquement les fluctuations du champ φ. Si les
corre´lations du bruit sont par ailleurs connues (par exemple fixe´es par un the´ore`me
de fluctuation-dissipation ou infe´re´es directement de l’e´quation maˆıtresse), les deux
approches sont e´quivalentes.
L’usage de l’une ou l’autre de ces approches est conditionne´ par la nature du mode`le
initial. La de´rivation d’une inte´grale fonctionnelle a` partir de l’e´quation maˆıtresse n’est
possible que si les re`gles dynamiques microscopiques se formulent comme des processus
locaux ne de´pendant que du nombre de particules. Cette contrainte restreint ce forma-
lisme a` des processus de type naissance et mort ou e´change de particules, qui rele`vent
donc de la forme ge´ne´rale (VI.17) a` (VI.19) pour une espe`ce de particules. Ne´anmoins,
cette description s’e´tend a` un nombre arbitraire n d’espe`ces de particules [158] pouvant
se transmuer par re´actions chimiques (e.g. A → B + C) puisque ces dernie`res corres-
pondent encore a` des cre´ations ou destructions de particules. Dans ce cas, la the´orie
des champs associe´e comporte 2n champs φα et φˆα, ou` α = 1 . . . n indice les diffe´rentes
espe`ces. Les processus de re´action-diffusion en ge´ne´ral se preˆtent donc naturellement
a` une de´rivation “exacte”, ce qui repre´sente un domaine relativement vaste. Cepen-
dant, dans la plupart des autres cas (l’hydrodynamique, les phe´nome`nes de croissance
. . .), on ne sait formuler qu’une description me´soscopique du syste`me, en terme d’un
champ ale´atoire local. On dispose, dans cette situation, d’une e´quation de Langevin
et on recourt donc naturellement au formalisme de la fonctionnelle de re´ponse pour
formuler une the´orie des champs. Bien suˆr, l’e´criture d’une the´orie des champs, si elle
concentre toute notre attention, n’a rien d’un passage oblige´ et bien d’autres approches
sont envisageables !
Conclusion
Nous avons dans ce chapitre analyse´ les fondements de la formulation en inte´grale
fonctionnelle des processus de re´action-diffusion. Nous avons en particulier montre´
qu’une the´orie des champs peut eˆtre de´rive´e pour ces processus de fac¸on exacte —
via l’e´quation maˆıtresse — hormis le passage a` la limite continue d’espace. Nous
disposons maintenant d’actions explicites pour la the´orie des champs de la perco-
lation dirige´e (VI.67) et de celle des marches ale´atoires avec branchement et anni-
hilation (VI.60), que nous allons a` pre´sent mettre a` profit pour explorer, par les
me´thodes du groupe de renormalisation non perturbatif, les proprie´te´s universelles
et non-universelles de ces syste`mes.
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Chapitre VII
Re´action-diffusion et groupe de
renormalisation non perturbatif
Dans ce chapitre, nous exposons les contributions apporte´es lors de ce travail de
the`se a` l’e´tude des syste`mes hors de l’e´quilibre [89, 90]. Ces travaux s’attachent a`
sonder d’une part les proprie´te´s universelles des syste`mes de la classe de la percolation
dirige´e et, d’autre part, des proprie´te´s non universelles relatives a` un mode`le de cette
classe : les marches ale´atoires avec branchement et annihilation impaires. Ce chapitre
s’organise en trois sections. Dans la premie`re, nous de´rivons des e´quations de flot du
groupe de renormalisation non perturbatif ge´ne´riques pour les processus de re´action-
diffusion. Nous appuyant sur ces dernie`res, nous calculons, dans une deuxie`me section,
les exposants critiques de la percolation dirige´e puis nous de´terminons, pour finir, le
diagramme de phase des marches ale´atoires avec branchement et annihilation impaires
entre une et six dimensions d’espace.
VII.1 Groupe de renormalisation non perturbatif
hors de l’e´quilibre
Dans cette section, nous ge´ne´ralisons le formalisme de l’action effective moyenne
aux syste`mes hors de l’e´quilibre, en de´finissant une “action effective moyenne” Γk pour
ces syste`mes puis en de´rivant une e´quation exacte pour le flot de Γk. Nous e´laborons
ensuite un ansatz de Γk ge´ne´rique pour les processus de re´action-diffusion a` l’ordre le
plus bas en de´rive´es et e´tablissons explicitement les e´quations de flot associe´es a` cet
ansatz qui sous-tendent toutes les e´tudes de ce chapitre.
VII.1.1 Action effective moyenne hors de l’e´quilibre
Il s’agit de construire une “action effective moyenne” Γk — proce´dant du meˆme
principe qu’a` l’e´quilibre (cf. section II.1.2) — pour des syste`mes hors de l’e´quilibre,
c’est-a`-dire un objet qui moyenne progressivement les modes de fluctuation de haute
e´nergie pour aboutir a` une description effective en termes des modes de basse e´nergie.
Au cours de cette inte´gration, Γk doit re´aliser une interpolation continue entre une
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de´finition microscopique “S” du syste`me en termes des degre´s de liberte´ initiaux et
une fonctionnelle “Γ0” du parame`tre d’ordre qui de´crit les proprie´te´s macroscopiques
du syste`me.
A l’e´quilibre, Γk s’apparente a` une e´nergie et co¨ıncide donc a` l’e´chelle k = Λ avec le
hamiltonien (au facteur kB T pre`s) et a` l’e´chelle k = 0 avec l’e´nergie libre de Gibbs. Hors
de l’e´quilibre, les fonctionnelles d’e´nergie, comme la fonction de partition Z ou l’e´nergie
libre, ne sont pas de´finies. Il s’agit donc d’identifier des fonctionnelles “S” et “Γ0” qui
jouent un roˆle analogue a` celles-ci hors de l’e´quilibre. A cet e´gard, la fonctionnelle
ge´ne´ratrice Z[φ˜, φ], construite au chapitre VI, apparaˆıt comme un point de de´part na-
turel. En effet, bien que l’action S[φ˜, φ] ne s’interpre`te pas comme l’e´nergie du syste`me
(elle n’est plus relie´e via kB T a` un hamiltonien), Z est la fonctionnelle ge´ne´ratrice
des fonctions de corre´lation
〈
φ˜m φn
〉
du syste`me.1 Par analogie avec l’e´quilibre, on
peut alors de´finir a` partir de Z une “e´nergie libre” W (ge´ne´ratrice des fonctions de
corre´lation connexes) puis une fonctionnelle ge´ne´ratrice Γ des fonctions de corre´lation
1-particule irre´ductibles. Ceci sugge`re donc de construire un objet Γk qui s’identifie
a` l’action microscopique S[φ˜, φ] a` l’e´chelle k = Λ et a` Γ a` l’e´chelle k = 0. Comme
Γ ge´ne`re les fonctions de corre´lation 1-PI, la qualite´ essentielle de l’action effective
moyenne d’eˆtre relie´e aux quantite´s physiques est ainsi pre´serve´e. De´taillons plus avant
cette construction.
Construction de Γk
La fonctionnelle Γk doit relier continuˆment, par inte´gration progressive des fluc-
tuations, S a` Γ. Hors de l’e´quilibre, les diffe´rents modes de fluctuation varient non
seulement sur des distances spatiales plus ou moins grandes (correspondant a` diffe´rents
re´gimes d’impulsion) mais e´galement sur des e´chelles temporelles varie´es (correspondant
a` diffe´rents re´gimes de fre´quence). L’action effective Γk doit donc inte´grer les fluctua-
tions de grande impulsion et de grande fre´quence, de l’e´chelle microscopique k = Λ ou`
aucun mode n’est encore inclus dans Γk a` l’e´chelle physique k = 0 ou` toutes les fluc-
tuations ont peu a` peu e´te´ incorpore´es. Pour cela on ajoute, dans la fonctionnelle Z,
un terme de “masse” ∆Sk qui assure la suppression des contributions des champs de
basse impulsion et basse fre´quence. On introduit au pre´alable des sources externes J et
J˜ couple´es aux champs φ et φ˜. Alors, en adoptant une e´criture vectorielle : J = [J, J˜ ]
et Φ = [φ, φ˜], la fonctionnelle Zk[J ] (en pre´sence des sources et du terme de masse)
s’e´crit :
Zk[J ] =
∫
DΦ e−S[Φ] −∆Sk[Φ] +
∫
x
J . tΦ
ou` DΦ ≡ D φD φ˜, (VII.1)
ou` tΦ repre´sente le transpose´ de Φ et ou` l’ope´rateur “.” marque, dans ce chapitre, le pro-
duit de vecteurs ou de matrices. Les variables temporelle et spatiales sont re´unies au sein
d’une variable globale x ≡ (x, t) et l’e´le´ment d’inte´gration est note´ synthe´tiquement
1L’interpre´tation physique des champs φ˜ et φ s’ave`re parfois de´licate, comme souligne´ au cha-
pitre VI. Cependant, rappelons que pour la percolation dirige´e ainsi que pour les marches ale´atoires
avec branchement et annihilation, le champ φ peut eˆtre assimile´ a` une densite´ locale et les corre´lations
des deux champs traduisent donc bien les proprie´te´s physiques du syste`me.
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∫
x ≡
∫
dd x dt. Le terme de masse, quadratique dans les champs, implique de fac¸on
ge´ne´rique une matrice de coupure 2× 2 (note´e R˜k) et s’e´crit, dans l’espace de Fourier :
∆Sk[Φ] = 1
2
∫
dd q
(2pi)d
d ω
2pi
Φ(−q,−ω) . R˜k(q2, ω) . tΦ(q, ω), (VII.2)
ou` le symbole M˜ repe`re une matrice M dans l’espace de Fourier, selon les notations
de´finies dans l’annexe E.
Pre´cisons la forme de la matrice de coupure R˜k. Comme discute´ au chapitre VI,
l’action S pour un syste`me hors de l’e´quilibre se scinde en deux composantes :
S[Φ] = S0[Φ] + Sint[Φ] ≡
∫
dd x dt φ˜(x, t)
(
∂t −D∇2
)
φ(x, t) +
∫
dd x dt U [Φ]. (VII.3)
Pour les processus de re´action-diffusion, la partie “gaussienne” S0 transcrit la diffusion
et le potentiel U [Φ] code toutes les re´actions chimiques couplant les particules.2
La de´pendance dynamique (en q et en ω) du “propagateur” (de´fini comme l’inverse
de la partie quadratique en champs de l’action) provient donc exclusivement du terme
diffusif associe´ au produit des champs φ˜ φ. Il suffit ainsi d’affecter une masse aux modes
φ˜ φ de basses impulsion et fre´quence. Alors la matrice R˜k prend de la forme :
R˜k(q
2, ω) =
[
0 Rk(q
2, ω)
Rk(q
2,−ω) 0
]
. (VII.4)
La fonction de coupure Rk(q
2, ω) obe´it a` des contraintes analogues a` celles e´tablies au
premier chapitre ((II.5) et (II.9)), en les e´tendant a` la de´pendance en fre´quence, soit :
Rk(q
2, ω) ∼ k2 quand q2  k2 ou |ω|  k
Rk(q
2, ω) → 0 quand q2  k2 ou |ω|  k
Rk(q
2, ω) → 0 quand k → 0 a` q et ω fixe´s
Rk(q
2, ω) → ∞ quand k → Λ a` q et ω fixe´s.
(VII.5)
La premie`re contrainte assure que la fonction de coupure Rk(q
2, ω) agit comme une
masse ∼ k2 qui ge`le la propagation des modes lentement variables dans l’espace et dans
le temps, supprimant ainsi leur contribution a` l’inte´grale fonctionnelle. La deuxie`me
contrainte garantit que ∆Sk[Φ] disparaˆıt a` grandes impulsion et fre´quence, de manie`re
a` ne pas alte´rer l’inte´gration des modes a` variations rapides.
On de´finit la fonctionnelle Wk[J ] = lnZk[J ] de sorte que les valeurs moyennes
effectives (a` l’e´chelle k) des champs microscopiques φ˜ et φ se de´duisent par de´rivation
de Wk par rapport aux sources :
ψk =
〈
φ
〉
≡ δWk
δJ
et ψ˜k =
〈
φ˜
〉
≡ δWk
δJ˜
. (VII.6)
2Cette de´composition s’applique e´galement a` un syste`me hors de l’e´quilibre quelconque, S0 de´crit
alors la partie libre (relaxationnelle) et Sint les interactions, e´ventuellement de´rivatives, du syste`me.
119
120 CHAPITRE VII. RE´ACTION-DIFFUSION ET GROUPE DE RENORMALISATION NON PERTURBATIF
On de´finit alors l’action effective moyenne Γk comme la transforme´e de Legendre de
Wk, modifie´e par la soustraction du terme de masse :
Γk[Ψk] +Wk[J ] =
∫
x
J . tΨk −∆Sk[Ψk], (VII.7)
en notant Ψk = [ψk, ψ˜k]. Le champ ψk s’apparente a` un parame`tre d’ordre effec-
tif, s’identifiant au parame`tre d’ordre physique dans la limite k → 0. La pre´sence
du terme de masse dans (VII.7) permet de recouvrer, par l’interme´diaire des deux
dernie`res contraintes de (VII.5), les comportements asymptotiques de Γk aux e´chelles
extreˆmes : Γk=0 = Γ — la fonctionnelle ge´ne´ratrice des fonctions de corre´lation 1-
particule irre´ductibles, transforme´e de Legendre standard de W — et Γk=Λ = S —
l’action microscopique. La de´monstration de ceci est tout a` fait analogue a` celle du
paragraphe II.1.2.
Nous avons de´fini une action effective moyenne hors de l’e´quilibre, e´tablissons main-
tenant sa variation avec l’e´chelle k.
De´rivation de l’e´quation de flot de Γk
Pour de´river l’e´quation de flot de Γk, nous allons suivre le meˆme cheminement que
dans l’annexe A, en employant ici une e´criture matricielle. Le symbole X̂ repe`re les
matrices (2×2) dans l’espace des x et on introduit les vecteurs d’ope´rateurs de de´rive´es
fonctionnelles δˆJx = [δ/δJ(x), δ/δJ˜(x)] (et de meˆme δˆΨx).
Commenc¸ons par e´tablir la variation de Γk sous un changement infinite´simal de
l’e´chelle k, a` Ψk fixe´. Celle-ci de´coule de la de´rivation de (VII.7) par rapport a` k :
∂kΓk[Ψk]
∣∣∣
Ψ
= −∂kWk[J ]
∣∣∣
Ψ
+
∫
x
∂kJ (x) . tΨk(x)−1
2
∫
x,x′
Ψk(x) . ∂kR̂k(x−x′) . tΨk(x′) .
(VII.8)
La variation par rapport a` l’e´chelle k de Wk, a` Ψ fixe´, se de´duit de ∂kWk a` J fixe´ en
ajoutant le terme de de´rivation compose´e :
∂kWk
∣∣∣∣
Ψ
= ∂kWk
∣∣∣∣
J
+
∫
y
∂kJ (y). tδˆJyWk. (VII.9)
Il s’agit alors de de´terminer ∂kWk
∣∣∣
J
. Comme dans l’annexe A, cette variation s’obtient
en de´rivant la de´finition (VII.1) de Zk par rapport a` k, a` J fixe´, puis en exploitant la
relation Ψk = δˆJWk, d’ou` :
∂kWk eWk =
{
− 1
2
∫
x,x′
δˆJx . ∂kR̂k(x− x′) . tδˆJx′
}
eWk . (VII.10)
On en de´duit, en explicitant l’action de l’ope´rateur δˆJ sur exp (Wk) (puis en divisant
par exp (Wk)) :
∂kWk
∣∣∣∣
J
= −1
2
∫
x,x′
{
δˆJxWk . ∂kR̂k(x− x′) . tδˆJx′Wk + Tr
[
∂kR̂k(x− x′) . δˆJx
(
tδˆJ
x′
Wk
)]}
.
(VII.11)
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Le dernier terme du membre de droite repre´sente la matrice des de´rive´es fonction-
nelles secondes de Wk par rapport aux champs J et J˜ , que l’on note Ŵ(2)k (x,x′) ≡
δˆJx
(
tδˆJ
x′
Wk
)
. En reportant les re´sultats (VII.9) et (VII.11) dans (VII.8), on obtient
l’expression souhaite´e de la variation de Γk avec l’e´chelle k :
∂kΓk[Ψk]
∣∣∣
Ψ
=
1
2
Tr
∫
x,x′
∂kR̂k(x− x′) . Ŵ(2)k (x,x′). (VII.12)
On peut s’attacher — comme dans l’annexe A — a` donner a` l’e´quation (VII.12)
une forme auto-re´fe´rente, c’est-a`-dire ne de´pendant que de Γk et de ses de´rive´es. A
cette fin, on de´termine l’inverse de Ŵ(2)k de la fac¸on suivante. D’une part, on de´rive la
relation Ψk(x) = δˆJxWk par rapport a` tδˆΨx′ en explicitant dans le membre de droite la
de´rivation compose´e, ce qui fournit une formulation de l’inverse de Ŵ(2)k :
1̂ . δ(d+1)(x− x′) =
∫
y
tδˆΨ
x′
J (y) . Ŵ(2)k (y,x). (VII.13)
D’autre part, l’expression de la matrice jacobienne tδˆΨ
x′
J (y) — inverse de Ŵ(2)k —
s’obtient par les deux de´rivations successives δˆΨy puis
tδˆΨ
x′
de l’e´quation (VII.7), soit :
tδˆΨ
x′
J (y) = Γ̂(2)k (x′,y) + R̂k(x′ − y), (VII.14)
en notant Γ̂
(2)
k (x,x
′) la matrice des de´rive´es fonctionnelles secondes de Γk. En rem-
plac¸ant Ŵ(2)k par son inverse (VII.14) dans l’e´quation de flot de Γk (VII.12), celle-ci se
re´e´crit :
∂kΓk[Ψk]
∣∣∣
Ψ
=
1
2
Tr
∫
x,x′
∂kR̂k(x− x′) .
[
Γ̂
(2)
k + R̂k
]−1
(x,x′). (VII.15)
Donnons e´galement son expression en transforme´e de Fourier (avec les conventions de
l’annexe E) :
∂k Γk =
1
2
Tr
∫
q
∂kR˜k(q)
[
Γ˜
(2)
k + R˜k
]−1
(−q,q). (VII.16)
Cette e´quation de flot est exacte — et donc non perturbative. Elle pre´sente e´videmment
la meˆme structure a` 1-boucle que dans le formalisme a` l’e´quilibre. Comme dans ce cas,
traiter cette e´quation ne´cessite de recourir a` des proce´dures d’approximation, ce que
nous envisageons dans le paragraphe suivant, en nous concentrant sur les processus de
re´action-diffusion.
VII.1.2 Equations de flot pour les processus de re´action-dif-
fusion
Pour exploiter l’e´quation (VII.15), nous allons e´laborer un ansatz de Γk pour les
processus de re´action-diffusion. Pour cela, nous allons proce´der a` un de´veloppement
de´rivatif (cf. section II.2.2) des de´pendances spatiale et temporelle de l’action effective
moyenne Γk, en de´veloppant cette dernie`re en puissances des gradients et des de´rive´es
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en temps. Cette approximation privile´gie la description du comportement a` grande
distance (q → 0) et a` temps long (ω → 0) du syste`me, qui correspond au re´gime
physiquement inte´ressant dans l’e´tude des phe´nome`nes critiques. De´terminons dans ce
cadre l’ansatz le plus ge´ne´ral au premier ordre en de´rive´es — c’est-a`-dire en ne retenant
que les termes d’ordre ∇2 et ∂t — que nous noterons symboliquement ∂2 par analogie
avec l’e´quilibre.
Construction d’un ansatz
Il s’agit d’identifier les termes de´rivatifs intervenant dans l’ansatz de Γk a` l’ordre
∂2. On proce`de comme dans la section III.3.1 en recensant tous les monoˆmes que
l’on peut former avec (∇2, ψn, ψ˜m) et (∂t, ψn, ψ˜m). Commenc¸ons par la partie spatiale.
Avec les deux types de champs ψ et ψ˜ et deux ope´rateurs ∇, on peut constituer sept
combinaisons de´rivatives :
ψmψ˜n
[
ψ∆ψ, ψ∆ψ˜, ψ˜∆ψ, ψ˜∆ψ˜
]
et ψmψ˜n
[
(∇ψ)2, ∇ψ∇ψ˜, (∇ψ˜)2
]
.
(VII.17)
Tout terme de la premie`re famille de combinaisons, du type ψmψ˜n(χa∆χb) ou` χi de´signe
ψ ou ψ˜ (“les laplaciens”), se rame`ne par inte´gration par parties a` une combinaison de
termes de la seconde famille du type ψmψ˜n(∇χa∇χb) (“les gradients”). Il suffit donc
de conserver les trois combinaisons (inde´pendantes) de gradients qui forment une base
pour les termes de´rivatifs spatiaux. Pour la partie temporelle, les deux types de termes
de´rivatifs que l’on peut former ψmψ˜n ∂tψ et ψ
mψ˜n ∂tψ˜ sont relie´s par inte´gration par
parties, tant que m 6= 0 et n 6= 0. Cependant, si par exemple n = 0 dans le premier
terme, le monoˆme ψm ∂tψ correspond a` une de´rive´e totale et sa contribution est nulle
(et de meˆme pour celle de ψ˜n ∂tψ˜). Il suffit donc, dans tous les cas, d’un terme de´rivatif
temporel qui prend la forme ge´ne´rale ψmψ˜n (ψ˜ ∂t ψ). Finalement, l’ansatz de Γk au
premier ordre en de´rive´es s’e´crit :
Γk =
∫
dd x dt
{
Uk(ψ˜, ψ) +Dk(ψ˜, ψ) ψ˜(x, t) ∂t ψ(x, t)
+ Zk(ψ˜, ψ)∇ψ(x, t)∇ψ˜(x, t) + 1
2
Y 1k (ψ˜, ψ)
(
∇ψ(x, t)
)2
+
1
2
Y 2k (ψ˜, ψ)
(
∇ψ˜(x, t)
)2}
.
(VII.18)
Le potentiel courant Uk contient la physique lie´e aux modes uniformes et stationnaires
et les fonctions de renormalisation des termes de´rivatifs Dk, Zk et Y
i
k , i = 1, 2, incor-
porent les effets induits par les modes variant lentement dans l’espace et dans le temps.
Nous e´tudierons cet ansatz plus avant dans la section VII.2.3 pour calculer les
exposants de la percolation dirige´e a` l’ordre ∂2. Dans un premier temps, nous allons
nous concentrer sur l’ordre dominant (OD) qui consiste a` ne´gliger la de´pendance en
champs des fonctions de renormalisation de´rivatives. On peut montrer (par le calcul)
qu’a` l’OD les termes Y 1k (∇ψ)2 et Y 2k (∇ψ˜)2 n’entrent pas dans l’ansatz, car le flot
des coefficients Y ik se re´ve`le proportionnel a` eux-meˆmes. Ainsi, si ces termes sont nuls
initialement (ce qui est le cas pour les actions S conside´re´es), ils ne sont pas ge´ne´re´s
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par renormalisation et restent nuls a` toute e´chelle k. Il n’est donc pas ne´cessaire de les
inclure dans l’ansatz a` l’OD, qui s’e´crit finalement :
Γk =
∫
dd x dt
{
Uk(ψ˜, ψ) + ψ˜(x, t)
[
Dk ∂t − Zk∇2
]
ψ(x, t)
}
. (VII.19)
Discutons de l’interpre´tation des coefficients de renormalisation Zk et Dk, en ana-
lysant les dimensions canoniques des diffe´rentes composantes de cet ansatz. Comme Γk
est sans dimension, l’expression (VII.19) de´termine la dimension du potentiel :
[Uk] = k
d ω (VII.20)
— en notant k une e´chelle d’impulsion et ω une e´chelle de fre´quence — et fixe la
dimension du produit ψ˜ψ. Celle-ci admet les deux expressions :
[ψ˜ ψ] = kdD−1k = k
d−2 ω Z−1k . (VII.21)
Il en de´coule une premie`re relation :
[ω] = k2 ZkD
−1
k , (VII.22)
qui e´tablit la loi d’e´chelle entre le temps et l’espace. Rappelons que l’espace et le temps
jouent, en ge´ne´ral, des roˆles diffe´rents dans les syste`mes hors de l’e´quilibre (voir la
section V.1.1). A l’approche d’un re´gime critique, les longueurs de corre´lation spatiale
et temporelle divergent selon des lois de puissance inde´pendantes, dont le rapport
traduit la loi d’e´chelle “anormale” entre l’espace et le temps, caracte´rise´e par l’exposant
dynamique z. Celui-ci est de´fini tel que L/t1/z soit sans dimension au point critique,
ou de manie`re e´quivalente ω ∼ kz.
Or, a` la criticalite´, Zk et Dk vont se comporter en lois de puissance : Zk ∼ k−xZ et
Dk ∼ k−xD de sorte que les exposants xZ et xD refle`tent alors, via (VII.22), cette loi
d’e´chelle anormale suivant :
z = 2− xZ + xD = 2 + ∂t lnZk − ∂t lnDk, (VII.23)
ou` comme pre´ce´demment ∂t repre´sente la de´rive´e logarithmique k ∂k. En outre, d’apre`s
la relation (VII.21), Dk repre´sente, a` la transition, la dimension anormale η des champs,
de´finie comme dans [159] par [ψ˜ψ] = kd+η, soit :
η = xD = −∂t lnDk. (VII.24)
La dimension anormale η ainsi de´finie est lie´e par des relations d’e´chelle aux autres
exposants critiques, par exemple pour la percolation dirige´e β = ν⊥ (d+ η)/2 [159].
Nous allons a` pre´sent de´river les e´quations de flot des composantes Uk(ψ˜, ψ), Zk et
Dk de l’ansatz (VII.19).
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De´rivation des e´quations de flot a` l’OD
La de´termination de ces e´quations est assez analogue aux calculs pre´sente´s dans la
section II.3.1. Nous les menons ici en de´tail car le traitement de la partie fre´quentielle
me´rite une attention particulie`re (surtout quant a` son signe — la de´pendance en
fre´quence n’e´tant pas, contrairement a` celle en impulsion, quadratique). Cependant,
pour ne pas alourdir notre propos, les notations et conventions choisies ainsi qu’une
partie des calculs sont renvoye´es a` l’annexe E. Mentionnons simplement que les va-
riables d’impulsion et de fre´quence sont de nouveau repre´sente´es par un symbole unique
q ≡ (q, ω).
Conside´rons tout d’abord le potentiel Uk. Celui-ci se de´finit simplement en e´valuant
l’ansatz (VII.19) de Γk dans une configuration de champs uniformes et stationnaires :
ψ(x, t) = ψ0 et ψ˜(x, t) = ψ˜0, pour laquelle Uk = Γk|Ψ(x)=Ψ0 V−1 ou` V =
∫
dd x dt.
L’e´quation de flot de Uk s’obtient donc en e´valuant l’e´quation (VII.16) du flot de Γk
— dans l’espace de Fourier — pour la configuration Ψ0 (qui s’e´crit en transforme´e de
Fourier Ψ0(q) = [ψ0, ψ˜0](2pi)
D δD(q) ou` D = d+1). Commenc¸ons par calculer le propa-
gateur [Γ˜
(2)
k + R˜k]
−1 intervenant dans (VII.16). Pour cela, exprimons l’ansatz (VII.19)
en transforme´e de Fourier :
Γk =
∫
dd q
(2pi)d
d ω
2pi
{
ψ˜(−q,−ω)
[
Zk q
2 − iDk ω
]
ψ(q, ω)
}
+
∫
x
Uk(ψ˜, ψ), (VII.25)
puis de´rivons cette expression deux fois par rapport a` des champs Ψi(q) et Ψj(q
′).
En e´valuant ces de´rive´es secondes dans la configuration Ψ0, on obtient la matrice des
de´rive´es fonctionnelles secondes de Γk :
Γ
(2)
k (q,q
′) =
δD(q + q′)
(2pi)D
[
U
(0,2)
k Zk q
2 − iDk ω + U (1,1)k
Zk q
2 + iDk ω + U
(1,1)
k U
(2,0)
k
]
,
(VII.26)
dont l’e´le´ment (i, j) est de´fini par :
[Γ
(2)
k ]ij(q,q
′) ≡ δ
2 Γk
δΨi(q) δΨj(q′)
, (VII.27)
et ou` U
(n,m)
k de´signe les de´rive´es du potentiel par rapport aux champs :
U
(n,m)
k (ψ˜, ψ) ≡
δn+m Uk(ψ˜, ψ)
δ ψ˜n δ ψm
. (VII.28)
La notation Γ
(n)
k repre´sente une de´rive´e fonctionnelle n-ie`me de Γk par rapport a` des
champs exprime´s dans l’espace de Fourier. Γ
(n)
k se relie simplement a` la transforme´e
de Fourier — note´e Γ˜
(n)
k — de la meˆme de´rive´e fonctionnelle de Γk par rapport a` des
champs dans l’espace des x (voir l’annexe E) ; par exemple pour n = 2 : Γ
(2)
k (q,q
′) =
(2pi)−2DΓ˜
(2)
k (−q,−q′) (selon l’e´quation (E.15)). Cette relation et l’expression (VII.26)
sugge`re de poser :
R˜k(q,q
′) = (2pi)D
[
0 R(q)
R(−q) 0
]
δD(q + q′), (VII.29)
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de sorte que la matrice [Γ˜
(2)
k + R˜k] s’e´crit :
[
Γ˜
(2)
k + R˜k
]
(q,q′) = (2pi)D
[
U
(0,2)
k h(q)
h(−q) U (2,0)k
]
δD(q + q′), (VII.30)
avec h(±q) = Zk q2 +Rk(q2,±i ω)± iDk ω+U (1,1)k . Il s’agit de de´terminer l’inverse de
cette matrice pour obtenir l’expression du propagateur W˜(2)k ≡ [Γ˜(2)k + R˜k]−1 implique´
dans l’e´quation de flot (VII.16). La relation d’inversion s’e´crit dans l’espace de Fourier
(voir annexe E) :∫
q
[
Γ˜
(2)
k + R˜k
]
jm
(p′,q)
[
W˜(2)k
]
mi
(−q,p) = (2pi)D δij δD(p + p′). (VII.31)
En injectant l’expression (VII.30) de [Γ˜
(2)
k + R˜k] dans cette relation, on en de´duit :
[
Γ˜
(2)
k + R˜k
]−1
(q,q′) =
(2pi)D
α(q)
[ −U (2,0)k h(−q)
h(q) −U (0,2)k
]
δD(q + q′), (VII.32)
avec
α(q) = h(q) h(−q)− U (2,0)k U (0,2)k . (VII.33)
Pour obtenir l’e´quation de flot du potentiel, il ne reste plus qu’a` effectuer le produit
de cette matrice (VII.32) avec la matrice ∂tR˜k de´finie a` travers (VII.29) puis d’en
prendre la trace, ce qui engendre :
∂t Γk =
1
2
(2pi)D δD(0)
∫
q
[h(q) ∂tRk(−q) + h(−q) ∂tRk(q)]
h(q) h(−q)− U (2,0)k U (0,2)k
, (VII.34)
ou` t = ln(k/Λ). Le facteur (2pi)D δD(0) repre´sente simplement le “volume” V ≡ ∫ dd x dt
du syste`me (voir annexe E) qui disparaˆıt pour donner l’e´quation de flot du potentiel
∂tUk = V−1 ∂tΓk.
Nous allons un peu plus loin revenir sur cette e´quation pour en de´river une forme
plus simple. Avant cela, de´terminons les e´quations de flot des coefficients de renorma-
lisation Dk et Zk. D’apre`s l’expression (VII.26) de Γ
(2)
k ceux-ci se de´finissent comme :
Zk =
(2pi)D
δD(0)
lim
q,ω→0
∂q2 [Γ
(2)
k ]2 1(q,−q) et Dk = −i
(2pi)D
δD(0)
lim
q,ω→0
∂ω [Γ
(2)
k ]2 1(q,−q).
(VII.35)
L’obtention des e´quations de flot de Zk et Dk requiert donc de de´river ces de´finitions par
rapport a` l’e´chelle t. Ceci implique de calculer les graphes (selon la repre´sentation dia-
grammatique de l’e´quation (E.23) explicite´e dans l’annexe E) qui composent la de´rive´e
fonctionnelle seconde de ∂tΓk par rapport aux champs ψ(q) et ψ˜(−q). L’expression
comple`te de ∂t[Γ
(2)
k ]2 1 est e´tablie dans l’annexe E. Nous en donnons une expression
explicite dans un cas simple au paragraphe suivant.
Il s’agit alors, d’apre`s les de´finitions (VII.35), de de´velopper l’expression de ∂t[Γ
(2)
k ]2 1
au premier ordre en q2 puis au premier ordre en ω dans la limite q → 0 et ω →
0 pour obtenir respectivement les e´quations ∂tZk et ∂tDk. Nous allons au pre´alable
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recourir a` une simplification supple´mentaire qui confe`re a` ces e´quations une forme
plus compacte. Cette simplification consiste a` choisir une fonction de coupure qui ne
de´pend que des impulsions. Remarquons en effet que, dans le cas de la percolation
dirige´e et plus ge´ne´ralement des processus de re´action-diffusion, le temps et l’espace
ne sont pas relie´s par une syme´trie particulie`re3 et rien ne contraint a priori a` un
traitement syme´trique des parties fre´quentielle et impulsionnelle. En outre, la partie
fre´quentielle s’ave`re parfaitement re´gulie`re dans l’IR comme dans l’UV. Il suffit donc
d’imposer une coupure pour la partie impulsionnelle pour assurer la re´gularisation
comple`te de l’inte´grale sur les fre´quence et implusion internes implique´e dans l’e´quation
de flot. On abandonne donc dans la suite la de´pendance fre´quentielle du re´gulateur :
Rk(q
2, i ω) ≡ Rk(q2).
Arreˆtons-nous un instant sur les conse´quences possibles de ce choix. Ne pas intro-
duire de coupure en fre´quence implique que toutes les fre´quences contribuent de fac¸on
e´quivalente dans l’inte´gration “de boucle” sur la fre´quence interne et que celle-ci n’est
donc plus domine´e par les modes de fre´quence de l’ordre de k. Les implications de
cette observation sont loin d’eˆtre claires. Cependant, il semble raisonnable d’estimer
que l’influence en est d’autant plus atte´nue´e que la dimension d’espace est grande,
dans la mesure ou` l’inte´grale multi-dimensionnelle en impulsion re´duit vraisembla-
blement la contribution relative de l’inte´grale simple en fre´quence. L’on peut donc
e´ventuellement s’attendre a` des effets lorsque les contributions de l’espace et du temps
deviennent comparables, i.e. a` faible dimension spatiale, ce qui n’est pas encore, a` ce
jour, comple`tement e´lucide´.
Terminons alors la de´rivation des e´quations de flot dans cette approximation. Les
expressions de ∂tZk et ∂tDk avec une coupure purement impulsionnelle — un peu
longues — sont consigne´es dans l’annexe E. Nous en donnons une expression expli-
cite simplifie´e au paragraphe suivant. Reprenons d’abord l’e´quation pour le flot du
potentiel. Si la fonction de coupure ne de´pend que des impulsions, l’inte´gration en
fre´quence dans (VII.34) devient triviale et peut eˆtre effectue´e analytiquement. En ef-
fet, le de´nominateur de (VII.34) apparaˆıt alors simplement quadratique en fre´quence :
α(q) =
(
Zk q
2 +Rk(q
2) + U
(1,1)
k
)2
+
(
Dk ω
)2 − (U (2,0)k U (0,2)k ), (VII.36)
et le nume´rateur ne de´pend plus de la fre´quence. Il en re´sulte :
∂tUk =
∫
q
∂tRk(q
2)
(
Zk q
2 +Rk(q
2) + U (1,1)
)
α(q)
(VII.37)
=
1
2Dk
∫
dd q
(2pi)d
∂tRk(q
2)
(
Zk q
2 +Rk(q
2) + U (1,1)
)
√(
Zk q2 +Rk(q2) + U (1,1)
)2 − (U (2,0)k U (0,2)k ) . (VII.38)
3Ceci a` l’inverse, par exemple, des phe´nome`nes de croissance d’interface de´crits par l’e´quation de
Kardar-Parisi-Zhang [116]. En effet, cette dernie`re s’ave´rant e´quivalente a` l’e´quation de Burgers [160],
les champs ve´rifient la syme´trie de Galile´e. Cette syme´trie impose des contraintes spe´cifiques reliant
les termes cine´tiques spatiaux et temporel de l’action (voir par exemple [161]) qui se transposent sur
la forme du re´gulateur.
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Nous avons ainsi e´tabli les e´quations de flot ge´ne´rales pour les processus de re´action-
diffusion, a` l’OD du de´veloppement de´rivatif et pour une coupure en impulsion. Nous
allons dans le paragraphe suivant en donner des expressions plus simples en explicitant
le cas ge´ne´rique pour lequel ψ˜0 = 0 dans l’e´tat stationnaire.
Equations de flot a` ψ˜0 = 0
Pour les processus de re´action-diffusion, le champ auxiliaire φ˜ acquiert une valeur
moyenne nulle dans l’e´tat stationnaire.4 En outre, par construction (cf. chapitre VI),
le potentiel s’ave`re proportionnel a` ce champ et il en re´sulte que toutes les de´rive´es
du potentiel par rapport a` ψ seulement — du type U
(0,n)
k — sont nulles dans l’e´tat
stationnaire. Ceci sugge`re de se placer, pour l’e´tude des processus de re´action-diffusion,
dans une configuration uniforme et stationnaire caracte´rise´e par ψ˜0 = 0 pour e´valuer
les diffe´rentes e´quations de flot. Dans cette configuration, l’expression de ∂t[Γ
(2)
k ]21
donne´e par (E.26) se simplifie. En outre, pour un re´gulateur purement impulsionnel, la
de´pendance en fre´quence apparaˆıt encore confine´e au de´nominateur et son inte´gration
s’effectue de nouveau explicitement. On obtient ainsi :
δ2 ∂tΓk
δψ(p) δψ˜(−p) =
1
Dk
U
(2,1)
k U
(1,2)
k
∫
dd q
(2pi)d
∂tRk(q
2)[
Dk i ν + f(q) + f(q − p)
]2
− 1
2Dk
(
U
(2,0)
k
)2
U
(1,2)
k
∫
dd q
(2pi)d
∂tRk(q
2)
 f(q) + f(q − p)
f(q) f(q − p)
[
Dk i ν + f(q) + f(q − p)
]2
+
1
f(q)2
[
Dk i ν + f(q) + f(q − p)
]
 , (VII.39)
ou` f(q) = Zk q
2 +Rk(q
2) + U
(1,1)
k et ν de´signe la fre´quence externe : p ≡ (p, ν).
On introduit, comme au chapitre II, les variables adimensionne´es et renormalise´es :
ψ = kdD−1k χ
ψ˜ = kdD−1k χ˜
Uk(ψ˜, ψ) = k
d+2 ZkD
−1
k uk(χ˜, χ),
(VII.40)
afin d’obtenir des expressions ne de´pendant plus explicitement de l’e´chelle k, et faciliter
la recherche de points fixes. Ceci ne´cessite, d’apre`s la forme du terme de masse (VII.2),
d’absorber un facteur Zk dans la fonction de coupure en posant :
Rk(q
2) = Zk q
2 r(y) avec y = q2/k2. (VII.41)
On de´finit comme a` l’e´quilibre des fonctions seuil L etM donne´es dans l’annexe E. Avec
ces conventions, l’e´quation de flot adimensionne´e du potentiel devient simplement :
∂tuk = −(d+2+xD−xZ) uk+ 1
2
(d+xD)
(
χ0 u
(0,1)
k +χ˜0 u
(1,0)
k
)
− 1
2
L(0, 0, d, 0) (VII.42)
4En effet, l’ope´rateur a†i (correspondant au champ φ˜) agissant a` gauche sur l’e´tat de projection le
laisse invariant, d’ou` 〈φ˜〉 = 〈 . |Hˆ|ψ〉 = 0, car d’apre`s le paragraphe VI.2.2, l’ope´rateur d’e´volution Hˆ
annihile l’e´tat de projection.
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(pour une configuration stationnaire (χ0, χ˜0) quelconque).
Ensuite, en annulant dans les e´quations (E.29) et (E.30) les de´rive´es u
(0,n)
k du po-
tentiel, les e´quations de Zk et Dk en termes des variables adimensionne´es s’e´crivent
respectivement :
∂t Zk =
1
d
{
u
(2,0)
k
(
u
(1,2)
k
)2 (
4M(1, 3, d, 0)− 8M(3, 4, d, 0)
)
+ u
(2,1)
k u
(1,2)
k
(
3M(0, 2, d, 0)− 12M(2, 3, d, 0) + 12M(4, 4, d, 0)− 4M(2, 4, d, 2)
)}
(VII.43)
et ∂tDk =
1
2
{
u
(2,1)
k u
(1,2)
k L(1, 2, d, 0)− u(2,0)k
(
u
(1,2)
k
)2
L(0, 2, d, 0)
}
. (VII.44)
L’e´quation (VII.42) du flot du potentiel ainsi que les expressions (E.29) et (E.30)
des flots ∂tZk et ∂tDk des coefficients de renormalisation — de´rive´es ici a` l’OD et pour
une coupure impulsionnelle — sont valables pour des champs uniformes et stationnaires
quelconques — leur forme simplifie´e (VII.43) et (VII.44) correspondant a` ψ˜0 = 0. Pour
de´river ces e´quations, nous avons simplement spe´cifie´ la forme ge´ne´rale (diffusive, du
type S0 dans (VII.3)) de la partie cine´tique. Ces e´quations s’appliquent donc a` tous
les mode`les dont la partie cine´tique est de type diffusif, comple´mente´e d’interactions
potentielles. Ceci couvre tous les processus de re´action-diffusion (a` une espe`ce de par-
ticules) et rend donc ces e´quations tre`s ge´ne´riques. Nous allons les particulariser a`
la percolation dirige´e dans la prochaine section puis pour les marches ale´atoires avec
branchement et annihilation dans la dernie`re section.
VII.2 Proprie´te´s universelles de la percolation di-
rige´e
Cette section est consacre´e a` la de´termination des exposants critiques caracte´risant
la transition de phase absorbante de la classe d’universalite´ de la percolation dirige´e.
Comme la dimension critique supe´rieure du mode`le de la percolation dirige´e est dc = 4
(cf. section VI.2.5), nous nous concentrons sur les dimensions spatiales d < dc —
i.e. les dimensions physiques 1, 2 et 3 — pour lesquelles l’effet des fluctuations invalide
l’approximation de champ moyen. Il s’agit donc d’exploiter les e´quations de flot de´rive´es
dans la section pre´ce´dente pour analyser le mode`le de la percolation dirige´e. Pour cela,
il suffit de particulariser, dans un premier temps, l’ansatz (VII.19) pour ce mode`le, ce
qui revient simplement a` en spe´cifier les syme´tries pour en de´duire les caracte´ristiques
ge´ne´rales du potentiel Uk associe´. Nous recourons ensuite, dans une seconde e´tape,
aux diffe´rentes techniques pre´sente´es au chapitre III pour re´soudre nume´riquement les
e´quations de point fixe et calculer les exposants critiques associe´s, avant de se pencher,
enfin, sur l’ordre ∂2.
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VII.2.1 Construction d’un ansatz pour la percolation dirige´e
Nous avons e´tabli dans la section VI.2.5 l’action nue — a` l’e´chelle Λ — de la
percolation dirige´e, dont nous rappelons l’expression :
SDP [φ˜, φ] =
∫
dd x dt
(
φ˜(x, t)
(
∂t −D∇2 − (σ − µ)
)
φ(x, t)
+
√
2 σ λ
(
φ˜(x, t)φ(x, t)2 − φ˜(x, t)2 φ(x, t)
)
+ λ (φ(x, t)φ˜(x, t))2
)
. (VII.45)
Cette action se re´ve`le invariante sous la transformation simultane´e des champs :{
φ(x, t) → −φ˜(x,−t)
φ˜(x, t) → −φ(x,−t), (VII.46)
qualifie´e de “syme´trie de rapidite´” (en e´gard a` la the´orie de Regge). Le potentiel courant
Uk(ψ˜, ψ) doit donc ve´rifier cette syme´trie. Recherchons la forme des termes autorise´s
par cette syme´trie en examinant les monoˆmes constituant le de´veloppement polynoˆmial
du potentiel :
Uk(ψ˜, ψ) =
∑
α,β
aα,β ψ˜
α ψβ. (VII.47)
Sous la transformation (VII.46) des champs, le temps ne jouant aucun roˆle pour les
termes potentiels, il vient :
aα,β ψ˜
α ψβ −→ (−1)α+β aα,β ψα ψ˜β. (VII.48)
Explicitons les deux cas possibles. Si (α + β) est pair, le terme ge´ne´ral (VII.48) est
syme´trique sous l’e´change des deux champs et l’invariance du potentiel requiert alors
aα,β = aβ,α. Si (α+β) est impair, le monoˆme (VII.48) est antisyme´trique sous l’e´change
des deux champs, ce qui induit aα,β = −aβ,α. Finalement, le terme ge´ne´ral du de´velop-
pement (VII.47) code explicitement la syme´trie de rapidite´ s’il s’e´crit comme la com-
binaison proprement syme´trise´e des monoˆmes, soit :
aα,β
(
ψ˜α ψβ + (−1)α+β ψα ψ˜β
)
. (VII.49)
En outre, toutes les combinaisons de la forme (VII.49) admettent une parame´trisation
en termes des deux invariants e´le´mentaires5 : ρ = ψ˜ ψ et ζ = ψ − ψ˜. En effet, le terme
ge´ne´ral (VII.49) se re´e´crit (par exemple si α ≤ β) comme aα,β (ψ ψ˜)α
(
ψk + (−1)k ψ˜k
)
ou` k = β − α et le terme
(
ψk + (−1)k ψ˜k
)
se factorise a` son tour en un polynoˆme en ρ
et en ζ quel que soit k.
Finalement, on conside`re une fonction potentielle Uk(ρ, ζ) qui, ainsi parame´trise´e,
est explicitement invariante sous la syme´trie de rapidite´. La forme de ce potentiel
spe´cifie donc l’ansatz (VII.19) pour la percolation dirige´e.
5On pourrait alternativement choisir γ = ψ + ψ˜, ce qui est e´quivalent car ρ, ζ et γ sont lie´s par la
relation ζ2 − γ2 = 4 ρ.
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Remarquons simplement pour finir que l’action nue (VII.45) commence par une
puissance de ρ. Or, d’apre`s l’e´quation de flot (VII.38) du potentiel, cette proprie´te´ est
pre´serve´e au cours du flot, c’est-a`-dire que si UΛ ne contient pas de terme line´aire en
ζ, un tel terme n’est pas ge´ne´re´ par renormalisation. On a donc Uk ∝ ρ pour tout k.
De´terminons a` pre´sent les exposants critiques de la percolation dirige´e.
VII.2.2 Calcul des exposants critiques
La classe de la percolation dirige´e est caracte´rise´e par trois exposants inde´pendants,
par exemple ν⊥, β et z (cf. section V.1.1). A travers les relations (VII.23) et (VII.24),
les solutions de point fixe de xD et xZ donnent acce`s aux exposants critiques z et β
(en utilisant pour ce dernier la relation d’e´chelle β = ν⊥/2 (d + η)). L’exposant ν⊥
traduit quant a` lui la divergence de la longueur de corre´lation spatiale et s’apparente
donc a` l’exposant ν du mode`le d’Ising, dans le sens ou` sa de´termination proce`de du
meˆme principe. L’on dispose ainsi des diffe´rentes me´thodes expose´es au chapitre III
pour calculer nume´riquement la valeur de ν⊥ (note´ dore´navant ν).
Comme a` l’e´quilibre, il s’agit de choisir la configuration de champs — uniformes
et stationnaires — dans laquelle les e´quations de flot des coefficients de renormali-
sation Zk et Dk sont e´value´es, pour en de´duire les valeurs des exposants critiques
associe´es. Pour les raisons expose´es pre´ce´demment, on adopte pour le champ auxiliaire
la configuration nulle ψ˜ = 0. En outre, dans le mode`le de la percolation dirige´e, la
valeur moyenne du champ φ — i.e. ψ — dans l’e´tat stationnaire repre´sente la densite´
moyenne de cet e´tat, qui acquiert une valeur finie κ dans la phase active et s’annule
dans la phase absorbante. Cette valeur moyenne correspond, en l’absence de sources
externes, au minimum en ψ du potentiel. Or, a` l’e´quilibre, le minimum du potentiel
s’est ave´re´ pre´senter des proprie´te´s appre´ciables de convergence. Il paraˆıt donc raison-
nable de choisir la configuration stationnaire (ψ˜ = 0, ψ = κ) — soit (ρ = 0, ζ = κ) —
ou` κ ve´rifie ∂Uk/∂ψ|ψ=κ = 0. Rappelons que, comme pour le mode`le d’Ising, la valeur
courante κk repre´sente le minimum du potentiel a` une e´chelle k finie et ne pre´sage en
rien de la phase physique atteinte par le syste`me a` k = 0, autrement dit un minimum
non trivial κk 6= 0 pour k 6= 0 ne signifie pas ne´cessairement que le syste`me se trouve
dans la phase brise´e6 — active.
On utilise deux approches inde´pendantes pour calculer les exposants critiques :
d’une part on de´veloppe le potentiel uk en puissances des deux champs et l’on re´sout
directement les e´quations de point fixe, d’autre part on inte`gre les e´quations de flot avec
l’e´chelle en gardant la de´pendance fonctionnelle comple`te en ζ du potentiel, dans un
de´veloppement partiel de ce dernier en ρ. Dans les deux approches, nous de´terminons
les valeurs des exposants successivement a` l’APL puis a` l’OD7. A l’APL, les champs
et le temps ne sont pas renormalise´s, soit Dk = Zk = 1 — i.e. xD = xZ = 0 — et
seul l’exposant ν est non trivial. Les exposants critiques z et η sont donc donne´s dans
6Ici, la brisure concerne la syme´trie de rapidite´.
7Les abre´viations APL et OD de´signent respectivement “approximation du potentiel local” et
“ordre dominant”, comme de´finies dans la section II.2.2.
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cette approximation par leur valeur de champ moyen z = 2 et η = 0. A l’OD, on
conside`re des coefficients de renormalisation Dk et Zk courant suivant les e´quations de
flot (VII.43) et (VII.44) et les trois exposants acquie`rent une valeur non triviale — i.e.
incluant l’effet des fluctuations.
Pour simplifier le traitement nume´rique, nous employons dans la suite la fonction
de coupure rθ introduite dans les premiers chapitres et de´finie par :
rθ(y) =
(
1
y
− 1
)
θ(1− y). (VII.50)
Nous nous restreignons ici a` cette seule fonction de coupure et n’e´tudions ni l’influence
du re´gulateur ni la mise en œuvre d’une proce´dure d’optimisation. Nous ne cherchons
pas, dans un premier temps, a` raffiner les diffe´rentes estimations produites, mais sim-
plement a` appre´cier les performances globales de la me´thode. Ces analyses apparaˆıtront
bien suˆr indispensables dans un second temps et seront re´alise´es ulte´rieurement.
Nous commenc¸ons par envisager la premie`re approche, dans laquelle nous de´velop-
pons le potentiel en puissances des invariants, autour de la configuration stationnaire
choisie, jusqu’a` l’ordre 7 en champs selon :
uk(ρ, ζ) = u1 ρ (ζ − κ) + 1
2
u2 ρ
2 +
1
2
u3 ρ (ζ − κ)2 + 1
2
u4 ρ
2 (ζ − κ)
+
1
6
u5 ρ (ζ − κ)3 + 1
6
u6 ρ
3 +
1
4
u7 ρ
2 (ζ − κ)2 + 1
24
u8 ρ (ζ − κ)4
+
1
12
u9 ρ
2 (ζ − κ)3 + 1
12
u10 ρ
3 (ζ − κ)2 + 1
5!
u11 ρ (ζ − κ)5 . . . (VII.51)
Cet ordre s’ave`re suffisant pour atteindre le re´gime asymptotique dans les dimensions
3, 2 et 1 a` l’APL comme a` l’OD (voir les figures 1 et 2). Les e´quations de flot des
constantes de couplage ui se de´duisent par les de´rivations approprie´es de l’e´quation de
flot (VII.42) par rapport aux invariants. Comme a` l’e´quilibre, les de´rive´es des fonc-
tions seuil s’obtiennent simplement par des relations de re´currence entre ces fonctions
(donne´es dans l’annexe E). On recherche alors nume´riquement la solution du syste`me
homoge`ne des e´quations de point fixe {∂tui = 0}, pour chaque troncation, dans les trois
dimensions, a` l’APL puis a` l’OD. Les figures 1 et 2 repre´sentent l’e´volution des expo-
sants critiques en fonction de la troncation (pour les troncations successives {u1, u2}
a` {u1, . . . , u10} — l’e´quation de u11 de´passant la capacite´ de me´moire disponible). Les
variations de ν sont trace´es a` l’APL (figure 1 (a)) puis a` l’OD (figure 1 (b)), celles de
xD et xZ sont donne´es a` l’OD sur les figures 2 (c) et (d) respectivement.
Le de´veloppement en champs s’ave`re converger dans tous les cas, et ce d’autant plus
rapidement que la dimension est e´leve´e. En effet, les puissances des champs deviennent
des ope´rateurs d’autant plus pertinents que la dimension diminue, ce qui ne´cessite
alors d’inclure plus d’ope´rateurs avant d’atteindre un re´gime asymptotique. Toutes les
valeurs asymptotiques, obtenues pour la plus grande troncation, sont re´unies dans la
table VII.1 et commente´es apre`s cet expose´ de la seconde approche.
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 0.4
 0.6
 0.8
 1
 1.2
 1.4
 1.6
 0  1  2  3  4  5  6  7  8
d=1
 0.73
 0.735
 0.74
 0.745
 0.75
 0.755
 0  1  2  3  4  5  6  7  8
d=2
0.584
0.588
0.592
0.596
 0  1  2  3  4  5  6  7  8
(a) APL : ν
d=3
0.7
0.8
0.9
1.0
1.1
1.2
1.3
1.4
 0  1  2  3  4  5  6  7  8
d=1
0.63
0.64
0.65
0.66
 0  1  2  3  4  5  6  7  8
d=2
0.55
0.56
0.57
0.58
 0  1  2  3  4  5  6  7  8
(b) OD : ν
d=3
Fig. 1 – Variations de l’exposant ν en dimensions spatiales 3, 2 et 1 (de haut en bas),
en fonction de l’ordre de la troncation en champs du potentiel — les abscisses 0 a`
8 de´signant les troncations successives {u1, u2}, {u1, u2, u3}. . . {u1, u2, . . . , u10} ; (a) a`
l’APL et (b) a` l’OD.
Dans cette seconde approche, nous avons conserve´ la de´pendance fonctionnelle
comple`te du potentiel en ζ en de´veloppant celui-ci selon ρ (autour de ρ = 0), soit :
uk(ρ, ζ) = ρ u
1
k(ζ) +
ρ2
2
u2k(ζ) +
ρ3
6
u3k(ζ) . . . (VII.52)
Les trois coefficients uik sont donc trois fonctions de ζ, dont nous de´duisons les e´quations
de flot par de´rivation de (VII.42) par rapport a` ρ. Nous inte´grons alors nume´riquement
les flots des trois fonctions ∂tu
i
k(ζ) (supple´mente´s de ∂tZk et ∂tDk e´value´s au point κ ou`
la de´rive´e de uk par rapport a` ζ s’annule). Nous ajustons la forme du potentiel initial
(de´finie d’apre`s (VII.45) par u1Λ =
√
2λ σ, u2Λ = 2λ et u
3
Λ = 0) a` travers le parame`tre
σ jusqu’a` rejoindre le potentiel de point fixe. L’exposant ν est alors de´termine´ par la
me´thode de diagonalisation (cf. section III.4) et les exposants z et η sont de´duits des
valeurs “plateaux” de xD et xZ . Les exposants critiques obtenus diffe`rent de moins
de 3% des estimations issues de la premie`re approche de de´veloppement dans les deux
invariants, ce qui confirme la validite´ de cette approche et les re´sultats qui en de´coulent.
Commentons a` pre´sent ces re´sultats rassemble´s dans la table VII.1. A l’APL, la va-
leur de l’exposant ν obtenue par le groupe de renormalisation non perturbatif reproduit
avec une grande pre´cision les meilleures estimations nume´riques issues de simulations
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Fig. 2 – Variations des exposants (a) xD et (b) xZ en dimensions spatiales 3, 2 et
1 (de haut en bas) en fonction de l’ordre de la troncation en champs du potentiel
— les abscisses 0 a` 8 de´signant les troncations successives {u1, u2}, {u1, u2, u3}. . .
{u1, u2, . . . , u10} ; a` l’OD.
Monte Carlo ou de de´veloppements en se´ries [98, 99, 100] en dimension d = 3, d = 2 et
meˆme en dimension d = 1. Cette approximation apparaˆıt donc suffisante pour capturer
de fac¸on fiable les proprie´te´s “statiques” de la transition. Les exposants “dynamiques”
η et z sont donne´s a` l’APL par leur valeur de champ moyen (0 et 2 respectivement) et
la de´termination de β = ν/2(d+ η) reste donc plus grossie`re.
L’OD permet en revanche de fournir une estimation pertinente des exposants η
et z. Leur valeur se re´ve`le d’autant plus pre´cise que η et (2 − z) restent petits, et
tend donc a` se de´te´riorer lorsque la dimension diminue. Notons que l’exposant ν se
de´grade le´ge´re`ment a` cet ordre (sa pre´cision s’ave´rant restaure´e a` l’ordre suivant,
voir la table VII.2). Les re´sultats apparaissent globalement en accord correct avec les
meilleures estimations [98, 99, 100]. Comme a` l’e´quilibre, affiner les de´terminations de
η et z requiert d’ame´liorer la description de la de´pendance en impulsion et en fre´quence
de la fonction de corre´lation a` deux points en enrichissant le contenu de l’ansatz de Γk.
Franchissons donc une dernie`re e´tape dans le degre´ d’approximation.
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d APL OD MC et se´ries
ν 0.584 0.549 0.581(5)
3 β 0.876 0.783 0.81(1)
z 2 1.908 1.90(1)
ν 0.734 0.634 0.734(4)
2 β 0.734 0.608 0.584(4)
z 2 1.884 1.76(3)
ν 1.126 0.869 1.096854(4)
1 β 0.563 0.496 0.276486(8)
z 2 1.896 1.580745(10)
Tab. VII.1 – Exposants critiques de la percolation dirige´e par calcul du groupe de
renormalisation non perturbatif a` l’APL et a` l’OD. Les re´sultats issus des simulations
Monte Carlo ou des de´veloppements en se´ries [98, 99, 100] sont rappele´s dans la dernie`re
colonne (voir section V.1.1).
VII.2.3 Exposants a` l’ordre ∂2 du de´veloppement de´rivatif
Affiner les estimations des exposants “dynamiques” obtenus a` l’OD requiert de
conside´rer l’ansatz complet (VII.18) incluant la de´pendance fonctionnelle dans les
champs des fonctions de renormalisation Zk(ψ˜, ψ) et Dk(ψ˜, ψ). A cet ordre, les deux
fonctions supple´mentaires Y 1k (ψ˜, ψ) et Y
2
k (ψ˜, ψ) entrent e´galement en jeu.
Spe´cifions tout d’abord cet ansatz pour le mode`le de la percolation dirige´e. Pour sim-
plifier l’expression de la syme´trie de rapidite´, on syme´trise tout d’abord la de´pendance
temporelle en ajoutant un second terme, miroir du premier par e´change des champs :∫
dd x dt
{
D1k(ψ˜, ψ) ψ˜(x, t) ∂t ψ(x, t) +D
2
k(ψ˜, ψ)ψ(x, t) ∂t ψ˜(x, t)
}
, (VII.53)
meˆme si celui-ci est redondant (relie´ au premier par inte´gration par parties). Alors
l’invariance de l’ansatz (VII.18) sous la transformation (VII.46) des champs impose les
relations :
Zk(ψ˜, ψ) = Zk(−ψ,−ψ˜) (VII.54)
Y 1k (ψ˜, ψ) = Y
2
k (−ψ,−ψ˜) (VII.55)
D1k(ψ˜, ψ) = −D2k(−ψ,−ψ˜). (VII.56)
Une fac¸on simple — bien qu’e´galement redondante — de satisfaire ces contraintes
consiste a` choisir des fonctions explicitement invariantes sous cette transformation,
c’est-a`-dire parame´trise´es en termes de ρ et de ζ. L’ansatz de la percolation dirige´e a`
l’ordre ∂2 s’e´crit alors :
Γk
DP =
∫
x
{
Uk(ψ˜, ψ) +Dk(ψ˜, ψ)
[
ψ˜ ∂t ψ − ψ ∂t ψ˜
]
+ Zk(ψ˜, ψ)∇ψ∇ψ˜ + 1
2
Yk(ψ˜, ψ)
[
ψ˜ (∇ψ)2 − ψ (∇ψ˜)2
]}
, (VII.57)
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ou` les diffe´rentes fonctions Uk, Zk, Dk et Yk sont analytiques en ρ et en ζ. (Les termes
(∇ψ)2 et (∇ψ˜)2 seuls sont explicitement exclus car non ge´ne´re´s). Nous nous concentrons
dans la suite sur cet ansatz.
De´termination des e´quations de flot
L’expression (VII.57) de l’ansatz de Γk a` l’ordre ∂
2 modifie la structure du pro-
pagateur [Γ˜
(2)
k + R˜k]
−1 tel qu’e´tabli a` l’OD. De´terminons tout d’abord ce dernier. En
de´rivant fonctionnellement deux fois l’ansatz (VII.57) par rapport a` Ψi(q) et a` Ψj(q
′)
— e´valuant ces de´rive´es dans une configuration uniforme et stationnaire — il vient :
[
Γ
(2)
k +Rk
]
(q,q′) =
δD(q + q′)
(2pi)D
[
U
(0,2)
k + Yk q
2 ψ˜ k(−q)
k(q) U
(2,0)
k − Yk q2 ψ
]
, (VII.58)
ou` la notation M marque — rappelons-le — une matrice de de´rive´es fonctionnelles par
rapport a` des champs dans l’espace de Fourier et ou` :
k(±q) = Zk q2 +Rk(q2)± i ω
[
Dk +
1
2
(
ψD
(0,1)
k + ψ˜ D
(1,0)
k
)]
+ U
(1,1)
k . (VII.59)
L’expression (VII.59) sugge`re d’introduire la fonction Kk = Dk+
1
2
(
ψD
(0,1)
k + ψ˜ D
(1,0)
k
)
et, en effet, tous les Γ
(n)
k apparaissent s’exprimer en termes de la fonction Kk et de ses
de´rive´es seulement. En passant, via la relation (E.15), de (VII.58) a` la transforme´e de
Fourier [Γ˜
(2)
k + R˜k] puis en inversant la relation (VII.31), on obtient le propagateur :
[
Γ˜
(2)
k + R˜k
]−1
(q,q′) =
(2pi)D
γ(q)
 −(U (2,0)k − Yk q2 ψ) k(−q)
k(q) −
(
U
(0,2)
k + Yk q
2 ψ˜
)  δD(q + q′),
(VII.60)
avec
γ(q) =
(
Zk q
2 +Rk(q
2) + U
(1,1)
k
)2
+
(
Kk ω
)2 − (U (2,0)k − Yk q2 ψ) (U (0,2)k + Yk q2 ψ˜).
(VII.61)
L’e´quation de flot du potentiel de´coule alors simplement du calcul de la trace du
produit de cette matrice avec ∂tR˜k. Ceci produit la meˆme e´quation que (VII.37) en rem-
plac¸ant α(q) par γ(q). Celle-ci s’inte`gre de la meˆme manie`re trivialement en fre´quence.
Il reste a` e´tablir des de´finitions pour les fonctions de renormalisation Zk, Kk et Yk.
D’apre`s l’expression (VII.58) des de´rive´es fonctionnelles secondes de Γk, les fonctions
Zk et Kk se de´finissent comme pre´ce´demment via la composante mixte (2,1) de Γ
(2)
k (en
conside´rant respectivement sa de´pendance en q2 et en ω). La fonction Yk correspond
quant a` elle a` la partie quadratique en impulsion des composantes diagonales (1,1) et
(2,2) de Γ
(2)
k . On choisit de la de´finir par une combinaison syme´trique de ces deux com-
posantes, car ceci permet d’obtenir une e´quation de flot qui se formule analytiquement
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dans les variables ρ et de ζ. On aboutit ainsi aux de´finitions suivantes :
Zk =
(2pi)D
δD(0)
lim
q,ω→0
∂q2 [Γ
(2)
k ]2 1(q,−q) (VII.62)
Kk = −i (2pi)
D
δD(0)
lim
q,ω→0
∂ω [Γ
(2)
k ]2 1(q,−q) (VII.63)
Yk =
(2pi)D
δD(0)
lim
q,ω→0
∂q2
1
ψ˜ − ψ
[
[Γ
(2)
k ]1 1(q,−q) + [Γ(2)k ]2 2(q,−q)
]
. (VII.64)
Les e´quations de flot des trois fonctions Zk, Kk et Yk se de´duisent alors par de´rivation
de ces de´finitions par rapport a` l’e´chelle ∂t. Le calcul se de´roule de fac¸on analogue a`
celui de l’OD en e´valuant les graphes de´finis par l’expression (E.23) — avec le propa-
gateur (VII.60) associe´s a` l’ansatz complet (VII.57) —, puis en se´lectionnant les com-
posantes (2,1) puis (1,1) et (2,2) intervenant dans les de´finitions (VII.62) a` (VII.64).
Isoler les de´pendances impulsionnelle et fre´quentielle idoines conduit finalement aux
e´quations souhaite´es — non reproduites dans ce manuscrit car trop longues et surtout
sans inte´reˆt particulier pour comprendre la suite.
Re´solution nume´rique
Identifions a` pre´sent les me´thodes dont on dispose pour analyser ces e´quations de
flot. A l’ordre ∂2, l’ansatz (VII.57) pour la percolation dirige´e comporte quatre fonctions
(Uk, Kk, Zk et Yk) de´pendant chacune de deux invariants (ρ et ζ). Evaluons le couˆt de
la deuxie`me approche conside´re´e dans la section pre´ce´dente qui consiste a` de´velopper
partiellement ces fonctions (selon ρ). A cet ordre, le nombre de fonctions composant
les de´veloppements de chacune des quatre fonctions — analogues des uik dans (VII.52)
— a` inte´grer simultane´ment s’e´le`ve de´ja` a` huit a` l’ordre ρ2 et ce traitement n’est donc
pas envisageable. Nous ne conservons donc que la premie`re approche et de´veloppons
les quatre fonctions de renormalisation dans les deux invariants ρ et ζ. On conside`re
le de´veloppement de Uk jusqu’a` l’ordre 6 en champs, donne´ par (VII.51) avec u9 =
u10 = u11 = 0. Les de´veloppements des fonctions cine´tiques Kk, Zk et Yk s’e´crivent
ge´ne´riquement :
hk(ρ, ζ) = h0 + h1 (ζ − κ) + h2 ρ + +1
2
h3 (ζ − κ)2 + h4 ρ (ζ − κ)
+
1
6
h5 (ζ − κ)3 + 1
2
h6 ρ
2 +
1
2
h7 ρ (ζ − κ)2 + 1
24
h8 (ζ − κ)4 . . . (VII.65)
Comme dans la section III.3.2, on s’appuie sur l’e´tude du comportement des de´velop-
pements inde´pendants des diffe´rentes fonctions pour de´terminer l’ordre ne´cessaire pour
atteindre un re´gime asymptotique. Ces comportements sont repre´sente´s — sur l’exemple
des variations de ν — en dimension 3 et 2 sur les figures 3 (a) et 4 (a) respective-
ment. Celles-ci sugge`rent que la fonction Kk joue un roˆle pre´dominant en conditionnant
entie`rement les variations globales de ν engendre´es par les contributions simultane´es des
trois fonctions. En outre, les variations de Kk s’ave`rent les plus amples et les plus lentes
a` se stabiliser, alors que typiquement cinq puissances des champs au total (en incluant
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Fig. 3 – Variations des exposants ν, xD et xZ en dimension d = 3 et a` l’ordre ∂
2,
en fonction de l’ordre de la troncation en champs des fonctions de renormalisation
Zk, Kk et Yk. L’abscisse 0 repe`re l’OD puis les abscisses 1 . . . 7 indiquent les indices
des constantes de couplage formant le de´veloppement de chaque fonction — de´cale´s
de 1 pour Yk, cette fonction n’intervenant pas a` l’OD. Les traits interrompus, dans la
figure du haut, repre´sentent les variations lie´es a` chacune des fonctions de´veloppe´es
inde´pendamment, les autres restant nulles. Le trait plein de le´gende “Complet” corres-
pond aux variations inhe´rentes au de´veloppement simultane´ des trois fonctions. Ceci
sugge`re que les variations comple`tes sont entie`rement gouverne´es par celles associe´es a`
la fonction Kk.
les champs en facteur de ces fonctions dans l’ansatz (VII.57)) suffisent pour atteindre
les re´gimes converge´s des de´veloppements de Zk et Yk (soit z4 et y3 respectivement).
Une fois de plus, l’ordre maximal du de´veloppement de Kk, en l’occurence k7, est fixe´
par les limitations nume´riques (en terme de puissance de calcul formel essentiellement).
A une dimension d’espace, il s’ave`re tre`s difficile de de´terminer les coordonne´es de
point fixe. L’algorithme de recherche de la solution qui annule le syste`me homoge`ne
d’e´quations {∂thi = 0} se pie`ge dans une se´rie de minima locaux — dans l’espace
des constantes de couplage — qui compliquent singulie`rement la taˆche nume´rique. Il
en re´sulte de grandes variations d’une troncation a` l’autre, car la “vraie” solution —
annulant comple`tement les e´quations de flot — n’est en ge´ne´ral pas atteinte. Plusieurs
hypothe`ses peuvent eˆtre e´mises pour tenter d’apporter une explication. Par exemple,
une des causes de ce comportement pourrait provenir de l’absence de coupure dans le
domaine fre´quentiel qui, comme mentionne´ pre´ce´demment, confe`re a` tous les modes de
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Fig. 4 – Variations des exposants ν, xD et xZ en dimension d = 2 et a` l’ordre ∂
2, en
fonction de l’ordre de la troncation en champs des fonctions de renormalisation Zk, Kk
et Yk (avec les meˆmes commentaires que pour la figure 3).
d = 3 d = 2
ν 0.595 0.736
β 0.839 0.591
z 1.903 1.699
Tab. VII.2 – Exposants critiques de la percolation dirige´e par calcul du groupe de
renormalisation non perturbatif a` l’ordre ∂2 en dimensions 2 et 3, a` comparer aux
valeurs du tableau VII.1.
fre´quence un poids e´quivalent. Les contributions des hautes fre´quences internes, non
supprime´es par ∂kRk, pourraient de´te´riorer l’inte´gration des modes lorsque la dimen-
sion est faible — le de´veloppement de´rivatif supposant que les impulsions et fre´quence
restent infe´rieures ou de l’ordre de k. La raison de ce comportement n’est toutefois pas
encore clairement identifie´e et le proble`me n’est par conse´quent pas encore re´solu mais
des travaux sont en cours pour tenter d’e´lucider ce point.
Nous nous contenterons donc ici de donner, dans la table VII.2, les valeurs asymp-
totiques obtenues a` l’ordre ∂2— en conside´rant les trois fonctions simultane´ment —
pour les dimensions d’espace 2 et 3.
Tout d’abord, soulignons que la valeur de ν converge a` l’ordre ∂2 vers les re´sultats
issus des simulations Monte Carlo de la table VII.1, et ce avec une grande pre´cision
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tant en d = 3 qu’en d = 2. En outre, les exposants β et z obtenus a` cet ordre rejoignent
e´galement les re´sultats des simulations dans ces deux dimensions et laissent pre´sager de
l’extension probable de cette conclusion a` la dimension un. Ces de´terminations “brutes”
des exposants se re´ve`lent de´ja` assez pre´cises et confortent ainsi l’aptitude de la me´thode
a` de´crire de fac¸on fiable les processus de re´action-diffusion. Ces estimations pourraient
bien suˆr eˆtre grandement affine´es en recourant a` d’autres fonctions de coupure et en
les optimisant.
Ceci ache`ve la premie`re partie de notre analyse concernant les proprie´te´s universelles
de la classe d’universalite´ de la percolation dirige´e. Nous allons, dans la seconde moitie´
de ce chapitre, nous consacrer a` l’e´tude de proprie´te´s non universelles de mode`les relatifs
a` la meˆme classe : les marches ale´atoires avec branchement et annihilation impaires.
VII.3 Diagramme de phase des marches ale´atoires
avec branchement et annihilation
Dans cette section, nous nous proposons d’e´tablir le diagramme de phase des
marches ale´atoires avec branchement et annihilation impaires et de le confronter aux
diagrammes (issus de l’approche de champ moyen et du groupe de renormalisation
perturbatif [139]) expose´s a` la section V.2. Notre e´tude comporte trois volets consacre´s
chacun a` une me´thode diffe´rente pour explorer ce diagramme, la synthe`se des trois
confe´rant un ancrage solide a` nos re´sultats. Nous allons, dans le premier volet, calcu-
ler ce diagramme par le groupe de renormalisation non perturbatif, en s’appuyant sur
les e´quations de flot de´rive´es a` la section VII.1. De manie`re inde´pendante, nous son-
dons, dans un deuxie`me volet, ce meˆme diagramme en simulant nume´riquement, sur
un re´seau, l’e´volution temporelle de particules, dont la dynamique est gouverne´e par
l’e´quation maˆıtresse. Alors, la forme de cette e´quation et les fondements de la the´orie
des champs nous guident pour e´tablir le lien entre les approches nume´rique et analy-
tique et comparer ainsi les deux diagrammes obtenus. Dans un troisie`me volet, nous
nous efforc¸ons de nous forger de manie`re simple une intuition de l’existence d’un e´tat
absorbant en toute dimension en analysant directement l’e´quation maˆıtresse — racine
des deux approches pre´ce´dentes — dans une limite particulie`re, celle de diffusion nulle.
Ces trois approches concordent et tendent ainsi a` valider le diagramme de phase obtenu.
Rappelons que, comme montre´ a` la section V.2.4, le cas m = 1 s’ave`re ge´ne´rique
des marches impaires (a` k = 2) pour l’e´tude de l’existence d’une transition. Nous nous
concentrons donc sur ce cas qui correspond aux processus :
A∅
D←→ ∅A
A
σ−→ 2A (VII.66)
2A
λ−→ ∅,
c’est-a`-dire aux processus de la percolation dirige´e ampute´s du me´canisme de destruc-
tion spontane´e A
µ−→ ∅. Nous cherchons a` de´terminer pour quelles valeurs des taux (λ, σ
et D) — si elles existent — le syste`me subit une transition de phase absorbante et ce, en
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diffe´rentes dimensions spatiales. Ceci correspond donc intrinse`quement a` une proprie´te´
non universelle, puisqu’entie`rement conditionne´e par les parame`tres microscopiques.
Rappelons que si cette transition existe alors elle appartient a` la classe d’universalite´
de la percolation dirige´e.
Commenc¸ons, dans la continuite´ de la section pre´ce´dente, par aborder le volet ana-
lytique.
VII.3.1 Analyse par le groupe de renormalisation non pertur-
batif
L’action nue, i.e. a` l’e´chelle Λ, associe´e aux processus (VII.66) correspond a` l’action
de la percolation dirige´e (VII.45) a` µ = 0, soit :
SΛBARW =
∫
x
{
φ˜
(
∂t −D∇2 − σ
)
φ+
√
2 σ λ
(
φ˜ φ2 − φ˜2 φ
)
+ λ (φ φ˜)2
}
. (VII.67)
En revanche, l’action effective, i.e. a` toute e´chelle k 6= Λ, s’identifie a` celle de la
percolation dirige´e car le processus A→ ∅ est ge´ne´re´ par renormalisation a` un taux µ
de´pendant des taux σ, λ et D initiaux (ainsi que tous les processus d’ordre supe´rieur).
L’ansatz de Γk spe´cifie´ pour le mode`le de la percolation dirige´e s’e´tend donc aux
marches ale´atoires avec branchement et annihilation. Nous travaillons ici a` l’OD du
de´veloppement de´rivatif, correspondant a` l’ansatz (VII.19) (toujours avec la fonction
de coupure rθ). Nous ne´gligeons, en outre, l’influence de la re´partition initiale du re´seau,
c’est-a`-dire la partie de l’action (VI.61) transcrivant les conditions aux limites tempo-
relles car, sauf distribution “pathologique”, la configuration initiale du re´seau, si elle
modifie le re´gime transitoire, est suppose´e peu influer sur la nature de l’e´tat station-
naire atteint. Bien suˆr, contrairement aux exposants critiques — universels —, les taux
critiques de´pendent de tout le contenu de´rivatif de l’action et des conditions initiales,
de sorte que l’effet des diffe´rentes approximations mises en œuvre s’ave`re difficile a`
quantifier. L’on s’attend ainsi plutoˆt a priori a` obtenir un diagramme semi-quantitatif,
l’erreur entaˆchant les taux critiques pouvant e´ventuellement se re´ve´ler non ne´gligeable.
Tracer le diagramme de phase des processus (VII.66) revient a` de´terminer, pour
des valeurs donne´es des taux de transition microscopiques (σΛ/DΛ, λΛ/DΛ) (dont nous
omettons par la suite l’indice Λ pour alle´ger l’e´criture), la phase dans laquelle abou-
tit le syste`me a` k = 0. Pour identifier la phase du syste`me a` grand temps, le flot de
renormalisation de Γk est inte´gre´, a` partir d’une condition microscopique a` l’e´chelle
k = Λ jusqu’a` l’e´chelle physique k = 0 ou` la valeur moyenne du champ — la densite´
— prenant soit une valeur nulle soit une valeur finie re´ve`le la phase (respectivement
absorbante ou active) du syste`me. L’exploration du diagramme se de´roule de la fac¸on
suivante. Pour un λ/D initial fixe´, nous ajustons σ/D jusqu’a` atteindre le re´gime cri-
tique et localiser ainsi un point de la ligne de transition se´parant les deux phases. Puis
nous ite´rons cette recherche en variant le taux λ/D initial.
Examinons tout d’abord les diagrammes de phase ainsi obtenus pour les dimensions
spatiales d = 2 et d = 3. Les points de transition de´termine´s dans ces dimensions sont
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reporte´s sur les figures 5 (a) et (b) respectivement. Observons d’ores et de´ja` que le
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Fig. 5 – Diagramme de phase pour les processus (VII.66) de´termine´ par le groupe de
renormalisation non perturbatif en dimension spatiale (a) d = 2 et (b) d = 3.
diagramme de la figure 5 (b) re´ve`le l’existence d’une transition de phase en dimension
trois, en contradiction avec les pre´dictions issues des calculs de groupe de renorma-
lisation perturbatif (voir diagramme V.9). La raison de ce de´saccord est apparente
sur cette figure. En effet, l’e´tat absorbant n’apparaˆıt en d = 3 qu’apre`s un certain
seuil (λ/D)s (de l’ordre de 30). Ce phe´nome`ne s’ave`re par essence inaccessible par une
the´orie de perturbation de´veloppe´e au voisinage de l’origine, qui ne perc¸oit donc que la
phase active et rejette l’existence d’une transition. D’autre part, les courbes de points de
transition dans les dimensions deux et trois se re´ve`lent quasi-line´aires a` grand couplage.
Pour approfondir notre compre´hension de ces re´sultats, nous avons prolonge´ l’ana-
lyse des diagrammes de phase jusqu’en dimension d = 6, pre´sente´e au paragraphe sui-
vant en regard avec les diagrammes issus des simulations. Avant d’aborder ce deuxie`me
volet, formulons quelques remarques.
Le diagramme de phase de la figure 5 (b) obtenu en dimension trois semble contre-
dire e´galement les simulations nume´riques [135] pre´sente´es au paragraphe V.2.3 qui ne
de´ce`lent pas de transition de phase au-dela` de la dimension deux. Cependant, deux com-
mentaires s’imposent. Tout d’abord, les re`gles dynamiques de [135] e´nonce´es au V.2.3
sont de´finies par un parame`tre libre p unique, de sorte que seule une ligne d’e´quation
(σ/D = (1 − p)/p, λ/D = 1/p) du diagramme est effectivement sonde´e, ce qui ame-
nuit d’autant les chances d’atteindre l’e´tat absorbant. Ensuite, ces simulations diffe`rent
fondamentalement des processus conside´re´s dans notre approche (et dans l’approche
perturbative qui repose sur la meˆme the´orie des champs) puisqu’une contrainte d’exclu-
sion “fermionique” des particules (occupation simple des sites) est impose´e a` travers les
re`gles pre´sente´es au V.2.3. En outre, il en de´coule que les particules-filles sont cre´e´es
sur des sites voisins et non au meˆme site. Tant que la diffusion reste grande, ceci a
peu d’incidence car le me´canisme de destruction est gouverne´ par l’annihilation de
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particules “e´trange`res” — non directement affilie´es — qui se rencontrent au gre´ de
leurs marches. Au contraire, lorsque la diffusion devient faible, les particules tendent
a` se se´dentariser et le me´canisme de destruction est domine´ par “l’auto-destruction”,
c’est-a`-dire l’annihilation d’une particule avec sa descendance au meˆme site, suivant la
se´quence A → 2A→ ∅ — qui traduit le processus effectif de mort spontane´e. La dis-
persion des descendants dans la simulation [135] a donc une incidence cruciale a` petite
diffusion — ce qui correspond justement a` la re´gion de grand couplage λ/D et σ/D du
diagramme. Celle-ci tend en effet a` supprimer le me´canisme effectif de destruction et
donc a` de´favoriser l’e´tat absorbant, surtout a` grande dimension.
Finalement, les re´sultats de la simulation nume´rique [135] se re´ve`lent difficilement
comparables avec les e´tudes analytiques et il n’en existe pas d’autres. Ce constat nous
a donc incite´ a` re´aliser des simulations nume´riques correspondant aux meˆmes re`gles
microscopiques que celles dont de´rive la the´orie des champs, et qui sont maintenant
expose´es.
VII.3.2 Simulations nume´riques
Le but de ce deuxie`me volet est de de´terminer le diagramme de phase des marches
ale´atoires avec branchement et annihilation impaires en simulant nume´riquement les
processus (VII.66), selon les meˆmes re`gles dynamiques que celles sous-tendant les ap-
proches analytiques, qui sont code´es dans l’e´quation maˆıtresse. Cette dernie`re s’e´crit
pour les processus (VII.66), en spe´cifiant k = 2 et m = 1 dans l’e´quation (VI.21) :
dP({ni}; t)
d t
=
∑
i
{
λ
[
(ni + 2) (ni + 1)P(. . . ni + 2 . . . ; t)− ni(ni − 1)P(. . . ni . . . ; t)
]
+ σ
[
(ni − 1)P(. . . ni − 1 . . . ; t)− ni P(. . . ni . . . ; t)
]
+D
∑
{v}
[
(nv + 1)P(. . . ni − 1, nv + 1 . . . ; t)− ni P(. . . ni, nv . . . ; t)
]}
. (VII.68)
Les simulations nume´riques se de´roulent ne´cessairement en temps discret. Pour s’ap-
procher au plus pre`s du temps continu de l’e´quation maˆıtresse, on se place dans la
limite de “petit ∆t”, ce qui revient a` travailler a` petites probabilite´s σ∆t, λ∆t et
D∆t. En effet, l’e´quation (VII.68) ne de´pend que des rapports de ces probabilite´s et
les re´sultats en de´coulant doivent donc rester invariants sous un changement d’e´chelle
de celles-ci. Pour quantifier ce crite`re, on fixe a` 2% les variations maximales tole´re´es
sur la de´termination des taux critiques lors d’une division de toutes les probabilite´s par
10. Cette contrainte est ve´rifie´e tant que les probabilite´s n’exce`dent pas typiquement
10−3. L’on se restreint donc dans la suite a` des probabilite´s ne de´passant pas ce seuil.
L’e´volution dynamique se de´roule de la fac¸on suivante. Des particules peuplent,
sans restriction d’occupation, les sites i d’un re´seau hypercubique. A chaque pas de
temps ∆t, tous les sites e´voluent paralle`lement, suivant les re`gles de´duites de l’e´quation
maˆıtresse (VII.68) : pour chaque site i, chacune des ni particules a une probabilite´ σ∆t
d’engendrer un descendant et une probabilite´ D∆t de diffuser sur chacun de ses voi-
sins (soit une probabilite´ totale de diffusion 2dD∆t pour le re´seau choisi) ; chacune
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des ni(ni − 1)/2 paires de particules possibles est e´galement susceptible de s’annihiler
avec une probabilite´ 2λ∆t. Le nombre d’occupation de chaque site est alors actualise´
selon le bilan des tirages sur ce site et sur les sites voisins. Notons qu’avec la contrainte
impose´e sur les probabilite´s, le nombre moyen de re´actions, en chaque site et pour un
pas de temps, est tre`s infe´rieur a` un. En particulier, des e´ve´nements tels que le nombre
de particules a` supprimer au temps t + ∆t en un site exce`de le nombre de particules
pre´sentes au temps t s’ave`rent extreˆmement rares — et sont rejete´s le cas e´che´ant. Ce
re´gime inefficace nume´riquement — dans le sens ou` en un site rien ne se passe a` la
plupart des ite´rations — est le prix a` payer pour approcher la limite continue. Cepen-
dant, ceci est tempe´re´ par l’efficacite´ de l’algorithme de mise a` jour [162, 90], qui ne
parcourt de manie`re effective que les sites non vides — tre`s clairseme´s durant la plus
grande partie de l’e´volution puisque l’on s’inte´resse a` la transition — et compense ainsi
la dilution dans le temps des re´actions.
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Fig. 6 – Recherche typique de taux critiques en dimension trois. Ici, λ et D sont fixe´s
(λ = 10−3 et D = 1.25 × 10−4) et σ varie, de bas en haut, de σ = 2.91 × 10−3 a`
σ = 2.95 × 10−3 par pas de 10−5. La droite en pointille´s repre´sente la de´croissance
alge´brique the´orique ρ(t) ∼ t−0.734 de la percolation dirige´e en d = 3. La valeur critique
σc ' 2.93 × 10−3 se´pare les re´gimes actifs pour σ > σc des re´gimes absorbants pour
σ < σc.
Pour de´terminer le diagramme de phase, le re´seau comporte initialement une par-
ticule par site et l’on part d’une condition franchement absorbante, c’est-a`-dire de
taux microscopiques conduisant a` une extinction exponentielle de la population. On
recherche alors le re´gime critique en augmentant progressivement le taux de bran-
chement — par exemple — jusqu’a` observer un de´clin alge´brique de la densite´ ρ(t),
caracte´rise´e par l’exposant critique de de´croissance δ = β/ν‖ de la percolation dirige´e,
de´fini tel que ρ(t) ∼ t−δ a` la criticalite´ [95]. Ceci est illuste´ sur la figure 6 pour la dimen-
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sion trois. Ce re´gime marque le point de transition qui se´pare le re´gime d’extinction
(quasi-) exponentielle des particules du re´gime de saturation (phase active).
Atteindre une pre´cision typique de 2% sur les taux critiques a ne´cessite´ de recourir a`
des syste`mes comptant jusqu’a` 224 sites et a` des temps de simulation s’e´talant jusqu’a`
109 ite´rations (en d = 2). Nous avons, de cette manie`re, de´termine´ les diagrammes
de phase des processus (VII.66) dans les dimensions spatiales 1 a` 6. Ces diagrammes,
repre´sente´s sur la figure 7 (par les symboles), de´voilent l’existence d’une transition de
phase pour toutes ces dimensions, l’e´tat absorbant n’apparaissant qu’apre`s un certain
seuil (λ/D)s pour d ≥ 3. Avant de commenter en de´tail ces diagrammes de phase, nous
allons au pre´alable e´tablir le lien entre les diagrammes nume´riques et analytiques.
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Fig. 7 – Diagramme de phase des processus (VII.66) en dimension 1 a` 6. Les symboles
de´coulent des simulations nume´riques et les lignes repre´sentent les re´sultats du groupe
de renormalisation non perturbatif, apre`s le changement d’e´chelle des axes explique´
dans le texte. Pour toutes les dimensions, la phase active se place a` gauche de la ligne
de transition, la phase absorbante a` droite.
Confrontation des diagrammes de phase nume´riques et analytiques
La comparaison des diagrammes de phase obtenus, par le groupe de renormalisation
non perturbatif d’une part et par les simulations d’autre part, requiert d’en calibrer
les axes λ/D et σ/D. En effet, les simulations nume´riques mode´lisent l’e´volution dy-
namique de particules dans un espace discre´tise´ — sur un re´seau — comme l’e´quation
maˆıtresse elle-meˆme sous sa forme (VII.68). La the´orie des champs de´crit au contraire
des particules e´voluant dans un espace continu. Or, lors de la de´rivation de l’action
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(VII.67) de cette the´orie a` partir de l’e´quation maˆıtresse, le passage a` la limite conti-
nue a implique´ une rede´finition des taux de transition, en y absorbant des puissances
de la maille du re´seau selon : λ¯ = adλ, σ¯ = σ et D¯ = a2 D (voir le paragraphe VI.2.4).
Les taux continus diffe`rent donc des taux discrets par des facteurs dimensionnels et il
convient de les ramener a` une e´chelle commune.
Pour cela, on introduit un parame`tre libre C qui peut s’interpre´ter comme le rapport
a/a0 des e´chelles microscopiques a ∼ Λ−1 et a0 sous-jacentes a` la the´orie des champs et
aux simulations respectivement. On corrige donc les e´chelles des axes analytiques λ/D
et σ/D par des facteurs C2−d et C2 respectivement. Pour fixer la valeur du parame`tre
C, il suffit d’ajuster deux points homologues issus de chacune des approches (nume´rique
et analytique). Un choix simple de tels points re´side dans les points de seuil (λ/D)s
des diagrammes pour les dimensions d ≥ 3. 8 Leur ajustement est repre´sente´ sur la
figure 8 (a) qui re´unit les points de seuil nume´riques et ceux analytiques dans la nou-
velle e´chelle (corrige´s via le facteur C). Ces points s’ave`rent e´troitement co¨ıncider pour
toutes les dimensions. Les diagrammes analytiques complets sont alors trace´s dans les
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Fig. 8 – (a) Evolution des valeurs de seuil (λ/D)s avec la dimension ; les croix repe`rent
les points issus des simulations d’une part et, d’autre part, les seuils issus du groupe
de renormalisation non perturbatif (“NPRG”) corrige´s par un facteur de calibration
C2−d ajuste´ de sorte a` reproduire les points nume´riques ; la ligne (“fit”) repre´sente un
ajustement line´aire de ces seuils. (b) Trace´ en e´chelles logarithmiques de la ligne de
transition en d = 1 au voisinage de l’origine, qui met en e´vidence un comportement
quadratique. (c) Trace´ de la ligne de transition en d = 2 au voisinage de l’origine, qui
illustre la loi perturbative (VII.69) : (σ/D) ∝ exp [−4pi (D/λ)].
axes proprement calibre´s a` travers le facteur C, et reporte´s sur la figure 7 (repre´sente´s
8Nous avons ve´rifie´ qu’ajuster la valeur de C en choisissant d’autres quantite´s n’alte`re que faible-
ment sa valeur et ne de´grade donc pas l’accord entre les diagrammes nume´riques et analytiques de la
figure 7.
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par les lignes). Les diagrammes nume´riques et analytiques se re´ve`lent concorder quan-
titativement, ce qui constitue une indication tangible de la capacite´ de la me´thode de
l’action effective moyenne a` de´terminer des quantite´s non universelles et ce de fac¸on
apparemment pre´cise malgre´ les ne´cessaires approximations effectue´es.
Analysons a` pre´sent plus en de´tail ces diagrammes de phase. Le re´sultat principal
re´side dans l’existence d’une transition de phase dans toutes les dimensions e´tudie´es,
en contradiction avec les pre´dictions perturbatives de Cardy et Ta¨uber [139, 140] (cf.
figure V.9). Les courbes de transition de la figure 7 apparaissent comme des lignes quasi-
paralle`les, traversant l’axe (λ/D) en des valeurs de seuil (λ/D)s(d) 6= 0 pour d ≥ 3. Ces
valeurs de seuil croissent line´airement avec la dimension, comme le montre la figure 8
(a), suivant une pente 2.248 ± 0.058 de´termine´e par ajustement line´aire. Nous avons
prolonge´ jusqu’en dimension d = 10 la de´termination analytique des valeurs de seuil,
qui toutes continuent de s’aligner pre´cise´ment sur la meˆme droite. Cette croissance
line´aire du seuil de l’e´tat absorbant avec la dimension sugge`re que (λ/D)s(d) devient
infini dans la limite d → ∞, ou` la phase absorbante disparaˆıt alors. Autrement dit,
le diagramme de phase de champ moyen (qui ne comporte qu’une phase active) ne
semble eˆtre recouvre´ qu’en dimension infinie et non a` partir de la dimension critique
d N.Uc = 2 comme pre´dit par l’analyse perturbative (voir le paragraphe V.2.4) — ni
d’ailleurs au-dela` de la dimension critique supe´rieure d Uc = 4 de la percolation dirige´e.
Comme annonce´ a` la fin du chapitre V, ce re´sultat contredit l’ide´e, commune´ment
admise, que le champ moyen ou le “1-boucle” suffisent a` capturer qualitativement les
traits d’un diagramme de phase, les fluctuations n’en modifiant que quantitativement
les valeurs, puisque le diagramme “1-boucle” en dimension d = 3 est ici qualitativement
invalide´.
En dessous de la dimension trois, les seuils s’annulent. Examinons le comportement
des lignes de transition au voisinage de l’origine. L’approche a` l’origine se re´ve`le qua-
dratique en dimension d = 1, exponentielle en dimension d = 2 (comme montre´ sur
les figures 8 (b) et (c) respectivement) et nulle en dimension trois, ce qui corrobore les
re´sultats perturbatifs [139], donne´s en d = 1 par l’e´quation (V.25) avec  = 1 et en
d = 2 par l’e´quation (V.26) rappele´e ici :
σc ∼ De−4piD/λ. (VII.69)
Dans notre analyse, le coefficient de l’exponentielle en d = 2 (figure 8 (c)) est estime´
a` 11.86 ± 0.02 pour le diagramme analytique et a` 11.67 ± 0.15 pour le diagramme
nume´rique, ce qui confirme quantitativement le coefficient 4 pi pre´dit par la loi pertur-
bative (VII.69). En revanche, la saturation sugge´re´e par cette loi — valide seulement
a` petit couplage — ne se produit pas, laissant place a` une croissance quasi-line´aire. Le
passage du comportement exponentiel de la ligne de transition au voisinage de l’origine
au comportement line´aire (voir le diagramme 5 (a)) marque ainsi approximativement
la limite du domaine de validite´ de la the´orie de perturbation.
Les re´sultats du groupe de renormalisation non perturbatif apparaissent donc en
accord avec les re´sultats perturbatifs dans leur domaine de validite´ (a` faible cou-
plage) mais de´voile des caracte´ristiques tre´s diffe´rentes loin de l’origine, dans la re´gion
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pre´cise´ment “non perturbative”.
Pour terminer, nous analysons directement l’e´quation maˆıtresse (VII.68) dans le
re´gime de petite diffusion pour donner encore un autre e´clairage a` ces re´sultats.
VII.3.3 Analyse de l’e´quation maˆıtresse a` petite diffusion
Ce troisie`me volet est simplement destine´ a` se forger une intuition des re´sultats que
nous avons obtenus. Donnons tout d’abord l’ide´e ge´ne´rale motivant cette analyse. Un
des arguments justifiant, comme infe´re´ par Cardy et Ta¨uber [139, 140], la disparition
de l’e´tat absorbant en dimension supe´rieure a` deux repose sur les proprie´te´s statis-
tiques d’intersection de marches ale´atoires dirige´es, qualifie´es de “vicieuses” dans la
litte´rature [163] — car s’annihilant lorsqu’elles se rencontrent. Ces marches s’ave`rent
“re´-entrantes” seulement en dimension infe´rieure a` 2+1 (voir e.g. [164]), ce qui signifie
que deux marcheurs partant de l’origine ont une probabilite´ finie de se croiser pendant
un temps t tant que d ≤ 2. Il en de´coule que des particules isole´es dans un syste`me
a` deux ou une dimension spatiale sont susceptibles de toutes disparaˆıtre au gre´ de
leur diffusion, engendrant alors un e´tat absorbant. La probabilite´ d’intersection des
marches vicieuses devient nulle au-dela` de la dimension d’espace deux, impliquant que
des particules parseme´es sur un re´seau a` trois dimensions errent a` jamais, entretenant
un e´tat actif.
Cependant, comme sugge´re´ pre´ce´demment, le me´canisme de destruction “diffusif”
base´ sur l’annihilation de particules e´trange`res dominent seulement a` grande diffusion
— c’est-a`-dire pre´cise´ment au voisinage de l’origine des diagrammes de phase ou` le
champ moyen est valide. Par contre, a` faible diffusion, ce me´canisme est supprime´ et
supplante´ par l’auto-destruction d’une particule avec sa descendance. Ce me´canisme,
se de´roulant en un site, s’ave`re, lui, inde´pendant de la dimension. L’on peut donc en
fait le´gitimement s’attendre a` l’existence d’un e´tat absorbant a` faible diffusion (re´gion
“en haut a` droite” des diagrammes) en toute dimension. Testons la validite´ de cet ar-
gument en analysant l’e´quation maˆıtresse dans la limite de diffusion nulle D → 0.
Si D = 0 exactement, les sites se de´couplent et l’e´volution temporelle de chacun
peut eˆtre de´termine´e inde´pendamment. Nous conside´rons donc un mode`le a` un site I :
.
.
.
I
de´crit par la distribution de probabilite´s P(n; t) que le site compte n particules au
temps t, dont l’e´volution temporelle est gouverne´e par le syste`me infini n = 0, . . . ,∞
d’e´quations couple´es de la forme :
∂tP(n; t) = σ
[
(n−1)P(n−1; t)−nP(n; t)
]
+λ
[
(n+2)(n+1)P(n+2; t)−n(n−1)P(n; t)
]
.
(VII.70)
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Tout d’abord, on montre simplement analytiquement9 que ce syste`me admet une
solution stationnaire unique : {Ps(n = 0) = 1,Ps(n ≥ 1) = 0}, qui correspond
a` l’e´tat absorbant. Pour ve´rifier si cet e´tat est atteint dynamiquement ou non, on
tronque le syste`me d’e´quations (VII.70) a` n = 100 afin de l’inte´grer nume´riquement en
temps, en partant d’une condition initiale a` une particule (avec une probabilite´ 1, i.e.
{P(n = 1; t = 0) = 1,P(n 6= 1; 0) = 0}). Nous avons ve´rifie´ qu’inclure des e´quations
supple´mentaires ne changeaient pas les re´sultats. En effet, comme le montre la figure 9,
le re´gime asymptotique est atteint de`s n . 6, i.e les e´tats a` grand nombre de particules
ne sont pas peuple´s, et ce inde´pendamment de la condition initiale — tant que celle-ci
correspond a` un faible nombre moyen d’occupation bien suˆr.
L’e´volution typique du nombre moyen de particules n¯(t) ≡ ∑nP(n; t) en fonction
du temps est repre´sente´e sur la figure 9. Pour tous les rapports σ/λ explore´s (jus-
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Fig. 9 – Gauche : e´volution du nombre moyen d’occupation nI dans un mode`le a` un site
I (a` diffusion nulle) de´coulant de l’inte´gration temporelle du syste`me des 100 premie`res
e´quations maˆıtresses correspondantes. τ indique le temps typique de relaxation et τ0.1
le temps de de´croissance a` 10%. Droite : Variation de τ0.1 en fonction du nombre n
d’e´quations maˆıtresses conside´re´es. Le re´gime asymptotique est atteint de`s typiquement
n = 6.
qu’a` σ/λ . 50 et probablement pour tout σ/λ fini) le syste`me rejoint toujours l’e´tat
absorbant. Le temps τ de relaxation de´pend lui du rapport des taux et croˆıt avec lui.
Pour comprendre le diagramme de phase dans la re´gion de grands σ/D et λ/D,
il s’agit donc de montrer que cet e´tat absorbant reste stable en incluant une petite
diffusion. De fac¸on qualitative, l’on s’attend a` ce que ceci reste vrai tant que le temps
de diffusion (2 dD)−1 reste beaucoup plus grand que le temps de relaxation τ de sorte
que toutes les particules d’un site disparaissent avant de pouvoir diffuser.
9Analysons le syste`me homoge`ne {∂tP(0) = 0, ∂tP(1) = 0 . . .}. La premie`re e´quation ∂tP(0) = 0
donne P(2) = 0. Alors l’e´quation ∂tP(2) = 0 fournit la relation σP(1) + 12λP(4) = 0 qui, comme
P(n) ≥ 0, impose P(1) = P(4) = 0. L’e´quation ∂tP(1) = 0 engendre alors P(3) = 0 puis on de´duit
trivialement de ∂tP(n) = 0 que P(n+2) = 0 pour tout n > 2. Enfin par conservation des probabilite´s
P(0)=1.
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Ve´rifions cela en incorporant l’effet de la diffusion. Au voisinage du re´gime critique,
le syste`me apparaˆıt tre`s dilue´. On s’inte´resse donc a` une particule isole´e sur un site I
et l’on mode´lise son voisinage par un seul site J , initialement vide. On conside`re donc
un mode`le a` deux sites :
.
.
.
I J
Pour ce mode`le, on inte`gre nume´riquement en temps le syste`me tronque´ des (30× 30)
premie`res e´quations maˆıtresses couple´es — incluant la diffusion — re´gissant l’e´volution
temporelle de la distribution de probabilite´s P(nI , nJ ; t). Le syste`me rejoint encore
invariablement l’e´tat absorbant, ce qui renforce notre conviction de l’existence d’un tel
e´tat a` petite diffusion.
Allons plus loin. On observe que cet e´tat absorbant persiste lorsque la diffusion croˆıt
notablement, mais ceci apparaˆıt alors comme un artefact de “taille finie” (re´duite a` deux
sites !) qui empeˆche les particules de s’e´loigner pour e´chapper aux autres et aboutit donc
ine´luctablement a` leur extinction. On peut supposer qu’une condition ne´cessaire pour
qu’un e´tat actif puisse s’instaurer est que la particule du site I parvienne a` se multiplier
et ensemencer le site J voisin avant de disparaˆıtre — la particule nouvellement cre´e´e
e´tant susceptible sur un re´seau infini de diffuser et se multiplier a` son tour. Etudions
l’e´volution des nombres moyens d’occupation n¯I(t) et n¯J(t) des deux sites au cours du
temps. Pour des taux λ et σ donne´s, tant que la diffusion est nulle, n¯J demeure nul.
Lorsque D augmente, n¯J(t) commence a` croˆıtre et atteint un maximum a` un temps note´
tm avant de finalement s’annuler. Ceci nous inspire le crite`re suivant. On suppose que
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Fig. 10 – Evolution du nombre moyen d’occupation nJ d’un site J initialement vide
voisin d’un site I peuple´ dans un mode`le a` deux sites, de´coulant de l’inte´gration tem-
porelle du syste`me des (30×30) premie`res e´quations maˆıtresses correspondantes. Si la
diffusion est petite, nJ n’atteint jamais un, il de´passe cette valeur a` grande diffusion.
Il existe une valeur D = Dc pour laquelle nJ atteint un exactement avant de s’annuler,
qui est se´lectionne´e comme “valeur critique” selon le crite`re discute´ dans le texte.
l’e´tat absorbant est de´stabilise´ si n¯J(tm) atteint la valeur 1 (pendant que n¯I(tm) ≥ 1),
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puisqu’alors une particule (en moyenne) est cre´e´e sur le site J pendant que la particule
me`re est encore pre´sente. Ceci de´finit une valeur “critique” D = Dc de diffusion, comme
illustre´ sur la figure 10.
En s’appuyant sur ce crite`re, nous avons donc de´termine´, pour diffe´rentes valeurs des
taux λ et σ, la valeur critique Dc correspondante. Les diffe´rents points obtenus forment
une quasi-droite — inse´re´e sur la figure 11 dans le diagramme (analytique) pre´ce´dent
— paralle`le aux lignes de transition du diagramme analytique. Ce mode`le, pour le
moins de´pouille´, semble donc suffir pour reproduire les caracte´ristiques principales a`
faible diffusion des diagrammes de phase des processus (VII.66) et sugge`re ainsi que
celles-ci ne de´pendent pas de la dimension. Ceci conforte notre argument selon lequel
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Fig. 11 – Diagramme de phase des processus (VII.66). Les lignes interrompues
mate´rialisent les lignes de transition issues du groupe de renormalisation non perturba-
tif en dimension 1 a` 5 (celles de la figure 7 a` laquelle nous renvoyons pour la le´gende),
dans la re´gion de petite diffusion. La ligne pleine plus e´paisse re´sulte du mode`le a` deux
sites. Elle reproduit la pente observe´e des lignes de transition.
le me´canisme de destruction des particules pre´dominant a` petite diffusion est l’auto-
destruction en un site — et ne de´pend donc pas de la dimension. Ce mode`le simple n’a
bien suˆr aucune pre´tention de servir de preuve. Il soutient ne´anmoins l’existence d’un
e´tat absorbant a` petite diffusion inde´pendamment de la dimension.
Notons que l’influence du re´gime de diffusion sur les diagrammes de phase associe´s
a` divers processus de re´action-diffusion a tre`s re´cemment e´te´ e´tudie´e notamment par
Odor [165], qui met e´galement en e´vidence des comportements de´pendant de la diffu-
sion. En particulier, le diagramme de phase des processus (VII.66) a e´te´ e´tabli dans [166]
par une me´thode de champ moyen ame´liore´, dite “a` n-points”, et s’ave`re pre´cise´ment
confirmer les re´sultats pre´sente´s ici.
Conclusion
Nous avons, dans un premier temps, exploite´ une approche non perturbative comme
un outil de calcul pour de´terminer les exposants critiques de la percolation dirige´e
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dans des dimensions inaccessibles par les approches perturbatives usuelles. Cet outil
s’est ave´re´ performant, meˆme si pour le moment des difficulte´s subsistent encore en
dimension un d’espace a` l’ordre ∂2. Plus fondamentalement, cette approche nous a
permis d’approfondir la compre´hension des conditions d’existence d’une transition de
phase pour les marches ale´atoires avec branchement et annihilation, en mettant en
lumie`re le roˆle de la diffusion dans la se´lection des me´canismes effectifs de destruction de
particules. Cette analyse montre ainsi que des effets non perturbatifs peuvent invalider
qualitativement un diagramme de phase e´tabli aux premiers ordres de la the´orie de
perturbation, incluant pourtant de´ja` en partie l’effet des fluctuations.
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Chapitre VIII
Conclusion ge´ne´rale
VIII.1 Synthe`se
Le leitmotiv de ce travail de the`se a e´te´ l’exploration de phe´nome`nes non pertur-
batifs, qui a requis de se munir d’un outil the´orique adapte´ : le formalisme de l’action
effective moyenne. Nous avons d’abord e´prouve´ cet outil dans un cadre balise´ — le
mode`le d’Ising tri-dimensionnel a` l’e´quilibre — afin d’en acque´rir une maˆıtrise suffisante
et d’en tester les performances. A cet e´gard, nous nous sommes attache´s a` approfon-
dir l’e´tude des approximations courantes associe´es a` ce formalisme : le de´veloppement
de´rivatif et le de´veloppement en champ. Il s’est de´gage´ de notre analyse que ce dernier,
dont la convergence se re´ve`le en ge´ne´ral rapide et controle´e, apparaˆıt comme un moyen
simple pour obtenir des estimations fiables des quantite´s physiques, d’autant plus en
recourant a` une optimisation de la pre´cision des re´sultats, par exemple via un crite`re
de sensibilite´ minimale.
La convergence du de´veloppement de´rivatif n’est pas, quant a` elle, explicitement
ve´rifiable de par la complexite´ des calculs. Cependant, le premier calcul a` l’ordre ∂4 que
nous avons mene´ laisse pre´sager un bon comportement de ce de´veloppement, comme
en te´moignent les exposants critiques obtenus a` cet ordre — notamment la dimension
anormale — qui deviennent comparables aux meilleures de´terminations the´oriques pro-
venant du calcul par groupe de renormalisation perturbatif incluant des corrections a`
7-boucles.
Bien suˆr, comme toujours, e´lever le degre´ de l’approximation accroˆıt singulie`rement
la complexite´ des e´quations associe´es et les re´soudre implique alors un traitement
nume´rique difficile. L’on s’est trouve´ confronte´ aux limitations nume´riques, tant en
terme de me´moire de calcul formel (du logiciel Mathematica) pour de´river les e´quations
qu’en terme de temps de calcul — des nombreux programmes en langage C de´veloppe´s
au cours de cette the`se — pour les re´soudre. La recherche et l’e´tude de proce´dures
d’approximation efficaces sont encore largement ouvertes et actives et de nouvelles
me´thodes — par exemple supplantant le de´veloppement de´rivatif pour ame´liorer le
traitement de la de´pendance impulsionnelle [167] ou encore se basant sur les fonctions
de corre´lations 2-PI [168] — ont e´te´ propose´es et semblent prometteuses.
La maˆıtrise acquise des techniques du groupe de renormalisation non perturbatif
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a alors ouvert la voie vers les terrains largement moins balise´s de la physique hors de
l’e´quilibre que nous avons aborde´e via les processus de re´action-diffusion. Nous nous
sommes concentre´s sur deux aspects de la classe d’universalite´ la plus repre´sente´e (la
percolation dirige´e) : les proprie´te´s universelles de la transition de phase absorbante
et surtout le proble`me de l’existence d’une telle transition dans des mode`les de´nue´s
de destruction spontane´e de particules — les marches ale´atoires avec branchement et
annihilation impaires. Nous avons dans un premier temps ge´ne´ralise´ le formalisme de
l’action effective moyenne a` des syste`mes de physique statistique hors de l’e´quilibre, ce
qui n’avait encore jamais e´te´ envisage´, afin d’e´tablir des e´quations de flot ge´ne´riques
pour les processus de re´action-diffusion.
Outre fournir des valeurs pre´cises des exposants critiques de la percolation dirige´e
meˆme en basse dimension, le caracte`re non perturbatif de ces e´quations nous a permis
d’apporter un e´clairage nouveau sur le diagramme de phase des marches ale´atoires
avec branchement et annihilation en re´ve´lant, au dela` de la dimension trois, l’apparition
d’un seuil pre´ce´dant l’existence d’un e´tat absorbant. Ces re´sultats re´futent la pre´diction
e´manant du groupe de renormalisation perturbatif de la disparition d’une transition
de phase au-dela` de la dimension deux, en rejetant au contraire celle-ci a` l’infini. Ces
analyses mettent ainsi en e´vidence le roˆle crucial de la diffusion, qui conditionne les
caracte´ristiques du diagramme de phase, et sugge`rent son incidence sur l’efficacite´ des
me´canismes effectifs de destruction.
Ces pre´dictions ont e´te´ valide´es par plusieurs approches inde´pendantes. D’une part,
les simulations nume´riques Monte Carlo que nous avons re´alise´es se sont ave´re´es co¨ınci-
der quantitativement avec le diagramme the´orique, confirmant l’aptitude de la me´thode
a` produire des quantite´s non universelles relativement pre´cises. D’autre part, notre ana-
lyse de l’e´quation maˆıtresse a` petite diffusion conforte l’allure des lignes de transition
dans ce re´gime. En outre, un re´cent calcul a` l’approximation de champ moyen a` n-
points par Odor [166] a une nouvelle fois confirme´ l’allure du diagramme.
Le groupe de renormalisation non perturbatif a ainsi permis de fournir de nouveaux
e´le´ments de compre´hension des proprie´te´s des marches ale´atoires avec branchement et
annihilation impaires et apparaˆıt comme un outil prometteur pour aborder d’autres
processus de re´action-diffusion et, plus ge´ne´ralement, d’autres syste`mes physiques hors
de l’e´quilibre, dont nous donnons maintenant un bref florile`ge.
VIII.2 Perspectives
Les processus de re´action-diffusion laissent encore de nombreux proble`mes ouverts.
En connection e´troite avec les mode`les envisage´s ici, les marches ale´atoires avec bran-
chement et annihilation paires ont attire´ une grande d’attention [135, 136, 137, 138]
(voir [141] pour une revue). Comme mentionne´ au cours du chapitre V, ces processus ont
de´voile´ une nouvelle classe d’universalite´ — la classe de parite´ conserve´e (PC). L’ana-
lyse par groupe de renormalisation perturbatif mene´e par Cardy et Ta¨uber [139, 140]
pre´dit l’apparition d’une deuxie`me dimension critique supe´rieure dc ∼ 4/3, en dec¸a`
de laquelle les exposants critiques acquie`rent les valeurs non triviales de la classe PC.
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Cependant, la de´termination seulement approximative de cette nouvelle dimension cri-
tique interdit tout de´veloppement perturbatif autour de celle-ci et les exposants de
cette classe ne sont donc pas connus the´oriquement en-dehors de la dimension un —
ou` ils sont de´termine´s exactement [140]. Une approche non perturbative permettrait
de sonder ce mode`le en basse dimension et d’e´tablir ainsi les proprie´te´s universelles de
la classe PC et peut-eˆtre d’expliquer l’origine d’une deuxie`me dimension critique.
En s’e´cartant le´ge`rement des marches ale´atoires avec branchement et annihila-
tion, les processus de re´action-diffusion forme´s des re´actions 2A → ∅ et 2A → 3A,
de´nomme´s “processus de contact de paires avec diffusion” suscitent une grande effer-
vescence [157, 169, 162, 170] (voir [146] pour une revue) car leur classe d’universalite´
reste encore a` ce jour largement de´battue. Plusieurs hypothe`ses se confrontent, les unes
rattachant ces processus a` la classe de la percolation dirige´e, les autres lui attribuant
une nouvelle classe d’universalite´, d’autres encore sugge´rant l’existence d’exposants va-
riant continuˆment avec la diffusion (voir [146]). Aucun consensus n’a encore clairement
e´merge´. Les approches par groupe de renormalisation perturbatif sont mises en diffi-
culte´ car les puissances du champ auxiliaire s’ave`rent toutes e´galement pertinentes et
requie`rent donc un traitement fonctionnel. D’une part, le groupe de renormalisation
non perturbatif, de´crivant par construction les re´actions comme un potentiel fonction
des deux champs apparaˆıt pallier a` ce proble`me. Cette approche semble d’autre part
capable de prendre en compte l’influence de la diffusion et pourrait peut-eˆtre ainsi
permettre de caracte´riser de fac¸on fiable les proprie´te´s universelles de ces processus.
Les syste`mes hors de l’e´quilibre ne se limitent pas, bien suˆr, aux processus de
re´action-diffusion. Une approche non perturbative pourrait se re´ve´ler particulie`rement
appre´ciable pour explorer le phe´nome`ne de transition rugueuse cine´tique, au cours
duquel une interface, initialement plate, de´veloppe lors de sa croissance une struc-
ture spatiale non triviale, pre´sentant de l’auto-similarite´. Ce phe´nome`ne, qui consti-
tue un exemple de criticalite´ ge´ne´re´e naturellement par la dynamique, appartient
ge´ne´riquement a` la classe d’universalite´ de l’e´quation de Kardar-Parisi-Zhang (KPZ)
[116, 74] et des polyme`res dirige´s [117, 118, 74].
L’e´quation de KPZ peut se formuler, a` travers le formalisme de fonction de re´ponse,
comme une the´orie des champs. L’analyse perturbative de cette the´orie re´ve`le les ca-
racte´ristiques suivantes (voir par exemple [161, 74]). Il existe une dimension critique
infe´rieure dinfc = 2, en-dec¸a` de laquelle l’interface est toujours rugueuse et le proble`me
s’ave`re soluble exactement en dimension un, par diverses me´thodes. Au-dela` de dinfc ,
l’interface peut soit rester “plate” soit devenir rugueuse (selon la valeur du couplage
non line´aire de l’e´quation de KPZ), les deux e´tats e´tant se´pare´s par une transition
continue. Le point fixe correspondant a` la phase rugueuse s’e´chappe dans un re´gime
de couplage fort inaccessible perturbativement, laissant les exposants critiques de cette
phase the´oriquement inde´termine´s.
En outre, l’existence d’une dimension critique supe´rieure n’est pas tranche´e et en-
core largement controverse´e, les estimations s’e´talant de dsupc ' 2.4 [171] a` dsupc = ∞
e.g. [172, 173] en passant par dsupc = 4 e.g. [174, 175, 176]. L’enjeu the´orique re´side donc
dans la description du re´gime — non perturbatif — de couplage fort afin de sonder
les re´alisations physiquement inte´ressantes (rugueuses) de ces syte`mes et le groupe de
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renormalisation non perturbatif se pose comme un bon candidat. Des travaux sur ces
proble`mes sont actuellement en cours.
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Annexe A
Equation de flot de Γk
Cette annexe est de´die´e a` la de´rivation de l’e´quation de flot exacte de l’action ef-
fective moyenne Γk [31], qui est pre´sente´e ici pour une the´orie scalaire a` l’e´quilibre
thermique (et voir e.g. [14]). Soulignons que l’extension de cette de´rivation a` un champ
a` n composantes est directe, il suffit alors d’affecter aux diffe´rents objets des indices
internes et d’inse´rer les sommations approprie´es (le cas d’un champ a` deux compo-
santes est de´taille´ explicitement au chapitre VII, pour une the´orie hors de l’e´quilibre).
Rappelons les de´finitions introduites au cours du chapitre II. La fonction de partition
de´pendante d’e´chelle s’e´crit :
Zk[J ] =
∫
Dφ e−S[φ] −∆Sk[φ] +
∫
dd xJ(x) φ(x) ≡
∫
Dφ eK[φ, J ] (A.1)
avec ∆Sk[φ] = 1
2
∫
dd x dd y φ(x) Rk(x− y) φ(y), (A.2)
ou` Rk est une fonction de re´gularisation IR qui affecte aux modes de basse impulsion
q < k une masse effective. Le terme de masse ∆Sk est exprime´ ici dans l’espace direct.
L’action effective moyenne Γk est lie´e a` l’e´nergie libre Wk[J ] = lnZk[J ] par la transfor-
mation de Legendre modifie´e par l’adjonction du terme de masse, dont la pre´sence est
justifie´e dans le chapitre II :
Γk[ψ] +Wk =
∫
dd x J(x) ψ(x)−∆Sk[ψ], avec ψ(x) = δWk
δJ(x)
. (A.3)
Il s’agit donc de calculer la de´rive´e partielle de Γk par rapport a` l’e´chelle k, lorsque
ψ est fixe´. Nous adoptons dans la suite la notation :
∫
x ≡
∫
dd x. En de´rivant la
de´finition (A.3) par rapport a` k, on obtient :
∂kΓk
∣∣∣∣
ψ
= −∂kWk
∣∣∣∣
ψ
+
∫
x
∂kJ(x)ψ(x)− 1
2
∫
x,y
ψ(x) ∂kRk(x− y) ψ(y). (A.4)
Par suite, la de´rive´e de Wk a` ψ fixe´ est lie´e a` sa de´rive´e a` J fixe´ par la relation :
∂kWk
∣∣∣∣
ψ
= ∂kWk
∣∣∣∣
J
+
∫
y
∂kJ(y)
δWk
δJ(y)
. (A.5)
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Etablissons alors la variation de Wk avec l’e´chelle k, a` J fixe´. Pour cela, il suffit de
de´river l’e´quation (A.1) — qui de´finit expWk — par rapport a` k :
∂k e
Wk
∣∣∣∣
J
= −
∫
D φ
{
∂k ∆Sk[φ]
}
eK[φ, J ] (A.6)
= −
{
∂k ∆Sk
[ δ
δJ
]} ∫
Dφ eK[φ, J ] (A.7)
= −
{
∂k ∆Sk
[ δ
δJ
]}
eWk . (A.8)
En exprimant le terme de masse, la dernie`re e´galite´ s’e´crit aussi :
∂kWk eWk
∣∣∣∣
J
=
{
−1
2
∫
x,y
δ
δJ(x)
. ∂kRk(x− y) . δ
δJ(y)
}
eWk , (A.9)
et on en de´duit finalement, en explicitant l’action des ope´rateurs de de´rive´es fonction-
nelles sur expWk :
∂kWk
∣∣∣∣
J
= −1
2
∫
x,y
∂kRk(x− y)
[
δ2Wk
δJ(x)δJ(y)
+
δWk
δJ(x)
δWk
δJ(y)
]
. (A.10)
En inse´rant dans l’e´quation (A.4) les relations (A.5) et (A.10), et en notant que par
de´finition ψ(x) =
δWk
δJ(x)
, on obtient l’e´quation de flot souhaite´e :
∂kΓk
∣∣∣∣
ψ
=
1
2
∫
x,y
∂kRk(x− y) δ
2Wk
δJ(x)δJ(y)
≡ 1
2
∫
x,y
∂kRk(x− y) W (2)k (x, y). (A.11)
Pour terminer, nous allons e´tablir une formulation “auto-re´fe´rente” — c’est-a`-dire
ne de´pendant que de la fonctionnelle Γk — de l’e´quation pre´ce´dente, en exprimant
W(2)k (x, y) en fonction des seules de´rive´es fonctionnelles de Γk. Tout d’abord, en de´rivant
la de´finition ψ(x) =
δWk
δJ(x)
par rapport a` ψ(y), on obtient une expression de l’identite´ :
δ2Wk
δψ(y)δJ(x)
= δd(x− y) =
∫
z
δ2Wk
δJ(z)δJ(x)
δJ(z)
δψ(y)
. (A.12)
Le dernier terme dans l’inte´grale du membre de droite de (A.12) se calcule simplement
en de´rivant la relation (A.3) d’abord par rapport a` ψ(z) :
δΓk
δψ(z)
= J(z)−
∫
u
Rk(z − u) ψ(u), (A.13)
puis par rapport a` ψ(y) :
δJ(z)
δψ(y)
=
δ2Γk
δψ(y)δψ(z)
+Rk(z − y) ≡
[
Γ
(2)
k +Rk
]
(y, z). (A.14)
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La relation (A.12) de´finit alors
[
Γ
(2)
k +Rk
]
comme l’inverse de W (2)k et l’e´quation de
flot (A.11) de Γk peut alors s’exprimer en fonction des seules de´rive´es fonctionnelles de
Γk selon [31] :
∂kΓk[ψ] =
1
2
∫
x,y
∂kRk(x− y)
[
Γ
(2)
k +Rk
]−1
(x, y). (A.15)
Cette e´quation se ge´ne´ralise simplement pour des champs a` n composantes sous la
forme [31] :
∂kΓk[ψ] =
1
2
Tr
{[
∂kRk(x− y)
]
.
[
Γ
(2)
k +Rk
]−1
(x, y)
}
, (A.16)
ou` la trace Tr indique la sommation sur les indices internes et l’inte´gration sur les
variables x et y (ou, dans l’espace de Fourier, sur l’impulsion interne).
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Annexe B
Fonctions seuil pour le mode`le
d’Ising
Cette annexe regroupe les de´finitions explicites des diffe´rentes fonctions seuil im-
plique´es dans les e´quations de flot du mode`le d’Ising jusqu’a` l’ordre ∂4 du de´veloppement
de´rivatif — apparaissant en particulier dans l’annexe C — ainsi que les relations de
re´currence ve´rifie´es par leurs de´rive´es. Rappelons que cette classification des inte´grales
en impulsion est introduite essentiellement pour syste´matiser la de´rivation par rap-
port au champ des e´quations de flot des fonctions de renormalisation comple`tes, afin
d’en de´duire simplement celles des coefficients de leur de´veloppement en champ — ou
constantes de couplage —, et surtout pour en faciliter le traitement nume´rique. Ces
fonctions seuil, au nombre de six, se de´finissent de fac¸on synthe´tique :
F dn(ρ˜, η) =
∫
dy y
d
2
−1∂˜t
(
f(y)
Pρ˜(y)n
)
, (B.1)
ou` f(y) repre´sente successivement y(∂yp)
i, i = 0, . . . , 4 et y(∂2yp) pour les six fonc-
tions seuil note´es respectivement F = L, N , M , S, T et U . Dans l’expression (B.1),
l’ope´rateur ∂˜t ≡ k ∂k Rk ∂/∂Rk n’agit que sur la de´pendance en k de la fonction de
coupure Rk(q
2) = Zk q
2 r(y) et
Pρ˜(y) = y
[
zk(ρ˜) + r(y)
]
+ wak(ρ˜) y
2 + u′k(ρ˜) + 2 ρ˜ u
′′
k(ρ˜). (B.2)
Dans le cas du mode`le d’Ising, la fonction N se rattache par inte´gration par parties
a` la fonction L a` travers la relation :
Ndn(ρ˜, η) =
d
2(n− 1) L
d
n−1(ρ˜, η)− 2wak(ρ˜)Ld+4n (ρ˜, η), (B.3)
et n’est donc plus conside´re´e. Les de´finitions explicites des fonctions L, M , S, T et U
s’e´crivent :
Ldn(ρ˜, η) = −n
∫ ∞
0
dy y
d
2
−1 y s(y)
Pρ˜(y)n+1
(B.4)
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Mdn(ρ˜, η) =
∫ ∞
0
dy y
d
2
{
− n y s(y) Hρ˜(y)
2
Pρ˜(y)n+1
+ 2 s′(y)
Hρ˜(y)
Pρ˜(y)n
}
(B.5)
Sdn(ρ˜, η) =
∫ ∞
0
dy y
d
2
{
− n y s(y) Hρ˜(y)
3
Pρ˜(y)n+1
+ 3 s′(y)
Hρ˜(y)
2
Pρ˜(y)n
}
(B.6)
T dn(ρ˜, η) =
∫ ∞
0
dy y
d
2
{
− n y s(y) Hρ˜(y)
4
Pρ˜(y)n+1
+ 4 s′(y)
Hρ˜(y)
3
Pρ˜(y)n
}
(B.7)
Udn(ρ˜, η) =
∫ ∞
0
dy y
d
2
{
− n y s(y) H
′
ρ˜(y)
2
Pρ˜(y)n+1
+ 2 s′′(y)
H ′ρ˜(y)
Pρ˜(y)n
}
, (B.8)
ou` les notations Hρ˜(y) et s(y) de´signent les fonctions :
Hρ˜(y) = zk(ρ˜) + r(y) + y r
′(y) (B.9)
s(y) = −2 y r′(y)− η r(y). (B.10)
Les primes affecte´s aux fonctions s(y) et Hρ˜(y) marquent des de´rivations par rapport
a` la variable y.
La de´pendance en ρ˜ des fonctions seuil est ainsi contenue uniquement dans les
fonctions Pρ˜(y) et Hρ˜(y) et :
∂Pρ˜(y)
/
∂ρ˜ = y z′k(ρ˜) + w
a
k
′(ρ˜) y2 + 3 u′′k(ρ˜) + 2 ρ˜ u
′′′
k (ρ˜) (B.11)
∂Hρ˜(y)
/
∂ρ˜ = z′k(ρ). (B.12)
Il s’ensuit que les de´rive´es de ces fonctions seuil par rapport au champ se de´duisent
par des relations de re´currence les reliant a` d’autres fonctions de la meˆme famille et de
la famille “pre´ce´dente”. Ces relations s’e´crivent :
∂Ldn(ρ˜, η)
∂ρ˜
=− n
[(
3 u′′k(ρ˜) + 2 ρ˜ u
′′′
k (ρ˜)
)
Ldn+1(ρ˜, η) + z
′
k(ρ)L
d+2
n+1(ρ˜, η) + w
a
k
′(ρ˜)Ld+4n+1(ρ˜, η)
]
(B.13)
∂Mdn(ρ˜, η)
∂ρ˜
=− n
[(
3 u′′k(ρ˜) + 2 ρ˜ u
′′′
k (ρ˜)
)
Mdn+1(ρ˜, η) + z
′
k(ρ)M
d+2
n+1(ρ˜, η) + w
a
k
′(ρ˜)Md+4n+1(ρ˜, η)
]
+ 2 z′k(ρ)N
d
n(ρ˜, η) (B.14)
∂Sdn(ρ˜, η)
∂ρ˜
=− n
[(
3 u′′k(ρ˜) + 2 ρ˜ u
′′′
k (ρ˜)
)
Sdn+1(ρ˜, η) + z
′
k(ρ)S
d+2
n+1(ρ˜, η) + w
a
k
′(ρ˜)Sd+4n+1(ρ˜, η)
]
+ 3 z′k(ρ)M
d
n(ρ˜, η) (B.15)
∂T dn (ρ˜, η)
∂ρ˜
=− n
[(
3 u′′k(ρ˜) + 2 ρ˜ u
′′′
k (ρ˜)
)
T dn+1(ρ˜, η) + z
′
k(ρ)T
d+2
n+1 (ρ˜, η) + w
a
k
′(ρ˜)T d+4n+1 (ρ˜, η)
]
+ 4 z′k(ρ)S
d
n(ρ˜, η) (B.16)
∂Udn(ρ˜, η)
∂ρ˜
=− n
[(
3 u′′k(ρ˜) + 2 ρ˜ u
′′′
k (ρ˜)
)
Udn+1(ρ˜, η) + z
′
k(ρ)U
d+2
n+1(ρ˜, η) + w
a
k
′(ρ˜)Ud+4n+1(ρ˜, η)
]
.
(B.17)
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Annexe C
Equations de flot du mode`le d’Ising
a` l’ordre ∂4
Cette annexe consigne les e´quations de flot qui re´gissent l’e´volution des cinq fonc-
tions de renormalisation adimensionne´es uk(ρ˜), zk(ρ˜), w
a
k(ρ˜), w
b
k(ρ˜) et w
c
k(ρ˜), formant
l’ansatz (III.9) pour le mode`le d’Ising a` l’ordre ∂4 du de´veloppement de´rivatif. Les
conventions de notations dans cette annexe sont les suivantes. Les de´rive´es succes-
sives des fonctions sont repre´sente´es par un chiffre, accole´ au nom de la fonction, qui
en marque l’ordre. De plus l’argument ρ˜ et la de´pendance en k de ces fonctions sont
sous-entendus (par exemple u1 ≡ u′k(ρ˜), wa3 ≡ wak(3)(ρ˜), z5 ≡ z(5)k (ρ˜). . .). Le format
des fonctions seuil est ici F [n, d], ou` les arguments correspondent respectivement aux
indices n et d de la de´finition (B.1) de F dn(ρ˜, η), le point d’e´valuation ρ˜ et l’exposant
η e´tant e´galement sous-entendus — car ceux-ci apparaissent identiquement pour cha-
cune des fonctions. v[d] repre´sente le facteur dimensionnel lie´ au volume de la sphe`re
unite´ de´fini dans le chapitre II. Finalement, l’e´quation de flot de la de´rive´e premie`re
du potentiel, plutoˆt que celle du potentiel lui-meˆme, est ici reporte´e car le potentiel
u0 = uk(ρ˜) n’intervient en fait jamais directement dans les e´quations de flot des autres
fonctions de renormalisation. Mentionnons pour finir que ρ˜ est simplement note´ ρ dans
la suite.
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dÅÅÅÅÅÅÅ
dt
u1 =
u1 H-2 + hL - u2 ikjjH2 - d - hL r + ikjj- H3 u2 + 2 u3 rL L@1, dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅu2 - z1 L@1, 2 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅu2 - wa1 L@1, 4 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅu2 y{zz v@dDy{zz
dÅÅÅÅÅÅÅ
dt
 z = H-2 + dL z1 r + h Hz + z1 rL + ikjjjjHz1 + 2 z2 rL L@1, dD +
4 Hwa1 - d wb + 2 wc + d wc + 2 Hwa2 - d wb1L rL L@1, 2 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
d
- 4 z1 r H3 u2 + 2 u3 rL L@2, dD -
2 r H6 u2 H3 wa1 - 2 H-1 + dL wbL + H1 + 2 dL z12 + 4 u3 H3 wa1 + 2 wb - 2 d wbL rL L@2, 2 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
d
-
4 HH5 + dL wa1 - 2 H-1 + dL wbL z1 r L@2, 4 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
d
+ 4 wa1 H-5 wa1 + 2 H-1 + dL wbL r L@2, 6 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
d
+
8 H2 + dL wa r H3 u2 + 2 u3 rL2 L@3, 2 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
3 d
+ 16 H4 + dL wa z1 r H3 u2 + 2 u3 rL L@3, 4 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
3 d
+
8 H6 + dL wa r H6 u2 wa1 + z12 + 4 u3 wa1 rL L@3, 6 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
3 d
+ 16 H8 + dL wa wa1 z1 r L@3, 8 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
3 d
+
8 H10 + dL wa wa12 r L@3, 10 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
3 d
- 16 wa
2 r H3 u2 + 2 u3 rL2 L@4, 6 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
d
-
32 wa2 z1 r H3 u2 + 2 u3 rL L@4, 8 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
d
- 16 wa
2 r H6 u2 wa1 + z12 + 4 u3 wa1 rL L@4, 10 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
d
-
32 wa2 wa1 z1 r L@4, 12 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
d
- 16 wa
2 wa12 r L@4, 14 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
d
+ 4 r H3 u2 + 2 u3 rL2 M@4, dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
d
+
8 z1 r H3 u2 + 2 u3 rL M@4, 2 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
d
+ 4 r H6 u2 wa1 + z12 + 4 u3 wa1 rL M@4, 4 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
d
+
8 wa1 z1 r M@4, 6 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
d
+ 4 wa1
2 r M@4, 8 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
d
y{zzzz v@dD
dÅÅÅÅÅÅÅ
dt
 wa =
wa H2 + hL + wa1 H-2 + d + hL r + ikjjjjHwa1 + 2 wa2 rL L@1, dD - 2 r H6 u2 wa1 + z12 + 4 u3 wa1 rL L@2, dD -
4 HH5 + dL wa1 - 2 H-1 + dL wbL z1 r L@2, 2 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
d
-
2 HH43 + 12 d + 2 d2L wa12 - 12 H-1 + dL wa1 wb + 4 H-1 + d2L wb2L r L@2, 4 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
d H2 + dL + 4ÅÅÅÅ3 wa rH3 u2 + 2 u3 rL2 L@3, dD + 8 H8 + 3 dL wa z1 r H3 u2 + 2 u3 rL L@3, 2 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
3 d
+ 1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
3 d H2 + dL H4 H4 + dL
wa r H6 u2 HH20 + dL wa1 - 4 H-1 + dL wbL + H16 + 5 dL z12 + 4 u3 HH20 + dL wa1 - 4 H-1 + dL wbL rL
L@3, 4 + dDL + 8 H6 + dL wa H3 H10 + dL wa1 - 4 H-1 + dL wbL z1 r L@3, 6 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
3 d H2 + dL +
4 H8 + dL wa wa1 HH46 + dL wa1 - 8 H-1 + dL wbL r L@3, 8 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
3 d H2 + dL -
4 H36 + 14 d + d2L wa2 r H3 u2 + 2 u3 rL2 L@4, 4 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
d H2 + dL -
8 H76 + 22 d + d2L wa2 z1 r H3 u2 + 2 u3 rL L@4, 6 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
d H2 + dL -
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1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H4 wa2 r H6 u2 HH136 + 22 d + d2L wa1 - 8 H-1 + dL wbL +H128 + 30 d + d2L z12 + 4 u3 HH136 + 22 d + d2L wa1 - 8 H-1 + dL wbL rL L@4, 8 + dDL -
8 wa2 HH200 + 30 d + d2L wa1 - 8 H-1 + dL wbL z1 r L@4, 10 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
4 wa2 wa1 HH284 + 30 d + d2L wa1 - 16 H-1 + dL wbL r L@4, 12 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
384 H8 + dL wa3 r H3 u2 + 2 u3 rL2 L@5, 8 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ5 d H2 + dL +
768 H10 + dL wa3 z1 r H3 u2 + 2 u3 rL L@5, 10 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ5 d H2 + dL +
384 H12 + dL wa3 r H6 u2 wa1 + z12 + 4 u3 wa1 rL L@5, 12 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ5 d H2 + dL +
768 H14 + dL wa3 wa1 z1 r L@5, 14 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ5 d H2 + dL + 384 H16 + dL wa3 wa12 r L@5, 16 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ5 d H2 + dL -
512 wa4 r H3 u2 + 2 u3 rL2 L@6, 12 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL - 1024 wa4 z1 r H3 u2 + 2 u3 rL L@6, 14 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
512 wa4 r H6 u2 wa1 + z12 + 4 u3 wa1 rL L@6, 16 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL - 1024 wa4 wa1 z1 r L@6, 18 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
512 wa4 wa12 r L@6, 20 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL + 8 z1 r H3 u2 + 2 u3 rL M@4, dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ ÅÅÅd +
4 r H6 u2 H7 wa1 - 2 H-1 + dL wbL + H5 + 2 dL z12 + 4 u3 H7 wa1 + 2 wb - 2 d wbL rL M@4, 2 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
8 HH11 + dL wa1 - 2 H-1 + dL wbL z1 r M@4, 4 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL + 8 wa1 H9 wa1 - 2 H-1 + dL wbL r M@4, 6 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
16 H6 + dL wa r H3 u2 + 2 u3 rL2 M@5, 2 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL - 32 H8 + dL wa z1 r H3 u2 + 2 u3 rL M@5, 4 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
16 H10 + dL wa r H6 u2 wa1 + z12 + 4 u3 wa1 rL M@5, 6 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL - 32 H12 + dL wa wa1 z1 r M@5, 8 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
16 H14 + dL wa wa12 r M@5, 10 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL + 256 wa2 r H3 u2 + 2 u3 rL2 M@6, 6 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
512 wa2 z1 r H3 u2 + 2 u3 rL M@6, 8 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL + 256 wa2 r H6 u2 wa1 + z12 + 4 u3 wa1 rL M@6, 10 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
512 wa2 wa1 z1 r M@6, 12 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL + 256 wa2 wa12 r M@6, 14 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ ÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
8 r H3 u2 + 2 u3 rL2 S@5, dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d - 16 H4 + dL z1 r H3 u2 + 2 u3 rL S@5, 2 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL -
8 H6 + dL r H6 u2 wa1 + z12 + 4 u3 wa1 rL S@5, 4 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL - 16 H8 + dL wa1 z1 r S@5, 6 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ ÅÅÅÅÅÅ3 d H2 + dL -
8 H10 + dL wa12 r S@5, 8 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL + 256 wa r H3 u2 + 2 u3 rL2 S@6, 4 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL +
512 wa z1 r H3 u2 + 2 u3 rL S@6, 6 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL + 256 wa r H6 u2 wa1 + z12 + 4 u3 wa1 rL S@6, 8 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL +
+ + +
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512 wa wa1 z1 r S@6, 10 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL + 256 wa wa12 r S@6, 12 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL + 32 r H3 u2 + 2 u3 rL2 T@6, 2 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL +
64 z1 r H3 u2 + 2 u3 rL T@6, 4 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL + 32 r H6 u2 wa1 + z12 + 4 u3 wa1 rL T@6, 6 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL +
64 wa1 z1 r T@6, 8 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL + 32 wa12 r T@6, 10 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL - 4 r H3 u2 + 2 u3 rL2 U@4, 2 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
8 z1 r H3 u2 + 2 u3 rL U@4, 4 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL - 4 r H6 u2 wa1 + z12 + 4 u3 wa1 rL U@4, 6 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
8 wa1 z1 r U@4, 8 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL - 4 wa12 r U@4, 10 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL y{zzzz v@dD
dÅÅÅÅÅÅÅdt  wb =
wb Hd + 2 hL + wb1 H-2 + d + hL r + ikjjjjH3 wb1 + 2 wb2 rL L@1, dD + H3 u2 Hwa1 - 3 Hwb + 2 wb1 rLL + 2Hz12 + 2 z1 z2 r + r H2 u4 wa1 r - 3 u3 H-2 wa1 + wb + 2 wb1 rLLLL L@2, dD +1ÅÅÅÅd  HHHH2 - 13 dL wb + 4 H2 + dL wcL z1 + 2 H7 wa2 z1 - H2 + 9 dL wb1 z1 - 4 H-1 + dL wb z2L r +wa1 HH15 + dL z1 + 2 H8 + dL z2 rLL L@2, 2 + dDL +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  HHH35 + 6 d + d2L wa12 + 4 wb HH-5 + 2 d + 3 d2L wb - 2 H2 + 3 d + d2L wc +HH-5 - 7 dL wa2 + 2 H-5 + 2 d + 3 d2L wb1L rL + wa1 HH-44 - 46 d - 3 d2L wb + 12 H2 + dL wc +
2 HH35 + 6 d + d2L wa2 - H34 + 32 d + 3 d2L wb1L rLL L@2, 4 + dDL - 2ÅÅÅÅ3 H3 u2 + 2 u3 rLH3 u2 Hwa + 4 wa1 r - 6 wb rL + r H11 z12 + 4 u4 wa r + 4 u3 H3 wa + 2 wa1 r - 3 wb rLLL L@3, dD -1ÅÅÅÅÅÅÅÅ3 d  H2 Hz1 r H12 u2 H3 H7 + dL wa1 + H4 - 13 dL wbL + H10 + 11 dL z12 +8 u3 H3 H7 + dL wa1 + H4 - 13 dL wbL rL + 2 wa H3 u2 H2 H5 + 2 dL z1 + H12 + 5 dL z2 rL +
r H2 H8 + 3 dL u4 z1 r + u3 HH60 + 23 dL z1 + 2 H12 + 5 dL z2 rLLLL L@3, 2 + dDL -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL  H2 Hr H3 u2 HH241 + 60 d + 8 d2L wa12 - 4 H43 + 51 d + 5 d2L wa1 wb + 36 H-3 + d2L wb2L +HH296 + 162 d + 19 d2L wa1 - 2 H-8 + 48 d + 23 d2L wbL z12 +2 u3 HH241 + 60 d + 8 d2L wa12 - 4 H43 + 51 d + 5 d2L wa1 wb + 36 H-3 + d2L wb2L rL +H4 + dL wa HH20 + 7 dL z12 + 2 H20 + 7 dL z1 z2 r + 6 u2 HH20 + dL wa1 - 4 wb -8 d wb + 8 wc + 4 d wc + HH20 + dL wa2 - 12 H1 + dL wb1L rL +2 r H2 u4 HH20 + dL wa1 - 4 H-1 + dL wbL r + u3 H7 H20 + dL wa1 + 2 HH6 - 18 dL wb +4 H2 + dL wc + HH20 + dL wa2 - 12 H1 + dL wb1L rLLLLL L@3, 4 + dDL -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL  H2 H3 HH227 + 64 d + 4 d2L wa12 - 4 H17 + 29 d + 5 d2L wa1 wb + 12 H-3 + d2L wb2L
z1 r + 2 H6 + dL wa Hz1 H4 H2 + dL wc + 3 HH10 + dL wa2 - 4 H1 + dL wb1L rL -4 wb Hz1 + 2 d z1 + H-1 + dL z2 rL + wa1 H4 H8 + dL z1 + H34 + 5 dL z2 rLLL L@3, 6 + dDL -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL  H2 Hwa1 HH433 + 52 d + 4 d2L wa12 - 2 H118 + 136 d + 7 d2L wa1 wb + 36 H-3 + d2L wb2L r +H8 + dL wa HH46 + dL wa12 - 8 H-1 + dL wa2 wb r +2 wa1 H-4 H1 + 2 dL wb + 4 H2 + dL wc + HH46 + dL wa2 - 12 H1 + dL wb1L rLLL L@3, 8 + dDL +
2 wa r H3 u2 + 2 u3 rL3 L@4, dD + 12 H5 + 2 dL wa z1 r H3 u2 + 2 u3 rL2 L@4, 2 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H2 wa H3 u2 + 2 u3 rL HH4 + dL r H3 u2 HH58 + 5 dL wa1 - 8 Hwb + 2 d wbLL +
+ L +
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3 H20 + 7 dL z12 + 2 u3 HH58 + 5 dL wa1 - 8 Hwb + 2 d wbLL rL +H36 + 14 d + d2L wa H3 u2 + 4 r H3 u3 + u4 rLLL L@4, 4 + dDL +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H4 wa HH6 + dL z1 r H6 u2 HH47 + 7 dL wa1 - 4 Hwb + 2 d wbLL +H16 + 5 dL z12 + 4 u3 H47 wa1 + 7 d wa1 - 4 wb - 8 d wbL rL +wa H3 u2 HH80 + 24 d + d2L z1 + H84 + 26 d + d2L z2 rL + r H2 H76 + 22 d + d2L u4 z1 r +u3 HH540 + 158 d + 7 d2L z1 + 2 H84 + 26 d + d2L z2 rLLLL L@4, 6 + dDL +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H2 wa HH8 + dL r H3 u2 wa1 HH134 + 7 dL wa1 - 16 Hwb + 2 d wbLL + HH136 + 23 dL wa1 -
8 Hwb + 2 d wbLL z12 + 2 u3 wa1 HH134 + 7 dL wa1 - 16 Hwb + 2 d wbLL rL +wa HH136 + 34 d + d2L z12 + 2 H136 + 34 d + d2L z1 z2 r + 6 u2 HH136 + 22 d + d2L wa1 -8 Hwb + 2 d wb - H2 + dL wcL + HH136 + 22 d + d2L wa2 - 24 H1 + dL wb1L rL +2 r H2 u4 HH136 + 22 d + d2L wa1 - 8 H-1 + dL wbL r + u3 H7 H136 + 22 d + d2L wa1 +2 HH12 - 36 dL wb + 8 H2 + dL wc + HH136 + 22 d + d2L wa2 - 24 H1 + dL wb1L rLLLLL
L@4, 8 + dDL + 1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ ÅÅÅd H2 + dL  H4 wa HH10 + dL wa1 HH91 + 8 dL wa1 - 8 Hwb + 2 d wbLL z1 r +
wa Hz1 H8 H2 + dL wc + HH200 + 30 d + d2L wa2 - 24 H1 + dL wb1L rL - 8 wb Hz1 + 2 d z1 +H-1 + dL z2 rL + wa1 HH204 + 32 d + d2L z1 + H208 + 34 d + d2L z2 rLLL L@4, 10 + dDL +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H2 wa HH12 + dL wa12 H3 H26 + dL wa1 - 8 Hwb + 2 d wbLL r +
wa HH284 + 30 d + d2L wa12 - 16 H-1 + dL wa2 wb r +2 wa1 H-8 H1 + 2 dL wb + 8 H2 + dL wc + HH284 + 30 d + d2L wa2 - 24 H1 + dL wb1L rLLL
L@4, 12 + dDL - 8 H196 + 82 d + 7 d2L wa2 r H3 u2 + 2 u3 rL3 L@5, 4 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ5 d H2 + dL -
24 H436 + 138 d + 7 d2L wa2 z1 r H3 u2 + 2 u3 rL2 L@5, 6 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ5 d H2 + dL -
1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ5 d H2 + dL  H8 wa2 H3 u2 + 2 u3 rL Hr H3 u2 HH2212 + 422 d + 21 d2L wa1 - 80 Hwb + 2 d wbLL +
3 H744 + 194 d + 7 d2L z12 + 2 u3 HH2212 + 422 d + 21 d2L wa1 - 80 Hwb + 2 d wbLL rL +24 H8 + dL wa H3 u2 + 4 r H3 u3 + u4 rLLL L@5, 8 + dDL -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ5 d H2 + dL  H8 wa2 Hz1 r H6 u2 HH3340 + 590 d + 21 d2L wa1 - 80 Hwb + 2 d wbLL +H1120 + 250 d + 7 d2L z12 + 4 u3 HH3340 + 590 d + 21 d2L wa1 - 80 Hwb + 2 d wbLL rL +48 H10 + dL wa H3 u2 Hz1 + z2 rL + r H7 u3 z1 + 2 u4 z1 r + 2 u3 z2 rLLL L@5, 10 + dDL -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ5 d H2 + dL  H8 wa2 Hr H3 u2 wa1 HH4652 + 598 d + 21 d2L wa1 - 160 Hwb + 2 d wbLL +HH4672 + 758 d + 21 d2L wa1 - 80 Hwb + 2 d wbLL z12 +2 u3 wa1 HH4652 + 598 d + 21 d2L wa1 - 160 Hwb + 2 d wbLL rL + 24 H12 + dL waHz12 + 2 H7 u3 wa1 + z1 z2L r + 4 Hu4 wa1 + u3 wa2L r2 + 6 u2 Hwa1 + wa2 rLLL L@5, 12 + dDL -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ5 d H2 + dL H8 wa2 Hwa1 HH6188 + 766 d + 21 d2L wa1 - 160 Hwb + 2 d wbLL z1 r +
48 H14 + dL wa Hwa2 z1 r + wa1 Hz1 + z2 rLLL L@5, 14 + dDL - 1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ5 d H2 + dLH8 wa2 wa1 Hwa1 HH2636 + 258 d + 7 d2L wa1 - 80 Hwb + 2 d wbLL r + 24 H16 + dL wa Hwa1 + 2 wa2 rLLL@5, 16 + dDL +
64 H76 + 11 dL wa3 r H3 u2 + 2 u3 rL3 L@6, 8 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL +
64 H96 + 11 dL wa3 z1 r H3 u2 + 2 u3 rL2 L@6, 10 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
167
168 ANNEXE C. EQUATIONS DE FLOT DU MODE`LE D’ISING A` L’ORDRE ∂4
1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dLH64 wa3 H3 u2 + 2 u3 rLHH116 + 11 dL r H3 u2 wa1 + z12 + 2 u3 wa1 rL + 4 wa H3 u2 + 4 r H3 u3 + u4 rLLL L@6, 12 + dDL +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL H64 wa3 HH136 + 11 dL z1 r H18 u2 wa1 + z12 + 12 u3 wa1 rL +
24 wa H3 u2 Hz1 + z2 rL + r H7 u3 z1 + 2 u4 z1 r + 2 u3 z2 rLLL L@6, 14 + dDL +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H64 wa3 HH156 + 11 dL wa1 r H3 u2 wa1 + z12 + 2 u3 wa1 rL + 4 waHz12 + 2 H7 u3 wa1 + z1 z2L r + 4 Hu4 wa1 + u3 wa2L r2 + 6 u2 Hwa1 + wa2 rLLL L@6, 16 + dDL +
64 wa3 H11 H16 + dL wa12 z1 r + 8 wa Hwa2 z1 r + wa1 Hz1 + z2 rLLL L@6, 18 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
64 wa3 wa1 HH196 + 11 dL wa12 r + 12 wa Hwa1 + 2 wa2 rLL L@6, 20 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL -
1536 wa4 r H3 u2 + 2 u3 rL3 L@7, 12 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
4608 wa4 z1 r H3 u2 + 2 u3 rL2 L@7, 14 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
4608 wa4 r H3 u2 + 2 u3 rL H3 u2 wa1 + z12 + 2 u3 wa1 rL L@7, 16 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
1536 wa4 z1 r H18 u2 wa1 + z12 + 12 u3 wa1 rL L@7, 18 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
4608 wa4 wa1 r H3 u2 wa1 + z12 + 2 u3 wa1 rL L@7, 20 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
4608 wa4 wa12 z1 r L@7, 22 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
1536 wa4 wa13 r L@7, 24 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
2 H3 u2 H3 z1 + 4 z2 rL + 4 r H4 u3 z1 + u4 z1 r + 2 u3 z2 rLL M@4, dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H2 HH7 + 3 dL z12 + 2 H7 + 3 dL z1 z2 r + 6 u2 H7 wa1 - 2 wb - 4 d wb + 4 wc +
2 d wc + H7 wa2 - 6 wb1 - 6 d wb1L rL + 2 r H2 u4 H7 wa1 - 2 H-1 + dL wbL r +u3 H49 wa1 + 2 HH3 - 9 dL wb + 2 H2 + dL wc + H7 wa2 - 6 H1 + dL wb1L rLLLL M@4, 2 + dDL -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H2 Hwa1 H3 H8 + dL z1 + 2 H13 + 2 dL z2 rL + 2 Hz1 H2 H2 + dL wc + HH11 + dL wa2 -
6 H1 + dL wb1L rL - 2 wb Hz1 + 2 d z1 + H-1 + dL z2 rLLL M@4, 4 + dDL + 1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dLH4 H-9 wa12 + 2 H-1 + dL wa2 wb r + 2 wa1 Hwb + 2 d wb - H2 + dL wc + 3 H-3 wa2 + wb1 + d wb1L rLL
M@4, 6 + dDL + 36 z1 r H3 u2 + 2 u3 rL2 M@5, dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H8 H3 u2 + 2 u3 rL Hr H3 u2 HH20 + dL wa1 - 4 Hwb + 2 d wbLL + 3 H7 + 3 dL z12 + 2 u3HH20 + dL wa1 - 4 Hwb + 2 d wbLL rL + H6 + dL wa H3 u2 + 4 r H3 u3 + u4 rLLL M@5, 2 + dDL +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H4 Hz1 r H6 u2 HH70 + 11 dL wa1 - 8 Hwb + 2 d wbLL + 3 H8 + 3 dL z12 +
4 u3 HH70 + 11 dL wa1 - 8 Hwb + 2 d wbLL rL + L L +
168
169
4 H8 + dL wa H3 u2 Hz1 + z2 rL + r H7 u3 z1 + 2 u4 z1 r + 2 u3 z2 rLLL M@5, 4 + dDL +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H8 Hr H6 u2 wa1 HH26 + dL wa1 - 4 Hwb + 2 d wbLL + HH53 + 10 dL wa1 - 4 Hwb + 2 d wbLL
z12 + 4 u3 wa1 HH26 + dL wa1 - 4 Hwb + 2 d wbLL rL + H10 + dL waHz12 + 2 H7 u3 wa1 + z1 z2L r + 4 Hu4 wa1 + u3 wa2L r2 + 6 u2 Hwa1 + wa2 rLLL M@5, 6 + dDL +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL H4 Hwa1 HH146 + 13 dL wa1 - 16 Hwb + 2 d wbLL z1 r + 4 H12 + dL waHwa2 z1 r + wa1 Hz1 + z2 rLLL M@5, 8 + dDL +8 wa1 Hwa1 HH32 + dL wa1 - 4 Hwb + 2 d wbLL r + H14 + dL wa Hwa1 + 2 wa2 rLL M@5, 10 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
8 H34 + 7 dL wa r H3 u2 + 2 u3 rL3 M@6, 2 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ ÅÅÅÅÅd H2 + dL -
24 H46 + 7 dL wa z1 r H3 u2 + 2 u3 rL2 M@6, 4 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL H8 wa H3 u2 + 2 u3 rLH3 H58 + 7 dL r H3 u2 wa1 + z12 + 2 u3 wa1 rL + 16 wa H3 u2 + 4 r H3 u3 + u4 rLLL M@6, 6 + dDL -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL H8 wa H7 H10 + dL z1 r H18 u2 wa1 + z12 + 12 u3 wa1 rL +
32 wa H3 u2 Hz1 + z2 rL + r H7 u3 z1 + 2 u4 z1 r + 2 u3 z2 rLLL M@6, 8 + dDL -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H8 wa H3 H82 + 7 dL wa1 r H3 u2 wa1 + z12 + 2 u3 wa1 rL + 16 waHz12 + 2 H7 u3 wa1 + z1 z2L r + 4 Hu4 wa1 + u3 wa2L r2 + 6 u2 Hwa1 + wa2 rLLL M@6, 10 + dDL -
8 wa H3 H94 + 7 dL wa12 z1 r + 32 wa Hwa2 z1 r + wa1 Hz1 + z2 rLLL M@6, 12 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
8 wa wa1 HH106 + 7 dL wa12 r + 16 wa Hwa1 + 2 wa2 rLL M@6, 14 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
768 wa2 r H3 u2 + 2 u3 rL3 M@7, 6 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
2304 wa2 z1 r H3 u2 + 2 u3 rL2 M@7, 8 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
2304 wa2 r H3 u2 + 2 u3 rL H3 u2 wa1 + z12 + 2 u3 wa1 rL M@7, 10 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
768 wa2 z1 r H18 u2 wa1 + z12 + 12 u3 wa1 rL M@7, 12 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
2304 wa2 wa1 r H3 u2 wa1 + z12 + 2 u3 wa1 rL M@7, 14 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
2304 wa2 wa12 z1 r M@7, 16 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
768 wa2 wa13 r M@7, 18 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
4 H3 u2 + 2 u3 rL H3 u2 + 4 r H3 u3 + u4 rLL S@5, dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d +8 H4 + dL H3 u2 Hz1 + z2 rL + r H7 u3 z1 + 2 u4 z1 r + 2 u3 z2 rLL S@5, 2 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL +
1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL
+
+169
170 ANNEXE C. EQUATIONS DE FLOT DU MODE`LE D’ISING A` L’ORDRE ∂4H4 H6 + dL Hz12 + 2 H7 u3 wa1 + z1 z2L r + 4 Hu4 wa1 + u3 wa2L r2 + 6 u2 Hwa1 + wa2 rLL S@5, 4 + dDL +8 H8 + dL Hwa2 z1 r + wa1 Hz1 + z2 rLL S@5, 6 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL +
4 H10 + dL wa1 Hwa1 + 2 wa2 rL S@5, 8 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL -
28 r H3 u2 + 2 u3 rL3 S@6, dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d -
4 H26 + 7 dL z1 r H3 u2 + 2 u3 rL2 S@6, 2 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ ÅÅÅÅÅd H2 + dL -
1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL H4 H3 u2 + 2 u3 rLH3 H38 + 7 dL r H3 u2 wa1 + z12 + 2 u3 wa1 rL + 32 wa H3 u2 + 4 r H3 u3 + u4 rLLL S@6, 4 + dDL -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL H4 HH50 + 7 dL z1 r H18 u2 wa1 + z12 + 12 u3 wa1 rL +
64 wa H3 u2 Hz1 + z2 rL + r H7 u3 z1 + 2 u4 z1 r + 2 u3 z2 rLLL S@6, 6 + dDL -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL  H4 H3 H62 + 7 dL wa1 r H3 u2 wa1 + z12 + 2 u3 wa1 rL + 32 waHz12 + 2 H7 u3 wa1 + z1 z2L r + 4 Hu4 wa1 + u3 wa2L r2 + 6 u2 Hwa1 + wa2 rLLL S@6, 8 + dDL -
4 H3 H74 + 7 dL wa12 z1 r + 64 wa Hwa2 z1 r + wa1 Hz1 + z2 rLLL S@6, 10 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL -
4 wa1 HH86 + 7 dL wa12 r + 32 wa Hwa1 + 2 wa2 rLL S@6, 12 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL +
256 wa r H3 u2 + 2 u3 rL3 S@7, 4 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
768 wa z1 r H3 u2 + 2 u3 rL2 S@7, 6 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
768 wa r H3 u2 + 2 u3 rL H3 u2 wa1 + z12 + 2 u3 wa1 rL S@7, 8 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
256 wa z1 r H18 u2 wa1 + z12 + 12 u3 wa1 rL S@7, 10 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
768 wa wa1 r H3 u2 wa1 + z12 + 2 u3 wa1 rL S@7, 12 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
768 wa wa12 z1 r S@7, 14 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
256 wa wa13 r S@7, 16 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
16 H3 u2 + 2 u3 rL H3 u2 + 4 r H3 u3 + u4 rLL T@6, 2 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL -
32 H3 u2 Hz1 + z2 rL + r H7 u3 z1 + 2 u4 z1 r + 2 u3 z2 rLL T@6, 4 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL -
16 Hz12 + 2 H7 u3 wa1 + z1 z2L r + 4 Hu4 wa1 + u3 wa2L r2 + 6 u2 Hwa1 + wa2 rLL T@6, 6 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL -
32 Hwa2 z1 r + wa1 Hz1 + z2 rLL T@6, 8 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL -
16 wa1 Hwa1 + 2 wa2 rL T@6, 10 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL +
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32 r H3 u2 + 2 u3 rL3 T@7, 2 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
96 z1 r H3 u2 + 2 u3 rL2 T@7, 4 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
96 r H3 u2 + 2 u3 rL H3 u2 wa1 + z12 + 2 u3 wa1 rL T@7, 6 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
32 z1 r H18 u2 wa1 + z12 + 12 u3 wa1 rL T@7, 8 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
96 wa1 r H3 u2 wa1 + z12 + 2 u3 wa1 rL T@7, 10 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
96 wa12 z1 r T@7, 12 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL + 32 wa13 r T@7, 14 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
2 H3 u2 + 2 u3 rL H3 u2 + 4 r H3 u3 + u4 rLL U@4, 2 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
4 H3 u2 Hz1 + z2 rL + r H7 u3 z1 + 2 u4 z1 r + 2 u3 z2 rLL U@4, 4 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
2 Hz12 + 2 H7 u3 wa1 + z1 z2L r + 4 Hu4 wa1 + u3 wa2L r2 + 6 u2 Hwa1 + wa2 rLL U@4, 6 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
4 Hwa2 z1 r + wa1 Hz1 + z2 rLL U@4, 8 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
2 wa1 Hwa1 + 2 wa2 rL U@4, 10 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
8 r H3 u2 + 2 u3 rL3 U@5, 2 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
24 z1 r H3 u2 + 2 u3 rL2 U@5, 4 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
24 r H3 u2 + 2 u3 rL H3 u2 wa1 + z12 + 2 u3 wa1 rL U@5, 6 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
8 z1 r H18 u2 wa1 + z12 + 12 u3 wa1 rL U@5, 8 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
24 wa1 r H3 u2 wa1 + z12 + 2 u3 wa1 rL U@5, 10 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
24 wa12 z1 r U@5, 12 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL - 8 wa13 r U@5, 14 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL y{zzzz v@dD
dÅÅÅÅÅÅÅdt  wc = Hd + 2 hL wc + H-2 + d + hL wc1 r +ikjjjjHwc1 + 2 wbc rL L@1, dD + 1ÅÅÅÅ4 H3 z12 + 12 u2 Hwa1 - wb + 2 Hwa2 - wb1 - 4 wc1L rL +4 z1 r H9 z2 + 4 z3 rL + 4 r H2 u3 H21 wa1 - 6 wb + 12 wa2 r - 12 wb1 r - 8 wc1 rL +
r H3 z22 + 8 u5 wa1 r + u4 H44 wa1 - 4 wb + 8 wa2 r - 8 wb1 rLLLL L@2, dD +1ÅÅÅÅd  HH-wb HH2 + 5 dL z1 + 2 r HH-4 + 11 dL z2 + 4 H-1 + dL z3 rLL +wa1 HH7 + dL z1 + 4 r HH11 + 2 dL z2 + H5 + dL z3 rLL +2 HH6 + dL wc Hz1 + 2 z2 rL + r H-2 z1 H2 H1 + dL wc1 + H-3 wa3 + 2 H-1 + dL wb2L rL +wa2 HH16 + dL z1 + 2 H7 + dL z2 rL - wb1 HH-4 + 11 dL z1 + 2 H2 + 5 dL z2 rLLLLL +
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L@2, 2 + dDL + 1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ ÅÅÅd H2 + dL  HHH20 + 6 d + d2L wa12 - wa1 HH24 + 22 d + d2L wb -
2 H10 H2 + dL wc + r HH109 + 30 d + 5 d2L wa2 - H6 + 40 d + d2L wb1 +2 H-2 H10 + 4 d + d2L wc1 + HH23 + 6 d + d2L wa3 - 6 H-1 + dL wb2L rLLLL +2 H2 H-4 + d2L wb2 + 2 H-H20 + 6 d + d2L wc2 + 2 H5 H2 + dL wa2 + 2 H6 + dL wb1L wc r +HH20 + 6 d + d2L wa22 - H24 + 22 d + d2L wa2 wb1 + 4 H-4 + d2L wb12L r2L +wb H4 H6 + dL wc + r HH-30 - 40 d - d2L wa2 - 4 HH11 - 5 d2L wb1 + 4 wc1 +Hwa3 + 3 d wa3 - 2 H-1 + d2L wb2L rLLLLL
L@2, 4 + dDL - 2ÅÅÅÅ3 r H36 u22 H5 wa1 - 2 wb - 3 wc + 2 Hwa2 - wb1L rL +4 r H29 u3 z12 + H4 u32 H25 wa1 - 7 wb - 3 wcL + 7 u4 z12 + 16 u3 z1 z2L r +8 u3 H4 u4 wa1 + u3 wa2 - u4 wb - u3 wb1L r2L +2 wa H3 u2 + 2 u3 rL H15 u3 + 4 r H5 u4 + u5 rLL + 3 u2 H23 z12 + 32 z1 z2 r +8 r H2 u4 H4 wa1 - wbL r + u3 H30 wa1 - 9 wb - 6 wc + 4 wa2 r - 4 wb1 rLLLL L@3, dD -1ÅÅÅÅÅÅÅÅ3 d  H2 H6 u2 H2 r Hwa1 H14 H4 + dL z1 + H39 + 10 dL z2 rL + 2 HHH3 - 12 dL wb - 2 H-3 + dL wcL z1 +HH17 + 3 dL wa2 z1 - 2 wb1 Hz1 + 5 d z1L + H5 - 8 dL wb z2L rLL +wa HH2 + dL z1 + r HH28 + 11 dL z2 + 2 H8 + 3 dL z3 rLLL +
r HH21 + 23 dL z13 + 2 z1 H8 H21 + 8 dL u4 wa + H21 + 23 dL z1 z2L r +8 HH8 + 3 dL u5 wa z1 + u4 H3 H13 + 4 dL wa1 z1 + 2 HH3 - 6 dL wb z1 + H2 + dL wa z2LLL r2 +2 u3 H2 r Hwa1 HH307 + 88 dL z1 + 2 H39 + 10 dL z2 rL + 2 HHH21 - 54 dL wb - 4 H-3 + dL wcLz1 + 2 HH17 + 3 dL wa2 z1 - 2 wb1 Hz1 + 5 d z1L + H5 - 8 dL wb z2L rLL +wa H3 H48 + 19 dL z1 + 2 r H3 H16 + 7 dL z2 + 2 H8 + 3 dL z3 rLLLLL L@3, 2 + dDL -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL  H2 Hr H4 wa12 r HH1297 + 442 d + 60 d2L u3 + H347 + 120 d + 16 d2L u4 rL +
3 u2 HH859 + 284 d + 40 d2L wa12 - 12 wb HH11 - 5 d2L wb + 8 wc +2 HH4 + 10 d + d2L wa2 - 4 H-2 + d2L wb1L rL - 4 wa1 HH61 + 111 d + 14 d2L wb +2 H-30 - 14 d + d2L wc - 2 HH128 + 41 d + 6 d2L wa2 - 6 H8 + 9 d + d2L wb1L rLL -2 H-24 wb2 r HH-13 + 5 d2L u3 + H-3 + d2L u4 rL + z12 H2 H-24 - 11 d + d2L wc -3 HH76 + 42 d + 5 d2L wa2 - 4 H2 + 8 d + 3 d2L wb1L rL +
4 wb HH-5 + 24 d + 11 d2L z12 + H-16 + 24 d + 13 d2L z1 z2 r +6 u3 r H4 wc + HH4 + 10 d + d2L wa2 - 4 H-2 + d2L wb1L rLLL +
wa1 HH764 + 430 d + 59 d2L z12 + 8 H134 + 76 d + 11 d2L z1 z2 r +8 r H-2 H1 + 27 d + 5 d2L u4 wb r - u3 H3 H22 + 82 d + 13 d2L wb + 2 H-30 - 14 d + d2L wc -2 HH128 + 41 d + 6 d2L wa2 - 6 H8 + 9 d + d2L wb1L rLLLL +
2 H4 + dL wa HH2 + dL z12 + z1 r HH56 + 19 dL z2 + 2 H16 + 5 dL z3 rL +3 u2 H8 wa1 - 8 wb - 4 d wb + 24 wc + 4 d wc +HH52 + 3 dL wa2 - 4 Hwb1 + 5 d wb1 + 4 wc1LL r + 2 HH12 + dL wa3 - 4 H-1 + dL wb2L r2L +
r Hu3 H3 H132 + 5 dL wa1 + 2 H-6 HH3 + 9 dL wb - 4 H6 + dL wcL + H3 H44 + dL wa2 -4 H3 H7 + 5 dL wb1 + 4 wc1LL r + 2 HH12 + dL wa3 - 4 H-1 + dL wb2L r2LL +
4 r HH2 + dL z22 + u5 HH20 + dL wa1 - 4 H-1 + dL wbL r + u4 HH108 + 5 dL wa1 +4 HH3 - 6 dL wb + H6 + dL wc + H4 wa2 - 2 H2 + dL wb1L rLLLLLL L@3, 4 + dDL -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL  H2 Hr Hwa12 HH2067 + 640 d + 56 d2L z1 + 2 H783 + 242 d + 20 d2L z2 rL -
4 wb H3 HH11 - 5 d2L wb + 8 wcL z1 +2 HH6 + 49 d + 8 d2L wa2 z1 - 3 H4 H-2 + d2L wb1 z1 + H-3 + d2L wb z2LL rL +4 wa1 HHH-57 - 185 d - 34 d2L wb + 12 H7 + 4 dL wcL z1 + HH642 + 199 d + 18 d2Lwa2 z1 - 2 H2 H30 + 44 d + 7 d2L wb1 z1 + 3 H-3 + 16 d + 4 d2L wb z2LL rLL +2 H6 + dL wa H4 HH-2 - dL wb + H6 + dL wcL z1 + HH86 + 11 dL wa2 z1 - 4 H4 wc1 z1 +wb1 Hz1 + 5 d z1L + Hwb + 5 d wb - 2 H6 + dL wcL z2LL r + 2 HH22 + 3 dL wa3 z1 +2 H-2 H-1 + dL wb2 z1 + H10 + dL wa2 z2 - 2 H2 H2 + dL wb1 z2 + H-1 + dL wb z3LLL
r2 + H10 + dL wa1 Hz1 + r H11 z2 + 6 z3 rLLLL L@3, 6 + dDL -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL  H2 Hr HH1451 + 260 d + 20 d2L wa13 + 24 H-3 + d2L wa2 wb2 r -
+
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4 wa1 wb H33 wb - 15 d2 wb + 24 wc + 2 HH13 + 79 d + 7 d2L wa2 - 12 H-2 + d2L wb1L rL +
2 wa12 H2 H-3 H23 + 49 d + 4 d2L wb + H60 + 38 d + d2L wcL +HH1451 + 260 d + 20 d2L wa2 - 4 H56 + 68 d + 5 d2L wb1L rLL +
2 H8 + dL wa H8 wa12 + wa1 H-4 H2 + dL wb + 4 H6 + dL wc + HH146 + 3 dL wa2 -4 Hwb1 + 5 d wb1 + 4 wc1LL r + 2 HH38 + dL wa3 - 4 H-1 + dL wb2L r2L -
4 r H-8 wa22 r + 2 H-1 + dL wa3 wb r + wa2 Hwb + 5 d wb - 2 H6 + dL wc + 4 H2 + dL wb1 rLLLLL@3, 8 + dDL + 2 r H3 u2 + 2 u3 rL2 H3 u2 H3 wa + 10 wa1 r - 4 wb rL +
2 r H7 z12 + 6 u4 wa r + 2 u3 H9 wa + 5 wa1 r - 2 wb rLLL L@4, dD +1ÅÅÅÅd  H4 r H3 u2 + 2 u3 rL Hz1 r H3 u2 HH72 + 23 dL wa1 + 8 wb - 26 d wbL +H15 + 14 dL z12 + 2 u3 H72 wa1 + 23 d wa1 + 8 wb - 26 d wbL rL +H13 + 5 dL wa Hu2 H9 z1 + 6 z2 rL + 2 r H13 u3 z1 + 4 u4 z1 r + 2 u3 z2 rLLL L@4, 2 + dDL +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H2 r H2 H36 + 14 d + d2L wa2 H3 u2 + 2 u3 rL H15 u3 + 4 r H5 u4 + u5 rLL +
r H18 u22 HH299 + 106 d + 15 d2L wa12 - 2 H18 + 60 d + 11 d2L wa1 wb + 12 H-3 + d2L wb2L +H65 + 58 d + 14 d2L z14 + 4 u3 HH526 + 300 d + 45 d2L wa1 - 2 H-14 + 50 d + 23 d2L wbL z12
r + 8 u32 HH299 + 106 d + 15 d2L wa12 - 2 H18 + 60 d + 11 d2L wa1 wb + 12 H-3 + d2L wb2L
r2 + 6 u2 HHH526 + 300 d + 45 d2L wa1 - 2 H-14 + 50 d + 23 d2L wbL z12 + 4 u3HH299 + 106 d + 15 d2L wa12 - 2 H18 + 60 d + 11 d2L wa1 wb + 12 H-3 + d2L wb2L rLL +H4 + dL wa H9 u22 HH182 + 15 dL wa1 + 2 H-4 H1 + 5 dL wb + 4 H4 + dL wc +HH54 + 5 dL wa2 - 16 H1 + dL wb1L rLL + 3 u2 H3 H52 + 17 dL z12 + 4 H50 + 17 dL z1z2 r + 8 r Hu4 HH64 + 5 dL wa1 + 4 H1 - 3 dL wbL r + u3 HH251 + 20 dL wa1 +6 wb - 50 d wb + 16 wc + 4 d wc + HH54 + 5 dL wa2 - 16 H1 + dL wb1L rLLL +4 r HH56 + 17 dL u4 z12 r + 2 u3 HH109 + 34 dL z12 + H50 + 17 dL z1 z2 r + 2 u4HH64 + 5 dL wa1 + 4 H1 - 3 dL wbL r2L + u32 r HH822 + 65 dL wa1 + 2 H4 HH4 - 20 dLwb + H4 + dL wcL + HH54 + 5 dL wa2 - 16 H1 + dL wb1L rLLLLL L@4, 4 + dDL +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H4 Hz1 r2 H6 u2 HH739 + 236 d + 23 d2L wa12 - 2 H14 + 100 d + 21 d2L wa1 wb +
12 H-3 + d2L wb2L + H9 H48 + 23 d + 3 d2L wa1 - 2 H-6 + 30 d + 11 d2L wbL z12 +
4 u3 HH739 + 236 d + 23 d2L wa12 - 2 H14 + 100 d + 21 d2L wa1 wb + 12 H-3 + d2L wb2L rL +2 H6 + dL wa r H3 H7 + 2 dL z13 + 6 H7 + 2 dL z12 z2 r + 8 u3 HH23 + 3 dL wa1 + wb - 3 d wbLz2 r2 + 2 z1 r H4 u4 HH26 + 3 dL wa1 + wb - 3 d wbL r + u3 HH399 + 48 dL wa1 +2 HH3 - 25 dL wb + 2 H4 + dL wc + HH41 + 6 dL wa2 - 8 H1 + dL wb1L rLLL +3 u2 Hwa1 HH139 + 18 dL z1 + 4 H23 + 3 dL z2 rL + 2 Hz1 H2 H4 + dL wc +HH41 + 6 dL wa2 - 8 H1 + dL wb1L rL - 2 wb Hz1 + 5 d z1 + H-1 + 3 dL z2 rLLLL +wa2 H3 u2 H2 H2 + dL z1 + r HH236 + 70 d + 3 d2L z2 + 2 H76 + 22 d + d2L z3 rLL +
r H4 r HH76 + 22 d + d2L u5 z1 r + u4 HH384 + 112 d + 5 d2L z1 + 4 H2 + dL z2 rLL +u3 H3 H396 + 118 d + 5 d2L z1 + 2 r H3 H92 + 30 d + d2L z2 + 2 H76 + 22 d + d2L z3 rLLLLL
L@4, 6 + dDL + 1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ ÅÅÅd H2 + dL  H2 H2 r2 H3 u2 wa1 HH1070 + 206 d + 15 d2L wa12 -
2 H44 + 162 d + 19 d2L wa1 wb + 24 H-3 + d2L wb2L +HH1477 + 446 d + 38 d2L wa12 - 2 H12 + 152 d + 31 d2L wa1 wb + 12 H-3 + d2L wb2L z12 + 2 u3wa1 HH1070 + 206 d + 15 d2L wa12 - 2 H44 + 162 d + 19 d2L wa1 wb + 24 H-3 + d2L wb2L rL +H8 + dL wa r H4 wa12 r HH614 + 28 dL u3 + H162 + 7 dL u4 rL + 2 H-4 Hwb + 5 d wb - H4 + dL wcLz12 + z1 HH120 + 19 dL wa2 z1 - 8 H2 H1 + dL wb1 z1 + H-1 + 3 dL wb z2LL r +
16 H1 - 3 dL u3 wa2 wb r2L + 3 u2 HH418 + 21 dL wa12 + 16 H1 - 3 dL wa2 wb r +4 wa1 H-4 Hwb + 5 d wb - H4 + dL wcL + HH128 + 7 dL wa2 - 16 H1 + dL wb1L rLL +
wa1 HH392 + 57 dL z12 + 4 H136 + 19 dL z1 z2 r + 8 r H4 H1 - 3 dL u4 wb r +u3 HH6 - 50 dL wb + 4 H4 + dL wc + HH128 + 7 dL wa2 - 16 H1 + dL wb1L rLLLL +
2 wa2 H2 H2 + dL z12 + z1 r HH400 + 98 d + 3 d2L z2 + 2 H128 + 30 d + d2L z3 rL +3 u2 H16 wa1 + 8 HH-2 - dL wb + H6 + dL wcL + HH392 + 66 d + 3 d2L wa2 -8 Hwb1 + 5 d wb1 + 4 wc1LL r + 2 HH120 + 22 d + d2L wa3 - 8 H-1 + dL wb2L r2L +
r H4 r H2 H2 + dL z22 + u5 HH136 + 22 d + d2L wa1 - 8 H-1 + dL wbL r + u4 HH696 + 110d + L wa1 + LL +
173
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d + 5 d2L wa1 + 8 HH3 - 6 dL wb + H6 + dL wc + H4 wa2 - 2 H2 + dL wb1L rLLL +u3 H3 H744 + 110 d + 5 d2L wa1 + 2 H-36 H1 + 3 dL wb + 48 H6 + dL wc +
r H3 H184 + 22 d + d2L wa2 + 2 H-4 H3 H7 + 5 dL wb1 + 4 wc1L +HH120 + 22 d + d2L wa3 - 8 H-1 + dL wb2L rLLLLLLL L@4, 8 + dDL +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H4 Hwa1 HH1886 + 378 d + 23 d2L wa12 - 2 H44 + 226 d + 29 d2L wa1 wb +
24 H-3 + d2L wb2L z1 r2 + H10 + dL wa r H8 H1 - 3 dL wa2 wb z1 r +wa12 HH275 + 21 dL z1 + 2 H99 + 7 dL z2 rL + 4 wa1 H-2 Hwb + 5 d wb - H4 + dL wcL z1 +HH88 + 7 dL wa2 z1 - 8 H1 + dL wb1 z1 + 2 H1 - 3 dL wb z2L rLL +wa2 H8 HH-2 - dL wb + H6 + dL wcL z1 + HH592 + 94 d + 3 d2L wa2 z1 - 8 H4 wc1 z1 + wb1Hz1 + 5 d z1L + Hwb + 5 d wb - 2 H6 + dL wcL z2LL r + 2 HH184 + 30 d + d2L wa3 z1 +4 H-2 H-1 + dL wb2 z1 + H10 + dL wa2 z2 - 2 H2 H2 + dL wb1 z2 + H-1 + dL wb z3LLL r2 +H10 + dL wa1 H2 z1 + r HH64 + 3 dL z2 + 2 H20 + dL z3 rLLLL L@4, 10 + dDL +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H2 H2 wa12 HH811 + 110 d + 5 d2L wa12 - 2 H26 + 104 d + 9 d2L wa1 wb + 12 H-3 + d2L wb2L
r2 + H12 + dL wa wa1 r HH242 + 9 dL wa12 + 16 H1 - 3 dL wa2 wb r + 2 wa1H-4 Hwb + 5 d wb - H4 + dL wcL + HH242 + 9 dL wa2 - 16 H1 + dL wb1L rLL + 2 wa2 H16 wa12 -8 r H-8 wa22 r + 2 H-1 + dL wa3 wb r + wa2 Hwb + 5 d wb - 2 H6 + dL wc + 4 H2 + dL wb1 rLL +wa1 H-8 H2 + dL wb + 8 H6 + dL wc + r HH868 + 90 d + 3 d2L wa2 + 2 H-4 Hwb1 + 5 d wb1 +4 wc1L + HH268 + 30 d + d2L wa3 - 8 H-1 + dL wb2L rLLLLL L@4, 12 + dDL -
48ÅÅÅÅÅÅÅ5 wa r2 H3 u2 + 2 u3 rL4 L@5, dD - 32 H50 + 19 dL wa z1 r2 H3 u2 + 2 u3 rL3 L@5, 2 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ5 d -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ5 d H2 + dL  H8 wa r H3 u2 + 2 u3 rL2H8 H4 + dL r H6 u2 HH29 + 3 dL wa1 - 5 d wbL +
3 H25 + 8 dL z12 + 4 u3 H29 wa1 + 3 d wa1 - 5 d wbL rL +H556 + 222 d + 17 d2L wa H3 u2 + 4 r H3 u3 + u4 rLLL L@5, 4 + dDL -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ5 d H2 + dL  H8 wa r H3 u2 + 2 u3 rL H12 H6 + dL z1 r Hu2 HH534 + 75 dL wa1 - 60 d wbL +
3 H18 + 5 dL z12 + 2 u3 H178 wa1 + 25 d wa1 - 20 d wbL rL +wa H3 u2 H3 H1220 + 362 d + 17 d2L z1 + 2 H1172 + 354 d + 17 d2L z2 rL +2 r H4 H1244 + 366 d + 17 d2L u4 z1 r +u3 HH16100 + 4746 d + 221 d2L z1 + 2 H1172 + 354 d + 17 d2L z2 rLLLL L@5, 6 + dDL -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ5 d H2 + dL  H8 wa r H48 H8 + dL wa2 H3 u2 + 2 u3 rL H15 u3 + 4 r H5 u4 + u5 rLL +
2 H8 + dL r H54 u22 wa1 HH134 + 9 dL wa1 - 20 d wbL + H118 + 29 dL z14 +
24 u3 H126 wa1 + 19 d wa1 - 10 d wbL z12 r + 24 u32 wa1 H134 wa1 + 9 d wa1 - 20 d wbL r2 +36 u2 HH126 wa1 + 19 d wa1 - 10 d wbL z12 + 2 u3 wa1 H134 wa1 + 9 d wa1 - 20 d wbL rLL +
wa H9 u22 HH6524 + 1146 d + 51 d2L wa1 - 80 Hwb + 5 d wb - H4 + dL wcL +HH3960 + 732 d + 34 d2L wa2 - 320 H1 + dL wb1L rL +
4 r HH2192 + 510 d + 17 d2L u4 z12 r + u32 r HH29244 + 5046 d + 221 d2L wa1 -80 H4 H-1 + 5 dL wb - H4 + dL wcL + HH3960 + 732 d + 34 d2L wa2 - 320 H1 + dL wb1L
rL + 2 u3 H2 H2153 + 507 d + 17 d2L z12 + H2036 + 498 d + 17 d2L z1 z2 r +2 u4 HH2272 + 390 d + 17 d2L wa1 + 40 H1 - 3 dL wbL r2LL +3 u2 H3 H2088 + 502 d + 17 d2L z12 + 4 H2036 + 498 d + 17 d2L z1 z2 r +8 r Hu4 HH2272 + 390 d + 17 d2L wa1 + 40 H1 - 3 dL wbL r +u3 H2 H4471 + 774 d + 34 d2L wa1 + 20 HH3 - 25 dL wb + 2 H4 + dL wcL +HH1980 + 366 d + 17 d2L wa2 - 160 H1 + dL wb1L rLLLLL L@5, 8 + dDL -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ5 d H2 + dL  H8 wa r H4 H10 + dL z1 r H9 u2 wa1 HH354 + 31 dL wa1 - 40 d wbL +H338 wa1 + 51 d wa1 - 20 d wbL z12 + 6 u3 wa1 H354 wa1 + 31 d wa1 - 40 d wbL rL +
+
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48 H10 + dL wa2 H9 u2 z2 + 20 u4 z1 r + 6 u2 z3 r + 4 u5 z1 r2 + u3 H15 z1 + 6 z2 r + 4 z3 r2LL +
wa HH3160 + 642 d + 17 d2L z13 + 2 H3160 + 642 d + 17 d2L z12 z2 r +8 u3 HH3240 + 522 d + 17 d2L wa1 + 40 H1 - 3 dL wbL z2 r2 +8 z1 r Hu4 HH3480 + 534 d + 17 d2L wa1 + 40 H1 - 3 dL wbL r +u3 H2 H6785 + 1059 d + 34 d2L wa1 + 20 HH3 - 25 dL wb + 2 H4 + dL wcL + HH3020 + 510 d +17 d2L wa2 - 160 H1 + dL wb1L rLL + 6 u2 H-80 Hwb + 5 d wb - H4 + dL wcL z1 +2 HH3020 + 510 d + 17 d2L wa2 z1 - 40 H4 H1 + dL wb1 z1 + H-1 + 3 dL wb z2LL r +wa1 HH9740 + 1566 d + 51 d2L z1 + 2 H3240 + 522 d + 17 d2L z2 rLLLL L@5, 10 + dDL -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ5 d H2 + dL  H8 wa r H24 H12 + dL wa1 r H6 u2 wa1 HH39 + 2 dL wa1 - 5 d wbL +H113 wa1 + 11 d wa1 - 10 d wbL z12 + 4 u3 wa1 H39 wa1 + 2 d wa1 - 5 d wbL rL +48 H12 + dL wa2 H9 u2 wa2 + 3 z1 z2 + 2 H10 u4 wa1 + 3 u2 wa3 + z1 z3L r +4 u5 wa1 r2 + u3 H15 wa1 + 6 wa2 r + 4 wa3 r2LL +wa HHH13568 + 1986 d + 51 d2L wa1 - 80 Hwb + 5 d wb - H4 + dL wcLL z12 +2 H8 u3 wa1 HH4871 + 552 d + 17 d2L wa1 + 10 HH3 - 25 dL wb + 2 H4 + dL wcLL +z1 HH4320 + 654 d + 17 d2L wa2 z1 +2 H-80 H1 + dL wb1 z1 + HH4624 + 666 d + 17 d2L wa1 + 40 H1 - 3 dL wbL z2LLL
r + 4 Hu4 wa1 HH5028 + 558 d + 17 d2L wa1 + 80 H1 - 3 dL wbL + 2 u3H40 H1 - 3 dL wa2 wb + wa1 HH4400 + 534 d + 17 d2L wa2 - 160 H1 + dL wb1LLL r2 +
3 u2 HH13828 + 1626 d + 51 d2L wa12 + 160 H1 - 3 dL wa2 wb r + 4 wa1 H-40Hwb + 5 d wb - H4 + dL wcL + HH4400 + 534 d + 17 d2L wa2 - 160 H1 + dL wb1L rLLLL
L@5, 12 + dDL - 1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ5 d H2 + dL  H8 wa r H4 H14 + dL wa12 HH578 + 37 dL wa1 - 60 d wbL z1 r +
48 H14 + dL wa2 H3 wa2 z1 + 3 wa1 z2 + 2 wa3 z1 r + 2 wa1 z3 rL +wa H160 H1 - 3 dL wa2 wb z1 r + wa12 HH18268 + 2046 d + 51 d2L z1 + 2 H6348 + 690 d + 17 d2Lz2 rL + 4 wa1 H-40 Hwb + 5 d wb - H4 + dL wcL z1 + HH5960 + 678 d + 17 d2L wa2 z1 -40 H4 H1 + dL wb1 z1 + H-1 + 3 dL wb z2LL rLLL L@5, 14 + dDL -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ5 d H2 + dL  H8 wa wa1 r H2 H16 + dL wa12 HH358 + 15 dL wa1 - 40 d wbL r +
48 H16 + dL wa2 H3 wa2 + 2 wa3 rL +
wa HH7860 + 702 d + 17 d2L wa12 + 160 H1 - 3 dL wa2 wb r + 2 wa1H-40 Hwb + 5 d wb - H4 + dL wcL + HH7860 + 702 d + 17 d2L wa2 - 160 H1 + dL wb1L rLLL
L@5, 16 + dDL + 16 H340 + 138 d + 11 d2L wa2 r2 H3 u2 + 2 u3 rL4 L@6, 4 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL +
64 H738 + 221 d + 11 d2L wa2 z1 r2 H3 u2 + 2 u3 rL3 L@6, 6 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL +
1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL  H32 wa2 r H3 u2 + 2 u3 rL2Hr H6 u2 HH1308 + 244 d + 11 d2L wa1 - 60 d wbL + 3 H1260 + 304 d + 11 d2L z12 +4 u3 HH1308 + 244 d + 11 d2L wa1 - 60 d wbL rL +2 H220 + 29 dL wa H3 u2 + 4 r H3 u3 + u4 rLLL L@6, 8 + dDL +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL  H64 wa2 r H3 u2 + 2 u3 rL Hz1 r H9 u2 HH1954 + 327 d + 11 d2L wa1 - 60 d wbL +H1906 + 387 d + 11 d2L z12 + 6 u3 HH1954 + 327 d + 11 d2L wa1 - 60 d wbL rL +wa H3 u2 HH840 + 87 dL z1 + 2 H272 + 29 dL z2 rL + 2 r H4 H284 + 29 dL u4 z1 r +u3 H3680 z1 + 377 d z1 + 544 z2 r + 58 d z2 rLLLL L@6, 10 + dDL +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL  H16 wa2 r H96 wa2 H3 u2 + 2 u3 rL H15 u3 + 4 r H5 u4 + u5 rLL +
r H54 u22 wa1 HH2772 + 350 d + 11 d2L wa1 - 120 d wbL +H2676 + 470 d + 11 d2L z14 + 24 u3 HH2724 + 410 d + 11 d2L wa1 - 60 d wbL z12 r +24 u32 wa1 HH2772 + 350 d + 11 d2L wa1 - 120 d wbL r2 + 36 u2 HHH2724 + 410 d + 11 d2L
wa1 - L z12 + LL +
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wa1 - 60 d wbL z12 + 2 u3 wa1 HH2772 + 350 d + 11 d2L wa1 - 120 d wbL rLL +4 wa H9 u22 H3 H340 + 29 dL wa1 + 2 H324 + 29 dL wa2 rL + 4 r H4 H345 + 29 dL u3 z12 +HH4500 + 377 dL u32 wa1 + 29 H12 + dL u4 z12 + 2 H336 + 29 dL u3 z1 z2L r +2 u3 H58 H12 + dL u4 wa1 + H324 + 29 dL u3 wa2L r2L +3 u2 H3 H340 + 29 dL z12 + 4 H336 + 29 dL z1 z2 r + 8 r H29 H12 + dL u4 wa1 r +u3 H4 H345 + 29 dL wa1 + H324 + 29 dL wa2 rLLLLL L@6, 12 + dDL +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL  H64 wa2 r Hz1 r H9 u2 wa1 HH3666 + 433 d + 11 d2L wa1 - 120 d wbL +HH3618 + 493 d + 11 d2L wa1 - 60 d wbL z12 +6 u3 wa1 HH3666 + 433 d + 11 d2L wa1 - 120 d wbL rL +24 wa2 H9 u2 z2 + 20 u4 z1 r + 6 u2 z3 r + 4 u5 z1 r2 + u3 H15 z1 + 6 z2 r + 4 z3 r2LL +wa HH400 + 29 dL z13 + 2 z1 H8 H815 + 58 dL u3 wa1 + H400 + 29 dL z1 z2L r +8 HH412 + 29 dL u4 wa1 z1 + u3 HH388 + 29 dL wa2 z1 + H400 + 29 dL wa1 z2LL r2 +6 u2 H2 H388 + 29 dL wa2 z1 r + H400 + 29 dL wa1 H3 z1 + 2 z2 rLLLL L@6, 14 + dDL +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL  H32 wa2 r Hwa1 r H6 u2 wa1 HH4732 + 456 d + 11 d2L wa1 - 180 d wbL +
3 HH4684 + 516 d + 11 d2L wa1 - 120 d wbL z12 +
4 u3 wa1 HH4732 + 456 d + 11 d2L wa1 - 180 d wbL rL + 2 wa H3 H460 + 29 dL wa1 z12 +2 H8 H470 + 29 dL u3 wa12 + z1 HH452 + 29 dL wa2 z1 + 58 H16 + dL wa1 z2LL r +4 wa1 HH476 + 29 dL u4 wa1 + 2 H452 + 29 dL u3 wa2L r2 +3 u2 wa1 H3 H460 + 29 dL wa1 + 4 H452 + 29 dL wa2 rLL +48 wa2 H9 u2 wa2 + 3 z1 z2 + 2 H10 u4 wa1 + 3 u2 wa3 + z1 z3L r + 4 u5 wa1 r2 +u3 H15 wa1 + 6 wa2 r + 4 wa3 r2LLL L@6, 16 + dDL +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL  H64 wa2 r Hwa12 H11 H534 + 49 d + d2L wa1 - 180 d wbL z1 r +
24 wa2 H3 wa2 z1 + 3 wa1 z2 + 2 wa3 z1 r + 2 wa1 z3 rL + wa wa1H4 H516 + 29 dL wa2 z1 r + wa1 H3 H520 + 29 dL z1 + 2 H528 + 29 dL z2 rLLL L@6, 18 + dDL +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL  H16 wa2 wa1 r Hwa12 HH7188 + 562 d + 11 d2L wa1 - 240 d wbL r +
116 H20 + dL wa wa1 Hwa1 + 2 wa2 rL + 96 wa2 H3 wa2 + 2 wa3 rLL L@6, 20 + dDL -
512 H22 + 3 dL wa3 r2 H3 u2 + 2 u3 rL4 L@7, 8 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
2048 H28 + 3 dL wa3 z1 r2 H3 u2 + 2 u3 rL3 L@7, 10 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dLH512wa3
rH3 u2 + 2 u3 rL2H2 H34 + 3 dL r H6 u2 wa1 + 3 z12 + 4 u3 wa1 rL +9 wa H3 u2 + 4 r H3 u3 + u4 rLLL L@7, 12 + dDL -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H512 wa3 r H3 u2 + 2 u3 rL H4 H40 + 3 dL z1 r H9 u2 wa1 + z12 + 6 u3 wa1 rL +
9 wa Hu2 H9 z1 + 6 z2 rL + 2 r H13 u3 z1 + 4 u4 z1 r + 2 u3 z2 rLLL L@7, 14 + dDL -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H512 wa3 r HH46 + 3 dL r H54 u22 wa12 + z14 + 24 u3 wa1 z12 r + 24 u32 wa12 r2 +
36 u2 wa1 Hz12 + 2 u3 wa1 rLL + 9 wa H9 u22 H3 wa1 + 2 wa2 rL +
4 r H4 u3 z12 + H13 u32 wa1 + u4 z12 + 2 u3 z1 z2L r + 2 u3 H2 u4 wa1 + u3 wa2L r2L +3 u2 H3 z12 + 4 z1 z2 r + 8 r H4 u3 wa1 + u4 wa1 r + u3 wa2 rLLLL L@7, 16 + dDL -
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1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H512 wa3 r H4 H52 + 3 dL wa1 z1 r H9 u2 wa1 + z12 + 6 u3 wa1 rL +
9 wa Hz13 + 2 z1 H16 u3 wa1 + z1 z2L r + 8 Hu4 wa1 z1 + u3 wa2 z1 + u3 wa1 z2L r2 +6 u2 H3 wa1 z1 + 2 wa2 z1 r + 2 wa1 z2 rLLL L@7, 18 + dDL -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H512 wa3 r H2 H58 + 3 dL wa12 r H6 u2 wa1 + 3 z12 + 4 u3 wa1 rL +
9 wa H3 wa1 z12 + 2 H8 u3 wa12 + wa2 z12 + 2 wa1 z1 z2L r +4 wa1 Hu4 wa1 + 2 u3 wa2L r2 + 3 u2 wa1 H3 wa1 + 4 wa2 rLLL L@7, 20 + dDL -
512 wa3 wa1 r H4 H64 + 3 dL wa12 z1 r + 9 wa H3 wa1 z1 + 4 wa2 z1 r + 2 wa1 z2 rLL L@7, 22 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
512 wa3 wa12 r HH70 + 3 dL wa12 r + 9 wa Hwa1 + 2 wa2 rLL L@7, 24 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
12544 wa4 r2 H3 u2 + 2 u3 rL4 L@8, 12 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
50176 wa4 z1 r2 H3 u2 + 2 u3 rL3 L@8, 14 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
25088 wa4 r2 H3 u2 + 2 u3 rL2 H6 u2 wa1 + 3 z12 + 4 u3 wa1 rL L@8, 16 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
50176 wa4 z1 r2 H3 u2 + 2 u3 rL H9 u2 wa1 + z12 + 6 u3 wa1 rL L@8, 18 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dLH12544wa4
r2H54 u22 wa12 + z14 + 24 u3 wa1 z12 r + 24 u32 wa12 r2 +36 u2 wa1 Hz12 + 2 u3 wa1 rLL L@8, 20 + dDL +
50176 wa4 wa1 z1 r2 H9 u2 wa1 + z12 + 6 u3 wa1 rL L@8, 22 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
25088 wa4 wa12 r2 H6 u2 wa1 + 3 z12 + 4 u3 wa1 rL L@8, 24 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
50176 wa4 wa13 z1 r2 L@8, 26 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
12544 wa4 wa14 r2 L@8, 28 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
1ÅÅÅÅdH2H3 u2 Hz1 + 4 r H2 z2 + z3 rLL +2 r H2 r H11 u4 z1 + 2 u5 z1 r + 2 u4 z2 rL + u3 H21 z1 + 18 z2 r + 4 z3 r2LLL M@4, dDL -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H2 HH2 + dL z12 + 2 H3 u3 H51 wa1 - 6 H1 + 3 dL wb + 8 H6 + dL wcL + H19 + 8 dL z1 z2L r +
4 H2 u4 H39 wa1 + 2 HH3 - 6 dL wb + H6 + dL wcLL +u3 H57 wa2 - 2 H3 H7 + 5 dL wb1 + 4 wc1LL + 2 z22 + d z22 + 5 z1 z3 + 2 d z1 z3L r2 +8 Hu5 H7 wa1 - 2 H-1 + dL wbL + u4 H8 wa2 - 8 wb1 - 4 d wb1L + u3 H3 wa3 + 2 wb2 - 2 d wb2LL
r3 + 6 u2 H4 wa1 - 4 wb - 2 d wb + 12 wc + 2 d wc +H17 wa2 - 2 Hwb1 + 5 d wb1 + 4 wc1LL r + H6 wa3 - 4 H-1 + dL wb2L r2LL M@4, 2 + dDL -
177
178 ANNEXE C. EQUATIONS DE FLOT DU MODE`LE D’ISING A` L’ORDRE ∂4
1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H2 Hwa1 HH10 + dL z1 + 2 r HH43 + 4 dL z2 + 2 H11 + dL z3 rLL +
2 H2 H6 + dL wc Hz1 + 2 z2 rL + r Hwa2 HH31 + 4 dL z1 + 2 H10 + dL z2 rL + 2 HH-wb1 - 5 d wb1 -4 wc1L z1 + HH7 + dL wa3 z1 - 2 HH-1 + dL wb2 z1 + 2 H2 + dL wb1 z2LL rLL -2 wb HH2 + dL z1 + r Hz2 + 5 d z2 + 2 H-1 + dL z3 rLLLL M@4, 4 + dDL +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H8 H-2 wa12 + r Hwa2 Hwb + 5 d wb - 2 H6 + dL wcL + H-8 wa22 + 2 H-1 + dL wa3 wb +
4 H2 + dL wa2 wb1L rL + wa1 HH2 + dL wb - H6 + dL wc +H-29 wa2 + wb1 + 5 d wb1 + 4 wc1L r - 2 H7 wa3 + wb2 - d wb2L r2LL M@4, 6 + dDL +28 r H3 u2 + 2 u3 rL Hu2 H9 z1 + 6 z2 rL + 2 r H13 u3 z1 + 4 u4 z1 r + 2 u3 z2 rLL M@5, dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H8 r H2 H6 + dL wa H3 u2 + 2 u3 rL H15 u3 + 4 r H5 u4 + u5 rLL +
9 u22 HH64 + 3 dL wa1 + 2 H-2 Hwb + 5 d wb - H4 + dL wcL + HH18 + dL wa2 - 8 H1 + dL wb1L rLL +4 r HH19 + 7 dL u4 z12 r + u3 HH73 + 28 dL z12 + 2 H16 + 7 dL z1 z2 r +
4 u4 HH23 + dL wa1 + 2 wb - 6 d wbL r2L + u32 r HH294 + 13 dL wa1 +2 HH8 - 40 dL wb + 2 H4 + dL wc + HH18 + dL wa2 - 8 H1 + dL wb1L rLLL +
3 u2 H3 H17 + 7 dL z12 + 4 H16 + 7 dL z1 z2 r + 4 r H2 u4 HH23 + dL wa1 + H2 - 6 dL wbL r +u3 HH179 + 8 dL wa1 + 2 HH3 - 25 dL wb + 2 H4 + dL wc +HH18 + dL wa2 - 8 H1 + dL wb1L rLLLLL M@5, 2 + dDL +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H4 r H3 HH20 + 7 dL z13 + 2 u2 HH206 + 27 dL wa1 z1 + 32 wc z1 + 8 d wc z1 -
8 wb Hz1 + 5 d z1L + 48 wa z2 + 6 d wa z2LL +2 H40 H8 + dL u4 wa z1 + 3 HH20 + 7 dL z12 z2 + 2 u2 HH58 + 9 dL wa2 z1 - 16 H1 + dLwb1 z1 + 68 wa1 z2 + 9 d wa1 z2 + 4 wb z2 - 12 d wb z2 + 16 wa z3 + 2 d wa z3LLL r +8 H2 H8 + dL u5 wa + u4 HH80 + 9 dL wa1 + 4 H1 - 3 dL wbLL z1 r2 + 4 u3HH8 + dL wa H15 z1 + 6 z2 r + 4 z3 r2L + 2 r H2 HH3 - 25 dL wb + 2 H4 + dL wcL z1 +HH58 + 9 dL wa2 z1 - 4 H4 H1 + dL wb1 z1 + H-1 + 3 dL wb z2LL r +wa1 HH303 + 36 dL z1 + H68 + 9 dL z2 rLLLL M@5, 4 + dDL +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H8 r H492 u2 wa12 + 18 d u2 wa12 + 180 u2 wa wa2 + 18 d u2 wa wa2 -
24 u2 wa1 wb - 120 d u2 wa1 wb + 96 u2 wa1 wc + 24 d u2 wa1 wc + 151 wa1 z12 +24 d wa1 z12 - 4 wb z12 - 20 d wb z12 + 16 wc z12 + 4 d wc z12 + 60 wa z1 z2 +6 d wa z1 z2 + 2 H20 H10 + dL u4 wa wa1 + 6 u2 HH10 + dL wa wa3 + 2 H1 - 3 dL wa2 wb +wa1 HH49 + 2 dL wa2 - 8 H1 + dL wb1LL + z1 HH45 + 8 dL wa2 z1 +2 H-4 H1 + dL wb1 z1 + H53 + 8 dL wa1 z2 + 2 wb z2 - 6 d wb z2 + 10 wa z3 + d wa z3LLL r +8 wa1 HH10 + dL u5 wa + u4 HH33 + dL wa1 + 2 wb - 6 d wbLL r2 +
2 u3 HH10 + dL wa H15 wa1 + 6 wa2 r + 4 wa3 r2L + 2 r HH247 + 8 dL wa12 + 4 H1 - 3 dL wa2 wb r +2 wa1 HH3 - 25 dL wb + 2 H4 + dL wc + HH49 + 2 dL wa2 - 8 H1 + dL wb1L rLLLL
M@5, 6 + dDL + 1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ ÅÅÅd H2 + dL  H4 r Hwa12 HH442 + 33 dL z1 + 2 H162 + 11 dL z2 rL +
4 wa1 H-4 wb z1 - 20 d wb z1 + 16 wc z1 + 4 d wc z1 + 36 wa z2 + 3 d wa z2 +HH140 + 11 dL wa2 z1 + 2 H-8 H1 + dL wb1 z1 + H2 - 6 dL wb z2 + H12 + dL wa z3LL rL +4 z1 H4 H1 - 3 dL wa2 wb r + H12 + dL wa H3 wa2 + 2 wa3 rLLL M@5, 8 + dDL +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H8 wa1 r HH100 + 3 dL wa12 + 8 H1 - 3 dL wa2 wb r + 2 H14 + dL wa H3 wa2 + 2 wa3 rL +
2 wa1 H-2 Hwb + 5 d wb - H4 + dL wcL + HH100 + 3 dL wa2 - 8 H1 + dL wb1L rLL M@5, 10 + dDL -
208 z1 r2 H3 u2 + 2 u3 rL3 M@6, dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd - 1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H8 r H3 u2 + 2 u3 rL2H2 r H6 u2 HH40 + 3 dL wa1 - 10 d wbL + 3 H32 + 13 dL z12 + 4 u3 H40 wa1 + 3 d wa1 - 10 d wbL rL +H94 + 17 dL wa H3 u2 + 4 r H3 u3 + u4 rLLL M@6, 2 + dDL -
178
179
1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H8 r H3 u2 + 2 u3 rL H6 z1 r Hu2 HH390 + 57 dL wa1 - 60 d wbL +H38 + 13 dL z12 + 2 u3 H130 wa1 + 19 d wa1 - 20 d wbL rL +wa H3 u2 HH390 + 51 dL z1 + 2 H122 + 17 dL z2 rL + 2 r H4 H134 + 17 dL u4 z1 r +u3 H1730 z1 + 221 d z1 + 244 z2 r + 34 d z2 rLLLL M@6, 4 + dDL -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H8 r H32 wa2 H3 u2 + 2 u3 rL H15 u3 + 4 r H5 u4 + u5 rLL +
2 r H54 u22 wa1 HH52 + 3 dL wa1 - 10 d wbL + H44 + 13 dL z14 +
24 u3 H8 H6 + dL wa1 - 5 d wbL z12 r + 24 u32 wa1 HH52 + 3 dL wa1 - 10 d wbL r2 +36 u2 HH8 H6 + dL wa1 - 5 d wbL z12 + 2 u3 wa1 HH52 + 3 dL wa1 - 10 d wbL rLL +
wa H9 u22 HH498 + 51 dL wa1 + 2 H150 + 17 dL wa2 rL +4 r HH174 + 17 dL u4 z12 r + u32 r HH2238 + 221 dL wa1 + 2 H150 + 17 dL wa2 rL +
2 u3 HH342 + 34 dL z12 + H162 + 17 dL z1 z2 r + 2 H174 + 17 dL u4 wa1 r2LL +3 u2 HH498 + 51 dL z12 + 4 H162 + 17 dL z1 z2 r + 8 r HH174 + 17 dL u4 wa1 r +u3 HH684 + 68 dL wa1 + H150 + 17 dL wa2 rLLLLL M@6, 6 + dDL -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H8 r H2 z1 r H9 u2 wa1 HH282 + 25 dL wa1 - 40 d wbL + H266 wa1 + 45 d wa1 -
20 d wbL z12 + 6 u3 wa1 H282 wa1 + 25 d wa1 - 40 d wbL rL +32 wa2 H9 u2 z2 + 20 u4 z1 r + 6 u2 z3 r + 4 u5 z1 r2 + u3 H15 z1 + 6 z2 r + 4 z3 r2LL +
wa HH202 + 17 dL z13 + 2 z1 H8 H419 + 34 dL u3 wa1 + H202 + 17 dL z1 z2L r +8 HH214 + 17 dL u4 wa1 z1 + u3 HH190 + 17 dL wa2 z1 + H202 + 17 dL wa1 z2LL r2 +6 u2 H2 H190 + 17 dL wa2 z1 r + H202 + 17 dL wa1 H3 z1 + 2 z2 rLLLL M@6, 8 + dDL -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H8 r H6 wa1 r H6 u2 wa1 HH64 + 3 dL wa1 - 10 d wbL + H184 wa1 + 19 d wa1 - 20 d wbL
z12 + 4 u3 wa1 H64 wa1 + 3 d wa1 - 10 d wbL rL +wa H2 H230 + 17 dL wa2 z12 r + 4 wa12 r HH992 + 68 dL u3 + H254 + 17 dL u4 rL +3 u2 wa1 H51 H14 + dL wa1 + 4 H230 + 17 dL wa2 rL +wa1 H51 H14 + dL z12 + 4 H242 + 17 dL z1 z2 r + 8 H230 + 17 dL u3 wa2 r2LL +32 wa2 H9 u2 wa2 + 3 z1 z2 + 2 H10 u4 wa1 + 3 u2 wa3 + z1 z3L r + 4 u5 wa1 r2 +u3 H15 wa1 + 6 wa2 r + 4 wa3 r2LLL M@6, 10 + dDL -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H8 r H2 wa12 HH482 + 31 dL wa1 - 60 d wbL z1 r + 32 wa2H3 wa2 z1 + 3 wa1 z2 + 2 wa3 z1 r + 2 wa1 z3 rL + wa wa1H4 H270 + 17 dL wa2 z1 r + wa1 H822 z1 + 51 d z1 + 564 z2 r + 34 d z2 rLLL M@6, 12 + dDL -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL H8 wa1 r H4 wa12 HH76 + 3 dL wa1 - 10 d wbL r + H310 + 17 dL wa wa1 Hwa1 + 2 wa2 rL +
32 wa2 H3 wa2 + 2 wa3 rLL M@6, 14 + dDL +
32 H58 + 11 dL wa r2 H3 u2 + 2 u3 rL4 M@7, 2 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
128 H80 + 11 dL wa z1 r2 H3 u2 + 2 u3 rL3 M@7, 4 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dLH64 wa rH3 u2 + 2 u3 rL2HH102 + 11 dL r H6 u2 wa1 + 3 z12 + 4 u3 wa1 rL + 36 wa H3 u2 + 4 r H3 u3 + u4 rLLLM@7, 6 + dDL +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H128 wa r H3 u2 + 2 u3 rL HH124 + 11 dL z1 r H9 u2 wa1 + z12 + 6 u3 wa1 rL +
18 wa Hu2 H9 z1 + 6 z2 rL + 2 r H13 u3 z1 + 4 u4 z1 r + 2 u3 z2 rLLL M@7, 8 + dDL +
179
180 ANNEXE C. EQUATIONS DE FLOT DU MODE`LE D’ISING A` L’ORDRE ∂4
1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H32 wa r HH146 + 11 dL r H54 u22 wa12 + z14 + 24 u3 wa1 z12 r + 24 u32 wa12 r2 +
36 u2 wa1 Hz12 + 2 u3 wa1 rLL + 72 wa H9 u22 H3 wa1 + 2 wa2 rL +
4 r H4 u3 z12 + H13 u32 wa1 + u4 z12 + 2 u3 z1 z2L r + 2 u3 H2 u4 wa1 + u3 wa2L r2L +3 u2 H3 z12 + 4 z1 z2 r + 8 r H4 u3 wa1 + u4 wa1 r + u3 wa2 rLLLL M@7, 10 + dDL +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H128 wa r HH168 + 11 dL wa1 z1 r H9 u2 wa1 + z12 + 6 u3 wa1 rL +
18 wa Hz13 + 2 z1 H16 u3 wa1 + z1 z2L r + 8 Hu4 wa1 z1 + u3 wa2 z1 + u3 wa1 z2L r2 +6 u2 H3 wa1 z1 + 2 wa2 z1 r + 2 wa1 z2 rLLL M@7, 12 + dDL +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H64 wa r HH190 + 11 dL wa12 r H6 u2 wa1 + 3 z12 + 4 u3 wa1 rL +
36 wa H3 wa1 z12 + 2 H8 u3 wa12 + wa2 z12 + 2 wa1 z1 z2L r +4 wa1 Hu4 wa1 + 2 u3 wa2L r2 + 3 u2 wa1 H3 wa1 + 4 wa2 rLLL M@7, 14 + dDL +
128 wa wa1 r HH212 + 11 dL wa12 z1 r + 18 wa H3 wa1 z1 + 4 wa2 z1 r + 2 wa1 z2 rLL M@7, 16 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
32 wa wa12 r HH234 + 11 dL wa12 r + 72 wa Hwa1 + 2 wa2 rLL M@7, 18 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
6272 wa2 r2 H3 u2 + 2 u3 rL4 M@8, 6 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
25088 wa2 z1 r2 H3 u2 + 2 u3 rL3 M@8, 8 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ ÅÅÅÅd H2 + dL -
12544 wa2 r2 H3 u2 + 2 u3 rL2 H6 u2 wa1 + 3 z12 + 4 u3 wa1 rL M@8, 10 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
25088 wa2 z1 r2 H3 u2 + 2 u3 rL H9 u2 wa1 + z12 + 6 u3 wa1 rL M@8, 12 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dLH6272 wa2 r2H54 u22 wa12 + z14 + 24 u3 wa1 z12 r + 24 u32 wa12 r2 + 36 u2 wa1 Hz12 + 2 u3 wa1 rLLM@8, 14 + dDL -
25088 wa2 wa1 z1 r2 H9 u2 wa1 + z12 + 6 u3 wa1 rL M@8, 16 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
12544 wa2 wa12 r2 H6 u2 wa1 + 3 z12 + 4 u3 wa1 rL M@8, 18 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
25088 wa2 wa13 z1 r2 M@8, 20 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
6272 wa2 wa14 r2 M@8, 22 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
8 r H3 u2 + 2 u3 rL H15 u3 + 4 r H5 u4 + u5 rLL S@5, dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dLH8 H4 + dL rH9 u2 z2 + 20 u4 z1 r + 6 u2 z3 r + 4 u5 z1 r2 + u3 H15 z1 + 6 z2 r + 4 z3 r2LLS@5, 2 + dDL +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL  H8 H6 + dL r H9 u2 wa2 + 3 z1 z2 + 2 H10 u4 wa1 + 3 u2 wa3 + z1 z3L r +
4 u5 wa1 r2 + u3 H15 wa1 + 6 wa2 r + 4 wa3 r2LL S@5, 4 + dDL +
+
-
180
181
8 H8 + dL r H3 wa2 z1 + 3 wa1 z2 + 2 Hwa3 z1 + wa1 z3L rL S@5, 6 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL +
8 H10 + dL wa1 r H3 wa2 + 2 wa3 rL S@5, 8 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL -
68 r H3 u2 + 2 u3 rL2 H3 u2 + 4 r H3 u3 + u4 rLL S@6, dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL  H4 r H3 u2 + 2 u3 rL H3 u2 H3 H70 + 17 dL z1 + 2 H62 + 17 dL z2 rL +2 r H4 H74 + 17 dL u4 z1 r + u3 HH950 + 221 dL z1 + 2 H62 + 17 dL z2 rLLL S@6, 2 + dDL -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL  H4 r H9 u22 HH318 + 51 dL wa1 + 2 H90 + 17 dL wa2 rL + 4 rH4 H111 + 17 dL u3 z12 + HH1458 + 221 dL u32 wa1 + H114 + 17 dL u4 z12 + 34 H6 + dL u3 z1 z2L
r + 2 u3 H2 H114 + 17 dL u4 wa1 + H90 + 17 dL u3 wa2L r2L + 64 wa H3 u2 + 2 u3 rLH15 u3 + 4 r H5 u4 + u5 rLL + 3 u2 HH318 + 51 dL z12 + 68 H6 + dL z1 z2 r +8 r HH114 + 17 dL u4 wa1 r + u3 HH444 + 68 dL wa1 + H90 + 17 dL wa2 rLLLL S@6, 4 + dDL -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL  H4 r H2556 u2 wa1 z1 + 306 d u2 wa1 z1 + 142 z13 + 17 d z13 +
576 u2 wa z2 + 2 H640 u4 wa z1 + H142 + 17 dL z12 z2 +6 u2 HH130 + 17 dL wa2 z1 + H142 + 17 dL wa1 z2 + 32 wa z3LL r +8 H32 u5 wa + H154 + 17 dL u4 wa1L z1 r2 + 8 u3 H8 wa H15 z1 + 6 z2 r + 4 z3 r2L +
r HH130 + 17 dL wa2 z1 r + wa1 HH598 + 68 dL z1 + H142 + 17 dL z2 rLLLL S@6, 6 + dDL -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL  H4 r H3 H3 u2 HH178 + 17 dL wa12 + 64 wa wa2L + z1 HH178 + 17 dL wa1 z1 + 64 wa z2LL +
2 H640 u4 wa wa1 + 6 u2 H17 H10 + dL wa1 wa2 + 32 wa wa3L +z1 H17 H10 + dL wa2 z1 + 364 wa1 z2 + 34 d wa1 z2 + 64 wa z3LL r +4 wa1 H64 u5 wa + H194 + 17 dL u4 wa1L r2 + 8 u3 Hwa1 r HH376 + 34 dL wa1 +17 H10 + dL wa2 rL + 8 wa H15 wa1 + 6 wa2 r + 4 wa3 r2LLL S@6, 8 + dDL -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL  H4 r H64 wa z1 H3 wa2 + 2 wa3 rL + wa12 HH642 + 51 dL z1 + 2 H222 + 17 dL z2 rL +
4 wa1 H48 wa z2 + HH210 + 17 dL wa2 z1 + 32 wa z3L rLL S@6, 10 + dDL -
4 wa1 r HH250 + 17 dL wa12 + 2 H250 + 17 dL wa1 wa2 r + 64 wa H3 wa2 + 2 wa3 rLL S@6, 12 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL +
176 r2 H3 u2 + 2 u3 rL4 S@7, dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d +
704 H4 + dL z1 r2 H3 u2 + 2 u3 rL3 S@7, 2 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ ÅÅÅÅÅÅ3 d H2 + dL +
1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dLH32 r H3 u2 + 2 u3 rL2H11 H6 + dL r H6 u2 wa1 + 3 z12 + 4 u3 wa1 rL + 72 wa H3 u2 + 4 r H3 u3 + u4 rLLLS@7, 4 + dDL +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL  H64 r H3 u2 + 2 u3 rL H11 H8 + dL z1 r H9 u2 wa1 + z12 + 6 u3 wa1 rL +
36 wa Hu2 H9 z1 + 6 z2 rL + 2 r H13 u3 z1 + 4 u4 z1 r + 2 u3 z2 rLLL S@7, 6 + dDL +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL  H16 r H11 H10 + dL r H54 u22 wa12 + z14 + 24 u3 wa1 z12 r + 24 u32 wa12 r2 +
36 u2 wa1 Hz12 + 2 u3 wa1 rLL + 144 wa H9 u22 H3 wa1 + 2 wa2 rL +
4 r H4 u3 z12 + H13 u32 wa1 + u4 z12 + 2 u3 z1 z2L r + 2 u3 H2 u4 wa1 + u3 wa2L r2L +3 u2 H3 z12 + 4 z1 z2 r + 8 r H4 u3 wa1 + u4 wa1 r + u3 wa2 rLLLL S@7, 8 + dDL +
181
182 ANNEXE C. EQUATIONS DE FLOT DU MODE`LE D’ISING A` L’ORDRE ∂4
1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL  H64 r H11 H12 + dL wa1 z1 r H9 u2 wa1 + z12 + 6 u3 wa1 rL +
36 wa Hz13 + 2 z1 H16 u3 wa1 + z1 z2L r + 8 Hu4 wa1 z1 + u3 wa2 z1 + u3 wa1 z2L r2 +6 u2 H3 wa1 z1 + 2 wa2 z1 r + 2 wa1 z2 rLLL S@7, 10 + dDL +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL  H32 r H11 H14 + dL wa12 r H6 u2 wa1 + 3 z12 + 4 u3 wa1 rL +
72 wa H3 wa1 z12 + 2 H8 u3 wa12 + wa2 z12 + 2 wa1 z1 z2L r +4 wa1 Hu4 wa1 + 2 u3 wa2L r2 + 3 u2 wa1 H3 wa1 + 4 wa2 rLLL S@7, 12 + dDL +
64 wa1 r H11 H16 + dL wa12 z1 r + 36 wa H3 wa1 z1 + 4 wa2 z1 r + 2 wa1 z2 rLL S@7, 14 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL +
16 wa12 r H11 H18 + dL wa12 r + 144 wa Hwa1 + 2 wa2 rLL S@7, 16 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL -
6272 wa r2 H3 u2 + 2 u3 rL4 S@8, 4 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL -
25088 wa z1 r2 H3 u2 + 2 u3 rL3 S@8, 6 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL -
12544 wa r2 H3 u2 + 2 u3 rL2 H6 u2 wa1 + 3 z12 + 4 u3 wa1 rL S@8, 8 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL -
25088 wa z1 r2 H3 u2 + 2 u3 rL H9 u2 wa1 + z12 + 6 u3 wa1 rL S@8, 10 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL -
1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dLH6272 wa r2H54 u22 wa12 + z14 + 24 u3 wa1 z12 r + 24 u32 wa12 r2 + 36 u2 wa1 Hz12 + 2 u3 wa1 rLLS@8, 12 + dDL -
25088 wa wa1 z1 r2 H9 u2 wa1 + z12 + 6 u3 wa1 rL S@8, 14 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL -
12544 wa wa12 r2 H6 u2 wa1 + 3 z12 + 4 u3 wa1 rL S@8, 16 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL -
25088 wa wa13 z1 r2 S@8, 18 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL -
6272 wa wa14 r2 S@8, 20 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL -
32 r H3 u2 + 2 u3 rL H15 u3 + 4 r H5 u4 + u5 rLL T@6, 2 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL -
32 r H9 u2 z2 + 20 u4 z1 r + 6 u2 z3 r + 4 u5 z1 r2 + u3 H15 z1 + 6 z2 r + 4 z3 r2LL T@6, 4 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL -
1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dLH32 r H9 u2 wa2 + 3 z1 z2 + 2 H10 u4 wa1 + 3 u2 wa3 + z1 z3L r +4 u5 wa1 r2 + u3 H15 wa1 + 6 wa2 r + 4 wa3 r2LL T@6, 6 + dDL -32 r H3 wa2 z1 + 3 wa1 z2 + 2 Hwa3 z1 + wa1 z3L rL T@6, 8 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL -
32 wa1 r H3 wa2 + 2 wa3 rL T@6, 10 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL +
96 r H3 u2 + 2 u3 rL2 H3 u2 + 4 r H3 u3 + u4 rLL T@7, 2 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
+182
183
96 r H3 u2 + 2 u3 rL Hu2 H9 z1 + 6 z2 rL + 2 r H13 u3 z1 + 4 u4 z1 r + 2 u3 z2 rLL T@7, 4 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H96 r H9 u22 H3 wa1 + 2 wa2 rL +4 r H4 u3 z12 + H13 u32 wa1 + u4 z12 + 2 u3 z1 z2L r + 2 u3 H2 u4 wa1 + u3 wa2L r2L +
3 u2 H3 z12 + 4 z1 z2 r + 8 r H4 u3 wa1 + u4 wa1 r + u3 wa2 rLLL T@7, 6 + dDL +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H96 r Hz13 + 2 z1 H16 u3 wa1 + z1 z2L r + 8 Hu4 wa1 z1 + u3 wa2 z1 + u3 wa1 z2L r2 +
6 u2 H3 wa1 z1 + 2 wa2 z1 r + 2 wa1 z2 rLL T@7, 8 + dDL +1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL  H96 r H3 wa1 z12 + 2 H8 u3 wa12 + wa2 z12 + 2 wa1 z1 z2L r +
4 wa1 Hu4 wa1 + 2 u3 wa2L r2 + 3 u2 wa1 H3 wa1 + 4 wa2 rLL T@7, 10 + dDL +96 wa1 r H3 wa1 z1 + 4 wa2 z1 r + 2 wa1 z2 rL T@7, 12 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
96 wa12 r Hwa1 + 2 wa2 rL T@7, 14 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
784 r2 H3 u2 + 2 u3 rL4 T@8, 2 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL -
3136 z1 r2 H3 u2 + 2 u3 rL3 T@8, 4 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL -
1568 r2 H3 u2 + 2 u3 rL2 H6 u2 wa1 + 3 z12 + 4 u3 wa1 rL T@8, 6 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL -
3136 z1 r2 H3 u2 + 2 u3 rL H9 u2 wa1 + z12 + 6 u3 wa1 rL T@8, 8 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL -
1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dLH784 r2H54 u22 wa12 + z14 + 24 u3 wa1 z12 r + 24 u32 wa12 r2 + 36 u2 wa1 Hz12 + 2 u3 wa1 rLLT@8, 10 + dDL -
3136 wa1 z1 r2 H9 u2 wa1 + z12 + 6 u3 wa1 rL T@8, 12 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL -
1568 wa12 r2 H6 u2 wa1 + 3 z12 + 4 u3 wa1 rL T@8, 14 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL -
3136 wa13 z1 r2 T@8, 16 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL -
784 wa14 r2 T@8, 18 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ3 d H2 + dL +
4 r H3 u2 + 2 u3 rL H15 u3 + 4 r H5 u4 + u5 rLL U@4, 2 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
4 r H9 u2 z2 + 20 u4 z1 r + 6 u2 z3 r + 4 u5 z1 r2 + u3 H15 z1 + 6 z2 r + 4 z3 r2LL U@4, 4 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dLH4 r H9 u2 wa2 + 3 z1 z2 + 2 H10 u4 wa1 + 3 u2 wa3 + z1 z3L r +4 u5 wa1 r2 + u3 H15 wa1 + 6 wa2 r + 4 wa3 r2LL U@4, 6 + dDL +
+
- 183
184 ANNEXE C. EQUATIONS DE FLOT DU MODE`LE D’ISING A` L’ORDRE ∂4
4 r H3 wa2 z1 + 3 wa1 z2 + 2 Hwa3 z1 + wa1 z3L rL U@4, 8 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL +
4 wa1 r H3 wa2 + 2 wa3 rL U@4, 10 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
24 r H3 u2 + 2 u3 rL2 H3 u2 + 4 r H3 u3 + u4 rLL U@5, 2 + dDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd H2 + dL -
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Annexe D
Comple´ments a` la de´rivation d’une
the´orie des champs
Cette annexe apporte une se´rie de comple´ments au chapitre VI. Dans le premier,
nous e´nonc¸ons une forme ge´ne´rale des conditions sur la force F et le bruit η de l’e´quation
de Langevin (VI.2) pour que la dynamique satisfasse les relations de bilan de´taille´. Au
cours du second, nous rappelons la de´finition de la discre´tisation de Ito des e´quations de
Langevin et de´montrons les diffe´rentes implications e´voque´es au cours du chapitre VI,
comme la valeur unite´ du jacobien dans (VI.9) ou la nullite´ de la contribution du
produit des deux champs φˆ(t)φ(t) e´value´s au meˆme instant t dans le calcul d’une
valeur moyenne. Enfin, dans le troisie`me, nous de´finissons les e´tats cohe´rents associe´s a`
un re´seau de sites peuple´s chacun de ni particules et de´rivons une relation de fermeture
sur ces e´tats cohe´rents.
D.1 Relations de bilan de´taille´
Nous pre´cisons dans cette section la notion de re´versibilite´ pour les forces de´terminis-
tes de l’e´quation de Langevin et les conditions ge´ne´rales pour qu’un syste`me e´volue vers
son e´tat d’e´quilibre. On conside`re des variables stochastiques φi(t) (ou` l’indice i est dis-
cret ou continu, les symboles
∑
repre´sentant respectivement des sommations ou des
inte´grations). Sans restreindre la ge´ne´ralite´ du propos, ces variables sont suppose´es
paires ou impaires sous un renversement du temps, soit :
φi → φ¯i = i φi, i = ±1, lorsque t→ −t. (D.1)
La dynamique des variables φi est gouverne´e par l’e´quation de Langevin :
∂t φi(t) = Fi[φ] + ηi(t) (D.2)〈
ηi(t) ηj(t
′)
〉
= 2Dij[φ] δ(t− t′), (D.3)
ou` Fi repre´sente l’ensemble des forces de´terministes agissant sur φ et η est un bruit
gaussien mode´lisant le caracte`re stochastique des champs φ. Cette e´quation de´rive de
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l’e´quation de Fokker-Planck associe´e pour la distribution de probabilite´s :
∂t P(φ; t) = −
∑
i
∂
∂φi
[
Fi[φ]P(φ; t)
]
+
1
2
∑
i,j
∂2
∂φi∂φj
[
Dij[φ]P(φ; t)
]
. (D.4)
Les relations de bilan de´taille´ pour un processus markovien sont les conditions pour
que, dans l’e´tat stationnaire, chaque transition possible s’e´quilibre avec la transition
renverse´e dans le temps. Cette condition s’exprime comme une contrainte sur les pro-
babilite´s de transition (de fac¸on ge´ne´rale de´pendante du temps) :
P(φ; τ |φ ′; 0)Ps(φ ′) = P(φ¯ ′; τ |φ¯; 0)Ps(φ), (D.5)
ou` Ps de´signe la distribution de probabilite´s de l’e´tat stationnaire. Nous n’envisageons,
au cours du chapitre VI, que des processus homoge`nes, c’est-a`-dire dont les probabi-
lite´s de transition ne de´pendent pas du temps. Ainsi, re´exprimons la relation (D.5)
pour de tels processus et plus spe´cifiquement pour l’e´quation maˆıtresse (VI.20) de la
section VI.2.1. Les relations de bilan de´taille´ s’e´crivent alors comme une contrainte sur
les taux de transition Rα→β ≡ Ph(φ|φ ′) — ou` l’indice h signifie homoge`ne — soit :
Ph(φ ′|φ)Ps(φ) = Ph(φ¯|φ¯ ′)Ps(φ ′). (D.6)
Pour l’e´quation de Fokker-Planck (D.4) et par conse´quent pour l’e´quation de Langevin,
les relations de bilan de´taille´ (D.6) engendrent [71] les contraintes suivantes sur la force
F et le corre´lateur du bruit D :
i Fi[φ¯]Ps(φ) = −Fi[φ]Ps(φ) +
∑
j
∂
∂φj
[
Dij[φ]Ps(φ)
]
(D.7)
i jDij[φ¯] = Dij[φ]. (D.8)
On peut de´river une formulation plus explicite de la contrainte (D.7) [177] en
scindant la force Fi en une partie irre´versible (de type relaxationnelle) et une par-
tie re´versible, de´finie chacune par leur comportement sous un renversement du temps,
selon :
F revi [φ] =
1
2
(
Fi[φ]− i Fi[φ¯]
)
(D.9)
F irri [φ] =
1
2
(
Fi[φ] + i Fi[φ¯]
)
. (D.10)
On exprime, pour commencer, la probabilite´ stationnaire Ps(φ) comme l’exponentielle
d’un “potentiel” V :
Ps(φ) = e−V [φ]. (D.11)
Avec ces de´finitions, la contrainte (D.7) se transpose en deux conditions [177, 178] :
∑
i
[
∂
∂φi
F rev[φ]− F rev[φ] ∂V [φ]
∂φi
]
= 0 (D.12)
F irri [φ]−
1
2
∑
j
∂
∂φj
Dij[φ] = −1
2
∑
i
Dij[φ]
∂V [φ]
∂φj
. (D.13)
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La condition (D.12) apparaˆıt simplement [71] comme l’e´quation de Fokker-Planck pour
la probabilite´ stationnaire Ps. La condition (D.13) fournit une e´quation pour le poten-
tiel V . On peut montrer [177, 71] que cette e´quation n’admet de solution que si les
composantes de la force F et la matrice de diffusion D satisfont la “condition poten-
tielle” [177] qui s’e´nonce :
∂Zi
∂φj
=
∂Zj
∂φi
ou` Zi =
∑
k
D−1ik [φ]
[
2F irrk [φ]−
∑
j
∂
∂φj
Dkj[φ]
]
. (D.14)
Si cette condition est ve´rifie´e, alors la distribution de probabilite´s de l’e´tat stationnaire
est donne´e par :
Ps[φ] = e−V [φ] = e
∫ φDφ ′Z[φ′]. (D.15)
Dans le cas d’une matrice de diffusion re´duite a` un simple coefficient Γ, comme
au paragraphe VI.1.1, la condition pour qu’un syste`me, de´crit par les e´quations de
Langevin (D.2) et (D.3), relaxe a` t→∞ vers un e´tat stationnaire dont la distribution de
probabilite´s soit la distribution canonique d’e´quilibre P eqs ∝ exp(−H/kBT ), se formule
tre`s simplement. Que l’e´tat stationnaire corresponde a` l’e´tat d’e´quilibre requiert tout
d’abord que la partie dissipative (le bruit) de l’e´quation de Langevin soit contrainte
par la relation d’Einstein : Γ = DkB T . Pour que les relations de bilan de´taille´ soient
ve´rifie´es, il suffit alors, en combinant (D.12), (D.13) et (D.14), que le courant re´versible
stationnaire soit a` divergence nulle, i.e. :∫
dd x
δ
δφ(x)
(
F rev[φ]e−H[φ]/kBT
)
= 0. (D.16)
Ce sont les deux conditions e´nonce´es dans la section VI.1.1.
Ajoutons que les relations de bilan de´taille´ engendre l’existence d’un the´ore`me de
fluctuation-dissipation, reliant line´airement la fonction de corre´lation a` deux points a`
la fonction de re´ponse dynamique, pour au moins trois classes de mode`les [178] :
– (A) les processus irre´versibles (F revi [φ] = 0) ;
– (B) les processus dont la composante irre´versible de la force est line´aire en champ
(F irri [φ] =
∑
k Uik φk) ;
– (C) les syste`mes conservatifs a` l’e´quilibre thermique.
D.2 Discre´tisation de Ito
Nous de´taillons dans cette section l’obtention de l’e´quation (VI.9), qui pre´ce`de
l’introduction du champ auxiliaire φ˜ dans la formulation de la fonctionnelle de re´ponse
de Janssen-De Dominicis. En effet, cette e´quation implique l’inte´gration sur le champ
φ d’une fonction de Dirac dont l’argument C[φ] est non line´aire en φ, ce qui engendre∫ Dφ δ(C[φ]) 6= 1 (sauf si |δC[φ]/δφ| = 1). Nous montrons ici qu’a` condition de recourir
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a` la repre´sentation de Ito des e´quations de Langevin, le de´terminant devient unite´ et
l’e´galite´ pre´ce´dente est restaure´e.
Nous conside´rons des champs φ qui suivent la dynamique de Langevin :
C[φ] = ∂t φ(x, t)− F [φ](x, t)− η(x, t) = 0. (D.17)
L’ide´e est de se´lectionner, dans l’espace fonctionnel des champs φ, ceux qui sont solu-
tions de l’e´quation de Langevin (D.17), a` travers des fonctions de Dirac impose´es en
tout point (x, t) de l’espace, soit :
1 =
∫
D φ ∏
(x,t)
δ(φ(x, t)− φsol(x, t)|η). (D.18)
Cette contrainte s’exprime de fac¸on e´quivalente en terme de la fonctionnelle C[φ] dont
les champs φsol|η sont racines, soit :
1 =
∫
D φ ∏
(x,t)
δ(C[φ](x, t))
∣∣∣δC[φ]/δφ∣∣∣. (D.19)
Il s’agit donc de calculer le jacobien fonctionnel
∣∣∣δC[φ]/δφ∣∣∣. Pour cela, le temps est
discre´tise´ (ti = i∆t) de manie`re a` transformer l’e´quation diffe´rentielle (D.17) en une
e´quation aux diffe´rences finies. On de´finit alors les variables discre`tes en temps φi ≡
φ(ti) et ηi ≡ η(ti) (ou` la de´pendance spatiale est implicite). La force F [φ] dans (D.17)
peut eˆtre e´value´e a` un instant quelconque de l’intervalle de temps [ti−1, ti]. On choisit
pour le moment de conside´rer une contribution mixte des deux instants aux bornes de
l’intervalle, partage´e par un parame`tre arbitraire 0 < τ < 1. L’e´quation (D.17) s’e´crit
alors :
C[φi] = φi − φi−1
∆t
− τ Fi − (1− τ)Fi−1 − ηi = 0. (D.20)
La matrice jacobienne
[
δC[φi]/δφk
]
est donc triangulaire infe´rieure, avec sur sa diago-
nale les termes
(
∆t−1 − τ δFi/δφi
)
et sur sa sous-diagonale les termes
(
−∆t−1 − (1−
τ) δFi/δφi
)
, tous ses autres e´le´ments e´tant nuls. Le de´terminant de cette matrice est
simplement le produit de ses termes diagonaux, soit :
∣∣∣δC[φ]/δφ∣∣∣ = 1
(∆t)N
∏
i
(
1− τ ∆t δFi
δφi
)
≈∆t→0 1
(∆t)N
exp
(
− τ ∑
i
∆t
δFi
δφi
)
. (D.21)
Repassons alors a` la variable temporelle continue. Le facteur 1/(∆t)N est absorbe´
dans la mesure fonctionnelle Dφ(t). Le de´terminant (D.21) apporte une contribution
a` l’expression de l’identite´ (D.18), et donc a` (VI.9). Il s’ensuit que
(
− τ ∑i ∆t δFiδφi )
s’ajoute line´airement a` l’argument de l’exponentielle de (VI.11), qui devient, dans la
limite continue en temps :
∫
dd x dt
[
φ˜
(
∂tφ − F [φ]− η
)
+ τ
δF [φ]
δφ
]
. (D.22)
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Cette contribution se propage alors jusque dans la fonctionnelle de Janssen-De Domi-
nicis (VI.15).
La repre´sentation de Ito des e´quations de Langevin correspond au choix τ = 0.
Pour ce choix, le de´terminant devient unite´, sa contribution dans (D.22) disparaˆıt et
l’e´galite´ (VI.9) devient exacte.
En outre, le parame`tre de ce´sure τ refle`te la valeur en ze´ro de la fonction marche
de Heaviside θ(0) = τ [159, 148]. Or les propagateurs 〈ψ∗(t)ψ(t′)〉 en the´orie de per-
turbation — intervenant dans les graphes de Feynman — s’ave`rent proportionnels a`
la fonction θ(t− t′). Ainsi, imposer θ(0) = 0 revient a` supprimer les contributions des
graphes contenant des boucles qui se referment sur elle-meˆmes (t = t′), ce qui assure
la causalite´.
Ceci justifie de ne´gliger dans (VI.52) le terme ψi(0)ψ
∗
i (0), qui n’engendre, si τ = 0,
que des contributions nulles. Notons que bien suˆr, cette proprie´te´ reste in fine ve´rifie´e
quel que soit le choix de τ . La causalite´ provient alors de la compensation exacte entre
les contributions e´manant du terme supple´mentaire lie´ au jacobien dans (D.22) et les
contributions des boucles ferme´es [148].
D.3 Etats cohe´rents
Nous e´tablissons dans cette section la forme des e´tats cohe´rents d’une assemble´e
d’oscillateurs harmoniques attache´s a` chaque site i d’un re´seau et de´rivons l’expression
de la relation de fermeture sur ces e´tats cohe´rents.
Avant cela, de´montrons tout d’abord la relation (VI.35). La valeur moyenne d’une
observable est donne´e, selon (VI.33), par :〈
O(t)
〉
=
∑
{ni}
P({ni}; t)O({ni}). (D.23)
D’une part, d’apre`s la de´finition (VI.28) du vecteur d’e´tat ψ(t) du syste`me, la proba-
bilite´ P({ni}; t) d’une configuration {ni} s’exprime comme le scalaire :
P({ni}; t) =
∏
i
1
ni!
〈
{ni}
∣∣∣ψ(t)〉. (D.24)
D’autre part, d’apre`s la de´finition (explicite´e au paragraphe VI.2.2) de l’ope´rateur
diagonal O˜, il vient :〈
{mi}
∣∣∣ O˜ ∣∣∣{ni}〉 = O({ni})〈{mi}∣∣∣{ni}〉 = O({ni})∏
i
mi! δmi ni , (D.25)
et, en sommant cette e´galite´ sur les configurations {mi}, on de´duit :
O({ni}) =
∑
{mi}
∏
i
1
mi!
〈
{mi}
∣∣∣ O˜ ∣∣∣{ni}〉. (D.26)
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Finalement, en inse´rant les relations (D.24) et (D.26) dans la de´finition (D.23), on
obtient la relation souhaite´e :〈
O(t)
〉
=
∏
i
∑
{mi},{ni}
1
mi!
〈
{mi}
∣∣∣ O˜ ∣∣∣{ni}〉 1
ni!
〈
{ni}
∣∣∣ψ(t)〉 (D.27)
=
∏
i
∑
{mi}
1
mi!
〈
{mi}
∣∣∣ O˜ ∣∣∣ψ(t)〉 (D.28)
=
〈
.
∣∣∣ O˜ ∣∣∣ψ(t)〉, (D.29)
la dernie`re e´galite´ de´coulant de la de´finition (VI.34) de l’e´tat de projection.
Conside´rons a` pre´sent un oscillateur harmonique associe´ a` un site i. Ses e´tats
cohe´rents regroupent l’ensemble continu des e´tats propres de l’ope´rateur d’annihila-
tion ai. On s’inte´resse aux e´tats cohe´rents, e´tiquete´s par un nombre complexe φi, de la
forme : ∣∣∣φi〉 = N eφi a†i ∣∣∣0〉. (D.30)
Pour fixer la normalisation N d’un tel e´tat, on choisit la convention 〈φi|φi〉 = 1,
qui impose N = exp (−|φi|2/2). Alors l’action de l’ope´rateur d’annihilation sur l’e´tat
cohe´rent s’e´crit :
ai
∣∣∣φi〉 = N ∞∑
ni=0
ai
(φi a
†
i )
ni
ni!
∣∣∣ni〉 = N ∞∑
ni=1
φi
(φi)
ni−1
(ni − 1)!
∣∣∣ni − 1〉 = φi ∣∣∣φi〉, (D.31)
et donc le nombre φi s’identifie a` la valeur propre de ai pour l’e´tat cohe´rent |φi〉.
De´rivons une relation de fermeture sur les e´tats cohe´rents |φi〉 ainsi de´finis. Pour
cela, partons des e´tats propres d’e´nergie |ni〉 de l’oscillateur qui forment une base
comple`te d’e´tats, ve´rifiant la relation de fermeture :
1ˆ =
∑
ni
1
ni!
∣∣∣ni〉〈ni∣∣∣ = ∑
ni,nj
1
ni!
∣∣∣ni〉〈nj∣∣∣ δni nj . (D.32)
Tout d’abord, e´tablissons une repre´sentation inte´grale du symbole de Kronecker en
remarquant que :∫
dx xn
(
− d
dt
)m
δ(x) =
∫
dx n(n− 1) . . . (n−m) xn−m δ(x) = n! δnm, (D.33)
qui s’e´crit en transformant de Fourier la fonction de Dirac :
δnm =
1
n!
∫
dx xn
(
− d
dt
)m ∫
dy
1
2pi
e−i x y = 1
2pi n!
∫
dx dy xn (i y)m e−i x y. (D.34)
Finalement, on obtient la repre´sentation inte´grale souhaite´e en introduisant le complexe
z = x+ i y, de sorte que (D.34) devient :
δnm =
1
pi n!
∫
d2 z e−|z|2 zm (z∗)n ou` d2 z ≡ d<(z) d=(z). (D.35)
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En remplac¸ant alors, dans (D.32), le symbole de Kronecker par son expression (D.35),
il vient :
1ˆ =
1
pi
∑
ni nj
1
ni!
1
nj!
∫
d2 φi e
−|φi|2 (φ∗i )nj φnii
∣∣∣ni〉〈nj∣∣∣ (D.36)
=
1
pi
∫
d2 φi
(∑
ni
1
ni!
e
−|φi|
2
2 φnii
∣∣∣ni〉)(∑
nj
1
nj!
e
−|φi|
2
2 (φ∗i )
nj
〈
nj
∣∣∣) (D.37)
=
1
pi
∫
d2 φi
∣∣∣φi〉〈φi∣∣∣. (D.38)
Etendons la de´finition des e´tats cohe´rents et la relation de fermeture (D.38) a` l’as-
semble´e des N oscillateurs. Un e´tat cohe´rent, dans l’espace de Fock associe´ au re´seau,
correspond au produit direct des e´tats cohe´rents |φi〉 de´finis par (D.30) en chaque site :
∣∣∣{φi}〉 ≡ ⊗i∣∣∣φi〉 = ∏
i
e
−|φi|
2
2
+ φi a
†
i
∣∣∣{0}〉. (D.39)
Les e´tats cohe´rents en diffe´rents sites du re´seau sont orthogonaux. On en de´duit donc
le recouvrement entre deux e´tats cohe´rents de valeurs propres {φi} = (φ1, . . . , φN) et
{φ′k} = (φ′1, . . . , φ′N), qui s’e´crit :
〈
{φi}
∣∣∣{φ′k}〉 = ∏
i
〈
φi
∣∣∣φ′i〉 = ∏
i
exp
(
− |φi|
2
2
− |φ
′
i|2
2
+ φ∗i φ
′
i
)
. (D.40)
Finalement, la relation de fermeture (D.38) se ge´ne´ralise trivialement aux e´tats cohe´rents
des N oscillateurs sous la forme :
1ˆ =
1
pi
∫
d2 {φi}
∣∣∣{φi}〉〈{φi}∣∣∣ ou` d2 {φi} ≡∏
i
dφi dφ
∗
i . (D.41)
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Annexe E
Equations de flot pour les processus
de re´action-diffusion
Nous explicitons, dans cette annexe, toutes les notations et conventions choisies au
cours du chapitre VII et de´rivons les relations importantes qui sous-tendent les calculs
du groupe de renormalisation non perturbatif mene´s dans ce chapitre. Ces relations
sont e´tablies pour un champ wi quelconque — qui repre´sente dans le chapitre VII les
composantes du vecteur Ψk = [ψk, ψ˜k] de la the´orie des champs dynamique, mais peut
tout aussi bien s’assimiler au champ scalaire ψk du mode`le d’Ising a` l’e´quilibre.
Les variables d’espace et de temps — respectivement d’impulsion et de fre´quence
— sont re´unies au sein d’une variable unique x ≡ (x, t) — et q ≡ (q, ω). La somme des
dimensions spatiale et temporelle est note´e D ≡ d+ 1.
E.1 Notations et conventions
Nous notons les e´le´ments d’inte´gration, dans l’espace direct et dans l’espace de
Fourier respectivement, par : ∫
x
≡
∫
dd x dt (E.1)∫
q
≡
∫
dd q
(2pi)d
d ω
2pi
. (E.2)
Nous choisissons de de´finir les transforme´es de Fourier selon les conventions suivantes :
f(x) ≡ f(x, t) =
∫
q,ω
f(q, ω) e i (q x−ω t) ≡
∫
q
f(q) e iqx (E.3)
f(q) ≡ f(q, ω) =
∫
x,t
f(x, t) e−i (q x−ω t) ≡
∫
x
f(x) e−iqx, (E.4)
sans diffe´rencier, pour les fonctions non matricielles — comme typiquement les champs
w — leur notation dans l’espace direct et dans l’espace de Fourier. La fonction de Dirac
dans l’espace des impulsions est de´finie comme la transforme´e de Fourier de 1, par la
relation : ∫
x
e−iqx = (2pi)D δD(q). (E.5)
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Remarquons que ces de´finitions impliquent que le “volume” du syste`me s’exprime :∫
dd x dt ≡ V =
∫
x
e i0x = (2pi)D δD(0). (E.6)
Dans toute la suite, la sommation sur les indices re´pe´te´s est implicite, soit par
exemple wiwi ≡ ∑i wiwi. De´finissons la de´rivation fonctionnelle et extrayons quelques
relations entre les champs exprime´s dans les diffe´rents espaces. Dans l’espace direct, la
de´rivation fonctionnelle est de´finie telle que :
δ wi(x)
δ wj(y)
= δij δ
D(x− y). (E.7)
On en de´duit les de´rive´es fonctionnelles mixtes :
δ wi(q)
δ wj(y)
= δij e
−iy q et
δ wi(x)
δ wj(p)
= δij
e ixp
(2pi)D
, (E.8)
par transformation de Fourier des champs wi(q) et wj(p) respectivement. Finalement,
on de´duit des deux relations (E.8) l’expression de la de´rivation fonctionnelle dans l’es-
pace de Fourier, en introduisant la de´rive´e compose´e selon :
δ wi(q)
δ wj(p)
=
∫
z
δ wi(q)
δ wk(z)
δ wk(z)
δ wj(p)
= δij δ
D(q− p). (E.9)
Remarquons pour finir que, dans ces notations, la de´rivation d’une fonctionnelle
exprime´e dans l’espace direct — par exemple le potentiel Uk — par rapport a` un
champ exprime´ dans l’espace de Fourier s’e´crit :
δ
δ wi(q)
Uk(w(x)) =
∫
x
δ wj(x)
δ wi(q)
δ
δ wj(x)
Uk(w(x)) =
e iqx
(2pi)D
δ Uk
δ wi
. (E.10)
Cette relation est utilise´e, par exemple, pour de´river l’expression (VII.26) de Γ
(2)
k .
E.1.1 De´rivation fonctionnelle dans l’espace de Fourier
Soit une fonctionnelle F . Nous adoptons les notations F̂ , F˜ et F pour repe´rer
respectivement : une de´rive´e fonctionnelle de F dans l’espace direct — par exemple
δF/δwi(x) —, la transforme´e de Fourier de F̂ —
∫
x δF/δwi(x) e
ixq — et la fonctionnelle
obtenue par de´rivation dans l’espace de Fourier de F — δF/δwi(p). Nous notons les
de´rive´es fonctionnelles successives :
δ(n) F
δ w1(x1) . . . δ wn(xn)
≡ F (n)1...n(x1, . . . ,xn). (E.11)
Nous allons e´tablir la relation entre une de´rive´e fonctionnelle n-ie`me F
(n)
de F par
rapport a` des champs dans l’espace de Fourier et la transforme´e de Fourier F˜ (n) de la
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de´rive´e fonctionnelle analogue F̂ (n) de F dans l’espace direct. Conside´rons tout d’abord
les de´rive´es secondes et explicitons la de´finition d’un e´le´ment de F
(2)
:
F
(2)
ij (q,q
′) ≡ δ
2 F
δ wi(q) δ wj(q′)
=
∫
x,x′
δ wk(x)
δ wi(q)
δ wl(x
′)
δ wj(q′)
F̂
(2)
kl (x,x
′). (E.12)
En remplac¸ant dans (E.12) les de´rive´es fonctionnelles mixtes par leur expression (E.8),
puis F̂
(2)
kl (x,x
′) par son expression en transforme´e de Fourier :
F̂
(2)
kl (x,x
′) =
∫
p,p′
F˜
(2)
kl (p,p
′) e i(px+p
′ x′), (E.13)
il vient :
F
(2)
ij (q,q
′) =
∫
x,x′
∫
p,p′
(2pi)−2D e i (x(q+p)+x
′(q′+p′)) δikδjlF˜
(2)
kl (p,p
′). (E.14)
On effectue alors l’inte´gration sur x, qui produit une fonction de Dirac δD(p + q) puis
celle sur p (et de meˆme pour les variables prime´es), d’ou` il de´coule :
F
(2)
ij (q,q
′) = (2pi)−2D F˜
(2)
ij (−q,−q′). (E.15)
Les impulsions et surtout les fre´quences sont de signes oppose´s entre F et F˜ . Cette
relation s’e´tend a` n de´rivations, en proce´dant de fac¸on analogue, selon :
F
(n)
1...n(q1, . . .qn) = (2pi)
−nD F˜
(n)
1...n(−q1, . . . ,−qn). (E.16)
E.1.2 De´finition de [Γ˜
(2)
k + R˜k]
−1
Nous cherchons a` e´tablir la relation de´finissant le propagateur [Γ˜
(2)
k + R˜k]
−1 comme
l’inverse de W˜(2)k dans l’espace de Fourier. Par transformation de Fourier, l’e´quation
(VII.15) du flot de Γk s’e´crit :
∂t Γk =
1
2
Tr
∫
x,x′
∂t R̂k(x− x′) Ŵ(2)k (x′,x) =
1
2
Tr
∫
q
∂tR˜k(q) W˜(2)k (−q,q). (E.17)
Dans l’espace direct, on obtient une de´finition de l’inverse de Ŵ(2)k en de´rivant fonc-
tionnellement deux fois par rapport aux champs Ψi (soit ici wi) la relation (VII.7) de
de´finition de la transforme´e de Legendre modifie´e, soit :
δij δ
D(x− x′) =
∫
y
δ Jm(y)
δ wi(x)
[Ŵ(2)k ]mj(y,x′)
=
∫
y
(
[Γ̂
(2)
k ]im(x,y) + [R̂k]im(x− y)
)
[Ŵ(2)k ]mj(y,x′). (E.18)
Proce´dons a` la transformation de Fourier du membre de droite de la seconde e´galite´ :
δij δ
D(x− x′) =
∫
q,q2,q3
[Γ˜
(2)
k ]im(q2,q) [W˜(2)k ]mj(−q,q3) e i(q2 x+q3 x
′)+∫
q,q3
[Rk]im(q) [W˜(2)k ]mj(−q,q3) e i(−qx+q3 x
′). (E.19)
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En multipliant alors les deux membres par
∫
x,x′ e
−i(px+p′ x′) de sorte que les inte´grations
sur x et x′ donnent des fonctions de Dirac, puis en effectuant les inte´grations sur q3 et
q2, il vient :∫
q
[
[Γ˜
(2)
k ]im(p,q) + [R˜k]im(q) δ
D(q + p)
]
[W˜(2)k ]mj(−q,p′) = (2pi)D δij δD(p + p′),
que l’on note synthe´tiquement :∫
q
[
Γ˜
(2)
k + R˜k
]
im
(p,q) [W˜(2)k ]mj(−q,p′) = (2pi)D δij δD(p + p′). (E.20)
Cette relation de´finit le propagateur intervenant dans l’e´quation de flot de Γk dans
l’espace de Fourier.
E.2 Equations de flot de Dk et Zk
Nous allons e´tablir les e´quations de flot de Zk et Dk pour les processus de re´action-
diffusion en de´rivant les relations de de´finition (VII.35) par rapport a` l’e´chelle t. Il s’agit
donc de calculer ∂t[Γ
(2)
k ]2 1(q,−q). Partons de l’e´quation de flot de Γk dans l’espace
direct, que l’on peut e´crire formellement comme au chapitre II :
∂t Γk =
1
2
∂˜t Tr ln
[
Γ̂
(2)
k + R̂k
]
, (E.21)
ou` ∂˜t n’agit que sur la de´pendance en t = ln (k/Λ) de la fonction de coupure. Notons
[Ĝk] = [Γ̂
(2)
k + R̂k]
−1 le propagateur. En de´rivant fonctionnellement deux fois cette
expression par rapport aux champs, il vient :
δ2 ∂t Γk
δwi(x) δwj(x′)
=
1
2
∂˜t Tr
∫
y1...y5
[Γ̂
(4)
k ]ijk1k2(x,x
′,y1,y2) [Ĝk]k2k3(y2,y3)
− [Γ̂(3)k ]ik1k2(x,y1,y2) [Ĝk]k2k3(y2,y3) [Γ̂(3)k ]jk3k4(x′,y3,y4) [Ĝk]k4k5(y4,y5). (E.22)
Nous cherchons a` formuler cette expression en fonction des de´rive´es fonctionnelles
Γ
(n)
k . Pour cela, on exprime la relation entre ∂tΓ
(2)
k et ∂tΓ̂
(2)
k comme dans (E.12) en in-
troduisant les de´rive´es mixtes puis l’on reporte dans cette relation l’expression (E.22).
On re´e´crit alors celle-ci en termes des transforme´es de Fourier Γ˜(n) puis l’on rem-
place ces dernie`res par les de´rive´es fonctionnelles Γ
(n)
en utilisant la relation (E.16).
On exprime finalement explicitement la conservation de l’impulsion Γ
(n)
k (q1, . . . ,qn) =
(2pi)D δD(
∑
i qi) Γ
(n)
k (q1, . . . ,−
∑
i qi), ce qui conduit a` l’expression :
δ2 ∂t Γk
δwi(p) δwj(p′)
=
δD(p + p′)
(2pi)D
1
2
∂˜t Tr
∫
q
[Γ
(4)
k ]ijk1k2(p,p
′,−q,q) [Gk]k2k3(−q)
− [Γ(3)k ]ik1k2(p,−q,−p + q) [Gk]k2k3(−q + p) [Γ(3)k ]jk3k4(p′,−p′ − q,q) [Gk]k4k5(−q),
(E.23)
qui admet la repre´sentation diagrammatique :
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δ2∂t Γk
δwi(p) δwj(−p) =
1
2
∂˜t
i
j
i j
ω ω
−ν−ν
ν
ν,−p,
p,
q, q,
p −p,
q−p, −νω
Le graphe proportionnel a` Γ
(4)
k donne, a` l’OD, une contribution nulle aux e´quations
de flot de Zk et Dk car Γ
(4)
k ne de´pend pas, a` cet ordre, des impulsions et fre´quences
externes p et ν. Calculons l’autre graphe. Le propagateur Gk se de´duit de l’expres-
sion (VII.32) en recourant a` la substitution (E.15) et celle des Γ
(3)
k s’obtient en de´rivant
fonctionnellement l’ansatz (VII.19) par rapport aux champs dans l’espace de Fourier,
soit :
[Γ
(3)
k ]1ij(p,q,q
′) =
δD(p + q + q′)
(2pi)2D
[
U
(0,3)
k U
(1,2)
k
U
(1,2)
k U
(2,1)
k
]
ij
, (E.24)
[Γ
(3)
k ]2ij(p,q,q
′) =
δD(p + q + q′)
(2pi)2D
[
U
(1,2)
k U
(2,1)
k
U
(2,1)
k U
(3,0)
k
]
ij
. (E.25)
En effectuant les produits matriciels selon (E.23) puis en prenant la trace de la matrice
produit, on obtient :
∂t [Γ
(2)
k ]21(p,−p) =
1
2
∂˜t
∫
q
h((q)U (2,0)k U (0,3)k U (2,1)k − h(q) h(q− p)U (2,1)k U (1,2)k
− U (2,1)k U (1,2)k U (0,2)k U (2,0)k + h(q− p)
(
U
(2,1)
k
)2
U
(0,2)
k −
(
U
(2,0)
k
)2
U
(0,3)
k U
(1,2)
k
+ h(q− p)U (2,0)k
(
U
(1,2)
k
)2
+ h(−q + p)U (2,0)k U (2,1)k U (0,3)k − U (0,2)k U (1,2)k U (2,0)k U (2,1)k
+ h(−q)U (2,0)k
(
U
(1,2)
k
)2 − h(−q) h(−q + p)U (2,1)k U (1,2)k − h(−q) h(q− p)U (2,1)k U (1,2)k
+ h(−q)
(
U
(2,1)
k
)2
U
(0,2)
k − h(q) h(−q + p)U (3,0)k U (0,3)k + h(−q + p)U (3,0)k U (1,2)k U (0,2)k
+ h(q)U
(3,0)
k U
(1,2)
k U
(0,2)
k − U (3,0)k U (2,1)k
(
U
(0,2)
k
)2 δD(0)(2pi)D α(q)α(q− p), (E.26)
ou` les fonctions h et α de´signent respectivement :
h(±q) = Zk q2 +Rk(q2,±i ω)± iDk ω + U (1,1)k (E.27)
α(q) = h(q) h(−q)− U (2,0)k U (0,2)k . (E.28)
Les e´quations de flot de Zk et de Dk s’obtiennent en de´rivant l’expression (E.26)
par rapport a` q2 et ω respectivement puis en prenant la limite q → 0 et ω → 0.
Pour e´tablir ces expressions, on choisit, comme dans le chapitre VII, une fonction
de coupure inde´pendante des fre´quences Rk(q
2, i ω) ≡ Rk(q2). On aboutit alors, en
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introduisant les variables adimensionne´es et renormalise´es (VII.40), aux expressions :
∂t Zk =
1
d
{(
u
(3,0)
k u
(2,1)
k u
(0,2)
k + u
(0,3)
k u
(1,2)
k u
(2,0)
k + u
(2,0)
k
(
u
(1,2)
k
)2
+ u
(0,2)
k
(
u
(2,1)
k
)2)
×
(
4M(1, 3, d, 0)− 8M(3, 4, d, 0)
)
+ 4
(
− u(2,1)k u(1,2)k + u(3,0)k u(0,3)k
)
M(2, 4, d, 2)
+
(
3 u
(2,1)
k u
(1,2)
k + u
(3,0)
k u
(0,3)
k
)(
M(0, 2, d, 0)− 4M(2, 3, d, 0) + 4M(4, 4, d, 0)
)
+4
(
u
(3,0)
k u
(2,1)
k
(
u
(0,2)
k
)2
+ u
(0,3)
k u
(1,2)
k
(
u
(2,0)
k
)2
+ 2 u
(2,1)
k u
(1,2)
k u
(0,2)
k u
(2,0)
k
)
M(2, 4, d, 0)
}
,
(E.29)
et
∂tDk =
1
2
{(
u
(2,1)
k u
(1,2)
k − u(3,0)k u(0,3)k
)
L(1, 2, d, 0)
+
(
u
(3,0)
k u
(1,2)
k u
(0,2)
k + u
(0,3)
k u
(2,1)
k u
(2,0)
k − u(0,2)k
(
u
(2,1)
k
)2 − u(2,0)k (u(1,2)k )2)L(0, 2, d, 0)},
(E.30)
ou` L et M repre´sentent des fonctions seuil, de´finies dans la section suivante.
E.3 Fonctions seuil
Nous introduisons les fonctions seuil L et M re´pertoriant les diffe´rentes inte´grales
en impulsion et en fre´quence intervenant dans les expressions des e´quations de flot du
potentiel courant et des coefficients de renormalisation. Celles-ci sont de´finies par :
L(m,n, dy, dν) = vd
∫
dd y dν y
dy
2
−1 νdν s(y)
(
m
f(y)m−1
P (y, ν)n
− 2(n + δn0) f(y)
m+1
P (y, ν)n+1
)
(E.31)
M(m,n, dy, dν) = vd
∫
dd y dν y
dy
2 νdν
{
s(y)
(
1 + r(y) + y r′(y)
)2
×
(
m
f(y)m−1
P (y, ν)n
− 2(n+ δn0) f(y)
m+1
P (y, ν)n+1
)
+ 2 s′(y)
(
1 + r(y) + y r′(y)
) f(y)m
P (y, ν)n
}
,
(E.32)
ou` les primes marquent des de´rive´es par rapport a` la variable y, les fonctions f(y),
P (y, ν) et s(y) repre´sentent :
f(y) = y (1 + r(y)) + u
(1,1)
k (E.33)
P (y, ν) = f(y)2 + ν2 − u(0,2)k u(2,0)k (E.34)
s(y) = −2 y2 r′(y)− xZ y r(y), (E.35)
et vd =
[
2d+1 pid/2+1Γ(d/2)
]−1
le volume d’inte´gration (ou` d est la dimension spatiale
conside´re´e).
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En utilisant la fonction de coupure rθ(y) = (1/y − 1)θ(1 − y), ces fonctions seuil
s’inte`grent analytiquement et on obtient simplement pour L :
L(m,n, dy, dν) = vd piMm−1 4(2 + dy − xZ)
dy(2 + dy)
×
(
m C[dν, n]N−n+ dν+12 − 2(n+ δn0)M2N−n−1+ dν+12 C[dν, n]
)
, (E.36)
et pour la fonction seuil M :
M(m,n, dy, dν) = −2 vd piMmN−n+ dν+12 C[dν, n], (E.37)
avec M =
(
1 + u
(1,1)
k
)
, N =
[(
1 + u
(1,1)
k
)2 − u(0,2)k u(2,0)k ] et
C[dν, n] = (dν − 1)(dν − 3) . . . (1)
(2n− dν − 1)(2n− dν − 3) . . . (2n− 3)
(2n− 3)(2n− 5) . . . (1)
(2n− 2)(2n− 4) . . . (2) . (E.38)
Avec ces de´finitions, la de´rive´e de la fonction seuil L par rapport a` un champ est
simplement lie´e par une relation de re´currence a` d’autres fonctions L selon :
∂
∂wi
L(m,n, dy, dν) = m
( ∂
∂wi
u
(1,1)
k
)
L(m−1, n, dy, dν)−2n
( ∂
∂wi
u
(1,1)
k
)
L(m+1, n+1, dy, dν)
+ n
( ∂
∂wi
u
(0,2)
k u
(2,0)
k
)
L(m,n + 1, dy, dν). (E.39)
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Re´sume´ :
Cette the`se propose une approche, par les me´thodes du groupe de renormalisation
non perturbatif, des phe´nome`nes critiques dans les syste`mes hors de l’e´quilibre. Ce
travail se scinde en deux parties. La premie`re pre´sente une analyse me´thodologique
des proprie´te´s de convergence et de pre´cision des approximations les plus couram-
ment utilise´es dans ce formalisme : le de´veloppement en de´rive´es et le de´veloppement
en champ. La seconde partie est consacre´e a` l’exploration des processus de re´action-
diffusion. D’une part, est apporte´e la premie`re de´termination analytique en toute di-
mension des exposants critiques (universels) caracte´risant la classe d’universalite´ de la
percolation dirige´e. D’autre part, le diagramme de phase complet des marches ale´atoires
avec branchement et annihilation impaires est e´tabli et confirme´ par des simulations
nume´riques. Cette analyse re´ve`le des effets non perturbatifs qui modifient qualitati-
vement les proprie´te´s (non universelles) commune´ment admises de ce diagramme —
issues des the´ories de perturbation.
Summary :
This thesis broaches the study of critical phenomena in non-equilibrium systems
using non-perturbative renormalisation group methods. This work is divided into two
parts. The first one presents a methodological analysis of the convergence and accuracy
properties of the two currently implemented approximation schemes : the derivative
expansion and the field expansion. The second one is devoted to the investigation of
reaction-diffusion processes. On the one hand, the first analytical determination in
all dimensions of the (universal) critical exponents describing the directed percolation
universality class is provided. On the other hand, the complete phase diagram of odd
branching and annihilating random walks is established and supported by numerical
simulations. This analysis unveils non-perturbative effects that qualitatively alter the
commonly assumed (non universal) properties of this diagram — ensuing from pertur-
bation theories.
Mots-cle´ :
groupe de renormalisation non perturbatif – de´veloppement de´rivatif –
phe´nome`nes critiques – transitions de phase – syste`mes hors de l’e´quilibre –
processus de re´action-diffusion – percolation dirige´e – marches ale´atoires avec branche-
ment et annihilation.
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