INTRODUCTION
Bifurcation phenomena arise in many parts of mathematical physics and an understanding of their nature is of practical as well as theoretical importance. This paper develops the theory of "bifurcation at a simple eigenvalue," which has received much attention in the literature, in a quite general setting. Many papers (e.g., [2, 3, 5, 6, 8, 121) have recently appeared which contain and use special cases of our results. It is our hope that by collecting the most important facts concerning bifurcation at a simple eigenvalue in one place, establishing them in a generality sufficient to lay bare the essential features of the problem, and offering a sufficient spectrum of examples, we will help to eliminate this duplication of effort and set straight a few misconceptions.
We turn now to a more precise description of our work. Let Wand Y be real Banach spaces, 9 an open subset of Wand G : Q --t Y be a continuous map. Suppose there is a simple arc C in 52 given by c = {w(t) : t EI), where I is an interval, such that G(W) = 0 for w E C. If there is a number T E I such that every neighborhood of W(T) contains zeros of G not lying on C, then W(T) is called a bifurcation point for the equation G(w) = 0 with respect to the curve C. In many situations W is of the form R x X, where X is a real Banach space and C = {(A, 0) 1 h E R, 0 E X>. The basic problem of bifurcation theory is that of finding the bifurcation points for G = 0 with respect to C and studying the structure of G-l(O) near such points. In the special case W = R x X above, it is easily shown that if G,(h, 0), the Frechet derivative of the map x ---f G(h, x) at (A, 0), is an isomorphism of X onto Y, then (A, 0) is not a bifurcation point. Under further restrictions, e.g., X = Y, G(X, x) = Bx -Ax + H(x) + R(h, x), B is linear, H is homogeneous of some order, R is a small remainder, G,(X, , 0) = B -h,l has zero as a simple eigenvalue, the range of B -A,1 has codimension 1, and a certain nondegeneracy condition is satisfied, it is known (see, e.g., [7, Theorem 6.121 ) that (A0 , 0) is a bifurcation point and in addition to the line C, the zeros of G near (A,, 0) consist of a continuous curve passing through (A,, 0). One can then ask whether this new curve of solutions can be continued, and whether there are bifurcations (so-called "secondary bifurcations") with respect to it. (Under certain compactness assumptions on G, this bifurcation phenomena is global in a sense. See [9] .) It is our opinion that most of the existing literature places too much emphasis on parameterizing solutions of G = 0 by A. This is far too restrictive, and is mathematically inadequate to handle even the simple situation H = R = 0 above. In line with this is the overemphasis placed on studying G,(X, X) in treating the continuation and secondary bifurcation questions, when in fact G', the entire FrCchet derivative of G, should be of concern.
Our approach treats bifurcation and secondary bifurcation simultaneously. In addition, some standard assumptions are dispensed with and the conclusions usually drawn from these assumptions are shown to be consequences of continuity and the theory of Fredholm operators. The main result is:
Let W, Y be Banach spaces, A2 an open subset of W and G : Sz --f Y be twice continuously difSerentiable. Let w : [-1, l] -+ Q be a simple continuously dzjferentiable arc in Q such that G(w(t)) = 0 fey 1 t 1 < 1. Suppose
is spanned by w'(0) and v, and
Then w(0) is a bifurcation point of G(w) = 0 with respect to C = (w(t) : t E [-I, 11) an d in some neighborhood of w(0) the totality of solutions of G(w) = 0 f orm two continuous curves intersecting only at 4%
Here dim and codim are abbreviations for dimension and codimension, respectively, (the codimension of a subspace 2 of Y is the dimension of Y/Z), and N(T), R(T) denote the null space and range of a linear operator T. G' and G" are the first and second Frechet derivatives of G. Their values are linear operators from W into Y and bilinear operators from W x W into Y, respectively. For example, ~"@4o))(w'(o)~ 1 v is the value of the bilinear operator G"(w(0)) at (w'(O), v) E w x w.
In Section 1 a simple change of variables is used to demonstrate that Theorem 1 is a special case of a more general and explicit result, Theorem 1.7. This latter result is proved, in turn, by an elementary application of the implicit function theorem in conjunction with several estimates. Supplementary results concerning the nature of the bifurcating curve and the behavior of G' along this curve are then obtained. Section 2 is devoted to examples and applications, which range from studying mappings in finite dimensions to boundary-value problems for nonlinear ordinary and partial differential equations. The study of problems involving differential operators is put in our framework by employing the graph topologies, and a useful theorem concerning this setting is established as a simple corollary of the results in Section 1. (During the course of this work we learned of the paper [II] by Recken, in which the graph topology is used in a bifurcation problem.)
THE MAIN RESULTS
We use the notation of Theorem 1 and assume its hypotheses. Let X be a complement of span(w'(0)) in W and consider the map of R x X into IV. Clearly, (1.2) is an isomorphism of R x X onto IV, so (1 .l) defines a Cr diffeomorphism (see [4, Theorem 10.2 .51) of a neighborhood of (0,O) E R x X onto a neighborhood of w(0) E IV. Thus studying the equation
in a neighborhood of (0,O) is Cl q e uivalent to the study of G(w) = 0 near w(0). Observe that since G is twice continuously differentiable and w is once continuously differentiable, F is once continuously differentiable. Moreover, the second-order "mixed partial" derivative F, exists and is continuous, since it involves G" and w', but not w".
At this point we have made two choices in the development, that of z, and X, whose roles warrant clarification. Since N(G'(w(0))) = span{w'(O), V> is two-dimensional, we could have chosen X to contain V. In any case, X will contain a vector of the form ZJ + pw'(O) in N(G'(w(0))). We assumed and will show 
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The right side of (1.6) is in R(G'(w(O))), which is closed (since it is of finite codimension) and the limit as T --+ 0 of the left side is G"(w(O))(w'(O), w'(O)), establishing (1.5). Thus, whatever the initial choice of X and 'u, we may assume, without loss of generality, that u E X. Observe next that F,(O, 0)X = G'(w(O))X = li(G'(w(0))) and
Theorem 1 is therefore an immediate corollary of Theorem 1.7 below, which gives more precise information. With the basic existence and uniqueness Theorems 1 and 1.7 now in hand, we will establish a variety of useful supplementary facts. These results are listed below in the setting of Theorem 1.7. Each statement that follows has a straightforward analog in the setting of Theorem 1. The proofs conclude this section. THEOREM 1.16 . Under the hypotheses of Theorem 1.7 there is a constant 6 > 0 such that F.Jt, 0) is an isomorphism of X onto Y for 0 < ItI <a.
In the setting of Theorem 1, Theorem 1.16 says that G'(w(t)) is onto Y and N(G'(w(t))) = span{&(t)) for 0 < ) t 1 < 6. This will imply THEOREM 1.17. In addition to the assumptions of Theorem 1.7, let + o(t) < R/2 and o(t) < k ) t )/2 for j t 1 < 6, when 6 is sufficiently small, yields Then F, is one-to-one if 0 < / t j < 6, and the proof is complete.
Proof of Theorem 1.17. Let w be the curve in (-a, u) x Y given by w(t) = (p)(t), tx, + t+(t)).
The map F : (-a, a) x V-t Y and curve w satisfy the assumptions on G and w in Theorem 1. By the remark following Theorem 1.16, F'(w(t)) annihilates only w'(t) = (v'(t), 3c0 + t+'(t) + #(t)) and is onto Y if 0 < 1 t 1 < 8. Since and (0, x*) is not a multiple of w'(t) unless x* = 0 or v'(t) = 0, it follows that Fz(w(t)) is an isomorphism of X onto Y if y'(t) # 0 and O<ltl <a.
Proof of Theorem 1.18. Under the regularity assumptions on F in this theorem, the function f of (1.9) has n continuous derivatives with 
. It is often assumed that Xi = Y and that for some p L, -PL, has a bounded (frequently even compact) inverse so that (2.1) can be converted to
where T = L, -pLz. In addition, it may be possible to extend T-IN,, T-INS and T-IL, to all of X by continuity in such a way that (2.1) and (2.2) are equivalent after this extension.
Rather than pursue this approach, we take a different point of view. Let X = D(L,) under the graph topology, i.e.,
II 0% /Ix = II u llXl + II LlU IIY 9 24 E D(L,). (2.3)
We then have the following result: Theorem 1.17 is quite interesting as applied to this example. Moreover, the inadequacy of the "classification diagrams" given in Refs. [2, p. 153; 7, p. 2111, w ere the concern is with parameterizing in h terms of h, is also illustrated.
As our next example, we consider a system of partial differential equations that arises in describing convective phenomena in fluid dynamics. The equations are In addition, we impose periodicity conditions 'p ( Xl + $,x293 > ( = qJ x1,x2 + +,x3 1 = d% 9 x2 9 x3) (2.12) for y = 8, p or p, together with the symmetry conditions for any smooth function y on C with values in R". Here the usual multi-index notation is being employed in writing Da. Let H,r denote the completion of smooth mappings of D into Rz which satisfy (2.12) under the norm I( Ilk of (2.14). H,l is abbreviated to Hk . We will be taking H,,4 as our range space Y, writing elements of I&-,4 as
The setting up of the domain space X requires more care. The conditions (2.1 l), (2.12) and (2.13) will be incorporated in the definition of X, as well as the condition V * i7 = 0. The space Hk,i is the closure in H,, of the set of smooth functions on D satisfying (2.12) and condition (2.13)(i) f or i E (1, 2, 3 Our next application will be to a problem that does not quite fall into the framework of Theorem 2.4, but to which Theorem 1.7 is applicable. This problem was the subject of a recent paper by H. Keller [6] and deals with a situation in which the eigenvalue parameter appears in a nonlinear fashion.
Let Q c Rn be a bounded domain with smooth boundary and for u E C2"(LJ), where the usual multi-index notation is being employed. We assume that the coefficients of L are smooth and for all x G Q and E E R'", where p > 0 is a constant, i.e., L is uniformly elliptic in 8. We further assume L is formally self-adjoint and is self-adjoint with respect to the elliptic boundary conditions Bju = 0, 1 <i < m -1, (see [l] ).
Consider the nonlinear eigenvalue problem where h depends on u and its derivatives up to order 2m. The problem (2.16) is treated in [6] for the case h = 0 and under several technical assumptions, some of which we will not need here. Sufficient conditions on g, h for our purposes are described below. For g(X, X, u), we require (i) g is three times continuously differentiable The conditions (2.17) on g are more than sufficient for our purposes and are stronger than those required in [6] . However, it should be noted that the arguments of [6] are not complete. In the paragraph following equation (3.76) of [6] , a compactness theorem of [l] is invoked and not all the hypotheses of this theorem are verified in [6] . The small gap may easily be closed upon assuming more regularity for g.
For 01 E (0, 1) let C"+"(a) denote the set of k-times continuously differentiable functions on Q whose K-th order derivatives are Holder and this condition is implied by the more stringent requirement (2.12) of [6] . A simple sufficient condition for (2.20) to hold is that ~og,,(~o , x, 0) + gtG0 > *, 0) I== 0 for xEQ.
Under these assumptions, Theorem 1.7 applies directly to yield a unique curve of solutions crossing the curve (h, 0) at (h, , 0), generalizing the main result of [6] . If we take (u E X : Jr, uy,, dx = 0} as the 2 of Theorem 1.7, our solutions are parameterized in the same fashion as in [6] , and formula (l.lOb) of [6] is just Theorem 1.18 in this special case.
Our last examples will use Theorem 1 directly, rather than (ii)
There is exactly one function u : U -+ V satisfying f (x, u(x)) = 0 for x E u.
(iii) The mapping u of (ii) is continuous. If, moreover, the mapping f is k-times continuously da.eerentiable on A, then (iii) above may be replaced by (iv) u is k-times continuously dzpeerentiable.
