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Abstract
This paper proposes an algorithm for real-time learning
without explicit feedback. The algorithm combines the ideas
of semi-supervised learning on graphs and online learning.
In particular, it iteratively builds a graphical representation
of its world and updates it with observed examples. Labeled
examples constitute the initial bias of the algorithm and are
provided offline, and a stream of unlabeled examples is col-
lected online to update this bias. We motivate the algorithm,
discuss how to implement it efficiently, prove a regret bound
on the quality of its solutions, and apply it to the problem of
real-time face recognition. Our recognizer runs in real time,
and achieves superior precision and recall on 3 challenging
video datasets.
1. Introduction
Semi-supervised learning is a field of machine learning
that studies learning from both labeled and unlabeled exam-
ples. This learning paradigm is extremely useful for solving
real-world problems, where data are often abundant but the
resources to label them are limited. Therefore, it is not sur-
prising that many semi-supervised learning algorithms have
been proposed recently [15]. One of the most popular meth-
ods is to compute the harmonic function solution on the data
adjacency graph [16], and use it to infer labels of unlabeled
examples.
This paper investigates an online learning formulation of
this problem. In particular, learning is viewed as a repeating
game against a potentially adversarial nature. At each step t
of this game, we observe an example xt and then predict its
label yˆt. The challenge of the game is that we rarely observe
the true label yt. Thus, if we want to adapt to changes in the
environment, we have to rely on indirect forms of feedback,
such as the manifold of data. In this work, we track the data
adjacency graph and infer labels of unlabeled data based on
the harmonic function solution on this graph. Our approach
has several favorable properties. First, it retains the random
walk interpretation of the harmonic function solution. Thus,
it generalizes beyond binary classification and is also robust
to outliers. Second, the quality of our solutions is bounded.
Finally, we track the manifold of data and therefore, we can
adapt to changing data over time.
Our paradigm is suitable for designing adaptive machine
learning algorithms. Labeled examples constitute the initial
bias and are provided offline, and a stream of unlabeled data
is gathered online to update the bias. Despite the impact that
this paradigm may have on building learning algorithms for
real-world problems, little work has been done on this topic
[2, 6, 7].
To illustrate and validate our ideas, we focus on the prob-
lem of adaptive face recognition. Our objective is to build a
high-quality face recognizer from streams of unlabeled data
and a small set of labeled faces. Although we achieve supe-
rior results, note that our main objective is not a comparison
to other face recognizers. Rather, we wanted to demonstrate
the value of unlabeled data in this domain.
The paper has the following structure. In Section 2, we
review the harmonic function solution [16] and discuss how
to use it for face recognition. In Section 3, we introduce our
learning algorithm, discuss its efficient implementation, and
analyze it. In Section 4, our method is empirically evaluated
on three datasets. A comparison to the existing work is done
in Section 5.
The following notation is used in the paper. The symbols
xi and yi denote the i-th example and its label, respectively.
The examples xi are divided into labeled and unlabeled sets,
l and u, and labels yi∈{−1, 1} are observed for the labeled
data only.1 The cardinality of the labeled and unlabeled sets
is nl = |l| and nu = |u|, respectively, and the total number
of training examples is n = nl + nu.
2. Semi-supervised face recognition
This section has two parts. First, we review the harmonic
function solution of Zhu et al. [16] and show how to regular-
ize it to control the extrapolation to unlabeled data. Second,
we discuss how semi-supervised learning on a graph can be
applied to face recognition.
2.1. Harmonic function solution
A standard approach to learning on partially labeled data
is to minimize the quadratic objective function [16]:
min
`∈Rn
`TL` s.t. `i = yi for all i ∈ l; (1)
where ` denotes the vector of predictions, L = D −W is
the Laplacian of the data adjacency graph, which is repre-
sented by a matrix W of pairwise similarities wij , and D is
a diagonal matrix whose entries are given by di =
∑
j wij .
This problem has a closed-form solution:
`u = (Duu −Wuu)−1Wul`l, (2)
which satisfies the harmonic property `i = 1di
∑
j∼i wij`j ,
and therefore is commonly known as the harmonic function
solution. Since the solution can be also computed as:
`u = (I − Puu)−1Pul`l, (3)
it can be viewed as a product of a random walk on the graph
W with the transition matrix P = D−1W . The probability
of moving between two arbitrary vertices i and j is wij/di,
and the walk terminates when the reached vertex is labeled.
Each element of the solution is given by:
`i = (I − Puu)−1iu Pul`l
=
∑
j:yj=1
(I − Puu)−1iu Puj︸ ︷︷ ︸
p1i
−
∑
j:yj=−1
(I − Puu)−1iu Puj︸ ︷︷ ︸
p−1i
= p1i − p−1i , (4)
where p1i and p
−1
i are probabilities by which the walk start-
ing from the vertex i ends at vertices with labels 1 and −1,
respectively. Therefore, when `i is rewritten as |`i| sgn(`i),
|`i| can be interpreted as a confidence of assigning the label
sgn(`i) to the vertex i. The maximum value of |`i| is 1, and
it is achieved when either p1i = 1 or p
−1
i = 1. The closer
the confidence |`i| to 0, the closer the probabilities p1i and
p−1i to 0.5, and the more uncertain the label sgn(`i).
1For simplicity of exposition, we assume that the label yi is binary. Our
ideas straightforwardly generalize to multi-class classification [3].
To control the amount of extrapolation to unlabeled data,
we regularize the LaplacianL asL+γgI , where γg is a non-
negative scalar and I is the identity matrix. Similarly to the
problem (1), the corresponding harmonic function solution:
min
`∈Rn
`T(L+ γgI)` s.t. `i = yi for all i ∈ l (5)
can be computed in a closed form:
`u = (Luu + γgI)
−1Wul`l. (6)
It can be also interpreted as a random walk on the graph W
with an extra sink. At each step, this walk may terminate at
the sink with probability γg/(di + γg). Thus, the parameter
γg essentially controls how the confidence of labeling unla-
beled examples drops with the number of hops from labeled
examples.
When γg = 0, the regularized solution (5) turns into the
ordinary harmonic function solution (1). When γg=∞, the
confidence of labeling unlabeled vertices decreases to zero.
Finally, note that our regularization corresponds to increas-
ing all eigenvalues of the Laplacian L by γg . In Section 3.2,
we use this property to bound the regret of our solutions.
2.2. Face recognition
Face recognition can be formulated as a semi-supervised
learning problem on the data adjacency graph (Section 2.1).
The vertices of the graph are faces, the weights on its edges
reflect the similarity of the faces, and the harmonic function
solution on the graph yields the identity of the faces.
In our paper, the similarity of faces is computed aswij =
exp
[
−d2(xi,xj)2σ2
]
, where σ is a heat parameter and d(xi,xj)
is the distance of the faces in the feature space. The distance
is given by:
d(xi,xj) = min

‖xi − xj‖2,ψ ,
‖(xi − x¯i)− (xj − x¯j)‖2,ψ ,
‖xi/x¯i − xj/x¯j‖2,ψ
 , (7)
where xi and xj are pixel intensities in 96×96 face images,
x¯i and x¯j are mean values of the intensities, and ‖·‖2,ψ is a
weighted L2-norm that gives higher weights to pixels in the
centers of the images. At a high level, the function d(xi,xj)
measures the distance of two raw images, and corrects it for
additive and multiplicative light. Undoubtedly, this distance
function is very simple. Yet, it yields extremely good results
in all of our experiments (Section 4) and is likely to perform
well on popular vision datasets [11].
The heat parameter is set as σ = 0.025. For this setting,
the similarity of any two different faces from the SZSL sub-
set of the MPLab GENKI database [12] is at most 10−6. To
make the graphW sparse, we turn it into an ε-neighborhood
graph. In particular, we setwij to 0 wheneverwij < ε. As a
result of this transformation, some faces may be completely
disconnected from the rest of the graph. Note that the regu-
larized harmonic function solution on these faces is 0. Thus,
there is no preference for their labels and may treat the faces
as outliers. In addition, we may also refrain from predicting
their labels.
In the experimental section, we vary ε and study its effect
on the precision and recall of our learner. For simplicity, we
set the regularization parameter γg as γg = 10ε. Intuitively,
the more we extrapolate to unlabeled examples, the lower is
the penalty γg for this extrapolation.
3. Online harmonic function solution
The regularized harmonic function solution (Section 2.1)
is an offline learning algorithm. A trivial way of making the
algorithm online is to maintain the complete data adjacency
graph up to each time step t and then use it to infer the label
of the most recent example xt. This solution is not practical
because its time complexity grows with time t and is O(t3).
3.1. Quantization
To address the problem, we employ data quantization [8]
and maintain a compact representation of the complete data
adjacency graph. Before we discuss details of our approach,
we show that if the complete graph W˜t up to time t involves
identical vertices, the harmonic function solution on W˜t can
be computed compactly on a smaller graph. Since nu  nl,
we mainly focus on the quantization of unlabeled examples.
Proposition 1. LetW be a graph, which is derived from the
graph W˜ by deleting all but a single instance of all identical
vertices. Moreover, let:
Wˆ = VWV
be a matrix, whose rows and columns are multiplied by the
corresponding number of identical vertices v in W˜ , and V
be a diagonal matrix such that Vii = vi. Then the harmonic
function solution (5) on W˜ can be computed compactly as:
ˆ`
u = (Lˆuu + γgV )
−1Wˆul`l,
where Lˆ is the Laplacian of Wˆ .
Proof: Our proof is based on the electric circuit interpreta-
tion of a random walk [16]. More specifically, we show that
W˜ and Wˆ represent identical electric circuits and therefore,
their harmonic function solutions are the same.
In the electric circuit formulation of W˜ , the edges of the
graph are resistors with the conductance w˜ij . If two vertices
i and j are identical, then w˜ij = 1 and they can be viewed as
resistors in parallel. The total capacitance of two resistors in
parallel is equal to the sum of their capacitances. Therefore,
the two resistors can be replaced by a single resistor with the
capacitance of the sum. A repetitive application of this rule
yields Wˆ = VWV .
In Section 2.1, we showed that the regularized harmonic
function solution can be interpreted as having an extra sink
Inputs:
an unlabeled example xt
a set of representative vertices Ct−1
vertex multiplicities vt−1
Algorithm:
if (|Ct−1| = ng + 1)
R = 2R
greedily repartition Ct−1 into Ct such that:
no two vertices in Ct are closer than R
for any ci ∈ Ct−1 exists cj ∈ Ct such that d(ci, cj) < R
update vt to reflect the new partitioning
else
Ct = Ct−1
vt = vt−1
if xt is closer than R to any ci ∈ Ct
vt(i) = vt(i) + 1
else
vt(|Ct|+ 1) = 1
add xt to the position (|Ct|+ 1) in Ct
build a similarity matrix Wt over the vertices Ct
build a matrix Vt whose diagonal elements are vt
Wˆt = VtWtVt
compute the Laplacian Lˆ of the graph Wˆt
infer labels on the graph:
ˆ`[t] = argmin
`
`T(Lˆ+ γgVt)`
s.t. `i = yi for all labeled examples up to time t
make a prediction yˆt = sgn(ˆ`t[t])
Outputs:
a prediction yˆt
a set of representative vertices Ct
vertex multiplicities vt
Figure 1. Computation of the online harmonic function solution at
time t. The main parameter of the method is the maximum number
of representative vertices ng .
in a graph. Therefore, when two vertices i and j are merged,
we also need to sum up their sinks. A repetitive application
of this rule yields the term γgV in our closed-form solution.
Proposition 1 implies that the harmonic function solution
on a graph with at most ng distinct vertices can be computed
in O(n3g) time steps. The time complexity of this computa-
tion is independent of t. Therefore, a data adjacency graph
Wt with a fixed number of representative vertices ng seems
to be a perfect compact representation of W˜t. The graph can
be updated on-the-fly and incrementally using the doubling
algorithm of Charikar et al. [5].
The doubling algorithm maintains a set of representative
vertices Ct = {c1, c2, . . . } such that the distance between
any two vertices inCt is at leastR. When a new example xt
appears and its distance from any ci ∈ Ct is less thanR, the
example is merged with ci. When the distance of xt from all
Dataset V1
Dataset V2
Dataset VO
Figure 2. Snapshots from the datasets V1, V2, and VO.
 
V1 VO 
Figure 3. Labeled faces in the datasets V1 and VO.
ci ∈ Ct is at least R, xt is added to the set of representative
verticesCt. Finally, when |Ct|>ng , the scalarR is doubled
and Ct is greedily repartitioned such that no two vertices in
Ct are closer than R.
The advantage of these updates is that they provide guar-
antees on the quality of our approximation. In particular, at
any point in time t, the distance of any example xj from its
representative vertex ci is at most than 2R [5].
3.2. Theoretical analysis
The error in the predictions of our learner (Figure 1) can
be decomposed into 3 error terms and bounded. The proofs
of the bounds are out of the scope of this work and therefore,
we only outline them.
In the rest of the section, we use `∗, ˜`[t], and ˆ`[t] to refer
to the harmonic function solutions on the full data adjacency
graphW , its observed portion up to time t, and its quantized
approximation, respectively; and `∗t , ˜`t[t], and ˆ`t[t] refer to
the corresponding solution on the vertex xt. Our analysis is
based on the observation that we solve a regression problem
where the goal is to minimize the error
∑
t(
ˆ`
t[t]−yt)2. This
error can be rewritten as a sum of 3 terms:
1
n
∑
t
(ˆ`t[t]− yt)2 ≤ 9
2n
∑
t
(`∗t − yt)2+
9
2n
∑
t
(˜`t[t]− `∗t )2+
9
2n
∑
t
(ˆ`t[t]− ˜`t[t])2, (8)
which represent the errors due to the harmonic function so-
lution, online learning, and data quantization. The first term
9
2n
∑
t(`
∗
t −yt)2 can be decomposed into the empirical risk
on labeled vertices and another error, which decreases at the
rate ofO(n−
1
2
l ) when γg = Ω(n
3
2
l ) [9]. In a similar fashion,
the other terms 92n
∑
t(
˜`
t[t]−`∗t )2 and 92n
∑
t(
ˆ`
t[t]− ˜`t[t])2
can be bounded on the order ofO(n−
1
2 ) when γg = Ω(n
1
4 ).
Since n nl, we choose γg=Ω(n 14 ) and get the following
regret bound:
1
n
∑
t
(ˆ`t[t]− yt)2 ≤ 9
2nl
∑
i∈l
(`∗i − yi)2 +O(n−
1
2 ). (9)
This bound can be interpreted as follows. When our learner
is regularized enough, its per-step regret decreases over time
at the rate of O(n−
1
2 ).
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Figure 4. Comparison of 3 face recognizers on the datasets V1, V2, and VO. The recognizers are trained by a NN classifier (gray lines with
circles), online semi-supervised boosting (thin gray lines), and our learner (black lines with diamonds). The plots are generated by varying
the radius of our ε neighborhoods (Section 2.2). From left to right, the points on the plots correspond to decreasing values of ε. The boosted
solutions are learned from 500 weak learners, which uniformly cover the whole dataset VO (solid line), and its first and last quarters (dashed
line).
3.3. Outliers
Our online learner (Figure 1) is not very robust to outliers
because it always predicts. To make the learner more robust,
we alter it in two ways. First, when ˆ`t[t] = 0, which means
that the vertex xt is an outlier (Section 2.2), we refrain from
predicting. Second, when the vertex is an outlier, we ignore
it when updating the set of representative vertices. This rule
can be viewed as representing all outliers by a single vertex,
which has zero impact on the harmonic function solution on
Wˆt.
4. Experiments
The experimental section is divided into three parts. The
first part evaluates our learner on an 8-way face recognition
problem. The learner is also compared to a nearest-neighbor
classifier, which is trained offline on labeled examples. The
second part demonstrates that our learner can partially adapt
to sudden changes in the environment, such as varying light
conditions. At the same time, the learner seems to be robust
to outliers and outperforms online semi-supervised boosting
[7]. Finally, we study the tradeoff between the quality of our
solutions and the number of representative vertices ng .
In the first two experiments, our online learner (Figure 1)
maintains ng = 500 representative vertices, and we vary the
radius of our ε neighborhoods (Section 2.2) to get predictors
with varying precision and recall. In the last experiment, we
fix ε and vary the number of representative vertices ng .
4.1. Datasets
To evaluate our algorithm, we collected 3 video datasets:
V1, V2, and VO (Figure 2). The datasets V1 and V2 involve
8 people who walk in front of two cameras and make funny
faces. The cameras are two meters apart and slightly rotated
with respect to each other. When the face of a person shows
up on the first camera for the first time, we label four frontal
faces of the person (Figure 3). We do not label any face that
was captured by the second camera.
The dataset VO involves a single participant whose faces
are captured at different locations, such as a cubicle, the cor-
ner with a couch, and a conference room. Only the first four
faces of the person are labeled (Figure 3), and our main goal
is to learn a good face recognizer at all locations. To test the
sensitivity of the recognizer to false positives, we appended
our dataset by faces from the MPLab GENKI database [12].
An ideal recognizer would always recognize our participant
but never extrapolate to any of the appended faces.
In all experiments, faces are detected by OpenCV, turned
into grayscale, smoothed out, and their histogram is normal-
ized. The quality of face recognition algorithms is measured
by their precision and recall. The statistics are computed per
frame. If a face recognizer makes multiple different predic-
tions on a single frame, the per-frame prediction is automat-
ically incorrect. This evaluation methodology is suitable for
our problem since our videos mostly involve one larger face
at a time (Figure 2) and none of the faces in the background
are detected.
4.2. Face recognition
In the first experiment (Figure 4), we evaluate our learner
(Figure 1) on the datasets V1 and V2. On both datasets, the
learner can achieve 95 percent precision at 90 percent recall
levels. This operating point corresponds to ε = 10−8. Gen-
erally, as ε decreases, the recall of our learner increases and
its precision goes down. Finally, since no face in the dataset
V2 is labeled, our results on this dataset are especially good.
In fact, we may conclude that our learner is able to bootstrap
from labeled data in a different dataset. We elaborate on this
idea in Section 4.3.
Figure 4 also compares our online learner to the nearest-
neighbor (NN) classifier on labeled faces:
yˆnnt = arg max
c
∑
i∈l
1{yi = c}1{wit ≥ ε}wit, (10)
where 1{·} is an indicator function. At the same recall lev-
els, the precision of the learner is typically 10 percent higher
than the precision of the NN classifier. This improvement is
due to tracking the manifold of data.
4.3. Sudden changes in the environment
In the second experiment (Figure 4), we demonstrate that
our online learner (Figure 1) adapts to sudden changes in the
environment, such as varying light conditions and locations.
This experiment is performed on the dataset VO, where our
participant changes 3 locations and is viewed from 8 camera
positions. The online learner achieves 100 percent precision
and 95 percent recall. Since a half of the dataset VO consists
of images of other people, we may conclude that our learner
is capable of adapting to sudden changes in the environment
without extrapolating too far to outliers.
Similarly to Section 4.2, our learner performs better than
the NN classifier. Moreover, we compare our learner to on-
line semi-supervised boosting [7], which is a state-of-the-art
method for online semi-supervised learning. To allow for a
fair comparison, we modify the method as follows. First, all
weak learners are of the nearest-neighbor form:
hi(xt) = 1{wit ≥ ε} , (11)
where ε is the radius of the neighborhood. Second, the class
of outliers is modeled implicitly. Particularly, the goal of the
new algorithm is to learn a predictorH(xt) =
∑
i αihi(xt)
such that H(xt) = 0 for outliers and H(xt) > 0 otherwise.
Figure 4 shows that online semi-supervised boosting per-
forms as well as our method when given a good set of weak
learners. However, future data are rarely known in advance
and when the learners hi(xt) cover only a part of the dataset
VO, the quality of the boosted results degrades significantly
(Figure 4). In comparison, our online learner always adapts
its representation of the world. How to incorporate a similar
step in online semi-supervised boosting is not obvious.
4.4. Size of data adjacency graphs
In the last experiment (Figure 5), we evaluate the perfor-
mance of our learner (Figure 1) when varying the number of
representative vertices ng . The radius of the ε neighborhood
(Section 2.2) is ε=10−5. This setting is pretty conservative.
Thus, our learner always achieves 100 percent precision and
we measure the quality of its solutions using recall.
Our results reveal two trends. First, the computation time
of our learner grows superlinearly with ng . This is expected
since the computation of the harmonic function solution on
Wˆt (Figure 1) takes O(n3g) time steps. Second, the recall of
the learner improves as ng increases. Note that most of this
improvement is a result of tracking the first 200 representa-
tive vertices.
Finally, note that our face recognizer can run in real time.
In particular, even when ng = 500, the recognizer processes
about 7 frames per second on average.
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Figure 5. Recall (gray line) and per-frame computation time (black
line) of our learner as a function of the maximum graph size ng .
5. Existing work
In this section, we compare our work to the existing work
on online semi-supervised learning and face recognition.
5.1. Online semi-supervised learning
Online learning from partially labeled data should be of a
great interest to both machine learning and computer vision
communities. Unfortunately, very little work has been done
on this topic [2, 6, 7]. Online semi-supervised boosting and
online manifold regularization of SVMs are two notable ex-
amples of recently proposed algorithms.
Online manifold regularization of SVMs [6] is an online
learning algorithm for manifold regularization of SVMs [4].
The algorithm learns max-margin classifiers, which are reg-
ularized by the data adjacency graph. This graph serves the
same purpose as the graph maintained by our online learner
(Section 3). Therefore, when online manifold regularization
is parameterized properly, it may produce the same result as
our method. Despite this similarity, our solution has several
advantages. First, its parameter space is smaller because we
do not learn an additional decision boundary over the graph.
Second, the quality of our solution is bounded (Section 3.2).
Finally, the solution generalizes to multi-class classification
[3] and is robust to outliers.
Online semi-supervised boosting [7] is an online version
of boosting, where unlabeled examples are labeled greedily
using the data adjacency graph. The method learns a binary
classifier, where one of the classes tracks the object of inter-
est and the other one models everything else. This classifier
is a linear combination of weak learners, which are specified
in advance. A good set of the learners is typically unknown
in advance and thus, this is a major weakness of the method.
In contrast, our solution tracks the manifold of data, and can
discover and adapt to non-linear patterns in real time.
5.2. Face recognition
The problem of face recognition has been studied exten-
sively by the computer vision community [13]. Most of this
research focused on finding better face recognition features.
These features can be combined with the temporal model of
the environment [1, 10, 14] and used for face recognition on
videos.
In comparison to this work, we use neither sophisticated
features nor temporal models. Our model of human faces is
a data adjacency graph, which is built over time by tracking
the manifold of data in a sequence of videos. The advantage
of our approach is that it learns automatically with very little
human feedback. On the other hand, since we do not model
the environment, we need to be careful when generalizing to
new data points. Finally, note that our data adjacency graph
can be defined over more complex features than the ones in
Section 2.2. Therefore, our method is essentially orthogonal
to finding a better set of face recognition features.
6. Conclusions
In this work, we study a novel algorithm for online semi-
supervised learning. The method iteratively builds a graphi-
cal representation of the world and updates it using a stream
of unlabeled examples. This framework is extremely useful
for designing adaptive learning algorithms and we illustrate
it by building a highly accurate face recognizer from simple
features.
In our future work, we want to apply our online learner to
other domains, where streams of unlabeled data are handily
available, such as object recognition. In addition, we would
like to enhance our adaptive face recognizer with more com-
plex features, such as Haar-like features. Finally, one of our
main future goals is to develop online graph-based learning
algorithms, which are significantly faster than the harmonic
function solution.
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