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Abstract
The wide variety of phase behavior associated with polymer mixtures and block
polymers enables unprecedented opportunities in developing novel polymeric materials
with desired properties. However, the molecular design space of multi-component poly-
mer systems is now so vast that guidance from theory and modeling is essential. The
greatest challenge of predictive materials design is the lack of accurate and precise sim-
ulation methods in computing the phase diagram of polymer systems, due primarily to
difficulties in (i) transferring polymer molecules between condensed phases and (ii) the
sensitivity of phase diagram with respect to the interaction parameters used in the simu-
lations. The overarching goal of this thesis is to address the above two problems. In this
thesis, advanced sampling techniques of Monte Carlo simulations and accurate molecular
models were developed to allow for the accurate and precise calculation of the mixing
thermodynamics for binary mixtures. Furthermore, a case study of predictive materials
design is presented, where molecular dynamics simulations were employed to explore the
phase diagram of block oligomers with various chain lengths, volume fractions, and chain
architectures, and thus, to guide the experimental synthesis for molecules with desired
microphase morphologies. The work in this thesis lays a solid foundation for predictive
materials discoveries using molecular simulations.
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Chapter 1
Introduction
1.1 Motivation
Polymeric materials consisting of mostly homopolymers (e.g., polyethylene, polypropy-
lene, and polyvinylchloride) have occupied the majority of the plastics industry [1].
However, growing use of polymer blends and block polymers provides tremendous op-
portunities in enhancing materials properties (e.g., mechanical, optical, and electrical
properties) of these commodity plastics that are beyond the reach of homopolymers
[2, 3]. One key feature of such multi-component polymeric materials is that they can
form a wide variety of phases (bicontinuous phase, lamallae, hexagonally-packed cylin-
ders, etc.), with each phase having unique microstructures, and thus, exhibiting dif-
ferent materials properties [4]. This structure-property relationship allows for rational
design of multi-component polymeric materials towards desired properties. For example,
copolymers that microphase separate into percolating channels were employed in lithium
ion batteries to facilitate ion transport while maintaining robust mechanical stabilities
[5, 6, 7]. Similarly, use of cocontinuous polymer blends was demonstrated as an effec-
tive approach to increase the ionic conductivity and rheological properties of polymer
1
2composites [8, 9, 10]. Non-percolating phases, such as micelles, on the other hand, are
desirable for applications including plastics toughening [11, 12, 13, 14], lubricant viscos-
ity modifiers [15], drug delivery [16, 17, 18], and filtration membranes [19, 20]. Periodic
morphologies such as lamellae and hexagonally-packed cylinders formed from directed
self-assembly of block polymers are under development as next-generation microelectron-
ics and data storage devices [21, 22]. These examples have demonstrated opportunities of
utilizing the diverse phase behavior of polymer blends and block polymers for developing
new materials.
Despite these advantages, the use of polymer blends and block polymers also sig-
nificantly increases the design space of polymeric materials, since the number of poly-
meric molecules consisting of certain types of repeat units increases exponentially when
more components are introduced (illustrated as “exponential combinatorial explosion”
by Bates et al. [23]). Therefore, predictive modeling is essential to guide the design
of multi-component polymeric materials. The modeling efforts can effectively narrow
down the choice of candidate molecules for target applications. In addition, molecular
level insight gained from theory and modeling can greatly promote the understanding of
the underlying mechanism associated with the phase behavior, and thus, elucidate the
structure-property relationship.
The mainstream of thermodynamic treatments for polymer mixtures is based on the
Flory–Huggins (FH) theory [24, 25]. From FH theory, a phase transition is thermody-
namically driven by χ, the degree of interactions between unlike segments. While FH
theory is useful in correlating experimental measurements, the real systems often ex-
hibit deviations from the predictions of FH theory. For example, Krishnamoorti et al.
[26] systematically investigated the mixing thermodynamics of binary polyolefin blends
using small-angle neutron scattering. They found that about 20% of the mixtures do
not conform to the FH theory, and polyolefin blends containing poly(isobutylene) even
3exhibit lower critical solution temperature behavior, which is opposite to the FH theory
prediction [27]. In addition, the compositional and molecular weight dependence of χ
is neglected in the thermodynamic model, while many experimental [28, 29, 30, 31] and
theoretical [32, 33] studies have demonstrated otherwise.
The origin of such deviation is the idealized thermodynamic treatment used in the FH
theory (e.g., the mean-field assumption). These nonidealities are often lumped into the
adjustable parameter in the FH theory, χ, during the correlation of experimental data.
As a consequence, χ does not solely reflect the interactions between unlike segments, but
it also becomes a function of liquid structure, composition, and chain length [34, 35].
This phenomenological treatment of χ makes it extremely challenging to predict χ from
molecular structures, and thus, significantly undermines the predictive utility of the FH
theory.
Such deficiencies of the existing theories motivate efforts on the theoretical front to
quantitatively predict how molecular level interactions influence mixing thermodynam-
ics. Graessley and co-workers used equation-of-state modeling to correlate the mixing
behavior of polyolefin blends from small-angle neutron scattering [36, 26]. Bates et al.
incorporated the mismatch in persistence lengths of two components into the FH theory
[37, 38]. Similarly, both the polymer reference interaction site model (PRISM) devel-
oped by Schweizer and co-workers [39, 40] and the lattice cluster theory by Freed et al.
[41, 42] considered the difference in local packing for two components in their models.
Lipson et al. used locally correlated lattice models and concluded that mismatches in
cohesive energy densities and free volumes can be used to compute χ [43]. Despite this
progress, one key unsolved challenge is that many parameters used in the above theories
are obtained from experimental measurements [43] rather than from first-principle cal-
culations. This drawback limits these theories from exploring the phase behavior that
4involves new polymer molecules that have not yet been synthesized, and thus, from ad-
dressing the “exponential combinatorial explosion” challenge for the development of new
polymeric materials.
Molecular simulations have much to offer in providing predictive capabilities for poly-
meric materials design. Monte Carlo (MC) and molecular dynamics (MD) simulations,
two major categories of simulation techniques, are extensively used to sample the config-
urational phase space of polymer systems and compute their structural, thermodynamic,
and transport properties [44]. In the simulations, one or several atoms are represented
by one pseudo-atom, and the interactions between pseudo-atoms (i.e., the force field)
is “calibrated” to either quantum mechanical or experimental data. The transferability
of the force field parameters minimizes the size of the training set and guanrantees the
predictive capability of the simulations. Furthermore, molecular simulations can also ac-
cess molecular level information that is difficult to extract from experiments, such as the
chain conformation of polymers and the local packing structure. These data can provide
valuable insight into the mechanistic investigation of the phase behavior for polymeric
mixtures and block polymers.
Despite its potential usefulness, the shadow over the predictive design of polymeric
materials using molecular simulations is the lack of accurate and precise simulation
methods as well as accurate molecular models in computing the phase diagram of multi-
component polymer systems. The first challenge is to transfer polymeric molecules
between condensed phases, which is needed in computing the chemical potential of poly-
mers or directly calculating the phase diagram [45]. The acceptance of such molecular
transfer is nearly zero for long-chain molecules using conventionally insertion methods
[45]. Therefore, many simulation studies used indirect methods to compute χ, which re-
lied on theoretical frameworks to interpret the simulation data. For example, a method
analogous to neutron scattering experiment was developed [46, 47], where the structure
5factor is computed from MD simulations of miscible binary blends, and then, the random
phase approximation (RPA) [48] is applied to extract χ. This method was extensively
used to calculate χ for polyolefin mixtures [49, 50, 51]. However, the main shortcoming
of such method is that the accuracy of the theoretical framework (RPA in this case) is
still a matter of discussion. For instance, Miquelard-Garnier and Roland summarized
the literature data and found some inconsistencies between χ deduced from RPA and
other experimental methods [52].
This barrier prompted numerous attempts to develop enhanced sampling techniques
to enable the transfer of polymeric molecules between condensed phases, and thus, the
accurate and precise calculation of χ. One idea is to bias the selection of candidate sites
during the chain growth towards more energetically favorable positions to increase the
acceptance of molecular transfer [53, 54, 55, 56]. In addition, intermediates or “fractional
components” of the polymer chain are used to divide the insertion of the entire polymer
molecule into several stages and compute the incremental chemical potentials [57, 58,
59, 60, 61, 62, 63]. Other simulation methods such as the connectivity-altering MC move
[64, 65] allow for drastic conformational changes of polymer chains, and thus, significantly
increase the sampling efficiency. Recently, Zhang et al. developed a thermodynamic
integration method to compute χ on the path along which one polymer transforms into
the other [63], which shed light on the potential of computing χ free from the RPA.
The second difficulty associated with predictive modeling of polymer blends and
block polymers is the accuracy of the molecular models. For atomistic level simulations,
the phase diagram of polymer systems (in fact, liquid–liquid phase diagram in general)
is found to be extremely sensitive to force field parameters. A recent simulation of the
alkane/ethanol mixture phase diagram [62] shows that a difference of 1 kJ/mol in the
free energy of mixing, often considered as a “small” deviation in the force field parame-
terization, results in about 50 K overestimation in the critical temperature of the binary
6liquid–liquid phase diagram. The challenge is heightened by the fact that coarse-graining
is sometimes essential to model high molecular weight polymers [66, 67, 68, 69], which is
both a blessing and a curse. On the one hand, the coarse-graining permits modeling of
high molecular weight polymers that is otherwise too computationally expensive using
atomistic simulations. Papakonstantopoulos et al. [70] and Chremos et al. [71] studied
the self-assembly of poly(styrene-b-methyl methacrylate) using coarse-grained molecular
models that represent five to six repeat units by one pseudo-atom. On the other hand,
however, the interactions and structures on the atomistic level are often obscured in the
coarse-grained models. Unfortunately, atomistic level interactions can remarkably affect
the accuracy of the prediction, as it is known that χ is sensitive to these interactions.
In this thesis, the goal is to address the above two challenges by using molecular
simulations with advanced sampling techniques and accurate force fields. I aim to de-
velop state-of-the-art computational methods and molecular models to accurately and
precisely calculate χ and the associated phase behavior of polymer mixtures and block
polymers. Such advances can be applied to achieve the in silico design of polymeric
materials with desired properties and guide the experimental synthesis. In addition, the
structural information from these simulations can significantly enhance the fundamental
understanding of the phase behavior for polymer mixtures and block polymers.
1.2 Thesis Overview
The overarching goal of this thesis is to develop robust computational methods in pre-
dicting the phase behavior of polymer blends and block polymers from their molecular
structures. The simulation methods including Gibbs ensemble Monte Carlo (GEMC)
simulations and MD simulations were employed to study a variety of polymer blends
and block polymers.
7Chapter 2 discusses the development of the simulation method to compute the ther-
modynamic and structural properties associated with the miscibility of binary olefin
oligomer mixtures. GEMC simulations were used to study oligomers representing poly-
(ethylene-alt-propylene), polypropylene and head-to-head polypropylene. The cohesive
energy densities, ΠCED, of different oligomers that are used in estimating the χ of binary
mixtures but are not measurable for polymers, were calculated from simulations. The
extrapolation of simulation data for C5 to C36 oligomers enables the determination of
the ΠCED values of infinite-chain-length polyolefins. The results show remarkably good
agreement with values deduced from neutron scattering experiments on binary poly-
olefin mixtures. Furthermore, the Flory-Huggins χ parameters were computed from the
Monte Carlo simulations free from the RPA. The stabilized irregular mixing behavior
for the binary propylene and head-to-head propylene mixtures is consistent with their
polymeric counterparts. The chain-length insensitivity of the mixing thermodynamics is
rationalized using insights from the structural analysis. Results in this chapter identified
GEMC simulations as a promising route to predict and understand the phase behavior
of polymer mixtures.
Chapter 3 documents results from molecular simulations to understand the molec-
ular weight dependence of the Flory-Huggins χ parameter and the effect of dispersity
on the phase diagram of binary polymer mixtures. The binary mixtures containing
oligomeric poly(ethylene-alt-propylene) (PEP) and poly(ethylene oxide) dimethyl ether
(PEO) were used as the model system. First, χ for PEP/PEO mixtures with various
molecular weights was computed from GEMC simulations. An empirical model with an
adjustable parameter was developed to rationalize the dependence and enable the accu-
rate prediction of χ for PEP/PEO mixtures with arbitrary molecular weights. Second,
the effects of dispersity of PEO on the binary PEP/PEO phase diagram were probed
8from simulations of liquid–liquid phase equilibria. Coexistence curves for mixtures con-
taining PEO with various molecular weight distributions and dispersities but with the
same number average molecular weight were compared and discussed. In addition, the
aggregation behavior and microscopic heterogeneity of the polymer mixture was probed
from structural analysis of simulation trajectories. The results in this chapter allow for
the accurate prediction of (i) χ for polymer mixtures with arbitrary molecular weights
and (ii) the liquid–liquid phase diagram of polydisperse binary polymeric mixtures from
MC simulations.
Chapter 4 presents results from molecular simulations that are used to predictively
design a series of high-χ block oligomers (HCBOs) for self-assembly into microphases
with domain sizes that are as small as 1 nm. MD simulations with atomistic models were
used to explore the HCBOs with a wide range of chain lengths N , volume fractions f ,
and chain branching at three temperatures. Ordered microphases that include lamellae,
perforated lamellae, and hexagonally-packed cylinders were observed from these simula-
tions. The smallest domain periods are 3.0 nm and 2.1 nm for lamellae and cylinders,
respectively, and the smallest size of the polar domains is approximately 1 nm. It is
intriguing that the detailed phase behavior of HCBOs is different from that of their
polymeric counterparts. It is found that the complex phase behavior of HCBOs is a
product of interplay between both “surfactant factors” (such as the head group interac-
tions, chain flexibility, and interfacial curvature) and “block polymer factors” (including
χ, N , and f). The hydrogen bonding and structural analyses from simulation trajec-
tories facilitate the understanding of the phase behavior for HCBOs at the sub-5 nm
length scale, which can potentially aid the design of HCBOs tailored towards particular
desired morphologies.
Chapter 5 describes that use of k-d tree, a data structure to store the coordinates of
the particles in a simulation, can substantially accelerate Monte Carlo simulations for a
9wide range of molecular systems, including polymers. The efficiency enhancements due
to the k-d tree data structure were assessed from MC simulations for various molecules
in different ensembles. A rule of thumb was generalized as to which systems benefit
most from the use of k-d tree, and the rationale for the speed-up was investigated. The
increase in simulation efficiency can boost the throughput of simulation studies and
enable the drive towards the computational screening for materials discovery.
In summary, the work in this thesis has demonstrated that molecular simulation is
a powerful tool in the fast, accurate, and precise determination of the phase diagram of
polymer blends and block polymers, which opens up a new avenue for predictive design
of polymeric materials with tailored properties.
Chapter 2
Molecular Simulation of Olefin
Oligomer Blend Phase Behavior
2.1 Introduction
Saturated hydrocarbon polymers, known as polyolefins, are used in materials that are
of significant commercial importance [1]. Polyolefin blends, similar to alloys, give rise
to novel morphologies and material properties that are often not accessible with pure
polyolefins [2]. These interesting structures and properties are often dictated by the
segment–segment interactions, characterized by the binary interaction parameter, χ.
For a binary mixture, χ is defined in the Flory–Huggins (FH) theory as:
∆Gm
kBT
=
φ1
N1
ln (φ1) +
1− φ1
N2
ln (1− φ1) + χ(T )φ1(1− φ1) (2.1)
This chapter is reproduced in part with permission from (Q. P. Chen, J. D. Chu, R. F. DeJaco,
T. P. Lodge and J. I. Siepmann, “Molecular Simulation of Olefin Oligomer Blend Phase Behavior”,
Macromolecules 2016, 49, 3975–3985, American Chemical Society)
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where ∆Gm, kB, and T are the free energy of mixing per reference site, the Boltzmann
constant, and the absolute temperature, respectively; φ1 and Ni (i = 1 or 2) are the
volume fraction of component 1 and the ratio between molar volume of component i and
the reference site molar volume, v0.
The correlation between the phase behavior of a binary mixture and the associated χ
parameter is relatively well understood, but accurate predictions of the χ parameter from
knowledge of molecular structure alone are still lacking. These predictions are essential
in understanding the structure–property relationship of polymers and for aiding the
design of next-generation polymeric materials. The Hildebrand formalism provides the
relationship between χ and the solubility parameters, δi, of the two components [72]:
χSP(T ) =
v0
kBT
[
δ1(T )− δ2(T )
]2
(2.2)
However, the χ parameter from eq 2.2 may not be sufficient to accurately describe the
phase behavior of some binary polyolefin mixtures. As an aside, it should be noted
that shortcomings of the Hildebrand formalism are more prevalent when moving beyond
mixtures of saturated hydrocarbons [73, 74]. Extensive small-angle neutron scattering
(SANS) studies for polyolefin blends [75, 76, 77, 36, 26, 78], where χ can be fitted from the
scattering pattern with the random phase approximation [48], quantified the deviation
of the χSANS parameter from the prediction of eq 2.2 by the mixing irregularity, XE, as
follows
XE =
kBT
v0
χSANS −
[
δ1(T )− δ2(T )
]2
(2.3)
Some combinations of polyolefins yield XE with an absolute value greater than 2.5×10−3
MPa, which is classified as irregular mixing behavior [75, 76, 77, 36, 26, 78].
A better understanding of this anomalous behavior can lead to more accurate pre-
dictions of χ parameters for blends, but the origin of the irregular mixing behavior
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is still a matter of controversy. A wealth of experimental, simulation, and theoretical
studies have supported various hypotheses regarding mixing irregularities. Graessley et
al. [36, 26] interpreted this deviation as a departure of the cross-component interac-
tions from the Berthelot combining rule, that is often also invoked for equation-of-state
modeling. Bates and co-workers [37, 38] suggested a correlation between XE and the
mismatch in the persistence lengths of two components, which implies that the irreg-
ular mixing is mainly entropic in origin. Similarly, simulation studies by Maranas et
al. [35, 79, 80] indicated a correlation of XE with the shapes of single-component radial
distribution functions (RDFs), as well as with the molecular packing pattern. On the
other hand, Schweizer and co-workers [81, 82, 39, 40, 83, 84] suggested the coupling of
cohesive energy and local packing in their theoretical studies, attributing the irregularity
to an enthalpic contribution. Likewise, Wu and co-workers [49, 50] pointed to the role
of the intramolecular energy in the miscibility of polyolefins. From lattice cluster theory
studies, Freed and co-workers [41, 85, 42] concluded that the mixing anomaly can be
either entropic or enthalpic depending on the system. This is also supported by more
recent studies by Lipson et al. [43, 86, 87, 88] using locally correlated lattice models
that indicate a mismatch in either free volume or cohesive energy density resulting in
irregular mixing behavior.
Molecular simulations using transferable force fields to represent the interactions of
the olefin isomers have much to offer for elucidating the molecular-level origin of this
anomalous mixing behavior. The first problem towards the quantitative prediction of
mixing irregularities is the accurate and precise calculation of ΠCED or δ of a polymer
given by
δ(T, p) =
√
ΠCED(T, p) =
√
∆Uvap(T, p)
Vliq(T, p)
=
√
∆Hvap(T )−RT
Vliq(T )
(2.4)
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where ∆Uvap, ∆Hvap, and Vliq are the molar internal energy change upon moving a
particle from the condensed liquid phase to being an isolated molecule, the molar heat
of vaporization, and the liquid-phase molar volume, respectively. The last equality is
only valid at the saturated vapor pressure (and for a vapor phase obeying the ideal
gas law), but this is the only state point where these values can be determined directly
from experimental measurements. Unfortunately, ΠCED (and hence also δ) cannot be
determined for polyolefins because their exceedingly low saturated vapor pressures at
temperatures where decomposition does not occur, makes measurement of ∆Hvap im-
possible. As a consequence, a common approach is to substitute the internal pressure,
ΠIP, for ΠCED because the former is available from equation-of-state PV T measurements
[26]. However, it was shown previously by experiment, simulation, and theory that this
substitution is neither accurate nor precise [26, 34, 89, 43]. In contrast, simulations can
provide a more reliable way to estimate polymeric ΠCED values. Maranas et al. [34]
simulated a series of olefin oligomers with 7 to 30 carbon atoms, and the infinite-chain-
length ΠCED was extrapolated from these oligomer data. Guenza et al. [51, 90] adopted
a different approach, where a coarse-graining scheme was developed to compute ΠCED
of polyolefins that have 96 carbons.
The second problem is a lack of simulation methods to calculate directly the χ
parameter. In previous work, the calculation of χ was performed by either neglecting
the entropic contribution to the excess free energy [91, 49], or by fitting χSANS from the
scattering pattern calculated from large-scale molecular dynamics simulations [46, 49, 50,
51, 90]. The former method only works for regular solutions, and thus may not be valid
for polyolefin mixtures. For the latter approach, a large system size is essential, which
makes the simulations very expensive, and assumptions are involved in the analysis of
the scattering signal. Gibbs ensemble Monte Carlo (GEMC) [92, 93] is the method of
choice for the direct calculation of phase equilibria of molecular systems, but the low
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acceptance in transferring long chain molecules between two phases has impeded its
usage in polymer simulations [94].
In this work, GEMC simulations on olefin oligomers are performed with a variety
of simulation techniques to mitigate the difficulties mentioned above. Three series of
oligomers are studied in this work, namely, poly(ethylene-alt-propylene) (PEP), atactic
polypropylene (PP), and head-to-head polypropylene (hhPP). Their repeat unit struc-
tures are shown in Figure 2.1. Simulations focused on oligomers with the number of
carbon atoms, NC, ranging from 5 to 36. Here, these molecules will be named as (poly-
mer name)-C(number of carbons). For example, hhPP-C18 represents the molecule that
shares the same repeat unit structure as hhPP and contains 18 carbon atoms (and 38
hydrogen atoms). This chapter addresses two topics: First, results for unary systems
are presented, with the emphasis being placed on the disparity between ΠCED and ΠIP,
as well as a more accurate approach for estimating ΠCED and δ for polymers from these
oligomer simulations. Second, the calculation of χ for binary olefin oligomer mixtures is
described. The results show that similar mixing irregularities are present for oligomeric
mixtures as for their polymeric counterparts. Structural analysis provides some insights
into this similarity and the origin of the irregular mixing behavior.
 
Figure 2.1: Repeat unit structures of the olefin oligomers studied in this work.
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2.2 Simulation Details
The united-atom version of the TraPPE (transferable potentials for phase equilibria)
force field was used in this work [95, 96]. These models are semiflexible with fixed
bond length, but bending and dihedral angles are allowed to change. The non-bonded
interactions of CHx groups (with x = 1, 2, or 3) were described by Lennard-Jones
(LJ) potentials. Lorentz–Berthelot combining rules [97] were used to determine the LJ
parameters for all unlike interactions. A spherical truncation at 14 Å was used, and
analytical tail corrections were applied to account for the interactions beyond the trun-
cation distance [98]. The in-house MCCCS–MN (Monte Carlo for Complex Chemical
Systems–Minnesota) software program was used for all simulations [99].
GEMC simulations [92, 93] in the canonical (NV T ) ensemble were used to simulate
vapor–liquid equilibria of pure oligomers. The system sizes are as follows: 800 molecules
for C5 and C6; 400 molecules for C10, C12, and C15; 300 molecules for C18, C20,
C24, and C25; and 200 molecules for C30 and C36. The simulations were initialized
with all the molecules being placed in the liquid phase. Six types of MC moves were
applied, including translational, rotational, conformational, volume exchange, particle
transfer, and inter-box identity switch moves [100, 101, 102]. The coupled–decoupled
configurational-bias Monte Carlo (CD-CBMC) algorithm [96] was used to enhance the
acceptance rates of the conformational, particle transfer, and identity switch moves. It
should be noted that the present implementation of CD-CBMC does not include con-
tributions from improper torsions that are required to preserve tacticity [49]. Improper
torsions can be added to allow for the investigation of oligomers with specific tacticity
[103, 104] in future work. The attempted moves were distributed as follows: 4.5% trans-
lational, 4.5% rotational, 40% conformational, 1% volume exchange, 10% swap, and 40%
identity switch moves. Reasonable variations in move ratio settings were tested, but no
significant discrepancies in results and uncertainties were identified.
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To overcome the low acceptance probabilities of direct particle transfer moves in
GEMC simulations, indirect particle transfers were performed by the use of impurity
molecules and identity switch moves [100, 101, 102]. There are two molecules of each
impurity type, that are distributed on average evenly between the two phases with
the aid of biasing potentials. Impurity molecules share the same repeat unit structure
as the target molecule; for example, the simulation of hhPP-C24 includes hhPP-C6,
hhPP-C12, and hhPP-C18 as impurities (resulting in a dispersity of 1.006). Instead
of the direct swap of an hhPP-C24 molecule, identity switch moves were performed on
neighboring chain length pairs, e.g., C6 with C12, C12 with C18, and C18 with C24.
Each identity switch pair was chosen with equal probability, and swap moves were only
carried out for the shortest impurity molecule, e.g., hhPP-C6. This approach divides
the transfer of molecules into several stages, which reduces the number of interaction
sites to grow in one stage, and thus boosts the acceptance significantly [102, 105]. The
accuracy of the simulations can be retained via dispersity corrections which assume
that extensive properties are linear combinations of contributions from all species, i.e.,
the ∆Hvap reported is only that for the compound of interest. For validation of this
approach, GEMC simulations with and without impurities were performed at T = 590
K for hhPP-C24 and PP-C24 (where direct particle transfer moves have sufficiently high
acceptance rates), and statistically equivalent results were obtained for all properties of
interest.
All GEMC simulations were equilibrated until there was no drift in both energies and
number densities for the two phases. Based on these criteria, the equilibration period
was found to require from 2.5×105 Monte Carlo cycles (MCCs, consisting of N randomly
selected moves, where N is the number of molecules in the system) for C12 to 106 MCCs
for C36. The production periods encompass 2.4× 106 and 1.5× 106 MCCs for the C12
and C24 oligomers of PP and hhPP in order to reduce the statistical uncertainties for
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the χ calculation, while for other chain lengths, only 3 × 105 MCCs were used for the
production runs.
Single-molecule simulations were conducted in order to obtain the vapor-phase inter-
nal energy of the olefin oligomers. In these simulations, the periodic boundary condition
was not applied. Only CBMC moves were used, and the simulations consisted of 106 MC
moves. Simulations in the NpT ensemble (with the same number of molecules as for the
GEMC simulations) were used to determine the bulk liquid-phase properties of olefin
oligomers at p = 1 atm. In addition to translational, rotational, volume and regular
CBMC moves, self-adapting fixed-end-point CBMC (SAFE-CBMC) approach [106] was
applied to ensure good sampling of the internal conformation of long chain molecules. A
5 Å cutoff was used to compute Rosenbluth weights during the CD-CBMC and SAFE-
CBMC growth process, and then corrected to the 14 Å cutoff in the acceptance rule [107].
MC moves were divided as 10% translational, 10% rotational, 1% volume, 55% regular
CBMC, and 24% SAFE-CBMC moves. These NpT simulations were equilibrated for
2.5× 105 MCCs and run for another 5× 105 MCCs as the production period.
The values of ΠCED and δ were calculated via the following equation:
δ =
√
ΠCED =
√
Uiso − Uliq
Vliq
(2.5)
where Uiso is the molar internal energy of the isolated molecule from the single-molecule
simulations; Uliq is the molar internal energy of the pure melt. Both Uliq and Vliq were
computed from either unary NV T -GEMC simulations or NpT ensemble simulations
(only when psat ≤ 1 atm), and no statistically significant differences were observed
between the two approaches. The thermal expansivity, α, and isothermal compressibility,
β, were computed from fluctuations in the NpT ensemble simulations [108, 109]. ΠIP
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can then be computed as follows
δIP ≡
√
ΠIP =
√
Tα
β
. (2.6)
where δIP denotes the approximated solubility parameter from ΠIP.
Binary olefin oligomer mixture simulations were set up in a similar way as those
for unary systems, and either NV T or NpT Gibbs ensemble simulations are used. MC
moves were divided between different components based on the total number of degrees
of freedom that each component possesses. The Gibbs free energy of mixing, ∆Gm, per
molecule was computed from vapor phase number densities by neglecting the pressure
effect on mixing:
∆Gm
kBT
= x1 ln
(
ρmix1
ρpure1
)
+ (1− x1) ln
(
ρmix2
ρpure2
)
(2.7)
where x1 is the mole fraction of component 1 in the liquid phase; ρmix1 , ρ
pure
1 , ρ
mix
2 , and
ρpure2 are the number densities of component 1 or 2 in the pure melt or mixture vapor
phases, respectively. The FH χ parameter was calculated from the excess Gibbs free
energy (excess chemical potential) of mixing, ∆GEm, per molecule:
χCP =
∆GEm
kBTφ1(1− φ1)N (2.8)
where N is the number of repeat units. The mixing irregularity as well as its enthalpic
and entropic parts were calculated as follows:
XE =
kBT
v0
χ− (δ1 − δ2)2 (2.9)
XHE =
kBT
v0
χH − (δ1 − δ2)2 = ∆Hm
v0φ1(1− φ1)N − (δ1 − δ2)
2 (2.10)
XSE =
kBT
v0
χS =
−T∆SEm
v0φ1(1− φ1)N (2.11)
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where the enthalpy of mixing, ∆Hm, was calculated from the difference in the molar
volumes and internal energies upon mixing, while the excess entropy of mixing, ∆SEm,
was calculated from the difference of ∆Hm and ∆GEm.
For all numerical data, the statistical uncertainties were computed from either eight
or sixteen independent simulations and are reported as 95% confidence interval in this
chapter.
2.3 Results and Discussion
2.3.1 Single-component thermodynamic properties
Liquid Density and Vapor Pressure. The simulation data for the liquid densities
of oligomers are displayed in Figure 2.2. Results from NV T -GEMC and NpT ensemble
simulations are indistinguishable, despite the small difference in the pressure of these
simulations. Experimental data are only available for low-molecular-weight compounds
and their polymeric counterparts, but not for the oligomers. For species with NC = 5
and 6, the liquid densities yield unsigned percentage errors smaller than 1% for all
three oligoolefins at three temperatures compared with the experimental data [110].
For NC = ∞, the following empirical equation was used to fit simulation data and
extrapolate to the densities of high-molecular-weight polymers:
1
ρ
= a+
b
NC
+
c
(NC)2
, (2.12)
where a, b and c are fitting parameters. A similar functional form but without the
quadratic term is known to fit the experimental data of n-alkanes well [111], which
implies that the reciprocal of the density, or the mass-specific volume, can be divided
into an infinite-chain-length contribution and a chain-end correction. Here, a quadratic
term is added to account for the non-linearity of the chain-end effect due to the presence
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of the branches. Good agreement between extrapolated densities and corresponding
experimental values [36, 26] is observed (see Table 2.1). Note that PEP-C5 was not
included in the fitting at T = 440 K, because it is too close to the critical temperature
[112] (Tc = 461 K).
6 12 18 24 30 36
NC
0.4
0.5
0.6
0.7
0.8
ρ 
[g/
cm
3 ]
Sim-356 K
Sim-394 K
Sim-440 K
Sim-490 K
Sim-540 K
Sim-590 K
6 12 18 24 30 36
NC
Exp-356K
Exp-394K
Exp-440K
5 10 15 20 25 30
NC
0.4
0.5
0.6
0.7
0.8(a) hhPP (b) PP (c) PEP
Figure 2.2: Liquid densities of hhPP, PP, and PEP oligomers. Line styles and symbols
are the same for all three parts. The experimental data are from the compilation of
Smith and Srivastava [110]. Dashed lines represent the fits of simulation data to eq
2.12. Statistical uncertainties are not shown because they are smaller than the size of
the symbols.
The saturated vapor pressures of the olefin oligomers are shown in Figure 2.3. Com-
pared to the experimental data [110] for NC = 5 and 6, the simulation results over-
estimate the vapor pressures for all three molecules by around 10 to 40% (with the
deviations decreasing as the temperature increases). This overestimation of vapor pres-
sures has previously been reported for alkanes modeled by the TraPPE united atom force
field [95, 96], and more expensive explicit-hydrogen models yield more accurate vapor
pressures (and also heats of vaporization) [113].
Solubility Parameter and Cohesive Energy Density. Figure 2.4 shows ΠCED of
olefin oligomers as function of inverse chain length. As also observed for the liquid
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Table 2.1: Extrapolated Infinite-Chain-Length Densitiesa from Oligomer Simulations
and the Corresponding Percentage Error (∆ρ) Compared with Experimental Polymer
Data [36, 26].
hhPP PP PEP
T ρ ∆ρ ρ ∆ρ ρ ∆ρ
[K] [g/cm3] [%] [g/cm3] [%] [g/cm3] [%]
356 0.8493 1.24 0.8303 0.44 0.8272 0.83
394 0.8193 0.24 0.8023 −0.24 0.7981 −0.32
440 0.7901 −0.22 0.7732 −0.53 0.7822 0.73
490 0.7753 n/a 0.7633 n/a 0.7463 n/a
540 0.7403 n/a 0.7314 n/a 0.6983 n/a
590 0.7198 n/a 0.7088 n/a 0.6876 n/a
aThe statistical uncertainties in the last digit are given as the subscripts.
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Figure 2.3: Saturated vapor pressures of hhPP, PP, and PEP oligomers. The experi-
mental data are taken from Smith and Srivastava [110]. The dashed lines are linear fits
of the simulation data.
densities, NV T -GEMC and NpT ensemble simulations yield statistically indistinguish-
able values for ΠCED and δ. Compared to the experimental data [110], the simulations
for chains with NC = 5 and 6 underestimate ΠCED by around 5% with the deviations
being larger at lower temperatures. This is due to the underestimation of ∆Hvap for
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Figure 2.4: ΠCED values of hhPP, PP, and PEP oligomers. Line styles and symbols are
the same for all three parts. The experimental data are taken from Smith and Srivastava
[110]. The dashed lines are weighted linear fits of simulation data with NC ≥ 10.
united-atom models [95, 96], and is consistent with the vapor pressure data that indi-
cate that those deviations decrease with increasing temperature. In other words, the
slope of the Clausius–Clapeyron plot, which is approximately proportional to the heat
of vaporization, is underestimated for these models.
Similar to the simulation studies by Maranas et al. [34], a linear relation between
ΠCED and 1/NC is found forNC ≥ 10. In some cases, the ΠCED values for the compounds
with the largest NC at a given temperature fall somewhat below the linear fit, but these
data also have the largest statistical uncertainties. From this linear relationship, infinite-
chain-length ΠCED and solubility parameters are obtained and displayed as a function
of temperature in Figure 2.5. For all three species in this study, δ values are found to
vary linearly with temperature, and linear fits yield
δhhPP(T )/MPa
1/2 = −0.0140(T/K) + 19.63 (2.13)
δPP(T )/MPa
1/2 = −0.0129(T/K) + 18.69 (2.14)
δPEP(T )/MPa
1/2 = −0.0131(T/K) + 19.47 (2.15)
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Figure 2.5: Temperature dependence of inifinite-chain-length δ values for hhPP, PP, and
PEP polymers obtained from simulation studies. The dashed lines are fits to the δ values
obtained in this work (open symbols; statistical errors are smaller than the symbol size).
The filled black and red down triangles represent data for hhPP and isotactic PP from
Maranas et al. [34]. The filled black up, red left, and red right triangles represent data
for hhPP, isotatic PP, and syndiotactic PP from McCarty and Guenza [51].
These empirical relationships allow the estimation of δ at any temperature within the
range of this study. In addition, these extrapolated polymeric δ values are in good
agreement with results from other simulation studies [34, 51] (with the hhPP value
reported by Maranas et al. [34] being the only outlier).
Figure 2.6 shows a comparison between simulation and SANS experiments [36, 78]
for the difference in solubility parameters of the three pairs of olefins investigated here.
The good match between simulation and experimental SANS data implies that accurate
ΠCED and δ values for polymers can be obtained via the extrapolation of oligomer
simulation data. In contrast, if ΠCED is approximated by ΠIP, then the resulting δ
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Figure 2.6: Differences in infinite-chain-length solubility parameter of three binary pairs
at at T = 356 K (circles), 394 K (squares), and 440 K (diamonds). Data are shown
for predictions from simulation and experimental PV T measurements [26] (where δIP is
measured instead of δ) versus data from SANS experiments [36, 78].
differences do not agree well with the SANS data, and suffer from uncertainties that are
larger than 0.5 MPa1/2. This result implies that the χ parameter computed from eq
2.2 will also deviate from its true value when ΠIP is used as substitute for ΠCED. The
discrepancy between ΠCED and ΠIP values will be discussed further below. In summary,
the linear dependence of ΠCED on 1/NC already holds for oligomers with NC ≥ 10 and
can be exploited to reduce the chain length (and hence computational cost) required to
predict ΠCED for polymers. However, judicious choices of the lower and upper bounds
of the oligomer length range will be needed to take significantly different persistence
lengths into account.
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Comparison of ΠCED and ΠIP. As mentioned earlier, ΠIP is widely used to approxi-
mate ΠCED for polyolefins. However, the validity of this approach is in doubt. The ratio
of µ = ΠCED/ΠIP is found to consistently fall below unity for polyolefins when different
approaches are combined to estimate both ΠCED and ΠIP [26, 35, 43]. In this work,
both quantities are calculated for PEP-C5, PEP-C10 and PEP-C30 at T = 394 K, and
results are shown in Figure 2.7. Comparison of ΠCED and ΠIP at NC = 5, 10 and 30
shows that µ is smaller than unity for all three chain lengths. Moreover, µ appears to
decrease monotonically as the chain length increases. From extrapolation, µ at infinite
chain length is determined to be 0.74 ± 0.08, that is in excellent agreement with the
experimental value of 0.72± 0.11 [26], and another simulation prediction of 0.75± 0.02
[34]. Here it should be noted that extrapolation of the linear fits to NC would point to
an intersection point but, as discussed previously, ΠCED for NC = 5 falls well below the
linear fit because ∆Hvap falls off rapidly as the critical temperature of a compound is
approached. In contrast, the ΠIP value for NC = 5 is close to the extrapolation from the
linear fit because non-linear effects in thermal expansivity and isothermal compressibility
partially offset each other.
ΠCED and ΠIP values for hhPP, PP, and PEP oligomers at three different temper-
atures are compared in Figure 2.8. In general, the disparity persists and all µ values
fall below unity. Results show that µ depends on repeat unit structure, chain length,
and temperature. Among them, the chain length has the largest effect on the value of
µ when data for NC < 10 are included. Given that all these factors play a role, it is
evident that a common value of µ does not exist, and determination of ΠCED values
from PV T measurements appears unlikely with the precision required for meaningful χ
values.
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Figure 2.7: Chain-length dependence of ΠCED, ΠIP, and their ratio, µ, for PEP oligomers
at T = 394 K. The open black circles, red squares, and blue diamonds represent sim-
ulation data for ΠCED, ΠIP, and µ, respectively. The filled red square shows ΠIP from
experimental PV T data by Krishnamoorti et al. [26] (red filled square). The blue dashed
line is only drawn to guide the eye.
2.3.2 Thermodynamic properties of binary mixtures
Direct Comparison to Experimental Phase Equilibrium Data. To assess the fea-
sibility of the current computational approach, the binary mixture of 2-methylpentane
and n-heptane is investigated. For these short chains, experimental data [114] on the
mixing thermodynamics can be directly obtained from the vapor–liquid coexistence
curve. Figure 2.9 displays pressure–composition phase diagrams and the correspond-
ing composition-dependent separation factors at T = 318 and 328 K. The simulation
results overestimate the vapor pressure over the entire composition range by around 20%.
Note that the simulation data at T = 328 K almost coincide with the experimental data
[114] at T = 318 K. As mentioned previously, the TraPPE–UA force field [95, 96] is
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Figure 2.8: Simulated ΠCED and ΠIP at T = 356, 394 and 440 K for various olefin
oligomers at different chain lengths. Note that data at different temperatures are not
distinguished by symbol or color for clarity.
known to underestimate normal boiling points of alkanes by about 10 K. However, the
separation factors (and relative volatilities) are predicted by the TraPPE–UA force field
with high accuracy because the vapor pressures of both compounds are overestimated
by a similar amount. Since the free energy of mixing can be computed directly from
values on the curve using the assumption that the vapor phase is ideal, the overlap of the
two vapor pressure curves indicates that the χ value from simulation at 328 K should
be very close to the χ value from experiments at 318 K. Given the weak temperature
dependence of χ, this deviation of 10 K is acceptable.
To confirm the agreement of χ values, χ is computed from eqs 2.7 and 2.8, and the
results are illustrated in Figure 2.9. In these calculations, the geometric average of the
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Figure 2.9: Vapor–liquid phase diagram (top), separation factor (middle), and χ pa-
rameter as function of composition for the binary mixture of 2-methylpentane (1) and
n-heptane (2) at T = 318 and 328 K. The experimental data are taken from Berro et al.
[114].
molecular volumes of the two components is used as the reference volume. For this bi-
nary mixture, the simulations yield a fairly constant, small but positive χ value over the
entire composition range. Averaging the simulation data over all compositions yields χ
values of 0.028 ± 0.021 and 0.021 ± 0.018 at T = 318 and 328 K, respectively, that are
in agreement with the experimental values [114] of 0.006 ± 0.012 and 0.017 ± 0.013 at
the two temperatures (where the values at the lowest and highest x1 are not included
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in the averages). For both the simulation data and the experimental measurements, the
statistical uncertainties in χ increase rapidly as either end of the composition range is
approached; this problem is driven by increasing relative errors in gas- and liquid-phase
concentrations of the minority species. Overall, the good agreement of predicted and ex-
perimentally measured data for this test system confirms that the current computational
methodology can be used to study olefin oligomer mixtures.
Oligomeric PP/hhPP Mixture. The vapor–liquid equilibria of equimolar PP and
hhPP mixtures are studied at chain lengths NC = 12 and 24. The ∆Gm values are
found to closely trace those for an ideal mixture (see Figure 2.10), and the statistical
uncertainties for the present simulations are less than 0.02 and 0.1 kJ/mol for the C12
and C24 mixtures, respectively. Figure 2.10 shows a comparison of the χCP values for
these oligomers computed using eq 2.8 to the χSANS values of PP/hhPP polymer mix-
tures from SANS experiments [36, 78]. For this system, the χSANS values are positive
and very close to zero, irrespective of temperature and of which of the two monomers is
deuterated. The χCP values calculated from the ratios of vapor densities in the oligomer
GEMC simulations are negative, but also quite small and exhibit large statistical uncer-
tainties. The experimental data for the PP/hhPP mixture yield a negative XE value due
to the larger magnitude of the term resulting from the difference in solubility parame-
ters [36, 78]. This stabilized irregular mixing behavior is also observed for the present
simulations, but XE is about twice as large as the experimental value at T = 394 and
440 K. Nevertheless, it appears that the simulations for the olefin oligomers yield the
qualitatively correct behavior despite their short chain length. Considering also the data
at the two higher temperatures, the XE values appear to decrease slightly in magnitude
with increasing temperature, a trend also observed in the experimental data at T = 356,
394, and 440 K (with a slope of ≈ 0.001 MPa/K) [36, 78].
Given the large uncertainties in the simulation values and the relatively similar values
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Figure 2.10: Comparison of ∆Gm (top), χ (middle), and XE (bottom) values for binary
equimolar PP/hhPP oligomer and polymer mixtures at various temperatures. Experi-
mental SANS data [36, 78] are for the polymeric PP/hhPP mixture, where HPP/DhhPP
indicates that hhPP was partially deuterated in the mixture, and vice versa. The cyan
circles show χ∞ values estimated fromXE and infinite-chain-length solubility parameters
from eqs 2.13 and 2.14.
for the C12 and C24 mixtures, it is not possible to ascertain whether deficiencies of
the force field or endgroup effects are responsible for the deviation from experiment.
Assuming that XE is independent of chain length (see discussion of radial distribution
functions), the infinite-chain-length χ∞ value can be estimated using eq 2.9 and the
infinite-chain-length solubility parameters from eqs 2.13 and 2.14. These χ∞ values are
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slightly larger than the oligomer χ values obtained from the GEMC simulations, and
χ∞ values are in better agreement with the experimental data (see Figure 2.10).
To provide additional information on the stabilized irregular mixing behavior, XE
is divided into enthalpic and entropic contributions for the C12 mixture (see Figure
2.10). Despite the negative values for XE at all temperatures and the weak temperature
dependence, the simulations indicate that both the enthalpic and entropic contributions
show a significant temperature dependence and may even switch sign between 440 and
490 K. At the higher temperatures (where the statistical errors are smaller), the stabilized
mixing appears to result from a larger, favorable enthalpic contribution, whereas the
entropic contribution is unfavorable.
To better understand this result, the excess volume, enthalpy, and entropy of mixing
are computed for the C12 mixture (see Table 2.2). The PP/hhPP mixture exhibits
negative volume change upon mixing, but the average volume change of 0.3 cm3/mol is
only about 0.3% of v0. Therefore, the FH theory assumption on the incompressibility
of the mixture holds well for this system. At the two lower temperatures, ∆HEm is close
to zero and ∆SEm is slightly positive. In contrast, at the two higher temperatures, both
∆HEm and ∆SEm are negative. ∆SEm appears to play a significant role for the PP/hhPP
mixture, in contrast to the assumption of FH theory of an ideal entropy of mixing.
Table 2.2: Excess properties upon mixing for the equimolar PP-C12/hhPP-C12 mixture
T ∆V Em ∆H
E
m ∆S
E
m
[K] [cm3/mol] [kJ/mol] [J/(K·mol)]
394 −0.2210 0.00410 0.086
440 −0.308 −0.00510 0.044
490 −0.366 −0.0308 −0.063
540 −0.578 −0.07310 −0.112
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Structural Analysis. To gain insights on the effects of the liquid structure on the
mixing thermodynamics, the carbon–carbon RDFs for the PP-C12/hhPP-C12 equimolar
mixture and of pure liquids are analyzed. As can be seen in Figure 2.11, the shapes of the
PP–PP and hhPP-hhPP RDFs differ significantly, with the former yielding a higher first
than second peak, whereas the reverse is true for the hhPP–hhPP RDF. Interestingly,
the RDFs for the binary mixture fall right on top of the corresponding RDFs for pure
liquids; previously Heine et al. [49] also reported that mixing does not significantly
perturb the molecular structure. The cross PP–hhPP RDF appears to track rather well
the average of the PP–PP and hhPP–hhPP RDFs. Since ΠCED can be computed from
the integration of the RDFs, the similarity between cross-species RDF and the average
of two intra-species RDFs implies that the enthalpy of mixing is small. However, the
number integrals (obtained by integration of the RDF that gives the number of carbon
atoms inside a spherical volume of a certain radius) corresponding to the first peak
indicate very small but important changes upon mixing. First, the number integral for
the PP–hhPP contacts falls above both those for PP–PP and hhPP–hhPP contacts,
instead of being close to their average. Second, the ratio of the hhPP–hhPP number
integrals for the equimolar mixture and pure liquid is 0.49, i.e., just slightly below what
would be expected from the overall composition. These two features are structural
representations of the very slight stabilization upon mixing but also reflect the negative
excess volume of mixing.
The temperature and the chain length dependences of the RDFs are illustrated in
Figure 2.12. For both PP-C12 and hhPP-C12, the height of the first peak decreases
significantly with increasing temperature, and its position shifts to slightly larger dis-
tances. For hhPP-C12, the first peak even shrinks into just a shoulder at T = 540 K.
For PP-C12, the changes in the RDFs with temperature are mostly confined to the first
peak, and the RDFs at all four temperatures nearly coincide for r > 6 Å. In contrast,
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Figure 2.11: Intermolecular carbon–carbon RDFs for C12 oligomers at T = 440 K. The
dashed magenta and solid black lines denote PP–PP RDFs in the pure melt and the
PP-hhPP equimolar mixture, respectively. The dashed green and solid red lines denote
hhPP–hhPP RDFs in the pure melt and the PP/hhPP equimolar mixture, respectively.
The solid blue line indicates the PP-hhPP RDF in the equimolar mixture. The inset
shows the corresponding number integrals for the first peak.
an increase in temperature also leads to a marked decrease in the height of the second
peak and the depth of the second minimum for the hhPP-C12 olefin. Both the decrease
in structural order and also the decrease in the density (also reflected in the number
integrals) lead to a lower ΠCED at higher temperatures, as also found for the directly
calculated ΠCED values at various temperatures.
Increases in the chain length also affect the intermolecular structure (see Figure
2.12), but in a more subtle manner. For PP oligomers, the height of the first peak
descreases slightly with increasing degree of polymerization, but its position shifts to
slightly shorter distances. In contrast to the temperature dependence, the lowering of
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Figure 2.12: Intermolecular carbon–carbon RDFs for pure liquids of PP (top) and hhPP
(bottom) oligomers. The black, red, blue, and magenta lines denote RDFs for C12
chains at T = 394, 440, 490, and 540 K, respectively. The green, orange, and purple
lines denote RDFs for C18, C24, and C36 chains, respectively.
the intermolecular carbon–carbon RDFs with increasing chain length persists out to
about 15 Å for both isomers. For the hhPP oligomers, an increase in chain length does
not appear to have a significant effect on the first peak, but leads to a downward shift of
the first minimum and a decreased height of the second peak. The downward shift of the
RDFs with increasing degree of polymerization indicates some degree of intramolecular
backfolding (see below), and accounts for the higher ΠCED per monomer observed for
shorter oligomers.
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The RDFs at different chain lengths can be used to elucidate why the mixing ir-
regularity is not significantly affected by degree of polymerization. Maranas et al. [34]
correlated the shapes of pure-component RDFs to the mixing behavior. In their work,
d is defined as the height difference between the first maximum and the first minimum
of the single-component RDF, and ∆d is defined as the difference in d for a binary pair.
Maranas et al. [34] found that the magnitude of XE increases with the magnitude of
∆d. Based on this correlation, d and ∆d for PP and hhPP of different chain lengths
are computed at T = 440 K, and results are summarized in Table 2.3. Despite the
chain-length dependence of the RDF shapes, ∆d remains constant for all chain lengths
in this study, thereby indicating that already relatively short oligomers may capture the
structural subtleties responsible for irregular mixing behavior.
Table 2.3: Structural characteristics d and ∆d for PP and hhPP oligomers T = 440 K.
NC dPP dhhPP ∆d
12 0.09 0.01 0.08
18 0.12 0.03 0.09
24 0.14 0.05 0.09
36 0.15 0.07 0.08
With respect to chain conformation, the squared end-to-end distance, R2, and the
statistical segment length, b, are important characteristics. The latter quantity is cal-
culated via b =
√
R2/N , where N is the degree of polymerization, defined here as
N = NC/6. The calculated R2 values are found to increase approximately as N
3/2
C
because the oligomers considered here are too short to conform to the Flory scaling
of the chain dimension with degree of polymerization expected for polymers in a melt
(ν = 1/2). However, the b values show clear convergence toward the infinite-chain-length
limit. The b values for the PP-C36 and hhPP-C36 olefins at T = 440 K are 7.00± 0.06
and 7.41 ± 0.04 Å, respectively. Assuming that b converges to the infinite-chain-length
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Figure 2.13: The average squared end-to-end distance, R2 (left column), and the sta-
tistical segment length, b (right column), for PP (top row) and hhPP (bottom row)
oligomers in their pure liquids at various temperatures (black down triangles, red cir-
cles, and blue up triangles for T = 356, 440, and 540 K, respectively). The red dashed
line indicates a fit using ν = 1/2 for 12 ≤ NC ≤ 36. The green dashed lines indicate the
experimental b values for polymers obtained by Graessley et al. [36], that were found to
be indistinguishable over the temperature range from 300 to 440 K.
value as function ofN−3/2 (and using only data for C12 to C36 chains) yields b∞ values of
7.2±0.1 and 7.8±0.2 for PP and hhPP polymers that agree well with the corresponding
experimental values [36] of 7.30± 0.08 and 7.67± 0.05, respectively. Again it is evident
that these oligomers already reflect most of structural details of their polymeric coun-
terparts. The decrease in R2 and b values with increasing temperature indicates higher
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flexibility and a stronger tendency to form coils (or partially fold back for these short
oligomers). These changes in chain conformation reduce the number of intermolecular
contacts and contribute to the reduction of ΠCED at higher temperatures.
2.4 Conclusions
In this work, MC simulations are carried out to investigate the liquid phase and vapor–
liquid equilibria for olefin oligomers and their mixtures. The compounds are selected
to represent low-molecular-weight analogues of polypropylene, head-to-head polypropy-
lene, and poly(ethylene-alt-propylene). Simulations using the united-atom version of
the TraPPE force field for the oligomers, where unlike Lennard-Jones interaction pa-
rameters are determined by the Lorentz-Berthelot combining rule, and extrapolation to
the infinite-chain-length limit yields excellent agreement for the liquid densities of pure
melts and for the differences in solubility parameters, δ, between pairs of polymers where
δ values are estimated directly via the internal energies for the simulation or from SANS
experiments. The deviation from oligomer experimental data can be attributed more
to the choice of force field than the simulation methodology. With further increases
in algorithmic efficiency and computer power, simulations using explicit-hydrogen mod-
els and/or non-pairwise additive interactions may become achievable for these oligomer
systems. The simulations also confirm that cohesive energy densities obtained via the
internal pressure route significantly overestimate the correct values determined via the
internal energy route. The degree of overestimation is found to depend on chain length,
chain architecture, and temperature. This implies that experimental solubility param-
eter data for polyolefins that are approximated from ΠIP should be used with caution,
and that force-field-based simulations offer a more accurate (and also precise) approach
to obtain ΠCED values and the corresponding solubility parameters of polyolefins. How-
ever, the persistence length needs to be considered when deciding on the lower and upper
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bounds of the oligomer length range included for the extrapolation of ΠCED values to
the long-chain limit.
The free energies of mixing for binary mixtures of olefin oligomers can be calculated
directly from the Gibbs free energies of transfer, i.e., ratios of number densities. A
model binary system of short chains proves the feasibility of this method and yields
FH χ parameters that match values calculated from experimental phase equilibrium
data. However, the statistical uncertainties for both simulation and experiment are
quite large. When this approach is applied to PP/hhPP mixtures with 12 or 24 carbon
atoms, then the simulations are able to reproduce (albeit with large uncertainties) the
stabilized irregular mixing behavior observed in SANS experiments for the corresponding
polymers. At higher temperatures, the mixing irregularity is due to a favorable enthalpic
contribution, but there is some indication that entropic contributions stabilize mixing
at lower temperatures.
Structural analysis indicates that mixing does not strongly affect the like–like radial
distribution functions, but there is a small increase in unlike contacts compared to an
ideal mixture. Some structural features, particularly, the height difference between the
first peak and the first minimum in the RDFs are well preserved for all chain lengths and
may explain why the irregular mixing behavior is not strongly dependent on the degree
of polymerization.
Overall, the study in this chapter indicates that simulations of oligomer mixture have
much to offer for predicting and understanding the mixing behavior of polymers. Future
work will need to address whether this methodology can also be applied to less ideal
blends involving poly(iso-butylene) and repeat units with aromatic rings or more polar
functionalities.
Chapter 3
Understanding the Molecular
Weight Dependence of χ and the
Effect of Dispersity on Polymer
Blend Phase Diagrams
3.1 Introduction
The ability to engineer diverse polymers on the molecular level enables the creation of
materials with a wide range of properties. Polymer blends, a soft matter analogue of
alloys, provide a means to access materials properties that are beyond the reach of single-
component polymeric materials [2, 11, 115, 116, 117]. Knowledge of how the interactions
between unlike segments influence the phase behavior is the key to the custom tailoring
This work was in collaboration with Shuyi Xie and Reza Foudazi, and this chapter is reproduced
in part with permission from (Q. P. Chen, S. Xie, R. Foudazi, T. P. Lodge and J. I. Siepmann, “Under-
standing the Molecular Weight Dependence of χ and the Effect of Dispersity on Polymer Blend Phase
Diagrams”, Macromolecules 2018, DOI: 10.1021/acs.macromol.8b00604, American Chemical Society)
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of desired polymeric materials properties. Flory–Huggins (FH) theory [24, 25] is widely
used to correlate the mixture phase behavior with a binary interaction parameter χ:
∆Gm
kBT
=
φ1
N1
ln(φ1) +
1− φ1
N2
ln(1− φ1) + χ(N1, N2, T )φ1(1− φ1) (3.1)
where ∆Gm is the free energy of mixing per reference site; kB and T are the Boltzmann
constant and the absolute temperature, respectively; Ni (i = 1, 2) is the ratio between
molar volume of component i and the reference volume; and φ1 is the volume fraction
of component 1. Experimentally, χ is typically fitted to either the binodal curve [118,
119] using eq 3.1 (denoted as χeff), or to the structure factor from neutron scattering
experiments [75] using the random-phase approximation [48] (denoted as χSANS).
From eq 3.1, accurate determination of χ is central to predicting the polymer blend
phase diagram. In addition to theoretical advances [39, 41, 43], breakthroughs in com-
putational method development enable a drive towards predicting χ from the molecular
structures of polymers. One method is to perform molecular simulations on miscible
binary blends, compute the structure factor, and then fit χ using the random-phase ap-
proximation, which mimics how χSANS is determined from neutron experiments [49, 50].
Another approach is to obtain χ through interfacial concentration profiles from immis-
cible binary blend simulations [120, 71]. In contrast to the above two methods where
substantial assumptions are introduced in the calculation, vapor–liquid equilibria simu-
lations are utilized to compute χ from the chemical potential in my earlier work [121]
(denoted as χCP). Recently, Zhang et al. developed a new method to compute χ by
performing thermodynamic integration on the path along which one polymer transforms
into the other [63].
Despite this progress, two major questions still remain on how the coupling of eq 3.1
and the χ calculation method can be used to achieve the prediction of phase diagrams
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for binary polymeric mixtures. The first problem is regarding the molecular weight de-
pendence of χ. Since χ is often calculated for one specific set of molecular-weights, it
is important to know its molecular weight dependence in order to extrapolate χ to the
molecular weights of interests. Unfortunately, the exact functional form of χ(N1, N2)
for polymer blends is still a matter of discussion. For example, Han et al. studied
polystyrene/poly(vinyl methyl ether) blends and concluded that χSANS for three sets
of molecular weights that vary by about a factor of three are indistinguishable [28]. In
contrast, Nedoma et al. reported that for polyisobutylene/(deuterated polybutadiene)
blends, χSANS ∼ 1/NAVE, where NAVE = 4(N−1/21 + N−1/22 )−2 [31, 122]. A similar de-
pendence of χ(N) ∼ N−1 is also observed for symmetric diblock copolymers [123]. A
theoretical study by Morse and Chung predicted a χ ∼ N−1/2 dependence for polymer
“mixtures” with χ ≈ 0. They attributed this relationship to the enhanced intra-chain
interactions as the chain length increases and thus the screening of the inter-chain inter-
actions that contribute to χ [124]. In addition to the findings above, it is also intriguing
whether the molecular weight dependence of χ implies the failure of the FH theory, since
χ is a molecular-level parameter and should be independent of chain length [125].
The second problem is whether eq 3.1 is sufficiently accurate for a disperse “binary”
mixture (i.e., a quasi-binary mixture), where molecular weight distribution (MWD)
and dispersity (Ð) might also play a role. Experimental phase diagrams of disperse
polystyrene in methylcyclohexane show that coexistence curves for different total com-
positions do not collapse on one another, and the coexistence curves of disperse samples
deviate by a few Kelvin from those of the relatively monodisperse ones [126, 127]. For
a bimodal polymer distribution when the chain length ratio between the two polymer
species is sufficiently large, the solution can phase-separate into three coexisting liquid
phases near the critical point [128, 129, 130]. Such deviations from binary mixture phase
behavior motivate theoretical developments to understand the effect of dispersity. The
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standard approach is to apply continuous thermodynamics to the FH theory to calculate
the cloud point curve of the quasi-binary mixture [131, 132, 133, 134, 135, 136, 137, 138].
In addition, the partitioning of different molecular weight species between coexisting
phases is identified by both experimental [139, 140] and theoretical [134, 138, 141, 142]
studies.
The key barrier in studying these two problems is the limited molecular weight range,
MWD, and Ð accessible via experiments. On the one hand, a wide range of molecular
weights is essential to provide sufficient precision in the determination of χ(N). On the
other hand, however, the molecular weight range is restricted by the narrow temperature
window for scattering or phase diagram measurements, which is limited between the glass
transition temperature and the degradation temperature of polymers. Similarly, for the
effects of MWD and Ð, it is challenging to prepare polymer samples with the desired
MWD and Ð to achieve statistically meaningful conclusions.
Molecular simulations provide a convenient route to overcome the two problems
mentioned above. First, simulations can access a much broader range of temperature
without degradation. Second, both MWD and Ð can be tuned with relative ease in
the simulations. Third, simulations can directly access compositional and structural
information that is difficult to extract from experiments, which can shed light on the
molecular origin of the phase behavior.
Despite these advantages, direct simulations of polymer mixture phase behavior are
rare, primarily due to the sampling difficulty of molecular transfers between two phases
(needed for the computation of χ as well as the phase diagram). For example, the effect
of dispersity on phase equilibria has only been simulated for Lennard-Jones particles
[143, 144, 145]. Fortunately, a variety of sampling techniques have been developed to
assist the transfer of large molecules in order to realize the routine application of polymer
(oligomer) phase equilibria simulations [53, 54, 55, 56, 64, 65, 57, 146, 58, 59, 60, 61, 62]
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In addition to the sampling difficulty, another challenge is the high sensitivity of the
phase diagram to the free energy of transfer that governs the phase separation, which
poses a stringent test on the accuracy of the molecular model used in the simulations. As
shown in a recent example of the alkane/alkanol mixture phase diagram [62], a difference
of 1 kJ/mol in the transfer free energy, often regarded as a “small” deviation in force
field development, results in about 50 K deviation in the coexistence curve.
In this work, Gibbs ensemble Monte Carlo (GEMC) simulations [92, 93] with ad-
vanced sampling techniques in conjunction with experimental cloud point measurements
are utilized to study the phase behavior of model mixtures consisting of oligomeric
poly(ethylene-alt-propylene) (PEP) and poly(ethylene oxide) dimethyl ether (PEO). Fig-
ure 3.1 shows the repeat unit structures of the two molecules. This incompatible mixture
is selected as the model system because of the relatively low molar mass (n < 10) needed
to demix the blend at room temperature, which permits the determination of phase dia-
grams by both simulations and cloud point measurements. In this chapter, results from
simulations and experiments regarding χ of PEP/PEO mixtures with various molecular
weights are presented, from which the molecular weight dependence of χ is identified and
rationalized. In the second part, coexistence curves for quasi-binary mixtures consisting
of monodisperse PEP and disperse PEO are first presented. The MWD and Ð of PEO
are varied but the same Mn of 500 Da is maintained to understand the effects of MWD
and Ð on the phase diagram. Further analysis on the partitioning of different molecular
weight PEO molecules and structures of the liquid in the two coexisting phases provides
additional insight into the phase behavior of this mixture.
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Figure 3.1: Repeat unit structures of PEP and PEO oligomers studied in this work.
3.2 Methods
3.2.1 Nomenclature.
A range of PEP and PEO chain lengths are studied to explore the molecular weight
dependence of χ, and they are denoted as [molecule]-[Mn]-[MWD]-[Ð], in which Mn is
the number average molecular weight. MWD and Ð in the nomenclature may be omitted
if the sample is monodisperse. The MWD studied includes “MD” (monodisperse), “BM”
(bimodal), and “SZ” (Schulz-Zimm) [147]. For example, PEO-222 indicates monodisperse
oligomer PEO with five repeat units (n = 5), while PEO-500-SZ-1.10 represents PEO
with an Mn of 500 Da, a Schulz-Zimm MWD, and a dispersity of 1.10. The number
of repeat units n, as defined in Figure 3.1, is also used to indicate the chain length
of PEP and PEO. The molecular weight information of PEO used in the simulations
can be found in Figure 3.2. Note that PEP*-423 in this work refers to the squalane
(2,6,10,15,19,23-hexamethyltetracosane, similar to the PEP-423 except for a head-to-
head connectivity between the two middle segments) for the convenience of comparison
with experimental data.
3.2.2 Simulation details.
All the simulations were performed using the in-house Monte Carlo (MC) simulation soft-
ware package MCCCS–MN (Monte Carlo for Complex Chemical Systems–Minnesota)
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Figure 3.2: Molecular weight distribution of disperse PEO samples used in the simu-
lations. Symbols represent simulation data, and lines are the Schulz-Zimm or bimodal
distribution fit to the symbols.
[99]. GEMC simulations [92, 93] in the canonical (NV T ) or isobaric-isothermal (NpT )
ensemble were used to simulate the vapor–liquid equilibira (VLE) of single-component
oligomers and their binary mixtures. For single-component oligomer simulations, 300
molecules were used for PEO-266 (n = 6), and 400 molecules were used for other
oligomers. For binary mixtures, the PEP weight fraction was around 50%, and the
system sizes were varied to allow for at least 10% of each molecule type in the vapor
phase and a total system size of no smaller than 3000 interaction sites. The detailed
system sizes for each system are listed in Table 3.1.
A similar simulation protocol was used as described in Chen et al. [121]. In brief,
all the molecules were placed in the liquid phase during the initialization of the sys-
tem. Center-of-mass translations, center-of-mass rotations, conformational moves [96],
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Table 3.1: Overall number of molecules for each component in VLE simulations.
System T [K] PEP-M PEO-M
72 142 212 90 134 178 222 266
PEP-142 435/490 2 400 0 0 0 0 0 0
PEP-212 435/490 2 2 400 0 0 0 0 0
PEO-134 435/490 0 0 0 2 400 0 0 0
PEO-178 435/490 0 0 0 2 0 400 0 0
PEO-222 435/490 0 0 0 2 0 2 400 0
PEO-266 435/490 0 0 0 2 0 2 0 300
PEP-142/PEO-134 435/490 0 150 0 0 150 0 0 0
PEP-212/PEO-134 435/490 0 0 75 0 250 0 0 0
PEP-142/PEO-178 435/490 0 180 0 0 0 120 0 0
PEP-212/PEO-178 435/490 0 0 100 0 0 150 0 0
PEP-142/PEO-222 435 0 700 0 0 0 0 100 0
PEP-142/PEO-222 490 0 220 0 0 0 0 100 0
PEP-212/PEO-222 435/490 2 2 200 2 0 2 200 0
PEP-212/PEO-266 435 2 2 200 2 0 2 0 85
PEP-212/PEO-266 490 2 2 150 2 0 2 0 85
volume exchange moves, and particle transfer moves were used to sample the config-
urational phase space of the system. In order to aid the molecular transfer between
the vapor and the liquid phases, impurity molecules of shorter PEP or PEO oligomers
(two molecules each) were also used, together with the inter-box identity switch moves
[100, 102]. This approach boosts the acceptance of transfer moves [102, 105] without
sacrificing the accuracy, if proper corrections are applied (Ð < 1.01) [121].
All VLE simulations were equilibrated for around 1.5× 105 MC cycles (MCCs, con-
sisting of N randomly selected moves, where N is the total number of molecules) until
there was no drift in energies and number densities of each molecule in both phases.
Then, simulations were run for at least another 3× 105 MCCs as the production stage.
The k-d tree data structure was used to accelerate unary PEP simulations [148]. Single-
component thermodynamic properties such as liquid densities (ρ), vapor pressures (pvap),
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cohesive energy densities (ΠCED), and solubility parameters (δ), as well as the χ param-
eters for binary mixtures, were extracted from these simulations as described in the
previous chapter [121]. In particular, ΠCED and δ were calculated using the following
equation:
δ =
√
ΠCED =
√
Uvap − Uliq
Vliq
(3.2)
where Uvap is the molar internal energy of the molecule in the vapor phase, Uliq is the
molar internal energy of the liquid phase, and Vliq is the molar volume of the liquid
phase.
In addition, liquid–liquid equilibria (LLE) of PEP*-423/PEO mixtures were simu-
lated via NpT -GEMC simulations (p = 1 bar). A three-box setup was used, in which two
simulation boxes were used to represent two coexisting liquid phases while the third sim-
ulation box was used as the transfer medium [149]. A total of about 120 PEP molecules
and more than 100 PEO molecules of various molecular weights were used in the sim-
ulations, which led to 40–60% overall PEP weight fraction. The same types of moves
as used in the VLE simulations were also applied to the LLE simulations. In addition,
self-adapting fixed-end-point configurational-bias Monte Carlo (SAFE-CBMC) moves
[106] were applied to PEO molecules when nPEO ≥ 10, to ensure good sampling of the
internal conformation of these long-chain molecules. Furthermore, shorter oligomeric
PEP molecules were used as impurities (e.g., nPEP = 1–5). This resulted in a dispersity
of 1.04 for PEP*-423. Impurities were also used for PEO but they were included in
the MWD and the calculation of Ð. Similar to VLE simulations, direct particle trans-
fer moves were only used for the shortest oligomers (i.e., PEP-72 and PEO-90), and
the transfer of higher molecular weight molecules was achieved via the inter-box iden-
tity switch moves, which were applied to all the neighboring molecular weight oligomer
pairs (e.g., PEP-72 and PEP-142). The free energy of molecular transfer to and from
the vapor phase was biased to ensure that there are on average 0.5–1.5 molecules for
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each PEP impurity molecule and 0.2–1.5 molecules for each PEO molecule in the vapor
phase. Such bias does not affect the resulting liquid–liquid phase diagram because the
same biasing potential is applied to both liquid–vapor box pairs and its net effect on
the liquid–liquid free energy of transfer is thus zero [62]. PEO molecules with n ≥ 19
were not allowed to transfer to the PEP-rich liquid box or the vapor box because of
their negligible solubilities in the alkane phase even at the highest temperature studied.
Similar to VLE simulations, all the systems were initialized with all the PEP molecules
in one liquid box and all the PEO molecules in the other liquid box. These LLE simu-
lations were equilibrated for at least 2 × 106 MCCs until there was no drift in energies
or compositions for each phase, and the production lasted for at least another 5 × 105
MCCs.
Eight and 16 independent simulations were performed for VLE and LLE simulations,
respectively. Statistical uncertainties of the simulation data were estimated from these
uncorrelated runs and are reported as the 95% confidence interval.
3.2.3 Molecular models.
The TraPPE–UA (transferable potentials for phase equilibria–united atom) force field
[95, 96, 150] was used to model alkanes and ethers investigated in this study. The force
field treats these molecules as pseudo-atoms connected by the prescribed bond length,
and bending angles and dihedral angles are allowed to vary. One CHx (x = 1, 2, and
3) group or one oxygen atom is described as one pseudo-atom. The Lennard-Jones
(LJ) 12-6 potential with the Lorentz–Berthelot combining rule [97] and the Coulomb
potential for partial charges on the oxygen and α-carbon sites were used to model the
interactions between two pseudo-atoms. A spherical cutoff rcut of 14 Å was used, and
the interactions beyond the truncation distance were accounted for via analytical tail
corrections [98]. The Ewald summation method [149] with a screening parameter of
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κ = 3.2/rcut and Kmax = int(κLbox) + 1 (Li is the box length) was used to calculate the
Coulomb interactions in the simulations involving PEO molecules.
In addition, the TraPPE–UA ether force field was modified to model the interactions
between PEP and PEO more accurately. The original TraPPE–UA force field [150]
can reproduce the single-component properties of PEO oligomers, as demonstrated in
Figure 3.3, where the vapor–liquid equilibria data were computed for an ether dimer,
1,2-dimethoxyethane, or PEO-90 from our nomenclature, but it fails to accurately pre-
dict χ for the binary alkane/ether mixture. As shown in Figure 3.4, the χ parameter
of the n-dodecane/PEO-178 mixture is overestimated by more than 75% over the entire
composition range for the original TraPPE–UA force field (magenta), which implies that
the binary interaction between alkane and ether is too unfavorable. The overestimation
can be remedied by reducing the partial charges on the PEO atoms and adjusting the
LJ parameters of the oxygen atom (i.e., rebalancing the dispersive and Coulomb contri-
butions to the cohesive energy of PEO molecules). Since ether molecules can interact
with alkane molecules through dispersive interactions but not dipole interactions in this
non-polarizable model, this approach can result in more favorable alkane-ether inter-
actions, and equivalently, a smaller χ. Similarly, other literature findings also suggest
that reducing the partial charges on the TraPPE–UA ether molecules enables more ac-
curate prediction of the ether-water phase diagram [61] and Kovats retention indices for
alkanols in PEO-type stationary phases [155].
Therefore, I modified the TraPPE–UA ether force field by scaling down the partial
charges on the ether molecules and adjusting the LJ parameters of the oxygen atom.
Several values of the oxygen partial charge were attempted between the original −0.50
e to −0.44 e. This range was selected because an earlier study suggested that a charge
value around −0.45 e is optimal for ether-water interactions [61]. The partial charge on
the oxygen atom determines the partial charge on the α-carbon atoms to maintain the
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Figure 3.3: (a) Vapor–liquid coexistence curve for 1,2-dimethoxyethane (PEO-90); (b)
Saturated vapor pressure as a function of inverse temperature. Experimental data are
from Kobe et al. [151], Steele et al. [152], and Brunner et al. [153]. The experimental
critical temperature is 539.2± 0.4 K [154].
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Figure 3.4: Vapor–liquid phase diagram (top), vapor composition as a function of liq-
uid composition, i.e., separation factor (middle), and χ parameter (0.1 nm3 is used
as the reference volume) as a function of liquid composition for the binary mixture of
n-dodecane (denoted as “1”) and triethylene glycol dimethyl ether (PEO-178 from our
nomenclature). The legend indicates qO, O/kB, and σO (in units of e, K, and Å),
respectively. Experimental data are taken from Treszczanowicz and Cieślak [156].
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charge neutrality of the molecule. In addition, the LJ parameters of the oxygen atom
were also tuned to reproduce the single-component thermodynamic properties such as
liquid densities, vapor pressures, and the critical point of a representative ether molecule,
namely PEO-90. For each partial charge value, χCP for n-dodecane/PEO-178 mixtures
was computed to allow for the selection of an optimal partial charge value.
It was found that χCP for the n-dodecane/PEO-178 mixture decreases with decreas-
ing partial charge on the oxygen atom, and qO = −0.44 e worked best for this system
among the partial charge values we selected (see Figure 3.4). The LJ parameters used
for this partial charge are /kB = 65 K and σ = 2.90 Å (shown in Table 3.2). Note that
much smaller statistical uncertainties for the original ether force field data set (in ma-
genta) are due to a much longer simulation trajectory. Indeed, one can see from Figure
3.5 that χCP is reduced by a factor of 1.5, from around 0.526±0.007 to 0.35±0.02 (when
x1 ≈ 0.42–0.44, vref = 0.1 nm3). The deviation from the experimental χCP is reduced
from more than 100% to around 35%, while the single-component properties of PEO-
90, such as liquid densities, vapor pressures, and the critical point are still accurately
reproduced. From Figure 3.3, the mean unsigned percentage error (MUPE) for three
low-temperature liquid densities is 0.9% (original TraPPE–UA gives 0.6%), for unary
vapor pressures is 7% (original TraPPE–UA gives 6%), and for the critical temperature
is within 0.1% (original TraPPE–UA gives 0.7%).
Table 3.2: Nonbonded LJ parameters and partial charges of the modified PEO force
field.
Atom type /kB [K] σ [Å] q [e]
CH3 98 3.75 0.22
CH2 46 3.95 0.22
O 65 2.90 −0.44
Moreover, to show that the modification of alkane force field does not impact χ, one
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set of simulations was performed with scaled  values for all the interaction sites in the
alkane molecules (CH3/kB = 100.9 K and CH2/kB = 47.4 K). This set of  reduces unary
vapor pressures of n-dodecane to match the experimental ones, but note that this fix can
lead to significant deviations in liquid densities and the critical temperature of unary
alkanes. One can see in Figure 3.5 that despite much better agreement on the separation
factor for the binary system (from cyan to orange in the top and middle panels), χCP
remains approximately the same and shows little improvement. This finding suggests
that χ only reflects the binary interactions between two unlike monomers regardless
of the deviation in single-component vapor pressures. Since this crude modification of
the alkane force field can result in inaccurate predictions of important thermodynamic
properties such as liquid densities and the critical temperature, the modified TraPPE–
UA ether force field was used to model PEO for the rest of this study (see Table 3.2)
while the original TraPPE–UA force field was used to model alkanes.
3.3 Results and Discussion
3.3.1 The molecular weight dependence of χ
Phase diagram of PEP*-423/PEO mixtures. Figure 3.6 shows simulated coexis-
tence curves from LLE simulations and experimental cloud point curves (by courtesy of
Shuyi Xie and Reza Foudazi) for quasi-binary blends consisting of PEP*-423 and PEO
with variousMn values ranging from 217 to 500 Da. Due to the relatively low dispersities
of the PEO samples, the binary FH theory with χ(T ) as the only adjustable parameter
(eq 3.1) can be utilized to fit the binodal curves and extract χeff(T ) [157, 131]. Solid
lines in Figure 3.6 are the fitted binodal curves obtained by using a molecular weight-
dependent but composition-independent functional form of χeff(T ) = a(M)/T + b(M).
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The fitting results agree fairly well for both simulation coexistence curves and experi-
mental cloud point curves. This suggests that the compositional dependence of χ can be
neglected for PEP/PEO mixtures, which is consistent with earlier experimental studies
on this system [118, 119] as well as the n-dodecane/PEO-178 simulation data shown in
the previous section.
A comparison between simulation and experimental phase diagrams reveals that sim-
ulations overestimate the upper critical solution temperatures (UCSTs) by around 50
K. The overestimation in χ is the origin of this deviation. For example, the χeff values
for Mn = 500 Da at T = 450 K are 0.30 and 0.39 for experimental and simulation
data, respectively (vref = 0.1 nm3). This 35% overestimation (∼ 0.1 in absolute mag-
nitude) is in agreement with the 35% deviation (0.1 in absolute magnitude) in χCP for
the n-dodecane/PEO-178 mixture. Despite the seemingly significant deviation, a 50 K
overestimation in UCST corresponds to less than 1 kJ/mol in the free energy of trans-
fer [62]. As a comparison, the original TraPPE–UA force field likely overestimates the
UCST by more than 100 K (at T = 550 K, the squalane weight fractions in the coexist-
ing phases for the original force field are 88±2 and 4±1 wt%, while this temperature is
already above the UCST of the modified force field used here). Although the PEP/PEO
interactions are still slightly too unfavorable even after the force field modification, the
discrepancy between simulation and experimental results is sufficiently small that re-
liable results can be obtained regarding the effect of molecular weight and MWD on
χ.
For both simulation and experimental data, the fitted χeff increases with increas-
ing PEO molecular weight. Furthermore, the theoretical phase diagrams for PEP*-
423/PEO-222(PEO-217) and PEP*-423/PEO-280 mixtures were calculated using the
χeff(T ) deduced from PEP*-423/PEO-500-SZ-1.1 and are shown as dashed lines in Fig-
ure 3.6. One can see that if χeff is assumed to be molecular weight independent, the
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Figure 3.6: Simulated coexistence curves (top) and experimental cloud point curves
(bottom) of PEP*-423/PEO mixtures. The experimental data for PEO-500-SZ-1.1 are
from Washburn et al. [157], and the other two data sets were provided by courtesy
of Shuyi Xie and Reza Foudazi. Solid lines are the fitting results using eq 3.1 with
χeff(M,T )= a(M)/T + b(M), in which a and b are fitting parameters. Dashed lines
are calculated phase diagrams using eq 3.1 with molecular weight independent χeff(T )
from the PEO-500 fit. Analytical expressions of the molecular weight-dependent fits are
provided, and the uncertainties of the fitting are estimated to be ∆χ = ±0.01, equivalent
to UCST = ±5 K.
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UCSTs of PEP*-423/PEO-222(PEO-217) and PEP*-423/PEO-280 mixtures are overes-
timated by about 30 and 60 K, respectively, for both simulation and experimental data
sets. Therefore, one can conclude that χ of the PEP/PEO mixtures exhibits a non-
negligible molecular weight dependence, and that this dependence stands in contrast to
the general trend in earlier literature (decreasing χ with increasing the PEO molecular
weight [31, 124, 158, 48]).
VLE of oligomeric PEP/PEO mixtures. To further characterize and rationalize
the molecular weight dependence of χ, we performed VLE simulations to compute χCP
for oligomeric PEP/PEO mixtures (φPEP ≈ 0.5) with n ranging from two to six, and
results are displayed in Figure 3.7. These simulations reproduce the PEO molecular
weight dependence of χeff from LLE simulations. For both PEP-142 and PEP-212,
increasing the molecular weight of PEO results in an increase in χCP. In contrast, χCP
decreases with the increasing molecular weight of PEP, which displays the molecular
weight dependence found in other experimental studies [28, 31]. More importantly,
molecular weight exerts a large impact on χCP at both temperatures investigated. For
example, varying the PEP chain length can result in a difference in χCP by as much as a
factor of two (or 0.2 in absolute magnitude) for the PEP/PEO-222 mixture at T = 490
K. This corresponds to a difference in the coexistence curve by about 100 K. Therefore, it
is crucial to understand different molecular weight dependences for the two components
and to develop an approach to predict χ for PEP/PEO pairs of arbitrary chain lengths.
The Hildebrand formalism states that χ is proportional to the solubility parameter
differences between two components:
χH(T ) =
vref
kBT
[δ1(T )− δ2(T )]2 = vref
kBT
[√
ΠCED,1(T )−
√
ΠCED,2(T )
]2
(3.3)
where vref is the reference volume. The above equation can be used to qualitatively
58
212 300 423
M
n
(PEP) [Da]
PEP/PEO-178
PEP/PEO-222
0.15
0.2
0.25
0.3
0.35
0.4
χ
PEP-142/PEO
PEP-212/PEO
PEP*-423/PEO
134 222 500400
M
n
(PEO) [Da]
0.25
0.3
0.35
0.4
0.45
χ
PEP-142/PEO
PEP-212/PEO
PEP*-423/PEO
/PEO-178
/PEO-222
T = 435 K
T = 490 K
T = 490 K
T = 435 K
T = 490 K
Figure 3.7: χ of oligomeric PEP/PEO mixtures as a function of the number average
molecular weight of PEP or PEO at T = 435 and 490 K. Data that contain PEP*-423
are χeff from LLE simulations (see Figure 3.6), while the remainder of the data are χCP
from VLE simulations.
explain the molecular weight dependence of χ. Figure 3.8a shows the cohesive energy
density ΠCED as a function of chain length that was used to compute χ from the Hilde-
brand formalism. One can see that ΠCED(PEO) is always higher than ΠCED(PEP) at
both temperatures (e.g., ΠCED(PEO-222) is 1.7 times higher than that of ΠCED(PEP-
212) at T = 435 K, despite the similar molecular weights). As the molecular weight of
PEP increases, [δ(PEP) − δ(PEO)]2 shrinks, and thus, so does χ. On the other hand,
when the molecular weight of PEO increases, [δ(PEP)−δ(PEO)]2 becomes larger, which
leads to the increase in χ. This qualitative agreement suggests that the molecular weight
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Figure 3.8: (a) Cohesive energy density, ΠCED, as a function of the inverse chain length
of PEP and PEO. Dashed lines are linear fits to the data using data points with number
of heavy atoms in PEP or PEO greater than or equal to 10 (nPEP ≥ 2 and nPEO ≥ 4).
(b) Solubility parameter, δ, as a function of temperature for PEP*-423 and PEO-222.
Dashed lines are linear fits of the data.
dependence of δ is the origin of the molecular weight dependence of χ, which implies
that for such polar/nonpolar polymeric mixtures, the sign of the molecular weight de-
pendence of χ is always opposite for the two components. For other mixtures such as
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polyolefins, this argument may not hold due to the relatively greater effect of other non-
idealities on the mixing thermodynamics (e.g., finite compressibility, nonideal entropy
of mixing) [125].
To quantify the molecular weight dependence of δ, two linear relationships were
utilized. First, Figure 3.8a reveals that ΠCED is linear with the inverse chain length when
oligomers are sufficiently long (when the number of heavy atoms is greater than or equal
to 10), which enables the estimation of ΠCED(PEP) and ΠCED(PEO) of arbitrary chain
length at T = 435 and 490 K. Second, as shown in Figure 3.8b, δ is found to vary linearly
with temperature for temperatures well below the vapor–liquid critical temperature.
This further allows for the extrapolation of ΠCED and δ to other temperatures. The
following equations were extracted from the two linear fits and can be used to obtain
ΠCED and δ for PEP and PEO of arbitrary chain length and temperatures.
ΠCED(PEP, 435K)/MPa = −(103.6± 0.3)/n+ (190.5± 0.4) (n ≥ 2) (3.4)
ΠCED(PEP, 490K)/MPa = −(109.6± 0.3)/n+ (169.7± 0.5) (n ≥ 2) (3.5)
ΠCED(PEO, 435K)/MPa = −(222.7± 0.2)/n+ (302.7± 0.3) (n ≥ 4) (3.6)
ΠCED(PEO, 490K)/MPa = −(173.4± 0.3)/n+ (250.3± 0.4) (n ≥ 4) (3.7)
δ/MPa1/2 =
[√
ΠCED(490K)−
√
ΠCED(435K)
]T − 435
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+
√
ΠCED(435K) (3.8)
A more quantitative model is constructed by using the following equation [159, 88],
in which kij is the only adjustable parameter that quantifies the deviation from the
Berthelot combining rule used in the Hildebrand formalism:
χSP(T ) =
vref
kBT
[
ΠCED,1(T ) + ΠCED,2(T )− 2kij
√
ΠCED,1(T )ΠCED,2(T )
]
(3.9)
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Figure 3.9: χSP as a function of χCP or χeff for PEP/PEO mixtures. kij values are fitted
using χCP (cyan) and all data points for simulation and experiments, respectively.
When kij is unity, eq 3.3 is recovered. For simulations, empirical fitting to the χCP values
yields a kij value of 0.975± 0.003. The utility of this kij value is confirmed by using χeff
from LLE simulations as the validation set. Figure 3.9 reveals that the calculated χSP
using this kij value agrees with χCP and χeff , with MUPE for all the data points being
6±4% (6% is roughly 0.02 in absolute magnitude) and the maximum absolute error being
0.06±0.03. The average error approaches the average uncertainty of the simulation data.
It corresponds to a deviation in the mixture UCST of about 10 K, while the maximum
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error corresponds to a deviation of about 25 K. As for experiments, due to the lack of χ
for shorter PEP/PEO mixtures, all the χeff data are used for the fitting, which results
in a kij value of 0.988 ± 0.004. The MUPE for all the experimental data points are
6 ± 4%, and the maximum absolute error is 0.06 ± 0.04. The discrepancy in simulated
and experimental kij values reflects the inaccuracy of the PEP-PEO interactions in the
non-polarizable molecular model. If the force field were sufficiently accurate, kij(sim)
and kij(expt) should converge, which implies that simulations can accurately predict
χ(M,T ).
To demonstrate that χSP computed from eq 3.9 can be used to calculate coexistence
curves, predicted coexistence curves using the fitted kij values as well as a kij value of
unity are shown in Figure 3.10. One can see that the maximum error between simu-
lations/experiments and eq 3.9 predictions using kij(sim) = 0.975/kij(expt) = 0.988 is
less than 20 K. When a kij value of 1.0 is used, the predicted coexistence curves deviate
significantly from the simulation or experimental data, with the average error greater
than 100 K. This result suggests that it is essential to fit a kij value from existing simula-
tion or experimental data in order to predict χ and coexistence curves of binary polymer
blends with arbitrary molecular weights.
The data in Figure 3.10 show large deviations for the mixtures with the two shorter
PEO chains that exhibit miscibility gaps shifted to lower temperatures. This may be
an indication of a weak temperature dependence for kij , which is consistent with recent
calculations of water/oil interfacial tension [159]. The explanation for why kij for this
system is smaller than unity is that PEO-PEO interactions include first-order electro-
static contributions that are not present for the PEP-PEP and PEP-PEO interactions
(lumping first- and second-order electrostatic interactions). Therefore, PEP-PEO inter-
actions predicted from eq 3.3 are too favorable, and thus, a kij value that is smaller than
one is essential to correct the underestimation in χ. Similarly, kij(sim) is smaller than
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Figure 3.10: Predicted coexistence curves for PEP*-423/PEO mixtures for simulations
(top) and experiments (bottom). The symbols represent simulation and experimental
(by Shuyi Xie, Reza Foundazi, and Newell Washburn) data. Solid lines are from eq 3.9
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kij(expt) because the dipole–induced dipole interactions that are present in real systems
are missing in the non-polarizable TraPPE-UA model, leading to the overestimation in
χ for the simulated systems. Furthermore, the origin of the temperature dependence of
kij is the temperature dependent contribution from first-order dipole-dipole interactions
due to the Boltzmann averaging of orientation [97]. However, despite the success in the
qualitative agreement mentioned above, we know from the binodal curve fitting that an
entropic deviation from the FH theory is also lumped into χeff . Future studies on other
molecular systems with wider temperature ranges and calculation/measurement of the
heat of mixing are needed to elucidate the physical meaning of kij .
3.3.2 The effects of MWD and Ð on the phase diagram
LLE of PEP*-423/PEO-500 mixtures. Figure 3.11 displays liquid–liquid coexis-
tence curves from simulations and experimental cloud point curves (by courtesy of Shuyi
Xie) for quasi-binary mixtures consisting of near-monodisperse PEP*-423 (Ð = 1.04) and
disperse PEO with Mn ≈ 500 Da, but with various MWDs and Ð values. Simulated
coexistence curves corresponding to PEO-500-SZ-1.02, PEO-500-SZ-1.10, PEO-500-SZ-
1.19, and PEO-500-BM-1.12 (Ð varying from 1.02 to 1.19) are indistinguishable from
each other within statistical uncertainties. This is confirmed by the near identical ex-
perimental cloud point curves for PEO-500-SZ-1.1 and PEO-500-BM-1.1. These results
reveal that regardless of MWD, Ð exerts negligible influence on the phase diagram when
Ð is smaller than 1.2. Similar conclusions have also been reached by other experimental
studies for high molecular weight polymers in solution [127].
However, coexistence curves of PEP*-423/PEO-500-BM-1.76, in which the PEO has
the “extreme” bimodal distribution containing 57 mol% (15 wt%) of PEO-134 and 43
mol% (85 wt%) of PEO-1015 (Ð = 1.76), show significant deviation from those with
smaller dispersities. The binary representation of the phase diagram is shown in Figure
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Figure 3.11: (a) Simulated coexistence curves (top) and experimental cloud point curves
(bottom) for PEP*-423/PEO-500 mixtures. Experimental data for PEO-500-SZ-1.1 are
fromWashburn et al. [157], and the other experimental data set was provided by courtesy
of Shuyi Xie. (b) Weight fraction of PEO-134 among all PEO molecules in the PEO-rich
phase for the PEP*-423/PEO-500-BM-1.76 mixture.
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3.11a and the ternary phase composition data are provided in Figure 3.11b and Table
3.3. Despite the increased complexity of the ternary phase diagram, the two major
assumptions in the simulations are still valid. First, the liquid–liquid equilibria setup is
appropriate because the molecular weight ratio between the two PEO components r =
M(PEO-1015)/M(PEO-134) is 7.6, which is lower than the three-phase separation limit
of r∗ = 13 from the generalized FH theory [160]. Furthermore, we cannot transfer PEO-
1015 to the alkane phase due to the lack of medium molecular weight PEO molecules as
transfer intermediates. Nevertheless, the assumption that PEO-1015 always stays in the
PEO-rich phase is supported by the negligible solubility of PEO-1015 in PEP*-423 (less
than 1 wt% at T = 500 K), estimated from eq 3.1 with a χSP value from eqs 3.4–3.9.
Table 3.3: LLE data for the PEP*-423/PEO-500-BM-1.76 mixture from simulations.
Data are shown in the weight (w) and mole (x) fraction of PEP*-423 (1) and PEO-134
(2).
T [K] wα1 wα2 w
β
1 w
β
2 x
α
1 x
α
2 x
β
1 x
β
2
440 0.9643 0.0363 0.14317 0.09711 0.8999 0.1019 0.202 0.38810
450 0.9613 0.0393 0.143 0.09317 0.8927 0.1087 0.203 0.37811
460 0.9584 0.0424 0.14218 0.09112 0.88710 0.11310 0.202 0.37113
470 0.9573 0.0433 0.18119 0.0869 0.8838 0.1178 0.252 0.34713
480 0.9504 0.0504 0.182 0.08211 0.86610 0.13410 0.263 0.33617
490 0.9503 0.0503 0.172 0.08410 0.8667 0.1347 0.242 0.34311
500 0.9462 0.0542 0.17418 0.0819 0.8575 0.1435 0.252 0.33410
510 0.9424 0.0584 0.173 0.07813 0.84910 0.15110 0.254 0.32618
Two features in the coexistence curve of the PEP*-423/PEO-500-BM-1.76 mixture
stand in contrast to those containing low-dispersity PEO. First, the quasi-binary compo-
sitions are relatively insensitive to temperature, with the solubility of PEP*-423 in the
PEO-rich phase changing from 14.3±1.7 wt% at T = 440 K to merely 17±3 wt% at T =
510 K. This can also be deduced from the weight fraction of PEO-134 among all the PEO
molecules in the PEO-rich phase (this fraction is unity in the PEP-rich phase), shown in
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Figure 3.11b. The decrease of PEO-134 weight fraction as a function of temperature is
on the order of the simulation uncertainties. The temperature insensitivity can mainly
be attributed to the dominant overall weight fraction of PEO-1015 among all the PEO
molecules (85 wt%). Consequently, the distribution change of PEO-134 hardly influences
the coexistence curve. For example, when the temperature increases from 440 to 510
K, the mole fraction of PEO-134 in the PEP-rich phase increases by around 50% (from
10.1± 0.9 to 15.1± 1.0 mol%, or from 3.6± 0.3 to 5.8± 0.4 wt% on the weight fraction
scale). The second feature of interest is that the PEP solubility in the PEO-rich phase is
much higher at low temperatures (T ≤ 500 K) compared to that of PEO-500-BM-1.12.
For example, at T = 470 K, the PEP solubility in PEO-500-BM-1.76 (18.1 ± 1.9 wt%)
is about a factor of three to four higher than that of PEO-500-BM-1.12 (5 ± 3 wt%).
The increase in solubility can be explained by the more favorable interactions between
PEP and PEO, which will be more quantitatively elaborated later when the PEP free
energy of transfer data are discussed. This deviation from other data sets clearly shows
the failure of treating this ternary mixture as a binary one. Unfortunately, the theoret-
ical treatment of the ternary mixture can be much more complicated since the binary
interaction parameters χ is a function of composition when the third component is the
majority species in weight or volume fraction [161]. In summary, this result reveals that
for mixtures with a bimodal distribution and a large dispersity, which can be the case
for many industrial polymers, the treatment of the mixture as quasi-binary blend can
introduce non-negligible errors.
The effect of dispersity on molecular partitioning raises the question of why the
overall phase diagram is not significantly perturbed by changing from SZ-1.02 to SZ-
1.19. Mixtures containing PEO with larger dispersity (e.g., PEO-500-SZ-1.76) would
be of interest, but are more challenging for simulation because of the need for a larger
number of components to represent the SZ versus the BM distribution. The molecular
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Figure 3.12: Free energy of transfer (∆Gtrans) from the PEP-rich (α) to the PEO-rich
phase (β) as a function of the PEP and PEO chain lengths at T = 470 K.
weight dependence of the free energy of transfer ∆Gtrans can be used to address this
question, which is calculated from the following equation [162, 97, 102]:
∆Gtrans(β → α) = −kBT ln(ρα/ρβ) (3.10)
where ρi is the number density of PEP or PEO in phase i. Note that ρi can be obtained
from either simulations or experiments using the composition and the density of phase
i. Figure 3.12 depicts ∆Gtrans from the PEP-rich (α) to the PEO-rich (β) phase as a
function of the chain length for both PEP and PEO at T = 470 K. ∆Gtrans is found
to be a linear function of chain length for both types of molecule, and the values do
not change with respect to the MWD or Ð, with the exception of PEO-500-BM-1.76.
For the mixtures with Ð < 1.2, the incremental transfer free energies are found to be
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2.0± 0.4 and 1.0± 0.1 kJ/mol for one PEP and PEO repeat unit, respectively.
One can obtain the effect of dispersity on compositions and MWDs for both phases
using continuous thermodynamics [131, 132, 133]. For the partitioning of PEO between
two phases, the following equations hold:
Kα =
ρα
ρβ
= exp
[
−∆Gtrans(β → α)
kBT
]
= exp
[
−ktrans(β → α)MPEO
kBT
]
(3.11)
in which Kα is the partition constant and ∆Gtrans(β → α) = ktrans(β → α)MPEO. This
equation shows that K increases or decreases exponentially as the chain length increases.
The total mass of PEO partitioned in both phases, mPEOα and mPEOβ , can be expressed
by the following two equations:
mPEOα =
∫ ∞
0
Pα(M)dM =
∫ ∞
0
P (M)
Kα(M)Kv
Kα(M)Kv + 1
dM (3.12)
mPEOβ =
∫ ∞
0
Pβ(M)dM =
∫ ∞
0
P (M)
1
Kα(M)Kv + 1
dM (3.13)
in which P (M) is the total MWD in mole fraction; Pi(M) is the MWD in phase i; Kv
is the volume ratio between the two phases, and can be calculated via:
Kv =
Vα
Vβ
=
mα/ρα
mβ/ρβ
=
ρβ
ρα
(wβ − wtot)
(wtot − wα) (3.14)
where Vi, mi, ρi, and wi are the volume, mass, density, and PEO weight fraction of phase
i, respectively; wtot is the total weight fraction of PEO. If one assumes the partitioning of
PEP*-423 is not affected by the dispersity of PEO (free energy of transfer of PEP is not
a function of dispersity from Figure 3.12), eqs 3.11–3.14 can be solved together with the
mass balance to compute wi and Kv given the total weight fraction wtot and the original
MWD P (M). The solution can provide the effect of dispersity on the coexistence curve
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Figure 3.13: The weight fraction of PEO in α (top) and β (bottom) phase as a function of
dispersity for the PEP*-423/PEO-500 mixture when PEO has the Schulz-Zimm overall
distribution at T = 470 K. Symbols are simulation data, while solid and dashed lines are
the calculated values and uncertainties from eqs 3.11–3.14 and Figure 3.12, respectively.
and quantify the MWD in each phase.
Figure 3.13 shows the calculated PEO compositions in both phases as a function of
dispersity for the PEP*-423/PEO-500 mixture when PEO has a Schulz-Zimm overall
distribution. The ktrans(β → α) value of 22.5 ± 2.5 J/g from Figure 3.12 is used. One
can see that the calculated compositions agree fairly well with the simulated ones within
uncertainties, which serves as a self-consistency check. In addition, the lines are almost
flat, which suggests that dispersity does not exert a large influence on the coexisting
compositions for the SZ distribution at T = 470 K for Ð ≤ 2. The result is consistent
with the simulation and experimental findings for PEP*-423/PEO-500-SZ mixtures. The
comparison between the predicted coexistence curve for PEP*-423/PEO-500-SZ-1.76
and the simulated coexistence curve for PEP*-423/PEO-500-BM-1.76 suggests that the
71
shape of the MWD plays a pivotal role in the effect of dispersity on the polymer mixture
phase diagram (e.g., the effect of dispersity is more obvious for the BM MWD). For other
overall MWDs and molecular weights, one can use the numerical method formulated here
to obtain an estimate regarding the effect of dispersity.
Theoretical calculation reveals that the change in free energy of transfer is the key
to the shift in composition for the PEP*-423/PEO-500-BM-1.76 mixture. From Figure
3.12, one can see that the free energy of transfer of PEP in the PEP*-423/PEO-500-
BM-1.76 mixture at T = 470 K deviates substantially from the rest of the data set.
The smaller free energy barrier for PEP to transfer to the PEO-rich phase is the origin
of the higher PEP concentration in the PEO-rich phase. Similarly, the slightly higher
free energy barrier for low molecular weight PEO to transfer into the PEP-rich phase
coincides with the lower PEO-134 composition in the PEP-rich phase at equilibrium for
the PEP*-423/PEO-500-BM-1.76 mixture. The shift in transfer free energy implies that
the quasi-binary approximation fails when the dispersity of PEO is as large as 1.76. It
also suggests that the binary interaction parameter χ is a function of the composition in
the ternary mixture. For example, when the composition of the PEO-rich phase changes
from PEO-500-SZ-1.19 to PEO-500-BM-1.76 (the compositions of the PEP-rich phase
are similar), it becomes more favorable for PEO-134 to transfer into the PEO-rich phase,
with ∆Gtrans changing from −2.6± 0.3 to −3.7± 0.3 kJ/mol, due likely to the presence
of high-molecular weight PEO molecules.
Molecular partitioning. The partitioning of different molecular weight PEOmolecules
is revealed by the MWD in each phase from LLE simulations (symbols) and theoretical
calculations (lines), as shown in Figure 3.14. The agreement between simulation data
and theoretical calculations demonstrates the robustness of the numerical formulation
(eqs 3.11–3.14). When the dispersity is low (Ð = 1.02), the MWDs for both phases are
almost identical. When the dispersity increases to Ð = 1.10, a distinction between the
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two distributions emerges at the higher molecular weight end of the distribution. For
example, the mole fraction of PEO-707 among all the PEO molecules in the PEO-rich
phase is 80% higher than that in the PEP-rich phase. This indicates an enrichment of
higher molecular weight PEO molecules in the PEO-rich phase, which is consistent with
the lower solubility of higher-molecular weight PEO in the PEP-rich phase. When Ð
further increases to 1.19, the distinction between two MWDs becomes more pronounced.
This effect of MWD can also be quantified by the Mn(PEO) present in each phase
shown in Figure 3.14b. It is apparent that for both types of MWD, Mn(PEO) is higher
in the PEO-rich phase, and the gap between the two Mn values in each phase grows,
as the overall dispersity increases. When Ð = 1.19, Mn(PEO) in the PEO-rich phase is
50% higher than that in the PEP-rich phase at T = 470 K. For the bimodal distribution,
Mn(PEO) in both phases are lower than those of the Schulz-Zimm distribution when Ð
values are close. This is due to the higher abundance of lower molecular weight PEO
in the overall MWD as well as fewer high molecular weight molecules in the Schulz-
Zimm distribution. The difference in partitioning is the thermodynamic driving force
of fractionation of disperse polymers [140, 163]. Moreover, Figure 3.14 also reveals that
the MWDs of polymers in each phase can differ even if the overall compositions in the
phase diagram are similar. For example, when T = 470 K, Mn(PEO) in the PEP-rich
phase can vary from 462 ± 7 Da to 352 ± 6 Da when Ð increases from 1.02 to 1.19,
but the corresponding phase diagrams are nearly identical (see Figure 3.11). Therefore,
the approximation that such a quasi-binary mixture can be treated as a two-component
system can be misleading, and caution needs to be taken if the exact content of the
polymer in each phase is of interest.
Structural analysis. The effect of liquid structure on the mixing thermodynamics is
characterized by the intermolecular radial distribution functions (RDFs) computed from
the simulation trajectories, plotted in Figure 3.15. For both PEP*-423/PEO-500-SZ-1.10
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and PEP*-423/PEO-217-MD-1.01 mixtures at a relatively high temperature near their
UCSTs, the peak positions of the oxygen–oxygen RDF for intermolecular PEO–PEO
pairs in both phases (solid and dashed lines in red) are similar. Nevertheless, the height
of the RDFs is vastly reduced in the PEO-rich phase compared to that corresponding to
the PEP-rich phase. This is an indication of the clustering behavior of PEO molecules in
the minority phase. Similar aggregation behavior can also be seen for PEP–PEP pairs in
the PEO-rich phase containing PEO-500-SZ-1.10 (dashed black lines in the top panel),
but the distinction between two carbon–carbon RDFs for the mixture with shorter PEO
chains PEO-217-MD-1.01 is less obvious (solid and dashed lines in black in the bottom
panel). In contrast, the carbon–oxygen RDFs for the PEP–PEO pair in two phases (solid
and dashed lines in blue) are found to trace closely to each other, revealing no sign of
PEP–PEO aggregation. The clustering behavior agrees with our finding that the entropic
contribution to χ is always a significant portion of the total χ (i.e., the intercept b in the
χ = a/T +b fitting is non-zero). In addition, the aggregation behavior is consistent with
other simulations of polymer blends [34, 51] and block polymers [71, 164, 165, 69]. The
simulation snapshots depicted in Figure 3.15 also confirm the clustering behavior. Both
PEP and PEO molecules tend to aggregate when they are the minority components.
This clustering behavior reflects the incompatibility of the two components and further
reveals the complexity of mixing behavior that deviates significantly from the ideal
mixing assumption of the FH theory.
3.4 Conclusions
This work uses GEMC simulation in conjunction with the experimental cloud point
measurements (by courtesy of Shuyi Xie and Reza Foudazi) to study the phase behav-
ior of oligomeric PEP/PEO mixtures. The utilization of a modified TraPPE–UA force
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field for PEO greatly improves the accuracy of the computed χCP for alkane/ether mix-
tures, but it still results in an overestimation of χCP by around 35% (or 0.1 in absolute
magnitude), and thus, overestimation of the coexistence curves for binary alkane/ether
mixtures. Results from simulations shed light on the molecular weight dependence of χ
and the effect of MWD and Ð on the liquid–liquid phase diagram. First, χeff or χCP
of PEP/PEO mixtures increases as the molecular weight of PEO increases or as the
PEP molecular weight decreases. This seemingly irregular dependence is rationalized
by the chain length dependence of the cohesive energy densities for PEP and PEO. A
modified Berthelot mixing rule with a single adjustable parameter kij has been estab-
lished to rationalize the dependence and accurately predict χ for PEP/PEO mixtures of
arbitrary molecular weights. For simulation data, kij is fitted to χCP of shorter oligomer
mixtures and yields a value of 0.975 ± 0.003. This value differs from the kij fitted to
the experimental cloud point curves of PEP*-423/PEO mixtures (0.988± 0.004) due to
the inaccuracy of the force field. For both simulation and experiments, the predicted
coexistence curves using these kij values agree with those for PEP*-423/PEO mixtures
with less than 20 K error, while the deviation is more than 100 K if kij is unity (the
Hildebrand formalism). Second, the binodal curves of PEP*-423/PEO-500 mixtures
with varying MWD and Ð of PEO are investigated. Experiments and simulations both
indicate no significant change in the coexisting phase compositions when the dispersity is
below 1.2. However, the phase diagram shifts dramatically when a bimodal distribution
is used (Ð = 1.76). The shift suggests that the quasi-binary approximation fails when
one component has a bimodal distribution with a large Ð, and the ternary treatment
is essential to describe the phase behavior of the mixture. The molecular partitioning
extracted from simulations reveals the enrichment of high molecular weight PEO in the
PEO-rich phase, which causes a decrease of Mn(PEO) in the PEP-rich phase as Ð in-
creases. This suggests that PEO compositions can be quite different even if the phase
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diagrams in weight fraction units are similar. Furthermore, structural analysis from sim-
ulations shows signs of aggregation for PEP and PEO molecules in their minority phases,
which leads to deviations from the ideal mixing behavior and brings more complexity to
the prediction of its phase behavior.
Chapter 4
Computational Design of High-χ
Block Oligomers for Accessing 1-nm
Domains
4.1 Introduction
In the microelectronics industry, the growing need for microprocessors with faster speed
and storage devices with larger storage densities demands the miniaturization of the
associated features below the current practical limit of about 10 nanometers [22]. Further
feature size decreases using traditional lithographic processes faces significant challenges
[166]. Nanolithography utilizing directed self-assembly of block polymers is considered
an attractive and cost-effective approach to achieve the desired single digit nanometer
length scales [167, 22]. For block polymers, the morphology and the separation between
This chapter is reproduced in part with permission from (Q. P. Chen, L. Barreda, L. E. Oquendo,
M. A. Hillmyer, T. P. Lodge and J. I. Siepmann, “Computational Design of High-χ Block Oligomers
for Accessing 1 nm Domains”, ACS Nano 2018, DOI: 10.1021/acsnano.7b09122, American Chemical
Society)
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self-assembled domains can be tailored by tuning the block polymer composition (fi), the
overall degree of polymerization (N), and the interaction parameter between the blocks
(χ). Pioneering research has been devoted to exploring the materials design space and
identifying, synthesizing, and implementing new high-χ block polymers (oligomers) that
can be readily used for such applications [168, 169, 170, 171, 172]. In addition, a variety
of processing techniques including thin-film coating [173], defect removal [174, 175, 176],
and domain alignment [177, 178, 179] have been developed to make block polymers more
practically viable. However, typical domain periods d (d is defined as the domain spacing
for lamellae or the 100 interplanar distance for hexagonally packed cylinders) for self-
assembled block polymers (d ≈ 15–100 nm) are still higher than the desired periods (d ≤
5 nm) for nanolithography [180, 167, 22] and other applications [20, 14, 13, 181]. Since
d increases with N , while χN must be large enough to access the microphase separation
region, the key to reducing d is to find “high χ–low N ” block polymers (oligomers) which
contain more incompatible blocks [22].
There are numerous examples in the literature aimed at practical approaches to such
high-χ–low N systems in attempts to drive down d [182, 183, 184, 185, 186, 187, 188, 189,
190, 191, 192, 193, 194, 195, 196, 197, 198, 199, 200, 201, 202, 203, 204, 205]. For example,
Kennemur and co-workers [196] have demonstrated that domain sizes of sub-5 nm can be
achieved without the incorporation of silicon, fluorine, or metal species (i.e., “all-organic”
block polymers), the presence of which is undesirable for convenience of post-processing
and sustainability [22, 206, 207]. In addition, the use of highly-hydroxylated blocks
has recently been proved a promising method. In particular, Otsuka et al. utilized
maltoheptaose to fabricate block polymers with d as small as 7.7 nm [200]. Nowak et
al. designed a sugar-olefin conjugate that achieved the nanostructure formation with
d = 6.6 ± 0.7 nm [203]. Similarly, Jeong et al. utilized a solid-state transition to
self-assemble block oligomers that contain multiple hydroxyl groups into 5.6-nm-spaced
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lamellae [204].
Further reduction in domain separation calls for predictive design of high-χ block
oligomers (HCBOs). This, in turn, creates a demand for more comprehensive under-
standing of the phase behavior at this length scale, which lies at the boundary between
self-assembled block polymers and solvent-free surfactants [22]. The microphase sep-
aration of block polymers is driven by the interplay between segment incompatibility
and the enforced block connectivity. Thus, the associated complex phase behavior can
be largely attributed to the chain flexibility that can induce preferred curvature at the
interface, while the precise molecular geometry (e.g., head group area, tail group vol-
ume) plays a less important role [169]. On the other hand, low molar mass surfactants
typically adopt only layered smectic or nematic phases in their solvent-free liquid crys-
talline state and not other complex morphologies [208, 209]. This liquid crystalline-type
phase behavior stems largely from anisotropic interactions such as hydrogen bonding
and pi-pi interactions, where the self-assembly behavior is heavily influenced by molec-
ular geometry [210]. While the general principles for both block polymer and liquid
crystalline surfactant self-assembly are well-established, it is still a matter of discussion
as to whether these theories are applicable to sub-5 nm HCBOs [169, 191]. Therefore,
the complication resulting from this interplay motivates a more rigorous understanding
of the phase behavior at the sub-5 nm length scale, and molecular simulation offers a
promising approach to address this challenge.
Earlier works in simulating block polymers (in fact, polymers in general) often utilize
coarse-grained force fields for which the “resolution” of the model is relatively low (e.g.,
one monomer is modeled as a spherical interaction site and its chemical structure is
obscured). These pioneering studies provide valuable insight into the phase behavior of
block polymers [211, 66, 212, 213, 71, 214, 215], but coarse-grained force fields are insuf-
ficient for the predictive design of new block oligomers, because the detailed molecular
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features play a more important role at shorter length scales. Therefore, atomistic-level
force fields with higher resolution are used to model HCBOs. This allows for more re-
fined descriptions of molecular-level interactions, and higher transferability of the force
field parameters compared to coarse-grained molecular models. As a consequence, a
direct relationship between molecular structure and phase behavior can be established
without any extraneous fitting parameters. This provides a convenient route to identify
HCBOs that can self-assemble into structures with sub-5 nm domains, and to gener-
ate further insight into critical molecular features governing self-assembly at the block
polymer/surfactant boundary.
Molecular dynamics (MD) simulations were performed in this work to design HCBOs
that can self-assemble into various complex ordered mesophases with domain periods
ranging from 2 to 4 nm. These amphiphilic molecules consist of hydrophilic polyol head
groups and alkanes as hydrophobic tail(s). The molecular structures of these oligomers
are shown in Figure 4.1a. It is noteworthy that simulated oligomers are a mixture of
different stereoisomers since the tacticity is not preserved in the generation of initial
molecular structures. The design space (chain length, volume fraction, chain architec-
ture, and temperature) is explored in silico via molecular simulations. Morphologies of
these oligomers are identified through both visualization and quantitative analysis. I
also probe key factors that govern the self-assembly behavior, such as chain orientation
and hydrogen bonding, from the analysis of simulation trajectories to understand the
interplay between “surfactant factors” (e.g., head group interactions, chain flexibility,
interfacial curvature) and “block polymer factors” (χ, N , and f). Predictions are pro-
vided for a series of novel HCBOs that exhibit exciting features for nanotechnological
applications and elucidate pivotal factors that contribute to the mesophase formation at
the nanometer length scale.
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Figure 4.1: (a) Molecular structures of the HCBOs investigated. x and y indicate
the number of hydroxyl groups and the number of CHn groups in the alkyl tail(s),
respectively. (b) Simulation snapshots of representative morphologies observed at Tsim =
493 K. x and y indicate the number of hydroxyl groups and the number of CHn groups in
the alkyl tail(s), respectively. The caption labels the morphology followed by the domain
period d (in nm). “L” = lamellae, “PL” = perforated lamellae, “CYL” = hexagonally-
packed cylinders, and “DIS(-MIC)” = disordered(-micellar) phase. Atoms in the polar
block are rendered in red (including the carbon atoms) and atoms in the non-polar block
are rendered in cyan. For the two PL snapshots, one lamellae layer is depicted to show
the holes. For both tri-16-4 and tri-28-4 snapshots, the second images show different
micelles with different colors.
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4.2 Simulation Methodology
4.2.1 Molecular models.
The oligomers studied in this work are represented by the Transferable Potentials for
Phase Equilibria united-atom (TraPPE–UA) force field [95, 96, 216, 150]. The model
represents the hydrogen and oxygen atoms of hydroxyl groups as individual interaction
sites, and each CHn (n = 0–3) group as one pseudo-atom located on the position of
the carbon atom. The nonbonded interactions among interaction sites include pairwise-
additive Lennard-Jones (LJ) and Coulomb potentials, which are calculated for all inter-
molecular pairs and for intramolecular pairs that are separated by four or more bonds.
The potential is truncated at a spherical cutoff of 14 Å [98] and is shifted to ensure the
continuity of the potential at the cutoff radius. Lorentz–Berthelot combining rules are
used to describe the interactions between unlike interaction sites [97]. As implemented
in the TraPPE–UA force field, a short range repulsive term between the oxygen and
hydrogen atom that are separated by four bonds is used to prevent the unphysical over-
lap of the two sites (since the proton is not protected by the LJ potential and the 1–4
oxygen-oxygen LJ potential is not included). In the standard TraPPE–UA model, the
interaction sites are joined by fixed bond lengths, but bending and dihedral angles are
allowed to vary. In this work, the bond length is still fixed for bonds that contain protons
to allow the use of larger time step, while harmonic stretching potentials are used for all
the other bonds. The equilibrium bond length is taken from the TraPPE–UA force field
and the stretching force constant is adopted from the OPLS force field [217].
4.2.2 Validation of molecular models.
The key to accurately predicting block oligomer phase behavior is to quantitatively re-
produce the χ parameter between the two blocks, i.e., the interactions between the polyol
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head group and the alkyl tail(s). Among the experimentally measurable quantities, the
solubility of an alkane in a polyol is very sensitive to χ and, hence, it serves as the target
property for the molecular model validation. In particular, the solubilities of propane in
1,2-ethanediol at various temperatures and pressures are calculated from Gibbs ensem-
ble Monte Carlo simulations [92, 93] and compared to the experimental data [218], due
to the unavailability of solubility data for longer alkane and polyols (likely because they
are strongly immiscible).
Either a two-box vapor (or supercritical)–liquid or a three-box liquid–liquid–vapor
(where the vapor-box functions as a transfer medium [62]) setup was used depending
on whether the neat propane is a gas, supercritical fluid, or liquid at the state point
of interest. The simulations were initiated with 400 1,2-ethanediol and 200 propane
molecules in each simulation box. Translational, rotational, configurational, and volume
moves were used to sample molecular configurations and the volume fluctuations [96].
In addition, propane and ethanediol were allowed to transfer between the simulation
boxes [121, 62]. All the simulations were first equilibrated for 105 MC cycles (MCC,
with one MCC consisting of N randomly chosen MC moves, where N = 600 is the
number of molecules in the system), and then run for another 1.5 × 105 MCCs as the
production period. Statistical uncertainties of the solubility data were estimated from
16 independent runs for each state point, and are reported as 95% confidence intervals.
For all the simulations, a spherical truncation, rcut, at 14 Å was used for the Lennard-
Jones interactions unless otherwise indicated, and analytical tail corrections were used
to account for the interactions beyond the cutoff distance [98]. The Ewald summation
method [219] with parameters of κ = 3.2/rcut and Kmax = κLbox + 1 was used for the
simulation box with Coulomb interactions.
Figure 4.2 summarizes the solubilities of propane in 1,2-ethanediol as a function of
pressure at various temperatures from both simulation and experiments [218]. For both
85
sets, the solubility becomes higher as the pressure increases, and it saturates when the
pressure is greater than 10 MPa (for Tsim < 400 K). I focus on the saturated solubility
because the two phases are more incompressible at higher pressures, and thus, represent
better the binary interactions in the liquid phases. In general, solubility data from simu-
lations are on average 60% lower than those from experiments at the same temperature
(e.g., at Tsim = 348 K, the deviations are −56, −69, −56, and −65% for p = 0.1, 2.85,
6.27 and 10.31 MPa, respectively.) This finding agrees with earlier simulation work [62]
and implies that the χ parameter for alkane and polyols is overestimated.
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Figure 4.2: The solubility of propane in 1,2-ethanediol as a function of pressure. Exper-
imental data are from Jou, Otto, and Mather [218].
To better quantify this deviation on the temperature scale, simulations at two ele-
vated temperatures Tsim = 475 and 525 K were also performed, and results are compared
to the experimental solubilities at lower temperatures (deviations smaller than 5%).
From Figure 4.2, the simulated solubilities at Tsim = 475 K and 525 K at p ≈ 10 MPa
are close to the experimental solubilities at T = 348 K and 398 K, respectively. Thus,
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the unlike interactions are underestimated resulting from the non-polarizable model, and
the same temperature scaling should be applied to compare simulation data to experi-
mental measurements, i.e., Texpt = 0.7–0.8 Tsim. I hypothesize that the χ values between
linear alkane and polyol, the higher molecular weight counterparts of propane and 1,2-
ethanediol, is also overestimated. Therefore, a temperature scaling factor of 0.7–0.8 is
applied to all the high-χ oligomer simulation data to account for the overestimation in
χ.
4.2.3 Simulation details.
MD simulations in the NpT ensemble were performed via the GROMACS 5.0.0 software
[220, 221] with a time step of 2 fs. System sizes of 500–1000 molecules were used for the
simulations. The temperature and pressure were controlled via the Nosé–Hoover ther-
mostat [222, 223] with a coupling time constant of 0.4 ps and the Parrinello–Rahman
barostat [224] with a 2 ps time constant, respectively. The Particle mesh Ewald method
was used for the electrostatics calculation [225]. All bond lengths with hydrogen atoms
were kept constant using the P-Lincs algorithm [226]. The initial structures were gen-
erated via the Monte Carlo (MC) simulations in the canonical ensemble (Tsim = 3000
K, ρ = 0.7 g/cm3) for 500 MCCs using MCCCS–MN (Monte Carlo for complex chemi-
cal systems–Minnesota) software program [99]. The types of MC moves employed were
similar to those used in our earlier work on oligomers, namely translation, rotation, and
configurational moves [121]. In addition, the k-d tree data structure was used to accel-
erate the simulation [148]. After the disordered configuration was obtained, GROMACS
was used to equilibrate the system at Tsim = 573 K and p = 1 bar. For subsequent
lower temperature runs, the system was annealed from equilibrated higher temperature
configuration with a rate of 2 K/ns. Each simulation was performed for at least 150
ns. The first 50 ns of the trajectory was discarded and the remainder was used for the
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analysis. The uncertainties were calculated from four independent simulations with a
block size of 20 ns for each run, and were reported as 95% confidence interval. VMD
and Taychon were used to visualize the simulation trajectories and make the snapshot
images [227, 228]. Trajectory analyses were enabled via the TRAVIS trajectory analyzer
[229].
To avoid the incommensurability effect [67, 164], all of the simulations were per-
formed for each system using an anisotropic orthorhombic simulation box, where the
three dimensions of the simulation box were allowed to fluctuate independently to ac-
commodate mesophases that are anisotropic in at least two dimensions (e.g. lamellae,
perforated lamellae, and cylinders). In addition, simulations initiated from ordered
mesophases were performed to assess the inaccuracy in determining the phase transition
due to hysteresis. It turns out that the hysteresis is less than 30 K for the largest system
size used in this study (see Figure 4.3).
Furthermore, to avoid being trapped in a local minimum, four independent simu-
lations were performed starting from different configurations, and all of them converge
to the same morphology with the same domain spacing. The excellent agreement be-
tween independent simulations indicates that the simulations reproducibly lead to the
same morphology. It should be noted that the relative box lengths are not the same
for all simulations; that is, the ordered morphology can be achieved through different
arrangements with respect to the periodic simulation cell.
4.3 Results and Discussion
4.3.1 Characterization of the complex mesophases observed.
The morphologies of the solvent-free oligomers are examined via MD simulations. After
an initial exploration of the design space, I focus on oligomers that are composed of
88
533 543 553 563
T [K]
-18.5
-18
-17.5
U p
ol
ar
-a
po
la
r  
[kJ
/m
ol 
pe
r m
lcl
]
Melt
Cool
mono-12-4, N = 1000
LAM
DIS
Figure 4.3: The interaction between polar and apolar blocks Upolar−apolar as a function of
temperature Tsim for mono-12-4 oligomers. Black and red lines indicate the interaction
evolution along melting and cooling, respectively.
four hydroxyl groups (y = 4) and up to three alkyl tails at Tsim = 493, 523, and 573 K.
The molecular structures and representative simulation snapshots of the mesophase at
Tsim = 493 K are shown in Figure 4.1. The morphologies and volume fractions of all the
oligomers can be found in Table 4.1 and Table 4.2.
A variety of mesophases are observed, including lamellae, perforated lamellae, hexag-
onally packed cylinders, disordered micellar phases, and disordered phases. As illustrated
in Figure 4.1b, one-arm (mono-) oligomers with a short hydrophobic block (x = 12) can
phase-separate into lamellar domains. Similarly, mono-oligomers having a longer alkyl
block (x = 14–26) can form perforated lamellae. When the length of the alkyl tail further
increases to x = 28, the long-range ordering vanishes and the morphology transitions
into the disordered phase. For two-arm (di-) oligomers, hexagonally-packed cylinders are
observed in the simulations when x = 17–29. When the number of arms Narm further
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Table 4.1: Specific density ρ, volume fraction f , and morphology for mono-oligomers
investigated. The abbreviations for morphologies are the same as in Figure 4.1.
Oligomer Tsim [K] ρ [g/cm3]a f (± 0.02) Morphology
mono-12-4 573 0.80398 0.69 DIS
523 0.85962 0.71 LAM
493 0.88573 0.71 LAM
mono-14-4 573 0.79051 0.72 DIS
493 0.86631 0.74 PL
mono-16-4 573 0.77942 0.75 DIS
523 0.82734 0.76 PL
493 0.858010 0.77 PL
mono-18-4 573 0.76951 0.77 DIS
493 0.84831 0.79 PL
mono-20-4 573 0.76361 0.79 DIS
523 0.80843 0.80 HEX-PL
493 0.83136 0.80 PL
mono-22-4 573 0.75741 0.80 DIS
493 0.82561 0.82 PL
mono-24-4 573 0.75271 0.82 DIS
493 0.82001 0.83 PL
mono-26-4 573 0.74831 0.83 DIS
493 0.81381 0.84 PL
mono-28-4 573 0.74351 0.84 DIS
523 0.78471 0.85 DIS
493 0.80751 0.85 DIS
mono-32-4 493 0.79913 0.87 DIS
aThe statistical uncertainties in the last digit are given as the subscripts.
increases to three (tri-), disordered spherical micelles emerge from the simulations for
all four chain lengths investigated (x = 13–28).
The presence of these mesophases is confirmed by the peak patterns in the structure
factors shown in Figure 4.4. In addition, the domain period d can be calculated from the
peak positions in the structure factor through the relationship d = 2pi/q∗, where q∗ is the
characteristic peak position determined from the peak pattern. For lamellae, d is equal
to the center-to-center spacing of the lamellae, L (d = L = Lpolar + Lnonpolar, in which
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Table 4.2: Specific density ρ, volume fraction f , and morphology for di- and tri-oligomers
investigated. The abbreviations for morphologies are the same as in Figure 4.1.
Oligomer Tsim [K] ρ [g/cm3]a f (± 0.02) Morphology
di-13-4 573 0.78752 0.71 DIS
493 0.85962 0.73 DIS
di-17-4 573 0.76491 0.76 DIS
523 0.80982 0.77 DIS
493 0.83692 0.78 HEX-CYL
di-21-4 573 0.75122 0.80 DIS
493 0.82132 0.81 HEX-CYL
di-29-4 573 0.73441 0.84 DIS
523 0.77532 0.85 DIS
493 0.80122 0.86 HEX-CYL
tri-13-4 493 0.87734 0.73 DIS-MIC
tri-16-4 573 0.77793 0.75 DIS-MIC
523 0.82373 0.76 DIS-MIC
493 0.84892 0.77 DIS-MIC
tri-22-4 493 0.81912 0.82 DIS-MIC
tri-28-4 573 0.73701 0.84 DIS-MIC
523 0.77882 0.85 DIS-MIC
493 0.80332 0.85 DIS-MIC
aThe statistical uncertainties in the last digit are given as the subscripts.
Lpolar and Lnonpolar are the widths of each lamella, respectively), and for hexagonally-
packed cylinders, d is the 100 interplanar distance. The center-to-center spacing of
cylinders L can be calculated via d =
√
3L/2. From the structure factor data, d for
(perforated) lamellae structures at Tsim = 493 K varies from 3.0 to 3.9 nm when 12 ≤
x ≤ 20, and the d for hexagonally-packed cylinders ranges from 2.1 to 2.6 nm for
17 ≤ x ≤ 29. The domain periods d of 3.0 nm for lamellae and 2.1 nm for cylinders
are the smallest separations reported in the experimental literature for “all-organic”
block polymers/oligomers [202, 22]. The corresponding domain sizes (defined as the
lamellar width Lpolar for lamellae, and the cylinder diameter Dcyl for hexagonally-packed
cylinders) estimated from d and volume fraction f are as small as 1 nm.
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Figure 4.4: Structure factors for representative oligomers at Tsim = 493 K in logarithmic
scale. The data are shifted vertically for clarity. The shadow indicates uncertainties
of the data. The arrow symbols indicate the peak patterns corresponding to ordered
structures.
The phase behavior of these HCBOs is unique as it stands in between that of solvent-
free nonionic surfactants and block polymers. On the one hand, unlike diblock polymers,
92
mono-oligomers can self-assemble into lamellae and perforated lamellae, but without the
formation of cylindrical or spherical structures (but note that long-chain primary alco-
hols, such as 1-octanol, are known to form cylindrical micelles [230]). On the other hand,
compared to commonly-used solvent-free nonionic surfactants, the transition tempera-
tures from the liquid crystalline state to the isotropic liquid state of these oligomers are
much higher, which implies that χ is much greater for these oligomers [209, 169, 230].
The unique aspects of block oligomer phase behavior suggests that molar mass and chain
architecture both play a pivotal role; the remainder of this chapter is focused on further
understanding of their phase behavior.
4.3.2 The effects of chain architecture on interfacial curvature and
hydrogen bonding.
To elucidate why high-χ oligomers with multiple arms can self-assemble into cylindrical
and spherical structures, I first focus on how Narm shapes the phase behavior through its
influence on interfacial curvature. As illustrated in the simulation snapshots in Figure
4.5a, the polar-apolar interface is more curved as Narm increases, likely resulting from
a bulkier alkyl tail at the interface. The shape of the interface can be quantitatively
described by the angle between the end-to-end vectors of the neighboring alkyl arms
(the alkyl arm is defined as one linear alkyl chain which stems from the linker carbon at
the interface, e.g., each di-oligomer has two alkyl arms) as indicated in Figure 4.5b. For
three sets of oligomers that have approximately the same alkyl chain length (x = 16 for
mono- and tri-, and x = 17 for di-oligomers) but different values of Narm, the angular
distributions are clearly distinct. For mono-oligomers, a maximum at φ = 180◦ suggests
that the parallel orientation is dominant, which is in agreement with a flat polar-apolar
interface. For di-oligomers, the peak height at φ = 180◦ decreases dramatically and
the angle between two neighboring arms are more randomly distributed. This packing
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results in a more curved polar-apolar interface and thus the formation of cylinders,
since the random orientation corresponds to neighboring arms around the cross section
of the cylinder and the parallel orientation can likely be attributed to the arms along
the longest axis of the cylinder. For tri-oligomers, the parallel orientation is further
suppressed and the distribution becomes nearly uniform with a slightly higher bump at
around φ = 100◦. The flat orientational distribution corresponds to a more spherical
geometry as there is no preferred orientation for chain packing. Therefore, the increase
in Narm can effectively engender a greater curvature at the polar-apolar interface and
thus a more curved morphology is favored when Narm > 1 (cylinders for Narm = 2
and spheres for Narm = 3). This result is consistent with the trend predicted from the
molecular packing parameter [231], as well as the mean-field prediction of miktoarm
block polymer phase diagram [232, 233, 234, 200, 235].
In addition to the interfacial curvature engendered by the bulkiness of multiple
arms, the second crucial factor that facilitates or frustrates the formation of ordered
mesophases is the hydrogen bonding capability (equivalently, head group interactions in
surfactant theory, or χ in block polymer theory). Figure 4.6a shows the number of hy-
drogen bonds per molecule Nhb at Tsim = 493 K. Stronger hydrogen bonding capability
implies weaker head-tail interactions relative to head-head interactions, and equivalently,
a higher effective χ parameter between two blocks. However, it is noteworthy that the
hydrogen bonding is the result of complexation events, and it is essential to use more
complicated models to quantitatively capture the effect of hydrogen bonding on the effec-
tive χ parameter [236]. One can see from Figure 4.6 that Nhb values for mono-oligomers
using both of the hydrogen-bond criteria show a continuous decrease as a function of
alkyl chain length x. In contrast, Nhb values for di-oligomers show no significant chain-
length dependence. As for tri-oligomers, Nhb decreases slightly as x increases. This is
likely due to the different morphologies of the mesophases present for mono-, di-, and
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Figure 4.5: (a) Simulation snapshots of selected alkyl tails (cyan) conformations at
the polar-apolar interface (black dashed lines). (b) Angular distributions of the neigh-
boring alkyl arm end-to-end vectors for three sets of oligomers at Tsim = 493 K. The
schematic drawings depict the anti-parallel, perpendicular, and parallel orientation of
the neighboring arms.
tri-oligomers. For mono-oligomers, as x increases, the polar lamellae contain more holes
as the volume fraction of the polar block decreases (see simulation snapshots of polar
lamellae in Figure 4.6). The increase in interfacial area leads to a larger fraction of the
hydroxyl groups being at the interface and, hence, results in a significant decrease in
Nhb. In contrast, di-oligomers form cylindrical structures, where the change in inter-
facial area as a function of x is relatively small (the diameter of the cylindrical polar
region changes from 1.0 nm for di-17-4 to 1.2 nm for di-29-4). This small change in
diameter results in the insensitivity of Nhb to the chain length. As for tri-oligomers,
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they form the disordered micellar phase, which leads to a chain-length dependence in
between mono- and di-oligomers. Increasing the tail length for the tri-oligomers leads
to a decrease in the aggregation number and, hence, an increase in the interfacial area.
In addition, the fraction of free tri-oligomers that are not involved in hydrogen-bonded
aggregates increases with increasing x. Together, the two effects lead to a slight decrease
in Nhb.
However, the effect of chain architecture on Nhb becomes more pronounced when
Narm further increases to three. Nhb drops by 12% for tri-16-4 oligomers compared to
that of the mono-16-4 oligomers, more than a factor of two greater than the decrease
from mono- to di-oligomers. The decrease is likely due to a combination of phase change
and steric hindrance imposed by the three bulky arms that suppresses the presence
of other hydroxyl groups near the interface. The steric hindrance works against the
enthalpic driving force towards phase separation, and the resulting disordered phase
further lowers Nhb. This hypothesis is supported by the most significant decrease in Nhb
for the hydroxyl group closest to the alkyl tail(s) among all four hydroxyl groups, as
shown in Figure 4.6b. For oligomers with two different alkyl tail lengths, the hydroxyl
group closer to the alkyl tail(s) suffers more from the loss of hydrogen bonds. The first
hydroxyl group in the tri-oligomers has over 20% fewer hydrogen bonds compared to
that in the mono-oligomers with the same chain length, whereas the decrease in Nhb
for the last two hydroxyl groups stays below 6%. Therefore, the reduction in hydrogen
bonding for tri-oligomers results in their inability to form any ordered mesophase. In
conclusion, hydrogen bonding is one of the main driving forces towards phase separation,
and tuning the chain architecture is one effective approach to control hydrogen bonding
and thus engineer the mesophase formation.
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Figure 4.6: (a) The number of hydrogen bonds per molecule Nhb for three types of
oligomers at Tsim = 493 K. The filled and open symbols correspond to oligomers in
the ordered and disordered phases, respectively. Snapshots of perforated lamellae for
mono-14-4, mono-20-4, and mono-26-4 are shown. (b) The relative decrease in Nhb from
mono-oligomers to tri-oligomers as a function of hydroxyl group position for oligomers
with two different alkyl tail lengths at Tsim = 493 K.
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4.3.3 The effect of chain length on molecular conformation and pack-
ing.
The key to interpreting the absence of cylindrical and spherical mesophases for mono-
oligomers is the understanding of how the alkyl chain length alters the molecular confor-
mation and thus the stability of mesophases. Figure 4.7a illustrates the scaling behavior
of the end-to-end distance of the alkyl arm as a function of its chain length Ree ∝ xν ,
where ν is the Flory exponent. Note that the end-to-end carbon distance of the po-
lar block is always about 3.3 Å (a predominantly gauche conformation), and thus, it
plays a less important role in affecting the bulk morphology. In the disordered state
at Tsim = 573 K, ν is found to decrease as x increases. It ranges from 0.8 for shorter
chains to 0.6 for longer ones, which is greater than the scaling exponent of 0.5 for a long
polymer in its pure melt. This indicates that the oligomers are more rigid compared
to their polymer counterpart, which aligns well with results from our earlier studies on
olefin oligomers [121]. At Tsim = 493 K, the Flory exponent decreases continuously as a
function of x, from 0.9 to 0.6, which reveals that particularly the shorter chains become
more rigid at lower temperatures. It is noteworthy that the Flory exponents of the short
oligomers (x ≤ 20) are greater than those predicted by the mean-field theory for block
polymers in the ordered state (ν = 0.5 from the weak segregation theory [237, 238] and
ν = 0.67 from the strong segregation theory [238]).
The greater persistence of the chains implies a transition from flexible coils to rigid
rods as the alkyl tail chain length decreases. For flexible block polymers, perforated
lamellae are considered thermodynamically unstable [239, 240]. However, the presence
of perforated lamellae has been reported by both theoretical [241] and experimental
[242] studies for rod-coil block polymers, which is consistent with the mono-oligomer
phase behavior. The enhanced stability of perforated lamellae is schematically explained
in Figure 4.7b. When the chains are sufficiently long, the scaling behavior (ν ≈ 0.6)
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Figure 4.7: (a) End-to-end chain distance of the alkyl arm (Ree) as a function of x for
mono-oligomers, on logarithmic scale. The slopes for the two or three neighboring data
points, which correspond to the Flory exponent ν, are given. (b) Schematic drawing of
how the chain conformation affects packing, where red and blue lines correspond to polar
and apolar blocks, respectively, and dashed lines indicate the interface. (c) Simulation
snapshots of representative (perforated) lamellae for three oligomers at Tsim = 493 K.
Atoms in the polar block are rendered in red and magenta for two leaflets (chains that
have their head groups in the same cluster form one leaflet), respectively, and apolar
groups that stem from two leaflets are rendered in cyan and green, respectively. (d)
Composition profile along the axis perpendicular to the lamellae plane corresponding to
the three oligomers shown in (c). The composition profiles for apolar blocks are shown
separated for each leaflet (dashed lines) and for both leaflets combined (solid lines). The
cyan-colored region indicates the interdigitation region where apolar weight fractions of
both leaflets are above 0.2.
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approaches that of the polymer melt (ν ≈ 0.5). In this case, the chains can be modeled as
cones that can effectively pack into hexagonal structures. In contrast, when the oligomer
chains are more rigid (ν ≈ 0.8), the rod-like chains lack the ability to form hexagonally-
packed structures and instead prefers layered structures [241]. At this range of chain
length, the oligomer phase behavior resembles that of a liquid crystal, where cylindrical
and spherical structures can result in packing defects and thus are energetically not
favored [243].
The effect of chain conformation on the layered structure packing is further confirmed
by the simulation snapshots of the bilayer structure and its composition profile depicted
in Figure 4.7c and Figure 4.7d, respectively. From the simulation snapshots, alkyl chains
tend to stretch out from the interface to the center of bilayer without much interdigitation
between the chains around the center of bilayer. This observation is supported by the
composition profile along the axis perpendicular to the lamellae plane. As x increases
from 12 to 20, the thickness of the alkyl layer Lnonpolar grows from 2.1 to 3.0 nm.
However, the change in the thickness of the alkyl interdigitation region (shown in cyan
in the figure) is less pronounced, from 0.35 nm for x = 12 to 0.45 nm for x = 20.
This implies that the chains attempt to avoid interdigitation, which would potentially
perturb their extended conformation and parallel alignment. This observation confirms
the rod-like chain conformation and its effect on the phase behavior.
It is intriguing whether the patterning of such small domains will result in larger line
edge roughness (LER), or even defects in the lamellae plane due to the Plateau-Rayleigh
instability [244]. LER (3σ) is computed for the bulk self-assembled mono-12-4 oligomer
at Tsim = 493 K and a value of 2.0± 0.3 Å is obtained. The LER is around 20% of the
domain width, which is sufficient for most nanolithography applications [245, 246, 247].
Figure 4.8a illustrates the phase map that includes all the oligomers investigated in
this study. The mean-field χ parameter, χMF, is obtained from fitting our simulation
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results to the order-disorder phase boundary from self-consistent field theory [248, 240,
249, 232, 233], which results in the following:
χMF(Tsim) =
2150
Tsim
− 1.1 (4.1)
for mono-oligomers, and
χMF(Tsim) =
3440
Tsim
− 2.8 (4.2)
for di-oligomers. For both cases, a typical reference volume of 118 Å3 is used. There
is insufficient data to fit χMF for tri-oligomers since all the tri-oligomers covered in this
study are in the disordered phase.
The comparison of χ and the achieved domain period d for the mean-field boundary
(assuming a typical statistical segment length of b = 0.7 nm for convenience of compar-
ison), a few selected experimentally available block polymers [182, 193, 194, 195, 196,
197, 190, 198, 199], and the oligomers from this work are shown in Figure 4.8b. χMF
can be as large as 4.3 and 5.8 at Tsim = 400 K (Texpt ≈ 300 K) for mono-oligomers and
di-oligomers, respectively. These oligomers have χMF values that are one to two orders
of magnitude greater than those of other “all-organic” block oligomers. For example,
the χMF of poly(styrene-b-methyl methacrylate), one of the most widely studied diblock
polymer for self-assembly, is around 0.03 at T = 300 K [250], while the largest χMF value
for “all-organic” diblock polymers reported experimentally is less than 0.5 at T = 300 K
[196, 193]. The greater χ for these oligomers allows the decrease in N and thus enables
the formation of 1-nm domains.
One should note, however, that use of χMF is a convenient but flawed approach.
Nevertheless, presenting some of the data and discussion in terms of the χ parameter
allows for comparison of our results to those from the standard diblock copolymer model
applicable to blocks consisting of at least a few Kuhn segments and not involving strong
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Figure 4.8: (a) The phase map for the oligomers investigated shown in symbols. χMF,
the mean-field χ, is fitted to the order-disorder phase boundary from the self-consistent
mean-field theory [248, 240, 249, 232, 233] represented by the dashed lines. (b) The χMF
as a function of domain period d for mean-field boundary (χMF > 13.7/(d/nm)2, the
red dashed line), available “all-organic” materials (black symbols) [182, 193, 194, 195,
196, 197, 190, 198, 199], and oligomers from this work (triangles). χMF values are from
extrapolation to Texpt = 300 K or Tsim = 400 K, and the simulation domain period
values are from the Tsim = 493 K data.
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directional interactions. There are two major factors that are not included in the fitting
of χMF. First, complexation interactions such as hydrogen bonding are not considered
in the Flory–Huggins theory formulation [236]. Consequently, χMF is a function of y due
to the cooperative nature of hydrogen bonding. For example, mono-6-2 and mono-9-3
oligomers were simulated at Tsim = 493 K. Both are found to form homogeneous disor-
dered phases, which leads to the conclusion that χMF(y = 4) > χMF(y = 3). Second, the
effects of short chain length and semiflexibility are not taken into account in the fitting of
mono- and di-oligomers data using the mean-field AB diblock copolymer model and the
mean-field AB2 star polymer model, respectively [251, 69]. A recent computational work
by Mao et al. [69] has discussed the effects of finite chain length and semiflexibility on
the order-disorder transition point χNODT for symmetric diblock polymers. According
to their results [69], χNODT differs by around 20% from the mean-field theory for sym-
metric diblock copolymers that have similar chain length and semiflexibility as HCBOs.
Despite that the quantitative determination of χ is hampered by the lack of χNODT(f)
theory data for oligomeric semiflexible chains, these valuable data demonstrate that the
χMF values from the semi-quantitative fitting in our manuscript are only for comparison
purposes and not accurate reflections of only the interactions between the two blocks in
standard block polymer models.
Despite the loss of predictive power from the mean-field theory, the deviations from
the Flory–Huggins theory framework can be more of a blessing than a curse. Novel
applications of HCBOs can arise from their potential to access domain morphologies that
are beyond the reach of flexible diblock polymers. For example, researchers have observed
a variety of lamellae phases including perforated lamellae, wavy lamellae, zigzag lamellae,
and arrowhead lamellae in the rod-coil block polymer phase map [252, 241]. Therefore,
further simulation, experimental, and theoretical studies are needed to elucidate the
phase behavior and additional applications of these HCBOs.
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4.4 Conclusions
In this study, a series of high-χ block oligomers were designed with various chain lengths,
volume fractions, and chain architectures. From MD simulations, these oligomers can
self-assemble into a variety of mesophases including lamellae, perforated lamellae, and
hexagonally-packed cylinders. The smallest domain periods in lamellae and cylinders
are 3.0 nm and 2.1 nm, respectively, and the smallest polar domain sizes are around
1 nm. These are the smallest reported in the literature so far for “all-organic” block
oligomers. At this length scale, the phase behavior stands in between that of block
polymer and that of solvent-free surfactant, which arises from the interplay between both
“block-polymer factors” (χ, N , and f) and “surfactant factors” (head group interactions,
chain flexibility, and interfacial curvature). The chain architecture can greatly affect the
interfacial curvature and hydrogen bonding, which consequently facilitates or frustrates
the phase separation and the resulting mesophases. The chain conformation, on the
other hand, is more stretched than that of its polymer counterpart, which is believed to
be the cause for the unusually high stability of perforated lamellae phase. These insights
provide a route to engineer similar HCBOs at the sub-5 nm length scale to the desired
morphology and domain separation for applications such as nanolithography.
Chapter 5
Using the k-d Tree Data Structure
to Accelerate Monte Carlo
Simulations
5.1 Introduction
Molecular simulation techniques, such as molecular dynamics (MD) and Monte Carlo
(MC), are widely used to study structural, thermodynamic, and transport properties of
chemical systems [253, 219, 44]. The efficiency of these simulation methods is pivotal in
accessing larger length and times scales and more complex force fields in order to provide
more precise and accurate predictions. The computation of the non-bonded interactions
is the most time-consuming part in particle-based N -body simulations [219, 44, 254,
255]. In many molecular simulations, non-bonded interactions are pairwise-additive and
truncated at a spherical cutoff distance, rcut. In this case, an efficient algorithm to
This chapter is reproduced in part with permission from (Q. P. Chen, B. Xue and J. I. Siepmann,
“Using the k-d Tree Data Structure to Accelerate Monte Carlo Simulations”, J. Chem. Theory Comput.
2017, 13, 1556-1565, American Chemical Society)
104
105
perform a range search (defined as searching for interaction sites that are within rcut
from one specific interaction site) becomes pivotal to the performance of the simulation
program.
The standard (complete loop) implementation [219] requires one distance calculation
between the specific interaction site and every other interaction site in the simulation
box; therefore, it scales as O(N), where N is the number of molecules in the system
(for multi-component mixtures, the number of interaction sites, Nsite, determines the
scaling). In MD simulations, the range search is often accelerated by using the Verlet
neighbor list and its embellishments [256, 257, 258, 259, 260, 261, 262, 263, 264, 254, 265].
Nevertheless, these neighbor lists are not suitable for many MC simulations because of
more frequent neighbor list updates resulting from advanced MC moves where particles
can be moved over large distances or transferred to another simulation box.
Some MC simulation programs utilize a center-of-mass (COM) cutoff (or a leader
atom for molecular fragments) [266, 107] to enhance the efficiency of the range search.
During such a range search, molecule pairs are first screened by their COM distance,
and the site–site distances are computed only if the following condition is satisfied:
rCOM ≤ rcut + ∆rintra,i + ∆rintra,j (5.1)
where rCOM is the distance between the COMs of molecules i and j; ∆rintra,k is the max-
imum possible distance between the COM and any interaction site in molecule k. This
approach reduces Nsite,iNsite,j distance calculations to only one for molecule pairs that do
not satisfy the criterion given by eq 5.1, where Nsite,k is the number of interaction site of
molecule k. For molecules with three or more interaction sites, the increase in the com-
putational cost associated with the calculation of rCOM is only marginal for a pair that
satisfies eq 5.1. Many MC simulation programs keep track of the COM positions anyway
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because these are used as centers for molecular rotations and to maintain molecules in
the central simulation box (thereby allowing for faster implementation of the periodic
boundary condition). Due to the increase of ∆rintra,k, the COM cutoff approach works
best for molecules with multiple beads but relatively compact architecture.
Another approach for speeding up the range search is the use of linked-cell lists, where
the simulation box is spatially divided into equally spaced grid cells [219, 267, 268, 269].
If the size of the grid cell, Lcell, satisfies the following condition:
rcut ≤ Lcell ≤ Lbox / i≥4 (5.2)
where Lbox is the length of the simulation box and i≥4 is an integer greater than or equal
to 4, then the range search can be accelerated by searching only 27 cells (the cell that
the interaction site is residing in, and its 26 neighboring cells) rather than all the (i≥4)3
cells for a cubic simulation box. Despite the additional computational and memory costs
associated with book-keeping in which cell every molecule resides, a range search using
the linked-cell list scales as O(1), if rcut is independent of N . In addition to a cell size
that is equal or slightly larger than rcut, a much smaller cell size allowing at most one
bead in each cell can also be utilized to reduce the number of distance calculations in
the range search [264, 270, 271, 272, 273, 274, 267]. However, the use of smaller cell sizes
often leads to intense memory usage and thus is not considered in this study.
In this work, the use of the k-d tree data structure is proposed as a novel approach to
accelerate the range search in MC simulations. The standard array implementation [219]
to store particle coordinates supports coordinate update and range search scaling asO(1)
and O(N), respectively. In contrast, the k-d tree is a binary tree data structure that
supports these two operations both in O(log2N) time (assuming rcut is independent
of N) [275]. When the system size is sufficiently large, the speed-up from the faster
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range search can outweigh the additional cost associated with updating coordinates
in the tree. In the literature, the k-d tree is mostly used for clustering interaction
sites in astronomical simulations or as a fast multipole method in computing long-range
interactions [276, 277]. In this study, the k-d tree data structure is implemented in a
MC simulation software package, where its efficiency enhancement is expected to come
solely from a more efficient range search algorithm. The applicability of the k-d tree is
studied via efficiency tests on a wide range of systems and ensembles.
The chapter is organized as follows: In the next section, a brief introduction of the
k-d tree data structure is given. The third section focuses on the performance tests
comparing the k-d tree to complete loop, COM cutoff, and linked-cell list approaches.
These efficiency tests provide rules of thumb on whether to use the k-d tree data structure
for a type of molecular system. They also help us to gain a better understanding of the
k-d tree performance and facilitate algorithm and data structure design in the future.
5.2 Theory and Computational Details
5.2.1 Background on the k-d tree data structure.
The k-d tree is a binary tree data structure that supports insertion, deletion, and range
search in O(log2N) time [275]. In a k-d tree, one node contains information for one
interaction site (e.g., coordinates, type of site, and partial charge) in the interacting
system, and it has at most two child nodes. Each tree level is associated with a cutting
dimension which is alternatively x, y, or z for a system with Cartesian coordinates.
For every node, the coordinate in the cutting dimension is always greater than that of
any node in its left sub-tree, and smaller than that of any node in its right sub-tree.
Geometrically, this means that every node poses a binary division of the simulation cell
in x, y, or z dimension. In other words, each sub-tree is bounded by a rectangular
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cuboid, and the size of this bounding cuboid decreases as the tree is traversed from the
root to the leaves.
(0.5,	  0.5)	  
(0.3,	  0.6)	  
(0.2,	  0.3)	  
(0.1,	  0.7)	  
(0.7,	  0.4)	  
(0.8,	  0.6)	  
(0.9,	  0.2)	  
(0.5,	  0.5)	  
(0.3,	  0.6)	  
(0.2,	  0.3)	   (0.1,	  0.7)	  
(0.7,	  0.4)	  
(0.9,	  0.2)	   (0.8,	  0.6)	  
(a)	  
(b)	  
x	  
y	  
x	  
x	  
y	  
0 1
1
0
Figure 5.1: Schematic illustration of a two-dimensional k-d tree which represents seven
single-bead particles in a square simulation box without the use of the periodic boundary
condition. (a) The constructed balanced k-d tree (see the next section for tree construc-
tion details), with each node representing one particle; the cutting dimension (x or y)
is shown on the right side of each level. (b) The corresponding simulation box with
seven particles, with vertical and horizontal lines representing geometric sub-divisions
in the cutting dimensions and with cells (bounding boxes) representing the left/right
or up/down sub-trees of a certain node. For example, the shadowed cell represents the
right sub-tree of the root node, also shown in gray background in (a).
A two-dimensional k-d tree together with a toy example system is shown in Figure
5.1 and illustrates how molecular simulations can benefit from the use of the k-d tree.
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In this example, the simulation box is geometrically divided into eight smaller cells, and
each cell is the bounding box of one leaf in the tree. For example, in Figure 5.1, the
shadowed cell in the simulation box is the bounding box of the shadowed sub-tree. The
range search in the k-d tree can be greatly accelerated by using the information of the
bounding box of a sub-tree. When the range search is performed for a given node, the
search in an entire sub-tree can be skipped if the shortest distance between the node
and the bounding box of this sub-tree is greater than rcut. In the toy example, if we are
searching for all the nodes within a distance of 0.2 units away from the node (0.8, 0.6),
the entire left sub-tree of the root does not need to be traversed because the shortest
distance between the node (0.8, 0.6) and the bounding box of that sub-tree is 0.3 units.
The reduction in the number of distance calculations can be a major source of efficiency
improvement that leads to a better asymptotic scaling of the range search in the k-d
tree (O(log2N)) compared to that of the array implementation (O(N)).
5.2.2 k-d tree implementation details.
The k-d tree data structure is implemented in the in-house MC simulation software
package MCCCS-MN (Monte Carlo for Complex Chemical Systems-Minnesota) [99].
There are two details worth noting for our k-d tree implementation: First, the periodic
boundary condition is treated in a manner that periodic images that might interact
with beads in the central box are also stored and updated in the k-d tree. Second,
the parallelization of the k-d tree has not been considered in this study because the
performance would depend more on the architecture of the simulation code rather than
the k-d tree data structure itself. Nevertheless, it is noteworthy that the k-d tree data
structure has been parallelized for both CPU [278, 279, 280] and GPU [281] architectures.
k-d tree construction. The k-d tree data structure needs to be initialized at the start
of the simulation when an initial configuration is either read from the file or generated by
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the software. In addition, the k-d tree needs to be reconstructed to ensure the balance
of the tree and, hence, efficient insertion, deletion, and range search. During the tree
initialization, the memory is allocated for every node, and then parent-child points for
each node is assigned. For the tree reconstruction, the memory does not need to be
reallocated because the “in-place” sorting algorithm is used (which will be discussed in
the next paragraph). The k-d tree can be perfectly balanced after the initialization or
reconstruction by always inserting the node whose cutting dimension coordinate is the
median among all the other nodes first, which can be decomposed into the following
steps:
1. Split all the nodes that have not yet been inserted into two halves based on the cut-
ting
dimension coordinate.
2. Put the median node into the insertion queue.
3. Recursively carry out step (1) to the smaller and greater half.
4. Insert all the nodes in the insertion queue to the tree.
The split is performed via the “in-place” quickselect algorithm and it scales as O(N)
[282], resulting in an overall scaling of O(N log2N) for the tree construction. The treat-
ment of the periodic boundary condition (see below) might introduce beads that are
periodic images and, hence, there can be a tie when it comes to sorting or comparison in
the k-d tree. In this case, the coordinate of the next cutting dimension can serve as a tie
breaker (e.g. comparing y coordinates if x coordinates are equal) to ensure the balance
of the tree.
The treatment of the periodic boundary condition can make a significant impact
on the performance. To reduce the number of nodes stored in the k-d tree, all the
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periodic images are stored in the k-d tree only if their coordinates in the ith dimension,
ri (i = x, y, z), satisfies the following condition:
− rcut − 2∆rintra ≤ ri ≤ rcut + 2∆rintra (5.3)
The method is used when particles are “wrapped” into the central box on a COM basis,
i.e., the coordinate of a particular bead may exceed the box length as long as the COM of
the molecule does not. For other “wrapping” options, similar approaches can be adopted
accordingly. The current approach ensures that only periodic images that may interact
with nodes in the central box are stored in the k-d tree. Because of the storage of
coordinates for additional periodic images, the faster range search of this extended k-d
tree comes with the price of higher memory usage. Nevertheless, this does not affect the
performance of the MCCCS–MN program for the system sizes considered here.
Node insertion and update. A new node is inserted into the tree by first traversing
the tree through a series of comparisons and then being added as a new leaf in the
appropriate position. The coordinate update during the course of a simulation is achieved
by first deleting the old node and then inserting the new one. The deletion involves
finding the node that has the minimum coordinate in the same cutting dimension in the
right sub-tree (or equivalently, the maximum node in the left sub-tree), exchanging the
to-be-deleted node with this minimum node (or the maximum node), and then iterating
the previous two steps recursively, until the to-be-deleted node has no child node and
therefore can be simply removed. The node update can result in the imbalance of the
tree. For local MC moves such as translation or rotation, local updates may be designed
to maintain the balance of the tree, but it is difficult to design such operations for non-
local MC moves such as the particle transfer move or the aggregation-volume bias MC
move [283]. Therefore, the tree reconstruction is performed to maintain the balance of
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the tree after the node update, which will be discussed later.
Range search. The range search for particles within rcut from any arbitrary position
in the simulation box (or reference position) can be performed via the following steps:
1. Examine the current node, and include it in the “found neighbor” list if it is within
rcut from the reference position.
2. Compute the distance from the reference position to the left and right sub-trees of
the current node. The distance from a node to a sub-tree is defined as the shortest
distance between the reference coordinate and the bounding cube of this sub-tree,
and it is zero when the reference coordinate is within the bounding cube. This is
the closest possible distance between the reference position and every particle in
the sub-tree.
3. Recursively examine the sub-tree that is “closer” in distance from the reference
position starting from step (1).
4. After all of the “closer” trees are examined, recursively examine the “farther” sub-
tree starting from step (1) when the distance from the reference coordinate to the
sub-tree is smaller or equal to rcut.
Timing scaling and tree reconstruction When the k-d tree is perfectly balanced,
then the height of the tree Hmin = dlog2Ne, and insertions and deletions of a single par-
ticle scale as O(log2N), where N is the number of interaction sites including the ones in
the periodic images that might interact with the interaction sites in the original simula-
tion box. Thus, k-d tree insertions and deletions are more expensive than the coordinate
update in the standard array implementation (O(1)). However, the range search using
the k-d tree scales asymptotically as O(log2N), that is significantly improved over the
O(N) scaling for the array implementation.
113
It depends on the type of MC moves whether to reconstruct the tree during the
simulation: If the volume move is not used, the tree is reconstructed once the tree
height exceeds a threshold value. On the other hand, if the volume move is used, the
tree is not reconstructed.
Figure 5.2 indicates the evolution of tree height as a function of number of MCSs
for Lennard-Jonesium simulations in the NV T ensemble at three different system sizes.
The tree height grows exponentially and reaches a plateau at around twice the balanced
tree height Hmin (Hmin = 15, 15, and 16 for N = 1500, 3000, and 9000, respectively).
The effect of an imbalanced tree on the efficiency performance is described in Figure 5.3,
in which the CPU time is plotted as a function of the reconstruction threshold. The k-d
tree is reconstructed if H/Hmin, the ratio between the tree height and the balanced tree
height, exceeds a threshold value. The CPU time first decreases as the reconstruction
threshold becomes greater, and then it increases when the threshold value is greater than
1.25. The two competing factors are the additional CPU time spent on reconstructing
the tree and the CPU time saved to perform tree operations on a more balanced tree.
The optimal CPU time at the threshold value of 1.25 is about 10% smaller compared to
that if the tree is never reconstructed. Therefore, for all of the simulations without the
volume move, the tree reconstruction threshold is set to be 1.25.
From Figure 5.3, it can also be deduced that a threshold value of 1.25 leads to a
tree reconstruction frequency of every few MCCs, depending on the system size (3.2 MC
cycles for N = 1500, 1 MC cycle for N = 3000, and 4 MC cycles for N = 9000). Since
on average there is more than one accepted volume move per MC cycle, there is no need
to reconstruct the k-d tree for simulations with volume moves.
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Figure 5.2: The height of the tree as a function of number of MCSs for Lennard-Jonesium
simulation in the NV T ensemble (T ∗ = 0.72, ρ∗ = 0.75, and r∗cut = 4)
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Figure 5.3: CPU timings for simulations of Lennard-Jonesium simulations in the NV T
ensemble (T ∗ = 0.72, ρ∗ = 0.75, and r∗cut = 4) as a function of the tree reconstruction
threshold (H/Hmin)threshold. The tree is reconstructed if the reduced height of the tree
H/Hmin exceeds this value.
115
5.2.3 Computational details.
All the benchmark tests were performed using MCCCS-MN. Other approaches for the
range search including complete loop, linked-cell list, and COM cutoff were previously
implemented in MCCCS–MN, and are used for comparison with the k-d tree. Among
these techniques, the linked-cell list implementation is MCCCS–MN specific with regard
to the following two aspects. First, the linked-cell list is constructed on a COM basis
(i.e., the whole molecule is stored in a cell based on its COM coordinate), not on an
interaction site basis (the reason is that this improves efficiency for calculations of in-
tramolecular interactions and for updating the list). The cubic cell length is determined
by the following equation: Lcell = rcut +2∆rintra. This COM-based linked-cell list allows
for the concurrent use of the COM cutoff and, in theory, the performance should not dif-
fer from that of the site-based linked-cell list for molecular systems where ∆rintra  rcut
(i.e., butane, ethanol, and water, but not for the high-molecular-weight alkane consid-
ered in this study). Second, the linked-cell list can only be applied to one simulation box
because, for simulations of vapor–liquid equilibria, the liquid-phase box usually contains
significantly more molecules and the range search in this box is the largest cost. Never-
theless, the k-d tree will be shown to be more efficient for a single simulation box and,
hence, there is no need to implement the linked-cell list for multiple simulation boxes.
Despite that the features mentioned here do not allow for a direct comparisons between
k-d tree and linked-cell list performances in a few cases, the conclusions in the result
section still hold with adequate fair comparisons between the two.
The compounds, ensembles, and system sizes considered here are summarized in Ta-
ble 5.1. The compounds were selected to cover single-bead particles (Lennard-Jonesium),
models with four interaction sites (n-butane, ethanol, and water), and 2,4,6,8,10,12,14,16,-
18,20,22-undecamethylpentacosane as an oligomeric compound with 36 interaction sites,
models without partial charges (Lennard-Jonesium and the two alkanes) and models with
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Table 5.1: Systems considered in this study.
Molecule Force field Ensemble N
Lennard-Jonesium N/A NV T 400 – 25000
Lennard-Jonesium N/A NV T -Gibbs 1500 – 15000
n-Butane TraPPE–UA [95] NpT 1500 – 6000
Ethanol TraPPE–UA [216] NpT 1500 – 6000
Water TIP4P [266] NpT 2000 – 8000
Water TIP4P [266] NV T -Gibbs 2000 – 8000
C36H72 TraPPE–UA [95, 96] NpT 100 – 400
three partial charges (ethanol and water), and rigid (water) and semiflexible molecules
(alkanes and ethanol). For Lennard-Jonesium, rcut = 4σ is used, whereas the standard
rcut = 14 Å of the TraPPE force field [95, 96, 216] is used for all molecular systems. The
choice of rcut is an important parameter that significantly affects the absolute CPU time
required for a simulation, but its influence on the relative timings for different range
search algorithms is limited. The types of MC moves used in these simulations include
translations of molecules, rotations of molecules around the COM, volume moves scal-
ing the COM positions, dual-cutoff coupled-decoupled configurational-bias Monte Carlo
moves (here abbreviated as CBMC) [96], and CBMC particle transfer (swap) moves [55].
For the CBMC moves, a 5 Å inner cutoff is used and Coulomb interactions are excluded
when Rosenbluth weights are computed, and then the weights of only the trial and old
configurations are corrected to include interactions out to rcut and long-range interac-
tions in the acceptance rule [107]. In CBMC conformational and swap moves, 16 trial
positions (the exception is water in the Gibbs ensemble where 32 trial positions are used
for the initial insertion of the oxygen site) are generated and one of them is chosen based
on the Boltzmann weight of the set of candidate positions. As is the standard practice,
only the energy change caused by the displacement of a single molecule (requiring calcu-
lations for the molecule in its new and old configuration) is computed for translational,
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rotational, and CBMC moves. Here, the energy of the molecule in the new configuration
is computed first, and, if it results in an extremely high energy, or results in an overlap
(roverlap = 0.3σ, 1.0 Å and 1.2 Å for Lennard-Jonesium, alkanes, and hydrogen-bonding
molecules, respectively), then the trial move is rejected without computing the energy
of the molecule in the old configuration. A similar approach is used for the Rosenbluth
weight and can lead to early termination of a CBMC move (the termination rate in-
creases as more beads are attempted to be regrown in a CBMC move). For example, the
early termination rates are 1.3% and 0.15% for regrowing the entire n-butane (T = 255
K) and ethanol (T = 323 K) molecules, respectively, but it increases to 83% for the en-
tire 36-carbon oligomer propylene molecule. For the volume move, only the total energy
of the trial configuration needs to be computed because that of the old configuration is
always known. Analytical tail corrections for the Lennard-Jones interactions are used
for all systems [219, 44]. The Ewald summation method with parameters of κ = 3.2/rcut
and Kmax = κLbox + 1 is used for simulations with Coulomb interactions [219, 44]. For
simulations in the NpT single-phase and NV T -Gibbs ensembles,[284, 92, 93] the pres-
sure is calculated every 10 MC cycles (MCCs, with 1 MCC consisting of N randomly
selected MC steps). The maximum displacement values for translational, rotational, and
volume moves are adjusted during the equilibration period to give an average acceptance
rate of 40%, and they are fixed during the efficiency tests. Simulations using the COM
cutoff, linked-cell list, and k-d tree yield the exact same trajectories as those using the
complete-loop method.
For each test system, at least four independent simulations are performed on an
Intel Haswell E5-2680v4 processor (Linux operating system) and Intel Fortran Compiler
(version 13.0.1; Intel Corporation; Santa Clara, CA) with “-free”, “-fpp”, “-O3”, “-xHost”,
and “-prec-div” flags. Each simulation is run for at least one hour to minimize the
effect of overhead time during startup and to provide a meaningful average because the
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time for moves is highly variable (due to move termination before completion of range
search). One CPU core is used for each run. The timing is recorded by calling the CPU
timer at the start and the end of the simulation. The timing data are confirmed by
using the profiler Allinea MAP (version 5.0; Allinea Software; San Jose, CA) for a few
selected systems. Timing results are reported here as CPU time per 103 or 104 MC steps
(MCSs) and reflect the average taken over the complete runs. Statistical uncertainties
determined from the independent simulations are reported as 95% confidence interval.
5.3 Results and Discussion
5.3.1 Lennard-Jonesium in the NV T ensemble
The first system investigated is Lennard-Jonesium in the canonical (NV T ) ensemble
[98] close to its triple point with reduced temperature T ∗ = kBT/ = 0.72, reduced
density ρ∗ = ρσ3 = 0.75, and reduced cutoff r∗cut = rcut/σ = 4. Figure 5.4 illustrates
CPU timings as a function of the number of molecules. In each translation attempt,
the energies associated with the displaced particle at its current and its trial position
are computed. Thus, the CPU time per MCS for the complete loop method scales
as O(N). For the linked-cell list method, there is no performance improvement when
Lbox/rcut < 4, since the number of cells examined in the range search is equal to the
total number of cells. When Lbox/rcut ≥ 4, the use of linked-cell list can dramatically
boost the efficiency by reducing the number of distance calculations. As the box length
crosses an integer multiple of rcut, more cells are added to the system, resulting in
an enhancement and discontinuity in the performance. When the system size is large
enough, the timing converges to a constant value; this matches the asymptotic scaling
expected for the linked-cell list method (O(1)).
The performance of the k-d tree method fits the theoretical performance scaling of
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Figure 5.4: CPU timings for the Lennard-Jonesium simulations in the NV T ensemble
(T ∗ = 0.72, ρ∗ = 0.75, and r∗cut = 4) as a function of the number of particles, N . Dashed,
dash-dotted, and dotted lines are the theoretical performance scaling for the complete
loop (O(N)), linked-cell list (O(1)), and k-d tree (O(log2N)) approaches, respectively.
The alternate x-axis shows the box dimension relative to rcut.
O(log2N) fairly well. Compared to the linked-cell list, there is a 20-80% performance
enhancement resulting from the use of k-d tree when 3000 ≤ N ≤ 20000. This is likely
due to a larger reduction of the number of distance calculations in the range search. A
linked-cell list range search covers a total volume of 27r3cut which is approximately six
times greater than the minimum volume that needs to be examined 43pir
3
cut. In contrast,
the k-d tree range search requires only a few extra distance calculations for particles
outside of the spherical cutoff. When the system size is over a certain threshold (in this
case N > 1000), the benefit achieved by reducing the number of distance calculations
outweighs the extra computational cost of maintaining the tree structure, thus resulting
in a performance enhancement for the k-d tree over the complete loop and linked-cell
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list approaches. When N ≥ 25000, the linked-cell list becomes the method of choice
because of its better asymptotic scaling (O(1) versus O(log2N)). Nevertheless, the
use of the k-d tree data structure can increase the performance in most practical cases
(1000 < N < 25000) for Lennard-Jones particle simulations of a single phase.
5.3.2 Lennard-Jonesium in the NV T -Gibbs ensemble
Simulations of Lennard-Jones particles in the NV T -Gibbs ensemble close to the triple
point are used to illustrate the performance of the k-d tree on a variety of other MC
moves. In these Gibbs ensemble simulations the probability for selecting a volume move
is set to 2/N , that for a swap move is adjusted to yield one accepted move per MCC,
and the remainder is taken up by translational moves. The timing results for Lennard-
Jonesium in the Gibbs ensemble are shown in Figure 5.5. As explained previously, the
linked-cell list implemented in MCCCS-MN can only be applied to one simulation box,
and therefore a fair comparison between linked-cell list and k-d tree is made by using
these approaches only for the liquid box and the complete loop method for the vapor
box.
For the volume moves, use of the k-d tree method for both boxes with scaling as
O(N log2N) for individual boxes can increase the efficiency by a factor ranging from 1.2
to 3.3 for N = 3000 and 12000, respectively, compared to the complete loop method
(O(N2)). It should be noted that distribution of the particles over two simulation
boxes leads to the presence of lower order terms that somewhat obscure the scaling
behavior. The timings for the linked-cell list applied to only the liquid box exhibit
slightly oscillatory behavior due to discontinuous changes in the number of cells, and
their values are close to those obtained from applying the k-d tree method to only the
liquid phase in all of the system sizes studied here. Applying the k-d tree method to both
boxes during a volume move versus only to the liquid phase yields a slight performance
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Figure 5.5: CPU timings for Lennard-Jonesium simulations in the NV T Gibbs ensemble
(T ∗ = 0.72, r∗cut = 4, and 20% of the molecules in the vapor phase) for (a) volume moves,
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boost when N > 6000.
The performance data for translational moves in the Gibbs ensemble mirror those
in the NV T ensemble when considering that about 80% and 20% of the particles are
found in the liquid- and vapor-phase boxes, respectively, i.e., the performance gain is a
weighted average. Compared to the complete loop method, the k-d tree applied to both
boxes yields a speed-up by factors of 1.5 to 5.8 for N = 3000 and 12000, respectively.
The average efficiency increases over the linked-cell list method observed by applying
the k-d tree to both or only to the liquid phase are 1.6 and 1.2, respectively.
Applying the k-d tree (O(log2N)) to both phases can significantly boost efficiency
for the particle swap moves by a factor of 12 for a 3000-particle system compared to the
complete loop approach (O(N)), and this efficiency gap widens as system size increases.
Compared to the linked-cell list, the use of the k-d tree applied to only the liquid
phase can provide an average efficiency improvement of 80% for the system size range
investigated here, and this average gain increases to a factor of 9 when the k-d tree
is applied to both phases. The dramatic efficiency improvement from the use of the
k-d tree for swap moves can be attributed to two aspects: First, there are more energy
calculations per coordinate update for a swap move compared to a translation move
(requiring energy calculations for 32 current and trial sites in a swap move versus two
sites in a translational move), because the k-d tree speeds up the energy calculations
at the cost of slower coordinate updates; Second, a smaller rcut value is used (5 Å in
this case) is used for the trial sites energy calculations, and the k-d tree is more efficient
when the ratio Lbox/rcut is large.
The overall timing of such a Gibbs ensemble simulation for Lennard-Jonesium with a
reasonable distribution of MC moves (2/N volume moves, one accepted swap move per
MCC, and the remainder for translational moves) shown in Figure 5.5(d) indicates that
there is a two- to six-fold increase in efficiency compared to the complete loop method
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(when the k-d tree is applied to both boxes). The efficiency increase compared to the
linked-cell list method ranges from a factor of 1.8 for N = 3000 to a factor of 1.1 for
N = 15000 (when both methods are applied only to the liquid box), and these gains
increase to factors of 2.1 and 1.9 when the k-d tree is used for both boxes. Therefore, use
of the k-d tree is recommended for Lennard-Jones particle simulations in theNV T -Gibbs
ensemble for system sizes as small as 1500 to as large as 15000 particles.
5.3.3 n-Butane in the NpT ensemble
In addition to Lennard-Jonesium, the effect of using the k-d tree data structure on
the simulation efficiency is also studied for a few different types of molecules that are
represented by models with multiple interaction sites. The TraPPE–UA force field [95] is
used here to simulate n-butane molecules in the NpT ensemble (T = 255 K ≈ 0.6Tcrit,
p = 1 bar). The COM cutoff method (i.e., complete loop over molecules instead of over
sites) is used as control for the range search because it is the state-of-the-art approach
for simulations of multiple-bead molecules [107]. For example, using a complete loop
over sites for translational and rotational moves is slower by factors of 6 and 12 for
N = 1500 and 6000, respectively, than applying the COM cutoff. The performance gain
from the COM cutoff would be even larger for volume and CBMC moves (the former
scaling as O(N2) and the latter benefitting from the shorter inner cutoff). Since the
reduced temperature is relatively low, 50% of the MCSs are dedicated to CBMC moves,
the probability for volume moves is set to 2/N , and the remainder is equally distributed
between translational and rotational moves. The performance data for the n-butane
simulations using a standard cutoff of 14 Å are depicted in Figure 5.6. For the volume
moves, use of the k-d tree is found to be slower by factors of 2.4 and 1.3 for N = 1500 and
6000, respectively, than using the COM cutoff. This ratio increases to 2.4 compared to
the linked-cell list for N = 6000. Among the three methods, the linked-cell list method
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is the most efficient one when N > 3000 because of its computational complexity O(N).
Although the CPU requirements for the volume moves using the k-d tree method scale
as O(N log2N) versus a scaling of O(N2) for the COM cutoff, the latter benefits from
the 16-fold reduction in distance calculations for molecules that satisfy eq 5.1.
For translational, rotational, and CBMC conformational moves, the COM cutoff,
linked-cell list, and k-d tree methods scale as O(N), O(1), and O(log2N), respectively.
However, different ratios of energy calculations to coordinate updates are associated
with these move types and the performance data differ markedly. For translational and
rotational moves, the linked-cell list is found to be most efficient for the range of system
sizes investigated here. It should be noted that accepted rotations around the COM do
not require any update in the linked-cell list. Due to the better scaling behavior of the
k-d tree method, it becomes more efficient than the COM cutoff for N = 6000, but it is
on average a factor of 1.8 less efficient than the linked-cell list. The failure of the k-d tree
method to provide any efficiency gain over the COM cutoff when applied to translational
and rotational moves for typical system sizes will be discussed later together with results
from simulations of water and ethanol. Nevertheless, for the CBMC conformational
moves, the k-d tree is the most efficient method and yields an average boost of 12%
compared to the linked-cell list and up to a factor of 1.7 (N = 6000) compared to
the COM cutoff. Similar to the CBMC swap move, a CBMC conformational move also
involves computing energies associated with multiple trial positions during the regrowth.
Hence, the efficiency increase is mainly due to a larger number of energy calculations
(with a smaller rcut) per coordinate update in contrast to translational and rotational
moves.
When considering the timings for the entire move set, then all three methods pose
a similar CPU demand for N = 1500. For N ≥ 3000, both k-d tree and linked-cell
methods offer significant benefits over the COM cutoff, but the k-d tree is found to be
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Figure 5.6: CPU timings for simulations of TraPPE–UA n-butane in the NpT ensemble
(T = 255 K, p = 1 bar) for (a) volume moves, (b) translational and rotational moves, (c)
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slightly more efficient for N = 4500 and 6000. Therefore, the use of the k-d tree is
recommended for flexible molecules without partial charges like n-butane for a sufficient
large system size (N = 3000 for n-butane at this condition in the NpT ensemble).
5.3.4 Ethanol in the NpT ensemble
The applicability of the k-d tree data structure to a molecular system with Coulomb
interactions is probed by NpT simulations for ethanol represented by the TraPPE–UA
force field [216] (T = 323 K ≈ 0.63Tcrit, p = 1 bar). The TraPPE–UA ethanol model
consists of four interaction sites, i.e., the same number as TraPPE–UA butane. For
ethanol, however, three of the four sites (all but the methyl group) carry partial charges
and three of the four sites (all but the hydroxyl hydrogen atom) interact via Lennard-
Jones potentials. Since CBMC conformational moves have a lower acceptance rate for
ethanol than for n-butane, the fraction of CBMC moves is increased to 60%, the proba-
bility for volume moves is set to 2/N , and the remainder is equally distributed between
translational and rotational moves. The performance data for the ethanol simulations
are shown in Figure 5.7.
The performances for all move types exhibit significant differences between ethanol
and n-butane because of the contribution from the reciprocal space part of the Ewald
summation in the energy calculation. The Ewald summation as implemented in MCCCS–
MN scales as O(N2) for volume moves, and O(N) for translational, rotational, and
CBMC moves, and it increases the computational complexity for all range search algo-
rithms. Overall, the absolute differences between the three methods are similar between
ethanol and n-butane. For example, at N = 6000, the time differences for the total set
of moves between the k-d tree and COM cutoff method are 0.94 and 0.95 seconds per
103 MCSs for ethanol and n-butane, respectively. Due to the additional expense of the
reciprocal space part of the Ewald summation, the relative efficiency enhancements from
127
0
1.5
3
4.5
CP
U 
tim
e 
pe
r 1
03
 
M
CS
s 
[s]
0
0.5
1
1.5
COM cutoff
cell list
k-d tree
0
1000
2000
3000
4000
0 1.5 3 4.5 6
N  / 1000
0
1.5
3
4.5
(a) Volume
(c) CBMC
(b) Translation / Rotation
(d) Total
Figure 5.7: CPU timings for simulations of TraPPE–UA ethanol in the NpT ensemble
(T = 323 K, p = 1 bar) for (a) volume moves, (b) translational and rotational moves,
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128
use of the k-d tree or linked-cell list compared to the COM cutoff are much smaller for
ethanol. Nevertheless, the trends are similar to those for n-butane simulations: Applying
the k-d tree data structure is not as efficient as the COM cutoff or linked-cell list meth-
ods for volume, translational, and rotational moves, but the k-d tree yields efficiency
enhancements of 12 and 20% over the linked-cell list for CBMC move when N = 3000
and 6000, respectively. In conclusion, for ethanol, the COM cutoff performs best for the
total move set when N ≤ 1500, but use of the k-d tree brings overall efficiency gains of
around 8% compared to the linked-cell list for 3000 ≤ N ≤ 6000.
5.3.5 TIP4P water in the NpT and NV T -Gibbs ensemble
For simulations of n-butane and ethanol, the efficiency increase from using the k-d tree
is mostly dominated by the contribution from the efficiency enhancement for CBMC
conformational moves. TIP4P water [266], a rigid molecule, is studied to assess whether
MC simulations can benefit from the use of the k-d tree without CBMC conforma-
tional moves. Results for simulations in the single-phase NpT ensemble (T = 298 K ≈
0.46Tcrit, p = 1 bar) and two-phase NV T -Gibbs ensemble (T = 298 K) are shown in
Figure 5.8 and Figure 5.9, respectively. It is noteworthy that for the NpT ensemble sim-
ulations, the use of the linked-cell list does not provide any performance gain over the
COM cutoff because the ratio Lbox/Lcell is always below the threshold value of 4 for the
system sizes investigated here. Note that if a smaller rcut value is used, the linked-cell
list method can provide some efficiency improvement. For the NV T -Gibbs ensemble
simulations, the liquid box size is too small to apply the linked-cell list. Similar to the
simulations of n-butane and ethanol, using the k-d tree method decreases the efficiency
for volume, translational, and rotational moves compared to the COM cutoff approach
by a factor close to 2 for N = 2000 in the NpT and Gibbs ensembles. The efficiency
gap shrinks as the system size increases but, at N = 8000, using the k-d tree still results
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in an efficiency decrease by a factor of 1.7 for these move types. For the total move
set (2/N dedicated to volume moves, and the remainder of moves equally distributed
between translations and rotations), applying the k-d tree decreases efficiency by factors
of 2.1 and 1.5 for N = 2000 and 8000, respectively. Thus, using the k-d tree cannot
provide any speed-up for TIP4P water in the NpT ensemble for all of the system sizes
covered in this study.
In the NV T -Gibbs ensemble, the swap moves are dramatically sped up by using
the k-d tree, similar to the swap-move efficiency gain for Lennard-Jonesium in Gibbs
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ensemble. At N = 2000, the k-d tree can result in a factor of 2 increase in the swap-move
efficiency. As the system size increases, the benefit of using the k-d tree is even more
pronounced, reaching a boost of 4 for swap moves at N = 8000. With the significant
efficiency gain for the swap move, applying the k-d tree for the total set of moves
(2/N volume moves, 40% swap moves, and the remainder equally distributed among
translations and rotations) yields a speed-up by factors of 1.4 and 1.8 for N = 4000
and 8000, respectively, whereas it is slightly less efficient for N = 2000. Therefore,
using the k-d tree is not recommended for simulations of rigid water models in the NpT
ensemble, but it can significantly speed up simulations in the NV T -Gibbs ensemble
when N > 2000.
5.3.6 Performance cross-comparison between different molecules
To further understand the failure of the k-d tree data structure to increase the efficiency
for translational and rotational moves in systems composed of small molecules (n-butane,
ethanol, and water), we define an efficiency enhancement (EE) factor as the ratio of the
CPU time needed for simulations with only translational moves using either the complete
loop or COM cutoff methods over that using the k-d tree method. As can be seen from
Figure 5.10, the EE factors with the complete loop as control are larger than unity for all
but three systems; the exceptions are values of 0.55, 0.96, and 0.95 for Lennard-Jonesium
with N = 400 and 1000 and water with N = 2000 (Nsite = 8000). Furthermore, the EE
factors with the complete loop as control agree fairly well for n-butane and Lennard-
Jonesium systems. The smaller EE factors observed for ethanol and water systems are
due to the expense for calculating the reciprocal space part of the Ewald summation
that does not benefit from the k-d tree data structure.
When the COM cutoff method is used as the control, then the EE factors for the
three different molecules represented by four interaction sites are mostly smaller than
132
0 6 12 18 24
N
site  / 1000
0.5
1
5
10
t co
n
tro
l / 
t kd
-tr
ee
LJ         [loop]
Butane [loop]
Butane [COM]
EtOH    [loop]
EtOH    [COM]
TIP4P   [loop]
TIP4P   [COM]
Figure 5.10: The efficiency enhancement factors as functions of the total number of in-
teraction sites, Nsite. The black circles represent data for Lennard-Jonesium. The cyan,
magenta, and green symbols show data for TraPPE–UA n-butane, TraPPE–UA ethanol
(EtOH), and TIP4P water, where up/left triangles and pluses denote enhancement fac-
tors calculated using the complete loop, and right/down triangles and crosses denote the
enhancement factors computed using the COM cutoff as control method.
unity (the exception is a value of 1.01 for the system with 6000 n-butane molecules,
i.e., 24000 interaction sites). Clearly, the COM cutoff is very efficient for these small
molecules and speeds up the simulations for n-butane by factors ranging from 5.6 to
11 for systems with 1500 to 6000 molecules; with further increases in the system size,
this value should converge to 16 because one COM distance calculation replaces 16 site–
site distance calculations. In contrast, the gain from replacing the complete loop with
the COM cutoff reaches only a value of about 3 for systems with 6000 ethanol and
water molecules (Nsite = 24000). Overall it is evident that the somewhat disappointing
EE factors for n-butane, ethanol, and water compared to the COM cutoff method can
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mainly be attributed to their small molecular sizes, where the COM cutoff method can
provide the largest enhancements (see eq 5.1). In addition, the three partial charges in
the ethanol and water models further reduce the relative benefit of using the k-d tree
data structure.
5.3.7 36-Carbon propylene oligomer in the NpT ensemble
It can be deduced from the preceding discussion that using the k-d tree may result in
improved efficiency, even for translational and rotational moves, for long-chain molecules
because the COM cutoff provides a smaller efficiency gain when rintra is large (see eq 5.1).
This hypothesis is verified by simulations for 2,4,6,8,10,12,14,16,18,20,22-undecamethyl-
pentacosane (a 36-carbon oligomer of propylene [121]) in the NpT ensemble (T = 440
K, p = 1 bar). Due to the large number of intramolecular degrees of freedom, the
probability for CBMC conformational moves is set to 80%; the fraction of volume moves
is 2/N , and the remainder is equally distributed between translations and rotations.
Note that the COM-based linked-cell list cannot be used for the current system sizes
since the large value of ∆rintra would require a minimum cell size larger than twice the
site–site cutoff (i.e., Lbox/rcut ≈ 5.5 for N = 400).
CPU timings for systems consisting of 100 to 400 molecules are shown in Figure 5.11.
The better scaling for the k-d tree method results in a widening gap with increasing sys-
tem size for volume moves, and the gain in efficiency reaches a factor of 1.5 for N = 400.
For translational, rotational, and CBMC conformational moves, the CPU time saturates
as the system size reaches N = 200 for both COM cutoff and k-d tree approaches. Nev-
ertheless, using the k-d tree boosts efficiency for translational and rotational moves by
factors of 1.4 and 2.2 for N = 100 and N ≥ 200, respectively, whereas the speed-up
obtained for CBMC moves is only a factor of 1.5. The smaller efficiency increase for
CBMC moves is due to a smaller inner cutoff during the calculation of the Rosenbluth
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weights [107]. For the total set of moves, the gain in efficiency due to use of the k-d
tree ranges from 1.4 to 1.7 for 100 ≤ N ≤ 400. This example proves that polymer
simulations (especially those for models without partial charges, e.g. polyolefins) can
benefit significantly from applying the k-d tree data structure, even for a relative small
system size. For comparison, the simulation for 4500 n-butane molecules (Nsite = 18000)
yields an EE factor of 1.4 with the COM method as control, whereas the same factor is
already obtained for 100 C36H74 molecules (Nsite = 3600). To summarize, the k-d tree
is recommended for the 36-carbon propylene oligomer simulation in the NpT ensemble
for all the system sizes investigated here.
5.4 Conclusions
In this work, the benefits from applying the k-d tree data structure with its O(log2N)
scaling for the range search are assessed for MC simulations. To this extent, the k-d tree
data structure is implemented in the in-house MCCCS–MN simulation software package.
Simulations are performed for a variety of molecular systems and ensembles to provide
a comprehensive efficiency comparison.
The efficiency tests lead to a few rules of thumb on cases where using the k-d tree
can provide significant efficiency increases. First, (semi-)flexible molecules that require
CBMC conformational moves benefit more than rigid molecules with the same number
of interaction sites. Second, Gibbs ensemble (or grand canonical ensemble) simulations
where CBMC swap moves are used, benefit more than simulations in closed ensembles.
Third, single-site or long-chain molecules where use of the COM cutoff provides little
efficiency gain, benefit more than those for compact multi-site molecules. Fourth, for
molecules that include partial charges, the percentage increase in efficiency is smaller
but the absolute decrease in CPU time is the same compared to molecules that have the
same number of interaction sites but do not contain partial charges.
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The largest increases in efficiency are observed here for Lennard-Jones particle in
the Gibbs ensemble and C36H74 (described by a model with 36 united atoms) that both
satisfy three out of the four rules (i.e., the second, third, and fourth rules for the former
and the first, third, and fourth rules for the latter simulations). For these two cases, the
k-d tree is the most efficient method even for the smallest system size considered here
(N = 1500 for Lennard-Jonesium and N = 100 for C36H74).
The simulations for n-butane in the NpT ensemble satisfy only the first and fourth
rules, those for ethanol in theNpT ensemble satisfy only the first rule, and those for water
in the Gibbs ensemble satisfy only the second rule. Thus, an efficiency increase from
application of the k-d tree data structure is only observed for system sizes exceeding
3000, 4500, and 4000 molecules, respectively. The simulations for water in the NpT
ensemble, however, do not satisfy any of the four rules, and the COM cutoff approach
is the fastest approach for 2000 ≤ N ≤ 8000 (for even larger systems, the linked-cell list
would become most efficient).
The four rules encompass a wide range of molecules and ensembles and applying the
k-d data structure enables significant efficiency gains for simulations covering practical
system sizes from about 3000 to 30000 interaction sites. Thus, implementation of the
k-d tree data structure is recommended for MC simulations of molecular systems that
satisfy at least one of the four rules.
Chapter 6
Conclusions and Future Work
In this thesis, particle based simulations were used in conjunction with accurate molec-
ular models to compute phase behavior of polymer blends and block polymers, which
enables predictive materials design for polymeric materials.
For polymer blends, Gibbs ensemble Monte Carlo simulations were utilized to calcu-
late the mixing thermodynamics for the oligomeric blends. Then, theoretical framework
developed in the thesis was used to extrapolate it to polymer blends with arbitrary
molecular weight of interest. The effect of molecular weight distribution and dispersity
of the polymers on the phase diagram was also probed by simulations. Results from this
thesis allow for the accurate determination of phase diagram for binary polymer blends.
For block polymers, I leveraged molecular dynamics simulations to probe their self-
assembled microstructures. It was demonstrated that one can screen candidate molecules
for desired structures and properties using simulations. Furthermore, the molecular
level insight gained from simulations, such as chain conformation and hydrogen bonding
capabilities, gives rise to better understanding of the phase behavior, and thus, better
molecular design.
Future work extending this thesis research includes (i) developing molecular models
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to extend the current method to other polymers, (ii) investigating phase behavior of
ternary polymer mixtures, and (iii) refining the underlying thermodynamic theory with
the aid of simulation data.
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