Abstract-This technical note considers the synchronization problem for networks of coupled nonlinear dynamical systems under switching communication topologies. Two types of nonlinear agent dynamics are considered. The first one is non-expansive dynamics [stable dynamics with a convex Lyapunov function ϕ(·)] and the second one is dynamics that satisfies a global Lipschitz condition. For the non-expansive case, we show that various forms of joint connectivity for communication graphs are sufficient for networks to achieve global asymptotic ϕ-synchronization. We also show that ϕ-synchronization leads to state synchronization provided that certain additional conditions are satisfied. For the globally Lipschitz case, unlike the non-expansive case, joint connectivity alone is not sufficient for achieving synchronization. A sufficient condition for reaching global exponential synchronization is established in terms of the relationship between the global Lipschitz constant and the network parameters.
I. INTRODUCTION
We consider the synchronization problem for a network of coupled nonlinear agents with agent set V = {1, 2, . . . , N}. Their interactions (communications in the network) are described by a time-varying directed graph G σ(t) = (V, E σ(t) ), with σ : [0, ∞) → P as a piecewise constant signal, where P is a finite set of all possible graphs over V. The state of agent i ∈ V at time t is denoted as x i (t) ∈ R n and evolves aṡ
where f (t, x i ) : [0, ∞) × R n → R n is piecewise continuous in t and continuous in x i representing the uncoupled inherent agent dynamics, N i (σ(t)) = {j ∈ V : (j, i) ∈ E σ(t) } is the set of agent i's neighbors graph are rather restrictive compared to joint connectivity where the communication can be lost at any time. This technical note aims to investigate whether joint connectivity for switching communication graphs can yield synchronization for the nonlinear dynamics (1) . We distinguish two cases depending on whether the nonlinear agent dynamics f (t, x i ) is expansive or not. For the non-expansive case, we focus on the case where the nonlinear agent dynamics is stable with a convex Lyapunov function ϕ(·). We show that various forms of joint connectivity for communication graphs are sufficient for networks to achieve global asymptotic ϕ-synchronization, that is, the function ϕ of the agent state converges to a common value. We also show that ϕ-synchronization implies state synchronization provided that additional conditions are satisfied. For the expansive case, we focus on when the nonlinear agent dynamics is globally Lipschitz, and establish a sufficient condition for networks to achieve global exponential synchronization in terms of a relationship between the Lipschitz constant and the network parameters.
The remainder of this technical note is organized as follows. Section II presents the problem definition and main results. Section III provides all technical proofs. Finally, concluding remarks are offered in Section IV.
II. PROBLEM DEFINITION AND MAIN RESULTS

A. Problem Set-Up
In this technical note, we consider the network of coupled nonlinear agents (1) . The communications are modeled by a time-varying directed graph (
We assume that there are constants 0 < a * ≤ a * such that a * ≤ a ij (t) ≤ a * for all t ≥ 0. We also make a standard dwell time assumption [17] on the switching signal σ(t): there is a lower bound τ D > 0 between two consecutive switching time instants of σ(t). We denote
T ∈ R nN and assume that the initial time is t = t 0 ≥ 0, and the initial state
T ∈ R nN . In this technical note, we are interested in the following synchronization problems.
Definition 2: The multi-agent system (1) achieves global asymptotic ϕ-synchronization, where ϕ : R n → R is a continuously differentiable function, if for any initial state x(t 0 ), there exists a constant d (x(t 0 )), such that lim t→∞ ϕ(x i (t)) = d (x(t 0 )) for any i ∈ V and any t 0 ≥ 0.
Definition 3: (i) The multi-agent system (1) achieves global asymptotic synchronization if lim t→∞ (x i (t) − x j (t)) = 0 for any i, j ∈ V, any t 0 ≥ 0 and any x(t 0 ) ∈ R nN . Multi-agent system (1) achieves global exponential synchronization if there exist γ ≥ 1 and λ > 0 such that
for any t 0 ≥ 0 and any x(t 0 ) ∈ R nN . Remark 1: ϕ-synchronization is a type of output synchronization where the output of agent i ∈ V is chosen to be ϕ(x i ). It is related to but different from χ-synchronization [18] , [19] since ϕ is a function of an individual agent state while χ is a function of all agent states.
B. Non-Expansive Dynamics
In this section, we focus on when the nonlinear agent dynamics is non-expansive as indicated by the following assumption.
Assumption 1: ϕ : R n → R is a continuously differentiable positive definite convex function satisfying
The following lemma shows how Assumption 1 enforces nonexpansive dynamics.
Lemma 1: Let Assumption 1 hold. Along the multi-agent dynamics (1), max i∈V ϕ(x i (t)) is non-increasing for all t ≥ 0.
We now state main results for the non-expansive case. Theorem 1: Let Assumption 1 hold. The multi-agent system (1) achieves global asymptotic ϕ-synchronization if G σ(t) is uniformly jointly strongly connected.
Theorem 2: Let Assumption 1 hold. Assume that G σ(t) is undirected for all t ≥ t 0 . The multi-agent system (1) achieves global asymptotic ϕ-synchronization if G σ(t) is infinitely jointly connected.
Remark 2: For the linear time-varying case f (t, x) = A(t)x, if there exists a matrix P = P T > 0 such that
then ϕ(x) = x T P x for x ∈ R n satisfies Assumption 1. For the linear time-invariant case f (t, x) = Ax, the condition (3) is equivalent to that the matrix A is neutrally stable [13] .
C. ϕ-Synchronization vs. State Synchronization
The following result establishes conditions under which ϕ-synchronization implies state synchronization.
Theorem 3: Let G σ(t) ≡ G with G being a fixed, strongly connected digraph under which the multi-agent system (1) achieves global asymptotic ϕ-synchronization for some positive definite function ϕ :
Then the multi-agent system (1) achieves global asymptotic synchronization.
D. Lipschitz Dynamics
We consider also the case when the nonlinear agent dynamics is possibly expansive. We focus on when the dynamics satisfies the following global Lipschitz condition.
Assumption 2: There exists a constant L > 0 such that
Our main result for this case is given below. Theorem 4: Let Assumption 2 hold. Assume that G σ(t) is uniformly jointly strongly connected. The multi-agent system (1) achieves global exponential synchronization if L < ρ * /2, where ρ * is a constant depending on the network parameters.
Remark 3: Assumption 2 and its variants have been considered in the literature for fixed communication graphs, e.g., [1] - [7] . Compared with the existing literature, we here study a more challenging case, where the communication graphs are time-varying. Unlike the fixed case where the global Lipschitz condition is sufficient to guarantee synchronization, Theorem 4 established a sufficient synchronization condition related to the Lipschitz constant and the network parameters.
III. PROOFS OF MAIN RESULTS
In this section, we provide proofs of the main results.
A. Proof of Lemma 1
Recall that the upper Dini derivative of a function
The following lemma from [10] , [20] is useful for the proof.
} is the set of indices where the maximum is reached at t, then
We first note that the convexity property of ϕ(·) implies that [21, pp. 69 ]
It then follows from Lemma 2, Assumption 1(ii) and (5) that:
where the last inequality follows from ϕ(x j ) ≤ ϕ(x i ). This proves the lemma.
B. Proof of Theorem 1
It follows from Lemma 1 that for any initial state
We first note that, by Lemma 1, for all i ∈ V, there exist constants
Also note that it follows from lim t→∞ max i∈V ϕ(x i (t)) = d that for any ε > 0, there exists T 1 (ε) > 0 such that:
The proof of Theorem 1 is based on a contradiction argument and relies on the following lemma.
Lemma 3: Let Assumption 1 hold. Assume that G σ(t) is uniformly jointly strongly connected. If there exists an agent
with T given in Definition 1(i) and τ D is the dwell time.
. .. Let thent k be greater than or equal to T 1 (ε), and denote it byt k 0 .
We now prove the lemma by estimating an upper bound of the scalar function ϕ(x i ) agent by agent. The proof is based on a generalization of the method proposed in the proof of [22, Lemma 4.3] but with substantial differences on the dynamics and the Lyapunov function. Moreover, the convexity of ϕ(·) plays an important role.
Step 1. Focus on agent k 0 . By using Assumption 1(ii), (5), and (6), we obtain that for all t ≥t k 0
It then follows that for all t ≥t k 0 :
The existence of such an agent can be shown as follows. Since G σ(t) is uniformly jointly strongly connected, it is not hard to see that there exists an agent
From (8), we obtain that for all
where
We can similarly bound ϕ(x k 1 (t)) by considering two different cases:
where ϕ 1 = (1 − μ)ρ 2 . It then follows from (9) and 0 < ϕ 1 
Step 3. Consider agent k 2 ∈ {k 0 , k 1 } such that there exists an edge from the set {k 0 , k 1 
The existence of such an agent k 2 and t 2 follows similarly from the argument in Step 2.
Similarly, we can bound ϕ(x k 2 (t)) by considering two different cases and obtain that for all
By combining (10) and (11), and using 0 < ϕ 2 < ϕ 1 < 1, we obtain that for all
Step 4. By repeating the above process on time intervals (1 −ρ) ). This contradicts the fact that lim t→∞ max i∈V ϕ(x i ) = d . Thus, there does not exist an agent
C. Proof of Theorem 2
The proof relies on the following lemma. Lemma 4: Let Assumption 1 hold. Assume that G σ(t) is infinitely jointly connected. If there exists an agent k 0 ∈ V such that 0 ≤ α k 0 < d , then there exist 0 <ρ < 1 andt such that
The proof of Lemma 4 is similar to that of Lemma 3 and based on estimating an upper bound for the scalar quantity ϕ(x i ) agent by agent. However, the method by which we obtained the sequence of agents k 0 , k 1 , . . . , k N−1 in the proof of Theorem 1 does not apply under the condition that G σ(t) is infinitely jointly connected. We can however apply the strategy in [22] . We omit the details and refer to [23] for a complete proof.
The remaining proof of Theorem 2 follows from a contradiction argument and Lemma 4 in the same way as the proof of Theorem 1.
D. Proof of Theorem 3
If the multi-agent system (1) reaches asymptotic ϕ-synchronization, i.e., lim t→∞ ϕ(x i (t)) = d for all i ∈ V, then for any > 0, there exists a T > 0 such that
If d = 0 the desired conclusion holds trivially, i.e., lim t→∞ x i (t) = 0 for all i ∈ V due to the positive definiteness of ϕ(·). In the remainder of the proof we assume d > 0. We shall prove the result by contradiction. Suppose that state synchronization is not achieved. Then there exist two agents i 0 , j 0 ∈ V such that lim sup t→∞ x i 0 (t) − x j 0 (t) > 0. In other words, there exist an infinite time sequence t 1 < · · · < t k < · · · with lim k→∞ t k = ∞, and a constant δ > 0 such that
where c 1 is given in condition (ii) of Theorem 3. We divide the following analysis into three steps.
Step 1. In this step, we prove the following crucial claim.
Claim. For any t k , there are two agents
We establish this claim via a recursive analysis. If either (i 0 , j 0 ) ∈ E or (j 0 , i 0 ) ∈ E then the result follows trivially. Otherwise we pick up another agent k 0 satisfying that there is an edge between k 0 and {i 0 , j 0 }. This k 0 always exists since G is strongly connected. Then either
δ/c 1 must hold. Thus, we have again either established the claim, or we can continue to select another agent different from i 0 , j 0 , and k 0 and repeat the argument. Since we have a finite number of agents, the desired claim holds.
Furthermore, since there is a finite number of agent pairs, without loss of generality, we assume that the given agent pair i * , j * does not vary for different t k (otherwise we can always select an infinite subsequence of t k for the following discussions).
Step 2. In this step, we establish a lower bound of x i * (t)− x j * (t) 2 for a small time interval after a particular t k satisfying t k > T . From (12) and lim x →∞ ϕ(x) = ∞ given in Assumption 1(i), we see that x i (t) and ∇ϕ(x i (t) − x j (t)) are bounded for all i, j ∈ V and for all t ≥ T . It then follows from condition (i) of Theorem 3 and (1) that:
Without loss of generality we assume that ≤ 1. Then L * will be independent of . By plugging in the fact that x i * (t k ) − x j * (t k ) ≥ δ/c 1 and using the condition (ii) of Theorem 3, we obtain that
Step 3. We first note that the strong convexity of ϕ(·) implies that [21, pp. 459 ] there exists an m > 0 such that
By using Assumption 1(ii) and (14), we obtain for
By using (12), (13), (15), and condition (ii) of Theorem 3, we obtain
It is then straightforward to see that
However, this contradicts the definition of ϕ-synchronization since t k is arbitrarily chosen. This completes the proof and the desired conclusion holds.
E. Proof of Theorem 4
The proof is based on the convergence analysis of the scalar quantity
Unlike the contradiction argument used in the proof of Theorem 1, where the convergence rate is unclear, here we explicitly characterize the convergence rate. The proof relies on the following lemmas.
Lemma 5: Let Assumption 4 hold. Along the multi-agent dynamics (1), V (t, x(t) ) is non-increasing for all t ≥ 0.
Proof: Let V 1 × V 2 be the set containing all the node pairs that reach the maximum at time t, i.e., V 1 (t) × V 2 (t) = {{i, j} ∈ V × V : V ij (t) = V (t)}. It is not hard to obtain that
a jk 2 (t)
where the first equality follows from Lemma 2 and (1), the first inequality follows from (4) and ±ab ≤ ((a 2 + b 2 )/2) for all a, b ∈ R, and the second inequality follows from (17) .
Lemma 6: Let Assumption 4 hold. Assume that G σ(t) is uniformly jointly strongly connected. Then there exists 0 <β < 1 such that
where N = N − 1, T 0 given by (7) and V * = V (t 0 , x(t 0 )). Proof: The proof is based on the convergence analysis of V ij (t, x(t) for all agent pairs {i, j} ∈ V × V in several steps, which is similar to the proof of Lemma 3. Without loss of generality, we assume that t 0 = 0. We also sometimes denote V (t, x(t)) and V ij (t, x(t)) as V and V ij , respectively, for notational simplification.
Step 1. We begin by considering any agent i 1 ∈ V. Since G σ(t) is uniformly jointly strongly connected, we know that i 1 is the root and that there exists a time t 1 and an agent i 2 ∈ V \ {i 1 } such that
We first note that it follows from (16) and Lemma 5 that for all
Taking the derivative of V ij along the trajectories of (1), we obtain that for all t ∈ [t 1 , t 1 
where α = (2N − 3)a * + a * . The first inequality follows from (4) and (17) , while the second inequality follows from (19) .
It thus follows that:
It then follows from (20) that:
where α *
Step 2. Since G σ(t) is uniformly jointly strongly connected, we know that that there exists a time instant t 2 and an arc from
We then estimate an upper bound for V hi 3 by considering two different cases: h = i 1 and h = i 2 . We eventually obtain that for all
It then follows from (21), (22) , and 1 − β
Step 3. By continuing the above process, we obtain that for all k ∈ V \ {i 1 }
Step 4. Since G σ(t) is uniformly jointly strongly connected, (24) holds for any i 1 ∈ V. By using the same analysis, we eventually obtain that for all i, j ∈ V, V ij (N T 0 , x(NT 0 )) ≤ (1 − β N * )V * . Hence the result follows by choosingβ = 1 − β N * with β * given by (23 
Hence, global exponential synchronization is achieved with γ = (1/β) and λ = ρ * − 2L provided that ρ * > 2L. This concludes the proof of the desired theorem.
IV. CONCLUSION
In this technical note, synchronization problems for networks with nonlinear agent dynamics and switching topologies have been investigated. Two types of nonlinear dynamics were considered: nonexpansive and globally Lipschitz. For the non-expansive case, we found that the convexity of the Lyapunov function plays a crucial rule in the analysis and showed that the uniformly joint strong connectivity is sufficient for achieving global asymptotic ϕ-synchronization. When communication graphs are undirected, the infinitely joint connectivity is a sufficient synchronization condition. Moreover, we established conditions under which ϕ-synchronization implies state synchronization. For the globally Lipschitz case, we found that joint connectivity alone is not sufficient to achieve synchronization but established a sufficient synchronization condition. The proposed condition reveals the relationship between the Lipschitz constant and the network parameters. The results of this technical note can be extended to leaderfollower networks, see [23] for details. An interesting future direction is to study the synchronization problem for coupled non-identical nonlinear dynamics under general switching topologies.
