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It was recently shown in Bartelmann et al. [1] how correlated initial conditions can be introduced into the
statistical field theory for classical particles pioneered by Das and Mazenko [2]. In this paper we extend this
development from the canonical to the grand canonical ensemble for a system satisfying statistical homogeneity
and isotropy. We do this by translating the probability distribution for the initial phase space coordinates of the
particles into an easy diagrammatic representation and then using a variant of the Mayer cluster expansion to
sum over particle numbers. The grand canonical generating functional is then used in a structured approach to
the derivation of the non-interacting cumulants of the two core collective fields, the density ρ and the response
field B. As a side-product we find several theorems pertaining to these cumulants which will be useful when
investigating the interacting regime of the theory in future work.
I. INTRODUCTION
This work is part of a series aiming at finding a new ap-
proach to the problem of non-equilibrium particle kinetics us-
ing a statistical field theory for classical particles. While this
work was begun with an application to cosmological struc-
ture formation in mind, we feel that our developments may
be useful in other fields of statistical physics which is why
we will try to keep our discussions as general as possible and
only make the connection with cosmology when we deem it
necessary.
The statistical field theory which forms the basis for our
work was developed by Mazenko [3, 4] and Das and Mazenko
[2, 5]. The basic premise of their work was to use the path
integral approach for classical mechanics (cf. Martin et al.
[6], Gozzi et al. [7], Penco and Mauro [8]) in order to de-
scribe the microscopic degrees of freedom of individual par-
ticles. Any macroscopic field is then collectively constructed
from the microscopic information. This has several advan-
tages over the standard approach of applying the path integral
formalism directly to an effective theory for the macroscopic
fields which were already discussed in Bartelmann et al. [1].
Two prominent examples are the relative structural simplicity
of the equations of motion and the fact that multi-streaming
does not pose a problem because the macroscopic fields are
only assembled from the microscopic degrees of freedom at
the time of interest by applying collective field operators.
While the work of Das and Mazenko on the theory was
extensive they mostly concentrated on treating fluctuations
around an equilibrium state with the help of fluctuation-
dissipation relations. However, the theory gives a lot of free-
dom in choosing the initial state of the system and is thus
applicable to a very wide range of problems. In Bartelmann
et al. [1] we thus explored how to develop the non-equilibrium
statistics of a system with correlations between the initial po-
sitions and momenta of the particles. This was done in the
framework of a canonical ensemble with a fixed particle num-
ber. Two-particle interactions were implemented as a straight-
forward perturbation series in the interaction potential. We
could then show in Bartelmann et al. [9], [10] that by describ-
ing the ‘free motion’ partly with Zel’dovich trajectories, the
non-linear growth of the CDM power spectrum known from
N-body simulations could be mimicked over a remarkable
range of scales.
This work will extend the treatment of initially correlated
systems with statistical homogeneity and isotropy to the grand
canonical ensemble. We will see that this automatically leads
to a formulation of the theory in terms of the connected n-
point functions or cumulants of the collective fields and al-
lows for a structured approach to their calculation. By con-
trast, in the canonical ensemble the n-point correlators seem
to be the more natural quantities and a formulation in terms
of cumulants must be obtained by hand which becomes cum-
bersome for higher orders of perturbation theory. In our next
paper ([11]) we will then use the findings of this work to ex-
tend the self-consistent perturbation theory developed by Das
and Mazenko to include initial correlations. It will allow us
to obtain the linear growth of the CDM powerspectrum famil-
iar from standard Eulerian perturbation theory directly from
the theory itself without resorting to using Zel’dovich trajec-
tories, but rather using the actual free Hamiltonian trajectories
and the unmodified Newtonian potential. This is possible due
to the fact that the grand canonical perturbation series sums
up infinite classes of diagrams from the canonical one.
The outline of this paper is as follows. We begin in Sect. 2
by giving a clear definition of the grand canonical generat-
ing functional for a system satisfying statistical homogeneity
and isotropy. In Sect. 3 we implement the initial phase space
probability distribution of Bartelmann et al. [1] and express
it in terms of a simple diagrammatic language. A technique
known as the Mayer cluster expansion is then used to fac-
torize the generating functional such that the summation over
particle numbers can be performed exactly. In Sect. 4 we de-
velop a systematic approach for managing the remaining com-
binatorics in deriving the non-interacting cumulants which is
however reduced when compared to the canonical approach.
Along the way we derive some general theorems for these cu-
mulants which will prove helpful for dealing with perturbation
theory in Fabis et al. [11].
While many of the quantities we will encounter have al-
ready been descibed in [2–5] we will try to stay as close
as possible to the notation introduced in [1] throughout this
work. We refer the reader to the latter whenever we use some
quantity without giving an explicit definition.
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2II. GRAND CANONICAL GENERATING FUNCTIONAL
A. Definition
For the following discussion it will be helpful to think of
a generating functional as the normalization factor of some
probability density P for the 6N phase space coordinates x of
a collection of N particles in some volume V . The basic con-
cept behind the theory is to generalize the canonical ensemble
from the equilibrium Boltzmann distribution to any initial dis-
tribution Pi and then to fix its evolution up to some arbitrary
final time tf by requiring it to follow the classical trajecto-
ries xcl(t; x(ti)), i.e. the solution to some equations of motion
which is determined by choosing of an initial state x(ti). This
results in a new phase space probability density
PPi,V,N [x(tf), x(ti)] = Pi(x(ti))
f∫
i
Dx δD
[
x(t) − xcl(t; x(ti))
]
.
(1)
The canonical generating functional is obtained by integrat-
ing over both the initial and final states. In this framework
defining the grand canonical ensemble is conceptually an easy
step. We give up the notion of a fixed number of particles N
and replace it with an arbitrary probability distribution for the
number of particles PN . Using conditional probabilities we
may write
PPi,V,PN [x(tf), x(ti),N] = PPi,V,PN [x(tf), x(ti)|N] PN(N) . (2)
However, we know that the first factor must be the probability
density in the canonical case where the particle number N is
fixed
PPi,V,PN [x(tf), x(ti),N] = PPi,V,N [x(tf), x(ti)] PN(N) . (3)
With this we may define the grand canonical partition func-
tional simply as
Zgc =
∞∑
N=0
∫
Dx(t) Pi(x(ti)) PN(N) δD
[
x(t) − xcl(t; x(ti))
]
,
(4)
where we absorbed the integration over initial and final states
into the path integral.
B. Particle number probability distribution
We now need to specify the probability density PN for the
number of particles. In order to do so we use the familiar
textbook approach of embedding our system Sgc into a much
larger canonical system Sc. The grand canonical system Sgc
may exchange particles with its complement in Sc and parti-
cles may interact across the boundary enclosing Sgc.
The standard approach for obtaining PN in equilibrium sta-
tistical physics would be to introduce a chemical potential
defining the amount of energy needed for a single particle ex-
change between the two systems. Since we do not require
Ngc, Vgc
Nc, Vc
Sc
Sgc
FIG. 1. Embedding of the grand canonical system into a much bigger
canonical system.
equilibrium it would be in general quite hard to define this
quantity since it might in principle depend on the entire in-
stanteneous phase space configuration x(t). Out of equilib-
rium we also lack a temperature defining an energy scale with
which we can compare the chemical potential.
We can circumvent this problem by restricting ourselves to
the case where the canonical system Sc is statistically homo-
geneous and isotropic, i.e. its statistical properties on all scales
of interest are invariant under translation and rotation at all
times. This then means that the probability for finding an in-
dividual particle somewhere inside Sc must be equal every-
where regardless of any kind of interactions or correlations.
From this we can then immediately conclude that the proba-
bility p for finding a particle inside the subsystem Sgc is given
by
p =
Vgc
Vc
. (5)
The probability for Ngc particles to be in Sgc is thus given by
a binomial distribution
Ngc ∼ B
(
Nc, p =
Vgc
Vc
)
. (6)
We now take the ‘thermodynamic’ limit of Nc,Vc → ∞ while
keeping the mean particle density ρ¯ = Nc/Vc and thus the
mean mass density constant. In this limit p → 0 and we may
approximate (6) by a Poisson distribution as
Ngc ∼ B
(
Nc, p =
Vgc
Vc
)
→ P
(
Nc p = ρ¯Vgc =
〈
Ngc
〉)
. (7)
We now ignore the surrounding canonical system and drop the
suffix ‘gc’. Pending normalization we may thus state
PN(N) =
〈N〉N
N!
=
ρ¯N VN
N!
. (8)
3III. INITIAL CORRELATIONS
A. Preliminaries
We now insert (8) into (4) and perform all the steps de-
scribed in Bartelmann et al. [1]. We rewrite the functional
Dirac delta distribution as a Fourier transform and separate the
theory into a free and an interacting part. We then introduce
collective fields and their respective source fields H, which
allows us to express the interaction by an operator SˆI, which
is independent of particle number. Then we also express the
collective fields by an operator Φˆ, which enables us to exe-
cute the path integrals using the solution to the free equations
of motion. The complete generating functional then reads
Zgc[H, J,K] = ei SˆI
∞∑
N=0
ei H · Φˆ
∫
dq(i)
∫
dp(i)
ρ¯N VN
N!
V−N√
(2pi)3N det Cpp
(
Cˆ
(
∂
i∂p(i)
)
exp
{
−1
2
p(i)>C−1pp p
(i)
})
ei 〈J¯q,q(i)〉 ei 〈J¯p,p(i)〉 e−i S (N)K [J,K] . (9)
Since the interaction operator can be pulled out in front of the
entire expression we only need to concern ourselves with the
free grand canonical generating functional for the remainder
of this work. We directly see that the power of volume the V
cancel nicely. The quantity Cˆ is a polynomial operator con-
taining density-density correlations and density-momentum
correlations. Its explicit form will be given later in (23).
Throughout the paper we will make implicit use of the fact
that both these types of correlations as well as Cpp only de-
pend on the initial positions of particles, but not on their mo-
menta, which is due to the initial momenta being fixed to the
value of an initial random momentum field. The time aver-
aged sources are defined as
J¯q,p =
tf∫
ti
dt J(t)>G(t, ti)Pq,p (10)
with the projection operators
Pq =
( I3
03
)
⊗ IN , Pq =
(
03
I3
)
⊗ IN , (11)
which take care of selecting either the position or momentum
part from the right hand side of the free N-particle propagator
G = G ⊗ IN , where G is the single particle free propagator,
i.e. the Green’s function of the free equations of motion of a
single particle. The purely source dependent action term S (N)K
is given by
S (N)K [J,K] =
tf∫
ti
dt
tf∫
ti
dt′ J(t)G(t, t′) K(t) . (12)
The angular brackets in (9) are not averages but define the
scalar product for the tensors bundling properties of all N par-
ticles such that
〈A,B〉 =
N∑
j=1
~A j · ~B j . (13)
We may now apply the appropriate number of partial integra-
tions to change all partial derivatives w.r.t. initial momenta
present in the Cˆ operator from acting on the Gaussian expo-
nential to act on the phase factor ei 〈J¯p,p(i)〉 instead, picking up
a minus sign for every partial integration. The fact that Cˆ is
polynomial and Cpp is positive-definite ensures that all bound-
ary terms vanish. Then we execute all these derivatives to ob-
tain ∫
dp(i)
(
Cˆ
(
∂
i∂p(i)
)
exp
{
−1
2
p(i)>C−1pp p
(i)
})
ei 〈J¯p,p(i)〉
=
∫
dp(i) exp
{
−1
2
p(i)>C−1pp p
(i)
}
Cˆ
(
−J¯p
)
ei 〈J¯p,p(i)〉 . (14)
The remaining integration over initial momenta is now a 3N-
dimensional Fourier transform from p(i) to J¯p which gives∫
dp(i)
1√
(2pi)3N det Cpp
exp
{
−1
2
p(i)>C−1pp p
(i)
}
ei 〈J¯p,p(i)〉
= exp
{
−1
2
J¯>p Cpp J¯
}
. (15)
In this form we can easily split up Cpp into its diagonal part
containing the auto-correlations of the momenta of individual
particles and the remaining trace-free part which contains only
cross-correlations between momenta of different particles and
has entries of 3×3 dimensional zero matrices on the diagonal.
The statistical homogeneity of our system dictates that all en-
tries on the diagonal must be independent of particle position
and thus spatially constant. We may thus split Cpp as
Cpp =
(
σ2p I3
)
⊗ IN +
∑
j,k
〈
~p (i)j ⊗ ~p (i)k
〉
⊗ E jk , (16)
where E jk = ~e j ⊗ ~ek. When we later specialize to a curl-free
initial velocity field we find σ2p = ασ
2
1/3 where α is the con-
stant conversion factor between velocity and momentum. For
later use we define the second term as the cross-correlation
matrix
C∗pp B
∑
j,k
〈
~p (i)j ⊗ ~p (i)k
〉
⊗ E jk =
∑
j,k
Cp j pk ⊗ E jk . (17)
4Observe that in the notation of Bartelmann et al. [1] Cp j pk =(
Bpp
)
jk
. The diagonal part can be used to reintroduce the inte-
gral over initial momenta by reversing the Fourier transform.
This leads to
exp
{
−1
2
J¯>p (σ
2
p I3N) J¯p
}
=
∫
dp(i)
exp
{
−〈p(i),p(i)〉2σ2p
}
√
(2piσ2p)3N
ei 〈J¯p,p(i)〉
=
∫
dp(i) PMBσp
(
p(i)
)
ei 〈J¯p,p(i)〉 , (18)
where the PMBσp is now the Maxwell-Boltzmann distribution
with momentum dispersion σp. This is of course due to the
fact that we have chosen a Gaussian random velocity field in
the first place and just separated off the cross-correlations.
While reintroducing an already performed integration may
seem as a step backwards it will have the very desirable effect
that we again have the complete free solution of the path inte-
grals in the generating functional such that functional deriva-
tives w.r.t. the sources J,K can be replaced by the phase-space
quantities x,χ conjugate to these sources. This will be impor-
tant for performing the Mayer cluster expansion. Finally, we
note that we may replace the time averaged source J¯p that ap-
pear in both Cˆ and the momentum cross-correlation Gaussian
as a functional derivative by using the relation
− J¯p e−i S (N)K [J,K] = δiδKp(ti) e
−i S K [J,K] . (19)
After these manipulations the free grand canonical generat-
ing functional has the form shown in (20). Interestingly this
expression for the initially correlated set of particles shows
that we can obtain its generating functional by first finding the
functional of an ideal gas where particles are initially uncor-
related in configuration space and have a Maxwell-Boltzmann
distribution in momentum space. The initial correlations can
then be induced by applying suitable operators.
Zgc,0[H, J,K] =
∞∑
N=0
ei H·Φˆ Cˆ
(
δ
iδKp(ti)
)
exp
{
−1
2
(
δ
iδKp(ti)
)>
C∗pp
(
δ
iδKp(ti)
)}
ρ¯N
N!
∫
dq(i)
∫
dp(i) PMBσp
(
p(i)
)
ei 〈J¯q,q(i)〉 ei 〈J¯p,p(i)〉 e−i S (N)K [J,K] (20)
B. Diagrammatic representation of the initial correlations
In the above form (20) the sum over particle numbers can
not be performed straightforwardly because the initial correla-
tions prevent the factorization of the free generating functional
into single particle contributions. We thus reorganise the parti-
tion sum, representing the correlations in diagrammatic form.
We begin with the momentum cross-correlations and rewrite
the Gaussian factor in (20) in the following way, which may
be recognized as the first step of a Mayer cluster expansion:
exp
{
−1
2
(
δ
iδKp(ti)
)>
C∗pp
(
δ
iδKp(ti)
)}
= exp
−12
N∑
j=1
N∑
k=1,k, j
 δ
iδ~Kp j (ti)
> Cp j pk  δ
iδ~Kpk (ti)


=
∏
{ j,k}
1 + exp
−
 δ
iδ~Kp j (ti)
> Cp j pk  δ
iδ~Kpk (ti)

 − 1

=:
∏
{ j,k}
(
1 + Cˆp j pk
)
. (21)
In the second line we expanded the quadratic form explicitly
into a sum over all the different particles using the definition
of C∗pp from (17). In the third line, we used the symmetry
Cp j pk = Cpk p j to express the double sum as a sum over all
different pairs { j, k}. Each pair only appears once in the sum,
e.g. {1, 2} and {2, 1} are considered equivalent and only one
of them is summed over. In the fourth line, we defined a
new scalar operator Cˆp j pk describing the momentum correla-
tion between two particles. In Fig. 2, we now represent this
new operator as a dashed line connecting two dots which rep-
resent particles i and j. We write out the product (21) in terms
Cˆpipj = i j
FIG. 2. The Cˆpi p j line representing correlation between the initial
momenta of two particles.
of sums over different n-tupels of different particle pairs as∏
{i, j}
(
1 + Cˆpi p j
)
= 1+
∑
{i, j}
Cˆpi p j +
∑
{{i, j},{k,l}}?
Cˆpi p jCˆpk pl +. . . (22)
The tupels are different in the same sense as the particle pairs,
for example {{1, 2}, {3, 4}} and {{3, 4}, {2, 1}} are considered
equivalent, while {{1, 3}, {2, 4}} is different. The star indicates
that the pairs {i, j} and {k, l} may not be the same. This means
that {{1, 2}, {2, 1}} is excluded, while {{1, 2}, {2, 3}} is included.
This scheme extends to all n-tupels, leading to the only re-
striction on the topology of diagrams:
Rule 1: Any pair of particles i and j may only be connected
by at most one Cˆpi p j -line.
We can now easily express the above sums in a diagrammatic
form by going through all particle numbers 1 < n < N and
5drawing for every n all diagrams compatible with the above
rule. As above, {i, j, k} indicates that all distinct triplets are
Π{i,j}(1 + Cˆpipj) = 1 +
∑
{i,j} +
∑
{i,j,k}
i j
k
+
i j
i j
k
+
i j
k
+
i j
k
+
∑
{i,j,k,l} . . .
FIG. 3. The momentum correlation of all particles ordered by num-
ber of correlated particles.
summed over, e.g. {2, 3, 1} is equivalent to {1, 2, 3} and not
counted extra. The same holds for all other permutations of
{1, 2, 3}. Because of this we had to draw three diagrams in Fig.
3 that are topologically identical which appears to be cumber-
some. However, this has the very desirable effect of making
the above expression invariant under particle exchange. This
property will become important later on.
The correlation operator Cˆ was derived in the appendix of
Bartelmann et al. [1]. We first need to expand it explicitly with
all the contributions from the individual particles appearing.
Cˆ =
N∏
l=1
1 − i
∑
n=1
n,l
~Cδl pn ·
δ
iδ~Kpn (ti)

+
∑
{i, j}
Cδiδ j
∏
{l}′
1 − i
∑
n=1
n,l
~Cδl pn ·
δ
iδ~Kpn (ti)

+
∑
{{i, j},{k,l}}′
Cδiδ j Cδkδl
∏
{m}′
1 − i
∑
n=1
n,m
~Cδm pn ·
δ
iδ~Kpn (ti)

+
∑
{{i, j},{k,l},{m,n}}′
. . . (23)
Keep in mind that while Cpi p j is a matrix, Cδiδ j is a scalar
quantity. The restriction n , l on the inner sums follows from
~Cδl pl = 0, which is a consequence of the statistical homogene-
ity and isotropy of the system. Primes on the sums mean that
any particle index may appear only in one pair of the n-tupel
of pairs. For example, {{1, 2}, {2, 3}} is forbidden. Primes on
the product index mean that all particle indices present in the
term of the preceding sum are excluded. Now define the new
operator
Cˆδi p j = −i ~Cδi p j ·
δ
iδ~Kp j (ti)
. (24)
For this operator and Cδiδ j we introduce line diagram represen-
tations as basic building blocks in Fig. 4. We again expand
the products into multiple sums and then reorder the entire ex-
pression in terms of the number of particles being correlated.
This means that we can express Cˆ by going through all par-
ticle numbers ` up to N and drawing for each ` all diagrams
that conform with a set of rules that we read off (23) and then
summing these diagrams over all `-tupels of particles.
Cδiδj = i j
Cˆδipj = i j
FIG. 4. Representations of initial density and density-momentum
cross correlation.
Rule 2: Any particle index appears only once in the terms of
the sums
∑
{{i1, j1},...,{in, jn}}′ over δ-indices in (23). Thus,
no Cδiδ j may be connected to one another.
Rule 3: Since each product index in (23) may appear only
once in every term, no Cˆδl pn may be connected to an-
other with the solid δ end.
Rule 4: The products in (23) have no common index with the
preceding sums due to the {l}′ restriction. Thus, no Cˆδl pn
may be connected with its solid δl end to a Cδlδ j .
We provide an example for each of the forbidden topologies in
Fig. 5. They can summarily be expressed as: ‘No solid δ lines
may meet at the same particle’. Fig. 6 shows the resulting
i j
k
i j
k
i j
k
FIG. 5. All three of the forbidden topologies according to rules 2-4.
Cˆ = 1 + ∑{i,j} + + +
i j i j i j i j
+
∑
{i,j,k}
i j
k
i j
k
+ + +
i j
k
i j
k
+ + ++
i j
k
++ +
∑
{i,j,k,l} . . .
FIG. 6. Diagrammatic expansion of (23) ordered by the number of
correlated particles.
diagrammatic expansion of the correlation operator Cˆ. The
dots behind the diagrams correlating three particles stand for
all other diagrams which are topologically equivalent to the
preceding one. According to (20) we now need the product of
both expansions shown in Figures 3 and 6. The principal form
of our new total correlation operator is thus
Cˆtot = (1 + Σ1) (1 + Σ2) = 1 + Σ1 + Σ2 + Σ1 Σ2 , (25)
which means that we retain all diagrams of both original ex-
pansions and must add all possible diagrams that can be drawn
by using all three line types adhering to their individual rules,
resulting in the expansion shown in Fig. 7. We have only
6drawn diagrams with two particles here which must of course
be connected. However, as soon as we arrive at four parti-
cles disconnected diagrams appear, the simplest example be-
ing two solid lines representing for example Cδ1δ2Cδ3δ4 .
Cˆtot = 1 + ∑{i,j} + + +
i j i j i j
i j
+ + +
i ji ji j
i j
+
i j
+
∑
{i,j,k} . . .
FIG. 7. Diagrammatic expansion of the total correlation operator up
to two particles.
C. Mayer cluster expansion
The Mayer cluster expansion is a technique first introduced
in Mayer and Montroll [12]. Since we already have introduced
a diagrammatic form for our generating functional we will use
a suitable formulation found in Becker [13], adopting most of
its notation and reasoning. The cluster expansion is normally
used when one wants to compute the partition sum of an inter-
acting gas in equilibrium statistical physics. The configuration
integral cannot be performed exactly due to the interactions.
The Mayer cluster expansion is then employed to expand the
configuration integral into a perturbative series ordered by the
number of particles taking part in the interaction allowing to
execute the spatial integral at least numerically. A common
application is then to derive expressions for the coefficients in
the virial expansion of the equation of state, which corrects
the non-interacting equation of state by terms of higher than
linear order in the mean density.
As mentioned before, in our case the interaction has been
separated into an operator and can be ignored for now. The
Mayer cluster expansion is however more general in nature
and may be applied to our problem of managing the initial cor-
relations. As a first step we remind ourselves of the following
result derived Eq. (35) of Bartelmann et al. [1] for the free N-
particle generating functional, where we choose to leave out
the averaging over the initial phase-space state x(i):
Z(N)0 [J,K] :=
∫
i
Dx(t)
∫
Dχ(t) e
i S0+i
tf∫
ti
dt [〈J(t),x(t)〉+〈K(t),χ(t)〉]
= ei 〈J¯q,q(i)〉 ei 〈J¯p,p(i)〉 e−i S (N)K [J,K] , (26)
where S0 is the action containing only the free equations of
motion. Inserting the first line into (20), we may pull both
the collective field operator Φˆ and our total correlation oper-
ator Cˆtot back under the path integrals and execute the func-
tional derivatives contained in them. This replaces the collec-
tive field operator Φˆ with the actual collective field Φ and the
argument of Cˆtot with
δ
iδKp(ti)
→ χp(ti) . (27)
For now, we set the source terms J,K to zero because they are
irrelevant for the following steps. They will be reintroduced
later. With the exception of Cˆtot all other parts of the generat-
ing functional can now be factorized into contributions from
single particles. For the differentials in the integral over the
initial state and in the path integrals this is trivial and for the
Maxwell-Boltzmann distribution we have
PMBσp (p
(i)) =
N∏
j=1
 e
− (p
(i)
j )
2
2σ2p√
(2piσ2p)3
 =
N∏
j=1
PMBσp (~p
(i)
j ) . (28)
By definition (cf. Bartelmann et al. [1]) the collective field
Φ can be separated into one particle contributions. This must
also hold for the free action,
S0 =
N∑
j=1
S0, j , Φ(1) =
N∑
j=1
φ j(1) . (29)
We can now gather all one-particle contributions into a trace
operator defined as
Tr j := ρ¯
∫
d3q(i)j
∫
d3 p(i)j P
MB
σp
(~p (i)j )∫
i
D~x j
∫
D~χ j ei (S0, j+H·φ j) (30)
and subsequently use this to write the non-interacting grand
canonical generating functional in the very compact form
Zgc,0[H] =
∞∑
N=0
1
N!
 N∏
j=1
Tr j
 C(N)tot (χp(ti)) . (31)
Now consider a set of N particles. We want to separate the
particles into a collection {c`} of subsets containing ` particles
each. One such subset c` is called a ‘cluster of size `’. Each
such collection {c`} also has a set of numbers {m`} with m` be-
ing the number of clusters of size ` in {c`}. A set {m`} is called
a ‘cluster configuration’, where we only care about how many
clusters of size ` there are and not about which actual parti-
cles are in which clusters. Clearly, every cluster configuration
{m`} has different ‘realisations’ {c`}. Any configuration must
of course obey the constraint
N∑
`=0
m` · ` = N . (32)
In our diagrammatic language such a configuration corre-
sponds to a clustering pattern of particle dots. This means that
we group dots into clusters by drawing the dots with a clear
separation between clusters. A realisation {c`} of such a con-
figuration is then given by specifying which actual particle is
7assigned to which dot. As an example we pick a set of N = 6
particles and the realisation (1, 2, 3)(4, 5)(6) of the cluster con-
figuration {m1 = 1,m2 = 1,m3 = 1,m4 = m5 = m6 = 0}. This
realisation corresponds to the fixed clustering pattern shown in
Fig. 8. The notion of ‘fixed’ means, that one needs to map the
particle indices of the sequence (1, 2, 3)(4, 5)(6) to the dots by
some bijective mapping. Once this is done, the pattern may
not be changed in any way since this would correspond to
another clustering realisation like e.g. (2, 1, 3)(4, 5)(6), where
particles 1 and 2 have switched places. The actual cluster-
1 2
3 5
4 6
FIG. 8. A fixed clustering pattern representing the (1, 2, 3)(4, 5)(6)
clustering realisation.
ing is now achieved by drawing the lines of Figs. 2,4 between
the particles of the individual clusters such that each cluster
gives a connected diagram. Two possible ways of building
(1, 2, 3)(4, 5)(6) can be seen in Figs. 9, 10, which both belong
to a clustering realisation of N = 6 particles, i.e. all particles
are actually represented by dots. If we look back at the di-
agrams of Cˆtot in Fig. 7, we see that all of these can in the
same way be understood as belonging to a clustering reali-
sation of some N particles but only the two, three and so on
correlated particles are actually drawn. All other particles are
uncorrelated and must thus be thought of as isolated dots giv-
ing factors of unity. The important aspect is that any diagram
1 2
3 5
4 6
(1, 2, 3) (4, 5) (6) Clusters
Diagrams
Correlation functionsCˆp3δ1 Cˆp1δ2 Cδ4δ5 1
FIG. 9. One term in Ctot contributing to the (1, 2, 3)(4, 5)(6) cluster-
ing realisation.
1 2
3 5
4 6
(1, 2, 3) (4, 5) (6) Clusters
Diagrams
Correlation functionsCˆp3δ1 Cˆp1p2 Cδ4δ5 1
FIG. 10. Another term in Ctot contributing to the (1, 2, 3)(4, 5)(6)
clustering realisation.
in Cˆtot can be factorized into such clusters even after applying
all trace operators. For the example of Fig. 9 we have 6∏
j=1
Tr j
 Cˆp3δ1Cˆp1δ2Cδ4δ5 (33)
=
(
Tr1Tr2Tr3 Cˆp3δ1Cˆp1δ2
) (
Tr4Tr5 Cδ4δ5
)
(Tr6) . (34)
For any realisation of a given cluster configuration as a fixed
pattern we may thus go through all clusters of the realisa-
tion individually while keeping the correlation functions in the
other clusters fixed, sum all connected diagrams compatible
with the rules from the previous section for each cluster and
then apply the trace operators Tr j. For the example of Figs. 9,
10 we would start with the 3-cluster. While holding the Cδ4δ5
in the 2-cluster fixed, we first sum the two diagrams shown
and then continue to sum all remaining connected 3-particle
diagrams shown in Figs. 3, 6. This sum is defined as a single
factor and then held constant while we sum the nine possible
2-particle diagrams of Fig. 7 in the 2-cluster. The 1-particle
dot is trivially connected. In general, if we define
Σ` =
1
`!
Tr j1 . . . Tr j` C(`)con
(
χp(ti)
)
, (35)
where C(`)con is the sum of all connected `-point diagrams, then
the contribution from all diagrams in Cˆtot belonging to a spe-
cific realisation of an N-particle cluster configuration {m`} can
be factorized as
N∏
`=0
(`!Σ`)m` . (36)
For example, since one cannot have a disconnected correla-
tion of two particles, Σ2 can be seen as the 2-particle sum in
Fig. 7. The (1, 2, 3)(4, 5)(6) realisation would give the con-
tribution (1 · 1)1 (2 · Σ2)1 (6 · Σ3)1. However, we now have
to think about about all other possible realisations of a given
cluster configuration {m`}. While they all give the same con-
tribution (36) due to the trace operators and the summing of
all connected diagrams, we still need to know how many of
them are actually present in the expansion of C(N)tot . In prin-
ciple there are N! = 6! = 720 such realisations since this is
just the question of arranging the particles in a certain order
once we have drawn the clustering pattern and fixed the bi-
jective mapping. However, there are equivalent realisations
which lead to overcounting. We need to take two things into
account:
• Exchanging the order of particles inside a cluster leaves
the sum over all connected diagrams of the cluster in-
variant. Each particle exchange would thus give a
new term that has already been accounted for, so we
need to divide out all possible orderings within clusters.
For a given N-particle cluster configuration these are∏N
`=0 (`!)
m` .
• For two clusters of equal size exchanging all particles
between them also leaves their respective sums over
connected diagrams invariant. For an arbitrary number
of equally sized clusters this amounts to reordering the
sequence of these clusters in the clustering pattern and
thus to m`! possibilities.
Accounting for these restrictions, we may now rewrite the
traces over C(N)tot from (31) as a sum over cluster configurations
8{m`} subject to the constraint (32). This allows writing the free
grand canonical partition functional into
Zgc,0[H] =
∞∑
N=0
1
N!
∑
{m`}′
N!∏N
`=0 (`!)m` m`!
N∏
`=0
(`!Σ`)m`
=
∞∑
N=0
∑
{m`}′
N∏
`=0
(Σ`)m`
m`!
=
∑
{m`}
∏
`′
(Σ`)m`
m`!
=
∞∏
`=0
∞∑
m`=0
(Σ`)m`
m`!
=
∞∏
`=0
eΣ` = exp
 ∞∑
`=0
Σ`
 . (37)
Going from the second to the third line we use that first sum-
ming over all cluster configurations with the N-particle con-
straint {m`}′ and then summing over all particle numbers is
identical to summing over all cluster configurations without
this constraint. In the third line `′ runs over all cluster sizes
present in the preceding cluster configuration. We then re-
order the sum not in terms of cluster configurations but in
terms of cluster size.
Readers familiar with QFT will recognize the above equa-
tion (37) as what is often called exponentiation of discon-
nected diagrams. The reason that we obtain this familiar
structure for the generating functional is that the topological
principles behind the Mayer cluster expansion and the Feyn-
man diagrams of QFT are the same. Showing how these prin-
ciples can be implemented for the initial correlations between
particles sampling a Gaussian random field, rather than for
the particle interactions, should be seen as one of the main
achievements of this paper. We also mention that it should in
principle be possible to include slightly non-Gaussian fields
into this formalism, since higher order cumulants of the ran-
dom field would be the equivalent of vertices in our diagram-
matic language.
Since it does not matter which actual ` particles are used in
calculating Σ` we can always think of some representative set
of `-particles for which the trace operators in (35) are defined.
We include the sources J,K defined for this representative set
by modifying the trace operators as
Tr j → Tr j exp
i
tf∫
ti
dt
(
~J j(t) · ~x j(t) + ~K j(t) · ~χ j(t)
) . (38)
The complete grand canonical generating functional is now
easily obtained by applying the interaction operator
Zgc[H, J,K] = ei SˆI exp
 ∞∑
`=0
Σ`[H, J,K]
 . (39)
IV. NON-INTERACTING CUMULANTS
A. General form
Having found the general form of Zgc,0, we will now present
a scheme how the connected non-interacting correlators of the
collective field Φ can be derived. For the remainder of this
paper we will call these n-point cumulants. Their general def-
inition is given by
GΦα1 ...Φαn (1, . . . , n) =
δ
iδHα1 (1)
. . .
δ
iδHαn (n)
ln Zgc[H, J,K]
∣∣∣
H=J=K=0 , (40)
where we use the notation 1 = (t1,~k1) to bundle time and
Fourier space coordinates into an ‘external label’. We fur-
ther shorten the notation by understanding that Φα1 means the
collective field of type α evaluated at the external label 1. In
the non-interacting case of Sˆ I = 0 the exponential form of
Zgc,0 cancels against the logarithm. Due to the ordering by the
number ` of representative particles it will be advantageous to
also separate G(0)
Φα1 ...Φαn
into its contributions from ` particles
as
G(0)
Φα1 ...Φαn
=
δ
iδHα1
. . .
δ
iδHαn
 ∞∑
`=0
Σ`[H, J,K]

∣∣∣∣∣∣∣
H=J=K=0
=
∞∑
`=0
∫
dΓi Cˆ(`)con Φˆ(`)α1 . . . Φˆ(`)αn Z(`)0 [J,K]
∣∣∣∣∣∣∣
J=K=0
=
∞∑
`=0
G(0,`)
Φα1 ...Φαn
(41)
Observe that all collective quantities are now intrinsically de-
fined for the ` representative particles that appear in Σ`. In the
second line we returned to expressing the collective fields as
operators whose single-particle contributions in Fourier space
read (cf. Eqs. (54),(58) in [1])
φˆ j(~k1, t1) =
(
φˆρ j (1)
φˆB j (1)
)
=
(
φˆρ j (1)
bˆ j(1) φˆρ j (1)
)
=

exp
{
−i~k1 · δiδ ~Jq j (t1)
}
(
i~k1 · δiδ~Kp j (t1)
)
exp
{
−i~k1 · δiδ ~Jq j (t1)
}
 (42)
acting on Z(`)0 [J,K] which is the deterministic canonical gen-
erating functional (26), only defined for the ` representative
particles. Furthermore, we again used (27) to express the fac-
tors of χp in the initial correlations as functional derivatives
leading to the operator Cˆ(`)con which absorbed the factor 1`! in
(35). The integration over initial conditions is only over the
ideal gas part∫
dΓ(`)i = ρ¯
`
∫
dq(i)
∫
dp(i) PMBσp (p
(i)) , (43)
where the quantities q(i) and p(i) hold the initial positions and
momenta of the ` representative particles. It is also important
9to notice that by specifying a maximum order of correlations
to be taken into account, one can effectively truncate the se-
ries in (41). This is due to the fact that a maximum order of
correlations translates into a maximum number of lines in the
diagrams making up Cˆ(`)con. Since these diagrams are connected
one needs at least `−1 correlation lines to connect ` particles.
A maximum number n of correlation lines thus means a trun-
cation at ` = n + 1 particles.
B. Effects of collective field and initial correlation operators
The effects of collective field operators were derived in
Bartelmann et al. [1]. One particular advantage of the opera-
tor approach is that one may freely choose the order in which
the various functional derivatives are to be applied. Since the
B field operator factorizes as bˆ j(1) φˆρ j (1) it is advantageous to
first calculate density-only cumulants since mixed cumulants
between density and response fields can be obtained from
them by multiplying with appropriate b(1) prefactors.
We adopt the notion of a particle j ‘carrying’ an external
label 1 if a single particle operator φˆ j is applied at label 1.
Physically this represents the contribution of the particle j to
the Fourier mode ~k1 of the collective field vector Φ at the time
t1. The effect of applying multiple operators φˆρ j (1) all belong-
ing to the same particle j but with different external labels will
result in a shift of the J source,
φˆρ j (1) . . . φˆρ j (s j) Z
(`)
0 [J,K] = Z
(`)
0 [J + L j,K] , (44)
with the shift tensor defined as
L j(t) = −
∑
{s j}
δD
(
t − ts j
) ( ~ks j
0
)
⊗ ~e j (45)
and {s j} is the set of external labels carried by the particle j.
For more than one particle, the shift tensors are added,
L(t) :=
∑`
j=1
L j(t) . (46)
Having applied all φˆρ j for all particles present, we need to
account for the effects of applying bˆ j(1) and the functional
derivatives in C(`)con to Z(`)0 . Application of bˆ j(1) will result in a
b j(1) factor:
bˆ j(1) Z
(`)
0 [J + L,K] = b j(1) Z
(`)
0 [J + L,K] ,
b j(1) =
−i
tf∫
ti
dt
〈
J(t) +
∑`
a=1
La(t),G(t, t1)
(
03
~k1
)
⊗ ~e j
〉 .
(47)
Once all derivatives have been applied we turn off the sources
J,K and the factor reduces substantially to
b j(1) = i~k1 ·
∑
{s j}
~ks j gqp(ts j , t1) . (48)
In complete analogy we can define factors for the result of the
application of the initial correlation operators.
cδi p j = −i ~Cδi p j ·
∑
{s j}
~ks j gqp(ts j , ti) , (49)
cpi p j = exp
−
∑
{si}
~ksi gqp(tsi , ti)
>Cpi p j∑
{s j}
~ks j gqp(ts j , ti)

 − 1 . (50)
Finally, the free non-averaged generating functional reduces
to
Z(`)0 [J,K]
∣∣∣
J=K=0 = exp
i
tf∫
ti
dt
〈
L(t),G(t, ti) x(i)
〉
=
∏`
j=1
exp
−i
∑
{s j}
gqq(ts j , ti)~ks j
 · ~q (i)j

exp
−i
∑
{s j}
gqp(ts j , ti)~ks j
 · ~p (i)j
 . (51)
Only two components of the free single particle propagator
G(t, t′) are needed namely gqq and gqp. In most systems we
have gqq(t, ti) = Θ(t − ti) = 1 since we are only interested
in times t ≥ ti. Thus only gqp remains. For convenience of
notation we now define
g12 B gqp(t1, t2) and g1 B gqp(t1, ti) . (52)
Concerning the b j factors we can now derive a straightforward
theorem that will help us reduce the number of terms that we
need to calculate later.
Theorem 1. If in a term contributing to some G(0,`)
Φα1 ...Φαn
a par-
ticle ‘ j’ carries only external labels belonging to B-fields, then
the term vanishes.
Proof. This is best done iteratively, beginning with a parti-
cle carrying only a single B-field label 1. Then immediately
b j(1) = i k21 g11 = 0 due to g11 = gqp(t1, t1) = 0. For two
B-fields B(1), B(2) we have
b j(1) b j(2) =
(
i~k1 · ~k2 g21
) (
~k2 · ~k1 g12
)
∝ Θ(t2 − t1) Θ(t1 − t2) .
The only possibility for both Heaviside functions not to van-
ish would be t1 = t2. But this leads to factors gqp(t1, t1) =
gqp(t2, t2) = 0.
In the general case of n B-fields we use a diagrammatic ar-
gument. Picture every time coordinate included in the external
labels as a point. Due to (48) a factor b j(1) can be seen as a
sum of lines between t1 and all other n − 1 time coordinates
ti representing the gi1. The product b j(1) b j(2) . . . b j(n) then
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results in a sum of (n − 1)n terms each containing n lines con-
necting all n instances in time. As in the case n = 2, any pair
of points connected by two lines, i.e. a closed loop contributes
zero. The argument for a 2-point loop is easily extended to a
general m-point loop as
Θ(ti1 − ti2 ) Θ(ti2 − ti3 ) . . .Θ(tim−1 − tim ) Θ(tim − ti1 )
=⇒ tim ≥ ti1 ≥ ti2 ≥ . . . ≥ tim
Again this can only be satisfied if all time coordinates are
identical which leads to vanishing propagators. But as we
need to connect n instances in time with n lines in each term
of the product b j(1) b j(2) . . . b j(n) there is no possibility of do-
ing so without creating a closed loop and thus all terms van-
ish. 
A straightforward corollary that we can immediately derive
from this theorem is the following:
Corollary 2. Any non-interacting B-field-only cumulant van-
ishes: G(0,`)B1 ... Bn = 0.
The above Theorem 1 is merely a consequence of the the-
ory respecting the causality of interactions. We can derive yet
another theorem.
Theorem 3. If in a term contributing to some G(0,`)
Φα1 ...Φαn
one
of the particles involved, say particle ‘a’, carries no external
labels, i.e. no φˆρa has been applied, then the term vanishes.
Proof. Since the particle a is involved in the cumulant it must
be connected in a diagrammatic sense with one of the three
line types of our diagrammatic representation.
If the particle is ‘inside the diagram’, i.e. connected to more
than one line, then the diagram rules demand that at least one
of the lines connecting to a is of the dashed p-type. Thus
either a factor of cδi pa or cpi pa is present. But since a carries
no external labels the set {sa} in (49), (50) is empty and thus
cδi pa = 0 = cpi pa .
If the particle is ‘at the boundary of the diagram’, i.e. con-
nected to only one line, then we need to distinguish three dif-
ferent cases.
• The particle is connected to a dashed p-type line. The
same argument as above applies.
• It is connected by a Cδaδ j line. Since {sa} is empty we
have for the factor from the free generating functional
exp
−i
∑
{sa}
~ksa
 · ~q (i)a
 = exp(0) = 1
and thus the only quantity left that depends on ~q (i)a is
Cδaδ j . This leaves us with∫
d3q(i)a Cδaδ j =
∫
d3q(i)a ξ
(
~q (i)a , ~q
(i)
j
)
= 0
since we define our 2-point correlation function ξ as
the Fourier transform of a power spectrum P0(k) which
vanishes at k = 0.
• It is connected to the solid δ-side of a ~Cδa pi . With the
arguments from the previous case we have∫
d3q(i)a ~Cδa pi =
〈(∫
d3q(i)a δ
(
~q (i)a
))
~p
(
~q (i)i
)〉
= 0
since the density contrast must obey particle conserva-
tion. Notice that ~p
(
~q (i)i
)
is the initial momentum field
evaluated at the initial position of the particle i.

We can now combine Theorems 1 and 3 to derive another
corollary.
Corollary 4. For all ` > n, the cumulant G(0,`)ρ1 ... ρnBn+1 ... Bn+m = 0
.
Proof. We begin by considering density-only cumulants first.
These are given by
G(0,`)ρ1...ρn =
∫
dΓi C(`)con
∑`
j=1
φˆρ j (1)
 . . .
. . .
∑`
j=1
φˆρ j (n)
 Z(`)0 [J,K] ∣∣∣J=K=0 .
(53)
Expanding the product of operators we get a sum where in
each term every external label appears exactly once, i.e. each
term consists of n factors. For ` > n, there will be at least
one particle in each term that will not carry an external label
and thus all terms vanish according to Theorem 3. Next we
can add any number m of B-fields to the correlator. This leads
to a sum of terms with n + m factors. But as ` > n for every
term we still have at least one particle which either carries no
external label which causes the term to vanish or it only carries
B-field indices which also makes the term vanish according to
Theorem 1. 
It is also interesting to note that the scaling of any cumulant
G(0,`)
Φα1 ...Φαn
with the mean particle density ρ¯ is only controlled
by the number of representative particles due to Σ` ∝ ρ¯`. This
relates to the fact that in a continuous fluid picture of the den-
sity field any density-only n-point cumulant G(0)ρ1 ... ρn has only
terms scaling with ρ¯n. In our particle picture we have terms
of all possible scalings ρ¯` for 1 ≤ ` ≤ n due to (41). All
terms with ` < n may consequently be interpreted as shot
noise terms where some of the n particles have been identified
with each other, thus reducing the amount of possible initial
correlation.
We can also consider an n-point density-only cumulant with
` = n and then change any number of density fields into re-
sponse fields. According to Corollary 4 the resultant cumulant
will vanish unless we also reduce the number of particles ` by
one for each B-field. Just as in the canonical ensemble we
thus see that for fixed n-point order the response field leads to
an identification of particles since it encodes how the effects
of interactions are transported forward through time by single
particles which then may contribute to other collective fields
at a later time.
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C. Hierarchy of label combinatorics
A general density-only `-particle n-point cumulant has the
form given in (53). We first multiply out all the sums into indi-
vidual terms. Next we organise them in a hierarchical fashion.
The first level of the hierarchy should tell us how many of
the n external labels are carried by each of the ` particles.
We will call this category a ‘label distribution’ #1| . . . |#`. An
example for ` = 2 would be 1|2 where one particle carries one
label and the other two labels. Note that we do not ask which
particle carries the single label, both possibilities are in the
same distribution and the same holds for higher `.
The next lower level category is called a ‘label grouping’
({s1}; . . . ; {s`}) specifying which specific labels are grouped
due to being carried by the same particle. Considering an
` = 3 particle n = 4-point cumulant a possible label group-
ing would be (1; 2; 3, 4) as well as (1; 3; 2, 4) and both belong
to the label distribution 1|1|2.
The lowest category is a ‘labeling’ representing a single
term in (53). For the ` = 3 particle n = 4-point cumulant with
particles a, b, c one could realise (1; 2; 3, 4) as e.g. a1b2c3c4,
b1c2a3a4, a1c2b3b4 and so on. The hierarchy for this example
can be seen in Fig. 11. The important point to realise is that
( )
distribution 1|1|2
( ) ( , )
groupings
(1) (2) (3,4)
a1b2c3c4
a b c
(1) (2) (3,4)
(1,2;3,4)
(1) (3) (2,4)
(1,3;2,4)
(1) (2) (3,4)
b1c2a3a4
b c a
labelings
(1) (2) (3,4)
a1c2b3b4
a c c
FIG. 11. The hierarchy of external labels.
the integral over initial momenta will result in a factor which
only depends on the label grouping and not on the individual
labeling. This factor turns out to be a damping factor of the
form
D({s1};...;{s`}) :=
∏`
j=1
exp
−σp2
∑
{s j}
gs j~ks j

2
=
∫
dp(i)
∏`
j=1
PMBσp (~p
(i)
j ) exp
−i
∑
{s j}
gs j~ks j
 · ~p (i)j
 . (54)
It is thus a good idea to organize cumulants in terms of label
groupings. The general strategy for calculating any density-
only cumulant can thus be summarized as:
• Find all possible label distributions #1| . . . |#` where all
particles carry at least one label (distributions where
one particle does not carry a label vanish due to The-
orem 3).
• For each of these identify all possible label groupings
and pick an arbitrary representative.
• For this representative label grouping go through all
possible labelings, execute the integral over the initial
particle positions taking into account diagrams of ini-
tial correlations up to a desired order. Gather the results
into one function T (`)#1 |...|#` . The complete contribution
from a label distribution #1| . . . |#` is obtained by sum-
ming T (`)#1 |...|#` evaluated with all groupings of external
labels belonging to the distribution.
This has the advantage that for any distribution one only needs
to calculate a single function. Another benefit of this approach
is that we directly see how labels of the collective fields are
grouped onto particles, allowing us to drop certain terms ac-
cording to Theorem 1. We will see how this works in detail
when we compute the general ` = 2 particle cumulants.
D. Explicit form of initial correlations
Since the primary motivation for this work is cosmological
structure formation and because we want to be able to give
explicit expressions for the cumulants we now adopt the spe-
cific form of the 2-particle correlations given in [1]. The ini-
tial density field is characterized by the power spectrum of its
contrast in the standard way as〈
δ
(
~k1
)
δ
(
~k2
)〉
= (2pi)3 δD
(
~k1 + ~k2
)
P0(k1) . (55)
The initial momentum field is assumed to be irrotational so
there exists a momentum potential ψ with
~p (i)j = α ∇ψ
(
~r
)∣∣∣
~r=~q (i)j
. (56)
The continuity equation demands that this potential is linked
to the initial density contrast as
δ j = δ(~q j,0) = −
(
∇2 ψ(~r)
)∣∣∣∣
~r=~q (i)j
. (57)
This allows us to express all three types of correlations as
Fourier transforms of the density power spectrum. Due to sta-
tistical homogeneity and isotropy they will only depend on the
modulus of the separation vector of the two particles involved.
Cδiδ j =
∫
d3h
(2pi)3
ei
~h·
(
~q (i)i −~q (i)j
)
P0(h) (58)
~Cδi p j = −iα
∫
d3h
(2pi)3
ei
~h·
(
~q (i)i −~q (i)j
) ~h
h2
P0(h) (59)
Cpi p j = α
2
∫
d3h
(2pi)3
ei
~h·
(
~q (i)i −~q (i)j
) ~h ⊗ ~h
h4
P0(h) (60)
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E. 1-particle cumulants
The 1-particle cumulants G(0,1)
Φα1 ...Φαn
can be written down di-
rectly to any desired order in n as was already shown in [2, 3].
Initial correlations have no effect as C(1)con = 1 in (53). Since
there is only one particle, the only possible grouping of exter-
nal labels is their entirety, i.e. {sa} = {1, . . . , n}. This means
that integrating the spatial part of (51) over the initial position
of the single particle a gives
∫
d3q(i)a exp
−~q (i)a ·∑{sa} ~ksa
 = (2pi)3 δD
 n∑
s=1
~ks
 . (61)
Combining this with the Gaussian cutoff, the 1-particle con-
tribution to the n-point density-only cumulant is given by
G(0,1)ρ1...ρn = ρ¯ (2pi)
3 δD
 n∑
s=1
~ks
 exp
−σ2p2
n∑
s=1
gs ~ks
 . (62)
Any cross correlator between ρ and B is obtained by applying
the appropriate ba(s) = b(s) factor
G(0,1)ρ1...ρnBn+1...Bn+m = b(n + 1) . . . b(n + m) G
(0,1)
ρ1 ... ρn
. (63)
The most interesting cases are the one and two point cumu-
lants.
G(0,1)ρ1 = ρ¯ (2pi)
3 δD
(
~k1
)
G(0,1)B1 = 0 (64)
G(0,1)ρ1ρ2 = ρ¯ (2pi)
3 δD
(
~k1 + ~k2
)
exp
−σ2p2 k21(g1 − g2)2

G(0,1)ρ1B2 = −i k21 g12G(0,1)ρ1ρ2
G(0,1)B1ρ2 = −i k21 g21G(0,1)ρ1ρ2
G(0,1)B1B2 = 0 (65)
As expected the 1-point correlator of the density field just
gives the mean particle density. The interpretation of the 2-
point density cumulant as an exponentially damped shot-noise
contribution was motivated at the end of section IV B. In our
next work [11], we will show that G(0,1)ρB and G
(0,1)
Bρ can be un-
derstood as propagators for the density field ρ in a statistical
sense.
F. 2-particle cumulants
The two-particle correlation operator C(2)con is the argument
of the two-particle sum seen in Fig. 7 missing only a pref-
actor of 2!−1. It is advantageous to note that the general ex-
pression (53) for a density-only cumulant is by construction
invariant under particle exchange or renumbering. We use
this to combine diagrams that transform into one another un-
der such renumbering, i.e. those diagrams that have the same
non-invariant topology. For the present ` = 2 case this is
shown in Fig. 11. Next we have to think about which of the
diagrams in Fig. 7 we want to include. We aim to take into
account all terms up to second order in the initial power spec-
trum P0. This means that all but the last diagram must be
considered. The Cˆpa pb -line represents an exponential function
of Cpa pb ∝ P0, while the other two line types are linear in
P0. We thus expand the isolated Cˆpa pb -line up to second order
+ = 2
+ = 2
a b
a b
a b a b
a b a b
FIG. 12. Combining diagrams by particle exchange/relabeling.
which leads to an expansion of the cpa pb factor of (50) as
cpa pb = −
∑
{sa}
~ksa gsa
>Cpa pb
∑
{sb}
~ksb gsb

+
1
2

∑
{sa}
~ksa gsa
>Cpa pb
∑
{sb}
~ksb gsb


2
+ . . . (66)
All other dashed lines inside a larger diagram only represent
the linear term of (66). Overall, this leads to the contribu-
tions shown in Figs. 13 and 14. The simple dashed Cˆpa pb -line
in both orders only represents the respective first and second
order term of its expansion.
+ 2 +12
a b a b a b
FIG. 13. First order in P0 contribution to C(2)con.
+ 2 + +12
a b a b a b a b
FIG. 14. Second order in P0 contribution to C(2)con.
In order to write the extensive expressions for the contribu-
tion of the individual diagrams to the density-only cumulant
in a more compact form we introduce the following shorthand
notation for sums of wavevectors over label sets
~k{s} B
∑
{s}
~ks . (67)
Since they will show up in the factors coming from initial cor-
relations, e.g. (66), we also define sums of the combination of
a free propagator and a wavevector in accordance with [10] as
~K{s} B
∑
{s}
~Ks =
∑
{s}
gs~ks . (68)
These quantities are not to be confused with the source terms
~K j for individual particles which have been turned off by now.
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We are now ready to implement the strategy for organis-
ing the different terms contributing to an n-point cumulant as
discussed in section IV C. For ` = 2 particles with indices
a and b, all non-vanishing labeling distributions are given
by m|(n − m) with 1 < m ≤ bn/2c and all label groupings
({s1}; {s2}) = {i1, . . . , im; j1, . . . , jn−m} contain only two label-
ings ai1 . . . aim b j1 . . . b jn−m and a j1 . . . a jn−m bi1 . . . bim . Let us pick
such a general label grouping ({s1}; {s2}) and start with the
simplest diagram, the Cδaδb -line in Fig. 12. The damping func-
tion D({s1};{s2}) will be omitted for now. As the diagram is in-
variant under particle exchange both labelings contained in
any label grouping give the same result and thus a factor of 2.
Using the spatial part of (51) and (58) we find
2
1
2
ρ¯2
∫
d3q(i)a
∫
d3q(i)b e
−i ~q (i)a ·~k{s1 } e−i ~q
(i)
b ·~k{s2 }∫
d3h
(2pi)3
ei
~h·
(
~q (i)a −~q (i)b
)
P0(h)
= ρ¯2(2pi)6
∫
d3h
(2pi)3
δD
(
~h − ~k{s1}
)
δD
(
~h + ~k{s2}
)
P0(h)
= ρ¯2(2pi)3 δD
 n∑
s=1
~ks
 P0 (∣∣∣~k{s1}∣∣∣) . (69)
The next diagram is the bare Cˆδa pb -line in Fig. 13. The calcu-
lation proceeds in largely the same way as for the first diagram
except that the two labelings contained in the label grouping
now give different results since the diagram is not symmetric
anymore. Using (49),(51) and (59) we find the result given in
(70) for the ai1 . . . aim b j1 . . . b jn−m realisation and the second re-
alisation gives the same result just with the external label sets
{s1} = {i1, . . . , im} and {s2} = { j1, . . . , jn−m} exchanged:
1
2
2 ρ¯2
∫
d3q(i)a
∫
d3q(i)b e
−i ~q (i)a ·~k{s1 } e−i ~q
(i)
b ·~k{s2 }(−i)2α∫ d3h(2pi)3 ei~h·(~q (i)a −~q (i)b ) P0(h) ~hh2
 · ~K{s2}
= −αρ¯2(2pi)6
∫
d3h
(2pi)3
δD
(
~h − ~k{s1}
)
δD
(
~h + ~k{s2}
)
×
P0(h)
~h · ~K{s2}
h2
= −αρ¯2(2pi)3 δD
 n∑
s=1
~ks
 P0 (∣∣∣~k{s1}∣∣∣) ~k{s1} · ~K{s2}(
~k{s1}
)2 . (70)
Observe that the argument of P0 in both expressions can be
exchanged between the two label sets by using the Dirac delta
distribution in front. At this point the pattern should become
clear, hence the only other diagram we will compute explicitly
is the first diagram of Fig. 14 in order to show the combined
usage of (60) and the linear term in (66) which give the first
term in parentheses in the first line of (71). Due to the sym-
metry of the diagram both labelings give the same result.
2
1
2
ρ¯2
∫
d3q(i)a
∫
d3q(i)b e
−i ~q (i)a ·~k{s1 } e−i ~q
(i)
b ·~k{s2 }
−α2 ∫ d3h1(2pi)3 ei~h1·(~q (i)a −~q (i)b ) ~K{s1} · ~h1h21
~K{s2} · ~h1
h21
P0(h1)
 (∫ d3h2(2pi)3 ei~h2·(~q (i)a −~q (i)b ) P0(h2)
)
= − α2ρ¯2(2pi)6
∫
d3h1
(2pi)3
∫
d3h2
(2pi)3
δD
(
~h1 + ~h2 − ~k{s1}
)
δD
(
~h1 + ~h2 + ~k{s2}
)
P0(h1) P0(h2)
~K{s1} · ~h1
h21
~K{s2} · ~h1
h21
= − α2ρ¯2(2pi)3 δD
 n∑
s=1
~ks
 ∫ d3h(2pi)3 P0(h) P0 (∣∣∣~h − ~k{s1}∣∣∣) ~K{s1} · ~hh2 ~K{s2} · ~hh2 (71)
In the last line we renamed ~h1 → ~h. The damping function is
easily calculated to be
D({s1},{s2}) = exp
−σ2p2 (~K2{s1} + ~K2{s2})
 . (72)
Once all diagrams have been calculated we gather the results
into two functions as described in our strategy of section IV C.
The general 2-particle n-point density cumulant up to second
order in the initial correlations then reads
G(0,2)ρ1...ρn = ρ¯
2(2pi)3 δD
 n∑
j=1
~k j
 bn/2c∑
m=1
∑
{s1},{s2}
#{s1}=m
#{s2}=n−m(
T (2,1)#{s1}|#{s2}({s1}; {s2}) + T
(2,2)
#{s1}|#{s2}({s1}; {s2})
)
. (73)
In this, T (2,1)#{s1}|#{s2} contains all results from diagrams of first
order in P0 found in Fig. 13 and T (2,2)#{s1}|#{s2} contains the results
from the second order diagrams of figure 14. Both can be
found in Appendix A. Their length might look daunting at
first. However, they reduce considerably when we consider
explicit small n-point cumulants. For n = 1 we have two terms
in (53) where in each of them one of the two particles does not
carry an external label. Theorem 3 then tells us that we have
G(0,2)ρ1 = 0 and G
(0,2)
B1
= 0 . (74)
In the n = 2 case there is trivially only one possible distribu-
tion, namely 1|1 and the only grouping is (1; 2). The overall
Dirac delta allows us to set ~k2 = −~k1. The T (2,2)1|1 function thus
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reduces to
T (2,1)1|1 (1; 2) = P0(k1) (1+αg1) (1+αg2) exp
−σ2p2 k21 (g21 + g22)

(75)
which is the general form of Eq. (44) in Bartelmann et al. [9].
This contribution corresponds to the linear power spectrum of
the standard Euler-Poisson system and is equivalent to it if one
neglects the damping and uses Zel’dovich trajectories. The
T (2,2)1|1 term is thus a generalization of Eq. (48) in [9] which
only contained the fourth diagram of Fig. 14.
T (2,2)1|1 (1; 2) = exp
−σ2p2 k21(g21 + g22)

∫
d3h
(2pi)3
P0
(∣∣∣~k1 − ~h∣∣∣)
P0(h)
α2g1g2
~k1 · ~hh2
2
1 + α (g1 + g2)~k1 ·
(
~k1 − ~h
)
(
~k1 − ~h
)2
+
α2
2
g1g2
~k1 ·
(
~k1 − ~h
)
(
~k1 − ~h
)2

2 + α2g1g2
~k1 · ~hh2

~k1 ·
(
~k1 − ~h
)
(
~k1 − ~h
)2


(76)
This term represents the coupling of modes at the initial time
which are then transported forward by the free propagator. An
interesting question for future work would be whether compa-
rable terms can be found in the non-interacting limit of the
Euler-Poisson system or if (76) already contains effects of
multi-streaming.
With all 2-particle density-only correlators described by
(73) we can now address mixed correlators of ρ and B. For
the 2-point cumulant we directly infer from Theorem 3 that
G(0,2)ρ1B2 = 0 = G
(0,2)
B1ρ2
. (77)
Let us thus look at the 3-point cumulant. There the only la-
bel distribution is 1|2 with three possible label groupings so
without specifying T (2)1|2 we have
G(0,2)ρ1ρ2ρ3 = ρ¯
2(2pi)3δ
(
~k1 + ~k2 + ~k3
)(
T (2)1|2 (1; 2, 3) + T (2)1|2 (2; 1, 3) + T (2)1|2 (3; 1, 2)
)
. (78)
Replacing the last density field with a B-field each of the T (2)1|2
gets a b(3) factor in front of it which depends on where 3 is
placed in the overall grouping. This leads to
G(0,2)ρ1ρ2B3 = i ρ¯
2(2pi)3δ
(
~k1 + ~k2 + ~k3
)
(
~k3 · ~k2 g23 T (2)1|2 (1; 2, 3) + ~k3 · ~k1 g13 T (2)1|2 (2; 1, 3)
)
.
(79)
The third term T (2)1|2 (3; 1, 2) vanished due to Theorem 1 as one
particle only carried the B-field label 3. If we add one more
B-field this holds for all three terms, i.e. we directly see Corol-
lary 4 in action and thus G(0,2)ρBB = 0 . This implies a general
strategy for how to calculate any mixed correlator.
• Calculate the T functions for the corresponding n-point
density-only cumulant.
• Replace density by response fields as desired. For each
label distribution identify then those label groupings
where there are groups of only B-field labels and drop
their corresponding T -functions.
• Place b(s)-factors appropriate to the number of B-fields
in front of all remaining T -functions, where the b(s)
can be directly read off from the grouping.
G. 3-particle cumulants
While technically possible, writing down general n-point
cumulants becomes infeasible quite quickly for more than two
particles. For the ` = 3 case we will contend ourselves with
the 3-point cumulants. 4-point cumulants are given in Ap-
pendix B. In terms of diagrams we will only consider the low-
est possible order of O(P20) which already has 36 diagrams.
We can again reduce this number significantly by combining
all non-invariant diagrams of the same topology leading to the
form of Cˆ(3)con shown in figure 15 with only 7 diagrams left. For
c
a b
+
c
a b
+ +
+13
c
a b
c
a b
c
a b
+13
c
a b
+
c
a b
FIG. 15. All diagrams of order O(P20) contributing to Cˆ(3)con after com-
bining those of equal topology.
the 3-point cumulant the only possible index distribution is
1|1|1 and the only grouping subsequently (1; 2; 3). For each of
the 7 diagrams one thus needs to evaluate 3! = 6 terms leading
to a total of 42 individual contributions which make up
T (3,2)1|1|1 (1; 2; 3) = exp
−σ2p2 (~K21 + ~K22 + ~K23)
{
P0(k1) P0(k2) (1 + αg1)(1 + αg2)α2 ~K3 · ~k1k21
~K3 · ~k2
k22
− ~K3 ·
~k1k21 +
~k2
k22

+ cyc. perm.
}
. (80)
Due to Corollary 4 the density-only cumulant is the only 3-
particle 3-point cumulant.
G(0,3)ρρρ (1, 2, 3) = ρ¯
3(2pi)3 δD
(
~k1 + ~k2 + ~k3
)
T (3,2)1|1|1 (1; 2; 3) (81)
This is again a generalization of a result from [9], namely for
the bispectrum given in Eq. (77).
15
V. SUMMARY
This paper extends the statistical field theory for classical
particles pioneered by Das and Mazenko and adapted to cor-
related initial conditions in Bartelmann et al. [1] from the
canonical to the grand canonical ensemble. We were able to
do this in the case of statistically homogeneous and isotropic
systems by using the same conceptual link between canoni-
cal and grand canonical ensembles as in standard statistical
physics and found some generalizations of results derived in
[1, 9]. Our main results are:
• Initial correlations between the degrees of freedom of
the individual particles can be brought into the form of
correlation operators acting on the free generating func-
tional of an ideal gas. These operators can be expressed
in a simple diagrammatic representation.
• Using a variant of the Mayer cluster expansion the sum
over particle numbers can be transformed into an ex-
ponential of the sum over connected `-particle generat-
ing functionals. Having only connected cumulants as
the intrinsic building blocks of perturbation theory and
having some general theorems for them will be advan-
tageous in the study of the interacting grand canonical
ensemble.
• The ordering of the generating functional by ` rep-
resentative connected particles together with the dia-
grammatic representation of initial correlations allows a
structured scheme when calculating free cumulants, re-
ducing the combinatorical efforts necessary when com-
pared with the canonical approach. With the help of
this scheme we derived generalizations of the cumu-
lants found in Bartelmann et al. [9].
Building upon these, our next paper [11] will focus on gener-
alizing the self-consistent grand canonical perturbation theory
of [2–5] to include initial correlations.
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Appendix A: 2-particle T -functions
The two functions containing the contribution from a single
label grouping ({s1}; {s2}) of a distribution #{s1}|#{s2} to some
n = #{s1} + #{s2} point cumulant in first and second order in
the initial power spectrum P0 are shown (A1) and (A2). In the
first order function the first term represents the first diagram
of figure 12, the second and third term the second diagram
and the fourth term the third diagram. In the second order
function the first term represents the third diagram of figure
13, the second term the first diagram, the third and fourth term
the second diagram and the fifth term the fourth diagram.
T (2,1)#{s1}|#{s2}({s1}; {s2}) =D({s1},{s2}) P0
(∣∣∣~k{s1}∣∣∣)
1 − α~k{s1} · ~K{s2}~k2{s1} − α
~k{s2} · ~K{s1}
~k2{s2}
+ α2
~K{s1} · ~k{s1}
~k2{s1}
~K{s2} · ~k{s2}
~k2{s2}
 (A1)
T (2,2)#{s1}|#{s2}({s1}; {s2}) =D({s1},{s2})
∫
d3h
(2pi)3
P0(h) P0
(∣∣∣~k{s1} − ~h∣∣∣)
α2 ~K{s1} · ~hh2
~K{s2} ·
(
~k{s1} − ~h
)
(
~k{s1} − ~h
)2 − α2 ~K{s1} · ~hh2 ~K{s2} · ~hh21 + α ~K{s1} ·
(
~k{s1} − ~h
)
(
~k{s1} − ~h
)2 − α ~K{s2} ·
(
~k{s1} − ~h
)
(
~k{s1} − ~h
)2 − α22 ~K{s1} ·
(
~k{s1} − ~h
)
(
~k{s1} − ~h
)2 ~K{s2} ·
(
~k{s1} − ~h
)
(
~k{s1} − ~h
)2


(A2)
Appendix B: 3-particle 4-point cumulants
The 4-point cumulant has only one index distribution 1|1|2
but
(
4
2
)
= 6 different groupings. The T function can in prin-
ciple be read off from the 3-point case of (80) by replacing
one of the single labels by a set of 2 labels and is given in
(B3). The 4-point pure density cumulant up to second order
in initial correlations then is
G(0,3)ρ1ρ2ρ3ρ4 = ρ¯
3(2pi)3 δD
 4∑
j=1
~k j
×[
T (3,2)1|1|2 (1; 2; 3, 4) + T (3,2)1|1|2 (1; 3; 2, 4) + T (3,2)1|1|2 (1; 4; 2, 3)
16
+T (3,2)1|1|2 (2; 3; 1, 4) + T (3,2)1|1|2 (2; 4; 1, 3) + T (3,2)1|1|2 (3; 4; 1, 2)
]
.
(B1)
Notice that this is again a shot-noise like contribution due to
the ρ¯3 scaling. The only mixed 3-particle 4-point cumulant is
G(0,3)ρ1ρ2ρ3B4 = i ρ¯
3(2pi)3 δD
 4∑
j=1
~k j
 [~k4 · ~k3 g34 T (3,2)1|1|2 (1; 2; 3, 4)
+~k4 · ~k2 g24 T (3,2)1|1|2 (1; 3; 2, 4) + ~k4 · ~k1 g14 T (3,2)1|1|2 (2; 3; 1, 4)
]
.
(B2)
T (3,2)1|1|2 (1; 2; 3, 4) =
{
P0(k1) P0(k2) (1 + αg1)(1 + αg2)
α2
(
~K3 + ~K4
)
· ~k1
k21
(
~K3 + ~K4
)
· ~k2
k22
− α
(
~K3 + ~K4
)
·
~k1k21 +
~k2
k22


+
P0(k1)(1 + αg1)P0 (∣∣∣~k3 + ~k4∣∣∣)
1 + α (~K3 + ~K4) ·
(
~k3 + ~k4
)
(
~k3 + ~k4
)2

α2 ~K2 · ~k1k21
~K2 ·
(
~k3 + ~k4
)
(
~k3 + ~k4
)2 − α ~K2 · ~k1k21 − α
~K2 ·
(
~k3 + ~k4
)
(
~k3 + ~k4
)2

+(1↔ 2)
]}
exp
−σ2p2
(
~K21 + ~K
2
2 +
(
~K3 + ~K4
)2) (B3)
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