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Abstract 
The work in this thesis investigates the development of novel attitude control laws for 
satellites with magnetic actuators. Three different control approaches are presented, 
with a focus on both theoretical study and practical application. The first control 
approach studies the classical 'torque projection' PD control and identifies weaknesses 
in this approach when applied to satellites with an uneven inertia distribution. An 
alternative algorithm is developed based on a simple quadratic programming problem 
which more appropriately deals with the uneven inertia distribution. This feedback 
controller is supplemented with a similarly structured feed-forward compensator, with 
the resulting algorithm no more complex than the traditional 'torque projection' 
controller. 
The following chapter seeks to improve upon the performance achieved by the modified 
PD control through the use of model predictive control. A controller is initially designed 
and tuned based on existing control methods. A terminal penalty is added to the cost 
function and the magnetic field model is simplified to reduce online computational 
burden. To improve the disturbance rejection properties of the controller, an element of 
disturbance compensation is added to the model predictive controller. The final 
controller presents significant performance improvements over existing methods, with 
reduced computational effort and without the need for an onboard magnetic field model. 
A third control approach develops an integrated PD and model predictive controller that 
can guarantee stability of the closed-loop a priori. Two dipole moments are used 
exclusively for regulation of the unstable pitch dynamics, with the remaining dipole 
moment used to regulate the lateral dynamics within a model predictive controller. 
Stability is guaranteed through use of a non-linear stability constraint within the 
predictive control scheme, with feasibility of the online optimisation problem 
demonstrated through analysis of an auxiliary velocity controller. This stability analysis 
is extended to guarantee asymptotic stability with a linear constraint only. Almost 
identical performance is achieved, with the significant benefit that quadratic 
programming can be used to implement the online optimisation problem. 
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1. Introduction 
1. Introduction 
The area of spacecraft magnetic attitude control is one that has attracted much recent 
attention in the research literature. Use of magnetic dipoles to control the attitude of a 
spacecraft offers a lightweight, smooth and cost-effective method of control. Although 
this is the case, the torque generated through use of magnetic dipoles is constrained to 
lie in the plane orthogonal to the local magnetic field vector, with one axis being 
instantaneously under-actuated. If the satellite is on an inclined orbit, suitable variation 
of the magnetic field allows controllability in the long term, but presents a significant 
challenge from a control perspective. In this thesis attitude control of magnetically 
actuated satellites is investigated using optimisation based control strategies. 
This thesis is structured as follows. Chapter 2 presents a review of background material 
relevant to this research work. The fundamental equations of motion are introduced 
along with a description of the magnetic attitude control problem. The most relevant 
work in the research literature is discussed with the majority of these strategies made up 
by proportional-derivative (PD) schemes and linear quadratic regulation (LQR). More 
recent research has seen a few papers investigate the use of model predictive control 
(MPC) to tackle the magnetic attitude control problem. This approach is highlighted as 
a very suitable candidate for magnetic attitude regulation, with several areas of research 
still unsolved. As a result this chapter concludes with an overview of the MPC 
approach, outlining the problem formulation, optimisation strategies and stability 
analysis. 
Chapter 3 briefly discusses the Gravity Ocean and Circulation Explorer (GOCE) 
satellite, which is used as a benchmark throughout this thesis. The satellite 
configuration and performance requirements are discussed and a detailed description of 
the simulation environment used to validate the control approaches proposed in this 
thesis is also given. 
Chapter 4 investigates the application of a PD controller to the magnetic attitude control 
problem. The classical and frequently adopted 'torque-projection' approach is shown to 
be unsuitable for satellites with an uneven inertia distribution due to numerical scaling 
I 
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problems when selecting the final control torque to be implemented. The reasons behind 
this problem are identified and an alternative PD approach based on solution of a simple 
quadratic programming (QP) problem is proposed. A closed-form solution for this QP 
problem is also developed, allowing simple online implementation. The approach is 
extended further by consideration of a feed-forward compensator to complement the 
feedback control. This control also takes into account the uneven distribution of the 
satellite inertia to ensure the external disturbances are most effectively rejected. A series 
of Monte Carlo simulations demonstrate the robustness and stability of the algorithm, 
with this simple and effective control strategy providing an excellent benchmark for 
more advanced approaches developed in Chapters 5-7. 
The work in Chapter 5 seeks to improve upon the performance achievable using PD 
control by considering the application of model predictive control. Initial investigations 
implement the controller proposed in reference [57], considering some practical issues 
such as the modelling of the magnetic field and the addition of a terminal penalty. The 
remainder of Chapter 5 investigates further developments and improvements that can be 
made to the strategy in the form of disturbance compensation. Reference [51] reports 
performance improvements when utilising disturbance compensation within an infinite 
horizon framework, with this providing motivation to investigate its inclusion within a 
finite horizon approach. The feed-forward compensator derived in Chapter 4 is firstly 
applied, with this then extended to incorporate disturbance predictions directly within 
the predictive controller. Finally, Monte Carlo simulations are carned out to 
demonstrate robustness ofthe control approach to expected system uncertainty. 
Chapter 6 addresses the problem of guaranteeing stability of an integrated PD and 
model predictive controller applied to the magnetic attitude control problem. This is 
currently an unsolved problem with the most notable contributions in references [31] 
and [57] not providing the guarantee of analytical stability when applying MPC to the 
magnetic attitude control problem. Reference [57] suggests use of Floquet analysis, 
however this is an after the fact check and cannot guarantee stability a priori. To 
stabilise the unstable pitch dynamics two dipoles are allocated exclusively to the pitch 
axis and a simple PD scheme implemented. The lateral dynamics are reformulated and 
an asymptotically stable velocity feedback scheme derived using the remaining 
2 
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magnetic dipole moment. This stabilising scheme is used as the basis of a 'stability 
constrained' model predictive controller, with a single non-linear constraint used to 
force contraction of a particular Lyapunov function. The pitch and lateral controllers are 
combined to guarantee stability about all three satellite axes and performance is 
assessed using the GOCE simulator. 
The work presented in the first part of Chapter 6 provides the first stable MPC approach 
to the magnetic attitude control problem, but requires a non-linear constraint within the 
optimisation process. The presence of this non-linear constraint means the online 
optimisation problem cannot be solved using standard quadratic programming 
algorithms and must instead rely on the use of sequential quadratic programming or 
alternative non-linear optimisation algorithms. The use of such optimisation techniques 
leads to a large increase in computational burden, which is particularly undesirable in 
the field of spacecraft control. Onboard computational resources are at a premium and 
the requirement to move to non-linear optimisation techniques acts as a barrier between 
theoretical study and practical implementation. Chapter 6 therefore concludes by 
acknowledging this limitation and reformulating the stability analysis such that only a 
linear stability constraint is required. This provides a significant saving in online 
computation with the resulting control law and performance almost identical to that 
seen with the non-linear stability constraint. 
Chapter 7 presents the final contribution of this research work, investigating the 
robustness of the integrated PD and MPC controller derived in Chapter 6, while also 
making overall comparisons of all three control approaches proposed within this thesis. 
A robust stability condition is proposed that extends the nominal stability guarantee to a 
specific uncertainty in the inertia matrix. The control scheme is then fully validated on 
the high fidelity GOCE simulator, evaluating robustness to both system and 
environmental uncertainty. Finally, each control system proposed within this thesis is 
compared in terms of performance, robustness, ease of implementation and stability 
analysis, to highlight the strengths and weaknesses of each control approach. 
Chapter 8 presents the conclusions of this research work. The main contributions of this 
thesis are highlighted and possible areas for future work identified. 
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2. Background 
2. Background 
2.1 Introduction 
The attitude control system (ACS) of a spacecraft or satellite plays a crucial role in the 
success of a given mission. Although different satellites have varying control 
requirements, the fundamental reliance on a successful control strategy makes the ACS 
very important. Typically satellites can be controlled by a number of various actuation 
methods, including thrusters, reaction wheels, magnetic torque rods or a combination of 
the above. Each actuation method has its own advantages and disadvantages and their 
suitability depends very much on the type of satellite under control and its overall 
mission goals. 
Satellites can have a wide range of differing roles and mission goals, and these largely 
determine the type of control hardware and the complexity of the controller design 
required. Where precise pointing accuracy is required, thrusters or reactions wheels are 
commonly used and can provide very high pointing accuracy when combined with 
sufficiently accurate sensors. If pointing requirements are relaxed, magnetic torque rods 
can provide an effective and inexpensive approach to the attitude regulation of low 
Earth orbiting satellites. 
This chapter introduces the satellite attitude dynamics and the general attitude control 
problem. Section 2.2 introduces the full non-linear description of the satellite attitude 
dynamics, while also deriving a simpler state space description linearized about the 
nadir pointing attitude. This section also introduces the various methods of spacecraft 
actuation, while Section 2.3 looks in detail at the magnetic attitude control problem 
which is the subject of this thesis. Within this review, model predictive control is 
identified as a potentially suitable candidate for use within magnetic attitude control. As 
model predictive control is used significantly in this thesis, Section 2.4 presents an 
introduction and review of the control strategy. This begins with a description of the 
MPC strategy while also considering the mathematical formulation of the problem and 
the most relevant approaches to solving the online optimisation problem and 
guaranteeing closed-loop stability. 
4 
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2.2 Spacecraft Attitude Dynamics 
2.2.1 Co-ordinate Systems 
In order to defi ne the attitude dynamics of a spacecraft, a set of suitable co-ordinate 
frames must be specified. These are comprised of four main co-ordinate systems: Local-
Level eLL) reference frame, Spacecraft-Fixed (SC) reference frame, Earth-Centered-
Earth-Fixed (ECEF) reference frame and Earth-Centered-Inertial (ECl) reference frame 
Local-Level Reference Frame eLL): When considering the case of Earth-pointing 
satellites it is traditional to define the attitude of the spacecraft with respect to a local-
level system. This co-ordinate system is fixed in the spacecraft centre of mass and 
fo llows the spacecraft along its orbit. The local-level reference frame for a satellite on a 
circular orbit is defi ned as fo llows 
• The positive z axis points towards the nad ir (ZII) 
• The positive y axis points towards the negative orbit normal (YII) 
• The x axis is defi ned by the right hand rule and points approx.imately along the 
velocity vector (XII) 
XII 
Direction of sate lli te 
orbital moti~
Yll 
Z/I 
Figure 2.1 : Description of local-level reference frame 
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Spacecraft-Fixed Reference Frame (SC): A second important co-ordinate system is 
the spacecraft-fixed reference frame. Thi s co-ordinate system is fixed to the spacecraft 
body and its orientation with respect to the local-level reference frame defines the 
attitude of the spacecraft. When the spacecraft achieves the desired nadir-pointing 
attitude, the spacecraft-fixed and local -level frames are aligned. For the purpose of this 
thes is the spacecraft-fixed reference frame is fixed at the spacecraft centre of mass and 
aligned with the principal axes of inertia. 
Ea rth-Centered-Earth-Fixed Reference Frame (ECEF): This reference frame has its 
axes fixed at the centre of mass of the Earth and rotates with the Earth to provide a 
reference frame fixed with respect to the Earth. Any point on the Earth ' s surface wi ll 
a lways remain the same with reference to this co-ordinate system regard less of inertia l 
position . This provides a useful co-ordinate system for specification of magnetic fie ld 
and gravity field models. 
Earth-Centered Inertial Reference F rame (ECI): This fina l reference frame also has 
its axes fixed at the centre of mass of the Earth but is fixed in inertial space. The z axis 
is parallel to the rotation axis of the Earth and points towards the North Pole. The x axis 
points towards the Vernal Equinox and the y axis completes the ri ght handed system . 
This co-ordinate system is used to provide an inertial reference for specification of the 
non-linear dynamics model. 
2.2.2 Non-Linear Attitude Dynamics 
With an appropriate set of co-ordinate systems defined, the equations of motion for the 
satellite attitude dynamics are introduced. The satellite dynamics are fully described by 
Eul er's equations of motion of a rigid body. The dynamics and kinematics equations are 
detailed below (see reference [65]). 
(2. 1 ) 
6 
., Background 
0 {j)sc: - (j) se OJSCA , 
I - ill se: 0 q = -
2 (O'C - (j) SC~ , 
OJsc, (1) sc , q 0 (j) se: 
(2.2) 
- OJ
SCA - (tJ se , - (J) se: 0 
where, 
J is the satellite inertia matrix. 
co is the angular rate of the SC reference frame with respect to ECI reference frame. 
Tllis is expressed in the SC reference frame 
Tc is the control torque 
Tee is the gravity gradient torque 
Td is the di sturbance torque due to the external environment 
q = [q, q2 q3 q4Y is the attitude quaterniol1 describing the attitude of the SC 
reference frame with respect to the LL reference frame 
co,c is the angular rate of the SC reference frame with respect to the LL reference frame, 
expressed in the se reference frame. 
Equations (2. 1) and (2.2) are linked through 
(2 .3) 
co is the angular ve locity of the LL reference frame about the ECI reference frame , 
expressed in the LL reference frame. 
A(q) is the attitude transfonnation matrix from the LL reference frame to the se 
reference frame, expressed in the SC reference fram e. 
The attitude transformation matrix is parameterized in tenns of the attitude quaternion 
for singularity-free representation of the attitude dynamics. This attitude transfonnation 
matrix is specified below in (2 .4). 
7 
2. Background 
q, -q, -q3 +q4 [' , , , A(q)= 2(q,q , -q3q4 ) 2(q,q3 +q,q,,) 2(q ,q, + q3q 4) 2 222 - q, +q, -q) +q4 2(q,q3 -q,q4) 2(q,q3 - q,q.) 1 2{q, q3 + q,q,,) 2 2 2 2 -q, - q, +'13 +q4 (2 .4) 
Consideration is now given to the two external torques Tgg and Td . The l,'Tavity gradient 
torque specified in (2. 1) is a fundamental environmental torque when considering Earth 
pointing spacecraft. If the Earth is modelled as a sphere thi s gravity gradient torque can 
be derived as 
(2 .5) 
where k is the orientation of the z axis of the spacecraft frame with respect to the local 
level frame. Note therefore that k = A{q Xo 0 1 r . 
As the Earth is not truly spherical , the representation in (2.5) provides only an 
approximation to the true gravity field . In cases where precise knowledge of the gravity 
fi eld is needed (modelling a gravity gradiometer for example), the analysi s can be 
extended and the gravity field modelled as a high order spherical hannonic functionl 'l. 
In most cases this leve l of accuracy is unnecessary and the model in (2. 5) provides 
sufficiently hi gh accuracy. 
The environmental torques (Td) come from a number of sources of external di sturbance. 
For low Earth orbiting satellites, the upper atmosphere can impose significant di sturbing 
torques on the attitude dynamics. This in turn provides a drag force that will tend to 
retard the spacecraft orbital motion and, if unaccounted for, would cause decay of the 
satellite orbit. This leads to the need for a linear propulsion assembly to maintain orbital 
velocity, which itself can further perturb the attitude dynamics. Solar pressure forces 
caused by high speed particles can also provide additional di sturbing moments as well 
as magnetic torques due to residual dipole moments on the spacecraft. Each of these 
torques is dependent upon the configuration of a particular satellite and the significance 
of each must be assessed when deriving appropriate mathematical models of the non-
linear attitude dynamics. 
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The discussion above combined with equations (2.1) - (2.5) now full y describe the true 
non-linear motion of the satellite attitude dynamics. When considering the attitude 
regulation problem the non-linear representation can be significantly simplified to 
provide a suitable linear model. This linear model is described in the following section. 
2.2.3 Linearized Attitude Dynamics 
The non-linear model presented in the previous section full y describes the attitude 
dynamics of a spacecraft. Under ce rtain conditions thi s non-linear model can be 
linearized with minimal loss of accuracy. This provides a useful linear state-space 
representation for controller design and stability analysis. If Iineari zation is carried out 
about the nadir-pointing attitude, assuming a circular orbit, small Euler angles and 
deviation of body rates from nominal values, the following linearized model can be 
produced (see reference [52]). 
~ 0 0 0 I 0 0 t/! 
() 0 0 0 0 I 0 () 
+[>: l[~ l if 0 0 0 0 0 if = 2 tiJ w; - 4 UJo 0" , 0 0 0 0 UJo(1 - 0" , ) (O.5CA . , 
ill \'C 0 
2 0 0 0 0 3wo 0"2 OJ ~c 
. , . , 
tiJsc: 0 0 
2 
Wo 0", -wo(1 + 0", ) 0 0 aJsc: 
(2. 6) 
0", = 
J ,. - J, 
0"2 = 
J , -Jx 
, 0"3 
J
x 
-Jy 
= J x J y J , 
where, 
t/! is the roll angle of the se reference frame with respect to the LL reference frame, 
B is the pitch angle of the se reference frame with respect to the LL reference frame, 
,// is the yaw angle of the se reference frame with respect to the LL reference frame, 
7'." Ty. Tz are the spacecraft control torques about roll , pitch and yaw axes expressed in 
the se reference frame. 
Wo is the orbital rate. 
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2.2.4 Spacecraft Actuation 
[n order to implement any active control strategy on board a sate llite, some method of 
actuation is required to apply the desired control signal. A number of factors affect the 
type of actuation methods used onboard a particular sate llite. These may include cost, 
weight, controller requirements and orbital configuration to name just a few. [n general 
there are three main actuation methods adopted in satellite control; thrusters, 
momentum exchange devices and magnetic torque rods. Each method has its own 
specific advantages that may make it most suitable to a particular application. 
Thrusters are perhaps the most obvious method of controlling a satellite ' s attitude. An 
amount of propellant is expelled from the thruster which creates an opposi ng torque that 
is used to control the spacecraft attitude. Thrusters have the advantage of offering large 
control torques allowing very precise control of the spacecraft attitude. This makes 
thrusters a suitable choice for sa tellites where very accurate pointing is required. There 
are however a number of di sadvantages to using thrusters. The first obvious 
disadvantage is that thrusters require fuel. This increases the mass of the satellite 
(making it more expensive to launch) and also leads to more significant variation of 
mass over the life of the satellite, which can affect the eventual controller perfonnance 
Fuel itself can also be the limiting factor in the useful life of tbe satellite. In addition 
thrusters tend to be very impulsive by nature leading to problems with smooth control. 
When considering scientific satellites where minimisation of spacecraft accelerations 
can be a key requirement, the use of thrusters may lead to poor performance 
Another method of controlling the attitude of a satellite is through use of momentum 
exchange devices. Typically these are rotating masses inside the spacecraft with angular 
momentum being transferred between different parts of the satellite without the overall 
momentum of the vehicle changing. Such an approach allows continuous and smooth 
control , and can lead to very accurate attitude control. Reaction wheels are common 
within spacecraft control, but do have disadvantages. The wheels themselves increase 
the weight of the satellite, again making it more expensive to launch. Due to the nature 
of the approach, reaction wheels transfer momentum from the satellite and vice versa. [0 
the presence of constant disturbances, momentwn is constantly transferred to the 
10 
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reaction wheel and eventually must be removed (as clearly the wheel cannot spin at an 
infinite rate). This leads to the need for an auxiliary controller to do this which requires 
the use of a secondary set of actuators, generally a set of thrusters or magnetic torque 
rods . In addition reaction wheels can also present a source of vibration which can 
interfere with any sensitive measurement equipment onboard. 
The third and final option for controlling the satellite attitude is through use of magnetic 
torque rods. Such an approach relies on three sets of magnetic dipoles mounted 
mutually perpendicular on the satellite body. The magnetic field generated within the 
torque-rods interacts with the Earth's magnetic field generating an overall control 
torque acting on the satellite. Such an approach has a number of benefits. Firstly no fuel 
is required as the torque-rods are electromagnetic and run from power obtained from 
solar panels. Magnetic torque-rods are significantly cheaper than reaction wheels 
making them very desirable for low-cost satellite applications. Magnetic actuation also 
offers smooth control , making it ideal for scientific based missions where accelerations 
may need to be minimised. 
As with the other two methods, using magnetic control has its drawbacks. Firstly, the 
approach is only useful for low-Earth orbiting satellites. At high orbits the Earth 's 
magnetic field is so weak that no useful control can be implemented and a solely 
magnetic control system is unlikely to give acceptable performance. Secondly, the 
torque generated is dependent on the direction of the Earth 's magnetic field. When 
using such an approach, torque can only be generated in the direction perpendicular to 
the local magnetic field, which effectively leaves one direction instantaneously 
uncontrollable. If the satellite is operating on an inclined orbit the local magnetic field 
direction rotates with the spacecraft and controllability can be ensured in the long term . 
This does however present a clear disadvantage over momentum exchange and 
propulsion based control methods. 
1I 
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2.3 Magnetic Attitude Control 
Although magnetic actuation has several difficulties highlighted in the previous section, 
if used in the right application it can provide the most appropriate method of active 
control. for satellites with stringent control requirements or those on high Earth orbits, 
the strategy is unsuitable. for satellites operating on a low Earth orbit and subject to less 
strict pointing requirements, the use of magnetic actuation can be very beneficial. 
The main drawback that must be overcome when usi ng magnetic control exclusively is 
the reduced contro ll ability associated with this method of actuation. The control torque 
applied due to magnetic dipoles is defined by the cross product of the magnetic dipole 
vector and the Earth's magnetic fie ld, as shown in (2.7). 
Tc = Mx Bmag (2.7) 
M = [Mx My M, r IS the vector of magnetic dipole moments and 
Bm", = lBm"., Bmog, Bm"g, r is the Earth ' s magnetic fie ld vector. Both quantities are 
expressed in the se reference frame. 
By definition of the vector cross product, the resulting control torq ue is perpendicular to 
the Earth ' s magnetic field vector. This clearly demonstrates that at a given instant the 
magnetic dipoles cannot apply a torque in the direction of the local magnetic fie ld 
vector. For satellites on an inclined orbit, the variation of the Earth 's magnetic fie ld 
along the orbit ensures the uncontrollable axis rotates with respect to the spacecraft 
body, and all three axes can be regulated in the long tenn. Note that this is different to 
the study of under-actuated control due to a single reaction wheel fai lure, as in such a 
case the uncontrollable axis does not rotate with respect to the spacecraft reference 
frame (see references [2 1] and [59]). To tackle the magnetic attitude control problem, 
several different approaches are proposed within the research literature. These vary 
from classical PD approaches to optimal and robust control methodologies. The 
remainder of this section di scusses the most significant oftbese contributions. 
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2.3.1 PO Control 
One of the more classical approaches to the magnetic attitude control problem is the use 
of a PD controller. By considering the problem in a geometric way, references [4] and 
[45] use a conventional PD controller to generate a control signal that is then projected 
onto the controllable plane. An ideal contro l signal is derived using a PD controll er as 
shown in (2.8). 
Tideal = - K x (28) 
where x = [~ () I/f O!" O!y O!, r is the state vector 
K is a 3x6 ga in matrix 
T"/,,,/ is the ideal control torque 
Although the ideal control torque is derived in (2.8), the constraints of the magnetic 
contro l prevent this torque from being implemented directly. The control policy is to 
implement the best approximation to this control input, which in references [4] and [45] 
is defined as minimising the Euclidean norm between the appli ed and idea l torque. 
When considering thi s in a geometric manner, thi s is equivalent to projecting the ideal 
torque onto the plane orthogonal to the local magnetic field vector (see Figure 2.2). 
Titleul 
Figure 2.2: Torque projection PO control 
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To apply this approach the magnetic dipole moment is chosen according to (2.9) 
M = B mug X TidclIJ 
[Bmal (2.9) 
This represents a simple approach to the attitude regulation problem. The required 
control input can be determined with minimal calculation through (2.8) and (2.9). An 
onboard magnetometer is required to determine the magnetic field vector, but thi s is the 
case for all magnetic control laws. 
Although a simple solution to the magnetic attitude control problem, there are several 
disadvantages when adopting thi s approach. Firstl y thi s type of control law cannot 
guarantee stability a priori. Although the ideal feedback gain can be chosen to ensure 
closed-loop stability of the ideal system, introduction of the magnetic field constraint 
means the implemented and ideal gain can be significantly different. The ideal 
controller gain is also calculated independently of the local magnetic field vector. With 
the magnetic field vector varying with time, the most successful control approaches will 
take thi s into account when calculating tbe control input to be applied. 
Reference [55] also implements a PD control approach in thi s way, however the low 
inertia about the roU axis causes the need for a modification to the standard torque 
projection control. The torque applied to the pitch axis is chosen to vary as a function of 
the magnetic field to improve the roll axis performance in an ad-hoc manner. As with 
the standard torque projection controller, closed-loop stability cannot be guaranteed a 
priori and must be verified using after-the-fact checks. This study is of particular 
interest to the work proposed in Chapter 4, where a systematic approach to PD control 
of satellites with an uneven inertia distribution is developed. 
When considering inertial pointing spacecraft, a more advanced PD-Iike approach is 
suggested in references [37] , [38] , [40] and [41] and tackles the weaknesses described 
above. The authors develop an adaptive PD approach for which tbe controller gain 
varies as a function of the local magnetic field vector. Stability can al so be guaranteed a 
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priori with the authors deriving a suitable Lyapunov function which presents asymptotic 
stabi lity of the closed-loop Introduction of adaptive controller gains increases the 
complexity of the controller, however tbe controller still remains relatively easy to 
implement. In reference [39J the authors extend tl:Lis analysis to the case of Earth 
pointing spacecraft in the presence of gravity gradient. 
References [68J and [69J also implement a non-linear PD controller derived through an 
energy-based method (see also reference [15]). A purely derivative control is 
implemented to provide stability about four possible equilibria, while this is augmented 
with a proportional element to drive the state traj ectory to the required Earth pointing 
equilibrium. This strategy requires an open-loop stable satellite configuration, with local 
stabi lity only guaranteed through Floquet analysis. 
2.3.2 Optimal Periodic Control 
With PD control offering a simple but restricted approach to magnetic attitude control, 
several authors consider developing control laws based on optimal periodic control 
theory. The general infinite horizon LQ problem is formed through minimisation of the 
cost function 
ro 
J = f x(t Y Q x(t)+ u(t Y R u(/ ';it (2. 10) 
o 
where x(t) is the state vector, u(t) is the control input and Q > 0 and R > 0 are 
weighting matrices. 
For linear time-invariant systems the so lution of (2 .10) simplifies to a constant gain full 
state feedback control law11 71. For time-varying systems, (2. 10) can sti ll be so lved jf the 
system is periodic, through solution of an equivalent periodic Riccati equation. This 
once again provides a full state feedback controller however the controller gains now 
vary with time. For the magnetic attitude control problem this provides a PD controller, 
however the control input is now the magnetic dipole moment, with the controller gains 
varying according to the expected variation of the Earth' s magnetic field vector. 
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One of the earliest studies into infinite hori zon periodic control for the satellite attitude 
problem is presented in reference [51 J. This application considers magnetic control of 
the lateral dynamics only, as the satellite is equipped with a momentum wheel for pitch 
attitude control. The optimal controller gain is detennined offline through a periodic 
approximation of the Earth 's magnetic field and so lution of the periodic Riccati 
equation. For simulation purposes the gains are stored at a density of 1000 samples per 
orbit, however for implementation the author suggests a lower storage density combined 
with a linear interpolation strategy. A similar approach to regulating the lateral 
dynamics of a magnetically actuated satellite is presented in reference [60J. 
Another application of infinite horizon periodic control is presented in references [67J 
and [68J when considering attitude control of a full y magneticall y actuated spacecraft. 
The controller ga ins are determined offline through solution of the periodic Riccati 
equation and stored in onboard memory. The author notes that a satisfactory 
approximation to the periodic gains can be obtained through Fourier analysis, with 
storage ofFourier coefficients providing more efficient use of computer memory. 
In reference [42J the infinite horizon LQR approach is extended to consider optimal 
disturbance rejection. Rather than onboard storage of the controller gains, the author 
proposes online solution of the periodic Riccati equation. Although thi s approach 
increases the onJine computational requirements, the author notes a rapid convergence 
of approximately 5 time steps is possible if appropriate numerical methods are used. To 
effectively reject external di sturbances a Kalman filter is applied to an augmented plant 
model to provide estimates of the state vector and external di sturbance. This allows 
consideration of the disturbance torques within the optimal control problem. The 
authors only consider the di sturbance input to act through the same channel as the 
control input (i.e. to be perpendicular to the Earth' s magnetic field vector), which 
represents a slight limitation on the true applied disturbance. Perfonnance simulations 
do however demonstrate this approach to provide significant improvement over the 
standard optimal control approach and is an interesting extension to the literature. 
Perhaps the most notable contribution in the area of optimal periodic attitude control is 
made in reference [52J. Acknowledging the relevant contributions in references [5 1] 
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and [67], the author attempts to avoid the significant onboard storage required for the 
periodic contToller gains. By representing the so lution of the periodic Riccati equation 
as a combined Fourier and asymptotic series, it is shown that under certain assumptions 
the solution to the periodic Riccati equation tends to a constant value. The final 
controller simplifies to a state feedback controller with the only time variance appearing 
from a single multiplication of the magnetic field vector which can eas ily be measured 
using onboard magnetometers. This approach avoids any on line solution of the Riccati 
equation or storage of a large number of controller gains. 
The use of optimal periodic control is also considered for satellites where magnetic 
torquers are used as secondary actuators. In reference [16] optimal periodic control is 
used for momentum control of a spacecraft with reaction wheels. In a s imilar way to 
reference [68] , the periodic controller gains are stored as Fourier coefficients for most 
efficient storage. The excess whee l momentum is removed in a similar profile to 
standard proportional control , however the optimal controller is able to reduce the 
required dipole moments thus reducing energy consumption. 
2.3.3 Model Predictive Control 
A particularly promisi ng technique of approaching the magnetic attitude control 
problem is mode l predictive control. Based on a mathematical model of the plant under 
control , the controller form s predictions of the expected behaviour of the satellite over a 
finite future period, using this information to calculate the optimal magnetic dipole 
vector to apply. MPC lends itself well to the magnetic attitude problem for several 
reasons. The primary benefit of thi s approach is the ability to use the magnetic field 
directly within the control law. By measuring the current magnetic fie ld and possibly 
predicting its variation over a future time period, the controller is able to take account of 
the true time-varying nature of the control problem. The use of a mathematical model 
also allows any constraints within the problem to be taken into account when 
calculating the control signal. 
Within the literature very few papers consider model predictive control for the magnetic 
attitude conlTol problem. The two most significant are discussed here. In reference [57] 
a novel model predictive control approach is presented by consideration of the problem 
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as linear time-invariant by nature. As MPC is ab le to handle constraints implicitly, the 
time-variance of the problem is taken into account by constraining the contro l torque to 
lie in the plane orthogonal to the local magnetic field vector. This approach has the 
significant advantage that the relevant prediction matrices required for the controller 
implementation can be calculated offline, reducing the computational burden imposed 
by a time-varying formulation , The authors present impressive performance when 
adopting the MPC approach, while also deriving a c\osed-fonll solution based on 
Lagrange multipliers, Althougb useful for stability analysis, this closed-form solution 
should not be used for online implementation as ill-conditioned matrices could lead to 
numerical problems. 
An exp li cit model predictive control approach is presented in reference [31]. T his 
approach is presented in a more standard time-varying formu lation with the authors 
attempting to app ly the linear controller to remove large initial pointing errors, 
Interestingly, although the control law is based on a linearized model , results show that 
pointing angles of up to 60° are successfull y removed, When compared to the non-
linear controll er presented in reference [69] , equival ent performance is achieved with 
notable energy savings. 
Although both contributions di scussed here present favourable performance results, 
neither of these approaches present stability ana lysis, Reference [57] suggests Floquet 
analysis to verify stability, but thi s is an after the fact check and stability cannot be 
guaranteed a priori , The stabi li ty issue for predictive magnetic attitude contro l remains 
unanswered in the existing literature. 
2.3.4 Additional Control Approaches 
Although the majority of the literature is based on variations of either PD or optimal 
control, a number of different approaches to the problem are also proposed. In reference 
[68] a sliding mode contro ller is implemented for satellite attitude acquisition and 
regulation. Initial pointing errors of 100° are successfully removed whi le al so providing 
pointing accuracy within 3° of the required attitude. This presents a single control 
approach providing attitude acquisition and regulation characteristics, Reference [68] 
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does note that this s liding mode approach can only be applied to sate llites for which the 
principal inertia values are of the same order of magnitude. 
In reference [70] the magnetic attitude control problem is specified by the H2 operator 
norm. As with many contributions, the problem is formulated using an averaged 
magnetic field model with periodicity at the orbital frequency. The resulting algorithm 
is relatively complex, however much of this complexity is within the offline 
calculations, with the online algorithm simple to implement. The ll.o approach to the 
magnetic attitude control problem is firstly proposed in reference [35], while the authors 
also adopt the approach for momentum management of reaction wheel-based controllers 
in reference [36]. In a similar way to LQR formulations, the ll.o approach forms the 
control solution assuming periodicity at the orbital frequency. ll.o has the significant 
advantage that the problem can be cast in a robust formulation. This allows the errors in 
the magnetic field to be accounted fo r within a parametric uncertainty. Errors in the 
inertia matrix could also be accounted for in a similar manner although there is still 
surprisingly little study in the current literature investigating this poss ibility. Finally, a 
few other interesting applications not di scussed in detail here can be found in references 
[6] , [7], [9], [13], [22], [32], [63] and [64] . 
2.4 Fundamentals of Model Predictive Control 
Within this review of attitude control of magneticall y actuated satellites, model 
predictive control is a strategy that presents s ignificant potential for this application. In 
light of this it is quite surprising that the use of MPC for thi s problem has only seen 
limited study within the research literature. As this thesis is mainly focussed on the 
application of model predictive control for magnetic attitude regulation, this section 
provides a thorough di scuss ion of the MPC approach. 
Model predicti ve control is an advanced control strategy based around a mathematical 
model of the plant under control. This mathematical model is used to form predictions 
of the expected future behaviour of the plant, with thi s information then being used to 
obtain the ' optimal ' control input to apply. MPC has had a widespread impact on 
industrial process control, with much initial development and application taking place 
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within the process industry. With the many benefits offered by a prediction based 
control strategy, the last 20 years has seen much interest from the academic community. 
One major reason for the initial limitation of MPC to the process control industry is the 
intense computational burden that can be associated with the stTategy. Determination of 
the control signal requires an element of online optimisation, which can be quite 
computationally expensive (particularly if this optimisation is constrained and involves 
many variables). Within the process industry, slow controller update requirements 
allowed the strategy to be very successful , as sufficient time was available to carry out 
any optimisation needed[44[. When considering rapid dynamic systems such as flight 
control , engine management and complex non-linear systems, MPC was not considered 
to be an option due to the time taken to complete the optimisation process, and the high 
controller sampling rates often required. 
The rapid increase in computing power available combined with more efficient methods 
of solving optimisation problems has propelled MPC to the forefront of control research 
and opened up its application to almost any engineering problem. With its ability to 
naturally deal with multivariable problems, take account of plant information directly 
within the control law, and handle input and output constraints, MPC presents several 
significant advantages over traditional control strategies 
2.4.1 The MPC Approach 
Although an advanced control strategy, the basic philosophy of model predictive control 
is very intuitive. The MPC approach proceeds as follows 
• A mathematical model of the plant is used to form predictions of tbe expected state 
trajectory over a finite future period known as the prediction horizon. 
• The predicted information provided by the internal plant model is used to determine 
an optimal future control sequence that will minimise a predefined performance 
index. 
• The first input of thi s optimal control sequence is applied to the plant The 
remainder of the control sequence is then di scarded and the process is repeated at 
the next sampling interval. 
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Figure 2.3 illustrates the MPC approach for a single input single output system. 
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Figure 2.3: The model predictive control approach 
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At the present time k the current position is measured. A mathematical model of the 
plant is used to predict the free response (yf) of the system over a finite future period. 
The free response is then compared to a required reference trajectory (r) to determine 
the predicted error at each step during the prediction horizon. An optimal control 
sequence is then cal.culated that will minimise the error between the predicted and 
required state, while also taking into account the magnitude of control input required to 
achieve this' . In Figure 2.3 the free response shows a drift away from the required 
trajectory. The optimal control sequence is detennined such that the predicted 
controlled trajectory,y. is much closer to the reference trajectory . 
• In the simplest case of a one step prediction horizon the optimal conlrol input is determined by 
minimizing ax{k + 1 Y + u{k)2 wilh respect to li . The coefficient a is used to trade off between 
predicted error and the required magnitude of lhe control input. 
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There are several fundamental components of any model predicti ve control strategy. 
1. Plant Model. The plant model is the most important aspect of a model predictive 
control scheme. This model is used to perform predictions of the expected future plant 
behaviour and is fundamental in detennining the control input to be applied. The 
mathematical model of the plant can be deri ved from first principles or obtained through 
experimentation. 
2. Prediction horizon . The prediction hori zon defines the length of time over which 
predictions are carried out. In general , a longer prediction horizon provides more 
information for the controller and thus improves perfonnance. An increase in prediction 
horizon also increases tbe computational effort required to so lve the optimisation 
problem and hence a compromise between performance and hori zon length is usually 
required. 
3. Reference trajectory. The reference trajectory is a desired state vector defined over 
the prediction hori zon. For regulation problems (such as the satellite attitude control 
case) the reference trajectory is defined as zero over the prediction horizon. 
4. Performance index. The performance index (or cost function) is another important 
aspect of the predictive controller, as thi s defines the relative importance of the 
predicted errors in each state. This typically takes a quadratic form (similar to the 
traditional LQR fonnulation), penalising the square of each individual state error as well 
as each control input. Other formulations such as linear performance indexes do exist 
(see reference [54]) but are less common. 
5. Optimiser. The optimiser IS the online portion of the MPC algorithm tbat 
determines the optimal control signal to mi nimise the aforementioned performance 
index. If a quadratic performance index is defined and the system is linear, the 
optimisation problem can be solved using quadratic programming (QP). Over many 
years of research, efficient methods of solvi ng QP problems have been developed. 
22 
2. Background 
2.4.2 Problem Formulation 
The more general multi input multi output (MIMO) model predictive control problem is 
formed through iteration of a mathematical model of the plant under control. For a 
system represented in state-space fonnat, one step ahead predictions can be carried out 
using (2. 1 I). 
(2. 11 ) 
where x(k) is the state vector at time k, x(k + 11 k) is the state vector at k+ I as 
predi cted at time k, u(k 1 k) is the contro l input as predicted at t ime k, <I> is the di screte-
time system matrix and r is the d iscrete-time control matrix. 
Equation (2 .11) can be iterated over a finite future period to form predictions of the 
expected plant behaviour as a function of the current sta te and a future contro l sequence. 
X(k) = 'I' x(k)+ 0 u(k) (2 .12) 
where, 
<I> r 0 0 0 
<1>2 <l>r r 0 0 
'1' = <1> 3 , 0 = <l>2r <l>r r 0 
0 
<l> N <l> N-1r 1J.) " - 2 r 1J.) " - 3 r r 
X(k) = [x(k + 11 k) .i(k + 2 1 k) .i(k + 31 k) .. . ;(k + N 1 k)Y IS the future state 
vector as predicted at time k, 
U(k)= [u(klk) u(k+ ll k) u(k+2Ik) .. , u(k+N- ll k))' is the future control 
sequence as predicted at time k, 
N is the prediction horizon length. 
To use these predictions to determine the optimal control sequence to apply, a 
mathematical definition of what is ' optimal ' is required. This is typically done through 
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specification of a performance index, whose minimwn represents the optimal solution 
to the control problem. 
As discussed in the previous section, the performance index usually takes a quadratic 
form whereby a weighted square of each state error and control input is penali sed. A 
typical MPC performance index is defined as follows: 
N 
J(k) = 2:]f(k + ilk) - x(k + i 1 q~ + Ilu(k + i - 11 k ~ I :, (2.13) 
;: 1 
where f(k + ilk) is the reference trajectory at time step k+ i, as predicted at time step k, 
xCk + ilk) is the state vector at time step k+i as predicted at time step k, 
Q > 0 is the state weighting matrix, R > 0 is the control weighting matrix. 
Both weighting matrices are typically diagonal , with each element representing the 
appropriate weighting for each element of the state vector or control input. Potentially 
the weighting matrices can vary for each time-step over the prediction hori zon[n J, 
however this complicates the tuning process and in most cases they are defined as 
constant. 
If the regulation problem rather than a tracking one is considered, the reference 
trajectory will be zero across the prediction hori zon and equation (2. 13) can be written 
in the more compact form shown below. This is the form most relevant to the attitude 
regulation problem. 
N 
J(k) = I)(k +i 1 kY QX(k +i 1 k)+u(k+i - 11 ky RU(k + i - 11 k) (2. 14 ) 
;", 1 
Tfthe predictions carried out in (2. 12) are substituted into (2. 14), the cost function can 
be defined in terms of the prediction matrices as follows 
(2. 15) 
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where G{k) = -20 T Qx(k) , H(k) = 0{k)'Q0{k)+ R , 
Q = diag(Q Q ... Q), R = diag(R R ... R) 
N N 
The minimum of(2. J5) can be detennined by finding the gradient of J{k) and setting it 
to zero. A closed-form so lution can determine the optimal future control sequence as 
follows 
(2. 16) 
According to reference [44] the optimal control sequence should never be determined 
using the formula above. The Hessian matrix H is often ill-conditioned which can 
result in nwnerical problems when detennining its inverse. This can ultimately lead to 
erroneous calculations, which is unacceptable for online implementation. There is also 
the second problem that the above solution is only valid for unconstrained systems. As 
many of the benefits associated with MPC come from the use of the online constraints, 
solution using (2. 16) would be limited in any case. 
2.4.3 Optimisation 
For most MPC problems online optimi sation is carried out using quadratic 
programming. This allows a numerically reliable approach to the problem while al so 
taking into account constraints on the control inputs and predicted states. The genera l 
quadratic programming problem is stated as follows 
subject to 
min ~ () T et> () + I/iT () 
o 2 
where () is the optimisation variable to be solved for. 
(2. 17) 
(2.18) 
The perfonnance index in (2.15) is already defined in thi s required [onnat and can 
therefore be solved using quadratic programming. The constraint in (2 .18) bounds the 
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control input but through appropriate manipulation of the system model can also be 
used to represent bounds on the predicted state vector (see reference [44] for further 
detai ls on defining the constraint matrices). 
Solution of the quadratic programming optimisation problem is generally achieved 
using either Active Set or Interior Point methods. A potential advantage of the Active 
Set method for predictive control is that once an initial feasible so lution bas been found, 
future iterations will remains feasible . In many predictive control problems it is the 
feasibility rather than the exact optimality that is most important. Interior Point methods 
are a rival family of algorithms that can potentially provide reduced computational 
complexity for large problems. This approach has also lead to the intense research into 
Linear Matrix Inequalities. One of these algorithms does not stand out above the other 
and the best one to use will vary with the problem at hand. A brief description of the 
approach of each of these methods is given in reference [44]. 
For systems that are non-linear or contain non-linear constraints, the optimisation 
cannot be written in the standard fonn shown in (2. 17) and (2.18) and can therefore not 
be solved using quadratic programming. Several optimisation algorithms are available 
to solve this kind of problem, with sequential quadratic programming (SQP) providing a 
direct extension from the linear case. When adopting SQP, the algorithm makes a 
quadratic approximation to the true non-linear optimisation and then implements an 
iterative approach until the solution to the true non-linear system is found. As 
effectively many separate QP problems are solved, this makes the non-I inear 
optimisation much more computationally expensive. 
2.4.4 Stability 
The stability of MPC is a topic that has attracted a significant amount of interest within 
the research literature, with literally hundreds of contributions proposing various 
methods of guaranteeing stability of the closed-loop. These contributions nearly all fall 
into two main categories of terminal penalty based methods and stability enforced MPC, 
although some studies have demonstrated stabi lity in the absence of either a tenninal 
penalty or a stability constraint (see reference [27] for example). 
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The first and most widely adopted approach to guaranteeing stability of MPC schemes 
is through the introduction of a terminal penalty weighting into the performance index. 
For the system in (2. 11 ) the perfonnance index in (2 . 14) is modified to provide an 
additional weighting on the last state in the prediction hori zon. 
(2 . 19) 
If the terminal penalty matrixP = Q + Q.,. is chosen to satisfy certain conditions, the 
performance index can be used as a Lyapunov function and the stability of the closed-
loop is established. Consider the fake a.lgebraic Riccati equation 
(2 .20) 
According to reference [33) if a stabilizing gain K and weighting matrix P can be 
defined such that the above relationship holds, if P is chosen as the terminal penalty 
weighting in (2 . 19) the performance index is defined as a Lyapunov function and 
stability of the closed-loop is establi shed. 
This type of approach has been successfully applied in a range of applications. For 
linear unconstrained systems a terminal penalty matrix satisfying (2.20) can provide 
global stabili ty of the closed-loop system/S}. For stable linear systems with input 
constraints, global stabi li ty can also be proven by choosing the terminal penalty matrix 
as the solution of the Lyapunov eq uation (equivalent to so lving (2.20) with the 
stabilizing gain K equal to zero). This provides a globally stabilizing solution even in 
the presence of control constraint, as the open-loop dynamics are globally stabilizing 
(see reference [48]). References [11) and [24) implement an interesting variation on the 
approach by guaranteeing stability with an additional penalty on the first step in the 
prediction hori zon rather than the last The authors argue that this is an improvement on 
terminal penalty based methods as there is less uncertainty associated with the first step 
in the prediction horizon. 
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The application of terminal penalty based model predicti ve control is extended 1.0 time-
varying systems in references [28) and [29]. A terminal penalty matrix is derived that 
guarantees closed-loop stability even for the time-varying case. The resulting terminal 
penalty matrix is time-varying even for time-invariant systems. Although the analysis 
carried out in reference [33) is formulated in a time-varying manner, in re ference [29) 
the author notes that infeasibility problems make th.is a non-practical solution to the 
time-varying case. The analysis presented in references [28) and [29) demonstrates a 
step forward in the application of stable MPC to time-varying systems, although the 
abi li ty to tune a system with a time-varying terminal penalty may be a non-trivia l task. 
2.4.4.2 Stability enforced MPC 
A second important class of stable model predictive control algori thms is implemented 
by imposi ng an explicit constraint on one or more states wi thin the prediction horizon. 
These constraints are chosen to force contraction of a particular Lyapunov function and 
thus guarantee asymptotic stability of the closed_loopIJO l,i471• For the system in (2. 11 ) the 
performance index in (2.14) is minimised subject to the fo llowing constraint. 
x(k + Il k Y P x(k + Il k) < x(k Y P x(k) (2.2 1 ) 
where P > O. 
If a Lyapunov function is defined such that V(k) = x(k Y P x(k) , the va lue of this 
Lyapunov function at the proceeding time step becomes 
V(k + 1) = x(k + I1 k r P x(k + I1 k) (providing the plant model is accurate and 
x(k + I) = _i:(k + Il k). Therefore V(k + I) < V(k) and stability is guaranteed through the 
decreasing Lyapunov function . 
Although this approach is intuitive, care must be taken in the choice of the constraint 
matrix P , as the proof is based on the assumption that the constraint in (2.21) remains a 
feasible so lution to the optimisation problem. If at some point the optimisation is not 
feasible under this constraint, the stability argument breaks down and perhaps more 
importantly an optimal control solution is not derived. For open-loop stable systems, 
reference [73) introduces a constraint in the form of (2.21) withP chosen as the solution 
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of the Lyapunov equation ATpA - P = - Q , where Q > Oand A is the discrete system 
matrix of the open-loop plant dynamics. This ensures (2.2 l ) remains a feasib le solution 
to the problem as the control input u(k) = 0 can always satisfy this constraint. 
Reference [73] a lso guarantees robust stabi lity by ensuring the state contracts for all 
uncertain plants within a predefined set. In reference [5] a similar auxiliary Lyapunov 
function is chosen to guarantee asymptotic stability of the closed-loop. Once again thi s 
ana lysis assumes the open-loop dynamics are asymptotically stable, however the author 
argues this assumption is unrestrictive as unstable systems can be pre-stabilized using a 
preliminary contro l law. 
In reference [l2] a more general stability constrained approach is derived for which an 
open- loop stable configuration is not required . This approach implements the constraint 
1I_\'(k + 1/ k )1' ~ Ilx(k )1' - .BII/ (x(k »)1' for fJ ~ I , which effectively chooses P as the 
identity matrix. As the constraint is on ly imposed as a negative semi-definite, the 
additional term enforces reduction of the Lyapunov function V(k) = Ilx{k )1' , 
guaranteeing asymptotic stabi li ty. Appropriate ana lytical study demonstrates a c losed-
form solution to this problem always exists providing a feasib le so lution to the 
optimisation problem (assuming actuator constraints are not violated). This approach is 
on ly applicable to fully controllable LTI systems. 
The major disadvantage of enforcing stability of the contToller in this manner is the 
additional constraint introduced within the optimisation problem . Although efficient 
methods of so lving quadratic optimisation problems with linear constraints exist, 
inclus ion of a quadratic constraint in the form of (2.2 1) requires a more complex 
optimisation algorithm. The optimisation problem cannot be solved using quadratic 
programming and instead an extension must be made to sequential quadratic 
programming. As the additional constraint is included solely for the purpose of stabi lity, 
the achievab le performance may also be degraded. Depending on how restrictive the 
stability constraint is, many possible optimal solutions may not satisfy the constraint 
(although may still represent a stable control law) thus reducing the freedom of the 
controller to minimise the true objective function. 
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2.5 Stability of Time-Varying Periodic Systems 
A useful technique of analys ing the stabili ty of periodic systems is through Floquet 
analysis. This technique is used frequently throughout this thesis to demonstrate closed-
loop stability and the theory behind th is approach is di scussed briefl y here[68I. Consider 
the discrete-time model of a time varying periodic system shown below. 
(2.22) 
Equation (2.22) can be iterated over one period of the system as shown in (2.23) 
(2 .23) 
where (J> " = A(k + N - 1)A(k + N - 2) .. . A(k) represents the transition matrix of the 
periodic system and 'l' is the period of the system 
Equation (2.23) has effectively converted the time-vary ing system in (2.22) into a time-
invariant representation with a larger sampling interval. The stab ility of the periodic 
system can therefore be verified in the usual way by ensuring the eigenvalues of the 
transition matrix in (2.23) lie within the unit disk. 
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2.6 Conclusions 
The use of magnetic dipoles to regulate the attitude of an Earth orbiting satellite can be 
an effective technique if used in the right appl ication. For satellites with stringent 
pointing requirements or at a high orbit altitude, magnetic actuation is not suitable. For 
low Earth orbiting satellites with more relaxed pointing requirements, the use of 
magnetic actuation can provide a lightweight, smooth and cost·effective method of 
control. The primary cha ll enge when using magnetic actuation is the reduced degree of 
controllability, with the axis instantaneously parallel to the Earth ' s magnetic fie ld vector 
being uncontrollable. For satellites operating on an inclined orbit, the magnetic fie ld 
vector rotates with respect to the spacecraft, a llowing for 3-axis control in the long tenn. 
This does however present a significant challenge from a control perspective. 
Within the literature, many researchers have considered the design of control laws for 
magnetically actuated spacecraft. In the simplest case these are approximations to 
constant gain I'D controllers, or are extended to consider adaptive controller gains that 
vary according to the Earth's magnetic fie ld. The pseudo periodic nature of the Earth 's 
magnetic field has seen several authors develop upon these PD controllers by 
investigating the use of linear quadratic regulation. Good performance has been 
reported in many of these papers with extensions also proposed to consider optimal 
di sturbance rejection. Although optimal control approaches dominate much of the 
research li terature, many other techniques, including sliding mode control, H2 and H", 
approaches, have all been investigated. 
More recently model predictive control has been studied for regulation of magnetically 
actuated satellites. The nature of MPC makes it a very suitable candidate for this 
application, with the few research works investigating its use reporting very promising 
findings. Establishing stability of MPC for magnetically actuated satellites still remains 
an open problem, with current applications only able to verify stability through Floquet 
ana lysis. The use of MPC is also yet to investigate the effects of disturbance 
compensation, seen to be so effective when considered in an infinite horizon 
formu lation. This leaves significant scope to tackle these problems and develop upon 
the existing approacbes of MPC for magnetic attitude regulation. 
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3. GOCE Satellite and Simulation Environment 
3.1 Introduction 
The aim of thi s chapter is to introduce the benchmark satellite used throughout this 
thesis, as well as the simulation and control tools developed in order to implement the 
proposed controller des igns. Section 3.2 describes the OOCE satellite, the aims and 
objectives of the OOCE mission and the requirements of the attitude control system. 
Section 3.3 describes the simulation environment developed to validate the proposed 
control laws. 
3.2 The GOCE Satellite 
As part of the European Space Agency' s (ESA ' s) Living Planet Programme the Oravity 
Fie ld and Steady-State Ocean Circulation Explorer (OOCE) sate llite is dedicated to 
measuring the Earth ' s gravity field and modelling the geoid with extremely high 
accuracy and spatia l resolution. 
A precise model of the Earth ' s geoid is crucial for deriving accurate measurements of 
ocean circulation, sea-level change and terrestrial ice dynamics, all of which are 
affected by climate change. An improved knowledge of the geoid wi ll contribute to a 
better understanding of the Earth ' s interior, such as the physics and dynamics associated 
with volcanoes and earthquakes. The OOCE mission seeks to provide the most accurate 
model yet of the Earth's geoid with the fo llowing miss ion objectives: 
• Determine the gravity field anomalies with an accuracy of I mGal 
• Determine the geoid with an accuracy of 1-2cm 
• To achieve the above at a special resolution better than IOOkm 
In order to achieve the above objectives the OOCE satell ite is equipped with a high 
accuracy gradiometer. Comprised of 3 pairs of 3-axis servo contro ll ed accelerometers, 
the onboard gradiometer wi ll allow gravity gradients to be measured in all spatial 
di rections for the first time. In order to sati sfy measurement accuracy the satell ite 
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operates on a low Earth orbit of250km at near polar inclination of96.5° to the Equator. 
Figure 3.1 illustrates the configuration of the GOCE atellite. This diagram is neither 
accurate nor to scale and is only intended to show the basic satell ite layout and 
orientation of the body axes. 
Xsc Xsc 
I \ 
/" ~ 
\ - se I \ y.fC 
Vsc 
Zsc 
I 
Figure 3.1: The GOCE satellite 
The principal inertia values of the satelli te are summarized in Table 3. I . The 
configuration of the GOCE sa tellite is slIch that the inertia about the roll ax is is 
33 
3. Iht: ljOCI Satcllitc anti SlIllulatlon 1.111 Ironl11cnt 
significantly lower than that of the other two axes. As the pitch dynamics of a spacecraft 
are only gravity gradient stabilized whenJ, > J, 1561, the OOeE satellite is configured 
such that the pitch dynamics are unstable in open-loop. This presents an additional 
challenge when considering regulation of the attitude dynamics. 
Table 3.1: GOCE inertia data 
Principal Axis Inertia kg.m' 
Roll 152.2 
Pitch 2690.8 
Yaw 2652.6 
The inertia parameters are subject to uncertainty which must be considered in any 
controller robustness analysis. The principal inertia matrix can vary by up to ten percent 
around the nominal value stated above. In addition , inertia cross products can exist 
between the following boundsI5;1. 
-5.5<1", < 5.5kgm2 -0.9 < 1", <0.9kgm2 
For attitude determination OOeE is equipped with three star trackers and two digital 
sun sensors l551. The acceleration measurements made by the onboard gradiometer are 
also made available for the attitude control loop. The satellite is not equipped with rate 
gyros and any required angular rate information must be determined through state 
estimation. 
For attitude regulation the OOeE satellite is equipped with three sets of internally 
redundant magnetic torque rods. Due to the low Earth orbit these actuators can provide 
large enough control torques to regulate the satellite attitude. The use of magnetic 
torque rods also avoids the impulsive nature of thrusters and micro-vibrations due to 
reaction wheels, which would otherwise corrupt the sensitive gravity measurements 
taking place. 
To maintain suitable measurement accuracy, the OOeE satellite is subject to 
performance requirements on pointing angle, angular rates and angular accelerations. 
These requirements are shown below in Table 3.2. 
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Table 3.2: Attitude controller requirements 
GOCE Controller Req uirements Roll Axis Pitch Axis Yaw Axis 
Pointing Max Va lue [deg] 8.7 " 8.7 j 
Max Value 
Angular Rate 2e-4 3e-5 2e-4 
[rad/s] 
Angular Max Value 
1. 8e-6 ge-7 ge-7 
Acceleration [rad/s2 ] 
3.3 Simulation Environment 
In order to accurately represent the GOCE satellite and reali stically validate the 
proposed contro l strategies, a high fideli ty simulation model has been developed by the 
European Space Agency and Loughborough University. This simulator intends to 
accurately represen t the satellite dynamics, the onboard hardware and the external 
environment. The following section describes the relevant aspects of the simulator 
model and any assumptions made. The orbital model has been provided by ESA, with 
the attitude dynamics model developed at Loughborougb University as part of thi s 
research work. 
3.3.1 Orbital Model 
3.3.1.1 Orbital Dynamics 
Within the orbital dynamics model, predictions of inertial posi tion are carried out using 
a GEMlO gravitational model. Geopotential harmonics are modell ed to fourth order to 
simulate the effects of the Eartb 's gravitational fie ld; lunar and solar gravitational 
effects are not considered. The linear velocity contro l is assumed to be of sufficiently 
high bandwidth that the change in forward velocity due to the net effect of aerodynamic 
drag and IT A thrust is negligible. 
The aim of this model is not onJy to predict the evolution of inertial position, but also to 
implement environmental models. At each inertial position, magnetic field, wind 
velocity and air density models are applied to calculate the environmental conditions 
througbout the simulation. This environmental information is transformed into the local 
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level reference frame and stored at a sampling interval of I s to provide environmental 
data for use within the attitude dynamics model. 
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Figure 3.2: Orbital propagation model 
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Figure 3.3: Environmental model 
The remainder of thi s section di scusses the assumptions made within these 
environmental models. 
3.3.1.2 Earth's Magnetic Field 
The Earth ' s magnetic fi eld can be modelled with varying levels of complexity 
dependi ng on the accuracy required. As this thesis is concerned with magnetically 
actuated satellites, the Earth ' s magnetic fi eld is an important variable that shou ld be 
modelled with the appropriate accuracy. For the purposes of numerical simulation an 8th 
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order IGRF mode l is used to accurately represent the Earth' s magnetic field . Variation 
of the fie ld over several orbits is ill ustrated in Figure 3.4. The magnetic field variation 
ill ustrates why the assumption of an orbital periodicity is a questionable one to make 
within controller design, as the higher order harmonics clearly have a significant effect 
on the true magnetic field. 
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Figure 3.4: 8th order IGRF model of Earth 's magnetic field (LL reference frame) 
3.3.1 .3 Wind Model 
To model the effect of the wind on the spacecraft, the Earth' s atmosphere is assumed to 
rotate with the Earth. In the satellite reference frame thi s adds a component of velocity 
across the spacecraft Y axis, which will change direction each half orbit (as the satell ite 
travels over the poles the rotating air wi ll approach from the opposite direction).The 
primary velocity component will be due to the satellite motion abo ut the Earth and 
provides a near constant velocity in the negative X axis of the local-level reference 
frame. In addition, perturbations in the satel lite orbit due to the higher order 
gravitational terms wi ll provide additional wind velocities (although these are relatively 
insignificant in comparison to the tenus discussed). The wind model in the loca l-level 
reference frame is shown below in Figure 3.5. 
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Figure 3.5: Wind model in local level reference frame 
3.3.1.4 Air Density Model 
The density of the upper atmosphere is modelled using an MSIS90 11 8] model. In 
addition the air density model takes into account small-scale variation of the air density 
with a multiplicative factor. The mUltiplicative factor is a gauss-markov random process 
with saturation tuned to have 20% variation ofthe air density in 15 secondsl181 . 
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Figure 3.6: Air density model 
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3.3.2 Attitude Dynamics Model 
With the orbital model providing the necessary environmenta l data, simulations of the 
attitude dynamics can take place. Wherever information regarding the Earth ' s magnetic 
field, wind velocity or air density is required it is retrieved from stored data. This avoids 
the need to reproduce extremely time consuming orbital propagation simulations for 
every simulation of the attitude dynamics. 
GOCE Attrtude Dynamics Model 
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Figure 3.7: GOCE simulator model (formulated in SIMULlNK®) 
3.3.2.1 Non-Linear Dynamics 
The attitude dynamics of an Earth orb iting sate llite are fu lly described by Euler's noo-
linear equations introduced in Section 2. For the attitude regul ation problem 
linearization of these equations provides a very good approximation of the true non-
linear system and is used for controller des ign and analysis throughout this thesis. For 
the purpose of numerical simulation a full non-linear model is used to validate the 
control laws in order to represent the true attitude dynamics as accurately as possible. 
To model the gravitational torques, equation (2. 5) is used. Although the higher order 
geopotential harmonics can have significant effect on the satellite orbital dynamics, the 
effect of these higher order terms is negligible when considering the gravitational 
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torq ues. Even for low Earth orbiting sate ll ites the neglecti ng of these terms only results 
in a loss of accuracy of less than a few tenths of a percent (see reference [2]). 
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Figure 3.8: Attitude dynamics model 
Environmental Model 
The environmental data gathered during simll lation of the orbital dynam ics is retrieved 
for use wi thin the attitude dynamics simulation. The air density mode l can be used 
di rectly, whi le the magnetic fie ld and wind ve locity must be rotated into the spacecraft 
reference frame through the current attitude quaternion. 
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Figure 3.9: Environmental model 
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3.3.2.3 Aerodynamic Torques 
The interaction of the upper atmosphere with the surfaces of a satellite produces a 
torque about the spacecraft centre of mass. For satellites on a low Earth orbit tbe 
aerodynamic torque is tbe dominant environmental di sturbance torque. The effect of the 
aerodynamic torque is determined by the velocity of the wind, the density oftbe air, the 
geometry of the spacecraft and the di stance between the aerodynamic centre of pressure 
and the centre of mass. 
To represent the wind velocity and air density, envirorunental data from the orbital 
model is util.ised. ill order to assess the effect of the upper atmosphere on the satellite 
body, assumptions must be made regarding the GOCE configuration. The primary 
surfaces contributing to the aerodynamic forces are the wings, side panels and front 
panel of the spacecraft. These three surfaces are modelled as flat plates. The first plate 
has a surface area of 0.9m2 and is assumed nonnal tn the spacecraft X axis, representing 
the front panel of Ihe spacecraft body. A second pla te with a surface area of 12m2 is 
assumed normal to the spacecraft Y axis and represents the upper and lower side of the 
wing. The third and final plate of 5m2 is assumed normal to the spacecraft Z axis and 
represents the side panels of the spacecraft bodyll81. 
An approximation to the total aerodynamic force can be obtained using a 
particle/surface interaction model based on free-molecular flow theory. The 
aerodynamic force acting on a flat plate can be represented by the following expression 
(see references [3] and [66]). 
where F is the aerodynamic force 
A is the plate area 
(T" is the normal momentum exchange coefficient 
(Tt is the tangential momentum exchange coefficient 
V is the unit spacecraft velocity vector 
IV is the outward unit vector normal to A 
41 
(3 . 1 ) 
3. Ih~ GOCI' Satellite ano Simulation Im ironmel1\ 
N 
F 
L---_ _ > ~:--____ _ . ,v 
Wind Velocity A 
Figure 3.10: Aerodynamic force on flat plate 
Once the aerodynamic force acting on each plate has been calculated, the disturbance 
torque due to the upper atmosphere is detennined by taking the cross product of the 
aerodynamic force and the vector of the di stance between the centTe of mass and centTe 
of pressure. The nominal centre of pressure location is situated on the spacecraft x axis, 
0.1 m behind the centre of mass. Under worst case conditions this can shift to a most 
rearward position of O.2m behind the centre of mass. Figure 3. 11 shows the di sturbance 
torques due to the upper atmosphere. The primary di sturbance is about the yaw ax is due 
to the side forces induced by the Earth ' s rotation. 
·s _X ~10~-' ____ -r ____ '-____ '-____ '-__ -' ____ -r ____ '-____ '-__ -' E 1 r 
~ 0.5 
~ 
" !: o ~------------------------------------------------------I 
{:. -0.5 
_1 L-__ ~ ____ -L ____ ~ ____ L-__ ~L-__ -i ____ -L ____ ~ ____ L-__ ~ 
2 3 4 5 6 7 8 9 10 
2 
2 3 4 5 6 7 8 9 10 
o 
_1 ~ __ -L ____ ~ __ ~~ __ -L ____ ~ __ ~ ____ ~ ____ ~ __ ~ ____ ~ 
o 2 3 4 5 6 7 8 9 10 
No. of orbits 
Figure 3.11 : Aerodynamic disturbance torques 
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3.3.2.4 Ion Thruster Assembly 
As the GOCE satel lite operates on a low Earth orbit, the aerodynamic forces acting on 
the satellite are significant and, if unaccounted for, would lead to decay of the satell ite 
orbit To maintain required orbital speed and a ltitude the GOCE sate llite is equ ipped 
with an ion thruster assembly (IT A) used to counteract the externa l drag forces caused 
by the upper atmosphere. The TT A is located O. l m along the spacecraft z axis and 
therefore offset frolll the centTe of mass location. In addition the ITA is subject to 
misalignment of up to 0.3 0 rotation out of the x-z plane. The combination of these 
effects creates a significant di sturbance torque within the attitude dynamics. For a 
misalignment of 0.3° Figure 3. 12 ill ustrates the leve l and profile of these di sturbances. 
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Figure 3.12: Disturbance due to ion thruster assembly 
3.3.2.5 Solar Pressure Torque 
Ln addition to aerodynamic and thruster di sturbances, the GOCE satellite will 
experience disturbance torq ues due to solar pressure. Analysis carried out in reference 
[1 9] shows that the worst case solar pressure torques are between 1 and 2 orders of 
magnitude small er than those produced by the IT A, external aerodynamics and gravity 
gradient As a resul t these torques are considered negligible and are not taken into 
account within the simulation model. 
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3.3.2.6 Sensors 
For attitude determination the GOCE satellite is equipped with star sensors, sun sensors 
and accelerometers. Unfortunately the characteristics of these sensors have not been 
made available for thi s research project and the resulting sensor hardware cannot be 
accurately modelled. Reference [19] suggests expected noise characteristics of the final 
measured pointing angle and angular acceleration. For the purpose of incorporating 
expected sensor error, the measured state vector is corrupted with white noise according 
to these characteristics. As already di scussed the GOCE satellite is not equipped with 
rate gyros and any angular velocity information must be obtained using state estimation. 
Table 3.3: Sensor noise characteristics 
Measurement Units Noise Power 
Star Tracker rad' le-8 
Accelerometer (rad/s')' 2.5e-1 6 
In addition to position sensors and accelerometers, the GOCE satellite is also equipped 
with magnetometers used to measure the Earth 's magneti c fie ld for use within the 
attitude control law. These magnetometers can measure the Earth's magnetic fie ld with 
high accuracy, but are subject to the fo llowing characteristics. 
Table 3.4: Magnetometer characteristics 
Parameter Units Val ue 
Sampling rate Hz 2 
Measurement delay ms 100 
Measurement range nT ±70000 
Resolution nT 2.1 36 
Bias nT 50 
Noise nT 25 
44 
3 rhl: GOCI· Satdilte and Sllllulallon I IlIIWnml':nt 
3.3.2.7 Magnetic Torquer Assembly 
GOCE is equipped with three magnetic torque units, each a li gned with the x, y and z 
axes of the spacecraft reference frame. Key characteristics of the torquer assembly are 
described below. 
Table 3.5: Magnetic torquer assembly characteristics 
Parameter Units Value 
Command update Hz 2 
Actuation delay ms 100 
Maximum dipole Am' 400 
Maximum residual dipole Am" 2. 1 
Misaligrunent per axis deg 2 
3.4 Conclusions 
This chapter has introduced the GOCE sate llite and simulation environment. With a 
mission to provide accurate measurements of the Earth ' s gravity field, the GOeE 
satellite is placed on a low Earth orbit to provide suitable measurement accuracy. For 
actuation the GOeE satellite relies on the smooth control provided by magnetic torque 
rods. The inertia distribution of the GOCE satellite also leads to an unstable pitch 
configuration, which presents a further challenge from a control perspective. 
To validate the control laws to be developed in this thesis, a high fidelity simulation 
model has been developed by Loughborough University and the European Space 
Agency. For the most computationaJly efficient simulation approach, the GOCE 
simulator comprises a separate orbital and attitude dynamics model. The orbital model 
provides predictions of inertial position using a fourth order hanmonic model of the 
Earth ' s gravity field . Within thi s simulation calculations of magnetic fie ld strength, 
wind velocity and air density are made and stored for use within the attitude dynamics 
model. 
To simulate the attitude dynamics a fu ll non-linear dynamics model has been generated 
with external torques from the aerodynamics and ion thruster assembly taken into 
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account in addition to the Earth 's gravi ty gradient torque. Wherever possible onboard 
hardware is simulated, with the magnetic torque rods and magnetometers modelled 
using the characteristics specified in reference [19]. Accurate sensor information is not 
avai lable, however the star sensor and accelerometer measurements are corrupted with 
representat ive noise. As the satellite is not equipped with rate gyros, this is also 
reflected in any simulations and state estimators wi ll be designed to obtain angular rate 
information required for any feedback control. 
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4. PD Attitude Control of Magnetically Actuated Satellites with 
Uneven Inertia Distribution 
4.1 Introduction 
When designing a satellite attitude control system, a number of factors affect the type 
and complexity of the control law to be used. The performance achievable through a 
given control law is obviously a higb priority, but thi s must be weighed up against other 
considerations such as the onboard hardware required to implement the controller. 
Magnetic control is often used on low-cost sate llites and as a result the onboard 
hardware is relatively primitive and the limited computational resources are at a 
premium. In such cases the computational burden associated with model predictive 
control or other advanced techniques make these approaches unsuitable and a simpler 
solution to the control problem must be found. 
PD control is often used for attitude regulation of magnetically actuated satellites, 
primarily for its simplicity and ease of implementation. A well estab lisned method of 
implementing PD control is through "torque-projection", whereby the control torque is 
calculated as if full controllability is avai lable, and is then projected onto the plane 
orthogonal to the local magnetic field for implementation (see Cbapter 2 for further 
description of tbis " torque-projection control"). This method of implementing the 
control signal is very intuitive and effectively minimises the Euclidean norm of the error 
between the required and implemented control torques. 
For satel lite configurations where the inertia about each axis is of the same order of 
magnitude, this type of approach is sensible and leads to adequate performance at 
minimal computational burden. It has been found however, that this method cannot 
provide adeq uate performance for sate llites with GOCE configuration which have an 
uneven inertia distribution (as shown in Table 3.1 , there are significant differences in 
the inertia of the roll axis in comparison to the pitch and yaw axes). The reason for the 
degradation in perfonnance is due to the numerical values of the control torque. A low 
inertia axis in general requires lower control torques to regulate the attitude when 
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compared to an axis of higher inertia. Once the Euclidean norm of the overall torque 
error is minimised, often the control torque abo ut the low inertia axis is relative ly 
insignificant and the applied torque after projection can be largely different to the torque 
desired. This effect of torque projection control on satellites with uneven inertia 
distribution is first identifi ed in thi s thesis. 
This chapter tackles the weakness in this aspect of the torque-projection control and 
proposes a modified controller whereby a weighted norm of the torque error is 
penalised. This is also extended to include a weighted feed-forward controller to attempt 
to counteract the significant di sturbances due to the external environment This chapter 
is structured as follows. Section 4.2 introduces a numerical example to illustrate the 
problems when applying standard torque-projection methods to satell ites with an 
uneven inertia distribution. Section 4.3 proposes a modification to the torque-projection 
approach by considering minimising a weighted error to give improved perfonnance 
about the low inertia axis. This allows the low inertia axis to be more fairly considered 
within the optimisation process, while also deriving a closed-form control solution only 
margina lly more complex than the standard torque-projection approach. Section 4.4 
extends thi s approach to a feed-forward compensator, while Section 4.5 considers 
performance of the proposed controller when appli ed to the GOCE simulator. This 
section concludes with a rigorous simulation campaign to veri fy the stability and 
robustness of the controller to the most significant environmental uncertainties. 
4.2 Torque Projection PD Control: An Example 
The problem of using the torque-projection approach is best illustrated with a numerical 
example. The GOCE satellite is fully described in Chapter 3 and is used as the 
benchmark for thi s investigation. A PD controller is designed assuming full 
controllability to give tbe ideal feedback 
(4.1) 
The gain matrix K"D is chosen to give suitable closed-loop perfonnance using pole 
placement techniques. The placement of the ideal closed-loop poles is summarised in 
Table 4. 1. 
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Table 4.1 : Closed-loop PO controller specifications 
Satell ite Axis Closed-loop speci fications Pole Locations 
Damping Ratio Nat Freq. (rad/s) 
Pitch 0.707 3.5000 -2V2wo( I ± i) 
RolI/Yaw 0.707 000/4 -0. 125V2wo( I ± i) 
0.707 wo/2 -0 25V2ooo(1 ± i) 
Placement at these pole locations leads to the following gain matrix. 
0 - 2.7e-9 9.4e - 2 
[-"' - 4 Kr'll = 0 5.Se - 2 0 0 
o 
15.6 
o 
(4.2) 
- 4.8e-8 0 - 3.0e - 3 - 0.68 
As deta iled in Chapter 2, once the ideal control signal has been calculated, the magnetic 
dipole vector and resul ting control torque are calculated by projecting the ideal torque 
onto the plane orthogonal to the magnetic field vector. The magnetic dipole moments 
and resulting torque are described by equations (4.3) and (4.4). 
(4.3) 
8 x T x B ( 8 8 T J T, = mllg Ideal mag = I _ "/IlK IIIlIg T. 
I1J 1 12 J 8 T 8 ,deal B"'lIN mtlg mng 
(4.4) 
Ln order to demonstrate tbe problems associated with this approach, a simple dipole 
model of the Earth's magnetic field is assumedl521. 
[
COS {V 0' sill i", 1 
B Jif . 
mag = -J -COS/m 
Cl 2 Sifl{V 0' sill. i", 
(4.5) 
where f1 f is the dipo le fie ld strength (T) , Cl is the semi-major axis of the satell ite orbit 
(m), Wo is the orbita l frequency (rad/s) and i", is the orbital inclination (rad). 
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For illustrative purposes a time instant of t = 2n/ 30)0 is chosen along with an orbital 
inclination of im = n/ 2 This leads to a dipole field strength of 
Bmag = [- 1.36e- S 0 4.70e-SY . The satellite state vector is chosen as a typical 
value ofx =~[l 0.01 1 le - 3 le - 4 le - 3f". Applying the control law given 
180 
by equations (4. 1)-(4.4), the commanded and implemented torques are summarised in 
Table 4.2. 
Table 4.2: Torque error through projection approach 
Commanded Torque Implemented Torque 
(iJ,Nm) (iJ,Nm) 
Roll axis -1.64 8.16 
Pitch axis -36.83 -36.83 
Yawaxis 36.30 2.36 
The first thing to note from Table 4.2 is that the commanded pitch torque is fully 
implemented by the torque projection controller. As the pitch axis is always controllable 
through one of the lateral dipole moments, control about thi s axis can always be 
implemented and demonstrates the torque projection control to be very suitable for 
regulation of the pitch axis. 
Turning attention to the roll and yaw axes it is clear that the commanded torque about 
each of these axes is not successfully implemented. This is not a surpri sing result, as tbe 
restrictions due to the use of magnetic control will obviously limit the authority of the 
controller. The main concern comes when analysing the numerical values of the 
commanded and implemented torques and the resulting angular accelerations imparted 
about the roll and yaw axes. 
A control torque of36flNm is commanded about the yaw axis which, when normalising 
with respect to the yaw inertia, gives a commanded angular acceleration of 
1. 3 x 10-8 rad/s2 After the torque projection has been carried out the implemented torque 
is reduced to just 2ftNm, with corresponding angular acceleration of 7. S x 10-10 rad/s2 
so 
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For the roll axis a torque of -1.5JlNm is commanded which, when normalising with 
respect to the roll inertia, gives a commanded angu lar acceleration of l.O x 1O -8rad/s2 
Note that this acceleration is similar in magnitude to that commanded about the yaw 
axis even though the commanded control torque is mllch smaller. Once the torque 
projection has been carried out the commanded torque is +8JlNm. This corresponds to 
an angular acceleration of 5.2 x 10-8 rad/s2 in the opposite direction to that commanded. 
Although the controller is minimising the overa ll torque error, no consideration is 
placed on the fact that torque errors in the roll axis induce much larger acce leration 
errors due to the lower satellite inertia. This different scaling of the numerical values 
within the optimisation problem leads to poor perfonnance about the low inertia axis 
and needs to be addressed when considering control of sate llites with an uneven inertia 
di stribution (as will be demonstrated in this study). 
4.3 Weighted PO Control 
The example in the previous section shows that when minimising the Euclidean norm of 
the torque error, the low inertia axis is given very low priority within this minimisation 
process. The overall torque error may be minimised, however the effect of the error 
about the roll axis can be significant due to the lower inertia about this axis. In order to 
tackle this weakness, a modification to the standard "torque-projection" implementation 
is proposed. 
4.3.1 Derivation of Weighted PO Controller 
A commanded control torque is calcul ated according to (4. 1), providing an ideal control 
input that would be implemented if ful l controllabili ty was avai lab le. As the torque is 
restricted to lie in the plane orthogonal to the Earth ' s magnetic field vector, this 
commanded torque must be modified in order to be implemented. Instead of minimising 
the Euclidean norm of the torque error, consider minimisation of the modified 
performance index in (4.6). 
(4 .6) 
subject to the constraint 
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(47) 
where 1',d,,' is the commanded torque, TWI'D is the torque to be implemented, QWI' I) is a 
di agonal matri x such that Q WI'I) = diag(q ",/I q 1" "" q y" .. ) and q ' 0/1' q p"d, , q Y'" are 
positive scalar values. 
As ~ Ti~'" QWPD Tid"" is a constant thi s simplifies to the following optimisation problem 
(4.8) 
subject to the constraint 
(4 .9) 
Equation (4.8) is now in the form of a general quadratic programming problem subject 
to an equality constraint. As a result it is possible to derive an explic it solution for the 
control torque through Lagrange multipliers. The necessary Lagrange conditions for thi s 
problem are (Lagrange approach for QP probl ems deri ved from reference [43]). 
Q \VI'D T'fI'D + B mag A - Q WPI) Tid,a' = 0 
where A is the Lagrange multiplier. 
From (4.10) the following equation can be derived. 
Substitution into (4.11 ) leads to 
- B T Q-' B A B T T - 0 
nwg WI'D mag + mag · ideal -
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(4.10) 
(4. LL) 
(4.12) 
(4.1 3) 
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I·knce solving for the Lagrange multiplier leads (0 
( T -I )-1 T It == B "WC Q WPD B nIag B mag Tideul (4 14) 
Finally, substitution of (4. 14) into (4.12) gives 
- I ( T Q-' )-' r 
TWill) = Tidea! - Q WPD B mag B mag WI>I> B mag B mug Tideal ( 4.1S) 
For many optimisation problems the matri x inverse in (4. IS) makes direct so lution of 
the problem not numerically attractive, as the matrix (B:ng Q~~PIl Bm"J may be ill-
conditioned. For thi s spec ific optimisation thi s problem is removed as the 
aforementioned matrix is a sca lar value such that 
8 2 8 2 8 2 
(BT Q-' B ) _~+ magy magz nwg WI~f) mag - + . 
q ro ll q pi/ch q yaK' 
(4 .16) 
As the Earth 's magnetic field vector will never be zero in all three satellite directions, 
(B ,;'"g Q ~!PIl Bnw.» 0 if qro,,,qpud,,qynw > 0 and hence (4 . IS ) can now be written in the 
more convenient form. 
( 
Q - I B Br ) T - I _ WI>I) mag mag 
WPD - 3 Br Q -I B T;d<a' 
mag WPO mag 
(4. 17) 
This equation is similar in structure to (4.4) and simplifies to the standard torque-
projection controller if Q WI' 1l is chosen to be the identity matrix. The weighted PO 
approach can also be implemented with just twelve additional scalar mu.itiplications, 
leading to virtually no increase in computational burden when compared with the 
class ical approach. 
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In order to implement the control signal , the dipole moments can be selected in the 
same manner as the standard torque projection control according to equation (4.18). 
B
mtlg x TWPD 
Mw!,/) = 1 
IB"",I 
(4. 18) 
Substitution of thi s dipole moment vector into the magnetic actuation equation in (2 .7) 
determines the torque resulting frol11 thi s choice of dipole moment. As the dot product 
of the weighted PD torque and the magneti c fi eld was constrained to be zero within the 
optimisation problem, equation (4.19) confirms that the resulting torque is identical to 
that required by (4.17). 
T, = M B = Rml/g x ~1'1'I) x BltlflX 
IfII'O WI>D X mug I I '
B mus 
= IB", •• I' TWI'IJ - Bm"~ (TwPD · Bm., ) (4 .19) 
IB""" I 
The tuning process itself can be simplified by considering the more specific case of a 
satellite with one axis of inertia significantly lower than the other two. For the case of 
GOCE thi s is defined by J y "" J , » J ,. As it is the weighting of the ro ll axis relative to 
the pitch and yaw axes that is of importance, the yaw and pitch weighting factors can be 
set to unity and the QWPD matrix specified in the form below. 
(4.20) 
Substitution of (4.20) into (4.17) allows the weighted PD controUer to be implemented 
with just 4 additional scalar multiplications when compared to the torque-projection 
control. 
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4.3.2 Comparison of Weighted PO and Torque-Projection Control 
In order to demonstrate the benefits of using a weighted PO controller, the example in 
Section 4.2 is revi sited. The same magnetic fie ld, state vector and ideal feedback gain 
are chosen, but the control signal is now implemented through equations (4. 17) and 
(4.18). The roll weighting, qroll , is chosen to be 8. 
Table 4.3: Comparison of weighted and torque-projection approaches 
Commanded Torque Torque Projection Weighted PD 
(~Nm) (~Nm) (f1Nm) 
Roll axis -1.64 8. 16 -0.33 
Pitch axis -36.83 -36.83 -36.83 
Yawaxis 36.30 2.36 -0.09 
This control approach does not miraculously allow control of both axes, but does 
provide a more intelligent method of implementing the contro l signal. Consider once 
again the torque about the yaw and roll axes; the implemented torque about the yaw axis 
is now slightly degraded from the torque projection approach, but this degradation is 
relatively insignificant when considering the large inertia of this axis. The control input 
applied about the roll axis is now much more sensible. The commanded va lue of -1 .64 
~Nm cannot be achieved due to the magnetic field constraints however, due to the 
increased weighting within the optimisation process, the controller avoids applying a 
large acceleration in the opposite direction to that commanded. At this particular orbit 
location and state vector, implementation of the desired contTol signal is not poss ible 
regardless of how the torque is se lected. Use of the weighted PO approach avoids 
inducing large unwanted accelerations about the low inertia axis and is done at 
relatively small penalty to the yaw axis. 
The numerical example in Table 4.3 illustrates the motivation for the weighted PO 
approach. The true benefits of adopting a weighted PO controller are best demonstrated 
through a simulation study. The GOCE sate llite is initialised at 1° pointing about each 
satellite axis and is considered under both torque projection PO contro l and the newly 
proposed weighted PO control. The ideal feedback gain is as defined in (4. 1) and the 
ro ll weighting factor is chosen to be 8. 
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Figure 4.1: Response oftorque-projection and weighted PO controllers 
The results shown in Figure 4.1 support the numerical example detailed in Table 4.3. 
When both the roll and yaw errors are large, the torque projection contro ller places 
more emphasis on removal of the yaw error. This is at significant detriment to the ro ll 
axis, which at worst reaches 9° pointi ng error from an initial value of j ust 1°. As the 
yaw error reduces, the controller is able to restore the roll attitude, but this is clearly 
unacceptable performance. When the newly proposed weighted PO controller is used, 
the performance about the two axes is more comparable. The yaw performance is 
degraded (as would be expected), but the pointing error is still within l ° and this 
degradation is far outweighed by the sign ificant improvement in perfo rmance about the 
roll ax is. 
56 
-l "ltilu".: Conlrol or Magncticall) i\cluat~d Satellites \,ith llne\en Inertia Distributioll 
4.3.3 Effect of Varying Roll Weighting Factor 
The introduction of the weighted PD controller provides an additional tuning parameter 
to the control engineer. Selection of an appropriate weighting value is dependent on 
several factors . 
I. The ideal feedback gain: Selection of the ideal feedback gain detennines the 
magnitude of the commanded control torques. As already discussed, it is the 
difference in the magnitude of the commanded torques that causes the numerical 
scaling differences which bias the controller in favour of the higher inertia axes. 
The manner in which this feedback gain is chosen affects the control torques, 
and hence the weighting required to obtain acceptable performance about the 
low inertia axis. 
2. The level of performance required about the low inertia axis: If the pointing 
accuracy about the low inertia axis is of low importance, a low qroil value may be 
suitable to place more emphasis on performance about the other axes. If more 
accurate pointing is required about the low inertia axis the qrol/ value may need 
to be much higher for optimal performance. 
3. External disturbances: The level of external disturbance is very much 
dependent on the satellite configuration and orbit height. As well as providing 
suitable nominal response the feedback control must provide sufficient 
disturbance rejection. If too much weigbting is placed on a given axis this will 
reduce the di sturbance rejection capabilities of the other axes and can degrade 
performance of the overall system. 
The selection of the roll weighting factor is certainly application specific and the most 
suitable value should be obtained through a short trial and error process. The effect of 
varying the weighting is demonstrated in Figure 4.2 .The satellite is initially at pointing 
angles of 10 about each axis and is controlled using a weigbted PD strategy with varying 
qrol/ value. 
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Figure 4.2: Effect of varying roll weighting factor 
Selection of a low weighting factor (qro" = 1) places more significance on the higher 
inertia axes within the optimisation. As already di scussed thi s can lead to poor 
performance about the low inertia axis. Increasing the weighting factor (q ro" = 8) 
significantly improves performance about the low inertia axis at a cost of slight 
degradation to the yaw axi s. Increas ing the roll weighting further (q roll > 50) places 
more emphasis on the low inertia axis and further degrades the performance about the 
yawaxis. 
Remark 4.1: The most important point to highlight here is that each response shown in 
Figure 4.2 is achieved at the same ideal feedback gain. Once the ideal feedback gain has 
been selected, addition of the roll feedback weighting introduces a very intuitive tuning 
parameter that can be used to improve performance about the low inertia axis. 
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4.4 Disturbance Compensation 
As described in Chapter 3, the GOCE satellite is subject to a number of disturbances 
due to the external environment. The low orbit of the satellite leads to significant 
aerodynamic forces that in turn induce di sturbance torques within the altitude dynamics . 
These aerodynamic forces necessitate the use of an onboard thruster to maintain orbital 
velocity, which leads to further di sturbing torques within the attitude dynamics. The 
environmental disturbances have a significant effect on the attitude dynamics and 
consideration of these within the control law is important to obtain the best possible 
controller perfonnance. The disturbances due to the external environment cannot be 
accurately measured, but it is possible to obtain an estimate of these disturbances using 
an appropriate state observer. These estimates can then be used within a feed-forward 
control scheme to improve the disturbance rejection characteristics of the overa ll control 
law (as shown in the overa ll control configuration in Figure 3.7). 
4.4.1 Kalman Filter Design 
The external disturbances acting on the satellite are complex and can only be fully 
described by a high order Fourier decomposition. For the purpose of a state estimator 
this is obviously restrictive. Fortunately, analysis of the external envi ronment shows 
that the primary disturbance torques occur at the freq uencies 0, 0)0 and 20)01511 (where 0)0 
is the orbital frequency) . As a result it is these frequencies that should be considered 
when deriving a disturbance model. Investigations show that sufficient accuracy can 
even be achieved by just considering a constant di sturbance model and thus, in keeping 
with the approach of minimising contro ller complexity, this is the disturbance model 
chosen (the effect of increasing disturbance model complexity is investigated in Chapter 
5 when considering model predictive attitude control). 
The constant disturbance model can be defined in a di screte-time formulation as shown 
below. This model makes the assumption that the mean disturbance changes sufficiently 
slowly that it can be considered constant. In addition a white noise tenn is added as is 
typically assumed in the Kalman filter design process. 
(4.21 ) 
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where d(k) is the di sturbance torque and V(k) is white noise. 
The linear satellite dynamics model in (2.6) can be discretised to form the following 
di screte-time state space description 
x{k + 1) = CJ) x{k)+ r u(k)+ r d(k) (4 .22) 
where, 
and T, is the sampling time. 
This relationship can be combined with the di sturbance model to provide the following 
augmented plant model 
(4.23) 
where, 
A . =[13 03.,6] B =[03,3] x (k) =[d(k)] 
, r CJ) , r ' x{k) 
The measurable variables of pointing angle and angular accele ration can al so be 
determined though consideration of equation (2.6). The measured pointing angle is 
trivially represented by 
(4 .24) 
where W I is measurement noise. 
In a similar manner the measured acceleration can be represented by a combination of 
the open-loop dynamics, the control torque and the di sturbance torque. 
(4.25) 
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where w 2 is measurement noise 
These two equations can be combined and represented in similar format to equation 
(4.23) to complete the full state-space description. 
(4.26) 
where, 
An estimate of the augmented state x, (k+ I) can then be provided through the 
following relationship 
(4.27) 
where Le is the Kalman fi lter gain matrix 
y{k) is the vector of measured pointing angle and angular acceleration taken directly 
from star sensor and accelerometer data. 
Selection of the Kalman filter gain Le is carried out through minimisation of the error 
co variance due to measurement and process noise. Measurement noise characteristics 
can be selected according to expected sensor perforrnancel191, however selection of the 
process noise must be carried out through trial and error. The variances of the process 
nOise w{k) are tuned to give the best observer performance, with the variances 
appearing on the leading diagonal of the Q. matrix shown below. In a similar way, the 
variance of the sensor noise v{k) appears on the leading diagonal of the matrix R, . 
[
25e- 15 0 
Q. = 0 4e- 12 
o 0 
o 1 [{le- S)I, o , R = 
• 0 
4e -12 " 
o,~ ] 
(25e - 16), 
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The tuning matrices are discretised and the discrete-time Kalman filter problem solved, 
lead ing to the following estimator feedback gain. 
8.4e - 6 
o 
7.ge -7 
-1.7e-3 
Le = 0 
4.6e - 5 
1.5e - 5 
o 
3.4e- 7 
o 
9.ge- 5 
o 
o 
1.8e - 3 
o 
o 
1.6e - 5 
o 
- l.3e- 7 
o 
9.7e- 5 
4.3e - 5 
o 
1.8e- 3 
I.le - 6 
o 
1.6e - 5 
0.3 
o 
2.2e -4 
2.2 
o 
- 3.3e- 2 
8.3e - 2 
o 
-3.2e-4 
4.4.2 Weighted Feed-Forward Compensation 
o 
12.6 
o 
o 
1.5 
o 
o 
9.5e- 2 
o 
1.26e - 5 
o 
12.6 
1.2e - 2 
o 
1.5 
1.4e - 3 
o 
9.5e- 2 
The methodology proposed 111 Section 4.3 can now be naturally extended when 
considering the design of an appropriate feed-forward strategy. The ideal feed-forward 
control will take the estimate of the external disturbance provided by (4.27) and 
implement an equal and opposite torque to cancel this unwanted disturbing moment. As 
magnetic torquers are used as actuators this is not possible and the effect of the 
disturbance must be minimised as much as possible. 
The ideal control torque to be applied is defined as 
(4.28) 
An intuitive approach to the feed-forward control is to project the ideal torque onto the 
controllable plane in a manner analogous to a torque projection PD controller. Once 
again for satellites with simi lar inertia about each axis thi s provides a suitable approach, 
but when considering satellites with uneven inertia distribution the addition of this type 
of feed-forward control can actually degrade performance. As a result, the feed-forward 
input is determjned through minimisation of the performance index 
(4.29) 
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subject to the constraint 
(430) 
whereTFF is the feed-forward torque to be implemented andQFF is a weigbting matrix. 
As the aim of the feed-forward controller is to minimise the effect of the external 
disturbance , more analytical guidance can be given to choose the Q H matrix. If the 
effect of the external disturbance is quantified in terms of the Euclidean norm of the 
angular accelerations imparted on the spacecraft, the QF>' matrix may be chosen to 
reflect this. The angu lar acceleration imparted on the spacecraft after the disturbance 
compensation is applied can be quantified as 
(4.31) 
Hence to penal ise the Euclidean norm of the angular accelerations the cost function in 
(4.29) must be equivalent to 
• I T 
111l1' 'j fl a 
This is achieved if the Q,.,. matrix is chosen as 
(432) 
(433) 
The feed-forward control signal can now be implemented in a similar manner to the 
feedback control 
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(434) 
where the corresponding dipole moments can be calculated in the same manner as the 
weighted PD controller using (4 .35). 
M _ B nooc x T1'1' 
FF- 1 12 
Bmug 
(435) 
4.4.3 Performance of Weighted Feed-Forward Control 
Once again the motivation for this weighted minimisation can be illustrated with a very 
simple example. Consider the satellite at the same orbit location as described in the 
previous example, subject to a di sturbance of I x 10-5 Nm abo ut the pitch and yaw axes 
and I x 10-6 Nm about the roll axis. 
Table 4.4: Comparison of feed-forward strategies 
Disturbance torque after feed-forward compensation (Nm) 
Strategy Uncompensated Torque Projection Weighted 
Roll axis le-6 -2.6e-6 -l e-8 
Pitch axis le-5 0 0 
Yawaxis le-5 ge-6 9.7e-6 
Table 4.4 illustrates the problems associated when the feed-forward compensation is not 
correctly designed. In attempting to minimise the di sturbance torque about the yaw axis 
the torque-projection control increases the di sturbance acting on the low inertia axi s. 
This imparts large accelerations about the low inertia axis and can actually degrade the 
performance of the controller. The weighted feed-forward controller penalises the 
accelerations on each axis rather than the control torque, so ensures the low inertia axis 
is more appropriately dealt with. The disturbance about thi s axis is almost completely 
removed, while sti ll removing the pitch disturbance and part of the yaw disturbance. 
The numerica l example in Table 4.4 can be reinforced with a simple simulation study. 
The GOCE satellite is initially at 10 pointing about each axis and is regulated using the 
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weighted PD feedback control proposed in the previous section. The satellite is subject 
to a constant disturbance of 1 x 10-5Nm about the pitch and yaw axes and 1 x 1 0-6 Nm 
about the roll axis. In order to improve the disturbance rejection properties the feedback 
control is augmented with a torque-projection feed-forward controller and the newly 
proposed weighted feed-forward controller. 
If the state estimator in (4. 27) is used the final control law combining the weighted 
feedback and feed-forward schemes simplifies to the following. 
T =-Kx e (4.36) 
K ( Q~~PJ) B=gB~ag JK [0 where = 1 3 - r I PD t 6,3 B mag Q WI~D B mag FF mllg mag [I 
Q- l B BT J 
T Q I 3 Bmag FF Bmilg 
Figure 4.3 now shows the response under the above control law. 
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Figure 4,3: Performance under varying feed-forward strategies 
With feedback only control the external disturbance causes a large steady state error 
about the roll aXI S, while perfonnance about the yaw axis is much better due to its 
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higher inertia. The addition of the torque-projection feed-forward controller improves 
performance about the yaw axis however this is at the expense of the low inertia roll 
axis. Use of the weighted feed-forward contro l a llows for slight improvement about the 
yaw axis but significantly improves the roll performance. The steady state error is 
removed and the nadir pointing attitude is regulated more successfully. When adopting 
torque projection feed-forward contro l, the (a lready well regu lated) yaw axis is given 
high priority. The addition of the weighted feed-forward contro l penalises the 
accelerations due to the external disturbances and thus allows fairer consideration of the 
low inertia roll axis. 
4.5 Performance 
The motivation for the weighted PD and feed-forward schemes has been presented with 
simplified examples. To demonstrate the suitability of thi s approach for a realistic 
satellite configuration, the controll er performance is assessed when applied to the high 
fidelity GOCE simulator model. 
4.5.1 Nominal Performance 
Initially the feed-forward control is not included. This allows direct comparison to be 
made between the torque projection and weighted PD schemes, whi le also 
demonstrating the benefit added by the feed-forward element The ideal feedback gain 
and weighting matrix are chosen as follows. 
[,,-5 0 0 0.2 0 :j. Q~ ~ [: 0 H Kpll = ~ 5.5e - 2 0 0 15.6 0 le- 5 0 0 1.6 0 0 
The satell ite is initialised at pointing angles of [ 0 about each axis. The satellite IS 
initially subjected to no external disturbances to evaluate the nominal response. 
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Figure 4.4: Response to initial conditions under weighted PO controller 
Figure 4.4 demonstrates the ability of the controller to successfully remove typical 
initial conditions. The significant di sturbances acting on the satellite attitude dynamics 
constantly affect the attitude motion and the environmental torques must be considered 
when properly eval uating the control system. The controller is initia li sed at the same 
condition, but this ti me subject to the environmental model described in Chapter 3. 
Figure 4.5 very clearly highlights the reason for carrying out this study. When suhject to 
significant environmental disturbances, the performance achieved about the low inertia 
axis is poor when adopting the torque-projection approach. Thi s type of response is seen 
regardless of bow the ideal feedback gain is chosen and simply does not allow for 
acceptable performance to be ach ieved about the low inertia axis (S imilarly poor 
performance is reported in reference [20] whe.n appl yi ng the torque projection controller 
to the GOCE satellite). Use of tbe weighted feed-forward controller provides a much 
more suitable approach to the problem. By correctly handling control of the low inertia 
axis, regulation of tbe roll axis is achieved within approximately 8° and regulation of 
tbe yaw axis within 5°. 
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Figure 4.5: Disturbed response of WPD and torque-projection controller 
Figure 4.6 now shows the perfonnance improvement achieved with the addition of the 
feed-forward controller. 
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Figure 4.6: Response of WPD controller with and without weighted feed-forward 
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Slight improvement in accuracy is seen about the yaw axis, with a significant 
improvement seen about the low inertia roll axi s. The roll angle is now regulated within 
5° of the required nadir pointing attitude. Finally Figure 4.7 demonstrates the 
effectiveness of the simple Kalman fi lter design. The mean di sturbance profile is well 
estimated when using just a constant disturbance model assumption. 
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Figure 4.7: Kalman filter performance 
4.5.2 Robust Performance 
The performance shown in the previous section demonstrates the ability of the weighted 
PD controller to successfully regulate the satellite attitude while under realistic external 
disturbance. Although this is the case it is also important to demonstrate the ability of 
the controUer to maintain acceptable performance and stability in the face of uncertainty 
in both the plant and the environmental model. Many factors can affect the fina l 
performance and it is therefore important to identify the most significant sources of 
error or uncertainty and assess the robustness and stability of the controller to such 
errors. 
For the GOCE satellite the inertia matrix is expected to vary over a di stinct range as 
defined in Chapter 3. The principal axes of inertia are expected to vary within a range of 
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± 10% of the nominal values, while cross products of inertia can exist up to ±23kgm2 
When considering the external environment, the most sil,'11ificant disturbance torques 
are due to the aerodynamic disturbances. The centre of pressure can vary over the range 
O.lm to 0.2m behind the centre of gravity and this clearly has a direct impact on the 
level of disturbance torques. The onboard [TA also creates significant disturbance 
torques and uncertainty of the ITA alignment places the thrust vector at up to 0.3° out of 
the x-z plane. 
In order to demonstrate the robustness of the controller to this array of uncertainty, a 
series of Monte Carlo simulations have been carried out. The principal axes are 
assumed at nominal , minimal and maximal va lues, as are the three independent cross 
products of inertia. The aerodynamic centre of pressure is assumed at the forward and 
backward position and the ITA misalignment at 0.3°. In total thi s provides a range of 
162 simulations and gives a comprehensive study of the effect of the most significant 
uncertainties and tbe robustness of the controller under such uncertainty. To illustrate 
the performance achievable the minimum and maximum roll and yaw angles are plotted 
against each other for each Monte Carlo simulation. Ful l time response plots of these 
simulations can also be found at tbe end of this chapter. Regulation of the pitch axis is 
trivial even in the face of such uncertainty and the results are therefore omitted. 
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Figure 4.8 shows that the proposed control law is able to regulate the satellite attitude 
within the specified requirements when subjected to uncertainty in tbe plant and 
environmental model. When operating away from the nominal plant parameters the 
level of performance achieved can reduce. In addition the increased external disturbance 
due to tbe movement of the centre of pressure can further deteriorate performance. 
4.5.3 Stability 
When adopting a weighted PD approach, it has not been poss ible to guarantee stability a 
priori . Tt is therefore important to demonstrate the stability of the controller through 
other means. As the system is periodic, Floquet analysis can be used to verify stability 
of the control strategy (see Section 2.5 for further description ofFloquet analysis). 
Recalling (4.2 1), (4.22) and (4.27) the following expressions can be written for the 
sate llite dynamics and observer 
[d(k + I)J = [13 03.6 ][d(k)] + [03.3 ]U(k) x(k +l) r ell x(k) r (4.37) 
;:.(k + I) = (A , - L,C,)x, (k)+ (B, - L, D,. )u(k)+ L, Y(k) (438) 
To clari tY the analysis, the augmented system is (4. 37) is represented in the more 
compact form 
where 
x.(k+ 1)= A, x. (k)+B, u(k) 
y(k) =C,x, (k)+ D, u(k) 
A = [13 03.6] B = [03.3 ] x (k) = [d(k)] 
. r ell ' r' x(k) 
(4.39) 
(4.40) 
Substituting the control law (4.36) into (4.38) and (4.39), the following expressions can 
be derived 
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x" (k + I) = A, x" (k)- B,K(k )xe(k) (4.41 ) 
If the estimation error is defined asx(k)=_\:,(k) - x,,(k) , (4.41 ) and (4.42) can be 
written more intuitively in terms of the system dynamics and estimation error. 
x.(k + 1) = (A" - B;,K)Xn (k)- B"K(k ):X(k) 
:X(k + 1) = (A , - A, + L,e, - Lee, - (B, - B, + L,D, - L,DJK(k))x, (k) 
+(A , - L,e, - (B, - B, + L eD, - L,D.)K(k)):X(k) 
(4.43) 
(4.44) 
As (4.43) and (4.44) are coupled they can be represented by a single state space 
representation . 
(4.45) 
where, 
[ 
A.- B,K{k) 
A CL = C L C A I' - A a + Le 9 - (' .. 
- (B, - B, + L,D, - L,D,)K{k) 
- B, K{k) ] 
, X{k)=[~{k)J 
A, - LeC, x{k) 
-(Be - B, + L , D, - L,D,)K{k) 
In the nominal case, the estimator and system state space matrices will be equal and 
(4.45) simplifies to 
(4.46) 
where, 
_[A, - B;,K(k) - B,K(k)] 
A CL -
06,6 A ,. - L ,e, 
The stability of thi s system can be tested by integrating (4 .46) over one period of the 
system. 
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X(k+ T)=AX(k) (4.47) 
where, 
The structure of the transition matrix is such that 
o j[d(k)] 
3.,9. 10,15 x(k) 
a 10:15, 10:1 5 x(k) 
(4.48) 
where a denotes the elements in rows In, to In; and columns 11, and n 2 of the 
1111:1112 ,11 1: " 2 
transition matrix and where In" 1n2, 11 " 112 are positive integers. 
The stability of the system and observer dynamics can therefore be determined through 
analysis of the lower right corner eigenvalues. The magnetic attitude problem presents 
an interesting application of Floquet analysis, as the system is dual-periodic. In the 
research literature, authors often consider a dipole model of the Earth' s magnetic field 
and assume the system is periodic at the orbital frequency. Strictly speaking thi s 
assumption is incorrect and Floquet analysis should be carri ed o ut over one period of 
the Earth ' s rotation (24 hours). This corresponds to 16 orbits of the OOeE sate llite. 
Numerically integrating (4.47) over a 24 hour period, the eigenvalues of the transition 
matrix are calculated to be 
A, = 0.089 , A., =0.001 ,,1.,_15 =0 
As the eigenvalues of the estimator and system dynamics li e within the unit disk, the 
system is stable. Although this demonstrates stability of the nominal case, stability must 
be maintained subject to expected uncertainty within the plant. The inertia matrix of the 
satellite is varied over the uncertainty range specified in the previous section, while the 
feedback gain and estimator design remain fixed . The resulting eigenvalues of the 
transition matrix are di splayed graphically in Figure 4.9. 
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Figure 4.9 : Transition matrix eigenvalues with system uncertainty 
F igure 4 _9 demonstrates that the trans ition matrix e igenvalues lie within the unit di sk 
across the range of system uncertainty and hence stabil ity of the system is validated. 
4.6 WPD Control: A Systematic Design Process 
The design process for the proposed control strategy can be summarised as fo ll ows_ 
Firstly a PD contro ll er is designed assuming fu ll contro ll abi li ty of the system. Torque 
projection contro l is in itially applied by selectingq roll = 1, with the value of qroll then 
tuned to improve perfornlance about the low inertia axis_ Stabi li ty of the system is then 
checked through Floquet analysis_ If the system is unstab le the designer may need to 
return to the first design stage and reselect the ideal feedback gain _ Once stability is 
verified, the design can be tested under a fu ll disturbance model. The feed-forward 
control can then be added to improve the di sturbance rejection of the contro l law, with 
the ql! parameter chosen to be the square of the inertia ratio between the higb and low 
inertia axes_ Finally performance is validated under full disturbance model and subject 
to expected plant and environmental uncertainty. 
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Design PD controller assuming fu ll cont rollability 
• 
Use weighted PD approach to implement control signal 
• Tune q roll to achieve best performance 
• VerilY stability through Floquet analys is 
J 
• Veri lY design under full disturbance model 
• Add weighted feed-forward cont rol 
• Validate performance through simu lation 
Figure 4.10: Weighted PD design process 
4.7 Conclusions 
This chapter has presented a novel control strategy for attitude regu lation of a 
magnetically actuated satellite with uneven inertia di stribution. With magnetic actuation 
often used on low budget satellites, tbis investigation bas focus sed on the development 
of an effective yet inherently simple control strategy. The popular torque-projection PD 
controller has been studied for the GOeE sate ll ite, but weaknesses in the approach have 
been identified when applied to satellites with uneven inertia distribution. To tackle th.is 
problem an interesting extension to the torque projection controller has been 
investigated. 
The fundamenta l reason for the deterioration of the torque-projection based controll er is 
the method by which the control input is determined from the ideal torque command. 
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By minimising the Euclidean nonn of the torque error, consideration is only given to the 
overall error in the torque mab1J1itude. This effectively means that tbe small torque 
required to regulate the low inertia axis is given low priority in tbis minimisation 
process. To more fairly consider the low inertia axis in the optimisation scheme, a 
weighted minimisation is used to derive the implemented torque from the ideal torque 
command. This allows an additional penalty term to be added to tbe low inertia axis to 
increase the significance of the torque error in the optimisation process. 
Although the controller is based on an optimal solution to a simple quadratic 
programming (QP) problem, a closed-form solution has been derived that allows the 
control signal to be implemented with just 4 additional scalar multiplications when 
compared to the torque-projection controlle r. This is done without concern of ill-
conditioning as the Hessian matrix in the QP problem is a positive scalar value. 
Witb the significant di sturbances due to the external environment, the approach has 
been extended further through the addition of a feed-forward element to the control law. 
A simple Kalman filter is shown to accurately estimate the disturbance torques with 
minimal increase to the complexity of the controller. The di sturbance estimates are then 
used in a weighted feed-forward strategy to minimise the effect of the disturbances 
about each axis. 
Simulations carried out on the OOeE simulator model show the strategy to be effective 
and provide suitable regulation when subject to significant di sturbances from the 
external environment. Stability and robustness are al so demonstrated to expected 
uncertainty in the plant and environmental model. Most importantly tbe proposed 
controller provides the control engineer with an additional tuning parameter to optimise 
the controller and achieve the best possible performance. This work provides an 
important extension to the existing literature and is expected to have a direct impact on 
magnetic attitude control of satellites with uneven inertia distribution. 
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5. Model Predictive Attitude Control of Magnetically Actuated 
Satellites 
5.1 Introduction 
The previous chapter has presented a novel extension to the classical torque projection 
PO controller to allow suitable attitude regulation of a satellite with an uneven inertia 
di stribution. The weighted PD controller with feed-forward compensator allows 
regulation within 5° of the nadir pointing attitude under nonnal di sturbance conditions 
and achieves this with minimal computational effort Although for many magnetically 
actuated satellite configurations thi s level of pointing accuracy would be acceptab le, 
there is great interest in investigating the amount by which thi s accuracy can be 
improved through use of more advanced control approaches. 
Initial study in reference [57] has shown the potential benefit of using model predictive 
control for the attitude control of magnetically actuated satellites. This chapter begins 
by applying the approach in reference [57J and evaluating the achievable perfonnance 
on the high fidelity GOCE simulator. To improve the performance and stability 
properties of the controller, a tenninal weighting is applied to the cost function . In 
addition, consideration is given to a simplified magnetic fi eld model to reduce the 
onJine computational burden. 
The use of some fonn of disturbance modelling and compensation has been shown to 
offer significant perfonnance benefits for the infinite horizon control problem (see 
references [42] and [51]) but has yet to be investigated for the receding horizon case. 
This chapter further extends on the existing literature through introduction of a 
di sturbance model within the MPC scheme. Three approaches of varying complexity 
are evaluated and the improvements in disturbance rejection properties assessed. 
Finally, a senes of Monte Carlo simuJations are carried out to demonstrate the 
robustness of the proposed control scheme to environmental and system uncertainty. 
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5.2 Torque Constrained MPC Approach 
5.2.1 Problem Formulation 
The internal model for the plant dynamics is obtained from the linear attitude dynamics 
model in (2.6) 
x(k + \) = I1>x(k)+ rT(k) (5. 1 ) 
where, 
7; is the controller sampling time. 
Note that although the problem is of time-varying nature, the state space model above is 
formed in terms of the control torque rather than magnetic dipole moments, allowing a 
time-invariant representation. Clearly the time-variance must be reintroduced and this is 
done through use of a time varying equal ity constraint on the control torque. A model 
predictive controller based on reference [57] is implemented to minimise the fo llowing 
cost function. 
N 
J(k) = :L)(k + i 1 k)"Qx(k + i 1 k)+f(k + i - 11 k)' Rf(k + i -11 k) 
;=1 (5.2) 
subject to the controllability constraint 
(5.3) 
where Q is tbe state weighting matrix, R is the contro l weighting matrix and N is tbe 
prediction horizon. 
The presence of this constraint means that tbe optimal control torque is chosen from the 
set of torques tbat can be physically implemented using magnetic control (note thi s is in 
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contrast to the PD controller of the previous chapter where a control torque is deri ved 
but then requires an additional design step to convert this to a torque that can be 
implemented using magnetic dipoles). 
T he constraint above cannot be used within a QP problem in its current representation, 
but can easily be converted to an equiva lent linear equality constrai nt as shown below. 
f(k lk) 03,1 
f(k +ll k) 03.1 
n f(k +2 Ik) = 03.1 (5.4) 
where, 
iJ;'~g (k 1 k) 0 0 0 0 
0 iJ:ag (k + 11 k) 0 0 
n = 0 0 iJ:'wg (k+2 Ik) 0 
0 0 0 0 
0 0 0 B,::".(k+ N - 11 k) 
To so lve the online optimisation problem, a closed-form solution is developed in 
reference [57]. The optimal control sequence is calculated according to the followin g 
relationship. 
(5.5) 
where, 
A = (0T Q0 + R)"' , Q =diag(Q Q ... Q), R= diag(R R .. . R) , 
N N 
o and 'I' are prediction matrices as defined in Section 2.4.2. 
The control sequence can theoretically be so lved using the above closed-form so lution, 
however the inversion of large, potentially ill -conditioned matrices could cause 
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numerical problems. This would be unacceptable for online implementation and, 
although a concise representation of the control law, in practice the control engineer 
wou ld almost certainly utili se the stability and robustness of well estab lished quadrati c 
programming techniques to determine the contro l input. 
Once the optimal control torque is derived through appropriate numerica l methods the 
equivalent magnetic dipo les can be calculated by projecting the control torque onto the 
local magnetic field orthogonal as shown in equation (5.6). 
(5.6) 
As the control torque was constrained to lie in the plane orthogonal to the Earth 's 
magnetic field , the resulting torque achieved through implementation of the above 
dipole moment will be equal to that calculated through the online optimisation. 
5.2.2 Prediction Horizon and Sampling Interval 
An important element of the controll er design is the choice of prediction hori zon and 
the sampling interval used by the controller. To investigate the effects of these two 
parameters, a simulation study is carried out. The controller weighting matrices are 
selected as shown below. 
2 0 0 0 0 0 
0 200 0 0 0 0 I~l [10 0 0 0 0 0 0 , R = l x IO ' ~ Q= 5 0 0 0 le5 0 0 0 
0 0 0 0 le7 0 
0 0 0 0 0 le5 
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For these simulations it is assumed that an accurate model of the Earth ' s magnetic field 
is available in the local level reference frame t At the current controll er sampling 
interva l thi s magnetic field is accurately known in the LL reference frame over the 
entire prediction hori zon and is rotated into the spacecraft reference frame for controller 
predictions. To assess nom inal stability, a linear mode l is assumed and external 
di sturbances neglected. To assess the disturbance rejection properti es and performance 
capab il ities of the controller, the fu ll GOCE high fide lity simulation model is used. The 
prediction horizon is varied from 200s to 800s, with a sampling interval of 10s to 40s. 
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Figure 5.1: Response with prediction horizon of 2005 
With a prediction horizon of 200s the system is unstable in the nom inal case. For the 
true non-linear system, the aerodynamics provide an element of pass ive stability to 
t Obtaining an accurate magnet ic field model for use within the control law is a non-trivia l problem. The 
challenges faced in oblaining an accurate magnelic field model are discussed in Section 5.4 and an 
alternative modelling approach is proposed to simplify thi s problem. 
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avoid complete divergence from the nadir pointing attitude, however the performance is 
very poor. An increased prediction horizon of 400s improves the overall system 
response and stability. In the linear case the error about the roll axis is removed more 
quickly and the yaw axis demonstrates marginal stability. For the full non-linear 
simulation, the instability seen in the pitch dynamics is removed and the performance 
about yaw and roll axis is improved. Increase of the prediction horizon to 800s leads to 
significantly improved performance. The simulations demonstrate that the stability of 
the controller is mostly determined through the length of time that predictions are 
carried out over. The increased controller update rate associated with the smaller 
sampling interval large ly improves the disturbance rejection properties of the controller. 
A compromise between computational burden and performance must be made to 
appropriately choose the prediction horizon and sampling interval. 
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Figure 5.2: Response with prediction horizon of 400s 
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5.2.3 Performance 
The performance achjeved uSing tbe model predjctive contro ll er can now be full y 
assessed. The state weighting matrix is chosen as in the previous section. 
2 0 0 0 0 0 
0 200 0 0 0 0 ,~ 1 [LO 0 0 0 0 0 0 , R = I X 104 ~ Q = 5 0 0 0 le5 0 0 0 
0 0 0 0 le7 0 
0 0 0 0 0 le5 
Based on the irutial simulations carried out in Section 5.2.2, a prediction horizon of 40 
time steps with a sampling interval of 20s provide the best perfonnance at reasonable 
computational burden (see Figure 5.3). The results of the simulation are compared to 
those acrueved by the weighted PD controller proposed in the previous chapter. 
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Figure 5.4: Performance of model predictive controller 
The model predictive controller provides an improvement in performance in 
comparison to the weighted PD approach. Slight improvement is seen about the yaw 
axis, with a large reduction in pointing angle seen about the roll axis. To achieve good 
performance and di sturbance rejection , a prediction hori zon of 40 time steps (800s) is 
required with in the predictive controll er. This leads to a relatively large optimisation 
problem that requires significant onJ ine effort to solve. In addition an accurate model of 
the Earth's magnetic field is required to implement the control approach. The remainder 
of this chapter investigates various developments to thi s approach in order to improve 
performance, reduce computational burden and simplify the required magnetic field 
model. 
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5.3 Terminal Penalty 
5.3.1 Problem Formulation 
To reduce the computation required to solve the online optimisation problem (and also 
potentially further improve performance), a terminal penalty may be added to the 
performance index. A terminal penal ty has stabili sing properti es which are of particular 
interest here as thi s could provide stability at reduced prediction hori zon. The cost 
function in (5.2) is modified to 
N 
J(k) = :L)(k + i 1 k)'Q£{k +i 1 k)+ T(k +i - 11 kYRT(k + i - 11 k) 
(5.7) 
where Q is the state weighting matri x, R is the control weighting matrix and QT is the 
terminal penalty weighting matrix. 
Note that a closed-form so lution for thi s problem can also be obtained III almost 
identical manner to that carried out in reference [57]. 
(5.8) 
where, 
o and 'I' are prediction matrices as defined in Section 2.4.2. 
The terminal penalty introduces a modified weighting on tbe last diagonal e lements of 
the Q matrix. As the closed-form solution is almost the same as that proposed in 
reference [57] , the same concerns would apply to implementing such an equation 
online. To ensure stability and robustness of the optimisation problem, quadratic 
programming would still be required to determine the control input. 
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5.3.2 Effect of Terminal Weighting 
The effects of the terminal weighting can be assessed with a simple si mulation study. 
Consider revisiting the 200s prediction horizon investigation shown in Figure 5.1. In the 
original linear simulation the system demonstrated instabi lity due to the short-
sightedness of the controller. In thi s case a tenninal penalty of QT = aQ (where a> 0) 
is added in an attempt to improve the stabili sing properties of the controll er (see 
Remark 5.1). For thi s particular example the controller sampling interval is chosen as 
20s, leading to a prediction horizon of j ust 10 time steps. 
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Figure 5.5: Effect of varying terminal weighting 
Figure 5.5 demonstrates the stabi lising properties of the terminal penalty. A terminal 
weighting of a = 100 is sufficient to stabili se the otherwise unstable configuration. 
Increasing the terminal weighting further improves contro ller damping and aids quicker 
removal of initia l pointing errors. 
Remark 5.1: The terminal penalty can potentially take any form providi ng it remains 
positive definite. The introduction of a large number of additional tuning parameters 
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would make the tuning process unmanageable and the tenninal penalty is therefore 
considered as a scalar multiple, a, of the state weighting matrix. 
5.3.3 Performance 
The performance achievab le using the predictive controller with tenninal weighting is 
now assessed on the high fide li ty GOCE simulator. A prediction horizon of 10 time 
steps is used with a sampli ng interva l of 20s. The state and control weighting matrices 
are chosen as in the previous section and the terminal weighting chosen asQ T = 500Q . 
Figure 5.6: Performance of model predictive controller with terminal weighting 
The controller demonstrates very good performance, regulating the roll axis within 1° 
and yaw axis within 3° of the nadir. Crucially the contro ll er is stable for a prediction 
horizon of just 10 time steps, where over double that horizon length was required to 
stabilise the controll er in Section 5.2. The introduction of the terminal penal ty provides 
at least the same performance level achieved with the existing controller in reference 
[57], but with a greatly reduced prediction horizon. This has Significant implications for 
online implementation. with reduced prediction horizon offering computational savings. 
Use of a shorter prediction horizon also has implications for the magnetic fie ld 
modelling, studied in the fo llowing section. 
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5.4 Magnetic Field Modelling 
The modelling of the magnetic fi eld has been idealised in the previous sections. It has 
been assumed that accurate magnetic field infonnation is available onboard for use 
within the control law. This is quite a significant assumption as the availability and 
accuracy of this magnetic field could have a large impact on the perfonnance of the 
controller. 
To provide magnetic field infonnation two possibilities exist; an onboard prediction 
model is implemented to predict its evolution, or magnetic field information is stored in 
onboard memory to be used as a look-up table. An onboard prediction model has the 
obvious drawback that further online computation is required to implement the 
magnetic field predictions. The use of look-up tables is probably the most feasible 
however this would still require a significant amount of onboard memory usage to store 
the magnetic field data at sufficient storage density. To implement a look-up table 
approach is certainly possible; however a number of questions would need to be 
addressed. 
• At what density is the magnetic field data stored? To ensure a good estimate of the 
magnetic field is available enough data must be stored to provide accurate 
predictions. It may also be desirable to store data at lower density and combine this 
with an appropriate interpolation strategy. 
• What is done with the measured data? This is perhaps the trickiest problem to be 
overcome. If the stored data does not agree with measured data provided by the 
magnetometers which data should be used? If the measured data is used at the 
current time step there may be a step change to the stored data for the remaining 
points in the prediction horizon (leading to a potential degradation of controller 
performance). If the measured data is not used the controller wou ld be ignoring a 
highly accurate sensor, which is intuitively incorrect. 
• How is orbit variation accounted for? A satellite may need to operate at different 
altitudes or may even be subject to orbital drift. Appropriate magnetic field 
information would be required for any possible satellite orbital configuration which 
could significantly increase the amount of onboard data storage required. 
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These questions are not necessarily ones that cannot be addressed; however the use of a 
magnetic field model does introduce additional complexity to the control problem. The 
question can therefore be posed, is it possible to throwaway the magnetic field 
predictions altogether? If the magnetic fi eld is measured and simply assumed constant 
over the prediction horizon does thi s significantly degrade contro ller perfo rmance? 
The answer to thi s question is firstly applied to the control ler based on reference [57] . 
The contro ll er is implemented as in Section 5.2.3 but the approach to magnetic fie ld 
modelling is to obtain the current magnetic fie ld from the onboard magnetometer and 
assume this fi eld remains constant over the whole prediction horizon. 
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Figure 5.7: Linear response of predictive controller with constant and ideal 
magnetic field model 
Use of a constant magnetic field assumption sti ll leads to a stable contro ller 
configuration, with the initial pointing errors successfully removed. Although the rol l 
performance is almost identical to that achieved with the idea l magnetic fie ld model, the 
damping about the yaw axis is reduced. The effect of the simplified magnetic fie ld 
model is now assessed when applied to the high fidelity non-linear GOCE simulation 
modeL 
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Figure 5.8: Non-linear response of predictive controller with constant and ideal 
magnetic field model 
For the controller based on reference [57J, the use of a constant magnetic field model is 
feasible but leads to a quite significant def,'Tadation in performance. A slight 
improvement is actually seen about the roll axis however the yaw axis performance 
degrades by almost 2° about the nadir pointing attitude. The assumption that the 
magnetic field remains constant for 800s is quite a poor one, as 800s represents a 
significant portion of the satelLi te orbit (approximately 15%). As a shorter prediction 
horizon leads to poor performance when adopting thi s approach, some fonn of 
prediction model must be used and the difficulties described in the previous section 
overcome if the very best performance is to be achieved. 
The constant magnetic field model may now be applied to the newly proposed 
controller with terminal weighting. The main point to note with the terminal penalty 
based method is a much shorter prediction hori zon is possible, making the constant 
magnetic field assumption much more realistic. As with the previous study, the linear 
response is initially investigated and then fo llowed by a fuJl non-linear simulation. 
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Figure 5.9: Linear response of predictive controller with terminal penalty and 
• constant and ideal magnetic field model 
As with the controller without terminal penalty, the system remains stable with the 
constant magnetic field assumption and the simplification of the magnetic field model 
leads to reduced damping about the yaw axi s. The simplified controller can now be 
applied to the high fide lity GOCE simulator to determine the performance achievable. 
Figure 5. 10 shows very similar performance to that achieved when a perfect magnetic 
field model is used. The use of a different magnetic fie ld model has lead to an 
improvement about the roll axis and degradation of the yaw axis, however these effect 
are relatively small (unlike the 2° shift about the yaw axis for the previous controller). 
Overall, both controll ers provide comparabJe performance, however the controller with 
terminal penalty achieves thi s at reduced prediction horizon and without the need for 
any magnetic field modelling. 
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Figure 5.10: Non-linear response of predictive control/er with terminal penalty 
and constant and ideal magnetic field model 
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5.5 Feed-Forward Compensation 
The external disturbances acting on the satellite play a very large part in the pointing 
accuracy achievable using magnetic control; the inclusion of some form of feed-forward 
compensation has the potential to improve the performance of the ACS. The 
development of the weighted feed-forward controller presented in the previous chapter 
has already demonstrated the significant benefits in performance that can be achieved 
using a relatively simple feed-forward strategy. 
This section investigates three approaches to disturbance compensation of varying 
complexity; the improvement in performance possible using each is then assessed. 
Firstly the predictive controller is combined with the weighted feed-forward contro l 
proposed in the previous chapter. This provides a very simple modification to the 
current contro l scheme and allows an assessment of potentia l performance improvement 
to he made. To develop upon thi s approach, the MPC scheme is modified to include an 
element of di sturbance modelling directly within the controller predictions. Initially a 
simple di sturbance model is used assuming the estimated disturbance remains constant 
with time. This is then developed to include a harmonic d isturbance model to more 
accurately represen t the true external di sturbance profile. 
5.5.1 MPC with Weighted Feed-Forward 
Following on from the previous chapter, the most obvious step to improve the 
di sturbance rej ection properties of the contro l is to combine the model predictive 
controller with the weighted feed-forward compensator a lready developed. The two 
contro llers operate independently of each other and the fina l magnetic dipole command 
is taken as the sum of the two command signals. The structure of the controllers is 
illustrated in Figure 5.11. 
The weighting matrix of the feed-forward controller is chosen under the guidance given 
in Chapter 4 as Q FF = diag(J06 I 1) . The tuning parameters for the predictive 
controller remain identical to those used in Section 5.2. The performance achieved 
under nominal di sturbance conditions is shown below in Figure 5.12 and is compared to 
that achieved without the inclusion of the weighted feed-forward control. 
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Figure 5.12: Pointing angle with MPC and weighted feed-forward controller 
Addition of the weighted feed-forward controller improves the performance when 
subj ect to external di sturbances. The steady state error about the roll axis is reduced, as 
is the peak deviation about tbe yaw axis. This is done with negligible increase in the 
overa ll computation required to implement the control and provides notable 
improvement in performance. 
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5.5.2 MPC with Disturbance Modelling 
5.5.2.1 Motivation 
The addition of the weighted feed-forward control complements the model predictive 
controller and leads to an improvement in performance. The one fundamenta l weakness 
in this approach is the existence of two separate controllers with no knowledge of each 
other. Although thi s doesn' t present a problem from an implementation point of view, 
this might not allow the best performance to be achieved. The reasons for tlu s are best 
illustrated with a simple example. 
For illustrative purposes consider just the longitudinal aXIs. The di screte-time pitch 
dynamics are described below (deri ved from the GOCE pitch dynamics assuming a 
sampling interval of 10s). 
(5 .9) 
where, 
[
1.0001910 10.000636795] [0.0 18532836 1] 
11>.;1<" = 0.0000382 1.000191 ' r.;I<" = 0.003706685 
[ e(k)J [ 0.37065672333726e- 5 ] An initial state vector of (k) = and a constant co" -0.074 13370493205e - 5 
di sturbance of dy (k)= 0.0002 Nm are assumed. 
Substitution of the disturbance term into the di screte-time model shows that if no 
control torque is applied at time k, at the time k+ I the satellite has achieved tbe required 
Earth-pointing attitude with zero angular rates. The optimal one-step-ahead solution 
here, regardl ess of performance index, is simply to do nothing. 
Consider now the action taken by the combined controllers. Assuming an accurate 
estimate of the external disturbance is achieved, the feed-forward contro l wi ll fully 
remove this di sturbance by applying a torque Ty" (k) = -0.0002 . When using magnetic 
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actuation thi s is only true of the pitch dynamics as thi s axis remains fully controllable 
throughout the orbit. 
For the feedback portion of the control a si nge step model predictive controller is used, 
with the following quadratic perfonnance index minimised. 
(5 .1 0) 
where Q ,.itch and Rpi"" are the state and control weightings for the optimisation 
problem. 
In the absence of constraints the resulting control torque is obtained through the 
following closed form expression. 
" () (T )-' T [ e(k) J 1 y k = - r pitch Q pitch r pitch + R r pitch Q pitch <I> pitch cv)' (k) (5. 11 ) 
Unless the control weighting is chosen as zero (which in practical cases it will not), the 
combination of MPC and feed-forward control will not drive the state to zero at the next 
time step, even though the open-loop system would have achieved the Earth pointing 
trajectory unaided! 
This is a simple and slightly contrived example, however it does illustrate the point that 
two controllers operating independently might not achieve the optimal perfonnance as 
each has no knowledge of the contribution of the other The use of an internal model 
allows the MPC approach to be extended to more naturally include the disturbance 
estimates within a single optimal controller 
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5.5.2.2 Problem Formulation 
The structure of the general MPC problem allows for a natural extension of the problem 
formulation to incorporate a di sturbance model. The general MIMO model predictive 
control problem illustrated in Chapter 2 is modified to include the effects of external 
di sturbance. 
(5.12) 
where x(k) is the state vector at time k, x(k + 11 k) is the state vector at k+ I as 
predicted at time k, u(k 1 k) is the control input as predicted at time k, (Jl is the di screte-
time system matrix, [ is the discrete-time control matrix and d(k 1 k) is the estimated 
disturbance at time k. 
Equation (5. 12) can be iterated over a finite future period to fonn predictions of the 
expected plant behaviour as a function of the current state and a future control sequence. 
X(k) = 'I' x(k)+ 0(O(k)+ b(k)) (5 . 13) 
where, 
(Jl r 0 0 0 
(Jl' (Jlr r 0 0 
'1' = (JlJ , 0 = 11>'[ 11>[ r 0 
0 
(Jl N <ll N- \ r II> N-'r (Jl N- Jr r 
X(k) = ~(k + 11 k) x(k + 21 k) x(k + 3 1 k) ... x(k + N 1 k)Y IS the future state 
vector as predicted at time k, 
O(k) = [u(k 1 k) u(k + 11 k) u(k + 21 k) ... u(k + N - 11 k)l' is the future control 
sequence as predicted at time k, 
disturbance as predicted at time k, 
N is the prediction hori zon length. 
lOO 
IS the future 
.;; Model Prediclivc Conlrol oJ"Magnclicalh Aclualcd SnldllLcs 
Predictions of expected plant behaviour can be carried out through application of 
equation (5.13) and the optimal control torque is detennined through minimisation of 
the following cost function 
(5 . 14) 
+i(k + N I kY QT x(k + N I k) 
subject to the controllability constraint 
(5.15) 
To carry out thi s optimisation a suitable model is required to form the predicted 
di sturbance vector b(k). The form taken by thi s di sturbance model will depend on the 
expected disturbance profile acting on the plant. 
5.5.2.3 Constant Disturbance Model 
The simplest way of approaching the disturbance modelling is to obtain an estimate of 
the current di sturbance and assume it remains constant over the prediction hori zon. The 
di sturbance vector is therefore triviall y described in equation (5. 16). 
(5. 16) 
where J(k I k) is obtained from the constant disturbance model Kalman filter used in 
Chapter 4 and hence satisfies the relationship below (see Section 4.4.1). 
(5.17) 
Predictions can be formulated by substituting equation (5 .16) into (5.13) and the 
optimal control is detennined through minimisation of the cost function in (5.14) 
subj ect to the constraint in (5 . 15). The controller tuning parameters are chosen to be 
lO I 
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identical to those used in Section 5.2 and the perfonnance compared to that achieved 
with the independent weighted feed-forward contro l. 
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Figure 5.13: Performance under MPC with constant disturbance model 
Incorporation of a simple disturbance model directly into the predictive control 
formulation offers further performance benefits in comparison to the weighted feed-
forward approach. When considering the roll axis the steady state error is reduced as 
well as the peak pointing error. The pitch axis performance remains similar while the 
peak pointing error about the yaw axis is also modestly improved by 0.1 °. This 
performance improvement is achieved with virtuaUy no increase in computational effort 
and presents a more intuitive approach to incorporating the estimated disturbances 
within the control law. 
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5.5.2.4 Harmonic Disturbance Model 
The constant di sturbance model approach is the simplest so lution to the generation of an 
appropriate di sturbance model. It is easy to implement and can be used in conjunction 
with a low order Kalman filter to minimise online calculation and offline tuning time. 
To improve upon this ass umption, the nature of the external di sturbances can be taken 
into account and a more representati ve disturbance model generated. Although the true 
disturbance profile is represented using a high order harmonic series, the most 
significant disturbances occur at the frequencies 0, OlO and 20lo1511. A disturbance model 
can be chosen to represent each of these frequencies as follows. 
where, 
A _ 3,3 
[ 
0 
dl - _ m 2J 
o 3 
1 3 ] [ 033 A - . o ' d2 - _ 4 2} 
3,3 CUo 3 
(5 .18) 
(5.19) 
(5.20) 
r ] 03~3 
The total di sturbance torque acting on the satellite attitude dynamics then becomes 
(5.2 1) 
To provide estimates of each of these di sturbance tenns, a higher order Kalman filter 
must be derived. Defining two new vari ables S} and s, such that SI(I) = dl(l) 
S ,(I) = ti 2 V) and then di screti sing equations (5 .18)-(5.20), the di screte time di sturbance 
models can be written as 
do(k + 1) = do(k) (5.22) 
[dl (k + I)J _ [d l (k)J SI (k + 1) - (J) dl SI (k) (5.23) 
103 
'\ MoJ~II'r~dlclI\t '",wolnl la" 
(5.24) 
where cJ> dl = erp(A dl r,), cJ> d2 = exp (Ad,7;) and 7~ IS the sampling time of the 
estimator. 
These discrete time disturbance models can be combined with the linear satell ite 
dynamics model to provide the following augmented plant model. 
where, 
13 
A" = 
0 •.• 
°6,6 
r 
x., (k + 1)= A" x., (k)+ B" u(k)+ G" v(k) 
Y<1 (k) = C" x,Ak)+ D" u(k)+ w(k) 
do(k) 
° 3 .• °3,6 ° 3.(, 033 [dl(k)] 
I[) dl 0.,. 0 •.• 
, 8 ('2 = 
063 ( ) s/ (k) 
06,. cJ> d' 0.,. 0." , x
el k = [d,(k)] 
[r 03 .• ] [r 0,.6] cJ> f' sl (k) 
x(k) 
[03~ ° 3 .• 03,6 [1 3 O,~ ] ] C., = J -' [r' ° 3,.1 ] [r' 03.J [03~ 1,11\ ' 
13 03~ 0J,3 03~ 0J,3 
0J.J I , ° 3,3 °3.3 ° J.3 
°J 3 ° 13 ° 3.3 °3,3 [ 033 ] G" = 3,3 , D,., = J ~' 0JJ 033 ° 3,3 [3 ° 3,3 
° 3,3 0,,3 0 ,,3 0J,3 13 
06,3 O.~ 06,3 06,3 06,3 
(5 .25) 
(5 .26) 
An estimate of the augmented state _i:./,! + I) can then be provided through the 
following relationship 
where L" is the Kalman fi lter ga in matrix. 
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Selection of the Kalman filter gain L" is carried out through minjmisation of the error 
covariance as in the previous chapter. The measurement noi se variances are chosen 
based on the expected sensor characteristics described in Chapter 3, with tbe process 
noise variances tuned to give best observer performance. The resulting process noise 
matrix Q" is shown below (wi tb the process noise variances appearing on the leading 
diagonal of thi s matrix). 
5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 200 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 200 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 20 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 200 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 200 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0.4 0 0 0 0 0 0 0 0 
Q" = 1 X t O~ \ ' 0 0 0 0 0 0 0 8 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 8 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 20 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 200 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 200 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0.08 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 \. 8 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1.6 
The predicted disturbance vector b(k) can now be formed through iteration of the 
di sturbance models in equations (5.22) ~ (5.24). 
I, 
T] <t>! . 
I, [I, 0", 0,., 0,..]+ <1>:\ [0" I, 0,., o,., J 
b(k)= I , 
<P d2 
<I> ;2 
+ <1>:, [o.~ 0 •. , I, O,.,J 
l 05 
X,, (k) (5.28) 
---------------------_._--- - - - - - -----_._------
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The more advanced disturbance model can be incorporated into controller predictions 
by substituting (5.28) into (5.13). The optimisation problem in (5. 14) is then solved 
subject to the constraint in (5 .15), The controller tuning parameters are once agaln 
chosen to be identical to those used in Section 5.2 . The controller perfonnance is 
simulated using the GOCE simulator and compared to the results achieved using the 
constant disturbance model approach . 
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Figure 5.14: Comparison of disturbance models 
Figure 5.14 shows that there is no noticeable improvement in performance achieved 
using the higher order Kalman filler and resulting prediction model. Although a more 
detailed disturbance model is used, this does not translate to an improvement in 
perfonnance. There are three probable reasons for this. Firstly, the prediction horizon 
covers a total of 200s which is a relatively short time when compared to the orbital 
period of 5400s. Although the di sturbance does change over the prediction horizon, the 
change is relatively small. Secondly, although the Kalman filter provides a good mean 
estimate of the disturbance, high frequency fluctuations due to thruster noise or air 
density variation cannot be accurately estimated. Finally, and most importantly, the 
system perfonnance wi ll always be limited by the magnetic actuators. The di sturbance 
could be modelled very accurately but still not rejected due to the control constraints, It 
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is very poss ible that Figure 5.14 represents something close to the limit of achievable 
performance using magnetic actuation. 
This clearl y demonstrates that further improvements in di sturbance rejection are Limited, 
however ji-om an implementation perspective this is a ve,y interesting finding. The best 
disturbance rejection can be achieved with a ve,y simple state estimator and 
disturbance modelling approach, thus limiting the computational burden imposed 
through such a strategy. With the higher order Kalman filter seemingly offering no 
perfonnance benefits, the low order estimator in (4.27) is used for the remainder of thi s 
study. 
5.6 Performance 
5.6.1 Assessment of Controller Modifications 
To demonstrate the overall success of the modifications proposed to the standard MPC 
approach , the performance of the controller in Section 5.2 is compared to that of the 
same control with termlnal penalty, simple magnetic field model and constant 
di sturbance model. The satellite is initialised at pointing angle of 10 about each axis, 
with the results shown below. 
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Figure 5.1 5: Comparison with existing MPC 
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Addition of the tenninal weighting and disturbance model provides improvement about 
both the roll and yaw axis. The introduction of the terminal weighting allows stability 
and good performance to be achieved with a prediction horizon of just 10 time steps, 
offering significant computational savings in comparison to the non-terminal penalty 
based method. In addition, the application of the simplest magnetic field modelling 
approach sees great success, with the problems associated with accurately mode ll ing the 
magnetic field completely avoided. 
5.6.2 Robust Performance 
As with the contro ller presented in the previous chapter, it is important to demonstrate 
the ability of the proposed control system to adequately control the satellite attitude 
subject to expected disturbances and variation in system parameters. 
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Figure 5.16: Maximum and minimum roll and yaw angles 
The predictive contro ller presents good robustness across the entire range of system 
uncertainty. The satellite attitude is regulated within 1.50 about the roll axis and 5.50 
about the yaw axis, demonstrating significant improvement over the performance 
achievable using the weighted PD control approach. 
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5.6.3 Removal of Large Euler Angles 
The presented attitude regulation controller is designed to be initiated when close to the 
Earth pointing attitude and tben used to maintain accurate pointing. The controller 
would not be initialised when large Euler angle errors are present, however must 
demonstrate robustness to modest errors in the Eul er angles as it may not be poss ible to 
initialise the controller as close to the nadir as would be preferred. The following 
simulations initialise the contro ll er at a much larger than expected condition of 
(~o Bo lJIo )=[±IO ± 10 ± 10] 
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Figure 5.17: Response to large initial angles 
As can be seen, the predictive controller successfully removes large initial Euler angles. 
Initial conditions up to approximately 20° can be applied before signs of instability are 
seen, demonstrating good robustness to larger than expected initial conditions. 
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5.7 Conclusions 
This chapter has investigated the application of model predictive control to the magnetic 
attitude control problem The work has significantly developed upon the approach 
proposed in reference [57] to improve performance, reduce computational effort and 
minimi se magnetic field modelling requirements, 
Initial simulations identify the prediction horizon and sampling interval required to 
obtain the best performance using the approach proposed in reference [57] , Addition of 
a terminal weighting sees similar performance achieved at significantly smaller 
prediction horizon , Use of a shorter prediction horizon also allows the magnetic field 
model to be neglected and simply measured and assumed constant over the prediction 
horizon, 
To develop further on these controller extensions, an element of feed-forward control is 
included to improve the disturbance rej ection characteristics of the control law, The 
MPC approach is initially combined with the weighted feed-forward controller derived 
in the previous chapter, leading to a small improvement in perfonnance, The 
performance is further improved by incorporating the estimated disturbance torque 
directly within the MPC scheme and modelling its evolution over the prediction 
horizon Interestingly, the complexity of this disturbance modelling has relati vely little 
effect on overall perfonnance, allowing for a simple constant di sturbance model and 
low order state estimator to be used, 
To fully validate the proposed control scheme, a series of Monte Carlo simulations are 
carried out to ensure the controller can successfully perform subject to system 
uncertainties and external disturbances, Importantly thi s chapter has presented several 
modifications to existing control approaches that not only improve controller 
performance, but al so ease computational burden and online magnetic field storage 
requirements, These developments are very significant from a practical perspective, 
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6. An Integrated PD and MPC Approach for Stable Attitude 
Regulation of a Magnetically Actuated Satellite 
6.1 Introduction 
Model predictive control has been demonstrated as a very suitable candidate for the 
attitude regulation of magnetically actuated satel lites. Within this thesis the use of 
model predictive control is shown to give a significant improvement in performance 
even when compared to the newly proposed weighted PO controller in Chapter 4. 
References (31] and [57] also report good performance when applying model predictive 
control to the attitude regulation problem. Although performance is seen to be 
impressive, none of the approaches to date present any analysis to guarantee stabi lity of 
the system. After the fact checks using Floquet analysis present valid methods of 
demonstrating stability, but cannot provide the guarantee of stabi lity a priori. For any 
control approach, analytical proof of stability is an important aspect of the design, and 
the omission of such analysis acts as a weakness in the current predictive control 
approaches to magnetic attitude regulation 
The design of control laws appropriate for satelli tes with an unstable open-loop 
configuration is also an area for which there is little discussion within the research 
literature. Several authors use energy based Lyapunov functions to demonstrate stabi lity 
but these implicitly assume an inertia distribution applicable to an open-loop stable 
configuration onlyIJ8J.1521.169J. Reference [57] presents no specific restrictions on the 
inertia matrix however stability cannot be guaranteed a priori. References [45] and [51] 
present stability analysis tbat remains applicable for unstable pitch configurations, but 
relies on the assumption that the Earth 's magnetic fie ld is periodic at the orbital 
frequency. As already discussed in Chapter 2, this is a simplification oftbe problem and 
the most rigorous stability proof should avoid this assumption. 
This chapter intends to fi ll these gaps in the literature by presenting a model predictive 
attitude control approach for which asymptotic stability can be guaranteed a priori. In 
addition this approach is designed specifically for satell ites with an unstable pitch 
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configuration (as present on the GOCE sate llite) Finally the approach does not rely on 
the frequently adopted assumption that the Earth's magnetic field is periodic at the 
orbital frequency. 
This chapter is structured as follows. Section 6.2 considers control of the pitch axis. As 
this axis is unstable in open-loop, two dipole moments are allocated exclusively for 
regulation of the pitch dynamics. This allows the pitch axis to be treated in a linear 
time-invariant manrer and as a result a simple I'D scheme is seen to provide adequate 
performance. Section 6.3 considers a novel reformulation of the latera l dynamics, 
intended to provide an explicit link between the pitch and lateral control. Section 6.4 
considers the appl ication of a stability enforced MPC algorithm to regulate the attitude 
of the latera l dynamics . As the system is time-varying, the choice of a su itable stability 
constraint is a non-trivial problem. To tackle thi s problem the stability of an auxiliary 
veloci ty controller is firstly investigated and a Lyapunov function under thi s controller 
is derived. This Lyapunov function is then used as a constraint within a stab ili ty-
enforced predictive controller, which ensures a feasible control input can be derived and 
therefore guarantees stability of the closed-loop system 
With the design of the pitch and lateral controllers carried out independently, Section 
6.5 presents a s imple analysis to combine the two controllers and demonstrate 
asymptotic stabili ty about all three satellite axes. To investigate the perfonnance 
achievable using the proposed control approach, numerical simulations are carried out 
on the high fidelity GOCE si mulator. 
Section 6.6 concludes this chapter by considering a modification to the stability analysis 
proposed in Section 6.4. By approaching the stability analysis from a slightly different 
perspective, stability of the closed-loop system is guaranteed in almost exactly the same 
way but with the use of a linear constraint only. 
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6.2 Pitch Axis Control 
As the satellite pitch dynamics are unstable in open loop, the initial concern is to 
stabilize this axis. Due to the nature ofthe Earth ' s magnetic field this is always poss ible 
through one of the lateral dipole moments. To illustrate thi s point a simple dipole model 
of the Earth ' s magnetic field is shown in Figure 6.1 (this model is derived from 
equation (4.5». 
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Figure 6.1: Dipole model of Earth's magnetic field in the LL reference frame 
From the actuator dynamics in equation (2.7), the torque applied about the pitch axis is 
defined as Ty = (Bmag, M, -Bmag, Mo<) . [t is clear from Figure 6.1 that the Earth's 
magnetic field will never be zero in both the X and Z direction, and hence a torque about 
the pitch axis is always ach.ievable through at least one of the lateral dipole moments. 
To guarantee that control of this axi s is always possible, both the Mo< and M z dipoles 
are allocated exclusively for pitch control. This leaves only the My dipole moment to 
regulate the lateral dynamics, but thi s single dipole control has already been shown to 
be feasible when considering attitude control of momentum-biased satellitesl51 t. 158t.1601 
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With the pitch dynamics treated separately, the attitude dynamics in (2.6) are decoupled 
to obtain the following relationship for the pitch dynamics. 
(6. 1 ) 
With both M x and M , dipoles available for regulation of the lateral dynamics, a 
simple PD contro ller is implemented as 
(6. 2) 
where k p and kd are controller gains. 
By considering the pitch dynamics in this manner, the control problem becomes that of 
a 2nd order linear time-invariant system. From a control perspective this is a trivial 
problem and can be tackled through a number of classical control approaches. For the 
purpose of this design a pole placement technique is adopted. By selecting a closed-loop 
damping ratio of 0.7, the closed-loop natura l frequency may be used as a tuning 
parameter. The continuous-time closed-loop poles are defined as 
S = liJ,, (-0.7±0.7i) (63) 
where liJ" is the closed-loop natural frequency . 
Table 6.1 shows tbe requ ired PD controller gains for varymg closed-loop natura l 
frequency. 
Table 6.1: PD controller gains for varying closed-loop natural frequency 
Natura l Frequency Proportional Gain 
(radls) (N mlrad) 
~----~~----4-----0.03 2.39 
0.01 0.275 
0.005 0.077 
0.003 0.0341 
117 
Deri vative Gai n 
(NmI(radls)) 
113.31 
37.77 
18.89 
11.33 
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The response to an initia l pointi ng angle of 1° about the pitch axis is assessed when 
under each set of controll er gains. 
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Figure 6_2: Response to initial pointing angle under varying controller bandwidth 
The typical second order system response is seen in Figure 6.2, with the magnitude of 
the controller gain affecting the size of the control input and the speed of response. As a 
compromise between the speed of response and the magnitude of the contro l input 
applied, a natural freq uency of 0.0 I radls is selected. The corresponding proportional 
and derivative gains are 0.275 Nm/rad and 37.77 Nm/(radls) respectively. 
Rema rk 6.1: The assumption of a time-invariant formulation relies on the magnetic 
dipo les not saturating. Practically this assumption is very reasonable as the magnetic 
actuators are designed with the attitude acquisition mode in mind. This part of the 
control phase requires much larger control inputs to remove initial angular rates and 
hence the typical control inputs used in the attitude regulation phase are relatively small 
in comparison. 
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Remark 6.2 : The required torque Ty can be obtained from (6.2) however in order to be 
implemented this torque must be expressed in terms of magnetic dipo les. In order to 
explicitly define this relationship while also li nking the lateral and longitudinal 
contro llers, a reformulation of the latera l dynamics may be considered. 
6.3 Reformulation of Lateral Dynamics 
To provide an explicit method of defining the dipole moments to implement the pitch 
control, a novel reformulation of the lateral dynam ics is considered. From (2.6) the 
lateral dynamics can be written as 
~ 0 0 0 ~ 0 
I/f 0 0 0 I 1// 0 
= 
- 4w;O", wo(l - 0"1) + w, 0 0 w., I/ J, 
0 2 -wo(1 +0"3) 0 w. 0 (0, Wo 0"3 
From (2.7) representing the actuator dynamics, the lateral control 
expressed in terms of magnetic dipo le moments in (6.5) and (6.6) 
[ 1' J [B] [-M J r II/ag . M B :; 7~ ::::: - B - Y + I/Iog ,.  
:; mag~ x 
0 
0 [1' J 7: (6.4) 0 
1/ J, 
torques can be 
(6.5) 
(6.6) 
As a design choice the dot product of the dipole moment vector and the magnetic field 
vector is defined as zero. Physically this avoids applying dipo le moments in the 
direction of the Earth's magnetic fie ld which produce zero torque and only serve to 
waste energy. 
(6.7) 
Combining (6.6) and (6.7) leads to the following relationship. 
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(6 .8) 
Equation (6.8) can now be simplified to provide an explicit link between the latera l 
dipole moments and the required pitch torque. 
(6.9) 
To avoid numerical problems when solving (6.9), (B,;",&, + B,;,ag , )* o. T his condition 
woul d only not hold for a satellite operating on an orbital plane that coincides with the 
geomagnetic equator. As magneti cally actuated satellites typicall y operate on near-po lar 
orb its thi s is not of concern. IT (6 .9) is substituted into (6.5) the fo llowing relationshi p is 
deri ved. 
B (B' + B' + B' ) J[ T J magz n/OK. flU/gy mog. y (6.10) 
B (B' + 8 ' + B' ) M I1Il18~ mt/g~ /11(/8), mag, y 
Finally substitution of (6.10) into (6.4) completes the refonnulation of the lateral 
dynamics. 
tP 0 
If! 0 
= 
W, -4lV~ 0"1 
0 
0 
0 
I 
0 
0 
o tP 
If! 
lVo (l - O"J lV, 
O ' (1) 0 (6.11) W, lV0 0"3 - lVo +0"3 lV, 
+ 1 [ - Bawg, Bmag, / J, B"",g, (B,;",g, + B,;",g, + B;wg, )/ J , ][ Ty J (B':llIg~ + B,;m8: ) - BII/ag)' Bmag: /J 2 - Bma8" (B,:m8 ... + B';/a8y + B,:Il% )/ J= M J' 
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For the purpose of the lateral controller design, 1~, is neglected with M y being the only 
control variable. As a result (6.11) can be written in the more compact form. 
where, 
0 0 
0 0 
A fat :;::: 
- 4liJ~ 0'\ 0 
B\" = t:" 
0 
o 
o 
2 
liJo 0'3 
Bmog , / J,X 
- BlllfJg~/J= 
(6.12) 
I 0 
0 
0 liJo (I - 0'\) 
-liJo(1 + 0',) 0 
Remark 6.3: The reformulation of the lateral dynamics now offers an explicit link 
between the pitch and lateral controllers. Once the pitch torque has been determined 
through (6.2) and the My dipole through the lateral controller (to be developed in the 
following section), the full dipole vector can be determined using (6.9). 
Remark 6.4: Neglecting the pitch torque Ty for the purpose of the lateral controller 
design is a reasonable assumption to make for two main reasons. Firstly, the disturbance 
from the pitch controller is due to the B","" magnetic field component, whicb in the 
spacecraft co-ordinate frame is relatively small in comparison to the Band B 
mag~ magI 
components. Secondly, as the longitudinal dynamics are fully controllable, the closed-
loop pitch dynamics are considerably faster than the lateral dynamics therefore 
le liJyj--t 0 and Ty --t 0 relatively quickly. The effect of the pitch torque is neglected 
under reasonable assumptions, however this is rigorously justified when combining the 
two controllers in Section 6.5. 
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6.4 Attitude Control of Lateral Dynamics 
6.4.1 Asymptotically Stable Velocity Controller 
As a preliminary to the des ign of a stable model predi cti ve controll er, a continuous-time 
velocity feedback controller is derived which guarantees asymptotic stabi lity of the 
latera l dynamics. 
Lemma 6.1 (Krasovskii-LaSalle)16IJ: Suppose there exists a function 
V : 91. x 91" ~ 91 having the same period as the system such that V is a positive 
definite function and is radially unbounded and V:; O. Define R = { x E 91" : 3t 2: 0 
sllch that V(t,x)= O} and suppose R does not contain any trajectories of the system 
other than the tri vial trajectory . Then the equilibrium 0 is asymptoti cally stable. 
Theorem 6.1: The system in (6.1 2) is asymptoti cally stable under the velocity feedback 
M"(t) = - K,.(Bmag, (t}m, (t) - Smag, (t}m, (t)) for K" > O. 
Proof: 
Consider the Lyapunov function candidate 
V(t,x,,,,) = x:~, (I)P x'a, (f) (6.13) 
where, 
4w~aJJx!JJ 0 0 0 
0 2 0 0 P = -woa, 
0 0 (1,/J,) 0 
0 0 0 
v > 0 as for a satellite with GOCE configuration 0", > 0 and 0"3 < O. 
The time derivative of (6 .13) is now shown to be negati ve semi-definite. Through the 
product ru le of calculus, the derivative of (6. 13) is written as 
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(6.14) 
Substituting tbe lateral dynamics model from (6. 12) into (6. 14) 
v(/ ,xln!) = x~,0 XA,,, + B,,, 0 )K(i)Y P Xla, 0)+ x;~, (/ )P(A,,( + B,,( (/ )K& ))xlo' &) (6. 15) 
where, underthe velocity feedback control K(t) = K JO 0 - B"",g, B"",gJ 
As the matrix P is diagonal (6. 15) can be written in the more compact form 
Substitution of the data in (6. 12) and (6. 13) allows the following relationship to be 
deri ved. 
0 0 4 z J x 0 ' wo(J, -
J, 
0 0 0 2 -Wo17J 
J K" LJB'~I(% (I ) K ,il B au'g, B"",g, 
-4w2(7 _ x 0 Wo +(J3 + 
o 'J J, J, , 
0 z ( ) K"LJBmag . Bmllg . K"L1B';j(J8. wOa3 -w /+17 + ' . o 3 J, J, 
(6.17) 
Substituting (6.17) into (6. 16) allows the derivative of the Lyapunov function to be 
written as 
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0 0 0 0 
0 0 0 0 rp 
v(r)= [rp 0 0 2K ,IlB,;mg, 2K)'LlBm,wx Bm(lg< VI (6.18) 'I' Wx w, J, J, w, 
0 0 
2K"LlBml1gx Bmng: 2K ,IlB,;mg. w. 
J. J. 
Finally (6.18) is simplified and the deri vative of the Lyapunov function is written in its 
final form. 
V(t) = - 2~v (Bmag, (I)wx (r) - Bamg, (r)w, &)~ 
, 
(6.19) 
It is now clear from equation (6. 19) that the Lyapunov function in (6 13) is non-
increasing if the velocity gain is chosen to be greater than zero. This is a sufficient 
condition to establish stability of the closed-loop system. As the system is periodic, 
asymptotic stability may be proven through Lemma 6.1.. 
It has already been shown that there exists a positive definite function whose derivative 
is negative semi-definite, hence to satisfy Lemma 6.1 it need only be shown that there 
exist no trajectories of the system in R. It can be seen from (6. 19) that V(t) = 0 when 
the following condition occurs: 
(6.20) 
The condition in (6.20) coincides with a control input of M y = 0 (easily shown by 
substituting the above relationship into the velocity controller) and as a result it is quite 
simple to prove that R does not contain any trajectories of the open-loop system. 
For a satellite on a sun -synchronous orbit, the Earth 's magnetic field is periodic with a 
time period equal to that of the Earth's rotation i.e. T, = 24 hrs. Consider some initial 
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time t, such that Bmag , V) = O. 1n order for (6.20) to hold OJ, V) = O. As the Earth 's 
magneti c field is periodic Bmag , (t + I1T,) = 0, where 11 is an integer. The open-loop 
dynamics have approximate period of Top,a = 5.6To (where To = 27r/ OJo is the orbital 
period). As the satellite completes precisely 16 orbits per day, 7~anh = 2. 867~p",. [f 
(6.20) is a trajectory of the system OJ, V + 112. 86Top".) = 0 , which clearly in genera l it 
wi ll not. The relationship in (6.20) does not represent a trajectory of the system and 
hence according to Lemma 6.1 it is concluded that the system in (6 . I 2) is 
asymptoticaLly stable under the proposed ve locity feedback contro ller. 0 
The deri vation of the velocity controller is now validated through nwneri cal simulation. 
The lateral dynamics model in (6. 12) is placed under the continuous-time velocity 
feedback control , with the velocity feedback gain chosen as K" = 1 x 109 . For 
illustrative purposes a dipole mode l of the Earth 's magnetic fie ld is assumed according 
to (4 .5) and the lateral dynamics are asswned at an in itial condition of 10 pointing about 
each axis. 
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Figure 6.3: Performance under velocity controller 
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Figure 6.3 validates the analysis carried out in this section, with the Lyapunov function 
shown to be non-increasing under the proposed velocity feedback control. In the area of 
satellite attitude control , a velocity feedback scheme is typically used for kinetic energy 
dissipation in the initial attitude acquisition phase rather than for attitude regulation. The 
lack of proportional control means the approach to the required nadir pointing attitude is 
relatively slow and, more importantly, the di sturbance rejection properties of such a 
controller are poor. The a im of thi s section however is not to deri ve a practical control 
law, more to present a known asymptotically stable contro ller that can be used within a 
more advanced approach to be presented in the following section. 
6.4.2 Stability Enforced MPC of Lateral Dynamics 
The latera l dynamics model in (6.12) is now considered under a model predictive 
control scheme. The system is firstly di scretized to provide the fo llowing di screte linear 
time-varying system. 
(62 1 ) 
where, 
T, is the sampling time of the controller. 
To determine the optimal control input, predictions are carried out through iteration of 
(6.2 1) and the following performance index is minimised. 
N 
J(k) = L::X la, (k + i I kY Q'\:la,(k + i 1 k)+ My(k + i - 11 k)' RM y(k + i - 11 k) 
~ 0·22) 
+xla,(k+N I k)' QTxh,,(k +N I k) 
where, Q > 0 is the state weigbting matrix, R > 0 IS the control weighting matrix, 
QT > 0 is the terminal penalty matrix. 
In accordance with the di scussion in Section 2.4.4.2, stability of the model predictive 
controller can be achieved through a constraint forcing contraction of a particular 
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Lyapunov function. For this case consider solving the optimisation problem in (6 .22) 
subject to the constraint in (6.23) 
(6.23 ) 
where P is the Lyapunov function matrix derived for the velocity controller and 
S(k) 2 0 is a contraction tenn to force reduction of the Lyapunov function. 
The main barrier to be overcome when applying such a control approach is the choice of 
a feasible stability constraint. The analysis of the velocity controller provides the 
feasible constraint that is required. The constraint in (6.23) can always be satisfied by 
simply applying the velocity controller derived in Section 6.4.1 if the following two 
statements are true. 
• The contraction tenn J(k) is less than or equal to the reduction in the Lyapunov 
function achievable using the velocity control. 
• The sampling interval is infinitely small . 
The first of these assumptions is trivially handled by simply calculating the reduction in 
Lyapunov function achievable using the velocity controller before so lving the online 
optimisation problem. The contraction term is then chosen to be a value smaller than 
this. The controller would then always have the option of implementing the velocity 
control to satisty the stability constraint and thus ensures a feasible optimisation. 
The second of these asswnptions is related to the digital implementation of the velocity 
controller. If the velocity controller is implemented digitally using a zero-order hold 
method, the response of the digital control will only approach the true continuous time 
response as the sampling interval tends to zero. Clearly a finite sampling time will 
always be selected and this assumption cannot be met in practice, however if a fast 
enough sampling time is chosen, the digital controller will approximate the continuous 
time control very well (with this philosophy often adopted when designing digital 
control systems based on continuous-time emulation.). 
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Choosing an appropriately fast sampling interval is arguably sufficient to implement the 
control as stated, however the presence of the internal model within the predicti ve 
control scheme allows a more rigorous treatment Before solution of the online 
optimisation, the reduction of Lyapunov function achievable using the digital velocity 
controller can be calculated. If, due to errors in the digital implementation, the 
Lyapunov function is actually predicted to increase under the velocity control , the 
contraction term O(k) is chosen to be zero. The on line optimiser can then search for a 
control input that can reduce the Lyapunov function or at the very worst the controller 
always retains the option to implement M y = O. This will always lead to a non-
increasing Lyapunov function as the lateral dynamics are marginally stable in open-
loop. 
This type of approach is suitable for impl ementation here, however an interesting 
alternative could be proposed by utili sing recent studies into the implementation of 
continuous-time controllers using sampled data methods. Reference [50J proposes use 
of a receding horizon approach as a digitization technique for continuous-time 
controllers. The cost function of the receding horizon approach is defined as the error 
between the continuous-time and digital implementations and, under appropriate choice 
of prediction hori zon, ensures the digital equivalent of the continuous-time controller 
also guarantees asymptotic stability. For this application this would effectively require 
the use of two receding horizon contro llers, the first deriving the digital implementation 
of the ve locity controller, with the second then implementing the stability constrained 
MPC approach. Although not required here, this approach could potentially be used for 
an unstable system (where implementing My = 0 may lead to an increasing Lyapunov 
function) or a system that requires very long sampl ing intervals (where the zero-order 
hold digitization technique becomes less accurate). 
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6.4.3 Controller Design and Implementation 
As with any model predictive controller, an offline design process exists along with an 
online algorithm. This section discusses each of these two elements to clarify the 
processes required to implement the controller. 
6.4.3.1 Offline Design 
The offline design and control ler tuning is similar to that of any model predictive 
control algorithm. The use of a stability constraint requires specification of additional 
parameters and careful consideration of computational burden. 
1. Define controller tuning parameters. The weighting matrices Q and R are chosen 
by tria l and error tilrough the results of numeri ca l simulation. With a model predictive 
control scheme used on the lateral dynamjcs onJy, there are just 4 state weightings and 
one contro l weighting to define . The terminal penalty must also be chosen and is 
included for performance purposes as in Chapter 5. Tile choice of prediction and control 
hori zon is an important aspect of the design due to the use of a stability constrained 
predictive approach. The optimisation in (6.22) cannot be solved using quadratic 
programming due to the non-linear constraint in (6.23) . As a result the optimisation 
must be solved using sequential quadratic programming, a process that requires a 
significant increase in computation. The prediction and contro l ilorizons should be 
chosen to be suitably short to avoid excessive computational times. 
2. Define constraint matrix. The constraint matrix P remains constant and can be 
defined offline. To ensure the stabi li ty constraint remains feasible, P must be chosen 
accorrung to equation (6.13). 
3. Define velocity feedback gain. A feedback gain for the velocity controller derived 
In Section 6.4.1 must be chosen. Although the velocity controll er will not be 
implemented, it will be used as part of the onJine algorithm to determine a feasible 
contraction term, b(k) . 
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The offline design process of the stabili ty enforced MPC algorithm is summarised in 
Figure 6.4. 
6.4.3.2 
I. Controller Tuning Parameters 
Minimise prediction and control horizons 
Define Q and R matrices 
2. Constraint Matrix 
Define constraint matrix according to (6. 13) 
D 
3. Velocity Feedback Controller 
D efine value of K, for velocity controller 
(The velocity contro l will not be implemented but is required to 
determine a feasible stability constraint) 
Figure 6.4: Stability enforced MPC - offline design process 
Online Algorithm 
The online control algorithm used to implement the proposed controller requtres 
additional steps to accommodate the stability constraint The processes with in the 
a lgorithm proceed as fo llows 
1. Calculate one-step-ahead prediction unde r velocity controller: The internal 
model is used to provide a one-step-ahead prediction of the state trajectory under the 
stable velocity feedback controller. To implement the controll er digitally a zero-order 
hold technique is used. 
(6.24) 
Assuming thi s contro l input, the state at the fo llowing sampling interval can be 
predicted 
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(625) 
The va lue of the Lyapunov function under thi s control action becomes 
V(k + I1 k) = x,,,, (k + Il k)" P .~'a/ (k + I1 k) (6.26) 
Thus the change In the Lyapunov function under the velocity feedback control is 
calculated as 
(6.27) 
2. Define contraction term , o(k). The contraction term is cbosen based on the 
predicted change in Lyapunov function under the ve locity control. If the Lyapunov 
function is predicted to increase under the velocity control , the contraction term is 
chosen as o(k) = o. This could only take place due to inaccuracies in the digitization of 
the velocity control and in general wi ll not occur providing a sensible sampling interval 
is chosen. I f the usual case of a Lyapunov function decrease is predicted under the 
velocity contro l, the contraction tenn is chosen to be less than or equal to thi s predicted 
decrease. Thi s wi ll always give the online opt imiser the option of simply implementing 
the velocity controll er and ensures a feasible so lution to the constrained optimisation 
problem exists. As the inclusion of the contraction tenn is only to ensure asymptotic 
stability of the closed-loop, the va lue should be chosen to offer as much freedom within 
the online optimisation process as poss ible. As a result the contraction term is chosen to 
be a small positive constant which wi ll , in general , be smaller than the decrease 
predicted under the velocity controller. If Smag, (k }tv.,(k) '" S" .. g. (k}tv, (k) the decrease in 
Lyapunov function under the velocity control may itself become very small at which 
point the contraction term is defined equal to this value to ensure feasibility of the 
optim isation problem. Mathematically the choice of contraction tenn is defined in 
(6.28). 
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where & is a small positive constant 
~v > 0 
for - b'v ? & 
-b'v<& 
(6 .28) 
3. Model magnetic field over IJrediction horizon. To fo rm predictions of the state 
vector, a model is required to define the vari ation in the magnetic fi eld and the resulting 
di screte-time control matri x. The stability analysis remains va lid regardless of how thi s 
model is chosen and as a result the magneti c fi eld is measured using onboard 
magnetometers and assumed constant over the prediction hori zon. As short prediction 
and control horizons will be used, thi s is an appropriate model to use. 
4. Solve on line optimisation problem. The optimisation in (6.22) under the constra int 
in (6.23) is solved using sequential quadrati c programming . 
.1. Velocity Controller 
Using internal model, predict decrease in Lyapunov funct ion 
under velocity controller. 
D 
2. Defin e Contraction Term 
Defin e the contract ion term to be less than or equal to the decrease in 
Lyapunov fu nction possible under the velocity controller 
3. Magnetic Field Modelling 
Model magnetic fi eld over prediction horizon 
4. Solve Optimisation Using Standard SQP Sotv ... 
Solve optimisation subject to stability constraint. The selection 
of the P matrix and contraction term ensures a feasib le solution 
always exists 
Figure 6.5: Stability enforced MPC - online algorithm 
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6.4.4 Numerical Simulation 
The proposed controller is now validated with a simple simulation study. The system in 
(6 .12) is placed under the stabili ty enforced model predictive controller. For this initial 
investigation external disturbances are ignored and an ideal ful l state feedback system is 
assumed. The prediction and control hori zon are both chosen as 5 time steps, a sampling 
interval of [Os is used and the tuning and constraint matrices are chosen as 
570 0 0 0 0.0741 0 0 0 
0 1300 0 0 0 1.309 0 0 Q = p = 
0 0 5e9 0 
, 
0 0 5.71e4 0 
0 0 0 2el0 0 0 0 le6 
R = ] x IO-', Q T =500Q , K" = l x lO', li = l x lO -9 
The lateral dynamics are assumed to have initia l roll and yaw point ing angles of J 0 
about the nadir pointing attitude. The resulting performance under the stabili ty enforced 
contro ller is shown in Figure 6.6. 
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Figure 6.6: Simulation of lateral dynamics under stability enforced MPC 
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The proposed contro l approach is seen to effecti vely remove the initial pointing angles 
about the roll and yaw axes. The use of just one dipole moment to regulate both latera l 
axes is shown to be successful and the magnitude of tbe dipole moment remains 
comfortably within hardware limitations. The numerical simulation also supports the 
theoretical analysis of the previous section, with the Lyapunov function seen to decrease 
with time. 
6.4.5 Prediction Horizon and Computational Considerations 
As already di scussed the inc lusion of the stability constraint increases the computational 
burden imposed, as the online optimisation cannot be so lved using standard quadratic 
programming The choice of prediction and control hori zon is a compromise between 
the computational time requ ired to so lve the optimisation problem and the performance 
achieved under the control law. The response to initial conditions is repeated usi ng the 
same weighting matrices and varying prediction horizon with the results shown In 
Figure 6.7 . The corresponding computational times are also shown in Table 6.2. 
Finat orbit 
- Horizon = 5 0.2 
Cl -- - - Horizon = 10 
QI 0.5 Horizon = 20 :E.. 0.1 
~ 0 Cl 
" 
"" 
'0 -0.5 
-0.1 
0:: 
-0.2 
-1 
0 2 4 6 8 10 9 9.2 9.4 9.6 9 .8 10 
Final orbit 
Ci 0.2 
QI 0.5 0.1 :E.. 
~ 0 0 Cl 
" 
"" -0.1 ~ -0 .5 
"" >- -0.2 
-1 
0 2 4 6 8 10 9 9.2 9.4 9.6 9.8 10 
No. of orbits No. of orbits 
Figure 6.7: Controller response with varying prediction horizon 
increasing the prediction hori zon does lead to an improvement in controller 
perfonnance, but this improvement is relatively small when considering the response 
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shown in Figure 6.7. The response to an initial pointing error is very similar when 
comparing prediction horizons of 5 and 20 time steps. By the final orbit the pointing 
angles are slightly smaller when adopting the longer prediction horizon, however this 
very slight improvement is at the expense of a large increase in computational burden 
(see Table 6.2). 
Table 6.2: Computational times for varying prediction horizon* 
Prediction Average Computational Time (s) 
Horizon Hot start Cold start 
5 0.0265 0.059 
10 0.0355 0.1 19 
20 0.0713 0.240 
Although in general increasing tbe prediction hori zon from 5 to 20 wou ld provide 
notable performance improvement, incorporation of a stability constraint restricts the 
ability of the contro ller to utili se the additional information within the control law. 
Althougb in the unconstrained case the use of longer prediction horizons provides more 
variables and potential optimal so lutions, the stability constraint may eliminate many of 
these optimal solutions thus limiting the improvement achieved through lengthier 
prediction hori zons. 
A prediction hori zon of 5 time steps provides good performance at minimal 
computational burden and as a result is chosen as the horizon length for this control 
problem. Table 6.2 also shows the effect of using ' hot start', whereby the optimal 
control sequence at the previous time interval is used as the initial guess for the 
optimisation problem. Even for short prediction horizons thi s a llows over a 50% saving 
in computational time and should be adopted when implementing this stability enforced 
approach. 
!I Computational times are the average time taken to solve the oplimisation problem using the MATLAB 
"fmincon" function. The computer used for these simulations contain s an Alhlon 2 100+ processor with 
1GB RAM. 
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6.5 Full Attitude Control 
6.5.1 Stability about 3 Axes 
The analysis in the preceding sections has considered the lateral and longitudinal 
dynamics to be decoupled from each other. By allocating two dipole moments to 
specifically control the pitch dynamics, thi s axis is iso lated from the lateral motion. 
There are no couplings within the system matri x and the M y dipole used to regulate the 
lateral dynamics has no effect on the pitch axis. This allows the des ign of the pitch 
controller to be carried out in isolation without any impact from the lateral dynamics. 
As a result the pitch dynamics are treated with a standard L Tf approach and 
demonstration of asymptotic stabili ty is achieved by ensuring the closed-loop poles lie 
in the left hand plane. 
When considering regul ation of the lateral dynamics, the same is not strictly true. The 
control torque applied about tbe pitch axis is coupled into the lateral dynamics as shown 
in (6.1 I). For the purposes of the lateraI controlIer design thi s coupling has been 
negIected under reasonable assumptions, however to maintain ri gour within the stabili ty 
analysis this issue is addressed analytically through Theorem 6.2 before combining the 
two control approaches. 
Lemma 6.2[261: Consider the general system 
,t = I ( x,z ) 
z = g ( z ) 
(6.29) 
(6.30) 
Suppose the equiIibrium x = 0 of .i: = l(x,O) is locally asymptotica lly stable, and the 
equilibrium z = 0 of z '" g(z) is locally asymptotically stable. Then the equilibrium 
(x,z) = (0,0) of the above system is locally asymptotically stable. 
Theorem 6.2: The system in (2.6) is locally asymptotically stable if the pitch dynamics 
described in (6. 1) are subject to the control law in (6.2) and the lateral dynamics in 
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(6. 11 ) are placed under the stability enforced model predictive controller proposed in 
Section 6.4. 
Proof: 
The full lateral dynamics III (6. I I) can be written III the general 
form XI", = f ( Xla"Xlong ) , wherexlong = [0 llJyy . Through the analysis in Section 6.4 
the lateral dynamics are shown to be asymptotically stable under the stability enforced 
MPC algorithm, if the di sturbance due to the pitch axis control is neglected. As the 
disturbance due to the pitch control is only truly zero when the pitch angle and pitch 
rate are zero, Section 6.4 demonstrates Xlat " ° of .'c",," f(xlaI,O ) is locally 
asymptotically stable. 
The pitch dynamics in (6. 1) under the control law in (6 .2) can be written in the general 
form .'c long = g ( X long ) . Through the analysis in Section 6.2 the equilibrium x long = ° of 
xlong = g ( x long ) is shown to be loca lly asymptotica ll y stable. Through Lemma 6.2, if 
the system in (2.6) is subj ect to the proposed control action, the equilibrium 
( Xla"Xlong ) = (0,0) is 10caIJy asymptotically stable. 0 
6.5.2 Controller Performance 
As stability of the overa ll system is now proven, the proposed control approaches are 
combined and applied to the high-fidelity GOCE simulator. The satellite is initially 
subject to pointing angles of 10 about each axis and the nominal response assessed when 
neglecting external disturbances. Figure 6.8 validates the decoupled treatment of the 
pitch and lateral axes. As the pitch dynamics are unaffected by the lateral dynamics, the 
pitch response is very similar to that shown in Figure 6.2. When considering the true 
system the lateral dynamics are affected by the pitch control , however the effect on the 
latera l performance is minimal with the influence being successfull y rejected by the 
predictive controller. Fi gure 6.9 considers the performance of the control system when 
subject to environmental di sturbances from the upper atmosphere and onboard ion 
thruster assembly. Once again allocation of two dipoles for regulation of the pitch axis 
presents excellent performance. The stability enforced controller of the lateral dynamics 
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is seen to successfull y reject the external disturbances and regulate the satellite attitude 
within just over 3° of the nadir. The magnetic dipole hi story in Figure 6.10 shows that 
even when subject to significant external disturbance, the ~, dipole can successfull y 
regulate the roll and yaw atti tude and remain comfortable within saturation limits. 
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Figure 6.8: Response to initial pointing angles 
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Figure 6.9: Response under external disturbances 
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Figure 6.10: Magnetic dipole moments 
6.6 Stable MPC with Linear Stability Constraint 
The lateral controll er proposed in Section 6.4 guarantees stabili ty of the late ral 
dynamics but requ ires use ofa non- linear stability constrai nt. By once again considering 
the Lyapunov function proposed in Section 6.4, a linear stability condition fo r the 
predicti ve controller can be deve loped. 
6.6.1 Continuous-Time Lyapunov Function 
Theorem 6.3 : The lateral attitude dynamics in (6. 12) are asymptoti cally stable if the 
control input IS subject to the linear inequa lity 
Proof: 
Consider once again the Lyapunov function proposed in (6. 13). 
vv ,x,", ) = xi-, (I)P X,n, (I) (6.3 1) 
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where 
4(JJ~(JI (J./JJ 0 0 0 
0 2 0 0 P = - (JJ00"3 
0 0 (J./JJ 0 
0 0 0 
Rather than adopting a velocity feedback approach, consider the general attitude 
dynamics 
X"" (I) = AI" X'at (1) + 81" (I )M,, (I) (6.32) 
The rate of change of Lyapunov function becomes 
Ji(I, x
'tu ) = (A"" x ,,AI)+ 8,,,, (r)M" (r ))'" P x,,,, (r)+ x;':, (I )P(A ,,, x"" V) + 8,", (/)M ), (I)) 
(6.33) 
Ji (1 ,x,J = xi-, (I XA ;', P + PA, .. )x'af (1) + M ,. (1 Y 8, .. (I Y P x,,, (1)+ x::U (I )PB,., (I)M , (I) 
(6.34) 
As derived in Section 6.4.1, the choice of Lyapunov function leads to 
A;'"P + PA "" = o. Also note that M, (I Y 8,,, (I Y P x,., (I) = xi-, (I )PB,,, (I)M , (I) and 
hence 
(6.35) 
Substituting data from (6.31 ) and the lateral attitude dynamics in (6. 12), the derivati ve 
of the continuous time Lyapunov function becomes 
(6.36) 
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From the relationship in (6.36) a simple stability condition can be stated. For a control 
input M)! ), the Lyapunov function in (6.31) is non-increasing if the dipole moment is 
chosen as follows. 
If (B"",g , (/)w ,(t) - B"",., (/)w, V)) ~ 0 choose M, V) ~ 0 
If (B",ag,(/)w..(t) -Bamg, (/)w,V)) ~ 0 choose M)' V) ~ 0 
In more compact form, the stability condition can be written as a single linear constraint 
(6.37) 
If the control input sati sfies the above inequa li ty, the Lyapunov fUllction in (6.3 1) is 
non-increasing and stability in the sense of Lyapul10v is guaranteed. 
The analys is carried out in Section 6.4 allows extension to asymptotic stability to be 
proven. Effectively the constraint in (6.37) restricts the direction in which the dipole 
moment can be applied, but is sti ll satisfied by a constant dipole of M , V) = O. This of 
course still provides stability in the sense of Lyapunov but does not guarantee 
asymptotic stability. It has been shown earlier in this chapter that V ~ 0 as t ~ ex; if 
the control input is chosen as M, V) = K,,(Bmag, V)wxV) - Bmag, V)wJt)) , with K, > O. 
This ve locity feedback strategy effectively provides a minimum dipole moment that wi ll 
guarantee asymptotic stability of the closed-loop. If the magnitude of the dipole moment 
is chosen to be greater than tbis minimum dipole moment, asymptotic stability will still 
be guaranteed as this larger dipole moment would simply be equ.iva lent to a higher 
va lue of K, . The condition for asymptotic stability of the closed-loop can therefore be 
represented by the fol lowing inequality. 
(B".,g, (t)w)I) -B"",., (/)w, (/)) < K I (L () (\-. (~ 
IB (/' -- (/) -B (' __ {/~ M,_- ., Bamg, tJWx t -B"",g, t JW,t~ 11/(/8; JUl x rI"'8. I JW z ~ ~ 
(6.38) 
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This can now be written in its final form 
o 
Remark 6.5: The constraint in (6.39) ensures asym ptotic stabi lity is guaranteed by 
specity ing a minimum dipole moment rather than simply a required direction as in 
(6.37). In the case where (B""g, (t )m,(t) = BmagJt)m, (t») the control input may equal 
zero, however as shown previously, thi s is not a general trajectory of the open-loop 
system and asymptotic stability is therefore guaranteed through the Krasovskii-LaSalle 
Lemma. 
6.6.2 Discrete Lyapunov Function 
The continuous Lyapunov function provides an inequality constraint that, if satisfied 
guarantees asymptotic stability of the closed- loop. As the model predictive contro ll er 
wi ll be implemented in a digital framework, a discrete equivalent must be derived. 
Consider approximating the Lyapunov function in (6.3 1) using a first order Taylor 
expansIOn. 
dV 
where W(k) = - (k) 
dl 
V(k + 1)= V(k)+W(k)7~ 
According to equation (636) the derivative of the Lyapunov function is 
W(k) = 2(B",ag, (k)m, (k) - B"",., (k )m, (k »)M.(k) 
J, 
(6.40) 
(6.4 1) 
Through this approximation, the change of Lyapunov function over one sampling 
interval is 
(6.42) 
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The condition for stabili ty of this discrete Lyapunov function is therefore identical to 
that deri ved for the conti.nuous time case and can be written as 
If the di screte control input is chosen to satisfy (6.43), the di screte LyapwlOv function in 
(6.40) is non-increasing. To remain rigorous, the nature of the discrete Lyapunov 
function deri vation must be di scussed. By using a first order Taylor expansion to derive 
the Lyapunov function an approx imation has been made. Although choosing the 
discrete control input subject to the constraint in (6.43) will ensure the function in (6.40) 
is non-increas ing, it does not necessarily guarantee the true di screte Lyapunov function 
in (6.44) will be non-increasing. 
(+7~ 
V(k + I) = V(k)+ f V(t'}il (6.44) 
If the de ri vative of the Lyapunov function changes sign within a sampling interval, it is 
possible that the overall change in Lyapunov function is positive even though the 
derivative at the beginning of the sampling interval was negative. This point is 
illustrated below in Figure 6. 1' . Although the deri vative at the time k is negati ve, it is 
clear that the shaded area is larger than the hatched area and the resulting integral will 
be greater than zero. This would lead to an increase in the Lyapunov function . 
v 
k-3 k-2 k- I 
~ ..... --, 
-- ' ,
k k+ J k-3 -2 k-J k k+J 
Figure 6.11: First order Taylor approximation of Lyapunov function 
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Practica lly this does not present a significant problem providing a sensible sampling 
interval is chosen (the accuracy of the first order Taylor expansion increases with 
reducing sampling interval). The inaccuracy within the first order Taylor expansion wi ll 
only cause errors at the zero-crossing of the Lyapunov function derivative and can be 
suitably hand led using an ad-hoc approach within the MPC scheme. 
Remark 6.6: The issue of an approximate discrete Lyapunov function is identical to the 
di scussions made in Section 6.4 regarding the digital implementation of the velocity 
contro ller. When applying this type of approach within an MPC scheme the internal 
model can be used to ensure the true Lyapunov function remains non-increasing. 
6.6.3 Model Predictive Control Implementation 
Based on this extension to the stability analysis, a model predictive controller is 
designed to regulate the lateral attitude dynamics. The cost function in (6.45) is 
minim ised subject to the I [near stability constraint in (6.46). 
N 
J{k) = 2>'a/{k+i 1 q Q.i",,(k+i 1 k)+ My{k + i - 11 q RNfy{k +i - 11 k) 
1.1 (6.45) 
+';:'al(k + N 1 kY QT .i,,,/{k + N 1 k) 
subject to the constraint 
The solution to the optimisation problem returns the optimal control sequence using 
standard quadratic programming. Before the fi rst input in the optimal control sequence 
is applied to the plant, the internal model can be used to check the predicted Lyapunov 
function under this control according to (6.47). 
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If the predicted Lyapunov function is non-increasing the controller implements the 
optimum control input M y(k I k) . If the predicted Lyapunov function increases (due to 
inaccuracy in the first order Taylor approximation) tbe controller implements My = O. 
The implementation of this modified stable MPC algorithm is illustrated below in 
Figure 6. 12. 
Obtain magnetic field measurement and 
estimates of state vector 
Form stability constraint in (6.46) 
D 
Obtain optimal contro l sequence Ihrough 
quadratic programming 
D 
Take first control input and check predicted 
Lyapunov funclio n in (6.47) 
o 
Non-increasing? 
Apply contro l input to 
the planl 
o 
'-ncreasing? 
D 
~ 
Figure 6.12: Implementation of stable MPC algorithm 
The nominal, undisturbed performance of the proposed stable MPC algorithm is now 
demonstrated. Consider initially regulation of the lateral dynamics only. The tuning 
parameters are chosen to be the same as those used in Section 6.4 when applying the 
non-linear stability constraint. 
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570 0 0 0 0,074 1 0 0 0 
0 ]300 0 0 0 1.309 0 0 Q = p = 
0 0 5e9 0 
, 
0 0 5,7le4 0 
0 0 0 2el0 0 0 0 le6 
R = le-2 , Q T = 500Q , K" = le8 
The response to an initial pointing angle of 10 about both the roll and yaw axes is 
demonstrated below and compared to that achieved by the stability enforced controll er 
with non-linear stability constraint. The performance of the two control approaches is 
almost identical as, apart from a subtle variation in the stabi li ty constraint, the 
optimisation prob lems are very simi lar. 
c; - Stable MPC with linear constraint 
--_. Stable MPC with non-linear constraint III 0 .5 ~ 
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Figure 6.13: Response of stable MPC to initial conditions 
The advantage of the linear constraint IS most apparent when analysing the 
computational burden imposed. Table 6.3 shows the average optimisation time taken 
when adopti ng the non-linear constrained optimisation in Section 6.4 and the linear 
constrained problem proposed i[] thi s section. 
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Table 6.3: Comparison of computational burden§ 
Average Computation (s) 
Non-linear constraint 0 .0248 
Linear constraint 0.0044 
The ana lys is presented here provides almost the identical control law to that proposed in 
Section 6.4, but provides a significant saving in computational effort. 
6.7 Conclusions 
This chapter has presented a novel approach to the magneti c attitude regulation problem 
that guarantees asymptotic stability of the closed-loop dynam ics. With the pitch 
dynamics being unstable in open-loop, the pitch axis is considered independentl y with 
two dipole moments used exclusively for attitude regulation about this axi s. This allows 
a time- invariant treatment of the pitch dynam ics, providing guaranteed closed- loop 
s tability and good perfonnance. 
With the lateral dynamics regulated using a single magnetic dipole, thi s time-varying 
system is controUed using a model predictive control approach. A constraint is applied 
on the first state within the prediction hori zon which guarantees stability of the c1osed-
loop system even for the time-varying problem. Crucia lly the use of such a constraint 
guarantees stability without the frequently adopted (but strictly incorrect) assumption 
that the Earth 's magnetic field is periodic at the orbital frequency. The use of a stability 
constraint within the optimisation scheme forces the use of sequential quadratic 
programming, wnich provides a significant computational increase when compared to 
standard QP solvers. Perfonnance is shown to be acceptable using short prediction and 
control hori zons, which offsets much of the computational burden that would normally 
be imposed. 
§ Average computation calculated as average time taken to solve each optimi sation problem lIsing 
MATLAB ' quadprog' and fmincon ' functions for linear and non- linear problems respectively. 
Simulations are carried out on Athlon 2100+ processor with 1GB RAM . 
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With the longitudinal and lateral dynamics treated independently, stability of the full 3 
axis system is proven through adoption of an appropriate stability lemma. Performance 
of the satellite attitude controller is investigated when applied to the bigh fide lity GOCE 
simulator, with the controller demonstrating good performance in the nominal case and 
also in the presence of significant external disturbance. 
Finally this chapter concludes by refonnulating the stability analysis used to guaran tee 
asymptotic stability of the predictive controller used to regulate the lateral dynamics. A 
very similar stability analysis demonstrates that the non-linear stability constraint can be 
replaced with a simple linear constraint. This allows almost identical perfonnance to be 
achieved, but without the need to use more complex optimisation algorithms, providing 
significant onJine computational savings. 
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7. Robust Performance of Integrated PD/MPC Controller and 
Overall Controller Comparison 
7.1 Introduction 
The previous chapter has introduced a no ve l integrated PO and MPC controller to 
regulate the attitude of a magneticall y actuated sate llite. Stabi lity is guaranteed a priori 
for the nominal satellite configuration and simulations have demonstrated the suitabili ty 
of the proposed controller when subject to environmental disturbances. This chapter 
develops upon the work proposed in C bapter 6 by considering the robust performance 
of the controll er. 
Firstl y a robust stability condition is developed to extend the stabili ty analysis a lready 
proposed in the previous chapter. T hi s allows stability (0 be proven for the nomina l 
satell ite inertia and also for the special case when the inertia matri x is subject to a 
specific uncertainty. Demonstrating robust stabi li ty for the more general case cannot be 
done analytically, however can be carried out through numerical simulation. The high 
fidelity GOCE simulator is therefore used to validate (he controller performance when 
subject to the most significant environmental a nd system uncertainty. 
The fina l part of this chapter compares each of the controllers proposed in this thesis 
with respect to nominal performance, robust performance, computational complexity 
and stability analysis. Thi s a llows the key advantages and di sadvantages of each 
strategy to be h.ighlighted . 
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7.2 Robust Stability: A Special Case 
The area of robust stability is a very cha ll enging topic, particularly when considering 
time varying systems. The magnetic attitude problem is no different and the 
development of general robust stability for the model predictive controller is a problem 
that remai ns unsolved. Consideration of a simplified example allows robustness to a 
specific uncertainty in the inertia matrix to be proven. 
Consider the sate llite inertia matrix subj ect to an uncertainty such that 
where n > 0 is a sca lar va lue. 
J = J nominal 
n 
The satellite lateral attitude dynamics subject to this uncertainty can be written as 
(7.1 ) 
(7 .2) 
This particular case is of interest as both the system matri x A and the matrix P remain 
constant with respect to the uncertain parameter n. This is due to the fact that both of 
these matrices can be described in terms of inertia ratios with the absolute values being 
unimportant. 
If the system in (7.2) is subject to a control input My(k), the di screte Lyapunov 
function at the following time step is described by 
Expansion ofthe above equation allows it to be written in quadratic form with respect to 
the uncerta in parameter n. 
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V(k + I) = r~, (k )pr,,,, (k )M~ (k )n' + 2x[" <I> ;~ , pr,,,, (k )M y(k)n + x;':, (k )ct>;~ , P<I>,.r x,,,, (k) 
(7.4) 
From a stability perspecti ve the case of interest would be the va lue of n that leads to the 
highest va lue of the Lyapunov function for the control input My(k). This would need to 
be checked agai nst the previous value to ensure a reduction of Lyapunov function 
occurs. The type of quadratic equation wi ll determine the location of the maximum 
Lyapunov function over the range of n. 
v 
I 
I I 
I 
I I 
I I 
Case L: Maximum turning point 
n 
v 
n 
Case 2: Minimum turning point 
Figure 7.1: Maximum Lyapunov function value when subject to uncertainty 
For case 1 the maximum Lyapunov functi on occurs in one of three places depending on 
the system. If the range of n spans the pos itive gradient portion of the curve, tbe 
maximum value of n will lead to the highest value of Lyapunov function. lf the range of 
n spans the negati ve gradient of the curve, the minimum value of n wi ll lead to the 
highest value of Lyapunov function. Finally, if the range of 17 contains the turning point, 
the maximum va lue ofLyapunov function will occur at this turning point. 
For case 2 the turning point represents a min imum rather than a max imum and as a 
result all ows a si mpli fied analysis. If the range of n spans the negative gradient of the 
curve, the minimum value of n will lead to the highest value of Lyapunov function. if 
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the range of 17 spans the positive gradient portion of the curve, the maximUl11 value of /1 
will lead to the highest value of Lyapunov function , If the range of 17 contains the 
turning point, the maximUl11 value of Lyapunov function will occur at either the 
minimum or maximum value of /1 , 
To determine the type of curve being dealt with take the second derivative of the 
Lyapunov function with respect to /1 , (Note that, although the Lyapunov function itself 
is discrete, it still remains continuous with respect to /1) 
(75) 
As the second derivative is always greater than zero this indicates the turning point of 
the curve is a minimum This corresponds to the second case in Figure 7, I and therefore 
requires the Lyapunov function be checked for the maximum and minimum values of 17 
only, 
This robust stability condition can easily be incorporated into the stable predictive 
controller through modification of step 4 in Figure 6,12, Once the optimal control input 
has been derived through solution of the online optimisation problem, the Lyapunov 
function under this control action is validated for the maximum and minimUl11 poss ible 
values of/1 , 
Remark 7.1: Although only considering a very specific uncertainty it shou]d be noted 
that the specifications for GOCE present part of the inertia uncertainty in precisely tbi s 
manner, The handling of inertia cross products and independent variation of a single 
axis inertia would still need to be verified through nwnerical simulations, 
Remark 7.2: In addition to developing the controller though use of a robust stability 
constraint, it is also possible to add an element of integral control to reduce steady state 
errors, A preliminary analysis of thi s possibility has already been carried out and, 
although not mature enough to warrant inclusion within the main body of this thesis, is 
included as a short appendix to the interested reader 
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7.3 Performance 
7.3.1 Nominal Performance 
A simulation study of the modified controller is now carried out on the high fidelity 
GOCE simulator. The lateral dynamics are regulated using the stable MPC algorithm 
proposed in Section 6.6, complete with the addition of the robust stability check. The 
pitch dynamics remain regulated using the PD controller proposed in Chapter 6. For the 
lateral control a prediction and control horizon of 5 time step are used, along with the 
following weighting matrices. 
570 0 0 0 0.0741 0 0 0 
0 1300 0 0 0 1.309 0 0 Q = 
0 0 5e9 0 
, P = 
0 0 5.71e4 0 
0 0 0 2elO 0 0 0 le6 
R = le-2, QT =500Q , K" = le8 
Figure 7.2 demonstrates the performance achievable under proposed control action, 
with Figure 7.3 illustrating the applied magnetic dipole moments. The stable model 
predictive controller is able to regulate both the roll and yaw axis within 3° of the nadir 
pointing attitude with the magnetic dipole moments remaining comfortably within 
saturation limits. When compared with the controller proposed in the previous chapter, 
the perfonnance is almost identical. Most importantly thi s level of performance is 
achieved with a significant reduction in computational burden due to the use of a 
standard QP solver to calculate the optimal control input. 
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Figure 7.3: Dipole time history under external disturbance 
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7.3.2 Robustness 
As already discussed, the stability analys is presented is only valid for the nominal plant 
and a specific variation in the inertia matri x. The performance when subject to inertia 
cross products and external di sturbances must be validated through numerical 
simulation. To fu lly validate the controller performance to expected system uncertainty, 
a series of Monte Carlo sim ulations have been carried out. The principal inerti a values 
are varied by ± I 0% and inertia cross products can exist up to their maximum values as 
described in Chapter 3. The centre of pressure is assumed at its minimwn and maximum 
position and the ITA is assumed 0.3° out of alignment. Full simulation plots can be 
found at the end of this chapter, with the peak angular deviations summarised in Figure 
7.4. 
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As shown in Figure 7.4, the controller is able to regulate the satellite attitude over the 
range of expected uncertainty. The ro ll axis is regulated within 5° of the nadir and the 
yaw axis within 6° of the nadir. 
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7.3.3 Large Angle Recovery 
In addition to demonstrating robustness to variation in system parameters, the controller 
must also demonstrate adequate performance when subject to larger than expected 
initia l angular errors. Although tbis type of regulation control would be implemented 
after at least one pre liminary dissipative control law, it would sti ll be expected that the 
controller coul d successfully take over at modest error angles. The fo llowing 
sim ulations initialise the stable predictive controller at a much larger than expected 
error signal of (Y'o eo 'IIo)= [±10 ±1O ± 10j 
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Figure 7.5: Response to large Euler angles 
Application of the stable predictive controller successfully removes large Euler angles 
of up to 10°. This demonstrates good robustness to much larger than expected initial 
conditions. 
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7.4 Comparison of Control Approaches 
The controllers developed in thi s thesis are now summarised, compared and contrasted. 
The important issues of performance, robustness, stability and computational burden are 
di scussed in the following sections. 
7.4.1 Nominal Performance 
The nominal performance of each of the three controllers has been assessed. Figure 7.6 
below compares the time response of the three approaches when subject to expected 
environmental disturbances and nominal inertia parameters. 
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Figure 7.6: Nominal performance of controllers 
40 45 
It is clear from Figure 7.6 that the model predictive controller with terminal penalty and 
constant disturbance model is the most successful from a performance perspective. The 
presence of an internal disturbance model allows success fu l rejection of external 
di sturbances, while the plant model allows the optimal control input to be applied. 
Unlike the stability enforced controller, thi s approach does not have any stability 
constraints to satisty and therefore has greatest freedom within the optimisation process. 
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The stability constrained predictive controller is able to achieve excellent regulation of 
the pitch axis due to allocation of two dipole moments solely to regulate this axis. The 
performance about the yaw axis is comparable to that seen from the model predictive 
controller, however this approach does present a degraded response about the roll axis 
when compared to the torque constrained MPC approach. This is primarily down to the 
allocation of a single dipole moment to regulate both roll and yaw axes and also the 
restrictions imposed by the stability constraint. As with the other controllers, the 
weighted PD controller presents good perfonnance about the pitch axis. Regulation 
about the roll and yaw axis is achieved within 5° of the nadir pointing attitude but does 
represent the poorest perfonnance of the three controllers. 
7.4.2 Robust Performance 
The results of the robust simulations presented in Figure 4.8, Figure 5.16 and Figure 
7.4 are combined to illustrate the range of peak pointing deviations for each of the 
controllers. As expected, the performance achieved by each of the controllers is in line 
with that seen in the nominal case. The torque constrained MPC approach demonstrates 
excellent robustness to both environmental and system uncertainty. The perfonnance 
achieved when adopting the stability constrained approach is comparable about the yaw 
axis but degraded about the roll axi s. Finally, the weighted PD control successfully 
demonstrates robustness to environmental and system uncertainty but presents the 
poorest performance of the three controllers. 
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7.4.3 Stability and Computational Burden 
10 
Stability and computation are the areas in which the other two controllers hold their 
advantages. The model predictive controller has the highest computational burden and 
cannot guarantee stability a priori and is therefore weak in both of these categories. The 
weighted PD approach cannot guarantee stability but can be implemented very quickly . 
There is clearly a performance penalty paid for the ease in which thi s control can be 
applied, but in low-cost applications with loose pointing requirements this strategy 
would be an ideal solution. 
The stability enforced model predictive controller provides the only approach for which 
stability is guaranteed a priori . The use of short prediction horizons provides a saving in 
computation in comparison to the torque constrained MPC approach, but still requires 
significant oDJine resources in comparison to the weighted PD approach. 
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7.4.4 Comparison Summary 
The controller comparison is now summarised below in Table 7.1 and Table 7.2. 
Table 7.1: Comparison of controller performance 
CONTROLLER NONITNALPERFORMANCE ROBUST 
PERFORMANCE 
Weighted Good pitch aXIs regulation. Lateral axes regulated 
PD control Lateral axes regulated within 5° with 8° of nadir. 
of nadir. 
Torque Excellent performance achieved Excellent robustness. 
Constrained about all three axes. 
MPC 
Excellent pitch regulation due to Latera l axes regulated 
Stability use of two dipo les. Yaw within 6° of the nadir. 
constrained regulation comparable to torque 
MPC constrained MPC but roll 
performance degraded. 
Table 7.2: Comparison of controller computational burden and stability 
CONTROLLER COMPUTATIONAL BURDEN STABILITY 
Weighted Low computational burden, control Stabi li ty checked 
PD control implemented with similar through 
computation required for classical simulation/Floquet 
torque projection PD control. analysis. 
Torque High on line computational burden Stabi I ity checked 
Constrained associated with quadratic through simulation. 
MPC programmIng. 
High online computational burden Stability guaranteed a 
Stability associated with quadratic priori through on line 
constrained programming. Low prediction stability constraint. 
MPC horizon means reduced burden in 
comparison to torque constrained 
MPc. 
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7.5 Conclusions 
This chapter has considered the robust performance of the integrated PD and MPC 
controller proposed in Chapter 6. Initially a robust stability condition has been 
developed to extend the applicability of the stability constraint to a specific wlcertainty 
within the inertia matrix . Robustness in the more general sense is investigated through 
numerical simulation, with the integra ted PD and MPC controller demonstrating good 
robustness to both system and environmental uncertainty. 
The second half of this chapter compares and contrasts each of the control laws 
proposed within this thes is to highlight the strengths and weaknesses of each of the 
control approaches. Initially nominal performance is compared, with the torque 
constrained model predictive controller presenting the best performance of the three 
controllers. The integrated PD and MPC scheme is secondary, with the weighted PD 
approach leading to the worst perfonnance. As would be expected a similar pattern is 
seen when comparing the robust performance, with the MPC scheme of Chapter 5 
demonstrating the best robust performance. 
The weighted PD controller holds its key benefit in the simplicity of the computational 
implementation. With only a few scalar multiplications required to implement the 
control , thi s approach is significantly less complex than the two model predictive 
controllers, both of which require quadratic programming. Finally, the integrated PD 
and MPC scheme provides the most precise pitch performance, and is the only control 
approach that can provide the very important guarantee of stability a priori . 
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8. Conclusions and Further Work 
This thesis has developed several novel control approaches to tackle the magnetic 
attitude regulation problem. This final chapter draws conclusions on the overall 
contributions made in thi s thesis and discusses potential further work to be studied 
within this research area. 
8.1 Conclusions 
The research work presented in thi s thesis has investigated the attitude control problem 
for magnetically actuated satellites. A number of important contributions have been 
presented with a focus on both theoretical developments and practical control 
approaches. 
Chapter 4 has investigated the application of PO control to the magnetic attitude 
regulation problem. Lnitial studies implementing the classical torque-projection control 
approach lead to poor performance when applied to the GOCE satellite. With this type 
of approach common in industrial practice there was a strong incentive to identi fy the 
cause of thi s poor performance and a design solution to improve upon it. The 
fundamental approach of minimising the Euclidean norm of the torque error has been 
identified as a weakness when applied to a satellite with an uneven inertia distribution, 
with the axis of low inertia generally receiving low importance within thi s minimisation 
process. To improve upon thi s, a weighted PO control approach has been developed 
which allows a weighted optim isation to determine the magnetic dipoles and thus allow 
fairer consideration of the low inertia axis. Lmportantly, a closed-form solution to thi s 
weighted optimisation problem has been derived, making the controller no more 
complex than the standard torque proj ection approach. 
To improve the di sturbance rejection characteri stics of the controller, a feed-forward 
controller has been developed to supplement the feedback control. As with the feedback 
control , the uneven inertia distribution of the satellite is taken into account in the design 
process and the resulting controller is designed to minimise the accelerations imparted 
on the satellite rather than the torque. The control approach has been verified through 
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non-linear simulation, demonstrating good performance and robustness. Most 
importantly, this chapter has developed a systematic design process that can have a 
direct impact on the design of industrial control systems for magnetically actuated 
satellites with uneven inertia distribution. 
Chapter 5 has studied a practical implementation of a model predictive controller for the 
magnetic attitude control problem. Initial studies apply the controller proposed in 
reference [57] to investigate the effects of controller sampling rate and prediction 
horizon. In order to achieve suitable perfonnance and stability, a prediction horizon in 
the region of 40 time steps is required, which leads to a relatively large optimisation 
problem. To reduce the prediction horizon required for adequate stability, a terminal 
weighting is added to the cost function. The stabilising properties of such a terminal 
penalty are clear and allow stability and acceptable performance to be achieved at a 
prediction horizon of just 10 time steps. This greatly reduces the size of the online 
optimisation problem, offering significant savings in computational burden. A 
secondary effect of the prediction horizon shortening is that a simplified magnetic field 
model can be considered. The controller is modified to take the measured magnetic field 
and assume it remains constant over the prediction horizon. Simulations demonstrate 
that a similar level of performance can be achieved, without the problems associated 
with forming on.line predictions of the magnetic field variation. 
The second half of Chapter 5 considers the inclusion of an element of disturbance 
compensation within the control scheme. The predictive controller is initially combi.ned 
with the weighted feed-forward compensator proposed in Chapter 4, with improvements 
in the disturbance rejection properties of the system seen. Although providing an 
improvement in pointing accuracy, it has been. identified that the use of two independent 
controllers may not achieve the best performance. As a result, the independent feed-
forward control is removed and the disturbance compensation included directly within 
the predictive controller through use of a disturbance model. Initially a simple 
disturbance model is adopted, assuming the external disturbances remain constant over 
the prediction horizon. Inclusion of this model provides performance improvements 
when compared to the independent feed-forward control and is done with minimal 
increase in complexity to the control law. 
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To provide a more representative disturbance model , the nature of the true disturbance 
profile is taken into account through use of a harmonic disturbance model. Interestingly 
the use of a more complex model offers no clear benefits in terms of performance, with 
the conclusion that a simple disturbance model and state estimator can provide good 
performance without resorting to more complex and computationally more expensive 
implementations. The developments proposed in this chapter demonstrate notable 
improvement in performance when compared to the existing approach proposed in 
reference [57] and are included with a reduction in computational burden and without 
the need to performance any online magnetic field modelling. 
Chapter 6 has tackJed the problem of guaranteeing stability of a model predictive 
control scheme when applied to the magnetic altitude regulation problem. To tackle thi s 
problem, two controllers are developed to control the pitch and lateral dynamics 
separately. To control the unstable pitch dynamics, two dipole moments are allocated 
exclusively for attitude regulation of this axis . As a result, the system is fully 
controllable and a simple PD scheme provides closed-loop stability and required 
performance. For regulation of the lateral dynamics, an asymptotically stable model 
predictive controller has been developed. Utilising the remaining dipole moment, the 
online optimisation problem is solved subject to a stability constraint that guarantees 
contraction of a particular Lyapunov function. As this stability constraint is non-linear, 
extension to sequential quadratic programming is required to solve the online 
optimisation problem. 
Feasibility of the control is ensured through derivation of an auxiliary velocity 
controller which can always satisfy the stability constraint. The stability of the 
combined controllers is proven and the performance achievable under the control 
verified througb numerical simulation. Importantly, asymptotic stability is guaranteed 
without the assumption that the Earth ' s magnetic field is periodic at the orbital 
frequency and remains feasible for satellites with an unstable pitch configuration. 
Chapter 6 bas concluded by modifying the stability analysis in an attempt to reduce the 
online computational effort. The stability ana.iysis has been reformulated to simplify tbe 
non-linear stability constraint to a linear constraint. Similar performance to that seen 
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with the non-linear stability constraint is achieved, but without the need to resort to 
more computationally intensive optimisation algorithms. 
Chapter 7 concludes this research work by investigating the robustness of the stable 
controller in Chapter 6, before making overall comparisons between all of the control 
approaches presented within this thesis. A robust stability constraint is introduced which 
guarantees stability of the integrated PO and MPC controller to a specific uncertainty in 
the inertia matrix. To investigate robustness in the more general case, numerical 
simulations are carried out on the high fidelity GOCE simulator, demonstrating 
robustness to expected system and environmental uncertainty. To summarise the 
contributions of each controller presented in this thesis, comparisons are made between 
performance, robustness, computational complexity and stability. 
8.2 Further Work 
This thesis has presented a number of important contributions, but there are still several 
related areas that remain open for further study. 
8.2.1 Stability without an Explicit Constraint 
The issue of stability of a model predictive control scheme has been addressed within 
this thesis, but not without the need to sacrifice an element of performance to achieve 
the guarantee of asymptotic stability a priori. By including a stability constraint within 
the optimisation problem and limiting the lateral dynamics to a single dipole moment, 
the performance achievable using the stable MPC scheme in Chapter 6 is degraded 
when compared to that achieved by the MPC scheme proposed in Chapter 5. Further 
work may provide a method to guarantee analytical stability of the control scheme 
without the need for explicit stability constraints, with the ultimate aim of achieving 
performance levels seen in Chapter 5 with the added benefit of the guarantee of stabi lity 
a pnon. 
8.2.2 Robust Stability 
The work in Chapter 7 proposes a robust stability condition for a particular uncertainty 
in the satellite inertia matrix, but the general problem of a robust controller remains 
unanswered. Further work could lead to the development of a controller that is proven 
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to be stable over a much broader range of system uncertainty. This could incorporate 
variations in individual principal inertia va lues, the presence of inertia cross-products, 
variation in orbital altitude, and errors in the measured magnetic field vector. 
8.2.3 MPC for Satellites with Partial Magnetic Actuation 
Model predictive control has been studied for magnetically actuated satellites, but could 
also lend itself very well to satellite configurations with partial magnetic actuation. 
Satellites such as the NASA GRACE/23 / and ESA Swarm/7 1] miss ions use thrusters and 
magnetic torquers in combination to take advantage of the accurate pointing possible 
using thrusters and the fuel savings poss ible through use of magnetic dipoles. A few 
studies already exist within the research literature investigating appropriate control 
systems for thi s actuator configuration (see references [14] , [53] and [62] for example); 
however the use of MPC for this problem has yet to be studied. The ability of model 
predictive contro l to naturally handle actuator constraints would allow the controller to 
determine the available controll ability provided by the magnetic actuation and 
determine the supplementary control to be provided by the onboard thrusters, while a lso 
taking into account the implications of fue l consumption. 
8.2.4 MPC for Non-Linear Attitude Acquisition 
The issue of the non-linear control problem has not been addressed within thi s thesis, 
but remains an important area of satellite controL The linear model predictive contro ll er 
based on equation (2.6) could be extended to the non-linear case based on the full 
dynamics model in equation (2.1). This type of contro l could be particularly useful in 
the attitude acquisition phase of the control , where a linear model alone is insufficient to 
accurately represent the true dynamics. 
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Appendix A 
A.1 A Preliminary Study Investigating the Addition of Integral 
Control to the Integrated PO and MPC Scheme 
To further deve lop on the stable MPC control of the lateral dynamics proposed in 
Chapter 6, an element of integral control can be introduced to reduce the steady state 
errors seen when subject to external disturbance. This integral action can be 
incorporated in such a way that the overall stabi lity analysis remains unaffected, 
allowing for potential performance improvement without sacrificing the key benefit of 
the approach. 
A.1 .1 RolI-Yaw Integral Control 
To investigate the effects of adding a component of integral control , the state space 
model of the attitude dynamics in (6.1 2) can be augmented. Consider defining a new 
state variab le z to be the integral of the roll and yaw angle as shown be low. 
(AI ) 
Equation (A I) can be combined with the lateral dynamics model in (6.12) to provide 
the following augmented state space model of the satellite attitude dynamics. 
(A2) 
where, 
0 0 1 0 0 0 0 
0 0 0 1 0 0 0 
0 0 0 0 1 0 0 
A:lug :::: 0 0 0 0 0 ' Baug = .1 0 
0 0 - 4w;0", 0 0 wo(l - 0",) Bn"" ,!} x 
0 0 0 2 Wo 0"3 - Wo (1 + 0", ) 0 - Bn",g, / J , 
176 
Appendix 
For implementation within a predictive controller, the model is discretised in the usual 
way leading to the following discrete-time model 
CA3) 
where, 
The predictive control problem is then solved to minimise the following performance 
index 
N 
J(k) = Lxaug(k+ i l k)'Q£uug(k+i I k)+My(k +i-ll kYIW)k+i-11 k) 
~ 0~ 
+xuug(k + N I k)' QT xuug(k + N I k) 
subject to the stability constraint 
Note that introduction of the new variable z has no effect on the overall stability 
analysis as, regardless of which state variables appear in the performance index, the 
optimisation problem will always be so lved to ensure a non-increasing Lyapunov 
function due to the stability constraint. 
To investigate the performance achievable with integral control , a simulation study is 
carried out on the high fidelity GOCE simulator. The prediction and control horizons 
are both chosen to be 5 time steps and the weighting matrices are chosen as foUows. 
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The pitch dynamics are regulated using the PD controller proposed in Chapter 6 and the 
satellite is initialised at a pointing error of 10 about each axis. 
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Figure A.1: Performance of stable MPC with integral control 
As can be seen from Figure A. I, introduction of the integral control does improve the 
mean steady state error, but thi s is at significant penalty to the dynamic response. The 
large control torques required to counteract the yaw di sturbances cannot be applied 
throughout the orbit due to varying controllability. In periods of reduced control 
authority about the yaw axis, the external di sturbance has a strong influence on the 
pointing angle and degrades the yaw response and inevitably the roll performance also. 
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The inclusion of integral control about both roll and yaw axes successfully removes the 
steady state errors, but leads to a significant degradation in the overall dynamic 
response. It has been noted that the roll axis steady state error can be successfully 
removed and it is therefore possible to investigate the performance achievable using 
integration about the roll axis only. The simulation in Section A 1.1 is repeated with roll 
ax.is integration only. The tuning parameters are therefore defined as 
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Figure A.2: Performance of stable MPC with roll axis integrator 
Inclusion of integral control about the rol l axis only, leads to an improvement in 
performance over the already proposed stable MPC. The roll error is reduced by 
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approximately 0.5° and tbis improvement in performance is achieved at minimal 
increase in controller complexity and online computational burden. 
Remark A.I: Although a roll-only integral control sees most success for the GOeE 
mission, the roll-yaw integral approach could be feasible for different satellite 
configurations. Ln particular satellites subject to less significant disturbance torques 
could see the benefits of integral control about both roll and yaw axes. 
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