ABSTRACT Suicide is a leading cause of premature mortality. Aspects of the social environment such as incidents of violence in the community may induce psychological distress and affect suicidality, but these determinants are not well understood. We conducted an ecological study using California vital statistics records, geocoded to address of the decedent, to examine whether proximity to homicide was associated with the occurrence of suicide in urban census tracts. For each urban tract (N = 7194) and each month in 2012, we assessed homicides in the tract or within buffer zones around the tract with a 1-month lag. We estimated two risk difference parameters that capture how suicide risk is related to differences in homicide exposure. Proximity to homicides was negatively associated with suicide occurrence after controlling for demographic factors, seasonality, and other confounders. Estimates suggest that the absence of homicides would be associated with a 4.2 % higher number of tract-months with one or more suicides (95 % confidence interval 2.2-6.0). This relationship was stronger in tracts that were wealthier, older, and less civically engaged. Results were robust to a wide variety of sensitivity tests. Contrary to expectations, we identified a consistent negative association of proximity to homicide with suicide occurrence. It may be that a homicide deters or distracts from suicidality or that aggression or hopelessness may be expressed as inward or outward directed violence in different settings. Further investigation is needed to identify the drivers of this association.
INTRODUCTION
Suicide is a leading cause of premature mortality in the USA and in California. 1 As of 2014, the national suicide rate is 13.4 per 100,000 and has consistently increased over the past decades. Rates are nearly three times higher in certain groups such as middle-aged white men and sexual minorities.
1,2 Alarmingly, a 2012 study found that nearly 2 % of all adult Californians-more than half a million-seriously thought about suicide in the previous year. 2 Furthermore, patterns of suicide rates in California mirror national trends. Better understanding of the factors driving suicide is needed.
Exposure to community violence, meaning witnessing or hearing about incidents of violence in one's own community, is believed to influence a range of health outcomes 3, 4 and may increase the risk of suicide. In particular, exposure to incidents of community violence can lead directly or indirectly to psychological distress, poor mental health outcomes such anxiety and depression, behavioral problems, and substance misuse (see for example 5 ), each of which are major risk factors for suicide. 6, 7 Previous research among adolescents has shown that exposure to violence can increase suicidality. [8] [9] [10] [11] However, these studies were generally limited to small samples, utilized self-reported measures of violence exposure and suicide-related outcomes, and assessed suicidal ideation or attempt rather than completed suicides.
The effects of exposure to community violence on suicide risk may also vary by other important characteristics of communities, because the impacts of psychological distress on suicide risk vary depending on other risk factors and predispositions. 12 For example, those already at high risk due to psychiatric disorder 7 or poor physical health 13 experience dually increased risk when confronted with distressing life events.
14 Identification of the groups most affected by community violenceinduced conditions is important to better inform priority setting and to better understand the relationship between community violence and health.
The relationship between community violence and suicide merits further investigation with population-wide designs and objective measures. In this study, we examine whether spatial proximity to homicide, a measure of exposure to community violence, is associated with the occurrence of suicide across urban neighborhoods in California. We conducted an ecological study using causal inference methods to estimate the associations for how the frequency of suicide might change if community violence could be reduced. We hypothesized that exposure to community violence would be positively associated with suicide, after accounting for potential confounders. We also explored whether these relationships differed by other characteristics associated with suicide risk such as age and access to alcohol. This study extends previous work by utilizing a database that includes the entire population of California, employing objective exposure and outcome assessment, and reporting results as additive parameters that are policy-relevant.
METHODS

Data
We used California Department of Public Health (CDPH) vital statistics records on all deaths occurring in California in 2011 and 2012, the most recent years of data available at the time of study. Death certificate data included information on the cause of death, demographic characteristics, and address of residence of the decedent. Address data was geocoded using ArcMap 10.2.2 with North America Street Map 2009 and linked to the 2010 Census Block Map to identify the latitude, longitude, and census tract of residence. Based on Centers for Disease Control and Prevention-recommended classifications, 15 we used International Classification of Diseases Tenth Revision (ICD-10) codes of Y870, U03, or between X60 and X84 to identify all deaths due to deliberate self-harm and the ICD-10 codes of U01, U02, X85-Y09, Y871, or Y35 to identify all deaths due to homicide. As elaborated below, deaths by homicide in or proximate to a tract served as the measure of exposure to community violence.
Census tracts served as the geographic unit of analysis. We acquired baseline tract-level covariate data from the 2010 Census, the American Community Survey (5-year tract-level estimates for [2008] [2009] [2010] [2011] [2012] , the CDPH Healthy Communities Data and Indicators Project, 16 and census tract boundary shapefiles from the US Census Bureau. 17 We restricted our analysis to urban census tracts, because patterns and determinants of suicide and homicide are different in urban versus rural areas 12, 18 and therefore should be examined separately. Census tracts are also significantly larger in rural areas and do not capture communities in the same manner as urban tracts, and therefore, investigation of the relationship between community violence and suicide in rural areas would be better understood with a different study design. Urban tracts were defined as those with greater than 50 % of the population living in a US Census Bureau-defined urban area. The majority of census tracts in California are urban (7194 of 8057 [89.2 %]).
Exposure and Outcome Characterization
We characterized the outcome of suicide occurrence as an indicator of whether one or more suicides occurred in each census tract and each month. We characterized exposure to community violence as a set of four indicators of whether one or more homicides occurred during the previous month within each census tract or within buffer zones around the tract. Specifically, the four exposure zones were within the census tract or within 100 m of the tract boundary, between 100 and 500 m, between 500 and 1000 m, and between 1000 and 2000 m from the tract boundary (Fig. 1) . The within-tract exposure captures the immediate vicinity of the home, the next two buffer zones capture different areas within overall walking distance, while the fourth captures areas residents may pass through less frequently. Regions were constructed to be mutually exclusive to allow the identification of associations at different distances. We examined homicide exposures with a 1-month lag to ensure that all homicides preceded any suicides. We used binary indicators of the exposure and outcome because the occurrence of more than one suicide or homicide in a given census tract and month was rare, and operationalizing these variables as counts or rates did not change the results (see Appendix). We restricted to suicides occurring in 2012 with homicide occurrence in prior months drawing on data from 2011. 
Covariates
Statistical Analysis
To quantify the relationship between exposure to incidents of community violence and suicide occurrence, we conducted census tract-month-level logistic regression, controlling for baseline tract-level sociodemographic factors and potential confounders and report odds ratios for tract-month suicide occurrence. Of 86,328 urban census tract-months in 2012, 3744 (4.3 %) were excluded from the final regression model due to incomplete exposure, outcome, or covariate data.
We used the regression approach described above to also estimate two risk difference measures. Both estimate the percent difference in suicide occurrence. The first parameter, the population attributable risk percent (PAR percent), compares observed frequency of suicide to estimated frequency in absence of any homicide and converts this difference to a percent of the observed frequency. The second parameter, the average treatment effect (ATE percent), compares the estimated frequency of suicide if all tract months were exposed to homicide at all distances to the estimated frequency in the absence of any homicides and converts this difference to a percent of the estimated frequency in the absence of any homicides. To estimate these quantities, we used the logistic regression described above to predict the outcome for each census tract month had homicide exposure been ubiquitous or entirely absent. We then averaged the predicted outcomes under different exposure patterns across all census tract-months to get estimates of suicide frequency under different levels of homicide exposure and calculated the differences of interest.
Step-by-step illustrations of this method with sample code are available elsewhere. 21 We report estimates stratified by subgroups of interest for the ATE only, because differences in the PAR percent across subgroups may be attributable to differing baseline levels of violence exposure rather than differences in the strength of association. Confidence intervals were estimated using the non-parametric bootstrap. 22 To examine the robustness of our results, we conducted an array of sensitivity tests. Broadly, these tests included alterations to the set of control covariates, checks on the forms of the variables included in the models, alterations of the time frames and geographic zones, and alternative approaches to handling spatial and temporal autocorrelation. Observed spatial autocorrelation was negligible, and no further adjustment was necessary. Additional information and results for all sensitivity tests are presented in the Appendix.
Pre-processing of data was conducted using SAS 9.3 and Stata 13.1, construction of spatial exposure measures was conducted using MATLAB R2015b, and regression analysis was conducted using R 3.2.1.
RESULTS
In 2012, 3.8 % of urban tract months in California experienced one or more suicides and 3.1, 4.6, 6.9, and 16.5 % experienced one or more homicides within 100 m, 100-500 m, 500-1000 m, and 1000-2000 m from tract boundaries during the previous month, respectively. This increasing pattern is expected, because the exposure zones are larger and larger areas. Table 1 presents the descriptive characteristics of urban tracts that did and did not have occurrence of suicides and homicides in 2012. Of note, tracts with suicides were quite different from those with homicides. For example, compared to tracts with homicides, tracts with suicides had somewhat older populations with higher education, lower poverty, and fewer minority residents. At the same time, several notable attributes characterized both tracts with homicides and tracts with suicides. Specifically, both tended to have fewer eligible voters voting in the 2012 election, more non-Hispanic American Indian and Asian residents, more individuals living in different housing compared to 1 year earlier, more vacant units, and generally more access to firearms (percent of deaths in 2012 that were firearm-related). Table 2 presents the unadjusted and adjusted odds ratios and risk difference parameters for the association between exposure to homicide and suicide occurrence. Contrary to expectations, proximity to homicide was negatively associated with suicide occurrence in a given tract month, after controlling for confounders. In the absence of any homicides, we estimated that the proportion of tract-months with suicides would be 4.18 % higher (PAR percent 95 % confidence interval [CI] 2.24, 6.00). In addition, we estimated that the proportion of tractmonths with suicides would be 48.27 % (ATE percent 95 % CI 30.32, 63.34) higher if no tract-months were exposed to homicide compared to all tract-months exposed. Adjusted models identified statistically significant associations for (a) homicides within the tract or within 100 m of the boundary and (b) homicides between 1000 and 2000 m from the tract boundary but not for homicides between 100 and 500 m or between 500 and 1000 m from the boundary. Results were robust to a wide variety of sensitivity analyses (see Appendix). Table 3 presents the estimates of the ATE percent parameter, stratified by census tract subgroups of interest (estimates by covariate quartile for all covariates are presented in the Appendix). Of note, the magnitude of the association varied substantially across groups, but the negative association between homicide and suicide was persistent. In general, we found stronger associations in census tracts with higher socioeconomic status, more residential stability, and more civic engagement, but variation was notable throughout. 
DISCUSSION
Using a large population-based dataset that includes all deaths in California, we identified a consistent negative association of proximity to homicide with suicide occurrence. This study offers numerous strengths over previous studies of the association between exposure to community violence and suicide [8] [9] [10] [11] [23] [24] [25] by estimating easily interpretable risk difference parameters, employing objective exposure and outcome measures, and utilizing comprehensive statewide data at fine geographic and temporal resolution. A primary limitation of previous studies is that exposure to community violence is highly correlated with other life adversity (poverty, neighborhood deprivation, domestic violence, lack of access to social services) at the individual and community levels, and disentangling these effects is challenging. By drilling down to the month and census tract levels, we compared OR odds ratio; CI confidence interval; PAR percent percent difference in suicide occurrence, comparing observed frequency to predicted frequency in absence of any homicide; ATE percent percent difference in suicide occurrence, comparing predicted frequency if all tracts were exposed to homicide to predicted frequency in absence of any homicide in all tracts *P G 0.05 communities facing such adversity in months when homicides occurred and in months when homicides did not occur, along with subsequent changes in suicide occurrence. This design allowed us to more closely isolate the health impacts of exposure to community violence. Our estimates are also well supported by the data and do not extrapolate (i.e., do not violate the positivity assumption); while homicides are more common in certain areas, they occur in all places, providing sufficient variation for estimates in this study (see Appendix for in-depth investigation of potential positivity issues). In addition, we examined exposure to homicide across a range of geographic distances to quantify how far associations between suicide and homicide may extend, and we assessed how observed There are several potential explanations for our finding of a negative association between incidents of violence in the community and suicide. First, it is possible that the experienced exposure is not homicide and the stress associated with witnessing or hearing about a homicide per se, but rather the response to the sudden death of a community member. This event could be enough of a distraction or a deterrent for people contemplating suicide to prevent some suicidal behavior. Indeed, periods of suicidal thinking and behavior can be transient, which is why some means restriction approaches are effective in preventing suicides rather than inducing substitution. 26, 27 There is also evidence that communities exposed to tragedies experience subsequent increases in social cohesion, 28, 29 which is protective against suicide (see for example 30, 31 ). This mechanism may be at play in this study as well. Second, individuals experiencing anger, frustration, hostility, hopelessness, or depression may express these feelings as self-directed or other-directed violence. [32] [33] [34] Suicidal behavior and interpersonal violence share several common risk factors, and there is evidence that troubled individuals tend to specialize in either inward-or outward-directed violence. [35] [36] [37] This study may be capturing differences in patterns of this expression across communities. In urban neighborhoods where norms surrounding interpersonal violence are less prohibitive, distress may be expressed outward-directed violence, while those living in urban neighborhoods with more restrictive norms may respond to similar feelings with suicidal behavior. Our finding that there are differences in baseline characteristics of tracts that experience more suicides (regardless of homicide incidence) compared with tracts that experience more homicides (regardless of suicide incidence) supports this hypothesis. While our analysis controlled for many of the factors accounting for differences between tracts with suicides and tracts with homicides, covariates were measured at the census tract level and therefore may not adequately address all confounding by these factors. 38 Another unexpected finding was that adjusted odds ratios measuring the association between suicide and homicide were statistically significant for homicide exposure only at the inner-most and outer-most exposure ranges (G100 m and 1000-2000 m) but not for the two intermediate exposures (100-500 m and 500-1000 m). This pattern may have emerged for two reasons: first, the association between suicide and homicide was strongest where exposure was most proximal. This explains the first result. Second, the physical size (area) of the zones corresponding to different exposure radii increased as the distance from the tract centroid increased. As a result, homicides in the 1000-2000-m zone were more common than in more proximal zones. This increased frequency may have increased our power to detect an effect at that range.
Naturally, this study was subject to several limitations. All epidemiological studies are susceptible to residual confounding. We were able to control for a considerable number of potential confounders, and we are not aware of any confounder for which we had no measure, but it is possible that some exist. In addition, we only examined fatal outcomes because the injury outcomes in our database cannot be geocoded, and non-fatal interpersonal violence and suicide attempts might follow different patterns. Cause of death classification on death certificates is also known to be imperfect. Suicides may be miscoded as homicides or unintentional deaths and vice versa. Studies that have examined this issue in greater detail have generally concluded that that the degree of misclassification is not substantial enough to alter major trends and patterns. 39, 40 One final pattern worth noting is that while the tracts where suicides and homicide occurred tended to be quite different, both were characterized by markers of lower civic engagement and higher residential instability. One theory that could be drawn from this information is that areas that are socially turbulent and disconnected are particularly prone to both inward-and outward-directed violence. Further investigation of these associations may be valuable, and regions with these characteristics could be identified and targeted for future prevention efforts.
In sum, we used comprehensive statewide data sources and identified a consistent, negative association between exposure to incidents of homicide in the community and suicide occurrence in urban census tracts in California. Future research should investigate the drivers of the associations, with particular emphasis on discerning whether homicide may serve as a distraction or deterrent for suicide and whether substitution of inward-and outward-directed violence may explain these results. Better understanding of the mechanism behind the relationship would provide important insight that could inform future prevention efforts.
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COMPLIANCE WITH ETHICAL STANDARDS
Checks for Spatial Autocorrelation
Because the geographic unit of analysis was very small, it is possible that the outcomes of neighboring tracts are correlated, violating the assumptions of standard regression models, potentially generating biased point estimates and incorrect inference. To investigate this concern, we calculated the degree of spatial autocorrelation in regression residuals using Moran's I, as recommended by Anselin and colleagues. 1 Moran's I is a measure of spatial autocorrelation which we computed as
where N is the number of spatial units indexed by i and j, X i and X j are the residuals, X is the mean of the residuals, and w ij are the spatial weights for which we used in the inverse distance between tract centroids. Moran's I ranges between −1 and 1, where −1 indicates perfect negative autocorrelation and 1 indicates perfect positive autocorrelation. We calculated the Moran's I of the residuals for each month separately, and for 3-month groupings, and found all values to be extremely small (Table 4) , and therefore, no adjustment for spatial autocorrelation was necessary. This result is expected, because suicides in a given tract and month are rare and, after controlling for other census tract covariates, appear to occur in space as random blips. Calculation of Moran's I for all months combined was not possible due to computational intensity.
This table displays the estimated spatial autocorrelation, as measured by Moran's I, in the residuals of the study's final logistic regression model, for subsets of observations corresponding to different months of observation, or groups of months. Computation of Moran's I for all census tracts and months simultaneously was not possible due to computational limitations.
Supplemental Results
The bivariate relationships between suicide and exposure to homicides within the census tract and within buffer zones around the census tract are presented in Table 5 . Table 6 presents the estimates of the average treatment effect risk difference parameter, stratified by covariate quartile for all. A subset of these results is presented in the main text in Table 3 .
Sensitivity Analyses
To examine the robustness of our results, we conducted an array of sensitivity tests. We tested the varying covariates included in logistic regression models, inclusion of additional interaction terms, entering covariates as quartiled categorical variables or principal components, use of population average models implemented with generalized estimating equations (GEEs) or tract-level random effects to account for tract-level clustering, employing measures of homicide exposure for the 12 months prior to the month of the outcome (rather than the previous month), employing measures of homicide exposure restricted to more proximal buffer zones, collapsing measures of homicide exposure across buffer zones, restricting the dataset to suicide occurrence in a single month to reduce the chances of bias in point estimates or inference due to temporal autocorrelation, inclusion of binary suicide exposure measures in the tract and the same buffer zones with a 1-month lag to capture potential suicide contagion, characterizing the exposures as continuous measures of the number of homicides in each region, characterizing suicide as a rate and employing negative binomial regression, characterizing suicide as a count and employing Poisson regression, restricting the analysis to tracts with greater than 90 % of residents residing in Census Bureau-defined urban areas (rather than greater than 50 %), and implementation of multivariate regression using the SuperLearner ensemble machine learning algorithm rather than logistic regression. SuperLearner makes fewer assumptions about the shape of the relationship between the exposure, outcome, and covariates (i.e., allows for non-linearity), thereby reducing the chances that the measured association is an artifact of a misspecified model. 2 We also tested the Population attributable risk (PAR) percent percent difference in suicide occurrence, comparing observed frequency to predicted frequency in absence of any homicide; average treatment effect (ATE) percent percent difference in suicide occurrence, comparing predicted frequency if all tracts were exposed to homicide to predicted frequency in absence of any homicide degree of spatial autocorrelation in regression residuals by calculating the Moran's I, with spatial weights constructed as the inverse distance between tract centroids, as recommended by Anselin and colleagues. Observed spatial autocorrelation was negligible, and no further adjustment was necessary. Table 7 presents the population attributable risk (PAR) percent and average treatment effect (ATE) percent estimates for all sensitivity analyses. Confidences intervals are not presented due to intensity of computational requirements.
Positivity
One possible explanation for our findings is that predictions made to estimate risk difference parameters extrapolate beyond what the data can support. This issue is known as positivity and would be a problem if there were census tracts where homicides never occurred or always occurred, and we were predicting what would happen if the opposite were true.
Positivity is one of the assumptions required for causal interpretation of the results. This means that individuals in all confounder subgroups have to be observed under each of the different exposure conditions for which estimates are made. When this is the case, an analysis is described as having good support. This assumption is necessary because we use what we know about people who do experience a particular exposure to predict what would happen for other similar people who instead got different exposures; to do this well and without extrapolation, we need people of all confounder subgroups to experience all exposures for which we are estimating. In our study, this means assuming, for example, that when we predict outcomes for individuals living in tracts with frequent homicides if they were instead exposed to no homicides, that there are people with no exposure to homicide who have similar characteristics to those exposed to frequent homicide. This should be assessed empirically in the data before estimates are made.
A simple way to assess the level of support is to examine the distribution of each confounder across levels of the exposure. The tables below show the distribution of several tract-level baseline characteristics, by homicide exposure categories. For example, in the first table, census tracts in all median household income categories are observed at all levels of homicide exposure. Census tracts in all median household income subgroups have been observed under the different exposure conditions, thus allowing us to estimate outcomes for census tracts of a given median income at one level of exposure, had they instead been exposed to another level with good support.
For the positivity assumption to hold, this pattern must be true, not only for the univariate distribution of each covariate but also for the multivariate distribution of all of the covariates. In a simple example, census tracts in combinations of median household income, age distribution, and race/ethnicity levels would need to be observed in all exposure conditions for which estimates are made, if those were the three confounders. One of the most common ways to assess positivity in the multivariate distribution of covariates is to calculate and compare the probability of experiencing a particular exposure level, also known as the propensity score. 3, 4 When individuals in different exposure groups have similar propensity scores, it suggests that the two groups have similar covariate distributions. 
