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Domain walls formed by one dimensional array of vortex lines have been recently predicted to
exist in disordered helical magnets and multiferroics. These systems are on one hand analogues to
the vortex line lattices in type-II superconductors while on the other hand they propagate in the
magnetic medium as a domain boundary. Using a long wavelength approach supported by numerical
optimization we lay out detailed theory for dynamics and structure of such topological fluctuations
at zero temperature in presence of weak disorder. We show the interaction between vortex lines
is weak. This is the direct consequence of the screening of the vorticity by helical background in
the system. We explain how one can use this result to understand the elasticity of the wall with
a vicinal surface approach. Also we show the internal degree of freedom of this array leads to the
enhancement of its mobility. We present estimates for the interaction and mobility enhancements
using the microscopic parameters of the system. Finally we determine the range of velocities/force
densities in which the internal movement of the vortex wall can be effective in its dynamics.
PACS numbers: 75.10.-b, 75.60, 75.70, 75.85
I. INTRODUCTION
Domain walls and domain patterns in magnetic ma-
terials to a large extent determine the controllability of
the magnetic behavior of devices, a crucial factor in tech-
nology of today’s spintronics and magnetic storage sys-
tems. Amongst various types of magnetic structures, he-
lical magnets are in current interest demanding detailed
studies of their properties under various circumstances.
With the discovery of multiferroics1, materials such as
RMnO3 in which R ∈ {Y,Tb,Dy,Ho}
2–6 with coupled
magnetic and electric properties and their intrinsic spiral
magnetic order the necessity of such studies is under-
standable more than ever. A new class of topological do-
main walls has been predicted to exist in Helical magnets
in recent studies7. These domain walls separate two do-
mains with opposite chirality and posses vorticity. These
domains are indeed observed in circularly polarized X-
ray scattering experiments10. Static domain patterns in
these observations suggest strong pinning of the walls.
In another recent study11 the pinning mechanism of do-
main walls in these systems has been presented. Follow-
ing this study, with an emphasis on pure vortex walls we
present a detailed theory for structure and dynamics of
these walls. We show that inside the topologically pro-
tected vortex walls7 the interaction between vortices is
weak. We explain the effect of disorder on their struc-
ture and dynamics. We also explain how the internal
dynamics of such walls can affect their mobility in pres-
ence of weak disorder. This is indeed a new realization of
previously considered systems8,9 where internal degree of
freedom enhances the mobility of the magnetic structure
and therefore reduces the threshold force density.
We consider a major class of bulk three dimensional
helical magnets, the centrosymmetric (CS) systems in
which the magnetic moment distribution is invariant un-
der space inversion. Examples of such materials are rare
earth metals such as Ho,Tb,Dy12. At low enough tem-
perature spins lie on basal ferromagnetic planes which
we take to be y-z plaes. The helical ground state in
such materials originates from RKKY exchange inter-
action between local spins in basal planes. This inter-
action effectively results in competing nearest neighbor
ferromagnetic (J < 0) and next nearest neighbor anti-
ferromagnetic coupling (J ′ > 0) along the x-axis per-
pendicular to basal planes. The local spins thus lower
their energy at zero temperature by ordering in a spi-
ral state in which all spins in each plane makes an angle
θ = arccos(|J/4J ′|) with respect to its nearest neigh-
bor plane. Here throughout this paper we choose this
axis along xˆ. We assume isotropy in the nearest neigh-
bor ferromagnetic interaction. With these assumption
the Ginzburg-Landau hamiltonian density for the local
spins in helical rare earth CS magnets frequently used in
literature can be written in the following form:
h[m] =
J
a
[
a2
4
(
∂2xm+ q
2m
)2
+ (∇⊥m)
2
]
(1)
in which a is the distance between the lattice points and
q = θ/a is the magnitude of helix wavevector. Here after
we use the notation ⊥ to denote the coordinates {y, z}.
This Hamiltonian has been obtained from proper long
wavelength expansion of the discrete classical Heisenberg
model defined on a cubic lattice:
H = J
∑
n
∑
〈i,j〉
mi,n ·mj,n+1 + J
′
∑
i,n
mi,n ·mi,n+2 (2)
in which i, j specifies the spins in y-z plane and n spec-
ifies each plane. Here throughout this paper we ignore
the small out of plane component of the spins (mx) and
assume m ≈ {0, cosϕ, sinϕ}. As a result the long wave-
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FIG. 1: Illustration of vorticity. For better visualization spins
have been represented to lie in the x-y plane parallel to the
helical axis while in the text the spins are assumed to lie in
y-z planes perpendicular to the helical axis. The dashed line
shows the core of the vortex. The line integral around such
path or any other path around this core yields non-zero values
(see text).
length Hamiltonian density becomes:
h =
J
a
{
(∂⊥ϕ)
2 +
a2
4
[
(∂xϕ)
2 − q2
]2
+
a2
4
(∂2xϕ)
2
}
(3)
Here the second derivative terms has the role of stabi-
lizing the helix structure along the x-axis. The ground
state is clearly reached by (∂xϕ)
2 = q2. This state is de-
generate with respect to the chirality (sense of rotation)
of the helix.
II. VORTEX WALL
As was mentioned in the introduction the ground state
of the helical system is degenerate with respect to chiral-
ity and the domains with opposite chirality have been
observed in polarized X-ray scattering experiments. Li,
Nattermann and Pokrovsky indicated7 that the domain
y
x
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FIG. 2: (a) Illustration of Hubert wall. For better visualiza-
tion spins have been represented to lie in x-y plane parallel
to the helical axis. (b) Hubert wall profile function. The
chirality changes sign at the origin.
wall between two spirals with opposite chirality side
by side (their propagation vectors being parallel) must
posses vorticity. This can be easily seen by taking a line
integral over a closed path that passes alongNv/2 pitches
of helix on one side of the wall and backwards on the
other side (see Fig. 1). Over such path:∮
∇ϕ · dl = 2πNv. (4)
3in which Nv is half the number of pitches hence the num-
ber of vortices. For a single vortex line in this case
one needs to solve the nonlinear saddle point differen-
tial equation associated with the hamiltonian (3) along
with the boundary condition ∇ × ∇ϕ = 2πδ2(r)zˆ. Li
et. al.7 have used variational method using an ansatz
and separation of scales to find the solution. In the next
section we show that their result is also confirmed with
numerical minimization. The variational approximation
that is used for different scales is a function of the form
ϕ = tan−1(λy/x) which minimizes the energy by varying
λ however done only for a certain distance r defined as:
r2 = x2 + λ(r)2y2. The result is7:
ǫv(r) =
πJ
a3
log1/2(r/a)
[
5
64
+ θ2 log(r/a)
]1/2
(5)
and:
λ2(r) = θ2 +
5/64
log(r/a)
(6)
For large enough r ≫ ae0.08/θ
2
(the constant 0.08 in the
exponential is not important since it comes from a vari-
ational calculation) the logarithmic term in the bracket
dominates and the energy behaves logarithmic similar
to conventional vortices in two dimensional XY models.
For scales much smaller than this, close to the core of the
vortex the value of the energy behaves as square root of
logarithm. This behavior can be easily understood from
the anisotropic saddle point equation associated with the
Hamiltonian (3):
{
4∇2⊥ + a
2
[
6(∂xϕ)
2 − 2q2 − ∂2x
]
∂2x
}
ϕ = 0. (7)
At larger length scales and away from core (∂xϕ)
2 ≈ q2
which approximates the above with a laplace equation.
The vortex solutions to laplace equation is well known
to diverge logarithmically with linear system size. Closer
to the core the energy of the vortex line in the helical
system on the other hand behaves differently as can be
seen in (5) which is square root of logarithm behavior.
As a result this type of vortices in helical systems posses
a layered structure.
For a vortex wall consisting of an array of 2Nv+1≫ 1
vortex lines we can introduce the following ansatz:
ϕ(x, y) =
Nv∑
n=−Nv
tan−1
λy
x− xn
(8)
in which xn = nπ/q. This solution indeed satisfies the
boundary conditions ϕ(x, y) = ±qx and ∂yϕ = 0 as y →
±∞. This can be seen by noting the following identities
for Nv ≫ 1:
∂xϕ =
Nv∑
n=−Nv
−λy
(x − xn)2 + λ2y2
=
iq
2
(cot w¯ − cotw) (9)
∂yϕ =
Nv∑
n=−Nv
λ(x− xn)
(x − xn)2 + λ2y2
=
qλ
2
(cot w¯ + cotw) (10)
in which w = q(x + iλy). Clearly the above two expres-
sions satisfy the boundary conditions.
From the above calculation it is interesting to observe
that the field distribution close to the vortex wall in this
ansatz is identical to the field of a single vortex:
∂xϕ(w → 0) =
iq
2
(
1
w¯
−
1
w
)
=
−λy
x2 + λ2y2
∂yϕ(w → 0) =
λq
2
(
1
w¯
+
1
w
)
=
λx
x2 + λ2y2
(11)
indicating that the value of the variational parameter in
smaller scales will be identical to the value obtained for
a single vortex but this would not be the case for larger
length scales (see below). Moreover this is indicating
the fact that the individual vortices almost do not dis-
turb each other in this variational solution, hence their
interaction must be weak. This will be confirmed also
numerically in the next section. It is very instructive to
derive an analytic expression for the deformation energy
of such vortex lattice as we proceed. The goal of this
part will be to have a fundamental understanding of the
interaction between vortex lines in helical structures.
We start with the Hamiltonian (3). In presence of the
vortex wall at larger length scales we can write the effect
of the wall deformations in the field as:
∂xϕ = Ax(r) + ψ (12)
in which Ax(r) = qsgnq[y − uy(x‖)] is a smooth sign
function representing the helical structure on both sides
of the wall and varies on the scales of q−1, uy(x‖) is the
position of the wall at each point of its plane x‖ = {x, z}
and ψ is the remaining of the effects which is suppos-
edly small. Up to second order in ψ we can write[
(∂xϕ)
2 − q2
]2
≈ 4q2ψ2. However we re-insert the full ϕ
field into the Hamiltonian in order to preserve the non-
perturbative effect of the vortices in the field:
h ≈
J
a
{
(∂⊥ϕ)
2 + θ2 [∂xϕ−Ax(r)]
2
}
. (13)
Here we have ignored the highest derivative of ϕ as-
suming ∂xψ ≪ qψ which is valid at our long wave-
length approximation. Introducing the rescaled coordi-
nates r˜ = {x/θ, y, z} and fields A˜ = θ{Ax, 0, 0} we can
4write the above energy in the form of the vortex line lat-
tice energy in a type II superconductor:
h ≈
J
a
[
∇˜ϕ− A˜(r˜)
]2
. (14)
Here ∇˜ = {∂x˜, ∂y, ∂z}. Note that by definition, for
y ≫ uy we have A ≈ +qxˆ and vice versa. In a super-
conducting analogy the vector A plays the role of vector
potential which in reality represents the helical structure
in the background. In the same analogy rotation of this
vector potential represents a magnetic field B = ∇×A.
In the case of a flat wall (uy = 0) this magnetic field
will be B ≈ 2qδq(y)zˆ in which δq(y) is a smooth dirac
delta function over the scale q−1. This magnetic field in
the superconducting picture generates vortex lines along
the zˆ direction in the ϕ field. In reality vortex wall in
helical magnets is the result of the rotation of the helical
structure represented here by the vector A.
The saddle point equation from the above energy:
∇˜ ·
[
∇˜ϕ− A˜
]
= 0 (15)
must be solved in presence of the vortices:
∇˜ × ∇˜ϕ = J(r˜) (16)
in which the vortex line density is defined as:
J(r) = 2π
Nv∑
n=−Nv
∫
drnδ
3(r− rn) (17)
with rn(z) being the position of each point on the vortex
line number n. The solution to the above system can be
obtained by another vector potential a similar to normal
procedure in solving classical magnetostatics problems:
∇˜ϕ = A˜+ ∇˜ × a (18)
with a gauge freedom which we use by choosing ∇˜·a = 0.
Inserting this solution into (16) we obtain the equation:
∇˜2a = ∇˜ × A˜− J (19)
which has the solution:
a(r˜) =
∫
r˜′
G(r˜− r˜′)[∇˜′ × A˜− J(r˜′)] (20)
in which G(r) = (4π)−1/|r| is the Green’s function for
Laplace equation in three dimensions. Note that here
the potential a is presenting the extra twist in magnetic
configuration due to the vortices. On the other hand we
already realized that the rotation of the helical structure
at long wavelength approximation ∇×A generates vor-
tices. This indicates the fact that the vector potential a
is the effect of the twist at the area where ∇ × A 6= J
meaning at the core of each vortex. Now inserting a into
the energy we obtain:
H = J
θ
a
∫
r˜,r˜′
Gr˜r˜′ [∇˜ × A˜− J(r˜)] · [∇˜
′ × A˜− J(r˜′)] (21)
Let’s calculate the vector D = ∇×A−J more explicitly.
In order to do that we use the large scale approximation
in which the density of the vortex lines is uniform :
D(r) =
2θ2
a
(∂zuyyˆ + zˆ)[δq(y − uy)− δ(y − uy)] (22)
in which δq(y) comes from derivative of the sign function
and is smooth version of delta function on a range q−1.
The function D is obviously non-zero only at a narrow
region with the thickness q−1 of the order of the core of
the vortices. The equation (21) clearly shows that the
helical background represented by the vector potential
A screens the vorticity fields in large scales consistently
with our choice of the ansatz (8). This screening results
in weak interaction between the vortex lines in the do-
main wall. This fact can be used as a basis of a vicinal
surface model11 for the deformation of the vortex wall.
We will briefly explain this model in later sections to jus-
tify our use of the quadratic elastic energy for studying
the dynamics of the vortex walls.
III. HUBERT WALLS
Hubert studied domain walls in helical magnets that
are perpendicular to the helical axis13 (here in y-z plane).
The sense of rotation gradually changes as one goes along
the x-axis from one side of the Hubert wall to the other
side parallel to the helical axis. The profile of the Hu-
bert wall in continuum limit is obviously one dimen-
sional and is obtained by solving the saddle point equa-
tion (7) with the boundary condition ϕH(x) = ±qx as
x → ±∞. Luckily this equation has an exact solution
ϕH(x) = log[cosh(qx)]
14. Fig. (2) shows the behavior
of this function. The slope of the curve indicates the
chirality of the magnetization. As one moves from nega-
tive x to positive x the slope changes sign. This solution
will lead to an energy per unit area σH = 2Jaq
3/3 for a
flat Hubert wall. We will use this value to calculate the
deformations of the vortex walls in later sections.
IV. NUMERICAL INVESTIGATION
For a more realistic investigation of the properties of
vortex domain walls in helical magnets it is possible to
use optimization techniques to find the lowest energy pos-
sible configurations of the discrete model (2) at zero tem-
perature. It is also possible to investigate the interaction
between vortices in such configurations. In this section
we show that the ansatz solution for the vortices obtained
previously are in good agreement with optimized results
in this section. Also we show that the interaction be-
tween vortices in a pure vortex wall are comparatively
weak in agreement with our previous analytical specula-
tions. This will justify the vicinal surface theory11 for
the tilt of vortex domain walls via generation of stair-
5FIG. 3: Vector field illustration of numerically optimized in-
terface between two phases with opposite chirality. Here
θ = 0.32. Spins are drawn to be in x-y plane while in the
text they are assumed to be in y-z plane.
FIG. 4: Left: Vector field illustration of numerically opti-
mized interface between two phases with opposite chirality
for θ = 0.32. The vortices have moved away from each other
along y direction. The dashed path closes around a Hubert
wall.
cases of Hubert walls and vortex lines. We will explain
this theory in detail in the next section.
We use a two dimensional square lattice with the as-
sumption that the system is symmetric in the third di-
rection i.e. the direction of vortex lines. We also use the
limit of strong anisotropy and assume the vectors defined
on each lattice points lie in the plane parallel to the heli-
cal axis. We start with a configuration consisting of two
helical domains with opposite chirality with a sharp in-
terface between them and find the lowest energy possible
configuration using local iterative optimization methods.
We use periodic boundary conditions in the direction of
helical axis thus the number of the vortices in the wall
is always even. For a wall with n vortices(see Fig.4) we
find the total energy per unit of the length of the wall,
ℓn = nπ/θ (in units of lattice constant and J = 1) obeys
the following form:
εn = α+
β
ℓn
√
log ℓn (23)
for n > 0. Note that n is also half the number of pitches.
1.7 1.8 1.9 2 2.1 2.2 2.3
log(pi/θ) 1/2
0.1
0.11
0.12
0.13
0.14
ε
v
 /J
FIG. 5: Numerical comparison of the energy of the vor-
tex domain wall per vortex(circles) with the results of the
ansatz(solid line). The numerical result is obtained by opti-
mization of the discrete model.
0 5 10 15
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FIG. 6: Vortex interaction energy obtained as the difference
∆E between the energy of a flat wall and the energy of a flat
wall with one vortex displaced by a distance r. The units are
10−3J and pia/θ for energy and distance respectively. The
units are so that the lattice constant is a = 1. The results are
plotted for few θ’s.
In our optimization n = 0 does not apply because there
needs to be at least one half pitch in the configuration.
The constant α is the residual energy per unit of the
length of the wall that comes from the two finite size he-
lical structures on the two sides. Fitting gives β ≈ 3.54.
This gives the energy of one vortex to be proportional
to (log π/θ)1/2 apart from an unimportant constant in
agreement with the ansatz (Fig.5).
In order to make an estimate of the order of the in-
teraction between these vortices in the wall we take the
numerically obtained solution and create a new config-
uration by artificially displacing one vortex out of the
wall and use it as a starting point to obtain the mini-
6mum solution again by the same optimization technique.
Note that our optimization technique is able to find only
the local minima and so at its best it finds the lowest
energy possible for a wall with a displaced vortex. The
fact that the energy of the solution reduces (Fig.6) as
we repeat our procedure for smaller displacements from
the wall indicates the stability of the wall. On the other
hand it is interesting to see that this reduction in energy
is very small (∼ 0.001J). This is a strong evidence that
the vortices in the vortex wall almost do not interact. As
explained in the previous section the small vortex-vortex
interaction is because the helical background screens the
vortex field.
The lowest energy fluctuations of such wall based on
the above results then are the displacements of the vor-
tices away from planar configuration which generates Hu-
bert walls. It is easy to see this structure formation by
considering a tilted array (see Fig. 4 right and also Fig.
7 for illustration). Between any two vortices that are dis-
placed with respect to each other in the direction perpen-
dicular to the wall there must be a Hubert wall formed.
In the next section we derive a local elasticity Hamilto-
nian for such fluctuations.
FIG. 7: Illustration of tilting of a vortex wall with movement
of vortices along with generation of Hubert wall segments.
Plus/minus sign indicate the chirality of the spiral domains.
The red circles indicate the center of each vortex.
V. TILTED DOMAIN WALLS: STAIRCASE
FORMATION
We found out in sections IV and II that the vortex lines
in a vortex wall interact weakly. The fluctuations of the
vortex wall are basically displacements of the vortices
with generation of Hubert segments (see Fig.7). Let’s
assume the tilt is around an axis parallel to ferromagnetic
planes. This means the generated vortex lines are parallel
to each other. The density of vortex lines for such a
tilt with an angle α is n(α) = (q/π) cosα. It is also
important to remember that the energy of vortex lines
in the system is distributed highly anisotropic (Eq. 5) so
the energy of each vortex line would depend on α. As
a result by adding the energies for the Hubert segments
and the vortex lines (neglecting the vortex interactions)
the energy density per unit of the area of the wall will
be:
σ(α) =
ǫv(α)n(α) + σH(
1 + n(α)
2π2
q2
)1/2 (24)
= sinα
( q
π
ǫv(α) cotα+ σH
)
(25)
where σH is the elastic constant of the Hubert wall in-
troduced earlier. A small tilt δα away from this configu-
ration will cost an extra energy density to create vortex
lines:
∆σ(α, δα) =
σ(α + δα)L(α+ δα) − σ(α)L(α)
L(α)
≈ σ′(α)δα +
1
2
[σ(α) + σ′′(α)]δα2 (26)
where L(α) is the linear size of the wall. We use this
calculation for a local area around every point x‖ on the
wall. The elastic energy of this wall then would be:
He(α) =
∫
d2x‖∆σ(α, δα(x‖)) (27)
Here x‖ is the local coordinate of the points on the wall
in continuous approximation. Note that the linear term
in (26) is zero at finite temperatures because the vortices
slide against each other almost freely so the average δα
will be zero. In a long wavelength approximation the
parameter δα(x‖) ≈ ∂xuy is the average wall distortion.
With this fact we conclude that the total energy of the
staircase is:
He(α) =
∫
d2r‖
[
c1(α)(∂xu)
2 + c2(α)(∂zu)
2
]
(28)
in which c1(α) = 1/2[σ(α) + σ
′′(α)] and c2(α) = σ(α).
We see that the above energy is local. Note that the
term (∂zu)
2 exists because of the area change of the wall
upon tilting around x-axis. This kind of tilt changes the
length of the vortex lines in the wall and hence changes
the total energy. The above elastic energy resembles the
simplest local quadratic distortion energy of conventional
Block domain walls with a difference that the elastic con-
stants depend on the local coordinates. In a global tilt
of the wall elastic constants depend on the tilting angle.
These elastic constants can be numerically calculated as
a function of the tilt angle using equations (24), (5) and
definition of λ presented in section II. The results are
shown in Fig. 8. The elastic constant c1(α) represents
the creation of staircases. Here α is the tilt of the wall
around the zˆ direction. For α ≈ π/2 around the zˆ the
elastic energy per unit area is lower because the vortex
density is the lowest. For α ≈ 0 the vortex density is
highest possible value which results in c1 to have higher
values. The constant c2(α) on the other hand represents
the energy cost for tilt around the xˆ direction. Small tilts
(α ≈ 0) in this direction will only change the length of
the vortex lines without creation of Hubert wall segments
7while for α ≈ π/2 the vortex wall disappears hence the
elastic constant has the lowest value. On the other hand
the cusp represents the creation/destruction of vortices.
FIG. 8: Elastic constant of the vortex wall as a result of vicinal
fluctuations as a function of orientation for θ = 0.5.
VI. DISORDER
We consider a major type of disorder in this paper
namely defects in crystals where magnetic atoms are
missing on random sites. These defects are called va-
cancies. Usually domain walls gain exchange energy by
adopting to vacancy sites. In this case we attempt to
derive a Hamiltonian for these types of disorder in con-
tinuum limit. Domain walls experience friction force due
to these types of disorder. External driving forces at zero
temperature can mobilize these walls provided they are
stronger than a threshold value called depinning thresh-
old. Periodic nature of the vortex walls however can
have interesting effects in presence of disorder and driving
force. The internal dynamics of vortex array helps avoid-
ing the pinning centers hence lower dissipation. This ef-
fect can be partially captured in perturbation theory by
observation that the effective mobility increases in the
moving phase compared with the uniform domain walls.
Threshold values for both vortex wall and Hubert wall
have been obtained elsewhere11 using the scaling rela-
tions on the same line of argument as we present here.
We use perturbation theory in disorder strength for weak
disorder. The range of the validity of our approach is for
high enough velocities (see below) in which the width of
the fluctuations of the vortex lines in the array is less
than the array spacing (π/q). This is similar to the anal-
ysis of the dynamics of vortex line lattices in Type-II
superconductors17.
A. Dynamics of discrete domain walls
In order to find the correction to mobility in the mov-
ing phase of the vortex wall we start with the overdamped
equation of motion for each vortex line in the array. Ob-
viously each vortex line can move transverse to the wall
in y-direction (indicated by ⊥ sign ) and in longitudinal
(x) direction, parallel to the domain wall (indicated by
‖ sign). The equation of motion will then look like the
following:
µ−1 ·
∂un
∂t
= −
δH
δun
+ f(x,un) + h (29)
in which un = {un(z), vn(z)} is the displacement vector
of the vortex line number n with y and x components
and:
f(x,un) = −
δHI
δun
(30)
is the friction force density as a result of disorder repre-
sented by the Hamiltonian HI . Here x = {x, z} repre-
sents a point on the wall. The matrix µ is the mobility
matrix of the wall. This parameter determines the ra-
tio of the overdamped velocity to the external force at
different length scales. Also in the above H is the elas-
tic Hamiltonian of the wall determined by equation (28)
however throughout the rest of this calculation we as-
sume the most general elastic Hamiltonian:
H =
∫
k
[
Gˆ⊥(k)|uˆy(k)|
2 + Gˆ‖(k)|uˆx(k)|
2
]
(31)
in whichˆindicates the Fourier transformation. The func-
tions G⊥ and G‖ represent the elasticity of the wall in two
different directions. In a conventional case these func-
tions are quadratic functions of k. Finally h is the de-
riving force density presumably applied uniformly across
the wall. Note that the equation of motion (29) is only
valid in the limit of overdamped motion of vortices when
the damping forces are dominant. The dynamics of the
magnetic moments is sufficiently explained by Ginzburg-
Landau-Gilbert equation. In such analysis the out of
plane component of the moments mx (recall that vortic-
ity is in y-z plane) included in the vortex gyrovector18
must be included to obtain the equation of motion but
it does not change the dynamics as long as it is almost
constant in time. Based on this fact our overdamped
approximation is valid in which the Gilbert damping is
represented by the mobility µ18.
To determine the disorder energy, HI we use the fact
that the wall consists of a one dimensional periodic array
of vortex lines:
HI =
∫
r
K(r)E(r) (32)
in which we have summed up the energy gain contribu-
tion of each vortex from vacancy sites:
E(r) =
Nv∑
n=−Nv
ǫv[x− nπ/q − vn(z), y − un(z)] (33)
8and ǫv(x, y) is the energy density of a vortex line at point
r = {x, y, z}. The function K(r) determines the effect of
disorder:
K(r) = γ
NI∑
i=1
[fI(r− ri)− nI ] (34)
with fI(r) being the vacancy/impurity form factor∫
r
fI(r) = 1 and nI is their density. Throughout this
article we assume the form factor vanishes in a range
of the order of the crystal lattice constant. The sum in
the above is over the position of impurities/vacancies ri
which is random, γ is the effective volume occupied by
impurity/vacancy , NI is the number of impurity sites
and nI = NI/Ω the impurity concentration. The above
energy can be written as:
HI =
∫
r
K(r)
∑
n
ǫv[x− nπ/q − vn(z), y − un(z)] =
=
∫
r
V (r)ρv(r). (35)
where we have defined:
V (r) =
∫
r′
K(r′)ǫv(x− x
′, y − y′)δ(z − z′) (36)
ρv(r) =
∑
n
δ[y − un(z)]δ[x− nπ/q − vn(z)] (37)
as impurity potential and vortex line density. Here we
approximate the vortex line density as if the displacement
of vortex lines vary smoothly over the domain wall as a
result we can treat the displacement vector as a smooth
function of x: un(z) ≈ u(x, z). The impurity energy will
be then of the following form:
HI =
∫
d2x V (x, uy)ρ(x − ux) (38)
where we have defined ρ(x) =
∑
n δ(x − nπ/q). The
impurity potential in the above is dependent on the po-
sition distribution of impurities which is assumed to be
completely random. The spatial average and correlation
of this random potential can be calculated:
〈V (r)〉 = 0
∆(r) = 〈V (r)V (0)〉 = γ2nIfv(r) (39)
where:
〈A(r)〉 =
∫
ΠNIi=1
d3ri
Ω
A(r, ri) (40)
means averaging over disorder and:
fv(r) = δ(z)
∫
dx′dy′ǫv(x − x
′, y − y′)ǫv(x
′, y′) (41)
is the average vortex correlation energy at different po-
sitions in the medium. This function is the maximum
in the range of the core size of the vortices (≈ q−1) and
vanishes quickly over larger scales.
The force density vector (30) has components per-
pendicular and parallel to the domain wall plane f =
{f‖, f⊥}:
f⊥(x,u) = −
∂V
∂uy
ρ(x− ux) (42)
f‖(x,u) = V (x, uy)ρ
′(x− ux) (43)
Application of the perturbation in powers of disorder will
only give us the force-velocity relation of the system at
high velocities. While this approach will not ultimately
lead to a relation in the full range of external force mag-
nitudes it provides us with an estimate for the effective
mobility of the system and also it will ultimately help
us to estimate the threshold force density in large length
scales in a renormalization group point of view15(see the
appendix for a full discussion). Let’s now use the pertur-
bation theory order by order to clarify the above argu-
ment: First we introduce the average drift velocity of the
vortex array v which in our case has only a non-zero com-
ponent perpendicular to the domain wall plane v = vyˆ.
The remaining displacements of the vortex lines then can
be separated:
u(x, t) = vt+ ξ(x, t) (44)
There is of course no reason that all the vortex lines in
the array have the same drift velocity in a random envi-
ronment. On the other hand the array is the boundary of
a domain which is expanding or shrinking hence all the
vortex lines will need to drift together on average. This
is why in a frame of reference moving with velocity v the
vortex array is not seen to have uniform array structure
but looks corrugated instead:
〈ξ(x, t)〉 = g(x) (45)
This effect does not exist in more conventional Neel or
Bloch type domain walls but here the internal degree
of freedom of the wall dictates such changes. This ef-
fect however is conventional in studies of pinned two and
three dimensional vortex line lattices16 in type II super-
conductors. We will present the resulting corrugation
later in this section.
Now we expand the out of plane displacement in orders
of disorder strength:
ξ = ξ(0) + ξ(1) + ξ(2) + . . . (46)
after averaging the equation of motion for the zeroth and
first order we will have:
µ−1 · v = h (47)
ξ(0) = 0 (48)
which is nothing but the force-velocity relation of a rigid
wall in disorder free medium. For the first order approx-
9imation:
ξˆ(1)y (k, ω) =
∫
Q
−i ωv2 Vˆ (kx +Q,
ω
v , kz)ρˆ(−Q)
iµ−1⊥ ω + Gˆ
−1
⊥ (k)
(49)
ξˆ(1)x (k, ω) =
∫
Q
−iQv Vˆ (kx +Q,
ω
v , kz)ρˆ(−Q)
iµ−1‖ ω + Gˆ
−1
‖ (k)
(50)
in which we have assumed the elastic energy for fluc-
tuations parallel and transverse to the domain wall are
governed by two distinct functions G‖ and G⊥ in the form
of equation 31. In the above, in the limit of uniform wall
(ρˆ(Q) ∝ δQ,0) the resulting displacements approach to
the conventional Block wall results13. For the longitu-
dinal displacement of the vortex lines obviously uˆx → 0
in the limit of uniform wall. From this result we obtain
for the width of the longitudinal (internal) fluctuations
of the vortex array the follwoing:
W 2(x− x′, t− t′) =
〈
[ξx(x, t)− ξx(x
′, t′)]2
〉
≈
q2∆ˆ(0)
vσ2‖
[
1− e−q|z−z
′| cos q(x− x′)
]
δω0(t− t
′) (51)
The above result has been obtained by considering that
the correlation of disorder ∆(r) is short range with
the range of the order of q−1. Also we have assumed
quadratic elasticity Gˆ(k) = σ‖k
2. Of course W (x, t) is
periodic in direction of vortex array xˆ but the width of
the fluctuations of each vortex, W (0, 0) vanishes quickly
on length scales larger than q−1. The function δω0(x)
is a smooth delta function which vanishes on frequency
scales shorter than ω0 ≈ µ‖σ‖q
2. The associated time
scale ω−10 is the time scale corresponding with the reac-
tion of internal vortex wall degrees of freedom to friction
forces. We will find this scale in a more intuitive anal-
ysis later in the discussion section. From this result we
can now find out the range of the validity of the pertur-
bation approach by requiring W < π/q which sets the
limit of v > vi =
(
ω0q
4∆ˆ(0)/π2σ2‖
)
. This result indi-
cates the range at which we can treat the vortex wall
dynamics perturbatively and at the same time do not
ignore its internal degrees of freedom. Using previous
approximations7 σ‖ ≈ Jq/a we can estimate the value
of vi ≈ γ
2nIω0|ev/J |
2|aq/π|2 in which ev is the vortex
line energy in the wall per unit length. For vortex arrays
with low density of vortex lines without the screening of
the vortex interaction the average vortex energy grows
as the size of the system which sets a very unrealistic
limit for the value of vi however for vortex walls in heli-
cal magnets the vorticity is screened away from the core
of the vortex and the average energy per unit area of
the vortex wall is (≈ (Jq/a) log aq) which will result in
vi ≈ 51.2×joules×m
−3×µ‖ for typical values of disorder
concentration nI ≈ 10
19cm−3 in Holmium.
For second order approximation in disorder on the
other hand:
f(x,u) ≈ f(x,vt) + ξ · ∇uf(x,vt). (52)
We insert this into the equation of motion and average
over disorder. This will result in:
µ−1⊥ v − h = −
∫
x′
G−1⊥ (x − x
′)g
(2)
⊥ (x
′) +
〈
ξ
(1) · ∇uf⊥(x,vt)
〉
(53)
in which we have introduced g
(2)
⊥ as the y-component
of the function g in the second order of disorder. After
averaging, the second term in the right hand side will only
depend on x through the function ρ(x) (see Eq. 42) which
is periodic. Because the left hand side is independent
of x and z the first term on the right hand side must
only depend on x as well. Consequently g
(2)
⊥ must only
depend on x and also must be periodic. This equation
is presenting the first correction to the effective mobility
of an overdamped vortex wall motion. Even more than
that this equation determines the structural changes of
the moving vortex array caused by external force and
friction forces. Taking Fourier transform and integrating
over one period using the fact that gˆ
(2)
⊥ (0) = 0:
10
π
q
(µ−1⊥ v − h) =
∫
k,Q
[
iQ3y
Gˆ−1⊥ (k)− iµ
−1
⊥ Qyv
+
−iQyQ
2
x
Gˆ−1‖ (k) − iµ
−1
‖ Qyv
]
|ρˆ(Qx)|
2∆ˆ(k, Qy) (54)
Using the real part of the above equation one can find
a correction to mobility at non-zero velocity:
v = µ˜⊥h (55)
µ˜⊥ =
µ⊥
1− qπ ℓD
(56)
in which:
ℓD = ℓ⊥ + ℓ‖
ℓ⊥ = −
∫
k,Q
Q4y|ρˆ(Qx)|
2∆ˆ(kx +Qx, kz , Qy)[
Gˆ−1⊥ (k)
]2
+ (µ−1⊥ vQy)
2
(57)
ℓ‖ =
µ⊥
µ‖
∫
k,Q
Q2yQ
2
x|ρˆ(Qx)|
2∆ˆ(kx +Qx, kz , Qy)[
Gˆ−1‖ (k)
]2
+ (µ−1‖ vQy)
2
(58)
Note that the imaginary part of equation (54) is zero
because it is an integration over odd derivatives of ∆(r)
which is assumed to be an even function.
Using the fact that ∆ˆ(k, Q) = γ2nI |ǫˆv(kx, Q)|
2 (ǫˆv
does not depend on kz) is always positive one can see
that ℓ⊥ < 0 corresponding to the out of plane fluctua-
tions of the wall trying to reduce the effective mobility of
the wall while ℓ‖ > 0 tries to increase it, an effect which
depends on the gradient of the density of the wall (note
the term |Qxρˆ(Qx)|
2 in the second equation). Also ℓ‖ = 0
for uniform density. This is physically plausible since the
lattice structure of the wall while driven, helps the wall
to avoid resisting centers during its motion. From an en-
ergetics point of view the kinetic energy injected into the
array by the external force now has another channel to
be stored in instead of being dissipated by the friction.
This will reduce the dissipation hence increase the mo-
bility. The length ℓD can be interpreted as the average
amount of displacement of each vortex line while inter-
acting with impurity centers. While ℓ⊥ is positive the ℓ‖
coming from internal degrees of freedom tries to reduce
it.
Let’s assume a simple quadratic form for the elasticity
of the wall: Gˆ‖(k) = σ‖k
2 and Gˆ⊥(k) = σ⊥k
2. Also we
assume short range behavior of ∆(r) and isotropic mobil-
ity (µ = µ‖ = µ⊥) and elastic constants (σ = σ‖ = σ⊥)
for both directions perpendicular and parallel to domain
wall plane we can approximate the above integrals as:
ℓ⊥ ≈ −
q4∆ˆ(0)
σ2
F⊥
(
v
vp
)
(59)
ℓ‖ ≈
q4∆ˆ(0)
σ2
F‖
(
v
vp
)
(60)
(61)
Here we have assumed simple quadratic elasticity: Gˆ⊥ =
Gˆ‖ = σk
2. The functions F⊥(x) and F‖(x) must in prin-
ciple be calculated numerically however by adopting an
exponential model form for the function ∆(r) they will
be of the form:
F⊥(x) =
∫
d3p
p4ye
−(p2x+p
2
y)
(p2x + p
2
z)
2 + x2p2y
(62)
F‖(x) =
∫
d3p
p2ye
−(p2x+p
2
y)
(p2x + p
2
z)
2 + x2p2y
(63)
(64)
The velocity vp = µσq is the characteristic velocity lower
than which the effects of internal degrees of freedom of
the vortex wall appear. We will obtain these parameters
later in discussion section by a more intuitive argument.
B. Corrugation of The Vortex Wall
In this section we briefly analyze the structural prop-
erties of the domain wall in presence of disorder. Our
starting point is the equation (53) from which we can de-
duce the average displacement of the vortex wall at higher
velocities. Since the second term on the right hand side
of this equation is periodic the function g
(2)
⊥ (x) will have
to be periodic as well. After some algebra one obtains
for g
(2)
⊥ (x) =
∑
m gme
imqx the following:
gm =
cm
m2
(1− δm,0) +
∑
n6=0
[
cm+n
m2
+ q2
n(n+m)
m2
dm
]
(65)
in which:
cm =
µ⊥
σ⊥π2
∫
k
−ik3y∆ˆ(k)
σ⊥µ⊥ [k2z + (mq − kx)
2]− ikyv
dm =
µ‖q
2
π2σ⊥
∫
k
−iky∆ˆ(k)
σ‖µ‖ [k2z + (mq − kx)
2]− ikyv
(66)
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Interestingly we see that the above coefficients are all
zero for v = 0 which means the corrugations appear or
enhance when the wall starts to move. It is also possible
to estimate the value of the above integrals at the moving
phase of the wall:
c±1 ≈ d±1 ≈ nIγ
2
(
Jµ
a5v
)1/2
q (67)
where we have the same simplifications as previous sec-
tion for mobility and elastic constants. Also in the above
we have used a cutoff for the integral over kx to include
only wavelength of the order of q−1. Finally smaller
wavelengths (|m| > 1) in the corrugation have been ne-
glected for large scale approximations.
VII. DISCUSSION AND CONCLUSIONS
In this paper we have presented an analytic model
as well as numerical verification of the predicted vor-
tex walls in both clean and disordered helical magnets.
From an analytic point of view we showed how the helical
background screens the vorticity effect in long distances
resulting in the weak interaction between vortex lines.
We have also presented a detailed discussion of the dy-
namics of such wall in the presence of disorder. In this
calculation we have also shown that a moving vortex wall
array will display on average spatial corrugations. In this
discussion we have also revealed how the periodic na-
ture of the wall will result in correction of the mobility
toward higher values compared with other conventional
magnetic domain boundaries. Here we can further dis-
cuss such effect by time scale considerations. The time
scale during which a domain wall with a thickness of
∼ q−1 passes a pinning center during its motion is of
the order of τ⊥ ∼ q
−1/v. On the other hand the effect
of this impact throughout the wall propagates during a
time scale τ‖ ∼ λ
2/σ‖µ‖ in which λ is the length of prop-
agation. The ratio of the two time scales then will be:
τ‖/τ⊥ ∼ θ(λ/ξ‖)
2 in which ξ‖ = (σ‖µ‖a/v)
1/2 is the typ-
ical correlation length between fluctuations throughout
the wall. In order for the periodic nature of the wall to
have any effect in the dynamics of the wall the propaga-
tion length must be at least of the order of the period
of the vortex line array λ ∼ q−1. These considerations
result in a range of velocities v ≤ vp ∼ σ‖µ‖q = ω0/q
at which the periodic effect show up. The velocity vp
appeared already in approximating the internal distor-
sions of the vortex lines which try to increase the mo-
bility of the wall in equation (59). The time scale ω−10
here is again appearing because we are estimating the
response time of the internal structure of the wall to ex-
ternal perturbations. The limiting velocity vp will then
directly determine the range of external force densities
h ≤ hp = vp/µ⊥ ∼ σ‖qµ‖/µ⊥ at which the periodic
structure affects the motion of the wall. This value is
estimated to be hp ≈ 6.6 × 10
11joules/m3 using typical
values of Holmium parameters12. It is interesting to see
that vi/vp ≈ 10
−11 for Holmium indicates an accessible
range of force densities/velocities at which the internal
fluctuations of the vortex wall can be effective in its dy-
namics.
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VIII. APPENDIX
The depinning threshold naturally follows from setting
v → 0 in (54):
π
q
hc =
∫
k,Q
[
−iQ3yGˆ⊥(k) + iQyQ
2
xGˆ‖(k)
]
|ρˆ(Qx)|
2∆ˆ(kx −Qx, kz, Qy) (68)
=
∫
x
[
G⊥(x)∆
(3)(x, 0)C(x) + G‖(x)∆
(1)(x, 0)D(x)
]
(69)
in which:
C(x) =
∫
x′
ρ(x′)ρ(x− x′) (70)
D(x) =
∫
x′
ρ′(x′)ρ′(x′ − x) (71)
and the derivatives of the correlator are introduced as
follows:
∆(1)(r) = 〈∂yV (r)V (0)〉 (72)
∆(3)(r) = 〈∂2yV (r)∂yV (0)〉 (73)
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Here by analysing the above result we try to explain in
details an approximate method used before11 to estimate
the threshold force density. The first assumption is that
the correlator of disorder potential ∆(r) and its spatial
derivatives are of short range with an average value of
∆
(n)
L (for nth derivative) at a length scale L. The length
scale dependence comes from a renormalization point of
view where one systematically sums up the contributions
from smaller scales into the correlator using methods
such as perturbation etc.15 With this assumption and
taking into account the fact that D(x), C(x) > 0 we ar-
rive at the estimate for the threshold of force density at
the length scale L:
hc ≈
[
G⊥(L)∆
(3)
L + G‖(L)∆
(1)
L
]
(74)
On the other hand for an isotropically distributed set of
pinning centers, ∆(n) is generically zero for odd n re-
sulting in the zero threshold force density however it is
well known15 that in a renormalization group flow ∆
(4)
L
develops a pole at scales larger than Larkin length scale
L where the energy gain due to collective weak disorder
fluctuations can overcome the elastic deformation energy
cost. This means ∆
(2)
L (x, u) at L ≈ L has a cusp near
{x, u} = 0 resulting in ∆
(3)
L being nonzero. The second
term from the parallel (longitudinal) deformations how-
ever remains zero at all length scales. Using this relation
then one can estimate the threshold force density without
having to worry about the physical value of the mobil-
ity. This will give us the maximum value of the threshold
force density possible because for scales higher than the
Larkin length the disorder energy gain tends to decrease
although it stays higher than deformation energy cost.
The above argument also leads us to a way to deter-
mine the Larkin length scale of the problem. Here we
ignore the in-plane fluctuations of the wall and treat the
vortex wall as a wall with uniform density. This will still
give us the upper bound for the threshold force density
because the internal fluctuations of the wall tends to re-
duce the magnitude of the threshold force as we will see
at the end of this section. We start with the one-loop
renormalization group flow equation for the force corre-
lator R(x, u) = 〈f⊥(x, u)f⊥(0, 0)〉 = −∆
(2)(x, u). Pro-
vided we are close to the upper critical dimension we can
use the renormalization group equation for RL
15:
dRL(u)
dL
= A(L)
d2
du2
[RL(u)(2RL(0)−RL(u))]
A(L)δL =
∫ 1/(L−δL)
1/L
d2k
8π2
Gˆ2(k) (75)
taking two times derivative of the first equation in (75)
and setting u = 0 and assuming R
(3)
L (0) = 0 as an ana-
lytic even function, we find the following solution up to
the zeroth order in ǫ:
[R(2)a (0)]
−1 − [R
(2)
L (0)]
−1 = −6
∫ 1/L
1/a
d2k
8π2
Gˆ2(k) (76)
in which Ra(u) is at L = a the bare correlation function.
As was mentioned earlier this solution is divergent at the
Larkin length given by the following equation at zeroth
order of ǫ:
R(2)a (0) =
[
6
∫ 1/L
1/a
d2k
8π2
Gˆ2(k)
]−1
(77)
In order to find the renormalized non-zero value of
R′(0) = ∆(3)(0) at Larkin length scale we need to use
the functional renormalization group equation again. As-
suming A(L) = A0L
γ−1 we use the following ansatz:
RL(u) = αL
−aR⋆(βuL−ζ) (78)
The parameter α is fixed by the condition that the fixed
point function R⋆(0) = 1. Inserting this into the RG
equation results in a = −2ζ + γ and:
R′L(0) = L
−γ/2[RL(0)]
1/2
(
−2ζ + γ
2A0
)1/2
(79)
On the other hand using the fact that
∫ +∞
−∞
RL(x)dx is
invariant under the flow we obtain the exponent ζ with
the physical assumption that R⋆(x) → 0 as x → ±∞ to
be ζ = γ/3.
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