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Ž .Let H be a separable infinite-dimensional complex Hilbert space and let B H
denote the algebra of operators on H into itself. We study the elementary operator
Ž . Ž . Ž . Ž: B H B H defined by  X  AXB CXD, where A and C respec-
.tively, B and D are nonzero normal commuting operators. We prove that
Ž .  Ž .    Ž . Ž .i  X  S  S for all S N  the kernel of  and for all
Ž .XB H or
Ž .  Ž .    Ž . Žii  X  S  S for all S N  C the von NeumannSchat-p p p
. Ž . Ž .ten class , 1	 p , p 2, and for all X B H such that  X  C if andp
Ž . Ž . Ž . Ž .  4only if N A  N C  N B*  N D*  0 .  2001 Academic Press




  Ž .Anderson 1 proved that if A and S are operators in B H such that
Ž .A is normal and AS SA, then for all XB H
   AX XA S  S . 1Ž .

  Ž .In view of 1, Definition 1.2 inequality 1 says that the range of a
derivation X AX XA is orthogonal to its kernel. For normal opera-
A 0 0 X 0 X A 0Ž .Ž . Ž .Ž .tors A, B and S such that AS SB considering  0 B 0 0 0 0 0 B
0 SŽ . on HH, we get the related inequality0 0
   AX XB S  S 2Ž .
Ž .for all XB H . If A is invertible, then we can write AXA X S
Ž . Ž . 1A XA  XA A  S, and the condition ASA S becomes AS
121
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SA1. This suggests the study of linear mapping X AXA X in the

 case of general operator A. In fact, Du Hong-ke 4 proved that for normal
operator A, and S satisfying ASA S,
   2  AXA X S  A S 3Ž .
Ž . 
 for all XB H , and Duggal 3 improved this result to
   AXA* X S  S , 4Ž .
if A is normal and ASA* S. That this is really an improvement of the
Ž .Du Hong-ke inequality follows in a way similar to the way in which 2
Ž .follows from 1 . The unitarily invariant norm case for maps of the form

 X AXA* X was also treated in 3 and for derivations X AX XA

  
 in 6 . In 7 characterization of operators orthogonal to the range of a
derivation with respect to the von NeumannSchatten p-norms was given.
The purpose of this paper is to investigate the orthogonality of the range
and the kernel of a larger class of maps, namely of elementary operators
Ž . Ž . X  AXB CXD, where A and C respectively, B and D are nonzero
commuting normal operators.
The present paper is organized as follows. In Theorem 2.1 we use a new
Ž . Ž .approach to show that 2 implies 4 . Then in Corollary 2.2 we deduce
Ž . Ž . Ž 
 .inequality 1 from 4 see 3, Corollary 2 , hence proving the equivalence
Ž . Ž . Ž 
  .of 1 and 4 see also 3 for a different proof . In Theorem 2.2 we extend
the technique from Lemma 2.1 to the maps of the form X AXA*
BXB*, where A and B are normal commuting operators, and prove that
   AXA* BXB* S  S , 5Ž .
if B is injective and ASA* BSB*. The same proof also works for
unitarily invariant norms. The main result of this paper is Theorem 2.4,
where we drop the assumption of injectivity and give a complete answer in
the case of the operator norm and von NeumannSchatten p-norms for
1	 p  and p 2. Let us mention that for p 2 the situation is quite
Ž .k Ž .kdifferent. In fact, let M and N be two separately commutingi i1 i i1
Ž .sequences of normal operators. Define an elementary operator : B H
Ž . Ž . k  Ž .  2  Ž . 2   2B H by  X Ý M XN . Then  X  S   X  S2 2 2i1 i i
Ž . Ž . Ž .for all S N  C and for all XB H such that  X C2 2
Ž 
 .see 9 .
Let us introduce some notation. We denote the kernel of a linear
Ž .operator A by N A . For an injective normal operator A we denote by
1 Ž . Ž .A the possibly unbounded normal operator with domain D A equal
1Ž .to the range of A and defined by A Ax  x. For operators A and B,
Ž . Ž . Ž .notation A B means D A D B and Ax Bx for all xD A .
Ž .Finally, e f stands for a rank one operator defined by e f x
² :x, f e.
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2. RESULTS
Ž .The following lemma is a generalization of inequality 2 .
Ž .LEMMA 2.1. Let AB H be a normal operator and let B be a normal
Ž .not necessarily bounded operator such that SB AS for some SB H ,
Ž . Ž .    and let XB H . If AX XB S CB H , then C  S .
Ž .Proof. Let E  be the spectral measure of the normal operator B and
Ž .    4denote by E  E  , where   z : z 	 n . Then BE is an n n n
bounded normal operator and E BE  BE . Son n n
AX XB S E  AXE  XE BE  SE  CE ,Ž . n n n n n n
Ž .and from SB AS we get SE BE  ASE . Hence, using inequality 2 ,n n n
    Ž .we get CE  SE . But since CE is a nondecreasing sequencen n n n
   bounded above, and since E  1 strongly, CE  C . The samen n
Ž .argument applies to the sequence SE , and the proof is finished.n n
Ž .Now we are in a position to prove inequality 4 .
Ž .THEOREM 2.1. If A is a normal operator in B H , then, for eery
operator S satisfying ASA* S, we hae
   AXA* X S  S ,
Ž .for all XB H .
Ž .1Proof. First we assume that A is injective. Then A* is a normal
Ž .unbounded operator and
1A XA*  XA* A*  AXA* X S.Ž . Ž . Ž .
Ž .1From the hypothesis ASA* S we obtain S A*  AS, and, using the
preceding lemma, we get the desired result.
Ž .When A is not injective, with respect to the decomposition H N A
Ž .N A , using the condition ASA* S we have
A 0 S 01 1A , S ,ž / ž /0 0 0 0
where A is injective and A S A S . Then1 1 1 1 1
A X A X  S X1 11 1 11 1 12AXA* X S ž /X X21 22
    and AXA* X S  A X A  X  S , since the norm of an1 11 1 11 1
operator matrix is always greater or equal to the maximum of the norms of
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 its entries. By the first part of the proof it follows that A X A  X 1 11 1 11
    S  S  S .1 1
COROLLARY 2.1. If A, B are normal operators such that ASB S for
Ž .some SB H , then
   AXB X S  S
Ž .for all XB H .
The proof of the following lemma is similar to that of Lemma 2.1 and
hence will be omitted.
LEMMA 2.2. Let A be a normal not necessarily bounded operator, let B be
Ž .a bounded normal operator, and ASB S for some SB H . If AXB X
Ž .     S CB H , then C  S .
Ž . Ž .We can now prove the equivalence of 4 and 2 .
Ž .COROLLARY 2.2. Let A be a normal operator in B H and AS SA for
Ž .some SB H . Then
   AX XA S  S
Ž .for all XB H .
1 Ž .Proof. If A is injective, then A is a normal possibly unbounded
operator and
AX A1 AX A S AX XA S and A1SA S.Ž .
Now we use the preceding lemma and we are done.
If A is not injective, then as in the proof of Theorem 2.1 we get
S 0A 0 11A , S ,ž / ž /0 S0 0 2
where A S  S A and A is injective. Then1 1 1 1 1
A X  X A  S A X1 11 11 1 1 1 12AX XA S ž /X A S21 1 2
and
       AX XA S max A X  X A  S , S  S , 41 11 11 1 1 2
by the first part of the proof.
Let A and B be normal commuting operators, where B is injective, and
let  denote the spectrum of a commutative C*-algebra generated by A,
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B and identity. Then by 8, Theorem 12.22 there exists a unique resolution
of the identity F on the Borel subsets of , such that
A  dF and B  dF ,H H
 
where  and  are Gelfand transforms of A and B, respectively. Put
 Ž . 4 Ž .	  p :  p  0 . Since B is injective, F 	  0, and we define0 0
C 1 dF .H
	 0

  Ž .Then by 8, Theorem 13.24 C is a normal possibly unbounded operator
and BC CB A, B*C* C*B* A*.
Ž . Ž . Ž .Let 
 : B H B H be defined by 
 X  AXA* BXB*.
THEOREM 2.2. Let A and B be normal commuting operators and let B be
Ž . Ž .injectie. If 
 S  0 for some SB H , then
   
 X  S  S ,Ž .
Ž .for all XB H .
ŽProof. From the discussion above we know that C is a normal possibly
. Ž . Ž .unbounded operator. Let E  be its spectral measure. Put E  E  ,n n
   4where   z : z 	 n and put C  CE . Then C is a boundedn n n n
normal operator, E C C , and C C*E . From CB A we get E CBn n n n n
 E A AE  CBE  CE B, where we have used the fact that sincen n n n
Ž .A and B commute with C in the sense AC CA and BC CB they
commute with every spectral projection of C. Then from CBXB*C*
BXB* S AXA* BXB* S it follows that
C E BXB*E C E BXB*E  E SE  E AXA* BXB* S E .Ž . Ž .n n n n n n n n n n
From the hypothesis ASA* BSB* we get CSA* SB* and CSC*B*
SB*, since A* C*B*. Hence
E SE B* E SB*E  E CSC*B*E  E CSC*E B*n n n n n n n n
 C E SE CB*.Ž .n n n n
In fact we must have equality, because E SE B* is bounded. But then n
Ž . range of B* is dense in H; hence E SE  C E SE C . Using Theoremn n n n n n
2.1 and arguing as at the end of the proof of Lemma 2.1, we conclude the
proof.
 Recall that each unitarily invariant norm  is defined on a natural
Ž .subclass T contained in the ideal of compact operators in B H and 
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   satisfies the property that UA  AV for all unitaries U and V.
Ž . Ž . Ž .Given any compact operator AB H , denote by s A  s A  1 2
  Ž .12the singular values of A, i.e., the eigenvalues of A  A*A . For
1	 p	 , define unitarily invariant norms, the von NeumannSchatten
p-norms associated with the von NeumannSchatten p-classes C , byp
1p
p
 A  s A ,Ž .Ýp jž /
j
  Ž .where, by convention, A  s A is the usual operator norm. For 1

 further information on unitarily invariant norms see 5 .
Ž .Inspection of the above proof shows that if our assumptions are 
 S  0
Ž .for some S T and 
 X  T , where T is a norm ideal     
  
 associated with unitarily invariant norm  , then using 3, Theorem 2
we get
   E AXA* BXB* S E  E SE .Ž .n n n n
So the only thing remaining to prove is that when we pass to the limit we
obtain the corresponding norms. In fact, we can prove more. A similar

 lemma for the von NeumannSchatten C classes is proved in 2, p. 20 .p
For the sake of completeness we include the proof.
Ž .LEMMA 2.3. Let K belong to T . If E is a sequence of self-adjoint  n n
operators conerging to E in strong operator topology, then E KE n n
EKE  0.
 Proof. Let  0 be given and denote M sup E . Choose an opera-n
  Žtor F of finite rank, say k, such that K F   . Then s EFEj
.   
 E FE 	 EFE E FE for 1	 j	 k. By 5, p. 76n n n n
2k
   EFE E FE 	 s EFE E FE 	 2k EFE E FE .Ž .Ýn n j n n n n
j1
But since the range of F is finite-dimensional, E FE converges to EFEn n
  Ž .in norm. Hence, choose n so that EFE E FE   2k for all0 n n
n n . Then for all n n0 0
     EKE E KE 	 E K F E  EFE E FEŽ .n n n n
  E F K EŽ .n n
M 2 M 2 2 M 2 1  .Ž .

So we have proved the following theorem, which is a generalization of 3,
Theorem 2 .
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THEOREM 2.3. Let A and B be normal commuting operators, where B is
Ž . Ž .injectie, and suppose that 
 S  0 for some S T . If 
 X  T   
Ž .for some XB H , then
   
 X  S  S .Ž .
The following lemma is of some interest by itself.
LEMMA 2.4. Let H be a proper nontriial subspace of a Hilbert space H,1
Ž .let AB H be a self-adjoint operator of finite rank, and let 1 p	 ,1
Ž .p 2. Then we can find operators B and C depending on the choice of p of
rank one, where C is self-adjoint, such that with respect to the decomposition
HH H ,1 1
A B 0 B
 .ž / ž /B* C B* Cp p
The conclusion holds also for p 1 if A is either of rank one or of rank two
   with eigenalues  ,  and    .1 2 1 2
Proof. Write AÝk  e  e , where e , 1	 i	 k, are orthonormali1 i i i i
 vectors in H . With no loss of generality we may assume   1  1 1 2
    and that the orthonormal basis of the subspace H isk 1
 4  4e , e , . . . , e , . . . . Furthermore, let f , f , . . . be an arbitrarily chosen1 2 k 1 2
 A B 0 BŽ . Ž .orthonormal basis in H and denote X and Y . We1 B* C B* C
divide the proof into four cases:
'Ž .p : Put Be  f and Cf  f . Then s X  21 1 1 1 1'Ž . Ž .s Y  1 5 2.1
' Ž .2 p : Now let B n e  f and C n 2 f  f ,1 1 1 1
where n. Then the singular values of X and Y are
    , . . . ,  , 2, n 1 42 k
and
1 2'0, n  4  n 2 ,Ž .Ž .½ 52
1 2'Ž .respectively. Put   n  4  n 2 . Then we can easily checkn 2
Ž .  1,   1, and n   1  1. Now estimate the differencen n n
p p
n 2   n 1Ž . Ž .n
p2 2 2
 n 2  n 2   n 1Ž . Ž . Ž .n n
p2 n 2  2n   1    1   3  .Ž . Ž . Ž . Ž .n n n n
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Hence, for n large enough,
k
p pp p p   2  n 1    n 2  .Ž . Ž .Ý i n n
i2
' Ž .1 p 2: Put B rn e  f and C n 1 r f  f , where1 1 1 1
r, n and n 1 r. Singular values of X and Y are
    , . . . ,  , r 1, n 1 42 k
and
21 '0, n 1 r  4 r  n 1 r ,Ž . Ž .½ 52 ž /
respectively. We will show that for suitably chosen r and n,
k
p p pp p   r 1  n 1    n 1 r  ,Ž . Ž . Ž .Ý i n n
i2
21 Ž Ž ..'where   n 1 r  4 r  n 1 r . An easy calculationŽ .n 2
Ž .yields r  ,   r, and n r   r. Hence,n n n
p p
0 n 1  n 1 r Ž . Ž .n
2 2 p2
 n 1  n 1 r  n 1Ž . Ž . Ž .n
p2 2n r   r  2 r  n 1  0.Ž . Ž . Ž . Ž .n n n
Ž . p1Ž .Let 0  1 be given and choose r satisfying r  1  
k   p Ž . pÝ    . Furthermore, choose n so that for all n n : n 1 i2 i 0 0
Ž . pn 1 r    and r    . Then for n nn n 0
p p1p p1  r 1     r 1  r  1 Ž . Ž . Ž . Ž .n n n
k
p    Ý i
i2
k
p pp    n 1  n 1 r  .Ž . Ž .Ý i n
i2
p 1: If A is of rank one, say A e  e , then put B e  f1 1 1 1'   and C f  f . This yields X  2 and Y  5 . If A is of rank two,1 11 1
 A e  e   e  e and   1, take B ae  f and C bf 1 1 2 2 2 2 1 1 1
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2 Ž   .2 Ž  .f , where a and b are real numbers satisfying a    1 2 1 1 2 2
2 Ž 2 Ž   .2 . Ž   .and a 	 b 4a    1 2   1 . Then a short calculation2 2
   gives X  Y .1 1
   Remark 2.1. The condition    for p 1 in the above lemma is1 2
3 2 1 0Ž .necessary. For example, on   , take A . The calculation0 1
A B 0 BŽ . Ž .that in this case we cannot find B and C such that  is1 1B* C B* C
straightforward and will be omitted.
Ž .The following proposition deals with the case B 0. Define  : B H
Ž . Ž .B H by  X  AXA*.
Ž .PROPOSITION 2.1. Let AB H be normal operator. Then
    X  S  SŽ .
Ž . Ž .for all S N  and all XB H if and only if A is injectie. Let
1	 p  and p 2. Then
    X  S  SŽ . p p
Ž . Ž . Ž .for all S N  C and all XB H such that  X C if and onlyp p
if A is injectie.
Proof. If A is injective, then S 0 and there is nothing to prove. If A
Ž .is not injective, then with respect to the decomposition H N A
Ž .N A ,
0 SA 0 11A , S ,ž / ž /S S0 0 2 3
e e 0Ž .where operators S , 1	 i	 3, are arbitrary. Choose X , wherei 0 0
eH is nonzero. Then
A e A e S1 1 1AXA* S .ž /S S2 3
Since A e A e is a self-adjoint operator of rank one, we can use Lemma1 1
2.4 to finish the proof.
Ž .Remember that 
 is defined by 
 X  AXA* BXB*. The main
theorem of this paper goes as follows:
THEOREM 2.4. Let A and B be nonzero normal commuting operators and
let 
 0. Then
   
 X  S  SŽ .
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Ž . Ž . Ž . Ž .  4for all S N 
 and all XB H if and only if N A  N B  0 . Let
1	 p  and p 2. Then
   
 X  S  SŽ . p p
Ž . Ž . Ž .for all S N 
 C and all XB H such that 
 X C if and onlyp p
Ž . Ž .  4if N A  N B  0 .
Ž . Ž .  4Proof. For the ‘‘only if’’ part let us assume N A  N B  0 . If A
or B is injective we obtain the desired inequality by using Theorem 2.2 for
the operator norm and Theorem 2.3 for the p-norms. So let us assume that
neither A nor B is injective. With respect to the decomposition H
Ž . Ž .N B  N B we get
A 0 B 0A , B .ž / ž /0 A 0 0
Now we have two cases:
Ž .a A 0: In this case S is of the form
0 S12S ž /S 021
and
BX B * SŽ .11 12 
 X  S Ž . ž /S A X A *Ž .21 22
0 S12    S ,ž /S 021
since the norm of an operator matrix always dominates the norm of its
Ž 
 .diagonal part see 5, p. 82 . The proof for the von NeumannSchatten
p-norms is the same.
Ž . b A 0: Since A  is injective, A A  is not injec-N Ž B . N Ž B .
Ž Ž . Ž .. Ž .tive. With respect to the decomposition H N B N A  N A
Ž . N B ,
A 0 0 B 0 01 1
A , B ,0 0 0 0 B 02 0  00 0 A2 0 0 0
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where operators A and B , 1	 i	 2, are injective and normal. From thei i
hypothesis ASA* BSB* one obtains
S 0 011
 0 0 SS , A S A  B S B .23 1 11 1 1 11 1 00 S 032
Then
 S 0 011
   0 S 0S  ,32 0 0 0 S23
       4   p   p   p   pand S max S , S , S and S  S  S  S .p p p p11 23 32 11 32 23
   Let S U S and S  V S be the polar decompositions of S and23 23 32 32 23
S and let32
1 0 0
U˜ .0 0 V *ž /0 U* 0
Ž . Ž .Then, for X X B H ,i j
A X A B X B S  1 11 1 1 11 1 11
 ˜  S U AXA* BXB* S  .Ž . 32 0   S23
Ž .Since the norm respectively, p-norm of an operator matrix always domi-
Ž . 
 nates the norm respectively, p-norm of its diagonal part 5, p. 82 ,
 A X A  B X B  S 0 01 11 1 1 11 1 11
   0 S 0
 X  S Ž . 32 0 0 0 S23
     max S , S , S by Theorem 2.2 4 Ž .11 23 32
  S ,
ALEKSEJ TURNSEKˇ132
and for p-norms we have
 A X A  B X B  S 0 01 11 1 1 11 1 11
   0 S 0
 X  S Ž . p 32 0 0 0 S23 p
1pp p p      S  S  S by Theorem 2.3Ž .Ž .p p p11 32 23
  S .p
Ž . Ž .  4 Ž .For the ‘‘if’’ part let us assume first N A  N B  0 and N A 
Ž . Ž . Ž .N B . With no loss of generality we may also assume N B  N A . Then
A  A  is a nonzero operator with nontrivial kernel. With respect toN Ž B .
Ž . Ž Ž . Ž .. Ž .the decomposition H N B  N B  N A  N A one obtains
A 0 0 B 0 01 1
A , B .0 A 0 0 0 02  0 0 0 0 00 0 0
From the hypothesis ASA* BSB* we get
S S S11 12 13
 S 0 SS , A S A  B S B ,21 23 1 11 1 1 11 1 0S S S31 32 33
A S A 0, A S A 0,1 12 2 2 21 1
and the other entries are arbitrary. Choose
0 0 0
X 0 e e 0ž /0 0 0
and choose S of the form
0 0 0
0 0 SS .23 00 S S32 33
Then
0 0 0
0 A e A e S
 X  S ,2 2 23Ž .  00 S S32 33
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Ž .and since A e A e is a nonzero A is injective self-adjoint operator of2 2 2
rank one, we can use Lemma 2.4 to finish the proof.
Ž . Ž .In the case N A  N B , with respect to the decomposition H
Ž . Ž .N B  N B ,
A 0 B 01 1A , B .ž / ž /0 0 0 0
From ASA* BSB* it follows that
S S11 12  S , A S A  B S B ,1 11 1 1 11 1ž /S S21 22
e e 0Ž .and the other entries are arbitrary. Let us choose S  0 and X .11 0 0
Then
A e A e B e B e S1 1 1 1 12

 X  S .Ž . ž /S S21 22
If A e A e B e B e 0 for all eH, then, since A and B are1 1 1 1 1 1
 injective, we would have B  cA with c  1. This would imply, contrary1 1
to our assumption, that 
 0. Now we finish the proof by using Lemma
2.4 for operator norm and p-norms, unless p 1. To conclude the proof
also in this case let us suppose that, for injective normal operators A and1
B , operator A e A e B e B e is of rank two and has eigenvalues1 1 1 1 1
    ,  with    for all eH. An easy calculation yields that1 2 1 2
        ² :   if and only if A e  B e and A e, B e  0 for all eH.1 2 1 1 1 1
Hence BA  0, and since A has dense range B  0, we have a1 1 1 1
contradiction of our assumption that B 0.
At the end we use a familiar device of considering 2 2 operator
Ž .matrices to extend the previous theorem to the maps of the form  X 
AXB CXD.
Ž .COROLLARY 2.3. Let A and C respectiely, B and D be nonzero
commuting normal operators and suppose  0. Then
    X  S  SŽ .
Ž . Ž . Ž . Ž . Ž .for all S N  and all XB H if and only if N A  N C  N B*
Ž .  4 N D*  0 . Let 1	 p  and p 2. Then
    X  S  SŽ . p p
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Ž . Ž . Ž .for all S N  C and all XB H such that  X C if and onlyp p
Ž . Ž . Ž . Ž .  4if N A  N C  N B*  N D*  0 .
Proof. On HH consider the operators
A 0 C 0 0 X 0 S˜ ˜ ˜ ˜A , B , X , Sž / ž / ž / ž /0 B* 0 D* 0 0 0 0
and use the previous theorem.
REFERENCES
Ž .1. J. Anderson, On normal derivations, Proc. Amer. Math. Soc. 38 1973 , 135140.
2. K. R. Davidson, ‘‘Nest Algebras,’’ Longman, New York, 1988.
Ž .3. B. P. Duggal, A remark on normal derivations, Proc. Amer. Math. Soc. 126 1998 ,
20472052.
4. Du Hong-ke, Another generalization of Anderson’s theorem, Proc. Amer. Math. Soc. 123
Ž .1995 , 27092714.
5. I. C. Gohberg and M. G. Krein, ‘‘Introduction to the Theory of Linear Nonselfadjoint
Operators,’’ Translations of Mathematical Monographs, Vol. 18, Am. Math. Soc., Provi-
dence, 1969.
Ž .6. F. Kittaneh, Normal derivations in norm ideals, Proc. Amer. Math. Soc. 123 1995 ,
17791785.
7. F. Kittaneh, Operators that are orthogonal to the range of a derivation, J. Math. Anal.
Ž .Appl. 203 1996 , 868873.
8. W. Rudin, ‘‘Functional Analysis,’’ McGrawHill, New York, 1973.
Ž .9. A. Turnsek, Elementary operators and orthogonality, Linear Algebra Appl. 317 2000 ,ˇ
207216.
