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Reinforcement learning method is one of the machine learning methods
with control. This method is expected to be useful for problems that
involve stochastic disturbances and for those explicit training data is not
available.
However, there are a practically important class of problems among
these where (1) rewards are given after long time delay when a control
was applied, and (2) there are large dierences of time scale between con-
trol timing and rewarding timing. These problems arise in many areas
where automation is expected but dicult to realize. Traditional rein-
forcement learning method is usually designed for a target that has close
relationship between state-action set and rewards. Therefore, applying
normal traditional reinforcement learning method to this class of prob-
lems causes slow convergence and inappropriate control at early stages.
This research proposes a modication of reinforcement learning method
for this class of problems. The main idea is to learn a“ set of states and
actions”rather than individual state and action. By controlling allocation
of rewards, it is shown that actions that give fair reward in early stages
will be prioritized whereas optimal policy will be given in a long term.
This thesis also shows the results of the application of proposed method
to some typical problems. First is the plant growth control problem.
Plant factory system is a kind of farm that is controlled by an engineered
approach. These are roughly classied into two types. One is the com-
plete control type, where all environments are articially prepared. The
other one is the semi-control type, where natural environments are used
in some parts. Automatic plant growth control is dicult especially in
latter case because growth model is not consolidated. In a plant factory,
growth is controlled by nutrients solution where each nutrient has dif-
ferent component. In this research, reinforcement learning is applied so
that the rate of nutrients is chosen by an action, time is used as a state,
and the size of crop is used as a reward. Experiments were conducted
by using a small scale plant factory system developed in an incubator.
In pre-experiments, a traditional reinforcement learning method was ap-
plied but there was no improvement of the growth. Then, a qualitatively-
programed plant growth simulator was used for comparative experiments
between proposing method and the traditional learning. The experimen-
tal results showed that the proposed method was more eective than the
traditional method.
Second application is a trac control problem. As a way of resolving
vehicle congestion, a feedback control approach has been proposed which
models a trac network as a discrete dynamical system and derives feed-
back gain for controlling green light times of each junction. Since the
input is the sensory observed trac ow of each link, and since the state
equation models both the topology and the parameters of the network, it
is eective for adaptive control of a wide area trac in real-time. One of
the essential factors in a state equation is the vehicles ’turning ratio at
each junction. However, in a normal trac sensor layout, it is impossible
to directly measure this value in real-time, and values from trac census
are used. In this application, reinforcement learning is used to predict the
turning ratio in real-time, which gives more appropriate feedback control.
An action is allocated to a candidate of a turning ratio and a state to a
discretized time and date. If a selected action is close to an actual turning
ratio, it will improve entire trac ow. But the eect is observed in a
long run. Therefore, this is a typical problem where the proposed method
is useful. The eect of proposed learning method was veried through
experiments by a cellular micro trac simulation.
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図 2.1: 強化学習の適用範囲
Ph.D Thesis at Future University Hakodate, 2012
5
Takumi Wakahara

































Ph.D Thesis at Future University Hakodate, 2012
6
Takumi Wakahara


































Ph.D Thesis at Future University Hakodate, 2012
7
Takumi Wakahara






















Ph.D Thesis at Future University Hakodate, 2012
8
Takumi Wakahara
Practical Reinforcement Learning for Long Delayed Reward Problems
図 2.2: 等比減少関数の合理性
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図 2.3: phaseに分けた場合の妥当性を満たしている時の従来手法と提案
手法の比較
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図 3.1: 観測上の学習系列と制御上の学習系列
図 3.2: 従来の学習方式での制御上学習系列に対する報酬の与えられ方
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図 3.3: 提案学習方式での制御上学習系列に対する報酬の与えられ方
図 3.4: 制御上の学習系列の例
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図 3.5: 制御上の学習系列の例 2
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図 3.8: 局所的有向閉路を持つ単純有向マクログラフをチェックポイント
を通過する川下りレースに当てはめた例
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ム（図 4.3，図 4.4）を作成した．このシステムは (図 4.2)の構成に準ずる
もので，異なる成分を持った養液を 3種類（ハイポネックスハイグレード
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図 4.1: 一般的な植物工場システム
図 4.2: 強化学習を用いた植物工場システム
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図 4.3: 小規模植物工場システム（写真）
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ソリッドステートリレー（SSR）6 AC100V，20A まで ON/OFF 制御可能
電磁弁 6












1 パターン：最大 10 セグメント，
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図 4.5: 小規模植物工場システム（ブロック図）
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図 4.6: 養液供給制御用コンピュータ
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図 4.7: 電磁弁制御装置（PICNIC）
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図 4.8: 電磁弁（burkert社製 Type 6231）
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図 4.9: 養液タンク（10l）
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であれば，744の供給量は 4秒とする．システムの構成としては (図 4.4)
に準ずる．実験環境は，温度 25℃，湿度 50%，ライト 12時間で on/o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図 4.10: 固定的スケジュールで育成した葉ダイコン
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図 4.11: 従来の学習方式による結果（縦軸：茎の長さ平均，横軸：育成
回数)
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表 4.2: 従来の学習方式による結果
1位 2位 3位
1回目（学習前） 45.00mm 38.93mm 33.33mm
2回目 52.00mm 40.25mm 39.83mm
3回目 49.38mm 47.80mm 39.44mm
4回目 44.00mm 40.00mm 36.50mm
5回目 40.75mm 38.20mm 24.67mm
6回目 39.00mm 34.33mm 25.00mm
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図 4.12: シミュレーション実験結果
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Liは他のリンク Lijn 2 Oiで表される Oiとつながっている．Oiは交差
点から出ていくリンクの集合であり，Lijn 2 Iiで表される Iiを交差点に
入ってくるリンクの集合とする．交差点において各自動車は一定の確率
で次のリンクへと移動する．この確率を分岐率とし，リンク iから jへの














li(k + 1) = li(k) + qi(k)  ri(k) (5.1)
qi(k)は流入量で，ri(k)は流出量である．kはサイクル番号を表す．流
出量 ri(k)は交通信号の影響を受け，近傍の飽和流において，リンク iに
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図 5.1: 分岐率の取得が困難な例
図 5.2: 本論文で扱う交通ネットワークの定義（用語）
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図 5.3: 交通ネットワーク
図 5.4: 交通信号の状態
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た青信号時間を gNi とすると，xi(k) = li(k)   lNi と uij(k) = gij(k)   gNi
に由来する状態式は以下のようになる．





g(k) =  Kx(k) (5.4)
また以下のように明示的に gN や lN を使わずともフィードバックを使
用することが可能である．
g(k) = g(k   1) K(l(k)  l(k   1)) (5.5)
このことにより，交差点での phaseのスプリットは，現在の交通流に応
じてリアルタイムに変更される．
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図 5.5: 交通流入出
Ph.D Thesis at Future University Hakodate, 2012
46
Takumi Wakahara
Practical Reinforcement Learning for Long Delayed Reward Problems
図 5.6: 交通流入量
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図 5.7: フィードバック制御のための設定
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Lnjn 2 Oiにつながっており，各接続リンク nは分岐率 tinに関係してい
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る．このことにより，各リンクにそれぞれ学習器を割り当てる．学習器











てのリンク Lnjn 2 Oiへ交通流を割り当てるため，評価関数（報酬）はP
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表 5.1: シミュレータで用いるセル
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図 5.8: 制御を行う交差点
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図 5.9: 分岐率獲得のための学習設定
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図 5.10: シミュレータ画面
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図 5.11: シミュレータ実験結果
Ph.D Thesis at Future University Hakodate, 2012
58
Takumi Wakahara






























Ph.D Thesis at Future University Hakodate, 2012
59
Takumi Wakahara













Ph.D Thesis at Future University Hakodate, 2012
60
Takumi Wakahara






























Ph.D Thesis at Future University Hakodate, 2012
61
Takumi Wakahara
Practical Reinforcement Learning for Long Delayed Reward Problems
最後に，本論文で述べたことを基に実用的制御問題への道筋を示すこ
とができるのではないかと考えられる．
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