Abstract-MML (Minimum Message Length) has emerged as a powerful tool in inductive inference of discrete, continuous and hybrid structures. The Probabilistic Finite State Automaton (PFSA) is one such discrete structure that needs to be inferred for classes of problems in the field of Computer Science including artificial intelligence, pattern recognition and data mining. MML has also served as a viable tool in many classes of problems in the field of Machine Learning including both supervised and unsupervised learning. The classification problem is the most common among them. This research is a two-fold solution to a problem where one part focusses on the best inferred PFSA using MML and the second part focusses on the classification problem of Spam Detection. Using the best PFSA inferred in part 1, the Spam Detection theory has been tested using MML on a publicly available Enron Spam dataset. The filter was evaluated on various performance parameters like precision and recall. The evaluation was also done taking into consideration the cost of misclassification in terms of weighted accuracy rate and weighted error rate. The results of our empirical evaluation indicate the classification accuracy to be around 93%, which outperforms well-known established spam filters.
I. INTRODUCTION
Finite State Automata are mathematical models of computation that can model a large number of problems amongst which describing the grammar of a language is the most common. They can be viewed as an effective way of representing regularities and patterns in a certain form. The class of Probabilistic Finite State Machines or Automata (PFSAs) represents a probability distribution of strings in a language where the problem of finding the most probable Finite State Machine for a distribution arises in a number of computational tasks in the field of Computer Science including artificial intelligence, pattern recognition and data mining [1] . Questions about the best inferred machine have served directly or indirectly as the predominant focus of research. From an information-theoretic view point, the best inference can be drawn from the explanation length of both theory and data although there is always a compromise between the complexity and accuracy. The best explanation of the facts is the shortest [2, sec. 1.1, pp. 1] [3] . It is these kinds of questions that have led to the development of strategies that are aimed at inferring the best machine based on code-lengths computed using the Bayesian informationtheoretic Minimum Message Length (MML) Principle.
At the same time, MML has emerged as a viable tool in many classes of problems in the field of machine learning including both supervised and unsupervised learning and there comes the most common problem, which is classification. Spam filtering is a classification problem, and more specifically it is a supervised learning approach owing to fact that we know the classes prior to classification -i.e., spam and nonspam (ham). Statistical data compression models like the one discussed in [4] are known to exist that have shown improved performance as far as the spam misclassification rate, accuracy or precision is concerned but the spam classification can also be tested with the MML technique for even better performance. This paper presents an effective approach to efficiently induce a Probabilistic Finite State Automaton (PFSA) which has its application in the Spam classification problem. The idea behind transforming the set of spam keywords detected by a Bit Parallel String Matching Algorithm [5] into a PFSA is the nature of the Finite State Automaton that results in deterministic state transitions on an input alphabet and this fact makes it suitable to be used in applications like Spam Classification.
We present a search algorithm that uses the greedy approach to efficiently induce a PFSA using MML (Minimum Message Length) [6] . The input to the search method is the prefix tree acceptor of the strings detected by the string matching algorithms. The prefix tree acceptor is a Finite State Automaton that uses the same states for the prefixes of the string generated by language L. At different stages, the method merges pair of nodes taking into consideration that the merging of pairs does not result in a Non-Deterministic Finite State Automaton. The pair merging is considered if the message length of the new machine is smaller than the message length of the machine before the merge. This kind of merge where determinism exists in the context of state transitions is not considered by the Beam Search Algorithm [7] , which also aims at inducing PFSAs through a series of merge pairs in a random manner. The method of induction works effectively for large machines.
The experiment has been conducted on one of the six publicly available Enron Spam datasets [8] [9] and the results of our empirical evaluation indicate 93% classification accuracy. MML was not only used in the induction of PFSA but was also later used in classification of Spam and Non-Spam mails.
The remainder of the paper is organized as follows. Section II reviews the relevant theory related to Finite State Automata and PFSAs. In section III we review the concept of Minimum Message Length in context with PFSAs, which forms the basis of inducing Probabilistic Finite State Machines. In section IV, the approach used by the proposed search algorithm is discussed. In section V we discuss the experimental results on the spam dataset and finally section VI offers the conclusion and outline for future work.
II. FINITE STATE MACHINES AND PFSAS
This section reviews the basic theory related to Finite State Automata and its extension in the form of PFSAs to include probabilistic transitions amongst the states given the data. A Finite State Automaton M = <Q, , δ, q 0 , F >, where Q is a finite set of states, is a finite set of input alphabet symbols, q 0 is the initial state, F is a set of final or accepted states and δ is a transition function mapping Q× to Q.
A Finite State Automaton M , begins with the initial state q 0 and for each input alphabet, at each step, it undergoes a sequence of state transitions determined by the state transition function δ. The process terminates at one of the final states. During the course of transitions, a string of symbols is produced as the output. This set of strings is the language generated by machine M or alternatively accepted by machine M . The computation fails if there are no transitions from the current state with the given input alphabet.
If the language L can be represented as a set of finite strings, then there exists a Finite State Automaton that accepts the strings of the language L. Such an Automaton is called the Prefix Tree Acceptor. To illustrate this, we consider an example from Gains [10] where the set of strings is enumerated as L = {CAB/CAAAB/BBAAB/CAAB/BBAB/BBB/CB/}. The Prefix Tree Acceptor of the Language L is shown in the diagram below, Figure 1 . In the Figure below , we follow the usual conventions of marking the states as circles, labelled arcs as transition between the states and double-circle as final states. The symbol '/' is the delimiter symbol and in the state diagram below, it is assumed that whenever symbol '/' is read, there is a transition back to the initial state.
A Probabilistic Finite State Automaton (PFSA) is essentially a class of Non-Deterministic Finite State Automata, with the degree of non-determinism reduced to a certain extent. The transitions of the Finite State Machines (FSMs) are marked with probability values indicating the probability of the next symbol generated during the transition. A PFSA determines the probability distribution over the strings in a languagethe probability for a particular string is the product of the probabilities of transitions that generate it. We require for every state q ∈ Q and every symbol a ∈ that one of the following holds:
When we construct an FSA from a set of sample strings, we can estimate the transition probabilities by keeping a count of the number of times each arc of the graph is traversed. The counts can be converted into probability estimates by dividing each count by the total count of all the arcs from that state. Doing this with the FSA in Figure 1 generates the PFSA in Figure 2 .
III. MML IN REFERENCE TO PFSAS
The MML principle is a Bayesian information-theoretic metric used for comparing the different hypotheses that are the sources for generation of data. The Minimum Message Length principle [11] states that, given the data, the best possible conclusion about the data can be drawn from the theory that attempts to maximize the posterior probability. Maximizing the posterior probability equivalently means maximizing the product of the prior probability with the likelihood or probability of data given the theory or hypothesis.
Assuming the data to be D and H to be the hypothesis or the underlying theory that generates D, the probabilities are denoted as below. P (H) = Prior Probability of the hypothesis H P (H|D) = Probability of the hypothesis H given the data D, also known as the Posterior Probability P (D) = Marginal Probability of the data D P (D|H) = likelihood of the data given the hypothesis H In a Bayesian framework, P (H|D) =
, and the most probable H given D maximizes P (H|D). As D is a constant for all the hypotheses to be compared, maximizing P (H|D) is equivalently maximizing the product of P (H) and P (D|H). An elementary information theory concept (related to Huffman coding) states that an event occurring with probability P can be coded in -log 2 P bits. Highly probable events result in small code lengths. The code length for posterior probability can be represented as -log 2 (P (H)P (D|H)), which is equal to -log 2 P (H) -log 2 P (D|H). Therefore maximizing the posterior probability is equivalent to minimizinglog 2 P (H) -log 2 P (D|H), i.e. the length of a two-part message conveying the theory and the data in light of theory.
A. Coding Scheme for PFSAs using MML
To develop a coding scheme for PFSAs as described by Wallace in Section 7.1 of [2] , we need to find the code lengths for the theory H and the data using or being generated by the theory. Therefore, given data D, we seek an FSM which minimizes the following sum.
Enlisting the terms used in finding the code-lengths, we use the following terminology.
• S is the number of states in the FSM • V is the cardinality of the alphabet set • t i is the number of times a state i is visited • n ij is the number of transitions from state i to state j • M is the total number of arcs from all the states • a i is the number of arcs leaving state i Note that
We first describe the procedure for encoding the structure of PFSA using Wallace's assertion code for PFSAs [2] , Section 7.1. This is followed by calculating the code-length of the PFSA with transition probabilities.
1) Encoding the Structure of PFSA:
To encode the structure of a FSM, we consider the same example from Gains [10] where L = {CAB/CAAAB/BBAAB/CAAB/BBAB/BBB/CB/}.
The coding scheme is as follows [2] (a) Encoding the number of arcs leaving a state i gives a code length of log 2 V bits as the number of different possibilities for any arc a i is between 1 and V. (b) Encoding the symbols labelling the arcs gives a code length of log 2 V ai as this set of symbols is some selection of a i symbols from the alphabet set of V symbols. (c) Encoding the destination states from state i, gives a code length of a i log 2 S bits as the destination can be one of the S states. (d) A correction in the above coding scheme is obtained by subtracting log 2 (S − 1)! from the total code length. This happens because the above coding scheme permits (S−1)! different, equal length, descriptions of the same FSM. Using the above coding scheme, the length of description of the machine constructed in Figure 1 is shown in Table 1 . The first part of the total code-length that encodes the description of the machine is: 
2) Encoding the Transitional Probabilities of PFSA: Having calculated the Code-Length for the discrete structure of the FSM above, next comes encoding the transition probabilities. For each state, the code length for the transition probability distribution over the transition arcs is calculated. The distribution appears to be multinomial and we assume a uniform prior over possible set of probabilities [3] .
For each state i, if t i represents the number of times state i is visited and n ij represents the frequency of the j th arc from i th state, then the probability of all the transitions from state i would be
(ti+V −1)! , using multinomial distribution for uniform prior [3] .
Therefore the code length needed to encode all transitions out of some state i is log 2 (ti+V −1)! (V −1)!Π(nij !) and for all the S states, the code length is as follows.
Total Two-Part Code-Length for Machine H
The total code-length obtained for Machine H is CodeLength(H) + Code-Length(D|H), which is approximately equal to the following, from expression (1) and equations (2) and (3).
Total Two-Part Code-Length =
If it is desired to treat the probabilities as an essential feature of the inferred model, a small correction (from [2, sec. 5.2.13]) can be added to the above expression, as detailed in [2, sec. 7.1.6, p313], given by approximately ( 
IV. INDUCTION OF A PFSA USING MML
This section is concerned with finding the best PFSA using the information-theoretic metric MML. The problem of inferring the best such Automaton by enumeration is computationally intractable since for a given sequence of strings the number of possible automata with n states is exponential in n. Therefore an approach that generates a near optimal automaton fairly quickly is used. In order to make the problem tractable, we trade solution optimality versus time.
The method that has been used along these lines is a greedy method and it begins the induction process by considering the input in the form of a Prefix Tree Acceptor. The node pairs are merged in stages satisfying the constraint that merging remains deterministic as far as transitions on input symbols are concerned and the code-length of the new machine is smaller than the code-length of the machine before merge.
In the first stage of the merge process, the final states of the PFSA are merged. The merging process might result in more than one final state if the merging does not produce a machine with least code-length. Applying the above kind of merge for the machine in Figure 2 , the following PFSA in Figure 3 is obtained. The code-length is calculated using the formula derived in Section III. The intermediate steps have been omitted and finally the machine after having performed the merge on all final states is constructed.
In the second stage of the merge process, a list of states that are connected to the final states is found. Merging on the above list is applied and if the code-length improves the merge is considered otherwise rejected. That is, the set K = {q 1 , q 2 , ..., q n } is a subset of states in Q such that there is an input from which directly leads to one of the final states in F . We loop through the above process until a machine with least code-length is found. Figure 4 shows the MML machine obtained after applying sequence of merges in stage 2.
In the third stage of the merge process, pair of states are merged where one state is the final state and the other state is the state connected to it. We will loop until we reach a machine whose code-length is the minimum. This machine can now be termed as the MML machine. This kind of stage-wise merging is more systematic as opposed to the random merge pairs in the Beam Search Algorithm [10] . Merging states in stage 3 also generates the same machine in Figure 4 .
V. EXPERIMENTAL SETUP AND RESULTS
An experiment on one of the six publicly available Enron spam datasets was conducted by building spam and non-spam models. The spam model was constructed from the spam class of mails which is an induced PFSA of the spam keywords detected in the collection of spam mails. The PFSA was induced using the induction procedure described in section IV. Similarly we constructed the non-spam model from non-spam class of mails. The theory was tested on 200 mails on the Enron spam dataset with equal collection of spam and nonspam mails. The mails in the dataset were mixed randomly and the total random collection was divided into 10 groups of 20 mails each. In general for k groups, the following training and testing procedure was followed. 1. For i = 1 to k-1 2. if (i<k) 3. Incrementally build the spam and non-spam model for the number of mails upto the ith group. 4. Test the mails in (i+1)th group with the model built in step 2 5. else 6. Test the mails in group 1 for the last batch trained. 7. End For Table II summarizes the code-lengths of the MML machines for both spam and non-spam models in bits for each group along with spam to non-spam ratio in each group. The codelengths are represented in thousands of bits or Kilo bits.
To test the group of mails with the models built, the target mail was input to both spam and non-spam models. The model that generates least increase in the code-length is more likely to have generated the message and thus becomes the classification class for the new mail. Basically, the MML spam classifier classifies a mail according to the following steps. 1. Extract the spam keywords using Bit Parallel String Matching Algorithm [5] . Let the words extracted in the new mail m be denoted as {t1, t2,...,tn}. 2. Calculate the increase in code-length for each of the n terms extracted in the new mail m. This is calculated in the following manner: Let L(spam) and L(non − spam) denote the code-lengths for the spam and non-spam models respectively. These models are the MML inferred models and the code-length is calculated using the expression derived in Section III. L m (spam) and L m (non − spam) denote the new codelengths when each of the n terms is input to both the models. At this moment we don't re-infer the model but only calculate the increase in code-lengths as a result of adding them to already inferred models. The increase in code-lengths is then calculated as [12] . Weighted accuracy rate W Acc and weighted error rate W Err have also been used as measures for cost sensitive evaluation because precision and recall do not takes into account the cost of misclassification done. The penalty for classifying a non-spam mail as spam is more severe than letting a spam mail pass the filter. Therefore Androutspoulos et al. [13] introduced these cost sensitive measurements and they are defined as W Acc = Three different values of λ :1, 9 and 999 were introduced by Androutspoulos et al. [13] . A value of λ equal to 1 denotes a scenario where classifying a non-spam mail as spam and classifying a spam mail as non-spam are equally penalized. Value of λ equal to 9 or 999 denotes a scenario where classifying a non-spam message as spam is 9 or 999 times more severe. In our experiments the value of λ as 1 has been considered. Tables III show precision 
VI. CONCLUSION
In this paper the MML-based induction approach to infer PFSAs for spam and non-spam classes of mails was presented. The induction approach used generates a near optimal PFSA fairly quickly as generating PFSA quickly is critical to the application in concern. With the PFSA inferred by merging pairs of states in stages, the spam and non-spam models are built with the known classes from the dataset. MML is used again in the classification process, where the model that minimally increases the code length becomes the classification class for the new mail.
An experiment on 200 mails of both classes with equal spam and non-spam proportion on the well-known publicly available spam dataset was conducted. This size of learning dataset is too small at the moment to validate our theory. This is just a preliminary testing of the theory of induction and classification process using MML and we attained satisfactory results. With the increase in size of the learning set, it is expected that the classification accuracy will improve because the trained models will now represent the entire data.
We are conducting the experiments on all the six Enron spam datasets considering the complete collection of mails. We will also consider other publicly known datasets such as Spam-Assign to validate our theory. Comparison with other well-known established spam filters based on statistical data compression techniques such as Minimum Description Length (MDL) and other machine learning techniques such as Naive Bayesian Classifiers, will also be considered in future. The techniques mentioned above are known to report better classification accuracy at the moment. We believe that accuracy reported by using the MML classifier will atleast be competitive against the established spam filters because of the strong technical strength of MML. The relationship [2] , [19] , [20] .
In the future we also wish to establish our theory with the concept of a single machine which would be space and time efficient. The single machine which has both spam final states and non-spam final states would do the classification. We hope to use MML to do that work.
