Word sense disambiguation (WSD) is a well researched problem in computational linguistics. Different research works have approached this problem in different ways. Some state of the art results that have been achieved for this problem are by supervised models in terms of accuracy, but they often fall behind flexible knowledge-based solutions which use engineered features as well as human annotators to disambiguate every target word. This work focuses on bridging this gap using neural sequence models incorporating the well-known attention mechanism. The main gist of our work is to combine multiple attentions on different linguistic features through weights and to provide a unified framework to accomplish this. This weighted attention allows the model to easily disambiguate the sense of an ambiguous word by attending to a suitable portion of a sentence.
Abstract-Word sense disambiguation (WSD) is a well researched problem in computational linguistics. Different research works have approached this problem in different ways. Some state of the art results that have been achieved for this problem are by supervised models in terms of accuracy, but they often fall behind flexible knowledge-based solutions which use engineered features as well as human annotators to disambiguate every target word. This work focuses on bridging this gap using neural sequence models incorporating the well-known attention mechanism. The main gist of our work is to combine multiple attentions on different linguistic features through weights and to provide a unified framework to accomplish this. This weighted attention allows the model to easily disambiguate the sense of an ambiguous word by attending to a suitable portion of a sentence.
Our extensive experiments show that weighted multiple attention enables a more versatile encoder-decoder model leading to state of the art results.
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I. INTRODUCTION
Word sense disambiguation (WSD) is the task of assigning an appropriate meaning to a target word when the target word sense is clearly distinguishable from its other word senses subject to the attributes of the target words context. As one of the challenging problems in the field of computational linguistics, WSD has received considerable attention over the past decade [1] , [2] due to its various application potentials such as information retrieval, text mining, machine translation, speech synthesis as well as question answering. Some of the classical approaches are the LESK algorithm, which uses the overlap of the words in the dictionary definition sense and the words in the target sentence; Naive Bayes, which looks at the conditional probability of each word sense along with the contexts with the assumption that word order as well as inclusion in a bag of words is independent; and Neural Networks, where nodes representing the senses of words in a sentence stabilize on one sense more than the others.
Much research has attempted to solve this classic WSD problem, evaluating new algorithms [3] - [5] on some of the well-known benchmarks [6] - [8] . This recent work focuses on two known WSD difficulties: order of the words in the context and the use of handcrafted features. Most of the traditional supervised WSD methods are based on extracting features from the surrounding words and then training a classifier for each of the ambiguous words [9] .
Recently, deep neural network-based approaches have gained state of the art results in many widely examined classical problems in computational linguistics. In this paper, we propose a new neural network architecture for WSD by taking linguistic features of the surrounding context words into account. WSD has been viewed as assigning the correct word sense to a word as the task of translating the target sentence to a sentence containing the sense-tagged words. The neural architecture developed here is a variant of the sequence to sequence (Seq2Seq) architecture that has been successfully applied to machine translation. As candidate features, we investigate three: surrounding word vectors, surrounding context bigrams and the parts of speech (POS) sequence of the whole sentence. Although Raganato et al. [10] show that Seq2Seq is sub-optimal for doing WSD, this paper revisits this finding and explores the effectiveness of various attentive encoder-decoder architectures for this task. The novelty of our method is that we use multiple attentions to decide the significance of each of the three features and amalgamate these features in a vector as a weighted linear combination where the weights either scale up or scale down every dimension of the corresponding features accordingly. Even though we haven't been able to take the entire corpus into account because of resource limitations, our Seq2Seq architecture with multiple attentions have obtained state of the art performance on some of the benchmarks.
II. RELATED WORK
WSD can be viewed as a machine translation task. Neural machine translation (NMT) is a recently proposed approach for the translation task [11] - [13] . Unlike the conventional phrase-based translation framework [14] which comprises numerous small sub-segments that are tuned independently, NMT uses a vast encoder-decoder based neural network that takes a sentence and yields a translation. Bahdanau et al. [13] proposed the attention mechanism, a breakthrough in NMT, to do translation as well as alignment jointly. It calculates how much attention the network should give to each source word to generate a specific translated word. Luong et al. [15] then proposed two new attention mechanisms: one looks for the global context and the other one looks for the local context, i.e., a subset of the words in the sentence. Although these Seq2Seq models capture word level features very well, Sennrich et al. [16] achieved better results by adding some linguistic features such as part-of speech tags, morphological features, and syntactic dependency.
A number of recent works have adopted the Seq2Seq concept for WSD. Among them, Raganato et al. [10] have experimented with some neural sequence models which include a bidirectional long short term memory (BLSTM) based architecture in a many to many format with and without attention for sequence tagging. They also experimented on Seq2Seq architectures with attention to do multitask learning where the words in a sentence are tagged with their sense as well as their parts of speech. Their best performing model is an attentive BLSTM tagger rather than the Seq2Seq architecture. Melamud et al. [17] trained a BLSTM architecture to get the context representation of each sense annotation on an unlabeled corpus. Kaageback et al. [18] relied on a BLSTM-based approach where they divided the sentence into two pieces, the left and right contexts, based on the position of the target word. They applied two long short term memories (LSTMs) from opposite directions on these contexts, concatenated their last hidden states and used a multilayer perceptron to classify the target word sense. Yuan et al. [3] proposed a powerful neural language model to obtain a latent representation for an entire sentence containing a target word w. They then compare this representation with those sentences which have other candidate senses of word w. Ahmad et al. [19] suggested an architecture to calculate the cosine similarities between the sense embedding of the center word and the word embedding of every other word in a sentence. Then they applied two LSTMs on this vector of similarities, one from the left direction and one from the right, concatenated them and finally applied a fully connected layer to classify the word sense as a one class classification problem.
In this paper, we incorporate ideas from this previous work in a few encoder-decoder architectures for WSD by taking linguistic features of the surrounding context words into account, combining them and at the same time capturing the order of the context words as well.
III. THE MODEL
In this section, we describe our work in detail. The Seq2Seq architecture is being used as a sequence tagger and the attention mechanism is being used to inform the network how much attention needs to paid on each linguistic feature to identify the specific meaning of an ambiguous word. We use this supervised attention-based method to generate a linear combination of different features as well as to generate a final linguistic feature based attention matrix. Three linguistic features, surrounding word vectors, surrounding context bigrams and the POS sequence of the whole sentence, have been added to these models to improve their performance. We first explain our basic Seq2Seq model having attention on bigrams. Following this, we explain a way of doing multiple attentions on different features and finally, we describe a way of combining these multiple attentions using some weighted value in the latter part of this section.
A. Attention on Bigrams
Our first architecture is based completely on the attention based Seq2Seq model with encoders and decoders as shown in Fig. 1 . The encoder inputs the source sentence as a sequence [x 1 , x 2 , . . . , x t , . . . , x S ], with x t as the ambiguous word. The decoder tries to generate a sequence [y 1 , y 2 , . . . , y t , . . . , y S ], where x i = y i for all i, except the target word at index t is replaced by the corresponding sense-tagged word. Adding an attention mechanism with this architecture allows the model to take one word at a time from the decoder and look for which of the words in the input sentence are useful for generating this target word. However, rather than using word by word attention, we use bigram attention. This makes sense because to generate a particular sense of a word, the contribution of the context words matters most [20] . Next, we pad a start token <s> at the beginning of this sentence and then pass this modified sentence to an embedding layer. The embedding weights are initialized randomly as well as using pre-trained word vectors and both are trained along with other parameters of the network. Next is a convolution layer with a kernel of size 2 × embedDim which goes over the bigram embedding with a stride length of 1 as shown in Eqn. 1.
where E is the embedding matrix, K is the convolution kernel and S is the maximum sequence length for the current batch. This will generate a convolved embedding of bigrams, B, which is then fed to the bi-directional gated recurrent unit (BiGRU) layer.
The last hidden state h S is the encoded representation of the sentence and we term this as h enc . Next, in the decoder section, a uni-directional GRU is initialized with h enc as the hidden state and <s> as input. This generates a new hidden stateh t .
Thish t and the encoder output O at each time step is passed to an 'Attention' model which returns an attention matrix A of size 1 × S.
Next, batch-wise matrix multiplication is applied on A and O and the context C 1×d is computed.
Theh t and C are concatenated and passed to an MLP followed by a Softmax layer which maps the result back to the vocabulary size.Ỹ In the next time step, the decoder GRU again unfolds. But this times it takes the hidden state and the word generated from the previous time step into account as shown in Eqn. 7.
The rest of the training is done in an end-to-end fashion.
B. Attention on Words and Parts of Speech (POS)
In this model, we introduce a multiple attention mechanism where individual attention is applied on different features of the data which are later combined through point-wise multiplication. We start with a traditional Seq2Seq architecture having an encoder and decoder at both ends. As shown in Fig.  2 , the encoder has a GRU layer which takes word embeddings as well as POS embeddings as input. Rather than having a different GRU layer for words and POS, we use a single GRU layer whose weights are shared for both of these inputs. This also allows the gradients to be shared as well during backpropagation. Next, using Eqn. 2, the encoded word and POS features are calculated as given by Eqn. 8.
where h w and h p represent the hidden state for the word and the POS, respectively. From each of these hidden state vectors, we consider the one at the last index as the encoded version. Following this, Eqns. 3 and 4 are applied to these encoded hidden state vectors giving two attention matrices A w and A p for the word and the POS, respectively. The final attention matrixÃ is obtained with the point-wise multiplication of A w and A p in Eqn. 9.
The point-wise multiplication changes the amplitude of each dimension of these vectors and also allows encoding the positions of the target word neighbors according to their vector amplitude. If the word POS attention matrices both put more focus on the i th word then the magnitude of the final attention vector at the i th dimension becomes very large. And if two attention vectors put focus on two different words, then the final attention gets distributed over those two possible words. This makes it similar to a soft-hard attention model, where the model decides which one gets activated and when. Next, to make the final attention matrix A as a probability distribution, a Softmax layer is applied as shown in Eqn. 10 .
Finally, Eqn. 5 is used to calculate the context followed by Eqn. 6 to generate the next predicted word. Similar to the method in Subsection III-A, Eqn. 3 is replaced by Eqn. 7 from the second time step to generate the hidden state vector for the decoder. The decoder continues to decode until it generates all words in the target sentence or an EOS token is encountered. The rest of the training is done in an end-to-end manner.
C. Attention on Words, POS and Bigrams with weighting
In this model, we combine the concept of both bigrams and POS attention architecture from Subsections III-A and III-B and introduce a term called weighted attention. As shown in Fig. 3 , the input GRU in the encoder takes word embeddings, POS embeddings and bigram embeddings. Similar to our previous model, the GRU weights are shared among these three inputs. Eqn. 2 is used on the three inputs independently and three encoded vectors h w , h p and h b are calculated for the word, POS and bigram, respectively. Then, Eqns. 3 and 4 are applied on these encoded vectors independently and three attention vectors A w , A p and A b are calculated. Next, three weights w 1 , w 2 and w 3 are generated and a weighted linear addition of the three attention vectors is performed as shown in Eqn. 11.
Following this, Eqn. 10 is used to turn these attention weights into probabilities. Finally, calculating the context and generating the next probable word is similar to the one described in Subsections III-A and III-B. The decoder continues to generate until an EOS token is found or the entire sequence is generated.
Generating weight values Currently, most research uses attention to decide which portion of a feature the model needs to pay more attention to. To the best of our knowledge, none has investigated putting attention on attentions. In this study, we propose a few ways to do this. Firstly, if a model has multiple features with a separate attention for each, the simplest method is to combine all the attentions and perform a Softmax on them. Another way, formalized in Eqn. 12, is to apply a local gating mechanism, where each of the individual attention vectors is first passed to a Sigmoid layer. This generates a value in [0, 1] for each attention vector. Then a point-wise multiplication is performed on these individual attention vectors and their sigmoid values. Finally, a Softmax is applied on their sum, and the result is used as the attention vector.
Apart from local gating, it is also possible to apply a global gating mechanism, formalized in Eqn. 13. First, the attention vectors are concatenated and then Softmax is applied on individual columns of this concatenated matrix. The best features for each position are chosen via argmax applied on each column and then concatenate them to create a vector. Following this, Softmax is applied on this vector to get the final attention vector of probabilities.
Another way to generate the weights is to scale each of the attention vectors with a scaling factor and then add them. The factor can be a vector or a scalar. To do this, the factor is first initialized with some random values. Then it is added to the model parameters where its gradient is calculated based on loss. If the factor is a vector then we can choose an MLP without a bias for doing the transformation. In this study, we choose scalar factors as weights, initialize them to 1.0 and then perform a linear weighted addition of the attention vectors. After the addition, a Softmax is applied on the resultant vector in order to make it a vector of probabilities. In the next section we show that even though we start with weight values of 1.0, by taking gradients during training, the model adjusts the values accordingly and we end up with a different set of values.Â
= [A 1 ; A 2 ; A 3 ]
A :,i = Softmax(Â :,i ), ∀i 
IV. EXPERIMENTAL SETUP
In this section we detail the experimental setup used for evaluation. We first describe our training corpora as well as all of the benchmarks used in other standard WSD studies. Following this, we explain the technical details of our proposed architectures along with their hyper-parameter settings.
Training and Evaluation Benchmarks: SemCor 3.0, MASC and Senseval task 3 corpora are used for evaluating our models. Many existing works have used these corpora as their benchmark [3] , [18] , [21] - [24] . As our models are configured to work with WordNet senses, we use the mapping algorithm proposed by [3] to map the SemCor and MASC corpora from NOAD senses to WordNet senses. We have evaluated our architectures in the normal way using standard splits of these corpora for the training-testing sets. As well, we performed a cross domain evaluation-training on one corpus and testing on another. For this evaluation, the whole corpus from one domain is used for training and the entire corpus from another is used for testing.
Model selection is done using the validation set of each corpus. The best model is then trained on a combined training and validation set and evaluated on the test set. As we have not found any standard splits for SemCor and MASC corpora, we perform a manual split: train, test and validation with a ratio of 80%, 10%, and 10%, respectively. The hyper-parameters are tuned on the validation set only.
During testing, our models calculate the probability distribution over the output words O given a target word w. The output O at each time step is given to a Softmax layer which gives the probability for each class. It is then used to rank the candidate senses of w and the top ranked candidate is selected as the output of the model.
Architecture details and network parameters:
For all three architectures, we use GRU as the basic building block. For the first architecture we use single attention. For the other two architectures we use multiple attentions. We use the 'dot', 'concat', and 'linear' attention models from [15] to calculate the attention energies. As all of the models were giving the best results with the 'dot' attention model, we report our final experimental results in the next section only with the 'dot' attention model. Table I shows the detailed hyper-parameter settings used during the evaluation for all three of our architectures. We trained our models on a GeForce GTX 1080 GPU with both 'Adam' and 'SGD' optimizers. All the results in the next section are reported using 'SGD' as it was giving comparatively better results. We used PyTorch 0.3.1 for implementing our models under the Linux environment. [25] 70.4 71.9 56.6 75.9 84.7 RANDOM WALK + KNOWLEDGE BASE (UKBGLOSS-W2W) [26] 55.4 64.9 41.4 69.5 69.7 BABELFY [27] 67.0 68.9 50.7 73.2 79.8 BLSTM [18] 73.4 ----IT MAKES SENSE + ADAPTIVE CONTEXT WIDTH (IMS + ADAPTIVE CW) [21] 73.4 ----HTSA3 [22] 72.9 ----IRST-KERNELS [23] 72.6 ----NUSELS [24] 72.4 ---- 
V. EXPERIMENTAL RESULTS
In this section, we describe the evaluation of our models. For the Senseval-3 corpus, a comparison with the previously best performing models in terms of F1(%) score is provided in Table II . We show the consistency of our models across different part of speech by reporting F1 scores on four major classes in Table III . We show which linguistic feature has more impact on determining the sense of a word through the weights described in Table IV . Finally, we conclude this section by showing how multiple attention can penalize feature collision in the model by doing a controlled amalgamation of the scaled attention vectors in Fig. 4 . For a more complete evaluation, we implemented SEQ2SEQ with word attention as a baseline model. Also, to see the impact of a weighted combination of different linguistic features, we implemented SEQ2SEQ+POS(WEIGHTING) model which is similar to the model described in Subsection III-C with the bigram attention module removed. Table II compares the F1 score achieved by our proposed models against some of the existing state of the art models on the Senseval-3 task. Our SEQ2SEQ+CONV+POS(WEIGHTING) is the best performing among the five models that we experimented with. It outperformed the previously top performing neural sequence model from [18] on the Senseval-3 task and achieves a state of the art F1 score of 73.9%. An interesting aspect is that when the POS feature is added through point-wise multiplication, the performance drops (from 66.3% to 57.1%) because it causes inconsistent scaling of different dimensions of the attention vectors. However, adding the same feature through weighted addition causes a performance boost (from 66.3% to 67.5%) as each dimension of the final attention vectors now is stretched uniformly based on the two individual attention vectors. Table II also reports the F1 scores of individual POS classes for the Senseval-3 task. Our best model achieves state of the art results on vb. and adv. classes with F1 scores of 70.4% and 85.4%, respectively. The best results on nn. (71.9%) and adj. (75.9%) are achieved with an IMS framework along with word embeddings to generate features and classification with a support vector machine (SVM) [25] . Apart from that, it can easily be seen that the Seq2Seq architectures perform very well against the statistical and knowledge-based methods like IMS+ADAPTED CW [21] , HTSA3 [22] , UKBGLOSS-W2W [26] , BABELFY [27] as well as IRST-KERNELS [23] achieving results that are superior or equivalent to the best models mentioned above.
One interesting evaluation is that the SEQ2SEQ baseline from [10] is 69.6% while our SEQ2SEQ baseline performance is 66.3%. When [10] added POS, where it is meant to be learned as one of their tasks, their performance degrades from 69.6% to 68.5%. When we added POS as a feature, our performance jumped from 66.3% to 67.5% which clearly shows that adding POS information as a feature has an influence on identifying polysemy of a word. It is to be noted that the variation in baseline model performance may be due to different hyper-parameter settings or different hardware configuration. Table III shows an extensive evaluation of our models on the SemCor and MASC corpora with various training and testing environments. It also shows our model performance on different parts of speech classes on these two corpora. It is clear that whenever testing on the same domain (Train-MASC, Test-MASC and vice versa), all the models perform quite well with maximum F1-scores up to 72.7% and 76.4% for MASC and SemCor, respectively. However, while testing on different domains (Train-MASC, Test-SemCor and vice versa), performance of all the models decreases. It does make sense because even though we are in different domains, we are not tuning any of the hyper-parameters; instead it's been set according to their prior training environment. Table III also depicts how well our best models perform on some frequent parts of speech classes. For almost all of the POS classes, our top performing model, SEQ2SEQ+CONV+POS(WEIGHTING), outperforming the other models by a good margin. Variance in the performance on different parts of speech is mainly due to some statistically significant differences between the models. However, one certainty is that the results for training and testing in different domains is very much correlated with what is shown in Table II . We have not included the results for the comparatively weak models, SEQ2SEQ+CONV(BIGRAMS) and SEQ2SEQ+POS(POINT-WISE MULTIPLY). Table IV depicts the pattern of change across epochs in scalar weights on different attentions which shows how the model decides the amount of attention it needs to pay on different linguistic features. We start with random scalar weights on three possible features as shown in the first column of Table  IV . It can easily be seen that as the model sees more data, it gives more importance to POS with weight 3.58 compared to the other two (0.32 for words and 3.45 for bigrams). The weight on word attention is not stable but the weights on the others are increasing monotonically until the loss gets very small. We randomly sample 10% of the data and use this as our development set. Our model achieves the highest development set F1 score at the 3200 th epoch. Evaluation of our model uses these weights. Fig. 4 shows how the model has different attentions on different linguistic features. It is clearly evident that with just word attentions, the model is confused and gives attention to more than one word at a given time. This makes sense for a translation model as one particular word in one language at a specific index position can depend on more than one word of another language. But as we are dealing with the same language at both ends, the decoded word attention has to be on the same word from the encoder; in other words, it should be a one to one mapping. The deviation is due mainly to the lack of context. By making a new attention matrix with the linear weighted combination of multiple attentions on different linguistic features, we penalize this lack of context. This linearly combined attention matrix is finally passed through a Softmax layer to make each attention weight a probability.
VI. CONCLUSION AND FUTURE WORK
In this paper, we adopted a new approach for doing WSD using neural sequence models by applying multiple attentions on different linguistic features of a sentence. The single attention approach with sequence models is very effective with machine translation however this study focuses on using multiple attentions and taking their linear weighted combinations. By making these weights a network parameter, the model can easily fit itself to a suitable combination of them. Our best model achieves state of the art results on Senseval-3 corpus. Also our in depth analysis on POS classes of all the corpora gives us insight into how polysemy relates to POS. The multiple attention approach largely impacts the model by giving it more flexibility to choose the right combination of the suitable features.
This approach can easily be applied to other applications of neural sequence models such as question answering. The most related fact can be chosen through an attention over all the fact sentences. The answer is predicted through another attention on the question. As future research, we are currently working on this idea.
