Abstract-In this paper, the Backus-Gilbert (B-G) method was used for the conversion from Advanced Technology Microwave Sounder (ATMS) FOVs to AMSU-A FOVs. This method provides not only an optimal combination of measurements within a specified region but also a quantitative measure of the tradeoff between resolution and noise. Based on a subpixel microwave antenna temperature simulation technique, ATMS observations at a specified FOV size with 1.1
I. INTRODUCTION
T HE Advanced Technology Microwave Sounder (ATMS) is a total power cross-track scanning microwave radiometer with 22 channels located from 23 to 183 GHz. It provides temperature sounding information in the troposphere and stratosphere (i.e., from the surface to about 1 kPa or 45 km) and humidity sounding information in the troposphere (i.e., from the surface to about 200 kPa or 15 km) [1] . From the ATMS 22 channels, 17 ATMS channels (e.g., channels 1-3, 5-15,18, 20, and 22) have the same frequencies as its predecessor AMSU, except for some polarization and bandwidth differences. Three new channels are added: ATMS channel 4 for temperature sounding and ATMS channels 19 and 21 for humidity sounding. There are two receiving antennas on ATMS. One antenna serves 15 channels with frequencies below 60 GHz, and the other serves the remaining seven channels with frequencies above 60 GHz. The first antenna has a beamwidth of 2.2
• for channels 3-15 and 5.2
• for the two lowest frequency channels 1-2 (23.8 and 31.4 GHz). The second antenna has a beamwidth of 1. for all six high-frequency channels 17-22 and a beamwidth of 2.2
• for the lowest high-frequency channel 16 (89 GHz). ATMS combines all the channels of its predecessors AMSU (e.g., AMSU-A1, AMSU-A2, and AMSU-B) sensors into a single package with considerable savings in mass, power, and volume. The most notable change in instrument design is the scan fashion for ATMS window and temperature sounding channels, which is different from its predecessor instrument AMSU-A. AMSU-A is designed with a stepped-scan fashion: the instrument's antenna rotates to a data collection position, stops, collects data, then moves to the next collection position, stops, collects data, etc. Thirty contiguous scene resolution cells are sampled every 8 s. The integration time for each FOV is 165 ms, which ensures an instrument sensitivity as high as 0.2-0.3 K for most channels [2] . For ATMS, in order to keep all 22 channels in the same scan mode and with the sampling time, a continuous-scan fashion is adopted. Ninety-six scene resolution cells are sampled at an interval of 8/3 s. Each scan covers 52.725
• on both sides of the subsatellite path. The integration time for each FOV is only 18 ms and the sampling to have the same noise level as AMSU channels when averaged over 3 × 3 ATMS FOVs [3] . Short sampling time and large FOV size result in an overlapping between FOVs for ATMS K/V/W bands. Approximately, the 4/5 pixel is overlapped with its neighboring pixel for K bands and 1/2 pixel for V and W bands.
Linking ATMS to its heritage instruments AMSU-A/B is highly desirable for climate change study [4] - [7] . The oversampling characteristics of ATMS observations make it possible to map the ATMS observations into AMSU-A-like observations. In this paper, the Backus-Gilbert (B-G) method was used as an optimal remapping algorithm, which converts ATMS observations at K, V, and W bands from 5.2
• and 2.2
• FOV size to a consistent AMSU-A 3.3
• FOV size. This method provides not only an optimal average of brightness temperatures within a specified region but also a quantitative measure of the tradeoff between resolution and noise [8] . This paper is organized as follows: The B-G algorithm is introduced in Section II, along with some detailed discussions on determining an error conditioning factor in the B-G algorithm for generating the optimal remapping coefficients. A quantitative evaluations of the remapping products were carried out for simulated data sets and real AMSU observations in Sections III and IV, respectively. Summary and conclusions are provided in Section V.
II. DESCRIPTION OF THE B-G REMAPPING ALGORITHM
The B-G algorithm can be considered as an optimum method for image rebuilt, and it was applied for spatial resolution 0196-2892 © 2014 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. enhancement or reduction of observations from a spaceborne microwave imager instrument as early as 1970s by Stogryn [8] .
Since then, the B-G algorithm was widely used as a remapping algorithm for single-antenna-reflector multifrequency microwave radiometers such as SSMI, TMI, AMSR-E, etc. [9] - [12] . The theory for the B-G algorithm was developed and discussed in the cited literature. Only a brief description of the B-G method is provided below. Emphasis is given to those details associated with the generation of the optimal remapping coefficients, which can be applied to real ATMS observations to obtain AMSU-A-like observations. • FOV to AMSU 3.3
• FOV size. The former is a resolution reduction, and the latter is a resolution enhancement process. In Fig. 1 , the solid circles are ATMS observations with the original FOV size, and the dashed circle is a constructed observation at the expected FOV size. The B-G algorithm finds a set of optimal coefficients a ij for constructing a new observation T a (ρ 0 ) at the locationρ 0 with an expected FOV size as a linear combination of m × n numbers of adjacent original observed antenna brightness temperatures T a (ρ ij ) at the locationsρ ij , i.e.,
Realizing that the antenna temperature T a (ρ 0 ) seen by a real antenna at a locationρ 0 with a certain FOV size is the convolution of actual scene brightness temperature T b (ρ) with antenna gain. In other words, T a (ρ 0 ) on the left side of (1) can be also expressed as
Similarly, the antenna temperatures T a (ρ ij ) for real observations on the right side of (1) can be written as
In the aforementioned equations, F (ρ 0 ,ρ) is the target antenna gain at an expected FOV size, and G(ρ ij ) is the antenna gain at the original FOV size. Both G and F are known from ground measurements. Equations (1) and (3) can be combined to yield
It should be noted that the 3-D antenna pattern is interpolated from the ground-measured antenna pattern data available only at a limited number of antenna pattern cuts with different scan angles. It is reminded that the measurement accuracy at different scan angles is different. In general, measurement accuracy in nadir is highest and will degrade with the increase in scan angle. It is also pointed out that additional errors could be introduced by the interpolation. The B-G algorithm aims at finding a set of coefficients, a ij in (4) so that the bracketed term in (4) is close to the expected gain function F (ρ 0 ,ρ). It also ensures that the instrument noise is not significantly increased, which is particularly important for resolution enhancement processing. Specifically, the following quantity is minimized [8] :
with
where ΔT rms is the channel noise, w, and γ are adjustable scale factors described in [9] . Minimizing Q with respect to a ij subject to the constraint n i=1 n j=1 a ij G ij (ρ)dA = 1 shall produce the best correction coefficients possible in the least squares sense.
The details of solving for the coefficients a ij can be found in [8] and [9] . The final result is as follows:
where δ is the Kronecker delta function, and E is NEDT in unit kelvin. Note that in the above equations, antenna gains G and F have been changed to be expressed as a 1-D function, with subscript i and j representing any two adjacent pixels. In calculating the remapping coefficients defined by (7), three parameters must be varied to determine the optimal remapping coefficients. The first parameter is n, the total number of observations that are used to perform the correction. In this paper, n × n that is equal to 3 × 3, 5 × 5, and 7 × 7 is tested in the implementation of the B-G algorithm. It is found that the best data grid for obtaining the optimal remapping coefficients is dependent on the difference of FOV size between the original observations (e.g., ATMS) and the reconstructed one (e.g., AMSU-A). In this paper, 3 × 3 data size was chosen for ATMS channels of 5.2
• beamwidth, and 5 × 5 data grid was chosen for ATMS channels of 2.2
• beamwidth. The other two parameters that need to be specified are w and γ. The parameter w is simply a scale factor to ensure the two terms in (5), i.e., Q 0 and ΔT 2 rms , are of the same magnitude but is otherwise arbitrary. The remapping coefficients from the B-G algorithm are independent of the precise choice of w [9] . In this paper, a constant value of 0.001 is given to w.
The B-G algorithm only provides a mathematical solution to the remapping problem. In order to make the solution applicable to the real ATMS brightness temperature measurements, an "optimal" selection of the γ value is such that when the coefficients are applied to uniform scenes, the reconstructed scene brightness temperature of the FOV should remain the same as the raw observations. Therefore, an additional constraint
is imposed to determine the "optimal" γ value. The B-G coefficient thus obtained not only guarantees that the reconstructed antenna pattern matches the target antenna pattern but also ensures that the reconstructed scene brightness temperatures are physically meaningful. The third adjustable parameter in (7) is γ. When cos(γ) is equal to 0, the solution of (7) for the B-G coefficients becomes 1/G, i.e., the reconstruction is simply the average of the raw observations. When cos(γ) = 1, the solution derived from (7) takes a highly nonuniformly distributed value, which makes the reconstructed observations become most noisy. Therefore, the value of cos(γ) between 0 and 1 determines the tradeoff between resolution enhancement and noise reduction in the reconstructed fields. As shown in Fig. 2 , the "optimal" value of γ is not only different for resolution reduction and enhancement but also different at different scan positions. For resolution enhancement (from 5.2
• to 3.3 • beamwidth), the optimal value of γ that satisfies (8) is around 0.1 × 10 −3 , which is much smaller than the value of γ = 0.1 for resolution reduction (from 2.2
• to 3.3 • beamwidth). In implementing the B-G algorithm, the γ value needs to be determined case by case at every single scan position because the B-G coefficients are very sensitive to γ.
III. EVALUATION OF ATMS REMAPPING RESULTS
BY USING SIMULATED DATA SETS When the FOV size of the remapped ATMS observations is made consistent with that of AMSU, the noise characteristic could be altered by the remapping process. Since the remapped ATMS observations are intended for numerical weather prediction (NWP) and climate change applications, a quantitative evaluation of noise characteristic of the remapped data set is highly expected by the user community. In this paper, such an evaluation is first carried out by using model-simulated data sets, which can be generated at any assigned FOV size with any given noise level. In the following, details about the generation of simulated ATMS observations at different channels and FOV sizes using the community radiative transfer model (CRTM) developed in NOAA [13] are described, and biases and noise characteristics in the remapped data sets are presented. It will be shown that an evaluation using model simulations is clear and straightforward since the truth is known.
The ATMS observations for Hurricane Sandy at 0600 UTC October 28, 2012 are simulated. The actual FOV size, sampling rate, and scan geometry of ATMS are considered. • W) at a grid resolution of 0.06
• . First, an ATMS swath was generated by a simulation model incorporating the ATMS instrument scan geometry. The simulated swath is located within the HWRF model. A total of 50 scan lines were generated, with 96 FOVs for each scan. At each of 96 FOV positions, the main beam of the antenna pattern was divided into a subbeam interval at a resolution corresponding to the 0.06
• grid resolution of HWRF. The scene brightness temperature T b (ρ) was calculated at each HWRF model grid using CRTM. Then, the antenna temperature T a (ρ 0 ) at each FOV "measured" by ATMS can be derived from (3) by convolution of T b (ρ) with the projected antenna pattern G(ρ). Finally, noise is added based on the NEDT value for each channel. Specifically, the noise is a Gaussian distribution with a standard deviation being set to the noise measured for that channel. Note that no noise is added to the "truth," which is the scene simulated at the expected FOV size. In this way, the absolute value of noise variation that arises from the remapping algorithm can be accurately determined by comparing the remapped "observations" with the scene "truth". The simulation results at ATMS channels 1 and 16 are presented in Fig. 3 . For channel 1, simulations are carried out for both 5.2
• and 3.3
• beamwidths. For channel 16, antenna temperatures are simulated for both 2.2
• and 3.3 • beamwidths. These simulations are used as the "truth". The B-G remapping coefficients are then calculated using the method described in Section II. The simulations with the 3.3
• beamwidth were then used as "observation truth" to evaluate the remapping results for both channels 1 and 16. From Fig. 3 , it is seen that even for the same channel, "observations" of different FOV sizes are quite different, particularly for those pixels within which the scene temperatures are inhomogeneous. For both cases, the remapped observations approximate very well the "truth". The remapped observations have larger noise, for channel 1, which corresponds to a resolution enhancement. For resolution reduction of channel 16, the remapped observations are smoother.
To quantitatively evaluate the noise change arising from the remapping algorithm, bias and root-mean-square (RMS) error at different scan positions for both the original and remapped observations were computed (Fig. 4) . For a perfect remapping process, the remapped observations shall have no bias, and the RMS error shall be smaller than the channel sensitivity. Values of the bias and RMS error for observations before and after the remapping process are provided in Table I . For both channels, the RMS error of remapped observations is smaller than that in the raw observations. In other words, the consistency of FOV size between remapped observations and the scene "truth" reduces the bias. It is pointed out that the bias and RMS error of the remapped observations represent the data quality of remapped data sets. For channel 1, the RMS error is increased from a 0.25 K channel noise to 0.94 K due to a resolution enhancement, whereas a small bias around 0.1 ± 0.7 K exits in the remapped observations. For a resolution reduction of channel 16, the RMS error after remapping is 0.1 K, which is smaller than the 0.3 K channel sensitivity. The remapping process introduces no bias.
In summary, the bias arising from FOV differences was decreased after remapping. Improvements in spatial resolution can be achieved without increasing significantly the noise for resolution enhancement. For resolution reduction, the remapped results are of better quality with improved channel noise characteristics. In next section, the same B-G coefficients will be applied to the real observations of ATMS. The remapping results will be evaluated by real observations from NOAA-18 AMSU-A instrument. 
IV. EVALUATION OF REMAPPING RESULTS
FOR REAL OBSERVATIONS Remapping the real measurements is very similar to remapping the simulated data set. Fig. 5 shows the raw observations and remapping results of ATMS channels 1 and 16 for Hurricane Sandy at 0600 UTC October 28, 2012. For comparison, AMSU-A observations are also provided in Fig. 5 . For both channels, the remapped observations have a 3.3
• beamwidth, which is the same as that of AMSU-A.
Evaluation of remapping results was carried out by using the simultaneous nadir overpass (SNO) method [14] . 
where Z is called the Z-score. In this paper, Z is set to be 2 for all channels. After quality control, there remain 550 data samples for analysis. Based on the SNO data, biases and standard deviations at ATMS channels 1-16 were computed for both raw and remapped observations at these channels, except for ATMS channel 4, for which there is no corresponding AMSU-A observations. As shown in Fig. 6 , compared with the original observations, the biases are almost the same, but standard deviations are significantly reduced after the remapping process. These results are consistent with those derived from simulated data sets. It should be noted that, since the data samples used to carry out the evaluation are all from observations at nadir, the biases and standard deviations at other scan positions may be different. In addition, the geolocation mismatch and differences of calibration accuracy between ATMS and AMSU may also have some impacts on the results of evaluation.
V. SUMMARY AND CONCLUSION
Numerical results from simulated data sets and real satellite observations show that the B-G remapping algorithm can be effectively used to produce AMSU-A-like ATMS observations. Decreasing the brightness temperature difference stemming solely from spatial resolution differences, the RMS scale, according to Table I in Section III, is about 37% for ATMS channels 1 and 2 and 81% for channels 3-16. The random noise is increased by 0.6 K for channels 1 and 2 by the remapping. However, the channel sensitivity is improved for other channels by the remapping. The B-G algorithm takes advantages of the oversampling characteristic of ATMS channels 1-16 and generates a set of observations at different frequencies with enhanced or reduced spatial resolutions. For channels that involve a resolution enhancement, the remapping products could better resolve small-scale features that would otherwise be lost. This could be important for improved satellite retrievals of atmospheric quantities such as warm core structures in tropical cyclones.
Future work will focus on the remap of ATMS channels 1-16 observations to a set of arbitrarily chosen FOV sizes to optimize ATMS data applications in NWP models with different resolutions.
