In this paper, we present algorithms to solve a complex system of partial integro-differential equations (PIDE's) of parabolic type. The system is motivated by applications in finance where the solution of the system gives the price of European options in a regime-switching jump diffusion model. The new algorithms are based on theoretical analysis in Florescu et al. (2012) where the proof of convergence of the algorithms is carried out. The problems are also solved using a more traditional approach, where the integral terms (but not the derivative terms) are treated explicitly. Another contribution of this work details a novel type of jump distribution. Empirical evidence suggests that this type of distribution may be more appropriate to model jumps as it makes them more clearly distinguishable from the signal variability.
Introduction
In this work, we present numerical algorithms to solve a complex system of partial integro-differential equations (PIDE's) of parabolic type. Our study is mainly motivated by applications in mathematical finance. It is well-known that the problem of pricing financial derivatives often leads to solving partial differential and/or integral equations. Due to the needed consideration of stochastic volatility, stochastic interest rate, and discontinuous jumps in the mathematical models describing the dynamics of the underlying asset prices, the complexity of these equations has increased significantly in recent years. In general, analytical solutions are not available for these problems and thus in practical applications numerical methods are employed.
The new algorithms presented in the present paper are based on the theoretical work in [12] where we study a general system of PIDE's modeling the option pricing problem in a regime-switching jump diffusion model. We prove the existence of solution to the PIDE system via a method of upper and lower solutions. We construct monotonic sequences of solutions started from the lower solution whose limit is a strong solution of the PIDE system. This constructive proof suggests a numerical scheme allowing to compute approximating option prices. This scheme is different from the existing literature, thus prompting the current study.
Pioneered by [24] , jump diffusion models have been a main topic of study in financial mathematics. The rational for including a jump component in a diffusion model is due to the fact that the driving Brownian motion is a continuous process, which means that the process has difficulties fitting the market data with large fluctuations. Thus, the necessity of taking into account large market movements, as well as a great amount of information arriving suddenly (i.e. a jump) has led to the study of jump diffusion models. On the other hand, aiming to include the influence of macroeconomic factors on the behavior of individual asset prices, considerable attention has been drawn to regime-switching models in recent years. See [15, 23] . In this regime-switching setting, asset prices are modeled by several stochastic differential equations coupled by a finite-state Markov chain, which represents various randomly changing economical factors. Mathematically, the regime-switching models generalize traditional models in such a way that the coefficients in the models depend on the respective state of the Markov chain. This type of asset models results in a system of coupled PDE's (or PIDE's) for the problem of pricing options. To model both jump and regime-switching in an appropriate way, a regime-switching jump diffusion model is posed in [12] . This model is numerically solved in the present work.
Option pricing using regime-switching jump diffusion models has been studied by several authors in the literature. Elliott et al. in [11] employ a generalized regimeswitching Esscher transform to determine an equivalent martingale measure that is used for pricing options. They also derive a system of coupled partial-differentialintegral equations satisfied by the European option prices. Yuen and Yang in [34] develop a trinomial tree method to calculate approximate option prices. Siu et al. in [30] study the problem of valuing participating life insurance products under a generalized jump diffusion model with a Markov-switching compensator. They develop a numerical algorithm based on the Monte-Carlo simulations. Recently, [26] proposes a pricing method based on Fourier Transform for the Merton jump diffusion with regime-switching where the jump sizes are assumed to follow a lognormal distribution. In [4] , the authors develop algorithms for pricing double barrier options in a regime-switching hyper-exponential jump-diffusion model. This last model uses a mixture of any number of exponential distributions for jumps (generalizing Kou's log double exponential model which is a mixture of just two distributions). The approach in this latter paper is based on a combination of Carr's randomization and the Wiener-Hopf factorization.
Along another line, there exists a rich literature on numerical schemes for solving the PIDEs for pricing options in jump-diffusion models. See [1-3, 6-10, 14, 20, 21, 27, 28, 31, 32] , among others. However, these papers treat a single PIDE arising from using a jump-diffusion model without considering the possible change of regime. On the other hand, numerical solutions have been developed for systems of PDEs for options in regime-switching models without inclusion of jumps. See [5, [16] [17] [18] , among others.
The numerical schemes presented in the current paper, based on a constructive proof of an existence theorem, are very different from the above-mentioned methods. To our best knowledge, the present paper is the first attempt on numerical solutions of the system of PIDEs using a regime-switching jump diffusion model. The algorithms developed herein may be particularized to work with models in any one of the papers mentioned by simply choosing the appropriate jump density g(y). Moreover, we numerically examine a new class of jump distributions, namely a lognormal mixture. This class of distributions seems to be more useful for modeling jumps since it is easy to understand the jump characteristics as well as making the jumps more clearly distinguishable from the signal variability. We refer the reader to Sec. 4.1 for a detailed discussion of this distribution and its characteristics.
The algorithms described in this paper may be implemented using any PDE solver. In our work we used PDE2D, a general purpose partial differential equation solver available from Rogue Wave, Inc. (www.roguewave.com/pde2d or www.pde2d.com), which has been used to solve many mathematical finance applications [33] . PDE2D is able to solve linear or non-linear, steady-state, time-dependent and eigenvalue problems, in 1D intervals, general 2D regions (with curved boundaries), and a wide range of simple 3D regions. It has a sophisticated GUI interface which makes it extremely easy to use. PDE2D can solve 1D, 2D or 3D problems similar to the problems presented, using a collocation finite element method with cubic Hermite basis functions to discretize the spatial derivatives and implicit finite difference methods to discretize the time derivatives. Without the integral term, a problem such as the system resulting from a regime-switching model is a straightforward PDE2D application, and can be solved with little user effort. The integral term in the current problem resulting from the jumps, required special efforts which are detailed in the paper.
The paper is organized as follows. Section 2 presents the mathematical model of regime-switching jump diffusion as well as the system of PIDE's needed to be solved in order to calculate European type option prices. Section 3 presents two types of algorithms for numerically solving the PIDE system. The type 1 algorithms (two of them) are new to the PIDE system considered in this paper and are described in detail. For the purpose of comparison, we also present what we call a type 2 algorithm which is based on a more traditional approach, in which the integral terms are treated explicitly in time, while the derivative terms are treated implicitly. In Sec. 4, we exemplify these algorithms using numerical examples. We first give a discussion about the jump distributions used. We follow with three different examples.
The algorithms are implemented and tested for these examples. Numerical results are reported and compared. Section 5 provides further remarks and concludes the paper.
Problem Formulation
In this section, we present the regime-switching jump diffusion model used for asset price evolution and the system of PIDE's for pricing European options.
Model description
We assume as given a complete probability space (Ω, F , P), endowed with a filtration {F t } t on which all the stochastic processes introduced in this paper are defined, respectively adapted to. Here, P is the real-world probability measure. In this space let B t be an 1D standard Brownian motion and α t be a continuous-time Markov chain taking values in the set M := {1, . . . , m}. Let the intensity matrix (or the generator) Q = (q ij ) m×m of α t be given. In this context, the elements q ij , i, j = 1, . . . , m of the generator satisfy:
We assume that the Brownian motion B t and the Markov chain α t are independent. The process α t governs the times when the regime is switched as well as the values of regime.
We use a Cox process (a specialized non-homogeneous Poisson process) N t with regime-dependent intensity λ αt to model the random jump times. Thus, if the current regime is α t = i, then the time until the next jump is given by an exponential random variable with mean 1/λ i . Here, N t counts the total number of jumps in the asset price up to time t. Let the jump sizes be given by a sequence of iid random variables Y k , k = 1, 2, . . . , with probability density g (y) . Assume that Y k , k = 1, 2, . . . , are independent of B t and α t .
We consider a risky asset whose price S t under the real-world probability measure P is governed by the regime-switching jump diffusion:
where S t− denotes the asset price right before the time t, µ αt and σ αt are the expected rate of return and the volatility rate, respectively; J t is the jump component given by
Y k − 1 represents the percentage by which the asset price changes at the kth-jump. Note that, in between regime-switching times the asset process follows a regular jump diffusion with constant coefficients. However, the coefficients are switching as governed by the corresponding state of the Markov chain. Also note that, in the model setting (2.1) the volatility is modeled as a finite-state Markov chain σ αt . This may be considered as a discrete approximation of a continuous-time diffusion model for the stochastic volatility (e.g., the Heston's model). We refer the reader to [22] for further discussions.
The system of PIDE's for European options
Given that the asset price process follows the regime-switching jump diffusion model (2.1), we look into the problem of option pricing. To this end let r αt denote the risk-free interest rate corresponding to the state α t of the Markov chain.
To simplify exposition, we consider European options written on a single asset S t with maturity T < ∞. The system of PIDE's for options written on multiple correlated assets can be derived in a similar manner. In Sec. 4.4, we give an example where the option is written on two assets, each following a regime-switching jump diffusion process. The derivation is entirely similar. Let V i (S, t) denote the option value at time t, when the asset price S t = S and the regime α t = i (assuming that the regime α t is observable). Under these assumptions we change the time variable from t to T − t and rewrite the PIDE's in forward form. This step is not necessary but most PDE solvers are constructed for forward rather than backward equations. We present the algorithms in forward form for convenience of implementation. Assuming that the value functions V i (S, t), i = 1, . . . , m, satisfy appropriated regularity conditions, for example
Π denotes the domain of S, they verify the following system of PIDE's [12, 15, 25 ]: particular option being priced. To our best knowledge, there exists no known analytical solution to such complicated system of PIDE's. In [12] , we analyze a general version of such a system of PIDE's. In that work we proved that, under suitable regularity conditions on the parameters as well as boundary conditions, the system admits a solution. Our proof of the main theorem [12, Theorem 1] was using the method of upper and lower solutions. We construct monotonic sequences of approximating solutions whose limit is a strong solution of the PIDE system. This constructive proof provides a natural numerical scheme to computing approximating solutions of the system. As we shall describe in the next section, this scheme is different from the existing literature for the PIDE system we consider in this paper.
Remark 2.1. In this paper, the market regime α t is assumed to be observable and hence the option price can be identified with the regime information. However, in practice, information of α t is usually hidden in noisy market data and not directly observable. When the modulating Markov chain is unobservable, the volatility term in (2.1) is unobservable too. The volatility term may be identified by using the predictable quadratic variation of the observed share price process. Furthermore, if the modulating Markov chain is hidden, it is necessary to develop non-linear filtering methods (for example, the Wonham filter) for estimating the conditional probabilities of α t given the stock process. It can be used in connection with our numerical algorithms to determine the option prices. We leave this as an interesting project for future research.
Description of Algorithms
In this section, we present two different types of algorithms. The algorithms of type 1 (we call them Algorithms 1a and 1b) are suggested by the constructive proof presented in [12, Theorem 1] . These algorithms work if upper/lower solutions of the problem exist (see the definitions and further discussions in [12] ). They may be considered as implicit type algorithms since the integral terms are evaluated at the same time point as the derivative terms, not at a previous time point. These implicit algorithms can start from either a lower solution or an upper solution at the first step. In the numerical examples presented in Sec. 4, the algorithms are used to calculate option prices which are always non-negative, therefore the zero solution V i (S, t) = 0∀ i, S, t can be chosen as an initial lower solution. In our implementation, the first iteration always starts from this particular lower solution. The algorithms would converge faster by choosing a better (closer to true value) lower (or upper) solution. The similar ideas in literature of which we are aware are [10] and [3] . These algorithms are designed for the simple jump diffusion model (without regime switching or stochastic volatility) and they may be viewed as a local fixed point algorithm [10] and a global fixed point iteration algorithm [3] , both different from the algorithms proposed herein. In fact the closest idea is our previous work [13] and [14] developed in the context of PIDE's obtained for stochastic volatility and jumps. The algorithms presented next extend this work to regime-switching models as well as jumps.
The algorithm of type 2 (called Algorithm 2) is a more traditional algorithm, in which the integral terms are treated explicitly in time, though the derivative terms are treated implicitly. Specifically, this algorithm propagates in time from the initial condition at time zero using a classical finite element scheme. Indeed variants of this algorithm for simple jump-diffusion processes have been analyzed in [8] using a socalled implicit-explicit method (the implicit part refers to dealing with the jump component using a "compensated vanishing viscosity" approximating solution).
We present the algorithms for a general PIDE system with d ≥ 1 underlying asset variables S = (S 1 , . . . , S d ). This general system is treated in [12] which includes both the single asset (2.3) and two assets (4.5) as special cases. Let the differential operator L i be defined by
and the integral operator G i by
where the coefficients a
. . , d} satisfy appropriate conditions [12] , and g(y 1 , . . . , y d ) denotes the joint probability density of the d-dimensional jump size random variables.
Using these notations we rewrite the problem with general boundary conditions on the general domain Ω ⊆ R d as:
where V i,0 and h i specify the boundary conditions and must satisfy the compatibility condition
The algorithms presented next provide numerical procedures for solving the system (3.3). For notational concision, we may use V = {V i , 1 ≤ i ≤ m} for the collection of m solution functions to (3.3).
Algorithm 1a
Algorithm 1a follows the procedure used to construct the convergent sequences in [12] . We have to make sure that there exist a lower solution α() and an upper solution β() of the problem and that the operators L i and G i satisfy the hypotheses of the theorem. As noted before, in financial applications when we price options, α() = 0 is always a lower solution of the problem. Algorithm 1a is outlined in the following.
(1) We start with V 0 = α, the lower solution.
(2) For every n ≥ 0, we find an approximated solution V n+1 of the problem
The m PDE's in this system cannot be solved analytically. Therefore, we implement a finite element scheme to numerically solve them.
• We take a d
The upper bounds S k max are suitably chosen large numbers. This grid is kept the same for all iterations.
• We approximate the integrals in G i (t, V n i ) using a midpoint rule, with the required values of V n i (S, t) interpolated from the values saved at all the points on the grid, using quadratic interpolation in the components of S and linear interpolation in t.
• Since the equations are iteratively solved forward in time, the boundary conditions are set at t = 0 and we solve the resulting PDE's starting from time t = 0 by using a PDE solver -we use PDE2D [29] in our experiments.
• The result is V n+1 calculated at all grid points and to be used in the next iteration.
(3) The sequence {V n , n ≥ 1} converges to the solution of the main system (3.3). Thus, the algorithm stopping criteria is that the maximum difference between two consecutive iterations at all points on the grid is less than a pre-specified error tolerance.
We note that in this algorithm at every iteration we solve a separate PDE for each i. This is due to the fact that the coupling term j =i q ij V n j uses the previously found solution so in fact this term is known when solving for the variables V n+1 . This treatment for the coupling term is particularly suitable for parallel computation, using m processors, one for each PDE. If this is done, each processor must access the solutions saved on the previous iteration by the other processors, but otherwise there is no communication between processors, because (unlike Algorithms 1b and 2) the processor solving equation i does not need to know the solutions on 1 In the numerical examples we present later d ≤ 2. the current iteration being calculated by the other processors. So, there is almost no communication between processors, which means excellent parallel performance would be expected. In fact, we have now implemented Algorithm 1a in parallel and applied it to Example 2 of Sec. 4.3 (call option, Case A) which involves m = 4 equations, and thus four processors are used, and the computer time decreased from 34:20 to 3:12, with identical results (the time for the original version does not agree with Table 5 because this was run on a different, multi-processor, system). The reason the observed speed-up is even greater than the number of processors used is that our original implementation solved the four equations as a coupled system, for convenience, even though for Algorithm 1a the m equations are uncoupled: solving the four equations sequentially, on a single processor, as four separate uncoupled equations, decreased the time from 34:20 to 11:49. Then when this new program was parallelized, a further decrease in time resulted, to 3:12.
Algorithm 1b
Algorithm 1b is a slight modification of Algorithm 1a. Based on the previous observation we hope to speed up the solver by treating the coupling terms as unknown variables. However, this will lead to solving a system of PDE's as opposed to solving separate PDE's as in Algorithm 1a. Specifically, the equations in (3.5) are replaced with the following system of PDE's:
This system of PDE's can be numerically solved using a finite element scheme as in Algorithm 1a in a very similar manner. The numerical experiments we perform seem to indicate that the approximating sequences {V n , n ≥ 1} generated by Algorithm 1b converge in a fewer number of iterations than that generated by Algorithm 1a. This is expected since the coupling term of the system uses the current iteration instead of the previous iteration solution. In terms of computational time, in our implementations Algorithm 1b is also faster than Algorithm 1a, but as mentioned in the previous section, it is possible to speed up Algorithm 1a substantially by solving the uncoupled PDEs of the system separately.
Algorithm 2
Algorithm 2 treats the integral terms explicitly, though it treats the derivative terms implicitly. This algorithm does not use a discretization of the system (3.5) or (3.6), instead it works directly with the original system (3.3). The algorithm works forward in time from t = 0 and provides an approximation solution at t = T . Recall that we changed the time from backward to forward so at t = T we in fact obtain the time-zero option values. Specifically:
• We start with the initial condition at time t 0 = 0. That is, set V i (S, 0) = V i,0 (S).
• A PDE solver (in the numerical implementation we used PDE2D [29] , which uses a finite element method, but implicit finite difference discretizations for the time derivatives) is used to solve (3.3) forward from t n to t n+1 . The integral terms G i (t, V i (t)) are evaluated at time t n , i.e. G i (t n , V i (t n )) for which the integrals are approximated using a midpoint rule. The needed values of V i at t n are approximated using quadratic interpolation of all the values saved at the S grid points at time t n .
• When t = T we stop. The approximation solution is obtained for all grid points for S.
Comments about the algorithms proposed
The current work attempts to answer the following questions via numerical experiments.
• Is Algorithm 2 (for which we do not have a proof of convergence) giving the same solution as the two algorithms of type 1 (which we know converge to a solution)? • Is Algorithm 2 significantly faster than the two algorithms of type 1?
About the first point, we note that only Algorithm 1a is proven to converge to the solution of the main problem (3.3). Algorithm 1b contains an easy modification to speed things up and we have no doubt that it could be proven to converge to the true solution. Algorithm 2 is a natural way to find solutions. It may be possible to extend the analysis of [8] to the system of PIDEs and establish the convergence of the implicit-explicit algorithm. The difficulties may come from the integral term and the coupling term due to regime-switching. This will be studied in the future. Our experience with a similar algorithm from a previous paper [14] (and experience with explicit methods in general) suggests that it may go unstable if ∆t is larger than some threshold which may decrease with increasing λ i values, though with the values of λ i used in these examples we never saw any evidence of instability even with large ∆t values. However, studying the behavior of the resulting solution and comparing with the results provided by the other two algorithms would provide ample indication whether or not the algorithm is producing an accurate solution.
We further note that in the theoretical work [12] we only prove an existence result concerning the solution of the Eq. (3.3) . If the three algorithms provide similar solutions to the numerical examples we believe this would indicate that a uniqueness study of the solution may be fruitful.
Concerning the speed of the algorithms we note that in our previous applied work [14] where we worked with a single PIDE resulting from a stochastic volatility model with jumps, an algorithm of type 1 was much slower than an algorithm of type 2. In the current paper, we are solving a system of PIDE's. As we shall see, the numerical examples seem to indicate that algorithms of type 1 may be practical as well, for some problems. For the 1D Examples 1 and 2, a non-uniform finite element mesh of 100 cubic elements was used to discretize S, with smaller elements close to S = K, where the solutions vary more rapidly. Experiments showed that making this mesh finer did not significantly improve the accuracy, with 100 elements the time discretization was the primary source of error. For the 2D Example 3, a non-uniform 30 by 30 mesh was used to discretize S 1 and S 2 . In every test, the same finite element mesh was used for all three algorithms, and the same backward Euler implicit finite difference scheme was used to discretize the time derivatives. Thus, the only significant difference between Algorithms 1 and 2 was the way the integral terms were handled: in Algorithm 2 the solution values used to calculate the integrals came from the previous time step, in Algorithm 1 they came from the current time, but the previous iteration.
Numerical Examples
We discuss the various types of distributions used for jumps and then present three examples solved in this work. This is an important discussion; the jumps produce the integral term in the PIDE equations and that term is the part which makes solving the system (3.3) difficult.
A discussion about the jump distributions used
Recall that Y is a random variable with density g(y) representing the percentage change in the stock price after a jump. More precisely, Y − 1 is the percentage by which the price drops or rises after such a jump. For example, if Y − 1 = 0.5 or Y = 1.5 and the price before the jump was S 1 = $30, then the price after the jump becomes S 2 = 1.5S 1 = $45. It is easy to see that jump values of Y close to one do not in fact change the price process significantly and are undistinguishable from the regular observed price fluctuations caused by sampling the process at discrete times.
The first density g(y) for Y attempted in literature was the lognormal distribution proposed by Merton in his classical jump diffusion paper [24] . A random variable is lognormal if and only if its logarithm has a normal distribution. There are two reasons why this particular distribution was chosen.
(1) Since Y is lognormal it may be thought of as Y = e Z where Z is a normal random variable. Thus, Y can never be negative. This is necessary -recall that the stock price becomes SY after a jump with size Y . Furthermore, zero is an absorbing state for the stock process (i.e. once the equity price reaches zero the company defaults) and no positive shock can take the process out of this state. (2) Perhaps more interesting from the computational perspective, the underlying stock process distribution remains lognormal with this jump distribution and the author was able to obtain analytical formulae for European type options in this case.
The drawback is that using the lognormal distribution for the jumps means that most of the jumps are small (the jump distribution is centered at one). Thus, few jumps have a reasonable probability of actually being observed. Furthermore, the interesting mathematical property of the stock distribution remaining lognormal means that the return process (R t = log(S t /S t−∆t )) lacks the observed leptokurtic (fat tails) property of the observed data. This was noticed by [19] who proposed to model the jump distribution g(y) using a log double exponential distribution. The resulting returns are leptokurtic and Kou preserves the economical aspects of the stock process. However, despite the increased probability of large jumps, much of the distributional mass of the jump is still concentrated around one, thus there is still a significant chance of producing small jumps, undetectable in practice. This is due to the shape of the log double exponential distribution as may be observed in Fig. 1(b) . To keep the nice leptokurtic and economic features while avoiding this issue of small jumps we are also exemplifying an alternative density, one which we call the lognormal mixture density. This density uses the same idea of transforming a probability density on R through e Z into a density on (0, ∞). This density has a smaller amount of mass around one. The name is quite natural as it extends the notion of lognormal to include mixture of normals. This distribution is a natural extension of the single lognormal used by Merton. A lognormal mixture of two normals is displayed in Fig. 1(d) . This distribution can be quite naturally generalized to the possibility of modeling moderate and high jumps by having a log mixture of more than two normals.
In what follows the two cases labeled Case A and Case B present the two jump distributions and the specific parameters used in the numerical experiments.
Case A. Using a log double exponential density. The logarithm of the jump size Y is a non-symmetric double exponential distribution (a generalization of the Laplace distribution). Specifically, we shall use the following density for Y :
This particular jump distribution was proposed initially by [19] (in its Laplace form with p = 1/2 and α 1 = α 2 ). In the current study, we use a more general form.
As parameter values, we use α 1 = 3.0465, α 2 = 3.0775, and p = 0.3445. These are the values used in [10] and later in [31] . 
3) is 0.007576. Furthermore, by having separate distributions for the up and down jumps we may easily calculate that a jump is positive with probability p = 0.3445 and that the expected values of the up and down jumps are 1.488639 and 0.7547517 respectively. We want to remark that despite the clear interpretation of positive and negative jumps it is pretty clear from Fig. 1(b) and also from calculations that many realized jumps will be small. For example, the probability that the value of Y is between 0.9 and 1.1 is 0.268. Of course, these values may be changed using suitable parameters but due to the shape of the density making probability of values close to one small automatically increases the probability of huge unrealistic jumps. For example, with the particular parameters above, the chance of a jump Y more than size 2 (a jump that doubles the value of the stock price) is 4.17%, that is, one in about 24 shocks will double the price. Further, the chance of a crippling jump of Y < 0.4 (stock price drops more than 60%) is 3.91%, again we believe unreasonably high. The next distribution proposed aims to control these types of unexpected probabilities.
Case B. Using a log mixture of normals. In this case, the logarithm of the variable Y (controlling the jump size) is a mixture of two normal variables. Specifically, the density used is:
To model up and down jumps we chose µ 1 > 0 and µ 2 < 0. We may think about a jump modeled by such distributions as being with probability p a jump up drawn from the lognormal distribution with parameters µ 1 and σ 1 or, with probability 1 − p, a jump down drawn from the lognormal distribution with parameters µ 2 and σ 2 .
In all the examples presented next we are using the parameter values: µ 1 = 0.3753, σ 1 = 0.18, µ 2 = −0.5503, σ 2 = 0.6944, and p = 0.3445. We plot the normal mixture density and the corresponding lognormal mixture density in Figs. 1(c) and 1(d). These parameter values are chosen so that the expected values and variances of the jumps up and down, and overall are approximatively matching the values of the log double exponential density in Case A. Specifically, the expectation and variance of jump sizes are 0.9907409 and 0.3849779 while the means and variances of the up and down jump sizes are matched closely. The parameter κ is κ = −0.0092591. It is the matching of these parameters that makes the shape of the density look crooked in Fig. 1(d) . Despite this we observe that most jumps will be away from Y = 1, much more so than in the previous case.
Example 1. A model with two regimes
We first consider the case of two regimes (m = 2). The generator of the Markov chain α t is Q = ( −q12 q12 q21 −q21 ), where q 12 > 0 is the switching rate from regime 1 to regime 2 and q 21 > 0 is the switching rate from regime 2 to regime 1. To be specific, the pair of coupled PIDE's resulted from the general system (2.3) is: 
In the numerical computations, we use the following parameter values. The Markov chain transition rates are: q 12 = q 21 = 0.5, the volatilities and risk free interest rates corresponding to the two regimes are: σ 1 = 0.15, σ 2 = 0.25, r 1 = r 2 = 0.05. For the frequency of the jump component in the two regimes we use λ 1 = 5, λ 2 = 2 which correspond to expected five and two jumps/year respectively. For the jump distribution g(y) we use Cases A and B presented in the previous section. The constant κ calculated earlier is used.
Comment
The parameter values for the regime-switching component (without the jumps) are used in [5] to exemplify a finite difference method, and in [22] to exemplify a binomial tree method to calculate the European call option prices for a number of different initial S 0 values. We refer to [22, Tables 1 and 2 ] for published results. These published numbers provide a natural way to check the regime-switching part of the algorithms by setting the λ i parameters equal to zero. For the jump component in Case A, we use the parameter values in [9, 31] , thus we may verify the implementation for the jump diffusion part as well by comparing with [31, Table 3 ]. These results are obtained by setting the q ij values equal to zero and the volatilities to be the same for both regimes (so only one PIDE needs to be solved). In all cases we get very good agreement with the previously published values for these reduced models.
We use the algorithms presented in Sec. 3 to approximate the prices of European type options that have maturity T = 1 (year) and exercise price K = 100. The corresponding boundary conditions are:
• For call option:
• For put option: Tables 1 and 2 present the numerical results obtained with the three algorithms. The numbers represent the final option values at the initial time (t = 0) in a region in S around the exercise price K. We can clearly see that once rounded to the nearest decimal the solutions agree for the S values presented. Algorithm 2 needs a smaller time step (20 times smaller, ∆t = 0.00005) to produce values which are close to the accuracy produced by the Algorithms 1a and 1b, and this approximately compensates for the fact that 1a,1b need to solve the problem from t = 0 to t = 1 several times, so the run times for the three algorithms are comparable, as seen in Table 3 .
Interpretation of the solution
It is clear that all algorithms agree on the solution, in each case. However, since we analyze two jump distributions and the regime-switching model produces two solutions automatically (one for each of the regimes), we may attempt to interpret the numbers obtained to perhaps indicate future research in the theoretical analysis. We note that more volatile stocks increase the price of options (both calls and puts). Jumps also produce variability in the stocks and they also increase the price of options.
We first note the clear difference between the solutions obtained for the two jump distributions (Fig. 2(a) ). It is fairly clear that when a jump is modeled using the lognormal mixture (Case B) the resulting option price is considerably higher than the solution obtained in the log double exponential (Case A). This is also evidenced by looking at the difference in numbers between Cases A and B for V 1 (about $11) and V 2 (about $9). The only thing different is the jump distribution, but recall that V 1 has a higher jump frequency (average 5/year) versus V 2 (average 2/year). Thus, with the higher frequency, the jumps produced in Case B seem to be consistently larger than in the Case A. This is despite the fact that the log double exponential distribution in Case A can produce much larger jumps than in the Case B.
We would like to make a second observation, by comparing the jumps and the variability. The effect is not so evident but is worth noting. By design, regime 1 has a lower volatility (0.15) than regime 2 (0.25). Higher volatility typically leads to higher option values. However, as noted above, regime 1 has a higher incidence of jumps (both negative and positive). The values obtained are always higher for V 1 versus V 2 ( Fig. 2(b) ) and this would seem to indicate that having more frequent jumps has a more dramatic effect on the option prices than having an increased variability. 
Example 2. A model with four regimes
In the second example, we consider a four-state (m = 4) Markov chain α t with states In this case, the market can be in any of the four regimes with equal probability.
The volatilities and interest rates are: All options have maturity T = 1 (year) and exercise price K = 100. The values for the jump rate are set to λ 1 = 8, λ 2 = 2, λ 3 = 5, λ 4 = 1. For the jump distribution, we use Cases A and B. The system of PIDE's is: 
Results
As in the case of the two-regime example the solutions obtained from the three algorithms are virtually indistinguishable. To save space Table 4 shows selected values obtained running the Algorithm 1b. To obtain similar precision, once again the Algorithm 2 needed a smaller time step (20 times smaller again), but only has to integrate the problem from t = 0 to t = 1 once, and it is somewhat faster, see Table 5 .
Interpretation of the solution
We first note that as in the previous example the solutions for all regimes are universally higher when the jumps are modeled by the lognormal mixture distribution of Case B. This is clear from the values in Table 4 
Example 3. A basket option written on two assets which follow regime-switching jump diffusions
In this example, we illustrate how the algorithms may be used to price options written on multiple assets. We consider European type options written on two correlated assets in the regime-switching jump diffusion models. The asset prices follow the model:
where
and Y n k , k = 1, 2, . . . , for each n is a sequence of iid random variables with density g n (y). The driving Brownian motions B 1 (t) and B 2 (t) are correlated with correlation coefficient ρ. Note that for this particular example we consider a special case for which the jumps occur simultaneously for both assets, but with independent jump size distributions. A more general model for which jumps for different assets are governed by different (correlated) stochastic processes) is interesting and deserves further care for future study. Let V i (S 1 , S 2 , t) denote the value functions at t, where t is the time-to-maturity, 2 when the stock values are S 1 and S 2 , and the regime α t = i. The V i 's, i = 1, . . . , m solve the PIDE system:
2 So that we once again work with forward equations. In this particular numerical example, we consider the call options on the sum S 1 +S 2 (an example of the so-called basket options). The payoff is max(S 1 +S 2 −K, 0) where K is the exercise price. We consider the two-regime case (m = 2). The boundary conditions are,
where V i (S 1 , t) , i = 1, 2 are the solutions of the call option problem for asset S 1 only, and V i (S 2 , t), i = 1, 2 are the solutions of the call option problem for asset S 2 only,
Please note that if either S 1 or S 2 become zero then it stays there and the basket option becomes a regular option on a single asset. In the algorithmic implementation, at S 1 = 0 and S 2 = 0, we used the PDE2D boundary condition "none", which simply enforces the PDE rather than any boundary condition. Since at S 2 = 0, the PIDE (4.5) reduces to the call option for one variable S 1 , we are indirectly enforcing the specified boundary condition; and similarly at S 1 = 0. However, using the boundary condition ∂V1 ∂S2 = ∂V2 ∂S1 = 0 at S 2 = 0 and similarly at S 1 = 0, gave similar result to "none".
We use the following parameter values in the numerical computation: the Markov chain transition rates q 12 = q 21 = 0.5, the interest rates r 1 = r 2 = 0.05, the volatilities for asset S 1 : σ 1 (1) = 0.15, σ 1 (2) = 0.25, and for asset S 2 : σ 2 (1) = 0.20, σ 2 (2) = 0.35, the correlation coefficient is ρ = 0.5. For the jump component, λ 1 = 5, λ 2 = 2. The resulting constants κ n , n = 1, 2 can be computed by κ n = E[Y n ] − 1 = ∞ 0 yg n (y)dy − 1, where the jump distribution g n (y) can be either Case A or Case B as discussed above. The option has maturity T = 1 (year) and exercise price K = 100.
Results
Since this example has not been attempted in literature (to our best knowledge) we present for future reference selected values in Table 6 . We also display the option values for the two regimes in the jump distribution Case B in Fig. 4. 
Interpretation of results
Once again the distribution choice makes a difference. It is remarkable that the boundary condition has so little effect on the solution of this example. Since the Algorithms 1a and 1b agreed better with the Example 1 results along the S 2 = 0 boundary, this indicates that they may be a bit more accurate than the Algorithm 2 results. Algorithm 2 is somewhat faster, see Table 7 , even though we again used a time step 20 times smaller (∆t = 0.0005) than that used by Algorithms 1a and 1b. 
Conclusions
In this paper, we present two Algorithms (1a and 1b in the paper) designed to numerically solve a system of PIDES. These algorithms are compared with a more traditional finite difference scheme (Algorithm 2 in the paper) which handles the integral term explicitly. We generally find that Algorithm 2 seems to need a smaller time step than the other two algorithms to provide comparable accuracy.
With regard to the relative speeds of Algorithms 1a and 1b, both were implemented as coupled systems of PDE's, thus in all cases 1b converges in fewer iterations and since they both take the same time per iteration, 1b is always faster. However, as we have noted earlier, when Algorithm 1a is implemented to solve the decoupled PDE's separately, it takes considerably less time, and can be further speeded up by solving the equations simultaneously on different processors.
Another striking observation was that using as jump distribution the lognormal mixture distribution with parameters chosen to match moments of a more popular log-double exponential distribution, seemed to produce much more easily distinguishable jumps from random fluctuation, and this was reflected in the price of the options. Though we only introduced the lognormal mixture to provide comparison with the more popular density, it may be easily seen that this distribution has its own merits and we believe deserve a special study on its own. Today, there are two lines of research into models capable of producing the type of equity behavior observed in reality. Stochastic volatility models and Lévy models (the later are essentially continuous processes with a jump component). Although we did not treat the stochastic volatility using a continuous diffusion in the current paper, the numerical evidence we provide seems to indicate that jumps have a more significant effect than an increase in volatility on the behavior of the equity and the resulting option prices. Thus, we believe that the introduction of this new distribution is an important contribution to the literature besides the algorithms which are the main focus of this work.
