Abstract. We obtain a representation for the norm of the composition operator C φ on the Hardy space H 2 whenever φ is a linear-fractional mapping of the form φ(z) = b/(cz + d). The representation shows that, for such mappings φ, the norm of C φ always exceeds the essential norm of C φ . Moreover, it shows that a formula obtained by Cowen for the norms of composition operators induced by mappings of the form φ(z) = sz + t has no natural generalization that would yield the norms of all linear-fractional composition operators. For rational numbers s and t, Cowen's formula yields an algebraic number as the norm; we show, e.g., that the norm of C 1/(2−z) is a transcendental number. Our principal results are based on a process that allows us to associate with each non-compact linear-fractional composition operator C φ , for which C φ > C φ e, an equation whose maximum (real) solution is C φ 2 . Our work answers a number of questions in the literature; for example, we settle an issue raised by Cowen and MacCluer concerning co-hyponormality of a certain family of composition operators.
Introduction
Let U denote the open unit disk in the complex plane and let H 2 denote the classical Hardy space of U. Whenever φ is analytic on U with φ(U) ⊆ U, the composition operator C φ , defined for f ∈ H 2 by C φ f = f • φ, is bounded on H 2 (see, e.g., [10] or [21] ). In 1988, Carl Cowen [8] obtained a formula for the precise norm of C φ when φ(z) = sz + t for some complex constants s and t satisfying |s| + |t| ≤ 1:
(1.1) C φ = 2 1 + |s| 2 − |t| 2 + (1 − |s| 2 + |t| 2 ) 2 − 4|t| 2 .
Cowen's result, together with questions about composition-operator norms raised in [10, p. 125] and [11] , has inspired a number of papers ( [1] , [2] , [5] , [14] ).
In [1] , Appel, Bourdon, and Thrall prove that the norm of C φ cannot, in general, be computed based on the action of C φ (or C * φ ) on Hardy-space reproducing kernels, answering a question raised in [10, p. 125] . In [14] the inequality simply being the condition that guarantees that φ map U into itself. Our work shows that, for φ satisfying (1.2), the norm of C φ always exceeds the essential norm of C φ . It also shows that the norm of C 1/(2−z) is a transcendental number, from which it follows that there is no formula like (1.1) yielding the norms of all linear-fractional composition operators. We remark that our representation of the norm of C 2/(3−z) answers a question raised by Appel, Bourdon, and Thrall [1, Question 4.5] .
Our most interesting results are consequences of Theorem 3.5 below, which identifies C φ 2 as the maximum solution of an auxiliary equation we associate with φ, given that C φ is a non-compact linear-fractional composition operator whose norm exceeds its essential norm. The proof of Theorem 3.5 yields a test (Corollary 3.6) for determining when the norm of C φ exceeds its essential norm C φ e . Using this test, we analyze the norm versus essential norm issue for composition operators induced by members of the Cowen-Kriete family:
φ r,s (z) = (r + s)z + 1 − s r(1 − s)z + 1 + sr , where 0 < s < 1 and −1 < r ≤ 1. Suppose that 0 < s < 1. It follows from Cowen and Kriete's work in [9] that the operator C * φr,s is subnormal if and only if 0 ≤ r ≤ 1. Thus, for 0 ≤ r ≤ 1, the spectral radius of C φr,s equals C φr,s . For composition operators induced by φ r,s , the spectral radius equals the essential norm (see the next section for a discussion); hence, for 0 ≤ r ≤ 1, members of the Cowen-Kriete family induce composition operators with norm equaling essential norm. On the other hand, a consequence of Proposition 2.3.2 of [19] is that C φr,s > C φr,s e for −1 < r < −1/3. We complete the story for real values of r, proving that C φr,s > C φr,s e whenever −1 < r < 0 (see Theorem 3.7 below). Our work shows that C φr,s exceeds the spectral radius of C φr,s when r is negative; thus no member of the family φ r,s with −1 < r < 0 can induce a co-hyponormal composition operator. This improves Corollary 1 of [12] and settles an issue raised in [11, p. 21] .
If C φ is compact, then of course C φ e = 0, so that C φ always exceeds C φ e in this situation. Our results for the norms of compact composition operators with linear-fractional symbol are discussed in the final section of the paper. The CowenKriete family plays a role here as well.
Background
The Hardy space H 2 is the Hilbert space consisting of analytic functions on U whose Taylor coefficients, in the expansion about the origin, are square summable. The inner product inducing the norm of H 2 is given by ∞ n=0 a n z n , ∞ n=0 b n z n = ∞ n=0 a n b n . The inner product of two functions f and g in H 2 may also be computed by integration:
where f and g are defined a.e. on ∂U via radial limits (see, e.g., [13] ).
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For α ∈ U, the reproducing kernel at α for H 2 is defined by
Easy computations show that f, K α = f (α) whenever f ∈ H 2 and that C *
, where C * φ denotes the adjoint of C φ . Using the reproducing property of K α and the Cauchy-Schwarz inequality, one obtains the following estimate for all H 2 functions f :
In this paper, we are interested in linear-fractional composition operators on H 2 , that is, composition operators on H 2 induced by linear-fractional mappings that take U into itself. Much is known about such composition operators; for example, spectral properties and cyclicity properties are completely understood (see, respectively, [10, Chapter 7] and [4] ). These properties are largely determined by the fixed-point behavior of the inducing maps φ.
Each analytic self-map φ of U that is not an elliptic automorphism of U has a unique attractive fixed point in the closure of U, called the Denjoy-Wolff point of φ. That is, if φ is not an elliptic automorphism, then there is a point ω in the closure of U-the Denjoy-Wolff point of φ-such that whenever z ∈ U,
where φ [n] denotes φ composed with itself n times (and φ [0] is the identity function). The Denjoy-Wolff point ω of φ may be characterized as follows:
• if |ω| < 1, then φ(ω) = ω and |φ (ω)| < 1,
• if |ω| = 1, then φ(ω) = ω and 0 < φ (ω) ≤ 1, where, if ω ∈ ∂U, φ(ω) is the angular limit of φ at ω and φ (ω) is the angular derivative of φ at ω.
Recall that φ is said to have angular derivative at ζ ∈ ∂U if there is an η ∈ ∂U such that ∠ lim z→ζ φ(z) − η z − ζ is finite, where ∠ lim denotes the angular (or non-tangential) limit. By the JuliaCarathéodory Theorem, φ has finite angular derivative at ζ if and only if φ has angular limit at ζ while φ has angular limit of modulus 1 at ζ. For these results, the reader may consult [10, Chapter 2] or [21, Chapters 4 and 5] .
One may use the Denjoy-Wolff point ω of φ and φ (ω) to obtain information about C φ . The spectral radius of C φ , which we denote rad(C φ ), is determined by ω as follows: if ω ∈ U, then rad(
−1/2 whenever the Denjoy-Wolff point ω of φ lies on ∂U.
If the Denjoy-Wolff point of φ happens to be the origin, then the following general estimate (see, e.g., [10, Corollary 3.7] ) shows that C φ = 1:
However, the exact norm of C φ is known in very few other situations. For inner functions (in particular the linear-fractional automorphisms of U), Nordgren [15] showed that the square of the norm of C φ is given by the rightmost quantity in (2.2); furthermore, Shapiro [20] showed that if φ is inner, then C φ = C φ e . As we mentioned in the Introduction, Cowen obtained a formula for the norms of linearfractional composition operators induced by mappings of the form φ(z) = sz + t. One of our goals is to represent the norm of a composition operator induced by a mapping of the form
Computing the essential norm of a composition operator is usually easier than computing its norm. For example, if φ is univalent (taking U to U), Shapiro's essential norm formula [20] shows that
where φ (ζ) represents the angular derivative of φ at ζ (interpreted to be ∞ when φ (ζ) does not exist). Because linear-fractional self-mappings of U are analytic on the closure of U (and, of course, univalent), one may compute the essential norm of C φ when φ is linear fractional as
where φ (ζ) represents the usual derivative of φ at ζ and where the supremum is taken to be zero when the set over which it is taken is empty. Thus, for a nonautomorphic linear-fractional φ, either C φ e = 0 (when φ(∂U) lies inside ∂U) or C φ 2 e = 1/|φ (ζ)|, where ζ is the unique point on ∂U for which |φ(ζ)| = 1. In particular, note that if ζ ∈ ∂U equals the Denjoy-Wolff point ω of φ and φ is non-automorphic, then (2.4) yields C φ e = (φ (ω)) −1/2 , which in turn equals rad(C φ ). That is, the essential norm equals the spectral radius for a linear-fractional composition operator whose symbol is non-automorphic and has its Denjoy-Wolff point on ∂U. Thus, for example, if φ r,s belongs to the Cowen-Kriete family (1.3), then C φ e = rad(C φ ). (For −1 < r < 1, φ r,s is not an automorphism and 1 is its Denjoy-Wolff point; for r = 1, φ r,s is an automorphism, but (2.3) may be used to obtain the equality of essential norm and spectral radius in this case.) Observe that C φ e = 1 for a "parabolic-type" mapping, such as φ(z) = 1/(2 − z), which has Denjoy-Wolff point 1 and has derivative 1 at 1.
The following fact, proved by Hammond in [14, Propositions 2.1-2.3], constitutes the starting point for our work: if φ is an analytic self-map of U such that C φ e < C φ , then there is a function g ∈ H 2 that vanishes nowhere on U such that
is non-constant, one may compute C * φ using a formula derived by Cowen [8] : 
Let f be an eigenvector for C * φ C φ with corresponding eigenvalue λ. Hammond uses (2.7), together with the easily proven fact that f (φ(0)) = λf (0) (see equation (2.1) of [14] ), to show that the following functional equation holds:
for all z ∈ U except for the possible singularity at z =c/ā. An induction argument, based on equation (2.8), shows that, for every j ≥ 1, (2.9)
Substituting φ(0) for z in the preceding equation and again using the fact that f (φ(0)) = λf (0), one obtains
for j ≥ 1, which is essentially Proposition 5.1 of [14] . In [14] , Hammond uses equation (2.10), together with the assumption that τ [j] (φ(0)) = 0 for some j, to find exact representations for the norms of certain composition operators. In the next section, we derive a "j = ∞" version of (2.10) for C φ , given that C φ > C φ e > 0. Moreover, we show that C φ > C φ e when φ has the form φ(z) = b/(cz + d), which leads us to representations for the norms of all such composition operators. Note also that C φ > C φ e when φ is of parabolic type and not an automorphism; in this case C φ e = 1, while C φ > 1 since φ(0) = 0 (when φ is of parabolic type its Denjoy-Wolff point lies on ∂U). Of course, C φ will exceed C φ e when C φ is compact. As we discussed above, for linear-fractional composition operators, determining when C φ is compact is easy:
where, as usual, φ ∞ = sup{|φ(z)| : z ∈ U}. (Even without the hypothesis that φ be linear fractional, the condition φ ∞ < 1 trivially gives that C φ is compact. The converse-for linear-fractional φ-follows immediately from the essential norm formula (2.4).) 3. Results for non-compact C φ Throughout this section, unless otherwise specified, φ denotes a non-constant linear-fractional self-mapping of U with form φ(z) = (az + b)/(cz + d). As we pointed out in the preceding section, if φ happens to be an automorphism, then
. Thus we will assume throughout this section that φ is not an automorphism. Such a φ induces a non-compact composition operator if and only if there are points ζ and η in ∂U such that φ(ζ) = η. We seek to compute C φ in this situation. We claim that, without loss of generality, we may assume ζ = η = 1, so that φ fixes 1. To verify the claim, note that C ζz and Cη z are unitary (given that |ζ| = |η| = 1) and thus
is a composition operator, having the same norm as C φ , that is induced by a linear-fractional self-map of U which fixes 1.
We will use τ , χ, and ψ to denote the auxiliary mappings associated with φ by the functional equation (2.7); specifically,
where σ is the self-map of U in Cowen's formula (2.6) for C * φ , and
We require a number of lemmas. The first is an immediate consequence of Lemma 5.1 of [6] , which shows that if φ fixes 1, then so does σ, and σ (1) = 1/φ (1). The preceding lemma does not hold if φ is an automorphism; in this case, it is easy to check that σ = φ −1 so that τ is the identity mapping. The proof of the next lemma is a simple computation based on the formulas for ψ and σ.
Proof. Recall that we are assuming throughout this section that φ is not an automorphism. Because τ = φ • σ, τ is also not an automorphism. In addition, Lemma 3.1 shows that τ (1) = 1 = τ (1), so that τ is of parabolic type. The argument establishing this lemma appears as part of the proof of Theorem 2.4 of [4] . For the convenience of the reader we sketch it. Conjugating τ with T (z) = (1 + z)/(1 − z) produces a self-mapping of the right half-plane of the form w → w + q, where (q) > 0. Moving back to the disk and iterating shows that
.
, and the lemma follows.
Lemma 3.4. Suppose that φ fixes the point 1. Then for every
Proof. Note that σ −1 (0) =c/ā. Suppose, in order to obtain a contradiction, that
fixes the point φ(0) ∈ U, but this contradicts τ 's having Denjoy-Wolff point 1 (Lemma 3.1).
The second assertion of the lemma is even easier to prove: because φ(1) = 1 implies σ(1) = 1, we see that σ −1 (0) = 1.
The following theorem provides a representation of the norm of C φ whenever C φ is not compact and C φ > C φ e . Note that the hypothesis C φ > C φ e holds whenever φ has parabolic type, or, more generally, whenever φ (1) ≤ 1.
Theorem 3.5. Let φ be a linear-fractional mapping that fixes the point 1 and let
Moreover, the largest number λ for which (3.2) holds is the square of the norm of
We remark that (3.2) reduces to the polynomial equation described in [14, The-
Proof of Theorem 3.5. Because C φ > C φ e , we know from (2.5) that there is an H 2 function g with g(0) = 0 such that
Thus (2.10) holds with f = g and λ = C φ 2 : for each j ≥ 1,
Thus (3.2) of the theorem will follow if we can prove that
converges to 0 as j → ∞. First observe that, by Lemma 3.4, every factor in the product
is a complex number. We claim that the factors converge to
To verify the claim, note that τ [m] (φ(0)) converges to 1 as m → ∞ because τ has Denjoy-Wolff point 1 (Lemma 3.1). Now note that the formula for ψ given by Lemma 3.2 shows that ψ(1) = σ (1), which equals 1/φ (1) by Lemma 5.1 of [6] . Finally, Lemma 3.4 shows that ψ is continuous at 1, and our claim follows.
The essential norm C φ e is 1/ φ (1) by (2.4). Thus our hypothesis on λ is that λ > 1/φ (1). By (3.4), there is a constant β ∈ (0, 1) and an M > 1 such that
We have for j > M
where we have used (2.1) to bound |g(τ [j] (φ(0)))|, as well as Lemma 3.3. Because P j → 0 as j → 0, we have established that (3.2) holds with λ = C φ 2 ; in other words, C φ 2 belongs to the set
Thus C φ 2 ≤ sup S. We claim that S contains a maximum element. We have shown that the power series
has a positive radius of convergence-it converges to 1 at the positive number 1/ C φ 2 , for example. (In fact, it is not difficult to compute the radius of convergence exactly. Whenever τ [j] (φ(0)) = 0 for some j, the series simply reduces to a polynomial. Otherwise, the radius of convergence is φ (1) = 1/ C φ 2 e ; to see this, use (3.4) and the fact that lim k→∞ χ(τ [k] (φ(0))) = χ(1), which is finite by Lemma 3.4.) Since the function defined by the series vanishes at z = 0, by continuity there must be a minimum positive number s at which the series converges to 1. The maximum element in S is 1/s. Now we show that C φ 2 = max S. Let Λ = max S. We have already noted that C φ 2 ≤ Λ; our goal now is to prove that Λ belongs to the spectrum of C * φ C φ , which will show that Λ ≤ C * φ C φ = C φ 2 . Suppose, to the contrary, that Λ is not in the spectrum. In other words, the operator C *
for all z ∈ U except possibly z = c/a. An induction argument shows that
for every j ≥ 1. We substitute φ(0) for z and divide both sides of the equation by Λ j ; an argument identical to that from the first half of the proof shows that the terms
converge to 0 as j → ∞. Since Λ belongs to S, we see that
In other words,
for all h ∈ H 2 . We hope to use this fact to obtain a contradiction. Indeed, if |c| > |a|, our task is quite simple. In this case, the function χ belongs to H 2 ; taking χ for h in (3.5), we obtain a contradiction to the membership of Λ in S. We must be a bit more careful when |c| ≤ |a|. To begin with, let K be a simply connected, compact subset of C which does not contain c/a but which does contain all of the points τ [m] (φ(0)), m = 0, 1, 2, . . .. Since χ is analytic in the open set C\{c/a}, it follows from [18, Theorem 13.7] that there is a sequence of polynomials (p n ) which converges to χ uniformly on K. Since every polynomial belongs to H 2 , (3.5) holds for each p n . Now we make the following observation:
e , it follows that there is a constant A > 0 and a constant γ with 0 < γ < 1 such that
Since the sequence (p n ) converges to χ uniformly on K, we conclude that
which is a contradiction.
The next corollary, which follows from the proof of the preceding theorem, provides a means for showing that the norm of C φ exceeds the essential norm. 
As an application of the preceding corollary, we obtain the following information for composition operators induced by members of the Cowen-Kriete family. 
where χ, τ , and ψ are the usual auxiliary functions for φ r,s . Make the substitution x = 1/Λ in (3.2) and consider
where for k ≥ 0,
We claim that a k > 0 for each k ≥ 0. To verify the claim, we will show that χ(x) and ψ(x) are positive for 0 < x ≤ 1. The positivity of the a k 's will then follow, since every element of the sequence (τ [m] (φ r,s (0))) is easily seen to be positive: the sequence "starts out positive", τ [0] (φ r,s (0)) = φ r,s (0) = (1 − s)/(1 + sr) > 0, and further iterations push the sequence along the positive real axis toward 1, the Denjoy-Wolff point of τ .
We know that
Observe that χ(x) will be real (or infinite) if x is real; also observe that we may show that χ is positive for Because r < 0, the left inequality in (3.7) yields r + s < 0. Now multiply both sides of the right inequality of (3.7) by r + s to see that r(1 − s) > r + s, or 0 > s(1 + r), a contradiction. We know that As we pointed out in the proof of Theorem 3.5, the radius of convergence of the series defining f is φ r,s (1), which here equals s. In fact, lim k→∞ (a k ) 1/k = 1/s. Note that f (0) = 0 and that, because a k > 0 for k ≥ 0, f (x) > 0 for 0 < x < s. We will show that f (x) → ∞ as x → s − . It will follow that there is a real number α with 0 < α < s such that f (α) = 1. If we set Λ = 1/α, we have the desired Λ that satisfies (3.2) and exceeds 1/φ r,s (1) = 1/s.
We claim that there is a positive constant c such that for every k ≥ 0,
x s k+1 for 0 < x < s, from which we may conclude
Consider the definition of a k and note that (χ(τ [k] (φ r,s (0)))) is a sequence of positive numbers converging to a positive number. Thus, to establish the inequality (3.8), it suffices to prove (3.9) (k + 1)
for some constant c and all k ≥ 0. A little calculus shows that each factor in the product (3.9) is less than 1 (i.e., ψ is increasing on (0, 1) and ψ(1) = 1/s while 0 < τ [m] (φ r,s (0)) < 1 for every m). Now take the logarithm of the quantity on the left of (3.9):
If we can show that the preceding real-valued function of k is bounded below, then (3.9) will follow and our proof will be complete. The right half-plane version of τ , obtained by conjugating τ with T (z) = (1 + z)/(1 − z), is given by
Let us set b = 2
−r+sr+1−s s(1+r)
. Calculating, just as in the proof of Lemma 3.3, we have
Observe that lim m→∞ (m + 1)(1 − τ [m] (φ r,s (0))) = 2/b, so that there is a constant C > 0 such that
Another quantity we must compute is ψ (1):
Finally, using the analyticity of ψ near 1, we conclude that
where Γ is meromorphic (having two simple poles corresponding to those of ψ) and Γ(z) = O(|z − 1| 2 ) as z → 1. We use the elementary inequality log(x) ≥ (1 − 1/x), 0 < x < 1, to obtain the initial inequality in the next computation and use our series representation for sψ to obtain the second equality.
The second sum S 2 (k) can do no harm: it is a bounded function of k. The denominators of the summands in this second sum converge to 1 and
2 for some constants C and C 1 (by definition of Γ and by (3.12)). We continue with S 1 (k).
We will now show that S 3 (k) can also do no harm: it too is a bounded function of k. We focus on the first factor of the m-th summand of S 3 (k).
Because the denominator of the preceding quantity converges to 1 as m → ∞, we concern ourselves only with bounding the bracketed quantities in the numerator. We have
where we used (3.11) to obtain the first equality. To bound the other bracketed quantity, we use our series representation for sψ:
for some positive constants C and C 1 , by (3.12) and the definition of Γ. Our work with the first factor in each summand of S 3 (k) shows that, for each m ≥ 0, this factor is bounded above by a constant times 1/(m + 1); thus |S 3 (k)| itself is less than or equal to that constant times
Summarizing, we have shown that the logarithm of the left-hand side of (3.9) (which we wish to show is bounded below independently of k) is bounded below by (3.13) log
where S 2 (k) and S 3 (k) are bounded functions of k. Because
1 m+1 ≤ 1+log(k) for k ≥ 1, the quantity (3.13) is bounded below independently of k, as desired.
As we discussed in the Introduction, the preceding result, which shows C φr,s > C φr,s e when −1 < r < 0 and 0 < s < 1, is sharp in the sense that C φr,s = C φr,s e for 0 ≤ r ≤ 1. In the Introduction, we deduced the equality of norm and essential norm for the range 0 ≤ r ≤ 1 from the subnormality of C * φr,s . We remark that it is possible to use Theorem 3.5 to prove C φr,s = C φr,s e when 0 ≤ r ≤ 1: in this situation, one can show that the coefficients of the power series in (1/λ) on the left of (3.2) are all negative, so that (3.2) has no positive solutions.
We now use Theorems 3. We claim that C φα > C φα e for every α > 1. Observe that φ α (1) ≥ 1 when 1 < α ≤ 2, so that, by (2.4), C φα e ≤ 1 for this range of α values. On the other hand, the general estimate (2.2) shows that C φα always exceeds 1. Thus our claim holds when α ≤ 2. For α > 2, the mapping φ α belongs to the Cowen-Kriete family: φ α = φ r,s , where r = −1/(α − 1) and s = 1/(α − 1); thus Theorem 3.7 yields the claim for α > 2.
Because C φα > C φα e , we may calculate the norm of C φα using Theorem 3.5; that is, C φα 2 is the maximum λ satisfying (3.2). We need a formula for the coefficients in (3.2). Lemma 3.8. Suppose that ψ and τ are the auxiliary mappings of (2.7) corresponding to φ α . Then for each k ≥ 0,
Proof. The k = 0 case corresponds to the convention that an empty product should be taken to be 1. The argument for k ≥ 1 is inductive, depending upon the formulas for τ and ψ corresponding to φ α , for which a = 0, b = α − 1, c = −1, and d = α:
As in the proof of Lemma 3.3,
which quickly yields
Substituting z = φ(0) = (α − 1)/α into the preceding formula, we obtain (3.15), as desired.
Theorem 3.9. Suppose that φ α (z) = (α − 1)/(α − z) for some α > 1. Then C φα > C φα e , and C φα 2 is the reciprocal of the unique solution of
Proof. Fix α > 1. We have already proved that C φα > C φα e . Thus, by Theorem 3.5, C φα 2 is the largest λ for which
where χ, ψ, and τ are the usual auxiliary functions associated with φ α . Here χ ≡ 1, so that this equation simplifies to
by Lemma 3.8. Thus (3.16) has a solution, namely 1/ C φ 2 ; its uniqueness follows from the positivity of the coefficients in the power series on the left of (3.16).
Corollary 3.10. Suppose that φ(z)
Proof. If C φ is compact, the result is trivial. If C φ is not compact, then we may assume that φ = φ α for some α > 1 and the result follows immediately from Theorem 3.9.
The next corollary confirms a conjecture of Retsek [17, p. 50 ]. We conclude this section by exhibiting explicit representations for the norms of C φα when α = 2 and α = 3. Suppose α = 2, so that φ 2 (z) = 1/(2−z). By Theorem 3.9, C φ2 2 is the reciprocal of the unique positive solution to ∞ k=0 x k+1 2k+1 = 1. Summing the series and making the substitution x = 1/ C φ2 2 , we obtain
Solving the preceding equation numerically, one finds C φ2 ≈ 1.19968. More interesting is the following.
Proposition 3.12. C φ2 is a transcendental number.
Proof. Suppose that y := C φ2 is algebraic; then has the form γ log(β), where both γ and β are algebraic. Any non-zero number of this form is transcendental by Baker's Theorem [3, Theorem 2.2]. However, we know that 1 2y log y+1 y−1 = 1 and 1 is algebraic. Thus y, the norm of C φ2 , must be transcendental.
We now calculate the norm of the composition operator induced by φ 3 (z) = 2/(3 − z). By Theorem 3.9, the norm is the reciprocal of the the unique positive number x for which ∞ k=0 (2x) k+1 3k+2 = 1. Summing the series, we have
where 
Results for compact C φ
Despite the fact that C φ > C φ e whenever C φ is compact, the methods of the preceding section do not always apply in this situation. The following example illustrates why this is the case. Let
Observe that φ ∞ = 8/13 < 1, so that C φ is compact. The general norm estimate (2.2) shows that C φ 2 ≤ 2. Now let τ and ψ be the auxiliary mappings in (2.7) associated with φ, so that Thus, because λ = C φ 2 ≤ 2, we see that lim j→∞ ψ(τ [j] (φ(0)))/λ cannot be less than 1. On the other hand, for any self-map of U satisfying the hypotheses of Theorem 3.5, the corresponding limit is less than 1, which yields a key part of the proof of Theorem 3.5: lim j→∞ P j = 0. Thus we are unable to represent C φ in terms of an equation like (3.2) of Theorem 3.5. In fact, if ψ, τ , and χ are the usual auxiliary functions for φ(z) = (4z + 4)/(z + 12), then λ := C φ 2 cannot satisfy (3.2); one can show that the coefficients of the power series in (1/λ) on the left of (3.2) are all negative in this case.
Nevertheless, the methods of the preceding section will allow us to calculate the norms of certain compact composition operators, for instance those induced by mappings of the form φ(z) = b/(cz + d), where φ ∞ < 1. We will, in fact, obtain norm information for a larger collection of composition operators, which includes those whose symbols are "scaled-down" members of the sub-family of Cowen-Kriete mappings appearing in Theorem 3.7.
Let φ be a linear-fractional self-map of U with φ ∞ = 1. For every t in (0, 1], we define the map φ t (z) = tφ(z); except for t = 1, each φ t induces a compact composition operator. Let σ t , τ t , ψ t , and χ t denote the usual auxiliary functions for φ t ; let ω t denote the Denjoy-Wolff point of τ t . (If we omit the label t, we mean that t = 1.)
In light of Theorem 3.7, we can prove the following lemma. 
Proof. First of all, consider the points ω t . Since each map τ t takes a real number to a real number, every point ω t must be real; otherwise the attractive property of ω t would force τ t to take some real number to a non-real number. Each ω t is the unique root in the closed unit disk of the quadratic equation
hence the points ω t vary continuously with t. Moreover, since ω 1 = 1, it follows that each ω t is positive; otherwise ω t0 would equal 0 for some t 0 , meaning that t 0 (1 − s)(r − 1) = 0, which is not the case. Now consider the functions ψ t . Observe that ψ t (z) = ψ(tz). We showed in the proof of Theorem 3.7 that the function ψ(x) is positive and continuous on the interval (0, 1]. Hence ψ t (ω t ) = ψ(tω t ) > 0 for all t in (0, 1], and the values ψ t (ω t ) vary continuously with t. Thus we see that
where the first inequality follows from Theorem 3.7 and the second can be deduced from Fatou's lemma. In other words, there is some > 0 such that ψ t (ω t ) < C φt 2 for all t in (1 − , 1]. Whenever 0 < t < 1, the map φ t has the property that φ t ∞ < 1. Therefore Theorem 2 of [15] dictates that the values C φt vary continuously with t ∈ (0, 1).
is a continuous, real-valued function on the interval (0, 1). Suppose, for the sake of argument, that ψ t (ω t ) ≥ C φt 2 for some t; in other words, M (t) ≥ 0. We have already shown that M (t) < 0 for values of t close to 1. Consequently there must be some t 0 in (0, 1) for which M (t 0 ) = 0, or
Since the essential norm of C φt 0 is zero, we may apply (2.5) to obtain a function g ∈ H 2 , vanishing nowhere on U, with the property that C * φt 0
Now apply (2.8) with g = f ; since ω t0 is not a singularity for ψ t0 or χ t0 , we may substitute ω t0 for z. Using the fact that τ t0 (ω t0 ) = ω t0 , we obtain
Dividing both sides of the equation by ψ t0 (ω t0 ) = C φt 0 2 , we see that
Since χ t0 and g are both non-vanishing functions, we arrive at a contradiction. In other words, M (t) is negative for every t in (0, 1], which proves our claim. 
Proof. We have seen that the auxiliary mappings χ and ψ corresponding to φ are positive on the interval (0, 1], so that the same is true of χ t and ψ t since χ t (z) = χ(tz) and ψ t (z) = ψ(tz). We claim that τ t is also positive on (0, 1]. To prove the claim, it suffices to show that τ (x) is positive for 0 < x ≤ 1 since τ t (x) = tτ (tx). We will show that τ is positive on the closed interval [0, 1]. Note that (1.3) . Let t ∈ (0, 1), and let χ t , ψ t , and τ t be the usual auxiliary maps for φ t . Then λ := C φt 2 is the unique positive number satisfying
Proof. Because C φt > C φt e = 0, (2.10) holds with f representing an eigenvector for C * φt C φt associated with the eigenvalue λ (where f does not vanish on U). Just as in the proof of Theorem 3.5, we divide both sides of (2.10) by λ j+1 and take the limit as j → ∞ to see that λ must be a solution of (4.1). (Here Lemma 4.1 is needed.) Lemma 4.2 shows that the series coefficients of (4.1) are positive; thus there is only one positive solution of (4.1), which completes the proof. 
Because φ t (0) = 0, our general norm estimate (2.2) shows that C φt > 1; hence the result of Lemma 4.1 follows immediately. Observe that χ t = χ ≡ 1; we can easily show that the map τ is positive on (0, 1], from which we deduce the result of Lemma 4.2. Therefore Theorem 4.3 is also valid when φ = φ α for some α > 1.
For each positive integer n, let
where ψ t , τ t , and χ t are related to φ t as in Theorem 4.3. For n ≥ 1, let m n be the largest value of λ for which p n (λ) = 1. Because the series coefficients in (4.1), which correspond to the coefficients of p n , are all positive, it is easy to see that the sequence (m n ) must increase with n to C φt 2 . We will use this fact for a sample calculation, after presenting a more explicit version of (4.1) that corresponds to φ of the form φ(z) = b/(cz + d).
We seek to compute the norm of C φ , where φ(z) = b/(cz + d) and φ ∞ < 1 (so that C φ is compact). Note that if b = 0, so that φ(0) = 0, then C φ = 1; thus, for the remainder of the paper, we will consider b to be non-zero. Setting c 1 z) . Let ζ be the point on the unit circle at which φ assumes its maximum modulus, so that ζ = −e i arg(d1)−i arg(c1) , and let η = e i arg(d1) . Because C ζz and C ηz are unitary, the norm of C φ equals the norm of 
