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Domains in non-centrosymmetric materials represent regions of different crystal structure and
spin-orbit coupling. Twin boundaries separating such domains display unusual properties in non-
centrosymmetric superconductors (NCS), where magneto-electric effects influence the local lower
and upper critical magnetic fields. As a model system, we investigate NCS with tetragonal crystal
structure and Rashba spin-orbit coupling (RSOC), and with twin boundaries parallel to their basal
planes. There, we report that there are two types of such twin boundaries which separate domains
of opposite RSOC. In a magnetic field parallel to the basal plane, magneto-electric coupling between
the spin polarization and supercurrents induces an effective magnetic field at these twin boundaries.
We show this leads to unusual effects in such superconductors, and in particular to the modification
of the upper and lower critical fields, in ways that depend on the type of twin boundary, as analyzed
in detail, both analytically and numerically. Experimental implications of these effects are discussed.
I. INTRODUCTION
Spin-orbit coupling is the cause of many extraordinary
properties of materials, such as the anomalous and the
spin Hall effects, topological insulators and superconduc-
tors [1–4]. In the past decade, triggered by the discov-
ery of the heavy Fermion superconductor CePt3Si which
lacks inversion symmetry [5], studies of spin-orbit cou-
pling effects on superconductivity have attracted much
attention [6]. Moreover, in the context of topological
phases local properties of these non-centrosymmetric su-
perconductors (NCS), like the subgap states appearing at
sample edges [4, 7, 8] and domain boundaries [9, 10], have
been discussed. In our study, we address special proper-
ties of NCS with Rashba spin-orbit coupling (RSOC),
which possess twin domains of opposite RSOC. In par-
ticular, we show that certain twin boundaries separat-
ing such domains can influence the superconducting (SC)
properties of type-II superconductors in magnetic fields.
The Rashba-type spin-orbit interaction [11] is inher-
ent to systems lacking certain mirror symmetries. If
z → −z is not a crystal symmetry then RSOC takes
the basic form α(k × zˆ) · S, with momentum k, spin S
and coupling constant α. The NCS CePt3Si [5], and
f - and d-electron NCS with the BaNiSn3-type crystal
structure such as CeTSi3 (T=Rh, Ir) [12, 13], BaPtSi3
[14], and CaMSi3 (M=Pt, Ir) [15, 16] belong to this
class of Rashba-type superconductors. One intriguing
feature of Rashba-type NCS is the magneto-electric ef-
fect, which couples the spin polarization to supercurrents
through spin-orbit coupling [17–23]. A Zeeman field po-
larising electron spins thereby results in a spatial depen-
dence of the phase of the SC order parameter follow-
ing ∆ = ∆0e
iq·r. In this sense, this phase-modulated
SC state is similar to a Fulde-Ferrell-Larkin-Ovchinnikov
state [24, 25] and is known as helical SC phase [22].
The corresponding wave vector q ∼ α(zˆ × µBH) is ori-
ented perpendicularly to both the magnetic field and the
direction of the mirror symmetry-breaking (here the z-
axis) if the electronic structure is nearly isotropic in x-y-
direction. Despite the non-vanishing phase gradient there
are no supercurrents flowing in the bulk of the system due
to gauge invariance [6, 22]. Therefore, the helical phase is
generally difficult to detect. It has been proposed, how-
ever, that for inhomogeneous systems the helical phase
could give rise to observable features. In two-dimensional
NCS, such as the LaAlO3-SrTiO3 SC interface [26, 27],
where, for inplane fields, orbital depairing is suppressed,
inhomogeneities can host magnetic flux patterns point-
ing perpendicular to the SC film and the applied field in
the helical phase [28]. Also, in three-dimensional bulk
materials, inhomogeneities can generate an unusual flux
response to an external field via the helical phase, al-
though in the latter case, vortices and orbital depairing
effects could disturb the observation [22, 29].
In our study, we address superconducting properties
which are typical for certain twin boundaries in Rashba-
type NCS with tetragonal crystal symmetry lacking the
z → −z mirror symmetry, like in CePt3Si and the CeTSi3
family. Twin domains in such materials have RSOC of
opposite signs (in a sense we specify below). We con-
sider here the case of domains which are stacked along
the z-axis, separated by twin boundaries parallel to the
basal plane of the crystal, as shown in Fig. 1(a). For
magnetic fields in the basal plane, the wave vector of
the helical phase has opposite signs in the two twin do-
mains, following the change of signs of the RSOC. The
mismatch of the helical structures at the twin boundaries
leads locally to supercurrents which cannot be screened
completely, unlike in the bulk of the domains, as men-
tioned above. The resulting effective field influences the
behavior of type-II superconductors in the mixed phase,
i.e. between the lower and upper critical magnetic fields,
Hc1 and Hc2, respectively. In particular, this magneto-
electric effect actually affects the lower and upper critical
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FIG. 1: (a) Crystal twin domains (white and gray regions) in-
side a single-crystal sample of a non-centrosymmetric super-
conductor, where the triangles denote the orientations of the
axis of RSOC. The out (resp. in)-type twin boundary (paral-
lel to the basal plane (x-y)) is described as a boundary with a
positive (resp. negative) value of K˜ (or equivalently δN0/N0)
in Eq. (7). An external magnetic field H applied parallel to
the twin boundaries yields local internal fields Bint due to
a mismatch of magneto-electric currents (blue arrows). (b)
Schematic phase diagram of this system. Both upper and
lower critical fields are shifted at the twin boundaries from
their bulk values, suggesting that physicalHc2(T ) andHc1(T )
curves (solid curves) are determined at the out- and in-type
boundaries, respectively.
fields, a phenomenon we address here. It is important to
notice that, for domains stacked along the z-axis, there
are two types of twin boundaries (see Fig.1), which be-
have differently in a magnetic field. As we will find below
the critical fields are shifted in opposite way at these two
types of twin boundaries, in one case, being higher, and
in the other, lower than the bulk value (see Fig.1(b)).
The remainder of this paper is organized as follows.
We first define the minimal model appropriate to even-
tually describe the novel features we report, and rele-
vant to the bulk of a non-centrosymmetric superconduc-
tor with tetragonal symmetry. We then describe the dif-
ferent types of twin boundaries and the modifications
we use to implement the existence of each type of twin-
boundary. In the following section we thoroughly inves-
tigate the upper critical field Hc2. There, we show that
the effect of twin boundaries can be quite striking, and
exhibit the different consequences of “opposite” types of
twin boundaries. We then turn to the case of the lower
critical field, and argue that the twin boundaries may act
as pinning planes for vortices. In both cases, namely Hc1
and Hc2, we show both an analytical and a numerical
analysis. Finally, we conclude and discuss experimental
consequences.
II. MODEL
Superconductivity in twinned materials has drawn
much interest for a long time in part because the SC tran-
sition temperature can be enhanced at twin boundaries
due to soft phonons along the boundary plane or distinct
two-dimensional electronic states [30]. With such a Tc
enhancement, the upper and lower critical fields at twin
boundaries should also locally be higher than the corre-
sponding bulk values. In our study, we ignore the possi-
bility of an enhanced SC critical temperature at the twin
boundary, and assume a spatially uniform Tc. We focus,
rather, on the influence of magneto-electric effects in NCS
in a magnetic field. The only feature of sample twinning
which we take into account is the sign change of the cou-
pling constant α at the twin boundary. Moreover, we re-
strict the discussion to the case of a dominant s-wave SC
channel and, in particular, for simplicity, we ignore odd-
parity components which, on symmetry grounds, could
be admixed [6].
The relevant Ginzburg-Landau (GL) theory can be
derived from the BCS Hamiltonian including RSOC
[21, 22, 28, 29]. The corresponding functional is obtained
as usual as an expansion in the s-wave order parameter
∆,
FGL =
∫
dzdr⊥
[
a(2)|∆|2 + a(4)|∆|4 +K⊥|Π⊥∆|2
+ Kz|Πz∆|2 +Kme(zˆ ×B) · {∆∗Π⊥∆+ c.c.}
+
(∇×A)2
8pi
]
, (1)
where the covariant gradient is defined as Π = −ih¯∇ +
(2e/c)A, where A is the vector potential satisfying ∇×
A = B with B the internal magnetic field, and where
a(2) = N0
(
ln
T
Tc
+ 2γg2µ2BB
2
)
(2)
with Tc the bulk critical temperature, µB the Bohr mag-
neton, g the gyromagnetic ratio, N0 = (N+ + N−)/2
where N± denote the densities of states of the two bands
split by the RSOC (see Appendix), and with γ, K⊥, Kz,
Kme and a
(4) given in the Appendix which also explains
details of our notations. The second term in a(2) (see
Eq. (2)) includes the paramagnetic pair-breaking effect
through the Zeeman field gµBB, and the last gradient
term in Eq. (1) involving Kme(zˆ × B) introduces the
magneto-electric effect which couples the spin polariza-
tion to the supercurrent. This term changes signs under
the mirror inversion z → −z. Thus, we emphasise, it is
only allowed in systems where z → −z is not a symme-
try operation, and is therefore quite specific to NCS. Its
coefficient, Kme, is connected to the RSOC and can be
expressed as
Kme =
δN0
N0
gµB
K⊥
v⊥
δN0
N0
=
N+ −N−
(N+ +N−)/2
∝ α
EF
, (3)
where v⊥ is the in-plane Fermi velocity. Note that the
sign ofKme is directly connected to the sign of the RSOC.
For the following discussion, we introduce three char-
acteristic length scales: the SC coherence length ξ, the
3magnetic length rH , and the London penetration depth
λL, defined as
ξ−2 = |a(2)|/(h¯2K⊥)
r−2H = 2eH/(ch¯)
λ−2L = 32piK⊥|∆0|2e2/c2, (4)
where |∆0|2 = |a(2)|/(2a(4)), the uniform zero-field or-
der parameter from the GL equations. For the in-
plane field configuration, the bulk orbital-limiting and
the paramagnetic-limiting (Pauli-limiting) fields at T = 0
are given by
Horb(T = 0) = γFSΦ0/(2piξ
2
0),
Hp(T = 0) = piTc/(
√
2eγEµBg), (5)
respectively, where γE ≈ 0.577 is Euler’s constant, Φ0 =
ch/(2e) is the magnetic flux quantum, ξ0 = h¯v⊥/(2piTc)
is the in-plane SC coherence length at T = 0, and
γFS =
√
K⊥/Kz parametrizes the anisotropy of the
Fermi surface. The strength of the Pauli-paramagnetic
effect is quantified by the Maki parameter
αM =
√
2Horb(0)/Hp(0). (6)
In the following, for concreteness, we apply the magnetic
field along the y-axis and assume no spatial dependence
along this direction.
We turn now to a system with twin domains of ’up’
(α > 0 or Kme > 0) and ’down’ (α < 0 or Kme < 0)
characters separated by twin boundaries with a geome-
try as shown in Fig. 1. The twin boundaries we consider
are parallel to the x-y-plane. As mentioned in the intro-
duction, we distinguish two types of twin boundaries, the
‘top-up bottom-down’ (out-type) and ‘top-down bottom-
up’ (in-type) twin boundaries. It will become clear below
that the two behave differently in a magnetic field par-
allel to the twin boundary plane. Within our GL model,
only the sign of Kme distinguishes the twin domains, as
is reflected by Kme ∝ α (see Eq. (3)). In practice, we
implement the existence of twin boundaries by a sharp
sign change of a space-dependent coefficient Kme(z):
Kme(z) = K˜ sgn(z). (7)
Because the change in the RSOC coefficient α at the
twin boundary happens on atomic length scales, the spa-
tial variation of Kme occurs on a much shorter length
scale than the coherence length of the superconductor, so
that the infinitely-abrupt change in Kme implemented in
Eq. (7) should therefore be qualitatively valid. Moreover,
the existence of a sign change in Kme in Eq. (7) can be
understood from the viewpoint of symmetry. If we take
the twin boundary plane as a mirror reflection plane, the
twin domain system is invariant under the corresponding
mirror operation. Correspondingly, the magneto-electric
term involving Kme(z)(zˆ ×B) with the space dependent
Kme described by Eq. (7) does not change signs under
this symmetry operation, leaving the free energy Eq. (1)
invariant.
Throughout this paper, positive and negative values
of Kme will be assigned to crystal domains of ‘up’ and
‘down’ characters, respectively. Therefore, the out (resp.
in)-type twin boundary in Fig. 1(a) is described by pos-
itive (resp. negative) values of K˜ in Eq. (7).
III. THE UPPER CRITICAL FIELD
First we address the nucleation of superconductivity in
high magnetic fields, in the presence of twin boundaries
parallel to the basal plane. This can be discussed using
the linearized GL equations with an unscreened external
fieldH = B parallel to the twin boundary: the derivation
of the instability condition of the normal state, which
yields the upper critical field Hc2 necessitates no more.
Therefore we need only consider the terms quadratic in
∆ in Eq. (1). This quadratic form will be denoted F (2)GL
in what follows.
We choose the gauge such that the vector potential is
A = zHxˆ for a field along the y-direction, and we impose
periodic boundary conditions along the x-direction. This
allows us to represent the order parameter as
∆(r) =
∑
n
Cn(z) e
i 2pin
Lx
x (8)
with Lx the linear extension of the system in the x-
direction. First we tackle the problem variationally to
obtain insight into the role of the twin boundary on Hc2.
The validity of the variational approach will be confirmed
later by the comparison to a numerical solution of the lin-
earized GL equation.
A. Variational approximation
The standard way to determine the upper critical field
is equivalent to finding and solving the ground state of
the Schro¨dinger equation for a one-dimensional harmonic
oscillator introduced by the vector potential A(z). For
our gauge choice, this harmonic potential confines the
order parameter along the z-axis with its center at the
twin boundary. However, here, the potential is modified
through the additional Kme(z) term in F (2)GL which effec-
tively introduces a small shift of the center in opposite
directions on either side of the twin boundary. Still, at
large distances away from the twin boundary the poten-
tial looks essentially harmonic and the following varia-
tional ansatz for the order parameter is therefore justi-
fied,
Cn(z) = Cn
1√
ln
√
pi
e−z
2/2l2
n , (9)
where the length scales ln are variational parameters
which will be determined so as to minimize the free en-
4ergy, F (2)GL. Inserting Eq. (9) into F (2)GL, we obtain
F (2)GL =
∑
n
|Cn|2
ln
√
pi
∫ ∞
−∞
dz e−z
2/l2
n
[
a(2)
+
Kzh¯
2
l4n
z2 +K⊥Pn(z)
2 − 2 K˜sgn(z)Pn(z)H
]
(10)
with
Pn(z) =
2pinh¯
Lx
+
2eH
c
z. (11)
In the absence of the twin boundary, Kme(z) is just a
constant Kme(z) = K˜. Then, as we will see in Eq. (16),
the last term in Eq. (10) only yields an overall shift of
the center of the harmonic potential and therefore has
no effect on the orbital depairing field. (We will also find
–see the right-hand side of Eq. (16)– that the paramag-
netic depairing is suppressed by K˜ [22].) With the twin
boundary, however, we encounter a real deformation of
the potential. We can evaluate the integral Eq. (10) an-
alytically,
F (2)GL =
∑
n
|Cn|2
[
a(2) +K⊥h¯
2
(2pin
Lx
)2
+
K⊥
2
(2eH
c
)2
l2n
+
Kzh¯
2
2
1
l2n
− 2√
pi
2eH
c
K˜Hln
]
. (12)
The different Fourier components Cn remain decoupled
and we see immediately that only n = 0 minimizes the
variational free energy, resulting in
F (2)GL
|C0|2 = a
(2) +
γFSKzh¯
2
r2H
fl˜0
fl˜0 =
1
2
[
l˜0
2
+
1
l˜0
2 −
2√
pi
2K˜HrH√
γFSK⊥Kzh¯
2
l˜0
]
, (13)
where l˜0 = l0γ
1/2
FS /rH . For fixed values of the field H , we
minimize fl˜0 with respect to l˜0, and then, the SC transi-
tion point (the highest transition temperature) is deter-
mined by the condition a(2) + (γFSKzh¯
2/r2H)fl˜0,min = 0,
i.e.,
ln
T
Tc
= −γT 2c
[
fl˜0,min
2pi2H
Horb(0)
+
( piαM√
2eγE
H
Horb(0)
)2]
,
(14)
where fl˜0,min is the minimum value of the function fl˜0 .
The contribution of the magneto-electric effect is incor-
porated in
2K˜HrH√
γFSK⊥Kzh¯
2
=
1
2eγE
δN0
N0
αM
√
H
Horb(0)
. (15)
Now we address the two types of twin boundaries, dis-
tinguished here by the sign of K˜, corresponding to the
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FIG. 2: (color online) The SC instability in the bulk (green
dotted curves) and at the twin boundaries with δN0/N0 = 0.4
(red solid lines) and δN0/N0 = −0.4 (blue dashed lines) for
Maki parameter αM = 3. (a) Temperature dependence of the
upper critical fieldHc2(T ) and (b) the corresponding behavior
of the effective magnetic length l˜0, which, as depicted in (c),
measures the extent of the SC pairing function along the z
axis centered at the twin boundary. This length scale l˜0 is
normalized by its bulk value.
out (K˜ > 0)- or in-type (K˜ < 0) twin boundary as shown
in Fig.1. Figure 2 (a) displays Hc2(T ) curves for the nu-
cleation of the superconducting order parameter at the
twin boundary with a moderate paramagnetic effect. For
positive values of K˜ (out-type), the upper critical field
at the twin boundary is enhanced compared to the bulk
value, while for negative values of K˜ (in-type), it is lower
than the bulk Hc2. In the latter case, superconductiv-
ity would surely appear first in the bulk and would be
rather suppressed at the twin boundary. To understand
whyHc2(T ) is enhanced or suppressed at the twin bound-
aries, we examine the effective magnetic length l0.
Fig. 2 (b) shows the temperature dependence of l˜0 (for
which the free energy is minimized), which measures the
extent of the order parameter along the z-axis. For pos-
itive K˜, the effective magnetic length l0 = l˜0γ
1/2
FS rH is
larger than the corresponding bulk value, so that ∆(z)
is more extended. This can be interpreted in terms of
an effective magnetic field Heff at the twin boundary,
lower than the applied field: Heff = H/l˜
2
0. In contrast,
for negative K˜, the effective field is enhanced at the twin
boundary, suppressing the nucleation of SC there. This is
consistent with the picture that the mismatch of the heli-
cal modulations in the two adjacent domains is compen-
sated by an internal field which is added to or subtracted
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FIG. 3: Temperature dependence of the upper critical field
Hc2(T ) and the effective magnetic length l˜0 (inset) for large
Maki parameter αM = 8, with the same notations as in Fig.2.
from the external field. Note that this magneto-electric
effect depends on the Zeeman coupling and the stronger
the paramagnetic limiting effect, the more pronounced
it is. In Fig. 3 we show Hc2(T ) curves for a stronger
paramagnetic effect, i.e. with a larger Maki parameter
αM . There, besides the relative enhancement of the shift
of the local Hc2, we also observe that the temperature
dependence is different from the basically linear increase
below Tc in Fig.2. The rather strongly bent curve of Hc2
seen here originates from the dominant paramagnetic-
limiting compared to the orbital-limiting regime [31–33].
B. Numerical solution of the GL equation
Now we turn to the numerical evaluation of the lin-
earized GL equations, which allows us to assess the va-
lidity of our variational approach. We determine Cn(z)
from the differential equation obtained by variationally
differentiating F (2)GL with respect to the order parameter,[
∂2z˜ −
(
z˜ +
K˜sgn(z˜)HrH√
γFSK⊥Kzh¯
2
− 2pin
Lx
rHγ
1/2
FS
)2]
Cn(z˜)
=
r2H
γFS
( a(2)
Kzh¯
2 −
K˜2H2
K⊥Kzh¯
2
)
Cn(z˜) (16)
with z˜ = zγ
1/2
FS /rH a dimensionless coordinate. Because
the solution of interest is symmetric under z → −z, we
choose n = 0. This eigenvalue equation is most-efficiently
solved by expanding C0(z˜) in the basis of wave functions
of the harmonic oscillator
C0(z˜) =
∑
m
um ϕm(z˜),
ϕm(z˜) =
e−z˜
2/2√
2mm!
√
pi
Hm(z˜), (17)
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FIG. 4: Comparison between the result obtained by the vari-
ational method fl˜0,min (dashed curves) and the correspond-
ing numerical result λmin (circles) for δN0/N0 = 0.4 (a) and
δN0/N0 = −0.4 (b). The same Maki parameter as Fig. 3,
αM = 8, is used.
where Hm(z˜) are the Hermite polynomials. Since ϕm(z˜)
satisfies the eigenvalue equation(
∂2z˜ − z˜2
)
ϕm(z˜) = −(2m+ 1)ϕm(z˜), (18)
the GL equation can be rewritten as,
∑
m
Mlmum = − r
2
Ha
(2)
γFSKzh¯
2ul,
Mlm = (2m+ 1) δl,m − 2K˜HrH√
γFSK⊥Kzh¯
2
Vlm,
Vlm = [1 + (−1)l+m]
∫ ∞
0
dz˜ z˜ϕl(z˜)ϕm(z˜), (19)
where the relation Hm(−z˜) = (−1)mHm(z˜) has been
used. Note that Vlm is symmetric, Vlm = Vml. The
problem is reduced to finding the eigenvalues of the ma-
trix Mlm. The superconducting instability follows from
the equation −(r2Ha(2))/(γFSKzh¯2) = λmin, such that
ln
T
Tc
= −γT 2c
[
λmin
2pi2H
Horb(0)
+
( piαM√
2eγE
H
Horb(0)
)2]
,
(20)
where λmin is the minimal eigenvalue of Mlm. At this
point, we notice that λmin in Eq. (20) corresponds to
fl˜0,min in Eq. (14), so that the validity of the variational
approach can be checked by comparing λmin and fl˜0,min.
As one can see in Fig.4, the two values λmin and fl˜0,min
coincide well at all temperatures, suggesting that our
variational approach is a good approximation and also
validating the interpretation.
IV. THE LOWER CRITICAL FIELD
In this section we address the effect of twin bound-
aries on the lower critical field. For this purpose we in-
vestigate the line energy of a single vortex on the twin
6boundary. Contrary to the previous section, we consider
first the numerical solution, and then turn to a varia-
tional discussion in the London limit to give some in-
sight into the mechanism. In order to simplify the dis-
cussion, and because we expect the results to not be
qualitatively affected by this restriction, we assume an
isotropic situation by setting Kz = K⊥. This allows us
to formulate the problem simply in cylindrical coordi-
nates (x, y, z) = (r cos θ, y,−r sin θ) with the magnetic
field pointing, again, along the y-axis.
A. Magnetic flux distribution and Hc1(T )
For the following discussion it will be convenient to
express the order parameter and the vector potential in
their Fourier expansion with respect to θ,
∆(x, z) = |∆0|
∑
n
cn(r)e
inθ ,
Aθ(r, θ) =
ch¯
2eξ
∑
m
am(r)e
imθ. (21)
Here, Aθ(r, θ) is related to the vector potential in
the Cartesian coordinate system through the equation
Ax(x, z)xˆ + Az(x, z)zˆ = Aθ(r, θ)θˆ, and both cn(r) and
an(r) are assumed to take real values only. By substi-
tuting these expressions into FGL, Eq. (1), and carrying
out the integral with respect to θ, we obtain the GL free
energy density per unit length in the y direction, defined
through,
FGL = 2pi|∆0|2K⊥h¯2
∫ ∞
0
r˜dr˜fGL, (22)
with
fGL =
∑
n
(
− c2n + [∂r˜cn]2 +
n2
r˜2
c2n
)
+
1
2
∑
n1,n2,n3,n4
cn1cn2cn3cn4δn1+n2,n3+n4
+
∑
n,n′,m
cncn′am
(2n
r˜
δn,n′+m +
∑
m′
am′δn+m,n′+m′
)
+
cK˜
4eK⊥ξ
∑
n,n′,m′
(1
r˜
∂r˜
[
r˜am′
])(
D
(1)
n,n′,m′cn′(∂r˜cn)
−D(2)n,n′,m′
n+ n′
2r˜
cn′cn −
∑
m
D
(3)
n,n′,m,m′cncn′am
)
+
λ2L
ξ2
∑
m
(1
r˜
∂r˜[r˜am]
)(1
r˜
∂r˜[r˜a−m]
)
. (23)
Here, r˜ = r/ξ and
D
(1)
n,n′,m′ = i
[
d
(+)
n+m′−n′ − d(+)n′+m′−n
]
,
D
(2)
n,n′,m′ = i
[
d
(−)
n+m′−n′ + d
(−)
n′+m′−n
]
,
D
(3)
n,n′,m,m′ = i
[
d
(−)
n+m+m′−n′ + d
(−)
n−m+m′−n′
]
,
with
d(±)n =
∫ 2pi
0
dθ
K˜(z)
2piK˜
(ei(n+1)θ ± ei(n−1)θ)
(24)
=


δn,−1 ± δn,1 bulk
2
ipi
[ 1
n+ 1
± 1
n− 1
]
δn,even twin boundary,
(25)
where the upper (resp. lower) case is for a vortex far from
(resp. right on) the twin boundary. The magnetic field is
given by
B(r, θ) =
1
r
∂r
[
rAθ(r, θ)
]
=
ch¯
2eξ
1
r
∂r
[
r
∑
m
am(r)e
imθ
]
,
(26)
and am(r) = a−m(r) holds. Note that, therefore, in the
bulk without twin boundaries, the magneto-electric term
proportional to K˜ vanishes and does not affect the line
energy of the vortex.
Now, since a single vortex with its singularity at r = 0
contains the total flux Φ0, we have the limiting condi-
tions, for one vortex centered at r = 0,
∆(r, θ) = |∆0|eiθ (27)
for r →∞ and ∆(r = 0, θ) = 0 as well as,
Φ0 =
∫ 2pi
0
dθ
∫ ∞
0
rdrB(r, θ)
= 2pi
ch¯
2eξ
[
lim
r→∞
ra0(r)− lim
r→0
ra0(r)
]
. (28)
Note that, because the magnetic field vanishes far from
the vortex core (B(r, θ) → 0 for r → ∞), the magneto-
electric term proportional to B(r, θ) is not active at large
distances from the vortex center, and thus, there, the
condition for a usual single vortex ∆(r, θ) = |∆0|eiθ,
Eq. (27), can be used even in the case with the twin
boundary. Now, the above constraints lead to the bound-
ary conditions on cn(r) and am(r),
cn(r˜) = δn,1
r˜am(r˜) = −δm,0
}
for r˜ →∞,
cn(r˜) = 0
r˜a0(r˜) = −2
∂r˜
[
r˜am 6=0(r˜)
]
= 0

 for r˜→ 0. (29)
The single vortex energy per unit length along the vor-
tex axis is given by
ev = 2pi
∫ ∞
0
rdr
[ |∆0|2K⊥h¯2
ξ2
fGL −
(
− |a
(2)|2
4a(4)
)]
, (30)
and leads to the lower critical field,
Hc1(T )
Horb(0)
=
4pi
Φ0
ev
/ Φ0
2piξ20
=
(ξ0
ξ
)2( ξ
λL
)2 1
2
∫ ∞
0
r˜dr˜
(
fGL +
1
2
)
.(31)
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FIG. 5: Radial dependences of cn(r) (a) and ram(r) (b) for
the twin boundaries with δN0/N0 = 0.4 (red solid curves) and
δN0/N0 = −0.4 (blue dashed ones) at T/Tc = 0.85, where the
parameters αM = 8 and λL/ξ = 10 are used. Without twin
boundaries, only c1 and a0 are nonvanishing with almost the
same spatial dependences as displayed here. All the compo-
nents except c1 and a0 are multiplied by 30.
Here, the Zeeman term in a(2) has been dropped because
it is negligibly small at low fields, near Hc1, for any rea-
sonable value of the Maki parameter.
By numerically solving the GL equations δFGL/δck =
0 and δFGL/δak = 0 under the constraints of Eq. (29),
we investigate the spatial structure of ck(r˜) and ak(r˜).
As a typical example, in Fig.5 we plot spatial profiles of
ck(r˜) and ak(r˜) for the large Maki parameter αM = 8.
One can see that, in contrast to the bulk case, where only
c1 and a0 are nonvanishing, additional components c1±2
and a±2 appear near the vortex center induced by the
twin boundary. Since a±2 involves the phase factor e
±i2θ,
finite values of these components suggest the occurrence
of a deformation of the magnetic flux distribution on the
twin boundary. Also note that the sign of a±2 depends
on the sign of K˜.
Figure 6 (a) shows the Hc1(T ) curves at the two twin
boundaries and in the bulk. The effect of the twin bound-
ary on the temperature dependence of Hc1 is qualita-
tively the same as that for Hc2: the lower critical field
is enhanced (suppressed) for positive (negative) values
of K˜. The K˜-dependent behavior of Hc1 is natural be-
cause, as we have discussed in the previous section, pos-
itive K˜ yields a counter vortex field, while negative K˜
effectively strengthens the magnetic field stabilizing the
vortex. This effect of the twin boundary can be also
seen in the magnetic flux distribution. We introduce two
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FIG. 6: The single-vortex instability in the bulk (green dot-
ted curves) and at the twin boundaries with δN0/N0 = 0.4
(red solid lines) and δN0/N0 = −0.4 (blue dashed lines) for
αM = 8. (a) Temperature dependence of the lower critical
field Hc1(T ) and (b) the corresponding behavior of the spa-
tial extent of the magnetic flux along the x-axis Wx (upper
panel) and along the z-axis Wz (lower panel). The magnetic
flux distribution of a single-vortex with its core located at the
twin boundary is sketched in (c). The inset of (a) shows the
ratio of Hc1(T ) at the twin boundary to its bulk value.
length scales measuring the extension of the flux distri-
bution in the x- and z-directions, Wx and Wz , which are
defined by
Wi =
∫ ∞
0
drrB(r, θi)
/∫ ∞
0
drB(r, θi) (32)
with θx = 0 and θz = pi/2.
Figure 6 (b) shows the temperature dependence of
Wx and Wz normalized by the bulk value W0. In the
bulk, Wx =Wz is satisfied because we assumed isotropy.
For positive K˜, the magnetic flux is extended in the x-
direction and squeezed in the z-direction, leaving the
total flux to be Φ0. This anisotropy is caused by the
magnetic field induced through the magneto-electric cou-
pling. For positive K˜ the effective field on the twin
boundary is smaller than the bare field of the vortex, so
that the stability of superconductivity against the bare
field is higher on the twin boundary than away from it.
Thus, the magnetic flux extends along the twin boundary
(x-direction) to lower the energy. Conversely, for nega-
tive K˜ the induced field is opposite, leading to a flux
8distribution compressed along the x-direction.
B. Extended London model
We will now focus on the line energy of a vortex
on a twin boundary using an extended London theory
incorporating the magneto-electric coupling. For this
purpose we fix the shape of the vortex in the London
limit as ∆(x, z) = θ(r − ξ)|∆0|eiφ(x,z) with the radius
r =
√
x2 + z2 and the step function θ(r) taking care of
the fact that the vortex core extends over a coherence
length ξ, and φ a smooth real function of space coordi-
nates. In this limit, the magnetic field B, the SC current
j, and the vortex-line energy ev0 for an ordinary s-wave
superconductor are given by
B(x, z) = yˆ
Φ0
2piλ2L
K0
( r
λL
)
,
j = −4eK⊥|∆0|2
(
h¯∇φ+ 2e
c
A
)
=
c
4pi
(∇×B),
ev0 ≃
( Φ0
4piλL
)2
ln
(λL
ξ
)
, (33)
where K0(x) is a modified Bessel function [34]. Using
the expression of Eq. (33), we evaluate variationally the
change of the vortex-line energy δev due to the magneto-
electric coupling by simply adding the integral ofKme(zˆ×
B) · j in Eq. (1), which leads to
δev = − 1
2eK⊥
∫
dxdz Kme(z)B(x, z) jx(x, z)
(34)
=


0 bulk
picK˜
4eK⊥ξ
ξ
λL
(
Φ0
4piλL
)2
twin boundary.
.(35)
The total vortex energy in the presence of the twin
boundaries, ev = ev0 + δev, is then
ev
ev0
≃ 1 +Rv δN0
N0
αM
√
1− T/Tc(
λL/ξ
)
ln
(
λL/ξ
) , (36)
where Rv = pi [e
γE2
√
14ζ(3)]−1 = 0.215. Equation
(36) shows good agreement with the numerical result
shown in the inset of Fig.6 (a), with the
√
|T − Tc| de-
pendence, as well as with the rather small difference
δev ∝ H(twin)c1 − H(bulk)c1 . The shift of Hc1(T ) due to
the twin boundaries increases with increasing RSOC,
i.e. with increasing δN0/N0 ∝ α, and with increasing
Pauli-paramagnetic effect quantified by the Maki param-
eter αM , but is diminishes with increasing GL parameter
κ = λL/ξ.
We may also view δev as the potential energy of a vor-
tex, which is zero in the bulk, but varies smoothly as the
twin boundary is approached. This potential is repul-
sive for positive K˜ and attractive for negative K˜. In the
latter case vortices can more easily penetrate the sample
along the twin boundary than into the bulk. Thus, vor-
tices should line up on this type of twin boundary. Con-
versely, when K˜ is positive, vortices avoid twin bound-
aries, which are then (weak) barriers for the crossing of
vortices. Quantitatively, however, this local shift of the
lower critical field is much weaker than that of the up-
per critical field and is most likely not of experimental
relevance.
V. CONCLUSION
We have examined the influence of magneto-electric
effects on the upper and lower critical fields in a non-
centrosymmetric superconductor with twin boundaries.
Considering the case of tetragonal crystal symmetry with
Rashba spin-orbit coupling, appropriate for example for
twin boundaries in CePt3Si, we found that two types of
twin boundaries parallel to the basal plane exist, which
separate domains of opposite RSOC. Magneto-electric ef-
fects which are irrelevant for the behavior in the bulk,
enhance or reduce the upper and lower critical fields at
the twin boundaries depending on the type of the latter.
Although our analysis is based on a Ginzburg-Landau
formulation for an s-wave order parameter and ignores
the admixture of an odd-parity pairing component, the
results obtained should be qualitatively valid beyond the
temperature range where the GL theory presented here
is valid.
We found that the effect on the lower critical field
is most likely too small to be observed, but the fact
that for one type of twin boundary the upper critical
field is enhanced could indeed be of experimental rele-
vance. Since the volume fraction of the crystal that is
actually influenced by the twin boundaries is generally
small, experimental probes quite sensitive to supercon-
ductivity such as magnetic torque and AC susceptibil-
ity should provide the best tools to detect the enhanced
Hc2 at the twin boundary. As we have seen, some twin
boundaries suppress Hc2 and Hc1 and, thus, may act
as pinning planes for vortices in the mixed phase. Any
non-centrosymmetric material, as discussed in our model,
should display alternating in- and out-type twin bound-
aries, such that both kinds of observable features, i.e., the
enhanced Hc2 (out-type), as well as the vortex pinning
(in-type) due to a reduced Hc2, could be potentially seen
in such a single sample. Together with the observation
of these features, detecting crystal domains directly with
a real space imaging method would also provide impor-
tant information to investigate further novel effects due
to twin boundaries, as addressed here.
Finally, we would like to note that one may create a
twin-boundary-like structure by contacting two crystals
of opposite RSOC to one another along the z-axis, form-
ing a planar Josephson junction. In that case also, two
types of Josephson junctions exist, and, in particular, the
Josephson vortices do display distinct features [35].
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VI. APPENDIX
A. GL coefficients in Eq. (1)
The GL coefficients in Eq. (1) have been derived else-
where [21, 22, 28, 29] and are given by
a(4) = N0γ,
K⊥ = N0γ〈v2x,y〉, Kz = N0γ〈v2z〉,
Kme = δN0 gµB γ v⊥/2,
γ =
7ζ(3)
16(pikBTc)2
,
N0 = (N+ +N−)/2, δN0 = N+ −N−, (37)
where N± denote the density of states of the two bands
split by the RSOC, vi denotes the Fermi velocity in the
i direction, 〈A〉 represents the angle average of A on the
Fermi surface, and v⊥ =
√
〈v2x + v2y〉. In deriving Eq. (1),
we restrict ourselves to |α|/EF ≪ 1 and gµBH/|α| ≪ 1.
B. GL equations for Eq. (22)
The saddle point equations with respect to ck and ak,
δFGL/δck = 0 and δFGL/δak = 0, yield the GL equations
(
∂2r˜ +
1
r˜
∂r˜ − k
2
r˜2
)
ck = −ck +
∑
n1,n2,n3
cn1cn2cn3δn1+n2,n3+k +
∑
n,m,m′
cnamam′δn+m,k+m′ +
∑
n
cn
r˜
(
nan−k + kak−n
)
+
cK˜
8eK⊥ξ
∑
n,m′
[
− 1
r˜
D
(1)
k,n,m′ cn∂
2
r˜
[
r˜am′
]
+
1
r˜
∂r˜
[
r˜am′
]([
D
(1)
n,k,m′ −D(1)k,n,m′
]
(∂r˜cn)
−[D(2)n,k,m′ +D(2)k,n,m′]n+ k2r˜ cn −
∑
m
[
D
(3)
n,k,m,m′ +D
(3)
k,n,m,m′
]
cnam
)]
(38)
and
λ2L
ξ2
(
∂2r˜ +
1
r˜
∂r˜ − 1
r˜2
)
a−k =
∑
n,n′,m
cncn′amδn+k,n′+m +
∑
n
n+ k
r˜
cncn+k − cK˜
8eK⊥ξ
∑
n,n′
[∑
m
D
(3)
n,n′,k,mcncn′
1
r˜
∂r˜
[
r˜am
]
+∂r˜
(
D
(1)
n,n′,kcn′(∂r˜cn)−D(2)n,n′,k
n+ n′
2r˜
cncn′ −
∑
m
D
(3)
n,n′,m,kcncn′am
)]
, (39)
respectively.
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