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Abstract
Modeling complex gene interacting systems as Boolean networks lead to
a significant simplification of computational investigation. This can be
achieved by discretization of the expression level to ON or OFF states and
classifying the interactions to inhibitory and activating. In this respect,
Boolean functions are responsible for the evolution of the binary elements of
the Boolean networks. In this thesis, we investigate the mostly used Boolean
functions in modeling gene regulatory networks. Moreover, we introduce
a new type of function with strong inhibitory namely the veto function.
Our computational and analytic studies on the verity of the networks capa-
ble of constructing the same State Transition Graph lead to define a new
concept namely the “degeneracy” of Boolean functions. We further derive
analytically the sensitivity of the Boolean functions to perturbations. It
turns out that the veto function forms the most robust dynamics. Further-
more, we verify the applicability of veto function to model the yeast cell
cycle networks. In particular, we show that in an intracellular signal trans-
duction network [Helikar et al, PNAS (2008)], the functions with veto are
over-represented by a factor exceeding the over-representation of threshold
functions and canalyzing functions in the same system. The statistics of
the connections of the functional networks are studied in detail. Finally,
we look at a different scale of biological phenomena using a binary model.
We propose a simple correlation-based model to describe the pattern forma-
tion of Fly eye. Specifically, we model two different procedures of Fly eye
formation, and provide a generic approach for Fly eye simulation.
Kurzzusammenfassung
Boolesche Netzwerke, mit ihrer Diskretisierung der Expressionsniveaux auf
die Werte AN und AUS und Klassifizierung der Kopplungen als hemmend
und aktivierend, erreichen eine signifikante Vereinfachung von Berechnun-
gen zur Untersuchung der Daten aus komplexen Systemen interagierender
Gene. Boolesche Funktionen sind verantwortlich für die Entwicklung Dy-
namik der Schaltelemente der Booleschen Netzwerke. In dieser Arbeit wer-
den die in der Modellierung am häufigsten verwendeten Booleschen Funktio-
nen analysiert. Sogenannte Veto-Funktionen mit starker Inhibition werden
eingeführt. Analytische Betrachtungen zur Realitätsnähe der Netzwerke, die
ein ein gegebenes dynamisches Muster erzeugen können — sogenannte funk-
tionale Netzwerke — führen zur Definition des neuen Konzepts der Entar-
tung Boolescher Funktionen. Im folgenden Schritt der Analyse wird die Sen-
sitivität der Booleschen Funktionen gegenüber Störungen hergeleitet. Veto-
Funktionen werden als die robustesten Funktionen identifiziert. Weiterhin
verifizieren wir die Einsetzbarkeit der Veto-Funktionen bei der Modellierung
des Zellzyklusnetzwerkes von Hefe. Für ein Netzwerk der intrazellulären
Signaltransduktion [Helikar et al, PNAS (2008)] zeigen wir insbesondere,
dass Funktionen mit Veto überrepräsentiert sind. Der Faktor dieser Über-
repräsentierung übersteigt den von Schewellenfunktionen und von kanal-
isierenden Funktionen in demselben System. Die Statistik der Kopplungen
der funktionalen Netzwerken wird im Detail analysiert. Schlussendlich be-
nutzen wir ein binäres Modell, um ein biologisches Phänomen auf einer an-
deren Skala zu betrachten. Wir schlagen ein einfaches Korrelations-basiertes
Model vor zum Verständnis der Musterbildung in Augen von Insekten. Zwei
unterschiedliche Abläufe der Bildung von Fliegenaugen werden modelliert.
Schlußendlich wird ein generischer Ansatz zur Simulation von Fliegenaugen
erstellt.
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1Introduction
“... If our small minds, for some
convenience, divide this universe
into parts; physics, biology,
geology, astronomy, psychology,
and so on, remember that nature
does not know it!”
Richard Feynman
Functioning of biological systems is based on correlated fluctuations of genes expres-
sion which are regulated through signaling each other. The signaling and control in all
living systems, ranging from the unicellular bacteria to large multicellular organisms,
are consequences of chemical interactions [12]. The biological measurements which are
rapidly increasing need to be analyzed by appropriate models. This leads to elucidating
common principles of such systems and generating predictions testable by further exper-
iments. Computer as a powerful tool to measure, classify, analyze and in brief, compile
the massive data extracted from different fields facilitates the investigation of such vast
measured data. This precious facility plays a significant role in studying systems biol-
ogy. The qualitative data have to be processed and translated into computable entities.
The mathematical models and approaches act as bridges between the experimentally
observed data and logical input codes of computer. There exist a diverse number of
modeling approaches ranging from the chemical master equation or stochastic simula-
1
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Figure 1.1: An example of a Boolean network derived from a system of three genes [1].
tion of reactions for a few types of molecules to purely qualitative wiring diagrams that
summarize the existing interactions [13].
A particularly successful approach of simplification for control networks of up to
hundreds of nodes is the so called Boolean network. These kinds of models discretize
the chemical signals into inhibiting and activating and reduce the concentration levels
to “all or nothing”, evolving in discrete time [14, 15]. Boolean networks are formally
equivalent to circuits of digital electronics with logical gates. A Boolean network models
time evolution of interacting binary elements by assigning a(a set of) Boolean function(s)
to each of them. An example of modeling a system of three genes to a Boolean network
is shown in Fig. 1.1.
For more and more control systems, the essential time course and response to pertur-
bations are accurately reproduced by a dedicated Boolean network [2, 16, 17, 18]. Such
system-specific Boolean models are obtained from known interactions in the literature
[11], by discretizing existing models of differential equations [19] or by direct inference
from high-throughput experimental data [20, 21].
Long before the data-driven definition and refinement of system-specific networks
however, statistical ensembles of Boolean networks were studied, seeking generic prop-
2
erties of these discrete dynamical systems [14, 22]. There the Boolean functions are
assigned to the nodes randomly over the set of all functions with a given number of
inputs. When the average number of interactions increases, such random Boolean net-
works display a transition from ordered behaviour dominated by fixed points to “chaotic”
dynamics with transients and periodic attractors of length exponential in the system
size [3].
Random Boolean networks may now serve as null models in comparison to system-
specific models. One way of refinement of these null models is by restricting the set
of Boolean functions to realistic ones. Though the repertoire of combinatorial bio-
chemical interactions, e.g. between transcription factors and binding sites [23], enables
construction of complicated logical functions, relatively simple truth tables abound in
real systems. One class of naturally occurring input-output relations are canalyzing
[24]: a certain truth value at one argument fully determines the output of the Boolean
function. Using nested canalyzing functions, where the residual function after removal
of one canalyzing input is again canalyzing, the dynamics of the Boolean networks is
ensured to be non-chaotic [25].
Beyond making null models more realistic, the usage of a specifically restricted set
of Boolean functions also offers advantages in the numerical treatment of Boolean dy-
namics and in particular, the evolution of the networks [26]. Such simulation scenarios
frequently use threshold functions [27], whose output is active only if a weighted sum of
the inputs exceeds a certain value. Similar to ±J-spin glasses [28] but keeping couplings
asymmetric in general, these threshold functions employ binary weights taking values
+1 (activation), -1 (inhibition), and the entry 0 represents absence of a coupling in the
interaction matrix. Threshold functions are widely applied in modeling of gene regula-
tory networks, specifically the yeast cell cycle. However, they are not the only practical
choice of Boolean functions where inputs are assigned binary labels in this manner.
This thesis
In this thesis, we investigate a class of functions with strong inhibition which we call veto
functions. As is the case with threshold functions, inputs have binary labels, activating
or inhibiting. However, the output is shut off by a single inhibitory signal regardless
of other inputs. The veto power of inhibitors disturbs the linear contribution of inputs
in the threshold function. Modeling many biological interacting systems in which the
3
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effect of different biochemical signals on a biological element is not shared equally, can
benefit from this feature. All the above is described in chapter 2.
The Boolean approach makes many investigations practically tractable by compu-
tation; however, computations that require exhaustive enumeration of all states are still
prohibitive for more than, say, 30 nodes. Another computationally demanding task is
system identification, i.e. inferring the network from observation of the dynamics. As a
first step in studying Boolean networks with different Boolean functions, we investigate
the verity of the Boolean networks that produce one dynamical pathway. A Boolean
function maps the interacting binary configuration (a Boolean network) to a sequence of
binary state vectors (the dynamical pattern of the nodes). Since the dynamics is deter-
ministic, it is not difficult to show that the dynamical pattern of a synchronous Boolean
network, where the nodes update simultaneously, is unique. However, the non-trivial
question is whether the uniqueness also holds true for the inverse mapping? That is,
given a dynamical pattern, and a Boolean function is the reproduced Boolean network
unique? We computationally disprove this question and analytically find expressions
for the diversity of configurations that can reproduce a dynamical path, functional net-
works, using the three Boolean functions.
The propagation of a perturbation in the initial state of Boolean networks which is
also known as the time evolution of the hamming distance, can be used as a measure
of robustness of Boolean networks dynamics. In the second step, by defining sensitivity
as a quantitative factor of the hamming distance evolution, we analytically compare
the robustness of the three Boolean functions, canalyzing, threshold and veto. This
is described in chapter 3. We further show that the dynamical pattern of a Boolean
network which is governed by veto functions, leads to a frozen steady state, while could
deviate to a chaotic or critical phase for the other two functions.
Finally, we investigate the applicability of veto functions. To this end, we show the
capability of veto function to model the regulatory networks of budding and fission yeast
cell which have been already modeled with threshold functions. Second, the occurrence
of the three Boolean functions in the natural systems is compared. Third, we compu-
tationally analysis whether a set of binary inputs-response formed data satisfy each of
the three functions constraints. In an intracellular signal transduction network [Helikar
et al.,[18]], it turns out that the functions with veto are over-represented by a factor
exceeding the over-representation of threshold functions and canalyzing functions in the
same system. The statistics of the connections of the functional networks of budding
4
and fission yeast cell cycles are analyzed and compared for veto and threshold func-
tions. These material are covered in chapter 4. The detailed calculations are provided
in appendix A.
In another scale, interaction between the different Boolean networks of interacting
proteins as the building blocks of a living organ is of great interest. As a viable example,
the pattern formation of Fly eye which is configured by a set of colorful segments is pro-
cessed and simulated by a stochastic model. Like all other living organs, the eye color is
the result of a complex cascade of gene expression. In other words, each ommatidium of
the eye is the final steady state of the dynamical path way of a set of genes. In the Fly
eye, the color of each ommatidium is determined by deciding between the expression
of two pigments using a genetic switch. In chapter 5, we present a simple approach
to model the interactions between the ommatiduims as individual Boolean networks.
We analysis two Fly eye; Drosophila and Doli. While the colors are distributed ap-
proximately randomly in Drosophila, the Doli eye shows a pronounced striped pattern.
Occasional perturbations in the patterning strongly suggest that the patterning follows
a local, cellular-automaton-like rule. We hypothesize that the regulatory circuitry is
largely conserved among flies and hence the difference between the Drosophila and Doli
eyes should be explainable in terms of relative strength of interactions rather than a
rewiring of the regulatory network itself. We present a simple correlation criterion that
can be applied to generate the known Fly eye configurations and predict the configura-
tion course of other types of Fly eye. We conclude by summarizing the thesis, discussing
our findings and indicating areas for future works in chapter 6.
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2Boolean networks
The universe consists of plenty number of systems of interacting agents. From natural
phenomenon to sophisticated systems, from physical to semantic ones, interactions play
the main role in the dynamics of the world around us. Despite the diversity of the
type of the interacting elements and their interactions, all of them can be categorized
as network. Human communications, food chain, internet, interplanetary transport
network, are some examples of these systems [14, 29, 30, 31, 32]. Network science maps
the interacting elements to the mathematical space by quantifying the elements and
their interactions.
Network is a dynamic graph G = (V,E). The set V corresponds to the vertices
and set E corresponds to the edges. Network science contains a wide range of scientific
disciplines depending on the values of V and E. Directed networks in which the value
of the elements are restricted to {1, 2}, are called Boolean networks. Boolean networks,
first introduced by Kauffman [14], have become powerful tools for describing, analyzing,
and simulating cellular networks. Hence, they have received much attention, not only
from biology community, but also from researchers with backgrounds in physics, systems
science, etc.[28, 33].
In this chapter we will technically define the architectural and dynamical aspects of
Boolean networks by introducing topology and dynamics.
6
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2.1 Boolean networks
A set of interacting elements that take binary values {0, 1} is called Boolean network.
The interactions lead to time evolution of the elements. Any Boolean network is defined
by a set of elements, their connections and their corresponding functions which deter-
mine the dynamics. Technically, the elements and their connections are called nodes
and arrows (links or edges) respectively. In the following we describe the structural and
dynamical features of Boolean networks in detail.
2.1.1 Structure
The structure of a Boolean network represents the architecture of the interactions of the
nodes within the network. The number and the type of the inputs to each node is given
by the structure, also called topology, of the network. Considering an N -dimensional
network where N ∈ N (also called N-node network), the topology is given in terms of
the N ×N adjacency matrix W = {wij} where i, j ∈ {1, . . . , N}. The matrix element
wij corresponds to the weight of the interaction between node i and node j. The edges
in Boolean networks are directed and hence the adjacency matrix of the network is
not necessarily symmetric, i.e. wij 6= wji. As an alternative, one can represent the
weights of the connections of a N-dimensional network with a set of weight vectors
w = {w1, . . . , wN} in which each wi is a N-dimensional vector and contains all incoming
arrows to node i.
2.1.2 Dynamics
The time evolution of Boolean networks are governed by Boolean functions which are
assigned to the nodes. A Boolean function is a mapping:
f : {0, 1}k → {0, 1}, (2.1)
of k binary valued inputs with a single binary output. The number of inputs k is called
the arity of f [34, 35]. For a N-node network, the values of the nodes at each time step,
shown by a vector σ(t) = (σ1, . . . , σN (t)), depict the state of the network at that time.
The numbers and values of the inputs to each node, are determined by the topology
and the initial states of the network’s nodes. Let us denote the value of the node i at
time t by σi(t). All the nodes of the network from which there is an arrow to node
i, are the inputs of the node i. The existence of an arrow from node j to node i is
7
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equivalent to wij 6= 0. The dynamics of the ith node is controlled by the Boolean
function fi. In other words, the value of the node i in the next time step is determined
by σi(t+ 1) = fi(σ(t) ·W ). Therefore, a Boolean network is a time- and state-discrete
dynamical system given by an iteration
σ(t+ 1) = F (σ(t) ·W ), (2.2)
where the whole dynamics of the Boolean network’s state is controlled by vector F =
(f1, . . . , fN ). In practical and realistic scenarios, the functions depend only on a small
subset of all k inputs, all other inputs are spurious. These systems are then characterized
by their sparse interaction networks. See section 3.2 for examples.
If the nodes update simultaneously, the dynamics is synchronous otherwise it is
asynchronous. For a Boolean network with N elements, the number of states of the
system is restricted to 2N . In a synchronous network, there exists “only one” successor
for each state. The time evolution of the network can be shown by a sequence of states:
(σ(1), σ(2), . . . , σ(2N − 1), σ(2N )). (2.3)
The whole set of states which are ordered through the time evolution of the Boolean
network is called State Transition Graph (STG). The dynamical path from state σ(tk)
to σ(tk + ∆t) (if there is any) is called the trajectory with length ∆t. That means
starting from σ(tk), the system should pass ∆t time steps to reach the σ(tk + ∆t) state.
Since the dynamical pattern of synchronous Boolean networks is deterministic and
passes through finitely many 2N states, the trajectory of the time evolution will finally
meet a state for the second time. In other words,
∃tf 6= ti : σ(tf ) = σ(ti), (2.4)
where tf and ti ∈ T = {1, . . . , 2N}.
Therefore, the dynamics of the system will terminate in a state if there exist a tf ∈ T
where σ(tf ) = σ(tf + 1), or in a loop of states if σ(tf ) 6= σ(tf + 1). The network will
reach a steady state in the former condition while it will oscillate through a set of states
in the later one. The individual final state is called fixed point and the final cycle is
called attractor (clearly a fixed point is an attractor with period 1). Apparently, neither
fixed points nor attractors are necessarily unique. Therefore, depending on the initial
state, the dynamical pattern of one Boolean network may end in different fixed points or
attractors. Hereinafter in this thesis, we will deal with synchronous Boolean networks
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Table 2.1: The truth table for the logic rules; AND, OR, NOR & NAND.
a b AND OR NOR NAND
0 0 0 0 1 1
1 0 0 1 0 1
0 1 0 1 0 1
1 1 1 1 0 0
Table 2.2: All possible Boolean functions with two entries a and b.
a b f1 f2 f3 f4 f5 f6 f7 f8 f9 f10 f11 f12 f13 f14 f15 f16
0 0 0 1 1 1 1 0 0 0 0 0 0 1 1 0 1 1
1 0 0 1 0 1 1 1 0 0 1 0 1 0 0 1 0 1
0 1 0 1 0 0 1 1 1 0 0 1 1 1 0 0 1 0
1 1 0 1 0 0 0 1 1 1 0 0 0 0 1 1 1 1
which in brief are called only Boolean networks. Figure 2.1 presents a 3-node Boolean
network and its corresponding STG. The Boolean functions that govern the dynamics of
the network is F = (f1, f2, f2) = (AND, ID,NAND). The truth tables of the Boolean
functions that control the time evolution of the nodes are listed in Table 2.1. The whole
dynamical trajectory of the network state, σ(t) = (σ1(t), σ2(t), σ3(t)), has the length
23 = 8 and goes through an attractor and a fixed point Figure 2.2.
2.1.3 Boolean functions
Boolean algebra is a branch of algebra, in which the variables can take restrictively
binary values 1 and 0 also called “true” or “on” and “false” or “off” respectively. The
logical rules are the basis of the Boolean functions. A logical rule is usually represented
by a table of inputs and outputs named “truth table”. Some of the well known logic
rules with two inputs a and b are shown in Table 2.1. A Boolean function consists of
one or more logical rules. All possible Boolean functions with k entries are equal to all
possible arrangement of 0s and 1s as inputs and outputs. It can be simply shown that
the number of these arrangements are 22k (See Table 2.2). Some of these possibilities
have been categorized as specific functions and their features have been studied.
In the following, we will focus on the two most used Boolean functions, namely
threshold and canalyzing in system biology. We will subsequently introduce a new class
of Boolean function called veto.
9
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AND NAND
ID Fixed Point
Attractor
Network topology State transition graph (STG)
Figure 2.1: A 3-node Boolean network with the Boolean functions corresponding to each
node. The topology of the network is shown in the left side and the dynamical pattern
(STG) is displayed in the right side. The truth tables of the functions are presented in
Table 2.1.
  
(1,1,1) (0,1,0) (0,0,1)
(0,0,0)
(1,1,0)
(0,1,1)(1,0,0) (1,0,1) Attractor
Fixed point
Figure 2.2: An alternative representation of the dynamical path way (STG); σ(t) =
(σ1(t), σ2(t), σ3(t)), of the above network through the sequence of vectors.
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2.1.3.1 Threshold Functions
A widely used class of functions are those defined by a weight vector and a threshold
[2, 11, 36, 37]. A k-ary Boolean function f is a general threshold function if there is a
weight vector w = (w1, w2, . . . , wk) ∈ Rk and a threshold θ ∈ R such that
f(σ) = H(
k∑
j=1
wjσj − θ) (2.5)
for all σ ∈ {0, 1}k, using the step function H : R→ {0, 1} with H(x) = 1 if and only if
x > 0. In other words, the output of the function depends on the weighted sum of its
inputs compared to a certain threshold value.
Here we consider the restriction to the case of discrete weights wj ∈ {−1, 0,+1}
for all inputs j and a vanishing threshold θ = 0. That is, the inputs can be either
negative, positive or zero weighted. The negative and positive weighted inputs are called
inhibitors and activators respectively. The zero weighted inputs eventually corresponds
to no input. This can be interpreted as classifying the inputs to inhibitory, activating
and null signals. Therefore, the sign of the sum of inputs determines the output of the
function. Hereinafter, by threshold function, we refer to two restricted sets of threshold
functions namely threshold function type I and threshold function type II. By threshold
function type I, we mean one subclass of the threshold functions,
f(σ) =

1
k∑
j=1
wjσj > 0
0
k∑
j=1
wjσj ≤ 0,
(2.6)
which is widely used to model biological systems [7, 11, 38, 39]. The second class
of threshold functions which we call type II, is being applied as the updating rule in
modeling gene regulatory networks as well [2, 11],
f(σ) =

1
k∑
j=1
wjσj > 0
σ
k∑
j=1
wjσj = 0
0
k∑
j=1
wjσj < 0
, (2.7)
where in the balance of “state-on” inhibitors and activators, the updating node will stay
unchanged. Therefore, the value of the node at the prior time step and the signal it is
sending to itself play significant roles.
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2.1.3.2 Canalyzing Functions
Canalyzing functions, sometimes called forcing functions, have been studied widely in
the context of Boolean networks [16, 24]. Canalyzation means that a certain value of
one of the inputs determines the output, regardless of the other inputs. For a Boolean
function f , the input with index j is canalyzing if there are b, c ∈ {0, 1} such that for
all σ ∈ {0, 1}k
σj = b⇒ f(σ) = c . (2.8)
Then b is the canalyzing value and c is the canalyzed value. A Boolean function f is called
canalyzing if f has at least one canalyzing input. This condition is not considered as the
definition of canalyzing function, by which one can build the truth table of the function.
For a given set of values j, b and c, the output of the function when the jth input is b
can be concluded. The number of input configurations that can satisfy this condition
is 2k−1. For the remaining 2k−1 inputs, the output is undetermined. Therefore, the
minimum number of involved parameters to define a certain canalyzing function is 4.
The forth parameter that completes the definition is defined as the probability p (the so-
called biased value) of obtaining output 1 when the remaining 2k−1 inputs take value 1.
Evidently, to define canalyzing functions with more canalyzing inputs and with certain
biased value for each input, a further number of parameters should be involved.
2.1.3.3 Veto functions
Here, we define and investigate a particular class of Boolean functions with inhibiting
inputs exerting a veto (forced zero) on the output. In this type of functions, the negative
weighted signals, inhibitors, play a decisive role. Existence of one inhibitor among the
inputs is sufficient to reset the output to zero [6, 40].
From technical point of view, the set of inputs of veto functions is divided into
subsets of activating, inhibitory and irrelevant inputs similar to threshold functions.
The output of a veto function is active if and only if all inhibitors are off and at least
one activator is on. Formally, a k-ary Boolean function f is a veto function, if there
exist two sets A, I ⊂ 1, . . . , k of activators and inhibitors respectively with A ∩ I = ∅
such that for all σ ∈ {0, 1}k,
f(σ) = 1⇔ ∀j ∈ I : σj = 0 and ∃l ∈ A : σl = 1. (2.9)
Veto function can be formulated as,
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f(σ) =
{
0 H ≤ 1
1 H > 1
(2.10)
where:
H =
∏
j
(1 + wjσj) (2.11)
and similar to threshold functions, σj denotes the state of node j and wj is an element
of the weight vector w = (w1, w2, . . . , wk) ∈ Rk.
Equivalently, veto functions may be defined by restricting the set of general threshold
functions. Then f is a veto function if there is a weight vector w ∈ {−k, 0,+1}k such
that Equation 2.5 holds for all state vectors σ ∈ {0, 1}k and threshold θ = 0. The choice
of −k as the weight of an inhibitor keeps the sum below the threshold irrespective of
activating inputs.
From another point of view, veto function can be categorized as a canalyzing function
in which the canalyzing value and canalyzed value are −1 and 0 respectively and all the
inputs are canalyzing inputs. Then in Equation 3.43, b = −1, c = 0 and the condition
is satisfied by all the inputs j ∈ {1, . . . , k}.
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functions
As discussed in the previous chapter, a Boolean function contains a mapping from a
discrete structure to a discrete dynamical pattern. In fact, Boolean functions map the
topology of the Boolean network to the dynamics (STG). Applying Boolean network to
model the gene regulatory networks, raises some crucial questions. First, is the topol-
ogy which generates the dynamics unique, or the variety of topologies might lead to
one STG? In other words, is it possible to reconstruct the network from the dynamical
pathway? Second, how robust is the dynamical pattern of the Boolean functions against
infinitesimal perturbations? We will address the former question by analyzing the de-
generacy of Boolean functions computationally and provide analytic expressions for the
degree of degeneracy for the three classes of Boolean functions; threshold, canalyzing
and veto. The later question will be addressed by discussing the time evolution of the
hamming distance through sensitivity in the three classes of Boolean functions.
3.1 Degeneracy
The time evolution of a Boolean network that can be presented as a state transition
graph (STG) is produced by Boolean function(s) which is(are) assigned to the nodes of
the network. Eventually, a synchronous Boolean network with specific Boolean func-
tions, generates one unique STG. That is, the nodes of a Boolean network are restricted
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to pass through a unique dynamical path. But is it possible to reach a certain STG
from different network topologies? More technically, by applying the iteration
σ(t+ 1) = F (σ(t).W ), (3.1)
for 2N times, the unique STG which is the sequence of σ(t)s from t = 1 to t = 2N can
be produced. The question is whether different network configurations, i.e. different
adjacency matrices, W = {wij}, lead to one STG?
In order to address this question, we apply an inverse approach from the dynamics
of the Boolean networks to their structure. Accordingly, we perform some simulations
and reach the fact that the network that is capable to reproduce the whole dynamical
pattern of a Boolean network, degenerate functional networks (the concept of functional
networks will be discussed in detail in sec 4.2 ), is not necessarily unique.
Let us as an example, look at the yeast cell cycle network. This system is modeled
with an 11-node Boolean network along with a threshold function [2] which is updating
all the nodes homogeneously. The whole dynamical trajectory of this Boolean network
(STG) has a length of 211. The configuration of the yeast cell cycle network and the
major component of its STG which is produced based on threshold function (Equa-
tion 2.6), are shown in Figure 3.1. We computationally enumerate the networks which
are updated with the same Boolean function and lead to the STG of the yeast cell cycle
network. To this end, we need to test all 311×11 possible configurations. In other words,
all the possible 11 × 11 dimensional matrices with three elements {−1, 0, 1} should be
investigated. Since the time evolution of each node, depends restrictively to its incoming
arrows, this problem can be computationally reduced to enumerating all 11-dimensional
vectors with elements {−1, 0, 1} which can reproduce the time evolution of each node
(also called functional vectors). The product of the number of all functional vectors
for each node, renders the number of all functional networks. The simulation results
which are listed in table 3.1 show that the number of functional networks for threshold
function I is 1024. That is, there exist 1024 different topologies, that using threshold
function I, reproduce the same STG. By using different updating rules, we reach to
2048 for the threshold function type II which is used in [11], and to 5.07× 1030 for the
veto function. Hence, we numerically disprove that a STG does necessarily refer to one
topology. In order to figure out the reason behind this feature, we analysis the behavior
of Boolean functions in detail in the following.
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Table 3.1: The number of degenerate functional vectors of each node based on the three
Boolean functions.
Function/Node 1 2 3 4 5 6 7 8 9 10 11
Threshold function I 2048 1 1 1 1 1 1 1 1 1 1
Threshold function II 1024 1 1 1 1 1 1 1 1 1 1
Veto function 2048 1 1 1 1 1 1 1 1 1 1
The reason of such non-uniqueness lies in the nature of Boolean functions. The
updating rules which are usually being dealt with, are combinations of some logical
functions. Some of these logical functions are not injective and they often have some
degrees of degeneracy. In other words, there are different configurations of input values
which yield the same output. This feature is called the degeneracy of a Boolean function.
Mathematically, a Boolean function f(σ(t) ·W ) is non-injective if:
∃W 6= W ′ : f(σ(t) ·W ) = f(σ(t) ·W ′), (3.2)
then the degree of degeneracy is equal to the number of W ′s. For instance, the “Null”
function as well as any constant function will return the same value for all inputs and
obviously has a degree of degeneracy equal to the size of the system. That is, for all
different state vectors σ(t) along with all possible configurations W :
F (σ(t) ·W ) = 0. (3.3)
For a more precise discussion, let us focus on each function individually. First consider
a k-ary threshold function I.
The threshold function I will reduce to a “Null” function if there is no positive arrow
to the target node. The number of all possible configurations for each node is equal to 3k,
since the weights of the incoming arrows to a node can take three valuesW ∈ {−1, 0, 1}
and the number of inputs are k. Calculating the number of configurations in which all
inputs are non positive arrows simply gives 2k and therefore the degrees of degeneracy
is 2k. That is, the number of all possible arrows with weights W ∈ {0,−1}.
Threshold function type II however will reduce to “Null” function if the target node
is sending a self inhibiting signal to itself i.e., wii = −1 and in the absence of any
activator. The number of such configurations is 2k−1. In the absence of any inhibitor,
the “OR” function replaces the threshold function with a 2 degrees of degeneracy. That
includes the case in which all k inputs are activators plus the structure of all activating
16
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Figure 3.1: The Budding yeast cell cycle network and its corresponding dynamical
trajectory generated by the threshold function [2].
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input except the self-input. Finally, all possible structures with at most one inhibitor
and self activator lead to an “Identical” logical rule which returns the prior value of the
node. There exist k + 1 number of such structures. The rest of possible configuration
cannot be categorized in the well-known logical functions and there exist no degeneracy.
Table 3.2 indicates all the above cases for threshold function II with k = 4.
Similarly the veto function returns the “Null” logical function’s output when there is
no activator in the configuration of interactions. Therefore, all weight vectors including
inhibitors or no connections; W ∈ {−1, 0}k, will return zero output. Hence, veto
function’s degree of degeneracy is 2k.
The canalizing function, is a set of large number of functions each of which have various
degrees of freedom and predefined parameters. Therefore, analyzing it generally is not
possible. Nevertheless, the largest degree of degeneracy of it explicitly belongs to those
canalizing functions that have one canalizing input. These functions reduce to logical
“Constant” functions. That is, regardless of the values of all other k − 1 inputs, the
function returns a constant value. The degeneracy’s degree is then obviously 3k−1.
3.2 Response to Perturbation
Another important question is, how robust is the outcome dynamics of the Boolean
networks based on different Boolean functions? The robustness of the Boolean functions
against the initial state perturbation are discussed in the following.
The response of the network to an infinitesimal perturbation in the initial state of
the network indicates a very important feature of the network called robustness. The
effect of the “damaged” initial state, the initial state which one of it components is
perturbed, on the dynamics of the network, can be studied using sensitivity. Sensitivity
is a quantity that characterizes the evolution of hamming distance, the distance between
a state vector and it copy that only one of it elements is changed. Similar to the
“Lyapunov exponent”, sensitivity uncovers the divergence, convergence or criticality of
the hamming distance [16, 41, 42]. Assuming l¯(t) as the mean of hamming distances at
time t, the sensitivity s is:
s =
l¯(t+ 1)
l¯(t)
, (3.4)
and the perturbation of the initial state will diverge or converge if s > 1 or s < 1
respectively. The dynamics of the systems will be critical if s = 1. For testing the
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Table 3.2: Degeneracy of the 4-input threshold function II in which the output is regard-
less of the values of the inward arrows W .
Funcion W = (w11, w12, w13, w14) f(σ = {0, 1}4) degree of degeneracy
NULL
(-1,0,0,0)
(-1,-1,0,0)
(-1,0,-1,0)
(-1,0,0,-1) f1(σ) = 0 2k−1 = 8
(-1,-1,-1,0)
(-1,-1,0,-1)
(-1,0,-1,-1)
(-1,-1,-1,-1)
Identity
(1,0,0,0)
(1,-1,0,0)
(1,0,-1,0) f1(σ) = σ1 k + 1 = 5
(1,0,0,-1)
(0,0,0,0)
OR
(1,1,1,1)
f1(σ) = OR 2
(0,1,1,1)
OR
(1,1,0,1)
f1(σ) = OR 2
(0,1,0,1)
OR
(1,1,1,0)
f1(σ) = OR 2
(0,1,1,0)
OR
(1,1,0,0)
f1(σ) = OR 2
(0,1,0,0)
OR
(1,0,1,0)
f1(σ) = OR 2
(0,0,1,0)
OR
(1,0,0,1)
f1(σ) = OR 2
(0,0,0,1)
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sensitivity of f under changes of the state of one input, we define the negation (“flip”)
of the i-th component on a Boolean vector σ ∈ {0, 1}k as the vector σli with
(σli)j 6= σj ⇔ i = j . (3.5)
Not all k-ary functions actually depend on all k inputs. We call an input j of function
f spurious if
f(σ) = f(σlj), (3.6)
for all input vectors σ. Thus an input j is spurious if f can be computed without
knowing the value of the input j. In constant functions all of the inputs are spurious.
Input a of f12 and f14 in Table 2.2 and b in f4 and f7 are spurious. Using the above
notation,
l¯(t) =
1
N
N∑
i=1
(σli − σ)2, (3.7)
and
l¯(t+ 1) =
1
N
N∑
i=1
(f(σli)− f(σ))2, (3.8)
In order to calculate the sensitivity of functions, in the next section, we will define the
quantity activity.
3.2.1 Activity
In analogy to the usual partial derivative, ∂(i)f indicates whether a change in the i-th
input variable causes a change of output. For an input vector σ ∈ {0, 1}k,
∂(i)f(σ) =
{
1 if f(σ) 6= f(σli)
0 otherwise
(3.9)
with i ∈ {1, . . . , k} and li indicating negation at the i-th component (Equation (3.5)).
The tendency of a Boolean function to change output value in response to a changing
input is quantified by the activity [43], defined as,
αi(f) = 2
−k ∑
σ∈{0,1}k
∂(i)f(σ). (3.10)
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Thus, the activity is the probability that a perturbation (negation of state) at input
i propagates to the output of the function when all other inputs are kept fixed. Ap-
parently, the activities of the spurious inputs are zero. The sensitivity is the sum of
activities of all inputs,
s(f) =
k∑
i=1
αi . (3.11)
The sensitivity is the crucial parameter in the annealed approximation [22, 43]. It
predicts a transition from ordered (convergent) to chaotic (divergent) dynamics at a
sensitivity value 1 in large networks.
3.2.2 Sensitivity of Boolean functions
In order to see the effect of a perturbed initial state of a network on its time evolution,
we need to study the sensitivity of the function(s) that is(are) governing the dynamics
of the nodes. In the following sections we will calculate the sensitivity of the two types
of threshold functions (namely threshold function type I and II) and veto functions.
Furthermore, we will discuss the dynamical behaviour of canalizing functions.
3.2.2.1 Sensitivity of Threshold function type I
Here we derive the sensitivity of a k-ary threshold function I 2.6 by calculating the
activity of the inputs and sensitivity (Equation 3.10 and Equation 3.11). We denote
the set of activating inputs and inhibiting inputs by A, and I respectively. Let m := |I|
and assume the absence of spurious inputs, so |A| = k − m. Let us consider the set
Xl of state vectors where flipping the state of the l-th component causes f to change
output,
Xl = {σ ∈ {0, 1}k : f(σll) 6= f(σ)}, (3.12)
so αl(f) = 2−k|Xl|. Let us also assume σ1j denotes σj = 1. In order to calculate the
activity of the inputs, we will consider each type of input, activators and inhibitors,
individually. If a node which is sending an input is on, the input is called “state-on”.
Note that, if the difference between the number of state-on inhibitors and activators
is bigger than 1, changing the state of any input, will not influence the output of the
threshold function. Therefore, non-zero activity of inputs will be reached when the
difference between the “state-on” inhibitors and activators is not bigger than 1. A
state-off inhibiting input l ∈ I switches the output if |σ1i∈I |+ 1 = |σ1j∈A|,
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Xl = {σ ∈ {0, 1}k : (|σ1i∈I |+ 1 = |σ1j∈A|)}. (3.13)
So,
|Xl| =
M∑
h=0
(
k −m
h+ 1
) (
m
h
)
, (3.14)
where |σ1i∈I | = h and M = {x|x = min(k −m,m)}. Since αl(f) = 2−k|Xl| the activity
of an inhibitor l is
αinhibitorl (f) =
1
2k
M∑
h=0
(
k −m
h+ 1
) (
m
h
)
. (3.15)
Summing up over all state-off inhibitors
(
m−h
1
)
, the total activity of all inhibitors reach
as,
αinhibitors(f) =
1
2k
M∑
h=0
(
k −m
h+ 1
) (
m
h
) (
m− h
1
)
. (3.16)
Note that, inverse negation also will change the output. Therefore,
αinhibitors(f) =
2
2k
M∑
h=0
(
k −m
h+ 1
) (
m
h
) (
m− h
1
)
, (3.17)
and since, (
k −m
h+ 1
)
=
(
k −m
h
)
(k −m− h)
(h+ 1)
, (3.18)
αinhibitors(f) can be written as:
αinhibitors(f) =
1
2k−1
M∑
h=0
(
k −m
h
) (
m
h
)[
(k −m− h)
(h+ 1)
]
. (3.19)
A state-off activating input l ∈ A switches the output if the number of state-on activators
and inhibitors are identical,
Xl = {σ ∈ {0, 1}k : (|σ1i∈I | = |σ1j∈A|)}. (3.20)
So,
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|Xl| =
M∑
h=0
(
k −m
h
) (
m
h
)
, (3.21)
where |σ1j∈A| = h and M = {x|x = min(k −m,m)}. Since αl(f) = 2−k|Xl| the activity
of an activator l is,
αactivatorl (f) =
1
2k
M∑
h=0
(
k −m
h
) (
m
h
)
. (3.22)
The total activity of all state-off activators is
(
k−m−h
1
)
. Then,
αactivators(f) =
2
2k
M∑
h=0
(
k −m
h
) (
m
h
) (
k −m− h
1
)
. (3.23)
Summation over all activities of the k inputs including m inhibitors gives the sensitivity
of the function;
s(f) = αinhibitors(f) + αactivators(f). (3.24)
We substitute the αinhibitors(f) and αactivators(f) from Equation 3.23 and Equation 3.19
and reach:
s(f) =
M∑
h=0
1
2k−1
(
k −m
h
) (
m
h
) [
(k −m− h)(h+ 2)
(h+ 1)
]
. (3.25)
The phase diagram of the sensitivity of a k-input threshold function type I, including m
inhibitors is shown in Fig 3.3a. The blue and purple sites correspond to s(f) < 1 and
s(f) > 1. The gray site represents the region where s(f) = 1. Therefore, the purple
region corresponds to the chaotic phase, the blue area reveals the range of frozen phase
and the gray region shows the critical border. As we can see in the figure, the ratio
of the number of inhibitors to the inputs (mk ) is the determinative factor in dynamical
phase of the function. When inhibitors are big or small enough, the function is not
sensitive to the perturbation. However, the intermediate inhibitors m compare to the
k inputs, cause the function to be sensitive to it inputs. A function with two inputs
including one inhibitor, behaves critically (is shown by the gray site in the diagram).
Now let us consider a statistical ensemble of the sensitivity of threshold functions
type I with k inputs where the number of inhibitors m is distributed binomially with
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parameter γ. Thus in generating a function, we decide for each of the k inputs indepen-
dently, if it is taken as an inhibitor (with probability γ) or an activator (with probability
1− γ),
〈s(f)〉 =
k∑
m=0
(
k
m
)
γm(1− γ)k−ms(f). (3.26)
Then the ensemble averaged sensitivity is
〈s(f)〉 =
k∑
m=0
(
k
m
)
γm(1− γ)k−m
M∑
h=0
1
2k−1
(
k −m
h
) (
m
h
) [
(k −m− h)(h+ 2)
(h+ 1)
]
.
(3.27)
The ensemble average of sensitivity of threshold function type I is presented in
Figure 3.4a. Similarly, the ratio of the number of inhibitors to the inputs γ = m/k, plays
the main role in robustness of the dynamics. Functions with big number of inhibitors
(activators) and few activators (inhibitors) have robust dynamics against perturbation
while the dynamics of functions with comparable number of inhibitors and activators
are sensitive to the perturbation.
3.2.2.2 Sensitivity of Threshold function type II
In this section, the sensitivity of a k-ary threshold function II (Equation 2.7) will be
derived. Since in the balance of state-on inhibitors and activators in this function, the
updating node will stay unchanged, the value of the node at the prior time step and
the signal it is sending to itself play significant roles. This feature makes the derivation
of activity and sensitivity more complicated. The output of the function is not only
dependent on the sum over all inputs, but also to the prior value of the updating node
i at the previous time step. Thus, the weight of the arrow from target node to itself
also plays a crucial role. According to the type of self signaling of the node, we classify
the calculations of the sensitivity to three subsections; self-inhibitor target; wii = −1,
self-activator target; wii = 1 and no-self linked target; wii = 0. The calculations of the
activities and sensitivities are provided in detail in the appendix A.
I: self-inhibitor target
The activity of the inhibitors is:
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αinhibitors(f) =
1
2k
M∑
h=0
(
m− 1
h
) (
k −m
h
) [
(k −m− h)(m− h− 1)
h+ 1
+ h
]
.
(3.28)
where M = {x|x = min(k −m,m− 1)}. The activity of the activators is:
αactivators(f) =
4
2× 2k
M∑
h=0
(
k −m
h
) (
m− 1
h
)
(k −m− h) (3.29)
=
1
2k−1
M∑
h=0
(
k −m
h
) (
m− 1
h
)
(k −m− h). (3.30)
Summing up the activity of inhibitors and activators (Equations 3.28 and 3.30),
the sensitivity of threshold function type II when the target node is self inhibitor,
is derived as,
s(f) =
1
2k
M∑
h=0
(
m− 1
h
) (
k −m
h
) [
(k −m− h)(m+ h+ 1)
h+ 1
+ h
]
. (3.31)
Now let us consider a statistical ensemble of threshold functions type II for a
self inhibitor target node with k inputs, where the number of inhibitors m is
distributed binomially with parameter γ. Thus in generating a function, we de-
cide for each of the k inputs independently, if it is taken as an inhibitor (with
probability γ) or an activator (with probability 1− γ),
〈s〉 =
k∑
m=0
(
k
m
)
γm(1− γ)k−ms(f). (3.32)
The dynamical phase of a k-input threshold function II is shown in Figure 3.3b.
The k inputs include m inhibitors which one of them is the self inhibitor. In
other words, the target node is inhibiting itself. The blue and purple colors
respectively correspond to the frozen and chaotic regions. There exist no gray
site in the diagram which indicates that the sensitivity never reaches 1. That
is, the dynamics never reveals critical behavior. For a self inhibiting node with
less than 7 inputs, the dynamics is not sensitive to the perturbation. For bigger
number of inputs, the big blue area indicates that for the most ratios of inhibitors,
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the threshold function II provides robust dynamics for a self-inhibiting node. The
chaotic dynamics are observable exclusively when the number of inhibitors and
activators are comparable.
The ensemble average of the sensitivity of the threshold function II for a self-
inhibiting target, is shown as a 3-dimensional curve in Figure 3.4b. The small
area of 〈s〉 > 1 grantees the mostly robust dynamics of the function.
II: self-activator target
The activity of the inhibitors is,
αinhibitors(f) =
1
2k+1
M∑
h=0
(
m
h
) (
k −m− 1
h
) [
(k +m− 3h− 3)(m− h)
h+ 1
+ h
]
,
(3.33)
where M = {x|x = min(k −m− 1,m)}. The activity of the activators is,
αactivators(f) =
1
2k+1
M∑
h=0
(
k −m− 1
h
) (
m
h
)
A, (3.34)
where,
A =
[
(
m− h
h+ 1
)
((m− h− 1)(k −m− h− 1)
h+ 2
+ h
)
+ 2(k −m− h− 1)
]
. (3.35)
And the activity of the self-activator is,
αself−activator(f) =
1
2k−1
M∑
h=0
(
k −m− 1
h
) (
m
h
) [
m+ 1
h+ 1
]
. (3.36)
Finally, the summation over the activity of the inhibitors, activators and the self
activator (Equation 3.33, Equation 3.34 and Equation 3.36) give the sensitivity of
the threshold function type II for a self-activating node:
s(f) =
1
2k
M∑
h=0
(
k −m− 1
h
) (
m
h
)
B, (3.37)
where,
B =
m− h
h+ 1
(
(m− h− 1)(k −m− h− 1)
h+ 2
+ k +m− 2h− 3 +
)
+2k − 2m− h− 2 + 4(m+ 1)
h+ 1
.
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The statistical ensemble average of the sensitivity of a k-input threshold function
II with self activating input and the ratio of γ = m/k is:
〈s〉 =
k∑
m=0
(
k
m
)
γm(1− γ)k−m
[
1
2k
M∑
h=0
(
k −m− 1
h
) (
m
h
)
B
]
. (3.38)
The sensitivity of a k-ary threshold function II Equation 2.7 with self-activating
input is shown in Figure 3.3c. The dynamical phase of the self-activating node
reveals similar behavior to the self-inhibiting node (Figure 3.3b). The purple
region shows that the threshold function II with self-activating input is dynam-
ically chaotic for a relatively big or small ratio of m/k. The dynamics of the
function with much fewer or much larger number of inhibitors are robust against
perturbation.
The ensemble averaged sensitivity Equation 3.38 is illustrated in Figure 3.4c. For
the most part of the curve, the chaotic phase in which 〈s〉 > 1 is dominant.
III: No-selflinked target
The activity of the inhibitors is,
αinhibitors(f) =
1
2× 2k
M∑
h=0
(
m
h
) (
k −m
h
) [
(k −m− h)(m− h)
h+ 1
+ 2m− h
]
,
(3.39)
where M = {x|x = min(k −m,m)}. The activity of the activators is,
α(f)activators =
1
2k+1
M∑
h=0
(
k −m
h
) (
m
h
) [
(m+ h+ 2)(k −m− h)
h+ 1
+ h
]
.
(3.40)
The summing over the activity of inhibitors (Equation 3.39) and activators (Equa-
tion 3.40) we reach the sensitivity of threshold function II for the case of no
self-linked target node:
s(f) =
1
2k
M∑
h=0
(
k −m
h
) (
m
h
) [
(m+ 1)(k −m− h)
h+ 1
+m
]
. (3.41)
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The statistical ensemble of threshold functions type II for a no self-inhibitor target
node with k inputs, where the number of inhibitors m is distributed binomially
with parameter γ, is
〈s〉 =
k∑
m=0
(
k
m
)
γm(1−γ)k−m
[
1
2k
M∑
h=0
(
k −m
h
) (
m
h
) [
(m+ 1)(k −m− 1)
h+ 1
+m
]]
.
(3.42)
The dynamical sensitivity of a k-input threshold function II with no self-input is
illustrated in Figure 3.3d. Similar to the above cases, the ratio of inhibitors to the
activators, m/k determines the region of chaotic and frozen dynamics. The gray sites
where s(f) = 1 corresponds to k = 2 and m = 1, and also to k = 4 with either m = 1
or m = 3. Therefore the criticality is observed in these cases. The ensemble averaged
sensitivity (Equation 3.42) is shown in Figure 3.4d. The pattern of the curve is similar
to the above cases in which the chaotic behavior appears when the ratio of m to k is
around half.
3.2.2.3 Sensitivity of Canalyzing functions
As described in the definition of canalyzing functions in section 2.1.3.2, a wide range
of functions are categorized in this class of functions. Due to the definition 3.43, the
minimum number of involved parameters in this function is 3; j, b and c. However the
maximum number of parameters in the function is as big as 2× k where all {1, . . . , k}
inputs are canalyzing inputs with k corresponding canalyzing values and canalyzed
values. Therefore, the definition of canalyzing function is modified to
σj = bj ⇒ f(σ) = cj , (3.43)
where for each input j, there exist two parameters {bj , cj}. This class of canalyzing
functions are called nested canalyzing functions.
In fact, by choosing a set of 2× k of arbitrary values, one can present a canalyzing
function. In other words, the definition of the function does not provide a complete
input-output rule. Therefore, derivation of a formula for a general canalyzing function is
impossible. However, a number of probabilistic analysis on the sensitivity of canalyzing
function has been performed [3, 44, 45], which all indicate that at least for a range of
parameters’ values, the chaotic and critical dynamical behaviour will be observed. That
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Figure 3.2: Average sensitivity according for an ensemble of canalyzing functions with
the bias value p. The number of inputs k is a fixed integer parameter of the ensemble (no
averaging over k) [3].
is, the infinitesimal perturbation may diverge. Therefore, depending on the values of
the parameters that define the canalyzing functions, dynamics may diverge, converge
or behave critically.
Figure 3.2 shows the sensitivity of canalyzing functions with µ = r = 1/2. The
parameter µ is the probability that this input is canalyzing if its value is 1. The second
parameter, r, is the probability that the output is 1 if the input gets the canalyzing
value. The third parameter, p, is the bias probability and indicates the probability
that the output of the non-canalyzing inputs equals 1. According to the curve, for big
number of inputs, k, and for biased functions, the canalayzing function is sensitive to
the initial state values and is not robust against the perturbation. In another analytical
study on the sensitivity of nested canalayzing functions [44], the canalyzing functions
in which all inputs are canalyzing, is investigated and it is proven that the average
sensitivity of any nested canalyzing function is less than 2.
Similar observations have been reached in a number of computational and experi-
mental studies [25, 46].
3.2.2.4 Sensitivity of Veto functions
Let us consider a k-ary veto function fi which is updating the node i. As before, we
denote the set of activating inputs by A, and the set of inhibiting inputs by I. Again,
let m := |I| and assume the absence of spurious inputs, so |A| = k−m. Let us consider
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the set Xl of state vectors where flipping the state of the l-th component causes f to
change output,
Xl = {σ ∈ {0, 1}k : f(σll) 6= f(σ)} (3.44)
so αl(f) = 2−k|Xl|. An inhibiting input l switches the output if and only if there is at
least one activation and all other inhibitors are off,
Xl = {σ ∈ {0, 1}k : (∀iI \ {l} : σi = 0) ∧ ∃j ∈ A : σj = 1}. (3.45)
This comprises |Xl| = 2(2k−m − 1) state vectors, so the activity of an inhibitor is
αl(f) =
2(2k−m − 1)
2k
. (3.46)
When switching the state at an activating input l ∈ A, the output of f changes if and
only if all other inputs are off,
Xl = {σ ∈ {0, 1}k : ∀i ∈ {1, . . . , k} \ {l} : σi = 0} . (3.47)
Here we have |Xl| = 2 state vectors only. The activity of an activator is
αl(f) =
2
2k
. (3.48)
The sensitivity is the sum of activities of all inputs
s(f) =
k∑
i=1
αi . (3.49)
For the veto functions with m inhibitors and k −m activators, we obtain
s(f) =
m(2k−m − 2) + k
2k−1
. (3.50)
Now let us consider a statistical ensemble of veto functions with k inputs where the
number of inhibitors m is distributed binomially with parameter γ. Thus in generating
a function, we decide for each of the k inputs independently, if it is taken as an inhibitor
(with probability γ) or an activator (with probability 1−γ). Then the ensemble averaged
sensitivity is
〈s〉 =
k∑
m=0
(
k
m
)
γm(1− γ)k−m
[
m(2k−m − 2) + k
2k−1
]
. (3.51)
Using
γm(1− γ)k−m2k−m = (2− γ)k
(
γ
2− γ
)m(
1− γ
2− γ
)k−m
, (3.52)
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Figure 3.3: Dynamical phase of k-input Boolean functions consists of m inhibitor(s)
for a) threshold function type I, threshold function type II with b) self activator, c) self
inhibitor, d) no-self input, and e) veto function.
31
3. DYNAMICAL FEATURES OF BOOLEAN FUNCTIONS
the m2k−m effectively sums as a binomimal distribution with parameter γ/(2− γ). We
arrive at:
〈s〉 = 1
2k−1
[(2− γ)k−1kγ − 2kγ + k] (3.53)
=
k
2k−1
[(2− γ)k−1γ − 2γ + 1]. (3.54)
The sensitivity of veto function predicts a transition from ordered (convergent) to
chaotic (divergent) dynamics at a sensitivity value 1 in large networks. The dynamical
phase of the veto function with m inhibitors and k − m activators, is obtained by
evaluating Equation (3.50) and illustrated in Figure 3.3e. Non-frozen dynamics is rarely
obtained. For k ≥ 4, only m = 1 or m = 2 lead to s > 1, otherwise s < 1.
The ensemble average sensitivity of veto function is plotted in Figure 3.4e. These
values 〈s〉 never exceed 1. In contrast to concrete choices (k,m), cf. Figure 3.3e.
The ensemble of independent stochastic assignment of inhibitors and activators to veto
functions always gives ordered dynamics. Statistical ensembles sufficiently concentrated
at functions with m = 1 inhibitors yield an average sensitivity above 1. The binomial
distribution of the number of inhibitors, however, is sufficiently broad to ensure that
contributions from functions with low sensitivity dominate.
3.3 Discussion
In this chapter, we discussed the concept of “degeneracy” of the Boolean functions and
presented an analytical term for the degrees of degeneracy of the three most applied
Boolean functions; threshold, canalyzing, and veto functions. On the other hand, we
studied the dynamical sensitivity of the three Boolean functions. We derived analytic
expressions for the sensitivity of threshold and veto functions and reviewed the sen-
sitivity of canalyzing functions. Consequently, we virtually presented the dynamical
behaviour of a k-input node which is updated by the three Boolean functions. In or-
der to investigate the dynamical behaviour of Boolean functions which govern the time
evolution of a node with different ratios of inhibitor and activator inputs, we analyzed
the ensemble average of the sensitivity. The 3D figures in the previous section show the
results of these analysis. The average sensitivity of canalyzing functions which has been
discussed comprehensively in [44] is being compared with the two other functions. The
results apparently show that according to the average sensitivity of the three mentioned
functions, the dynamics of veto function appears to be the most robust one. Therefore,
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Figure 3.4: Ensemble average sensitivity 〈s〉 of a) threshold function I, threshold function
II with b) self activator, c) self inhibitor, d) no-self input, and e) veto function, with
inhibitor probability γ. The number of inputs k is a fixed integer parameter of the ensemble
(no averaging over k).
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dynamical pattern of a Boolean network that is governed by veto function, reveals more
stability.
34
4Applicability in nature
In the previous chapters, we introduced Boolean networks and analytically discussed
some key dynamical features which play significant role in modeling discrete dynamical
phenomenon. In this chapter, we will describe budding and fission yeast cell cycle from
biological aspect. Boolean networks have been used to model these two cell cycles
based on threshold functions [2, 15, 36]. In order to study the practicality of veto
functions, we will simulate the two yeast cell cycles with veto function. The appearance
of the three Boolean functions, threshold, canalyzing, and veto in the real living systems
will be compared by testing the input-response data of nodes in an intracellular signal
transduction. Furthermore, the configurations of the functional networks for the three
Boolean functions will be statistically investigated.
4.1 Yeast cell cycle process
The cell cycle process is a consequence of certain protein-protein interactions which
leads to cell division. This vital phenomenon used to be simulated by Boolean network
[2, 7, 11, 36, 47, 48]. In this systems proteins send chemical signals to activate or
deactivate each other. During each step of the cell division process, a certain type of
proteins are active and others are inactive. Therefore, each stage of the cell growth
process can be addressed as a Boolean state vector. Since the time evolution of the
protein factors that are involved in cell division process is fairly known, the state vector
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Figure 4.1: Schematic view of the cell division process [4].
sequence of the correspondent network dynamics is the most confirmed information of
these systems. The state vector sequence of yeast cell cycle which terminates to the G1
fixed point is shown in [2, 7, 11, 36, 48]. We study the two most remarkable yeast cell
cycles; budding yeast Saccharomyces cerevisiae and fission yeast Schizosaccharomyces
pombe. Figure 4.2 depicts the different procedures that lead to these two yeast cell
divisions.
The cell division process consists of two phases called as interphase and mitosis. The
G1, S and G2 phases constitute the interphase while Mitosis is divided to prophase,
metaphase, anaphase, and telophase. A Schematic view of cell division process is illus-
trated in Figure 4.1. The chromosomes condense at the prophase stage, align within
metaphase stage, seperate at anaphase stage and decondense during telophase stage
[13, 49, 50, 51, 52, 53, 54, 55].
4.1.1 Budding yeast cell cycle
The regulatory process that govern the cell cycle in S. cerevisiae are the time evolution of
the 11 interacting Proteins [56, 57] which can be considered as a protein network. This
protein network is configured with 11 proteins; Cln3, MBF, SBf, Sic, Cln1-2, Clb5-6,
Cdh1, Clb1-2, Mcm1/SFF, Cdc20&Cdc14 and Swi5.
The cell size initiates the cell cycle process through accumulating Cln3 [56, 58].
The growth of the total cell mass leads to nuclear concentration of the G1 cyclin Cln3
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Figure 4.2: The phase paths of budding and fission cell division process [5].
[56, 59]. When the concentration of Cln3/Cdc28 complex reach a certain threshold,
G1/S transcription is triggered by activating (phosphorylating) SBF (Swi4 and Swi6)
[60] and MBF (Mbp1 and Swi6) [61]. SBF and MBF accumulate Cln1,2 [62] and
Clb5,6 [61] respectively. The activation of Cln1,2/Cdc28 initiates the bud formation
by phosphorylating and degrading Sic1 [63] and inactivates Cdh1 by phosphorylation
[64, 65].
Through a process which is not precisely known, the Mcm1/SFF complex starts
working. Clb1,2 is accumulated by the Mcm1/SFF complex which are its transcription
factors[66, 67, 68]. The Mcm1/SFF complex activates SWi5 as well [69]. Since Clb1,2
is capable to phosphorylate the Mcm1/SFF complex, a positive feedback loop can be
formed. SBF is inactivated by Clb1,2/Cdc28 [66] an consequently Cln1 and -2 tends
to be inactive. Clb1,2 along with some unknown proteins inactivate MBF. Synchrony
of inactivation of SBF amd MBF leads us to assume an inhibitor link from Clb1,2 to
MBF [70]. In consequence of the reduction of MBF’s activity, the level of Clb5,6 tends
to fall [71].
During the G2 to M phase, Clb2 activates Cdc20 [72], which is required for nuclear
movement prior to anaphase and chromosome separation [73]. Actually, through the
process of metaphase in which the DNA is fully replicated and all chromosomes are
aligned, Cdc20 is switched to on [74, 75]. An active mitotic kinase involves in tran-
scription control of Cdc20 and Clb1,2 [69]. There is evidence that Mcm1/SFF plays a
role in the transcription of CDC20. Cdc20/APC degrades Clb2 [76] and Clb5 and -6
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[77, 78]. It also degrades an inhibitor of Cdc14 which leads to Cdh1 and Swi5 activation
[76, 77, 78]. Cln1,2 inactivates Cdh1 through phosphorylation [64, 65]. Swi5 is the ac-
tivator and Clb1,2 and Clnn1,2 are the inhibitors of of SIC1 [79], Therefore only in the
absence of these inhibitors, Swi5 enters the nucleus and increases the amount of Sic1.
This leads the cell to return to the G1S phase. The cell-cycle network is simplified [2] by
adding self-inhibiting action to the proteins that are not directly negatively regulated
by other proteins in the network to simulate their finite life times.
Assigning values 1 or 0 to active or inactive genes respectively, the whole above
mentioned process is shown in Table 4.1. The interactions between genes can also
be depicted as a network where the positive and negative weighted arrows represent
activating or transcription and degrading or inhibiting relations respectively. All above
mentioned interactions are summarized in Figure 4.3a. Considering the budding yeast
network along with the veto update rule (Equation 2.9), the trajectory of cell cycle can
be generated.
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4.1.2 Fission yeast cell cycle
Within the last years, the genes and their interactions that involve in the fission cell
cycle (Schizosaccharomyces Pombe) has been widely investigated [65, 80, 81, 82, 83, 84,
85, 86]. The proteins that are involved in the process of fission yeast cell division are:
Start, SK, Ste9, Rum1, Cdc2/Cdc13, PP, Cdc25, Slp1, Cdc2/Cdc13* and Wee1/Mik1.
Cyclin-dependent protein kinase complex Cdc2/Cdc13 with Tyr-15 which is a residue
of Cdc2, plays the major role in the fission cell division process. The high activity
of complex Cdc2/Cdc13 is reached through unphosphorylation of Tyr-15. During G2
phase, the residue is inactive and during the transition of G2 to M phase, it turns to
active [80, 87].
Two nodes Cdc2/Cdc13 and Cdc2/Cdc13* are representing this complex. The inter-
mediate activity of the complex is undertaken by the former one and the high activity of
it is indicated by the later one. There is an indicator of mass of the cell known as “Start”
which activates “Start kinase” (SK). The active SK in association with Cdc2/Cdc13
sends inhibiting signal to Ste9 and Rum1 and the DNA replication take place. There-
fore, cell passes the the G1/S transition. When the activity of the complex reaches the
moderate level, cell inters to G2 phase. Cdc25 is activated by the moderate activity of
Cdc2/Cdc13. Cdc2/Cdc13* become active by reverse phosphorylation of Cdc25. When
Cdc2/Cdc13* reaches high activity level, activates Slp1/APC mitosis. As the inhibitor
of the Cdc2/Cdc13 and Cdc2/Cdc13* complex, Slp1 degradates Cdc13. At the end of
the M phase the antagonists of Cdc2/Cdc13 are reset. Finally, cell reaches G1 stationary
state (PP is inactive) [11, 88].
The evolution of the process through discrete time steps is mapped in the form of
“on” or “off” of the contributing proteins in Table 4.2. The architecture of the protein
interactions is also shown in Figure 4.3b. The green and red arrows indicate activating
and inhibiting relations respectively.
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  (a) (b)
Figure 4.3: Functional network using veto functions for the budding yeast cell cycle [6].
Solid green arrows represent activators and dashed red arrows indicates the inhibitors. De-
parting from the wild type network based on threshold functions [7], the depicted network
is obtained by deleting six interactions: the two activators from Mcm1/SFF to Swi5 and to
Cdc20&Cdc14; and the four inhibitions from Clb5,6 to Cdh1, from Cdh1 to Clb1,2, from
Cdc20&Cdc14 to Clb1,2, and from Clb1,2 to Swi5, the fission yeast cell cycle. Solid arrows
represent activators, dashed arrows inhibitors. The wiring is identical to the one given by
Rybarsch and Bornholdt [7], bottom of Figure 5 there.
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4.2 Functional networks
Cell division has been one of the first biological processes to be described in terms
of Boolean networks, using few (around 10) nodes [2, 7, 11, 36, 48]. In the Boolean
discretization, the cell cycle is a sequence of state vectors σ(0), σ(1), . . . , σ(T ) ∈ {0, 1}N
where σj(t) indicates the presence or absence of molecular species j at time step t. That
is, for a cell division process which contains N number of interacting molecular species,
a vector σ(t) = (σ1(t), . . . , σN (t)), indicates the activeness or in-activeness (σi(t) = 1
or σi(t) = 0) of the N species at time t (Table 4.1 and 4.2).
Boolean networks on N nodes are called functional if they generates the same dy-
namical sequence given σ(0) as an initial condition. In the following, we will enumerate
the functional networks that produce the sequence of cell division which in short we
will call them only functional networks. Most earlier approaches describe functional
networks using threshold functions [36]. Here we investigate functional networks using
veto functions. In a functional network, each node i independently fulfills the input-
output mapping given by the sequence. Thus the problem of finding all functional
networks is fully solved by independently finding the set Svetoi of functions generating
this mapping [36].
Svetoi = {f ∈ BvetoN |∀t ∈ {1, . . . , T} : f(σ(t− 1)) = σi(t)} . (4.1)
with BvetoN denoting the set of all N -ary veto functions (cf. section 4.2.1). Note that if T
in Equation 4.1 is equal to 2N , we call the functional networks, “degenerate functional
networks”(cf. Sec. 3.1). In other words, the networks which generate one whole dynam-
ical path way (STG) are called degenerate functional networks. Since the solutions at
each node i combine independently, the number of functional networks based on veto
function is
Hveto =
N∏
i=1
|Svetoi |. (4.2)
For the cell cycle of the species S. cerevisiae (budding yeast, N = 11) [2], we compute
Hveto = 1.15 × 1028, to be compared to Hthr = 1.6 × 1033 functional networks using
threshold functions. Figure 4.3a shows one of the functional networks with veto func-
tions. It has been selected such that the wiring is closest to the so-called wild type [2, 7]
based on interactions with evidence in the literature. Departing from the wiring of the
wild-type, the network in Figure 4.3a is obtained by deleting six interactions, see the
caption for details.
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For the cell cycle of the species S. pombe (fission yeast, N = 10) [11], we compute
Hveto = 2.97 × 1027, to be compared to Hthr = 2.4 × 1027 functional networks using
threshold functions. Figure 4.3b shows one of the functional networks with veto func-
tion. The wiring is identical to the wild type network using threshold functions [7].
We remark that node Cdc2/Cdc13 is treated different from the other nodes. This node
does not have an activating connection in the wild type wiring. Here we use a varied
type of veto function making node is active in the absence of inhibiting inputs (even
though there is no activating input). This is analogous to the treatment with threshold
functions where a negative threshold is assigned to Cdc2/Cdc13.
4.2.1 Counting functions that depend on all their inputs
For the data analysis in the following section, further notation and considerations are
required for the counting of Boolean functions without spurious inputs. Spurious inputs
are absent in empirical data of networks, where each input of a node represents a real
regulatory interaction that does influence the output. In order to assess if functions
with a certain property are over- or under-represented in real data, a reasonable null
model is to be based only on functions that depend on all inputs.
We shall see that threshold and veto functions without spurious inputs are easy to
identify and count due to the parameterization by a weight vector. This simplicity is
lacking in other classes of functions, in particular all functions (unrestricted class) and
canalyzing functions. We provide recursions for counting Boolean functions without
spurious inputs to cope with these classes. In order to provide methodology for general
types of Boolean functions in future work, we introduce detailed mathematical formalism
as follows.
By B we denote the set of all Boolean functions on finitely many inputs; for k ∈
N ∪ {0}, we call Bk the set of all k-ary Boolean functions, so
B =
∞⋃
k=0
Bk . (4.3)
We denote the restriction of B to functions with a given property pi as B(pi), and the
further restriction to k inputs as B(pi)k . Here we are concerned with the three properties
canalizing, threshold and veto, so pi ∈ {can, thr, veto} and the corresponding function
sets Bcan, Bthr, Bveto. By B∗ we denote the restriction of B to functions without
spurious inputs; applying the same restriction to Bk and B
(pi)
k , we use the symbols B
∗
k
and B∗,(pi)k .
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For a threshold function or a veto function, the situation is quite simple. Each
zero entry in a representing weight vector w is a spurious input. So let us consider
only functions with weight vectors w ∈ {−1,+1}k (for threshold functions) or w ∈
{−k,+1}k (veto functions). For these, the weight vector is unique and a single activating
input (j with wj = +1) renders all inputs non-spurious. Therefore, each combination
of admissible non-zero weights, except for the all-negative weight vector, represents a
function in B∗,thrk and B
∗,veto
k , so we obtain
|B∗,vetok | = |B∗,thrk | = 2k − 1 . (4.4)
This straight-forward combinatorics is not the general case. We do not find a represen-
tation in terms of weight vectors for each class of Boolean functions. We now establish
insight for a set of Boolean functions with a property pi that is closed under permu-
tations of inputs and removal/addition of spurious inputs. This assumption is fulfilled
for unrestricted Boolean functions as well as the three properties {can, thr, veto}. The
number of functions with property pi without spurious inputs, is obtained recursively as
|B∗,(pi)k | = |B(pi)k | −
k−1∑
j=0
(
k
j
)
|B∗,(pi)j | . (4.5)
For each k-ary function with exactly k − j spurious inputs, these may be removed to
arrive at a unique j-ary function. The multiplicity of such k-ary functions reducing
to the same j-ary function in this way is given by the binomial factor, counting the
combinations in which spurious and non-spurious inputs are assigned.
A Boolean function with k inputs takes 2k different input vectors, to each of which
an output value is assigned independently. Thus there are |Bk| = 22k Boolean functions
of arity k. By inserting this result into Equation (4.5), the number of Boolean functions
without spurious inputs is obtained. For canalyzing functions, |B∗,cank | is calculated by
the same equation using the results |Bcank | from Just and co-authors [89].
4.2.2 Over representation
In order to evaluate applicability of the veto function in natural systems, we analyze
the functions in a Boolean network based on a real living system. The data set is a
collection of biological input-response of 152 nodes of intracellular signal transduction
network in the form of Boolean truth tables each of which corresponds to the update
function of a node [18, 90]. We investigate the over-representation of veto functions,
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Table 4.3: Counts in the data set. The column ak is for the total count of k-ary functions,
the following three columns count veto, canalyzing and threshold functions. The last line
gives the summation over all arities.
k ak a
veto
k a
can
k a
thr
k
1 27 27 27 27
2 23 12 21 12
3 21 5 18 2
4 29 4 15 2
5 11 1 4 1
6 10 0 5 0
7 8 0 3 0
8 10 0 4 0
9 5 0 3 0
10 5 0 5 0
11 1 0 1 0
12 1 0 0 0
13 0 0 0 0
14 1 0 1 0∑
k 152 49 107 44
Table 4.4: The ratio of the number of functions to the number of all possible functions
in logarithmic scale (log
(
a
(pi)
k
ak
)
).
k log
(
avetok
ak
)
log
(
acank
ak
)
log
(
athrk
ak
)
1 -0.3 0 -0.3
2 -0.53 -0.1 -0.53
3 -1.49 -0.39 -1.49
4 -3.64 -1.32 -3.64
5 -8.481 -3.53 -8.481
6 -17.47 -8.25 -17.47
7 -36.43 -17.82 -36.43
8 -74.66 -37.03 -74.66
9 -151.42 -75.51 -151.42
10 -305.24 -152.52 -305.24
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Table 4.5: Over-representation of the three types of functions
k rvetok r
can
k r
thr
k
1 0.3 0 0.3
2 0.25 0.07 0.25
3 0.87 0.33 0.47
4 2.78 1.04 2.48
5 6.30 3.25 6.30
6 7.94
7 17.40
8 36.63
9 75.28
10 152.52
11 306.61
14 2464.29
threshold functions and canalizing functions in this system. For each property pi, we
count the k-ary functions in the data set as:
a
(pi)
k = |{i ∈ {1, 2, . . . , 152} : fi is k-ary with property pi}| . (4.6)
Table 4.3 provides an overview of these counts.
Then a(pi)k /ak is the fraction of these functions, ak being the total count of k-ary
functions in the data set. In order to quantify the preference of property pi, we compare
this fraction to a null model of uniformly drawing k-ary functions without spurious
inputs. Under this null model, the expected fraction of functions with property pi is
|B∗k, (pi)|/|B∗k|. We call the over-representation of property pi at arity k, the logarithm
of the ratio between the observed fraction and that expected under the null model, so
r
(pi)
k = log
(
a
(pi)
k
ak
)
− log
( |B∗k, (pi)|
|B∗k|
)
. (4.7)
Table 4.5 lists these values. The over-representation of veto functions is at least as large
as that of threshold functions and strictly larger than that of canalyzing functions,
considering the value of r(pi)k for arities k ≤ 5 where all these types of functions are
present.
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4.2.3 Statistics of the connections
In modeling cell cycle process with Boolean networks, the time evolution of each node
depends only on its incoming arrows. Therefore, the dynamical trajectory of each node
can be determined with one vector instead of the whole networks configuration. This
feature benefits us to decompose the adjacency matrix into row vectors. Hence we
study the functional vectors that can reproduce the dynamical trajectory of each node
individually. From computational aspect, the problem reduces from studying all 3N×N
possible N ×N networks to 3N possible row vectors for each node. In this section we
present a comparative study on functional vectors of the elements of the two yeast cell
cycle networks. This may uncover the significance of the role each gene plays in the
process of cell division.
Figure 4.4 shows the ratios of the positive, negative and zero functional arrows
into each 11 nodes of the budding yeast cell cycle. The update rule which is applied to
regenerate the dynamics is threshold function I. Each bar corresponds to the arrows from
one node to the node indicated by the subfigure label. The numbers in the horizontal
axes are correspondent to the nodes in the labels of subfigures with the same order
respectively. For instance, the first bar in the first sub-figure Cln3, indicates the ratio of
the incoming arrows from Cln3 to itself, the second bar shows the ratio of the incoming
arrows from MBF to Cln3 and so on. Figure 4.5 and Figure 4.6 indicate the same ratios
of the functional arrows for budding yeast cell cycle using respectively threshold II and
veto update rules.
These diagrams visualize the fraction of each node’s contribution in building the
Boolean trajectory of the cell cycle. Therefore, the rations illustrated in the diagrams
can be interpreted as the significance of the role each gene plays in the process of cell
division. Let us as an example look at the first diagram in Figure 4.4. The bigger ratio
of blue bars for all nodes indicates that the positive incoming arrows from all genes to
Cln3 are rather likely to generate the dynamical path of this gene through the process
of cell division. However, in the second and third diagrams of Figure 4.4, the first bars
include only orange color (positive arrows), i.e. there “MUST” be two activating signals
from Cln3 to MBF and SBF to generate the dynamical trajectories of the genes MBF
and SGF through the dell division. As seen in the figure, the other necessary positive
(activating) signals are from Clb5,6 to Clb1,2 and Mcm1, from Clb1,2 to Mcm1 and
from Cdc20 to Swi5. The essential negative (inhibitory) arrows are from Cln1,2 to
Sic1 and Cdh1, from Clb1,2 to Cdh1 and from Sic1 to Clb1,2. These connections are
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Figure 4.4: Fractions of different types of inward connections to each node from all other
nodes (including itself) that produce the budding cell cycle process based on threshold
function I. Numbers in parenthesis are the number of functional vectors of the correspond-
ing nodes. The blue, orange and gray colors correspond to the fraction of negative, positive
and zero (no connection) arrows respectively. The horizontal axis integers assign the nodes
in the same order of the diagrams.
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Figure 4.5: Fractions of different types of inward connections to each node from all other
nodes (including itself) that produce the budding cell cycle process based on threshold
function II. Numbers in parenthesis are the number of functional vectors of the corre-
sponding nodes. The blue, orange and gray colors correspond to the fraction of negative,
positive and zero (no connection) arrows respectively. The horizontal axis integers assign
the nodes in the same order of the diagrams.
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Figure 4.6: Fractions of different types of inward connections to each node from all other
nodes (including itself) that produce the budding cell cycle process based on veto function.
Numbers in parenthesis are the number of functional vectors of the corresponding nodes.
The blue, orange and gray colors correspond to the fraction of negative, positive and zero
(no connection) arrows respectively. The horizontal axis integers assign the nodes in the
same order of the diagrams.
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Figure 4.7: Fractions of different types of inward connections to each node from all other
nodes (including itself) that produce the fission cell cycle process based on threshold func-
tion I. Numbers in parenthesis are the number of functional vectors of the corresponding
nodes. The blue, orange and gray colors correspond to the fraction of negative, positive
and zero (no connection) arrows respectively. The horizontal axis integers assign the nodes
in the same order of the diagrams.
literally observed in the two other Figures 4.5 and 4.6. Accordingly, the necessary
arrows are fixed regardless of the updating rules. On the other hand, in Figure 4.6
which corresponds to the functional connections of budding yeast cell cycle network 23
uniformly gray bars can be observed. This indicates the lack of these connections is also
necessary in reproducing the dynamical trajectory of cell division with veto function.
Such essential disconnections are not observed in the diagrams of the two other Boolean
functions. That means the functional networks of budding yeast cell division which are
updating with veto function, include 23 prohibited signals from some genes to some
others. Existing of any of this signals will destroy the expected dynamical trajectory.
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Figure 4.8: Fractions of different types of inward connections to each node from all other
nodes (including itself) that produce the fission cell cycle process based on threshold func-
tion II. Numbers in parenthesis are the number of functional vectors of the corresponding
nodes. The blue, orange and gray colors correspond to the fraction of negative, positive
and zero (no connection) arrows respectively. The horizontal axis integers assign the nodes
in the same order of the diagrams.
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Figure 4.9: Fractions of different types of inward connections to each node from all other
nodes (including itself) that produce the fission cell cycle process based on veto function.
Numbers in parenthesis are the number of functional vectors of the corresponding nodes.
The blue, orange and gray colors correspond to the fraction of negative, positive and zero
(no connection) arrows respectively. The horizontal axis integers assign the nodes in the
same order of the diagrams.
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Similarly Figures 4.7 to 4.9 show the ratio of the positive, negative and zero (no
connection) arrows in the functional networks of the fission yeast cell cycle based on
the three Boolean functions. The necessary positive arrows of the functional networks
based on threshold function I are from node Start to SK, from Cdc2/Cdc13* to Slp1,
from Cdc2/Cdc13 to Cdc25 and from Slp1 to PP. The negative essential signals are from
Slp1 to Cdc2/Cdc13 and Cdc2/Cdc13*, from SK to itself and from Cdc2/Cdc13* to it-
self. Interestingly, the necessary functional arrows for the two other Boolean functions;
threshold II and veto diminish. The arrows from Start to SK, from SK to itself and
from Cdc2/Cdc13* to itself are not observed as necessary connections in the functional
networks with threshold function II and veto function. This indicates that the func-
tional networks of fission yeast cell cycle based on threshold function I requires more
connections compare to the functional networks based on threshold function II and veto
function. The only one totally gray bar in Figure 4.7 and two of them in Figure 4.8 in
comparison with 9 totally gray bars in Figure 4.9, shows the rather prohibited signals
in the functional network based on veto function. The common prohibited signal in the
three functional networks is an arrow from Wee1/Mik1 to Cdc25.
Now let us take a general look at the statistics of the total connections of func-
tional networks. To this aim, we preform some computational analysis and compare the
distribution of the yeast cell cycle functional networks over the connections based on
different Boolean functions. However, counting the number of functional networks over
all 3N2 possible networks and ordering them due to the number and type of connections
is computationally infeasible. Therefore, we apply an approach proposed by Boldhaus
et al.,[91] where they similarly discussed that the rows of functional network matrices
combine independently. Their approach is facilitated from this feature in computation
of histograms over functional networks. Hence instead of processing the whole networks
matrices, the functional row vectors are analyzed. They considered the set of all func-
tional matrices M as a product over sets Mi of functional row vectors for each node i.
The Cartesian product [92] of Mis is the neutral network of the whole system.
Independently combined functional row vectors into a matrix construct a functional
network. By testing each of the 311 ≈ 2 × 105 possible vectors over {−1, 0,+1} for
each node i, the set Mi of functional row vectors is obtained. The distribution of
the connections of the functional networks is gained by calculating the distribution of
the connections gi for each node i. The number of functional vectors in row i with x
interactions is:
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gi(x) = |{r ∈Mi|k(r) = x}|, (4.8)
where k(r) is the number of non-zero entries in a row vector r ∈Mi. TheseN histograms
are iteratively combined into the histogram hi over the first i rows according to
s(f) =
k∑
i=1
αi . (4.9)
hi(x) =
z∑
x=1
hi−1(z − x). (4.10)
with initialization h1 = g1. This method is applicable for all matrix observables that
are decomposable into observables of single rows. Figures 4.10 and 4.11 shows the
distribution of the connections of the budding and fission yeast functional networks
based on threshold function type I, threshold function type II and veto function. The
number of positive connections which are involved in the functional networks based
on veto functions is bigger than the number of negative connections. However, in
the functional networks based on the two types of threshold function, the negative
connections are more than the positive ones. The reason of this observation lies in
the veto effect of the negative connections in veto functions. For the two types of the
threshold functions however, the number of positive connections is less than negative
ones .
In order to compare the number of connections in functional networks based on
the three functions, the distribution of connections of them are shown in same frame
in Figures 4.10 to 4.13. By comparing the distribution of the total connections of
the functional networks for the three function (Figure 4.10c), apparently the budding
yeast functional networks with veto functions are more sparse compare to the functional
networks with threshold functions. However from Figure 4.11c, the superposition of the
distribution curves of fission yeast functional networks indicates that the functional
networks of the three Boolean functions with equal probability are also with equal
dense. On the other hand, Figure 4.10a and Figure 4.10b respectively show the fewer
number of negative connections and larger number of positive connections in budding
yeast functional networks with veto function. Due to the strong inhibitory effect in veto
function, this is a trivial results.
In order to compare the functional networks based on the sign of the signals, Fig-
ures 4.12 and 4.13 rearranged the curves in new frames. Figure 4.12a and b show that
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Figure 4.10: The number of networks versus the number of a) negative, b) positive and
c) total connections based on the three Boolean functions that can reproduce the budding
yeast Boolean trajectory.
the number of positive connections are less than the negative ones in budding yeast
functional networks with threshold function I, and is almost equal with the functional
connections of threshold function II. Contrarily, more positive connections are observed
in budding yeast functional networks with veto function (Figure 4.12c). The similar
diagrams for fission yeast functional networks are illustrated in Figure 4.13. Similarly,
the positive connections in the functional networks with threshold I are more than the
negative ones. The configurations of positive and negative connections in threshold II
functional network indicates similar bahviour, while the positive and negative connec-
tions in functional networks with veto function are shared almost equivalently.
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(a) (b)
(c)
Figure 4.11: The number of networks versus the number of a) negative, b) positive and
c) total connections based on the three Boolean functions that can reproduce the fission
yeast Boolean trajectory.
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(a) (b)
(c)
Figure 4.12: The number of functional networks versus the number of connections based
on the three Boolean functions, a) threshold I, b) threshold II and c) veto that can repro-
duce the budding yeast Boolean trajectory.
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(a) (b)
(c)
Figure 4.13: The number of functional networks versus the number of connections based
on the three Boolean functions, a) threshold I, b) threshold II and c) veto that can repro-
duce the fission yeast Boolean trajectory.
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4.3 Discussion
In this chapter, we presented yeast cell cycle as an example of molecular interactions
in biological systems which is modeled using Boolean networks. The budding and
fission yeast has already been modeled with threshold functions type I and type II
[2, 15, 36]. We modeled the two yeast cell cycle networks with veto functions. In
Boolean networks for control of the yeast cell cycle [2, 11], none or minimal changes
to the wiring diagrams are necessary to formulate their dynamics in terms of the veto
functions introduced in this thesis. This provides a good evidence of the efficiency of
veto function on modeling interacting molecules in the living cells. Next we studied
the variety of the functional networks comparatively. In addition, by analyzing the
three functions in Boolean networks using real data of intracellular signal transduction,
we reach that the veto functions are over-represented by a factor exceeding the over-
representation of threshold functions and canalyzing functions. Finally in order to
investigate the statistical contribution of the connections in the configuration of yeast
cell cycle functional networks, the fraction of functional row vectors and the distribution
of the number of networks over the arrows has been calculated and visualized.
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Underlying the apparently deterministic organization of biological species at a macro-
scopic level is a rich complexity of patterns at the meso- and micro- levels. Why and how
these occur are the basis of contemporary research: the “why” takes into account be-
havioural aspects relating to genetic advantages, while the “how” is a question to which
the tools of statistical physics can meaningfully be applied. An example of such diverse
patterning occurs in the fly eye, very complex and intricate organ. The Drosophila visual
system and in particular retinal patterning have been the subject of great scrutiny. A
class of photoreceptors (PR) subtypes, the inner PRs R7 and R8, which are involved in
color vision, are arranged randomly across the retina. The stochastic expression of the
transcription factor Spineless in one of the two subsets determines the random pattern.
On the other hand, another group of flies (Dolichopodidae, Dolis in short) instead have
ordered and seemingly deterministic retinal patterning, where alternating columns of
ommatidia with different corneal colors are found. If only one or a few critical upstream
factors were divergently regulated to control random or stochastic cell fates, with down-
stream factors expressed in similar ways in each system, it might be possible to establish
the rules that governed the evolution from one mode of patterning to the other. In this
work, we present a simple mathematical model for such a regulatory mechanism, and
compare our results with experimental data on the two fly species. Our model is also
predictive, and applicable to most patterns observed in the eyes of other flies.
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Figure 5.1: a) The eye of the family Doli which is taken by Keith Short [8]. These flies
have regular, alternating rows of structural color across the eye. b) Drosophila family eye
which is formed by randomly distributed colors which is taken from Claude Desplan’s lab.
The first stage of the process is the geometrical formation of the eye into a hexagonal
close-packed structure. Patterning begins with progression of the morphogenetic furrow,
a posterior-to-anterior wave of differentiation. Sequential rounds of signaling produce
25 highly ordered rows of cells that will make up the 800 units of the adult compound
eye called ommatidia. Each ommatidium contains eight PRs and accessory cells: The
six “outer PRs” (R1-R6) express a broad-spectrum Rhodopsin, Rh1, and are required
for motion detection and dim light vision. The two “inner PRs” (R7 & R8) express
different Rhodopsins and are used for color discrimination and polarized light vision.
A detailed mathematical model of this process, incorporating known details of various
genetic networks, has recently been formulated [93, 94, 95, 96, 97]. However, that model
does not address the stochastic distribution of color photoreceptors, which is the subject
of this chapter.
We present a model to simulate the eye formation as a hexagonal lattice. While the
colors are distributed approximately randomly in Drosophila (Figure 5.1b), the Doli
eye shows a pronounced striped pattern (Figure 5.1a). Occasional perturbations in the
patterning strongly suggest that the patterning follows a local, cellular-automaton-like
rule.
The eye color is the result of a complex cascade of gene expression. In the case
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Figure 5.2: Structural color of a doli eye; anterior to the left. Errors during development
affect some wild-caught individuals. The picture is taken by Mike Perry [9].
of Drosophila the final decision on the subtypes of R7 and R8 depends on a bistable
stochastic switch [98]. We hypothesize that the regulatory circuitry is largely conserved
among flies and hence the difference between the Drosophila and Doli eyes should be
explainable in terms of relative strength of interactions rather than a rewiring of the
regulatory network itself. Since the mechanistic details are unknown, we postulate that
there is some factor X that during development releases the stochastic switch so that
the system can “throw the dice” and decide on the eye color. We suppose that the
difference in the two fly genera is the detailed functional form of the color-decision on
the factor X and the dependence of X-expression on the color-decision of the ommatidia
just behind the furrow. We thus may think of X as a signal that is locally transported
with the furrow.
The color of each ommatidium X is determined by a state S that depends stochas-
tically on X. Thus we define a probability p(S|X) to observe color S given a certain
input concentration X. Since we assume that X is transported with the furrow, we
model X as a (weighted) average of the output of X of the preceding ommatidia, i.e.,
the neighbors of X that have been colored in the previous time-step. The output value
of X also depends on the fly species. Dynamically, the pattern formation of the fly eye
proceeds column by column: the coloring of a particular column occurs while the furrow
rests on it, and only after this is complete does the furrow move on and proceed with
the ordering and coloring of the following column.
While the Doli eye consists of alternating stripes of “yellow” and “pale”, there are
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occasional mistakes which suggest that the ordering is likely non-deterministic. Fur-
thermore, if there is a perturbation during the development of this fly, the mistakes
that occur in a particular column can persist over several succeeding ones (Figure 5.2).
This suggests that sites in a column can have at least a local influence on their neigh-
bors. The Drosophila eye is fully randomly ordered, with a certain bias towards the
pale colour in the ratio 30:70.
These features suggest a unified theory which contains two ingredients: one, a
stochastic colouring element, and two, a correlation between the expression of colours
in adjacent columns (which can be set to zero in the case of Drosophila). Accordingly,
in the following, we first define our parameters in the context of the Doli eye, and look
at its dynamic formation. Next, we discuss the effects of perturbation in a given column
and its persistence. Following this, we describe the formation of the Drosophila eye in
the context of our model. In the last section, we discuss our results.
5.1 The Methodology
The expression of S (Spineless in Drosophila) leads to the yellow state while the lack
of its expression leads to the pale state. The expression of S is controlled by some
factor X, which we take to be a diffusing factor that travels with the morphogenetic
furrow. The furrow moves from one column (throughout which geometrical ordering
and expression of color have been established) to the next, where patterning will occur.
The expression of S is the last in the chain of events that occurs while a given column
is under the furrow [99, 100]. Accordingly, we examine the color choices of an already
ordered column under the furrow, and postulate that the color of the cornea of a given
ommatidium is determined by a state S, which depends stochastically on the value of
factor X. For example, large X causes S to be expressed, while small X does not. A
probability p(S|X) can accordingly be defined for a given ommatidium in the column,
for a state S to be observed given a certain input magnitude of X. This value of X
for a given ommatidium is itself a weighted average of the output of X from its nearest
neighbors in the previous (completed) column. The X values determine the expression
patterns of S, i.e. the color type of the cornea of the ommatidium. Once the color type
is determined, the next step is a feedback loop: the expressed values of S are fed back
into the output values of X, which, when suitably averaged, will be the input values of
X at the next column.
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So far, the scheme is perfectly general. However, the correlations between S and X
in both directions will be different for Drosophila and Doli. We discuss these separately
below.
5.2 Model for the deterministic pattern in Dolichopodidae.
In Doli, the two colors green and red alternate; we denote them by 1 and 0 respec-
tively. We posit that color choices in a column are essentially complete by the time
the morphogenetic furrow moves on to the next column, we regard their establishment
as instantaneous on the timescale at which the full ordering process occurs in the next
column.
The system is simulated simply by an n×m matrix with elements aij ∈ {0, 1} and
i ∈ {1, . . . , n} and j ∈ {1, . . . ,m}. Two competing effects determine the value of a
given element: the first is a default probability of being in the state 1 (green) (or its
complement 0 (red)) for every element in a vertical column. The second can be seen as
a “horizontal” effect, modeling the correlation between a site and its nearest neighbors
in the adjoining column.
For each column j, the first parameter Sj is a function of Xj . The response function
pj(S|X), the probability of S given X, is:
pj(S|X) =
{
P0 Xj ≤ X0
1− P0 Xj > X0,
(5.1)
pj(S|X) indicates the probability of the site to be green and P0 is a constant. X0
is considered as a threshold for the parameter Xj . The growth of S leads to a rapid
decrease in the value of X: this anticorrelation is expressed as:
Xj+1 = γ − βpj(S|X), (5.2)
where Xj lies in {1 . . . 10}, β and γ are two general coefficients. In our simulations.
P0 = 0.0001, X0 = 5, β = 8 and γ = 10. This values leads Xj to oscillate between two
value 2 and 8. If the value of X in column j; Xj exceeds X0 = 5, the probability of
the sites to be green is 1− P0 = 0.9999 i.e. the green sites are much likely to observed
in the column j than the red sites. According to the values of the coefficients γ and
β and the threshold X0, Xj will take the constant value γ − βP0 or γ − β(1 − P0) for
ever or will jump between the two values γ − βP0 and γ − β(1 − P0). The behaviour
of Xj based on the values of the coefficients is shown in Fig. 5.3. The purple region,
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X equals the fixed
point 𝛾 − 𝛽 1 − 𝑃0
X equals the fixed 
point  𝛾 − 𝛽𝑃0
X Oscilates between 
the two fixed points.
The region of non-
acceptable parameters
Figure 5.3: The behaviour ofXj in eq. 5.1 based on the values of the involved parameters;
γ, β, and P0.
corresponds to the steady state γ − β(1− P0) of Xj , the blue strip shows the region of
the other steady state γ − βP0 and the green one reveals the values of coefficients for
which Xj oscillates discontinuously between the two values γ − βP0 and γ − β(1−P0).
Since X is a biological factor, the negative values of it, is not acceptable. Thus, there
exist a range of coefficient values for which X is not definable (the white region).
In order to get the doli striped pattern in which the dominant probabilities of red
and green alternate, the involved parameters in Equation 5.2 should be chosen as Xj
jumps between the two steady states (γ − βP0 and γ − β(1 − P0)) which corresponds
to the green strip in Figure 5.3. The result of our simulated configuration of doli eye is
shown in Figure 5.4e.
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5.3 Horizontal correlations
The default state of a given ommatidium in a Doli column is either 1 (green) or 0 (red).
We therefore defined the nature of a column: if most ommatidia are of the 1 type, we
call this a G (green) column. If most ommatidia are of the 0 type, we call this a R
(red) column. A mistake is defined as an element that takes a value 1 in an R column
or 0 in a G column. When a green column is being formed, this will only be modified
if there are “mistakes” in the previous red column, within its correlation neighborhood.
In quantitative terms, the “default” probability is modified by a correction term lij due
to the effect of mistakes, if any.
The second step is to evaluate the contribution of mistakes in an earlier (formed)
column to the one that is currently being formed. In our model, we consider the
correlation effect of the mistake sites in the earlier column to reduce exponentially with
the distance from the target site. Therefore, the correlation between the closer mistake
sites with the target one is higher than further mistake sites.
In order to explain the idea technically, let us consider the correlation effect of the
earlier column on formation of a chosen site aij . In the case of pj−1 < pj , the earlier
column j−1 is a R column with majority of 0 sites. Then a mistake site which is located
at site (i+ f, j − 1), should be 1, i.e. a(i+f,j−1) = 1 . On the other hand, if pj−1 > pj ,
the majority of the earlier column j − 1, are 1 and therefore the mistakes take 0, i.e.
1 − a(i+f,j−1) = 1. Mathematically, this is implemented by defining a local horizontal
correlation lij for a site in the ith row and the jth column. The propagation of errors
is described by an additive probability term lij for each site. This term is defined as
lij = 
N−i∑
f=−i
[ai+f,j−1 −Θ(pj−1 − pj)] exp
(
−f
2
k
)
(5.3)
with the step function
Θ(x) =
{
1 x ≥ 0
0 otherwise
. (5.4)
Assuming a stripe pattern, the Θ-term in Equation (5.3) gives the a-value expected
to be dominant in column j − 1. In the above,  and k are constants which in our
simulations are taken as 1.25 and 2 respectively. The correlation domain is equal to
columns length, i.e. the number of sites in each column. f indicates the distance of the
mistake site a(i+f)(j−1) in the earlier column (j−1) to the target site in the new column
ai,j . If there are no mistakes in the patterning i.e. lij = 0, the target site takes its
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default value as defined by Equation 5.1. If the immediate neighbors in the correlation
domain of the target sites contain mistakes, then a contribution of lij is added to this
default probability to determine the total probability, Pij :
P doliij (S, l) = pj(S|X) + lij . (5.5)
Equation 5.5 indicates that the addition of the horizontal correlation brings about a
(positive or negative) correction to the default value of the probability, due to the
presence of mistakes in the adjoining column. If there are no mistakes in the earlier
column, the default value of the probability is maintained.
5.4 Propagation of errors: some examples
As mentioned above, Dolis sometimes make patterning mistakes whereby an omma-
tidium in a green column is red, or vice versa. When there are several mistakes in
ommatidium, it is often propagated to subsequent columns Figure 5.2. Our formalism
shows such propagation clearly. We simulated the response of the Doli eye retinal mo-
saic to a defective column, for instance t, with response function pj=t(S|X). We make
the arbitrary choice that column t = 8 is the perturbed one, and set its default proba-
bility equal to some Pper. Thus, pj=8(S|X) = Pper = 0.5, say: which is to be contrasted
with a strong Doli-like behaviour obtained by a parameter choice of PDoli0 = 0.0001 (see
Figure 5.4f). (This means that the probabilities of being red or green are very sharply
defined, being 1 or 0 on either side of the threshold X0).
Notice that the red ommatidia in the Figure 5.4d at column 8 are the mistakes
(generated randomly by the choice pj=8(S|X) = Pper = 0.5). Where these are isolated
in the middle of the figure, no propagation of errors occurs as the furrow moves on
and the columns to the right of 8 are ordered R/G as before. However, where there
are multiple mistakes in close proximity, propagation of errors does occur as the furrow
moves onward for a considerable duration sometimes never recovering before the end of
the formation of the eye.
5.5 Stochastic pattern in the Drosophila retina
At the other end of the spectrum from Doli, is the Drosophila retina where omma-
tidia containing R8 cells that express either green or blue Rhodopsin are randomly
distributed, with a bias for green (65%) vs . blue (35%). A quantitative analysis has
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Figure 5.4: The fly eye retinal mosaic like 30× 50 systems which are controlled by the
general response function Equation 5.11 with α = 0.0, α = 0.2, α = 0.5, α = 0.8, α = 1.0
respectively in figures a, b, c, d and e. Figure f shows the Doli α = 1.0 with one perturbed
column t = 8 with Pper = 0.5. PDoli0 = 0.0001 and , PDroso0 = 0.4.
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demonstrated that the pattern is fully stochastic [98, 101]. This implies that the choice
of every ommatidium is fully independent of all the others, so that there is no auxiliary
equation which expresses correlations between neighbouring columns.
Thus, by choosing the parameters in Equation 5.2 so that Xj remains constant
(either the blue or the purple region in Figure 5.3), the response function pj will equal to
either P0 or 1−P0 forever. The bias is modeled by choosing the probability of appearance
for the green Rhodopsin to be greater than 0.5. The analogue of Equation 5.5 in this
case becomes
P drosoij (S, l) = pj(S|X), (5.6)
since lij = 0, where, as before, Pij is the probability that the ommatidium (i, j) is green,
i.e. that aij = 1. A sample configuration is shown in Fig. 5.4a with P0 = 0.4 i.e. the
ratio of the number of green sites to red sites is 4/6.
5.6 Looking for correlations
A useful tool for investigating correlations in a given configuration is the autocorrelation
coefficient R: this can be defined along either columns or rows. We use a superscript h
to denote horizontal correlations (along rows) and the superscript v to denote vertical
correlations (along columns). The magnitude of R is close to 1 if the sites under consid-
eration are strongly correlated to each other while it is close to -1 if they are strongly
anticorrelated. When the sites are randomly arranged, i.e. there are no correlations, R
= 0.
We first define a horizontal spatial correlation along rows. The site values of row k,
akj , where j ∈ {1, . . . ,m}, are considered as a set Ak = {ak1, . . . , akm}. The average of
the set elements is:
〈Ak〉 =
∑m
j=1 akj
m
. (5.7)
The autocorrelation coefficient of set Ak ( the sites in row k) can then be defined as:
Rhk(τ) =
〈(akj − 〈Ak〉)(ak(j+τ) − 〈Ak〉)〉
σ2
. (5.8)
Here the variance σ2 is:
σ =
√
〈(akj − 〈Ak〉)2〉. (5.9)
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Figure 5.5: The eye structure of a Soldier fly [10]
.
This denotes the typical correlation between sites along row k, with a distance τ from
each other. For Doli, where alternating columns of red and green are observed the
correlations along rows should therefore not depend on the exact position of the row, so
that the index k becomes irrelevant. Thus, for Doli, the horizontal correlation coefficient
Rhk(τ) is about −1 for odd τ and 1 for even τ independent of k. However, as one might
expect, the correlation coefficient Rhk(τ) takes random values about 0 in Drosophila.
The vertical spatial correlation can be analyzed by a similar procedure. Considering
the values of the sites at column k′ as a set Bk′ = {a1k′ , . . . , ank′}. The auto-correlation
within column k′ is, exactly as before,:
Rvk′(τ) =
〈(aik′ − 〈Bk′〉)(ai(k′+τ) − 〈Bk′〉)〉
σ2
. (5.10)
This refers to correlations in the vertical direction, i.e. along a column. Since Doli
columns are typically monochromatic, the value of this correlation is around 1, inde-
pendent of the index k; while it is a random variable around 0 for Drosophila.
5.7 What patterns can be obtained with the rules?
Eyes of different Diptera exhibit very different patterns that often define the species or
serve other visual purposes. Is it possible to make predictions for some of these patterns
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using the same rules that apply to Doli and Drosophila? We addressed this by mixing
the characteristics of Doli and Drosophila in a given ratio; it is then possible to generate
far more complex patterns. To do this, we define a response function which is a linear
combination of the two fly eyes response functions with coefficient α ∈ [0, 1]:
Pαij(S|X) = αPDoliij (S|X) + (1− α)PDrosoij (S|X). (5.11)
For various values of the coefficient α, we are thus able to construct a set of intermediate
systems between Doli and Drosophila (see Figures 5.4b and 5.4d). This leads to an
increased tendency towards order (Doli-like) as α increases starting from randomness
(Drosophila-like). Figures 5.4b to 5.4d show patterns obtained when α = 0.2, 0.5 and
0.8 respectively. Interestingly, a type of fly eye with a configuration between doli and
droso exist in nature. Fig. 5.5 shows the structure of a Soldier fly eye which clearly
coincides with the simulated configurations between doli and droso, especially with
those illustrated in Figure 5.4c and Figure 5.4d.
From this point on, the description is rather technical. The idea is rather simple,
that vertical and horizontal coefficients can be plotted as a function of α. The average
of vertical and horizontal spatial correlation coefficients for systems with different values
of α can be derived as:
〈Rh(τ, α)〉 =
∑|r|
i=1
∑m
k=1R
h
ik(τ, α)
m× |r| , (5.12)
〈Rv(τ, α)〉 =
∑|r|
i=1
∑n
k=1R
v
ik(τ, α)
n× |r| , (5.13)
where |r| indicates the number of realizations. Practically, calculating 〈Rh(τ, α)〉 for τ =
±1 and 〈Rv(τ, α)〉 for τ = 1 covers the correlations over all other values of τ . Figure 5.6
shows the mean horizontal correlation coefficient 〈Rh(1, α)〉 diagram for the set of fly
eyes according to equation 5.11 for systems with no local speckle correlation. In other
words, the diagram is obtained by considering lij = 0 in Equation 5.5. The left and right
sides of the diagram correspond to negative and positive β (in Equation 5.2) respectively.
The horizontal axis shows the value of α which varies from 0 to 1 symmetrically in the
right and left side. The vertical axis indicates the value of PDrosoij (S|X) = P0. The
chromatic pink indicates 〈Rh(1, α)〉 = −1, while the gray pixels show 〈Rh(1, α)〉 = 0.
Some examples of the simulated eye configurations are shown in the sub-figures (1)-(9)
of Figure 5.6. Configuration of subfigure (1) corresponds to simulation parameters of
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Figure 5.6: The mean horizontal correlation coefficient 〈Rh(1, α)〉 diagram for the set of
fly eye according to Equation 5.11
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β > 0, α = 1 and P0 = 0.5. β > 0 identifies the doli striped region, α = 1 makes the
second term in Pαij(S|X) vanish, so that it becomes independent of PDroso0 . Therefore,
we have a pure doli configuration not only in the two pointed pixels, but also in the
whole most left column of the main diagram. Configuration (2) represents the simulation
result for β > 0, α = 0.9 and P0 = 0.4. Configuration is slightly deviated from a perfect
doli. Such deviations (impurities) is the droso effect which disarranges the striped order.
Configuration (3) is built with parameters β > 0, α = 0.65 and P0 = 0.9. As the value
of α is reducing, The configuration is taking more distance from doli striped behaviour
and the droso behaviour is becoming more distinguished. Configuration (4) corresponds
to parameters β > 0, α = 0.65 and P0 = 0.1. The effect of droso is as dominant as
(3), however the percentage of greens and reds in the non-doli impurities are different
because of the different value of P0. Across the vertical axis reveals β < 0 region. In
this area, there exist no order and all configurations display certain percentage of the
colors which are randomly distributed. The probability of the so called Ordered Fly is
considered as αP doliij (S|X) = 0.99. Hence, the extreme configuration which occurs at
α = 1 is 99% green colored. Configurations (5) and (6) are drawn based on identical
values of α close to zero but for two opposite points on the vertical axis corresponding
to P0 = 0.1 and P0 = 0.9. Therefore, a Droso dominant behaviour with different
percentage of greens and reds are observed. As α increases in the left side, the droso
effect reduces and configurations tend to become a homogeneous green. Configurations
(7), (8) and (9) correspond to α = 0.9 for all and P0 = 0.9, P0 = 0.55 and P0 = 0.1
respectively. Apparently, the green color or the ordered fly is dominant and depending
on the value of P0 the droso impurities take more reds or greens.
5.8 Discussion
The complex and intricate structure of the eye in any animal species, has attracted the
attention of many scientists in the field of complex systems. In particular, the drosophila
visual systems is one of the most studied complex neural systems [99, 100, 102].
In this chapter, we have presented a simple approach based on the correlation coef-
ficient by which we are able to simulate some fly eyes ranging from doli to drosophila
to soldier fly. More important, the response of the doli simulating configuration to a
manual perturbation, renders precisely similar configuration to what is observed for a
damaged doli eye in the nature. This achievements confirm that the model we have
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presented in this chapter, may serve a novel and universal approach to describe the
mechanism of different fly or more optimistic, species, eye formations.
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The idea of strong inhibitory inputs of veto type has been already used in models
of neurons [40, 49] and in studies of cell cycle networks in a model with graded (non-
Boolean) response [40, 103]. Moreover, veto rules also appear in non-biological context.
For instance, in networks of detectors for gravitational waves, certain devices may be
given a veto function in order to suppress false positive signals [29].
The present dissertation is devoted to describing veto functions in a coherent and
concrete term, as well as describing and analyzing significant non-trivial features of
Boolean networks. To that end, we have employed both analytic and numerical meth-
ods. On the analytic side, we have studied the degeneracy of the Boolean network
topologies based on different dynamical functions. Specifically, we have derived cer-
tain expressions for the degrees of degeneracies for the set of three functions namely,
canalyzing, threshold and veto functions.
According to the idea of degeneracy, the time evolution of a Boolean network can
be precisely obtained from its topology while having the whole dynamics dose not
inevitably lead to the accurate topology. Therefore, gaining a configuration which is
capable to generate our desirable state transition graph in a wide range of context from
biology to economy to sociology, might not be considered as the decisive structure of
the system we are dealing with. Furthermore, while the question of “which order of
measuring the pieces of the dynamics will lead to the most precise information about
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the topology?” is still open, we uncover that even measuring the whole dynamical
pattern dose not necessarily lead to the definite interaction architecture. On the other
hand, due to the degree of degeneracy of the Boolean functions, one might be able to
build a non-degenerate Boolean network or inversely be able to recognize whether the
dynamical system under investigation is produced with one unique topology or can be
the result of a set of possible topologies. The degeneracy of the other types of Boolean
functions is to be investigated as far as possible.
In addition, for the set of three mentioned Boolean functions, we have obtained
formulas expressing the number of all possible k-ary Boolean functions which are de-
pendent on all their inputs. Such functions are rather sensible to be applied in real
and natural data than the downright mathematical calculations and theoretical studies.
That is, mathematically there exist connections which can be knocked out in reality.
This issue must carefully be considered in modeling real systems with Boolean networks.
Furthermore, the efficiency of the veto functions is verified versus the two competitor
functions both analytically and by computer simulations. Generating robust dynamics
and precedence in reproducing the empirical data of real dynamical procedures, are the
most significant features of veto functions which are illustrated in this thesis. There-
fore, the veto function may serve as a suitable model for simulating some other robust
interacting systems in molecular biology.
Finally, we have investigated another type of biological phenomena, by using inter-
acting binary elements. A complicated procedure of fly eye formation for some different
flies; doli, drosophila and soldier, has been described by applying a plain model of 2-
dimensional cellular automata simulation. The ability of the model to simulate even a
damaged doli eye perfectly, authorized us to offer the method as a promising general
approach to simulate different flies (or even different spices) eyes.
Classes of functions and their parametrizations are to be explored further, under
comparison with empirical data sets. This will lead to more and refined null models
being able to separate global effects of network architecture from local ones given by
the use of logical functions with particular properties. In the context of gene regulatory
networks, we may generalized veto functions such that each inhibitor vetos only against
a subset of all activators. In non-Boolean networks, the idea of veto may appear in the
systems where one or a range of input types are authorized to determine the outputs
regardless of the other types of the inputs. This is to be specially extended in modeling
social interacting systems.
78
Furthermore, in all the Boolean models which have been considered so far, the dy-
namics of Boolean networks has been mostly considered as a Markovian process in which
the Boolean functions exclusively depend on the previous state of the networks. One
possible interesting path for future research would be to include the effect of memory in
the dynamics of the classes of functions. This can be explored by inserting an additional
term to the original functions which infolds more previous states (than only one).
Moreover, investigating the robustness of the dynamics of the networks against the
topology disturbance of the networks based on different Boolean functions, may uncover
the efficiency of the Boolean functions for modelling non-static topologies with Boolean
networks.
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Appendix
The detailed calculations on the activities of the inputs and the sensitivity of the thresh-
old function type II 2.7 in section 3.2.2.2 of chapter 3 is presented in this appendix.
A.1 I: self-inhibitor target
Here we calculate the sensitivity of the threshold function type II 2.7 which controls
the time evolution of a k-input self-inhibitor node, That is, wii = −1. Similar to the
calculations in section 3.2.2.1 of chapter 3, in order to derive the sensitivity, we first
calculate the activity of the inputs as eq. 3.10 and eq. 3.11. The configurations in which
changing one input changes the output correspond to the cases in which the difference
between the “state-on” inhibitors and activators is not bigger than 1. A component
i which is “state-on” is denoted by σ1i . Let us denote the value of the perturbing
component, the component which is flipping (σll) by σl, and the perturbed one, also
called target node, by σi. An element σi denotes the state of an inhibitor or an activator
if σiI or σiA respectively.
A.1.1 Activity of inhibitors
There are four conditions under which a negation of an inhibitor alters the output. We
denote the activity of the inputs under each condition as αli∈{l1,...,l4}, and the summation
over all the activities of the subsets by
∑
α1i = αl.
First conditions under which flipping an inhibiting input l ∈ I switches the output,
is when |σ1iI | = |σ1jA | and the state of the perturbing component is on, that is, σl = 1,
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and the target node is off or σi = 0, (note that the inverse flipping will not change the
output).
Xl1 = {σ ∈ {0, 1}k : (|σ1iI | = |σ1jA |) ∧ σl = 1 ∧ σi = 0}, (A.1)
and,
|Xl1 | =
1
2
M∑
h=0
(
k −m
h
) (
m− 1
h
)
, (A.2)
where |σ1iI | = |σ1jA | = h and M = {x|x = min(k −m,m− 1)}.
αl1(f) =
1
2× 2k
M∑
h=0
(
k −m
h
) (
m− 1
h
)
, (A.3)
so,
α1(f) =
1
2× 2k
M∑
h=0
(
k −m
h
) (
m− 1
h
) (
h
1
)
. (A.4)
Another condition under which negation of an inhibiting input l ∈ I switches the
output is when |σ1iI\{l} | = |σ1jA | and the state of the perturbing component is off, that
is, σl = 0, and the target node is on or σi = 1,
Xl2 = {σ ∈ {0, 1}k : (|σ1iI | = |σ1jA\{l} |) ∧ σl = 0 ∧ σi = 1}, (A.5)
and,
|Xl2 | =
1
2
M∑
h=1
(
k −m
h
) (
m− 1
h− 1
)
, (A.6)
where |σ1jA | = h and M = {x|x = min(k −m,m− 1)}.
αl2(f) =
1
2× 2k
M∑
h=1
(
k −m
h
) (
m− 1
h− 1
)
. (A.7)
So,
α2(f) =
1
2× 2k
M∑
h=0
(
k −m
h+ 1
) (
m− 1
h
) (
m− h− 1
1
)
. (A.8)
Altering an inhibiting input l ∈ I switches the output, also if |σ1iI | = |σ1jA | + 1 and
the state of the perturbing component is on, that is, σl = 1, and the target node is on
or σi = 1,
Xl3 = {σ ∈ {0, 1}k : (|σ1iI | = |σ1jA |+ 1) ∧ σl = 1 ∧ σi = 1}, (A.9)
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and,
|Xl3 | =
1
2
M∑
h=0
(
k −m
h
) (
m− 1
(h+ 1)− 1
)
, (A.10)
where |σ1iI | = h and M = {x|x = min(k −m,m− 1)}.
αl3(f) =
1
2× 2k
M∑
h=0
(
k −m
h
) (
m− 1
(h+ 1)− 1
)
. (A.11)
So,
α3(f) =
1
2k+1
M∑
h=0
(
k −m
h
) (
m− 1
h
) (
h
1
)
. (A.12)
The final condition under which changing an inhibiting input l ∈ I affects the output
is when |σ1iI\{l} | = |σ1jA | − 1 and the state of the perturbing component is off, that is,
σl = 0, and the target node is off or σi = 0,
Xl4 = {σ ∈ {0, 1}k : (|σ1iI\{l} = |σ1jA | − 1) ∧ σl = 0 ∧ σi = 0}, (A.13)
and,
|Xl4 | =
1
2
M∑
h=1
(
k −m
h
) (
m− 1
h− 1
)
, (A.14)
where |σ1jA | = h and M = {x|x = min(k −m,m− 1)}.
αl4(f) =
1
2× 2k
M∑
h=1
(
k −m
h
) (
m− 1
h− 1
)
. (A.15)
So,
α4(f) =
1
2× 2k
M∑
h=0
(
k −m
h+ 1
) (
m− 1
h
) (
m− h− 1
1
)
. (A.16)
Summation over all the above terms,
α(f) = α1(f) + α2(f) + α3(f) + α4(f), (A.17)
leads to the activity of the inhibitors:
αinhibitors(f) =
1
2k
M∑
h=0
(
m− 1
h
) (
k −m
h
) [
(k −m− h)(m− h− 1)
h+ 1
+ h
]
. (A.18)
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A.1.2 Activity of activators
Again, there are four conditions under which negation of an activator alters the out-
put. Therefore, we similarly denote the activity of the inputs under each condition as
αli∈{l1,...,l4}, and the summation over the activity of the subsets by,
∑
α1i = αl.
Similar to the inhibitors case, first condition under which altering an activating
input l ∈ A switches the output, is when |σ1iI\{l}| = |σ1jA | and the state of the perturbing
component is off, that is, σl = 0, and the target node is off (σi = 0),
Xl1 = {σ ∈ {0, 1}k : (|σ1iI\{l}| = |σ1jA |) ∧ σl = 0 ∧ σi = 0}, (A.19)
So,
|Xl1 | =
1
2
M∑
h=0
(
k −m
h
) (
m− 1
h
)
, (A.20)
where |σ1jA | = h and M = {x|x = min(k −m,m− 1)}. Since αl(f) = 2−k|Xl|,
αl1(f) =
1
2× 2k
M∑
h=0
(
k −m
h
) (
m− 1
h
)
. (A.21)
The summation over the activity of the subset of inputs l1 is
α1(f) =
1
2k+1
M∑
h=0
(
k −m
h
) (
m− 1
h
) (
k −m− h
1
)
. (A.22)
changing an activating input l ∈ A switches the output, also if |σ1iI | = |σ1jA | and the
state of the perturbing component is on, that is, σl = 1, and the target node is on or
σi = 1,
Xl2 = {σ ∈ {0, 1}k : (|σ1iI | = |σ1jA |) ∧ σl = 1 ∧ σi = 1}. (A.23)
So,
|Xl2 | =
1
2
M∑
h=1
(
k −m
h
) (
m− 1
h− 1
)
, (A.24)
where |σ1jA | = h and M = {x|x = min(k −m,m)} and again since αl(f) = 2−k|Xl|,
αl2(f) =
1
2× 2k
M∑
h=1
(
k −m
h
) (
m− 1
h− 1
)
. (A.25)
Again,
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α2(f) =
1
2k+1
M∑
h=0
(
k −m
h+ 1
) (
m− 1
h
) (
h+ 1
1
)
. (A.26)
Another condition under which negation of an activating input l ∈ A switches the
output,is when |σ1iI |+ 1 = |σ1jA | and the state of the perturbing component is on, that
is, σl = 1, and the target node is off or σi = 0,
Xl3 = {σ ∈ {0, 1}k : (|σ1iI |+ 1 = |σ1jA |) ∧ σl = 1 ∧ σi = 0}, (A.27)
and,
|Xl3 | =
1
2
M∑
h=0
(
k −m
h+ 1
) (
m− 1
h
)
, (A.28)
where |σ1jA | = h+ 1 and M = {x|x = min(k −m,m− 1)}.
αl3(f) =
1
2× 2k
M∑
h=0
(
k −m
h+ 1
) (
m− 1
h
)
. (A.29)
So,
α3(f) =
1
2k+1
M∑
h=0
(
k −m
h+ 1
) (
m− 1
h
) (
h+ 1
1
)
. (A.30)
The last condition under which changing an activating input l ∈ A switches the
output,is when |σ1iI\{l}| − 1 = |σ1jA | and the state of the perturbing component is off,
that is, σl = 0, and the target node is on or σi = 1,
Xl4 = {σ ∈ {0, 1}k : (|σ1iI\{l}| − 1 = |σ1jA |) ∧ σl = 0 ∧ σi = 1}, (A.31)
and,
|Xl4 | =
1
2
M∑
h=1
(
k −m
h− 1
) (
m− 1
h− 1
)
, (A.32)
where |σ1jA | = h− 1 and M = {x|x = min(k −m,m)}.
αl4(f) =
1
2× 2k
M∑
h=1
(
k −m
h− 1
) (
m− 1
h− 1
)
. (A.33)
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So,
α4(f) =
1
2k+1
M∑
h=0
(
k −m
h
) (
m− 1
h
) (
k −m− h
1
)
. (A.34)
Summation over all the above terms,
α(f) = α1(f) + α2(f) + α3(f) + α4(f), (A.35)
leads to the activity of the activators:
αactivators(f) =
4
2× 2k
M∑
h=0
(
k −m
h
) (
m− 1
h
)
(k −m− h) (A.36)
=
1
2k−1
M∑
h=0
(
k −m
h
) (
m− 1
h
)
(k −m− h). (A.37)
By summing up the activity of inhibitors and activators (eq A.18 and A.37), we
reach the sensitivity of threshold function type II when the target node is self inhibitor,
s(f) =
1
2k
M∑
h=0
(
m− 1
h
) (
k −m
h
) [
(k −m− h)(m+ h+ 1)
h+ 1
+ h
]
. (A.38)
A.2 II: self-activator target
In this section, we calculate the sensitivity of the threshold function type II 2.7 which
controls the time evolution of a k-input self-activating node. That is, wii = +1. As
discussed before, the configurations in which changing one input changes the output
correspond to the cases in which the difference between the “state-on" inhibitors and
activators is not bigger than 1.
A.2.1 Activity of inhibitors
Similarly, the four conditions under which flipping the input changes the output are
described in the following. One of the conditions under which negation of an inhibiting
input l ∈ I switches the output, is when |σ1iI\{l}| = |σ1jA | and the state of the perturbing
component is off, that is, σl = 0, and the target node is on or σi = 1,
Xl1 = {σ ∈ {0, 1}k : (|σ1iI\{l}| = |σ1jA |) ∧ σl = 0 ∧ σi = 1}. (A.39)
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So,
|Xl1 | =
1
2
M∑
h=1
(
k −m− 1
h− 1
) (
m
h
)
, (A.40)
where |σ1iI\{l}| = h andM = {x|x = min(k−m−1,m)} and again since αl(f) = 2−k|Xl|.
Note that since one of the “state-on” activators is the self activator, h combination of
k−m state-on activators reduces to h− 1 combination of k−m− 1 state-on activators
in which the self activator is excluded.
αl1(f) =
1
2× 2k
M∑
h=0
(
k −m− 1
h
) (
m
h+ 1
)
. (A.41)
Again,
α1(f) =
1
2× 2k
M∑
h=0
(
k −m− 1
h
) (
m
h+ 1
) (
m− h− 1
1
)
. (A.42)
Another condition under which changing an inhibiting input l ∈ I switches the
output is when |σ1iI | = |σ1jA | and the state of the perturbing component is on, that is,
σl = 1, and the target node is off or σi = 0,
Xl2 = {σ ∈ {0, 1}k : (|σ1iI | = |σ1jA |) ∧ σl = 1 ∧ σi = 0}. (A.43)
So,
|Xl2 | =
1
2
M∑
h=0
(
k −m− 1
h
) (
m
h
)
, (A.44)
where |σ1jA | = h and M = {x|x = min(k −m− 1,m)} and again since αl(f) = 2−k|Xl|,
αl2(f) =
1
2× 2k
M∑
h=0
(
k −m− 1
h
) (
m
h
)
. (A.45)
Again,
α2(f) =
1
2× 2k
M∑
h=0
(
k −m− 1
h
) (
m
h
) (
h
1
)
. (A.46)
Altering an inhibiting input l ∈ I switches the output, also if |σ1iI | = |σ1jA | + 1 and
the state of the perturbing component is on, that is, σl = 1, and the target node is on
or σi = 1,
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Xl3 = {σ ∈ {0, 1}k : (|σ1iI | = |σ1jA |+ 1) ∧ σl = 1 ∧ σi = 1}. (A.47)
So,
|Xl3 | =
1
2
M∑
h=1
(
k −m− 1
h− 1
) (
m
h+ 1
)
, (A.48)
where |σ1iI | = h and M = {x|x = min(k −m− 1,m)}.
αl3(f) =
1
2× 2k
M∑
h=0
(
k −m− 1
h
) (
m
h+ 2
)
. (A.49)
Again,
α3(f) =
1
2× 2k
M∑
h=0
(
k −m− 1
h
) (
m
h+ 2
) (
h+ 2
1
)
. (A.50)
Negating an inhibiting input l ∈ I switches the output, also if |σ1iI\{l}| = |σ1jA | − 1
and the state of the perturbing component is off, that is, σl = 0, and the target node is
off or σi = 0,
Xl4 = {σ ∈ {0, 1}k : (|σ1iI\{l}| = |σ1jA | − 1) ∧ σl = 0 ∧ σi = 0}. (A.51)
So,
|Xl4 | =
1
2
M∑
h=1
(
k −m− 1
h
) (
m
h− 1
)
, (A.52)
where |σ1jA | = h and M = {x|x = min(k −m− 1,m)}.
αl4(f) =
1
2× 2k
M∑
h=0
(
k −m− 1
h+ 1
) (
m
h
)
. (A.53)
Again,
α4(f) =
1
2× 2k
M∑
h=0
(
k −m− 1
h+ 1
) (
m
h
) (
m− h
1
)
. (A.54)
Similarly, summation over all the above terms,
α(f) = α1(f) + α2(f) + α3(f) + α4(f), (A.55)
87
A. APPENDIX
leads to the activity of the inhibitors,
αinhibitors(f) =
1
2k+1
M∑
h=0
(
m
h
) (
k −m− 1
h
) [
(k +m− 3h− 3)(m− h)
h+ 1
+ h
]
.
(A.56)
A.2.2 Activity of activators
Similar to the previous sections, one of the conditions under which negation of an
activating input l ∈ A switches the output, is when |σ1iI | = |σ1jA\{l}| and the state of the
perturbing component is off, that is, σl = 0, and the target node is off or σi = 0,
Xl1 = {σ ∈ {0, 1}k : (|σ1iI | = |σ1jA\{l}|) ∧ σl = 0 ∧ σi = 0}. (A.57)
So,
|Xl1 | =
1
2
M∑
h=0
(
k −m− 1
h
) (
m
h
)
, (A.58)
where |σ1iI | = h and M = {x|x = min(k −m,m)}.
αl1(f) =
1
2× 2k
M∑
h=0
(
k −m− 1
h
) (
m
h
)
. (A.59)
Again,
α1(f) =
1
2× 2k
M∑
h=0
(
k −m− 1
h
) (
m
h
) (
k −m− h− 1
1
)
. (A.60)
Changing an activating input l ∈ A also affects the output if |σ1iI | = |σ1jA | and the
state of the perturbing component is on, that is, σl = 1, and the target node is on or
σi = 1,
Xl2 = {σ ∈ {0, 1}k : (|σ1iI | = |σ1jA |) ∧ σl = 1 ∧ σi = 1}. (A.61)
So,
|Xl2 | =
1
2
M∑
h=1
(
k −m− 1
h− 1
) (
m
h
)
(A.62)
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=
1
2
M∑
h=0
(
k −m− 1
h
) (
m
h+ 1
)
, (A.63)
where |σ1iI | = h and M = {x|x = min(k −m− 1,m)}.
αl2(f) =
1
2× 2k
M∑
h=0
(
k −m− 1
h
) (
m
h+ 1
)
. (A.64)
Again,
α2(f) =
1
2× 2k
M∑
h=0
(
k −m− 1
h
) (
m
h+ 1
) (
h
1
)
. (A.65)
Another condition under which altering an activating input l ∈ A switches the
output is when |σ1iI |+ 1 = |σ1jA | and the state of the perturbing component is on, that
is, σl = 1, and the target node is off or σi = 0,
Xl3 = {σ ∈ {0, 1}k : (|σ1iI |+ 1 = |σ1jA |) ∧ σl = 1 ∧ σi = 0}. (A.66)
So,
|Xl3 | =
1
2
M∑
h=0
(
k −m− 1
h+ 1
) (
m
h
)
, (A.67)
where |σ1jA | = h and M = {x|x = min(k −m− 1,m)}.
αl3(f) =
1
2× 2k
M∑
h=0
(
k −m− 1
h+ 1
) (
m
h
)
. (A.68)
Again,
α3(f) =
1
2× 2k
M∑
h=0
(
k −m− 1
h+ 1
) (
m
h
) (
h+ 1
1
)
. (A.69)
The final condition under which negating an activating input l ∈ A switches the
output is when |σ1iI | − 1 = |σ1jA\{l}| and the state of the perturbing component is off,
that is, σl = 0, and the target node is on or σi = 1,
Xl4 = {σ ∈ {0, 1}k : (|σ1iI | − 1 = |σ1jA\{l}|) ∧ σl = 0 ∧ σi = 1}. (A.70)
So,
|Xl4 | =
1
2
M∑
h=2
(
k −m− 1
h− 2
) (
m
h
)
, (A.71)
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where |σ1iI | = h and M = {x|x = min(k −m− 1,m)}.
αl4(f) =
1
2× 2k
M∑
h=0
(
k −m− 1
h
) (
m
h+ 2
)
. (A.72)
Again,
α4(f) =
1
2× 2k
M∑
h=0
(
k −m− 1
h
) (
m
h+ 2
) (
k −m− h− 1
1
)
. (A.73)
Similarly, summation over all the above terms,
α(f) = α1(f) + α2(f) + α3(f) + α4(f), (A.74)
leads to the activity of the activators minus self activator,
αactivators(f) =
1
2k+1
M∑
h=0
(
k −m− 1
h
) (
m
h
)
A, (A.75)
where,
A =
[
(
m− h
h+ 1
)
((m− h− 1)(k −m− h− 1)
h+ 2
+ h
)
+ 2(k −m− h− 1)
]
. (A.76)
The story does not end here. In all the above cases, we ignore the perturbation of
the state of the target node itself, that is, l = iA. In the following we will study weather
switching the state of the target node, will change the output of f .
One condition under which the change of the self-activating input l = iA switches
the output is when |σ1iI | = |σ1jA |, then switching on or off the self activator, will alter
the output,
Xl1 = {σ ∈ {0, 1}k : |σ1iI | = |σ1jA |}. (A.77)
So,
|Xl1 | =
M∑
h=0
(
k −m− 1
h
) (
m
h
)
+
M∑
h=1
(
k −m− 1
h− 1
) (
m
h
)
, (A.78)
where |σ1iI | = h andM = {x|x = min(k−m−1,m)}. And again since αl(f) = 2−k|Xl|.
Another condition under which switching the self-activator, changes its value in the
next step is when |σ1iI |+ 1 = |σ1jA | = h and it is on, i.e. σil = 1,
Xl2 = {σ ∈ {0, 1}k : |σ1iI |+ 1 = |σ1jA | ∧ σi=l = 1}. (A.79)
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So,
|Xl2 | =
M∑
h=0
(
k −m− 1
h
) (
m
h
)
. (A.80)
Finally, if the self-activator is off and |σ1iI | − 1 = |σ1jA | = h − 1, flipping the value of it
will remain in the next time step,
Xl3 = {σ ∈ {0, 1}k : |σ1iI | − 1 = |σ1jA | ∧ σi=l = 0}. (A.81)
So,
|Xl3 | =
M∑
h=1
(
k −m− 1
h− 1
) (
m
h
)
. (A.82)
|Xl3 | =
M∑
h=0
(
k −m− 1
h
) (
m
h+ 1
)
. (A.83)
Similarly, by summing over all the above terms, the activity of self activator is gained
as:
αself−activator(f) =
1
2k−1
M∑
h=0
(
k −m− 1
h
) (
m
h
) [
m+ 1
h+ 1
]
. (A.84)
Finally, the summation over the activities of the inhibitors, activators and the self
activator (eq. A.56, eq. A.75 and eq. A.84) give the sensitivity of the threshold function
type II for a self-activating node:
s(f) =
1
2k
M∑
h=0
(
k −m− 1
h
) (
m
h
)
B, (A.85)
where,
B =
m− h
h+ 1
(
(m− h− 1)(k −m− h− 1)
h+ 2
+ k +m− 2h− 3 +
)
+2k − 2m− h− 2 + 4(m+ 1)
h+ 1
.
A.3 III: No-self-linked target
Here we calculate the sensitivity of a k-input threshold function type II 2.7 which the
inputs dose not include the self-signaling, that is wii = 0 or i /∈ K. Similar to all above
cases, the configuration in which changing one input changes the output corresponds to
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the cases in which the difference between the “state-on" inhibitors and activators is not
bigger than 1.
A.3.1 Activity of inhibitors
Negation of an inhibiting input l ∈ I switches the output if |σ1iI | = |σ1jA | = h and the
state of the perturbing component is off, that is, σl = 0, and the target node is on or
σi = 1,
Xl1 = {σ ∈ {0, 1}k : (|σ1iI | = |σ1jA |) ∧ σl = 0 ∧ σi = 0}. (A.86)
So,
|Xl1 | =
1
2
M∑
h=0
(
k −m
h
) (
m
h
)
, (A.87)
where M = {x|x = min(k −m,m)}. So,
αl1(f) =
1
2× 2k
M∑
h=0
(
k −m
h
) (
m
h
)
. (A.88)
Again,
α1(f) =
1
2× 2k
M∑
h=0
(
k −m
h
) (
m
h
) (
m− h
1
)
. (A.89)
The next condition under which changing an inhibiting input l ∈ I switches the
output is when |σ1iI | = |σ1jA | = h and the state of the perturbing component is on, that
is, σl = 1, and the target node is off or σi = 0,
Xl2 = {σ ∈ {0, 1}k : (|σ1iI | = |σ1jA |) ∧ σl = 1 ∧ σi = 0}. (A.90)
So,
|Xl2 | =
1
2
M∑
h=0
(
k −m
h
) (
m
h
)
, (A.91)
where M = {x|x = min(k −m,m)}. So,
αl2(f) =
1
2× 2k
M∑
h=0
(
k −m
h
) (
m
h
)
. (A.92)
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Again,
α2(f) =
1
2× 2k
M∑
h=0
(
k −m
h
) (
m
h
) (
h
1
)
. (A.93)
Another condition under which flipping an inhibiting input l ∈ A switches the output
is when |σ1iI | = |σ1jA | − 1 = h− 1 and the state of the perturbing component is off, that
is, σl = 0, and the target node is off or σi = 0,
Xl3 = {σ ∈ {0, 1}k : (|σ1iI | = |σ1jA | − 1) ∧ σl = 0 ∧ σi = 0}. (A.94)
So,
|Xl3 | =
1
2
M∑
h=1
(
m
h− 1
) (
k −m
h
)
, (A.95)
where M = {x|x = min(k −m,m)}. So,
αl3(f) =
1
2× 2k
M∑
h=0
(
m
h
) (
k −m
h+ 1
)
. (A.96)
Again,
α3(f) =
1
2× 2k
M∑
h=0
(
m
h
) (
k −m
h+ 1
) (
m− h
1
)
. (A.97)
Finally, the last condition under which negation of an inhibiting input l ∈ A switches
the output is when |σ1iI | = |σ1jA |+ 1 = h+ 1 and the state of the perturbing component
is on, that is, σl = 1, and the target node is on or σi = 1,
Xl4 = {σ ∈ {0, 1}k : (|σ1iI | = |σ1jA |+ 1) ∧ σl = 1 ∧ σi = 1}. (A.98)
So,
|Xl4 | =
1
2
M∑
h=0
(
m
h+ 1
) (
k −m
h
)
, (A.99)
where M = {x|x = min(k −m,m)}.
αl4(f) =
1
2× 2k
M∑
h=0
(
m
h+ 1
) (
k −m
h
)
. (A.100)
Again,
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α4(f) =
1
2× 2k
M∑
h=0
(
m
h+ 1
) (
k −m
h
) (
h+ 1
1
)
. (A.101)
Similarly, summation over all the above terms,
α(f) = α1(f) + α2(f) + α3(f) + α4(f), (A.102)
leads to the activity of the inhibitors:
αinhibitors(f) =
1
2× 2k
M∑
h=0
(
m
h
) (
k −m
h
) [
(k −m− h)(m− h)
h+ 1
+ 2m− h
]
.
(A.103)
A.3.2 Activity of activators
Similar to the previous sections, one of the conditions under which negating an activating
input l ∈ A switches the output is when |σ1iI | = |σ1jA | = h and the state of the perturbing
component is off, that is, σl = 0, and the target node is off or σi = 0,
Xl1 = {σ ∈ {0, 1}k : (|σ1iI | = |σ1jA |) ∧ σl = 0 ∧ σi = 0}. (A.104)
So,
|Xl1 | =
1
2
M∑
h=0
(
k −m
h
) (
m
h
)
, (A.105)
where M = {x|x = min(k −m,m)}. So,
αl1(f) =
1
2× 2k
M∑
h=0
(
k −m
h
) (
m
h
)
. (A.106)
Again,
α1(f) =
1
2× 2k
M∑
h=0
(
k −m
h
) (
m
h
) (
k −m− h
1
)
. (A.107)
Another condition under which changing an activating input l ∈ A switches the
output is when |σ1iI | = |σ1jA | = h and the state of the perturbing component is on, that
is, σl = 1, and the target node is on or σi = 1,
Xl2 = {σ ∈ {0, 1}k : (|σ1iI | = |σ1jA |) ∧ σl = 1 ∧ σi = 1}. (A.108)
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So,
|Xl2 | =
1
2
M∑
h=0
(
k −m
h
) (
m
h
)
, (A.109)
where M = {x|x = min(k −m,m)}. So
αl2(f) =
1
2× 2k
M∑
h=0
(
k −m
h
) (
m
h
)
. (A.110)
Again,
α2(f) =
1
2× 2k
M∑
h=0
(
k −m
h
) (
m
h
) (
h
1
)
. (A.111)
Flipping an activating input l ∈ A switches the output also if |σ1iI |+1 = |σ1jA | = h+1
and the state of the perturbing component is on, that is, σl = 1, and the target node is
off or σi = 0,
Xl3 = {σ ∈ {0, 1}k : (|σ1iI |+ 1 = |σ1jA |) ∧ σl = 1 ∧ σi = 0}. (A.112)
So,
|Xl3 | =
1
2
M∑
h=0
(
k −m
h+ 1
) (
m
h
)
, (A.113)
where M = {x|x = min(k −m,m)}. So,
αl3(f) =
1
2× 2k
M∑
h=0
(
k −m
h+ 1
) (
m
h
)
. (A.114)
Again,
α3(f) =
1
2× 2k
M∑
h=0
(
k −m
h+ 1
) (
m
h
) (
h+ 1
1
)
. (A.115)
Additionally, changing an activating input l ∈ A switches the output also if |σ1iI |−1 =
|σ1jA | = h− 1 and the state of the perturbing component is off, that is, σl = 0, and the
target node is on or σi = 1,
Xl4 = {σ ∈ {0, 1}k : (|σ1iI | − 1 = |σ1jA |) ∧ σl = 0 ∧ σi = 1}. (A.116)
So,
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|Xl4 | =
1
2
M∑
h=1
(
k −m
h− 1
) (
m
h
)
. (A.117)
where M = {x|x = min(k −m,m)}. So,
αl4(f) =
1
2× 2k
M∑
h=0
(
k −m
h
) (
m
h+ 1
)
. (A.118)
Again,
α4(f) =
1
2× 2k
M∑
h=2
(
k −m
h
) (
m
h+ 1
) (
k −m− h
1
)
. (A.119)
Similarly, summation over all the above terms,
α(f) = α1(f) + α2(f) + α3(f) + α4(f), (A.120)
leads to the activity of the activators:
α(f)activators =
1
2k+1
M∑
h=0
(
k −m
h
) (
m
h
) [
(m+ h+ 2)(k −m− h)
h+ 1
+ h
]
. (A.121)
The summation over the activity of inhibitors eq. A.103 and activators eq.A.121 we
reach the sensitivity of threshold function type II for the case of no self-linked target
node:
s(f) =
1
2k
M∑
h=0
(
k −m
h
) (
m
h
) [
(m+ 1)(k −m− h)
h+ 1
+m
]
. (A.122)
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