We consider a model of self-propelled agents with spring-like interactions that depend only on relative positions, and not on relative orientations. We observe that groups of these agents self-organize to achieve collective motion (CM) through a mechanism based on the cascading of self-propulsion energy towards lower elastic modes. By computing the correlation functions of the speed and velocity fluctuations for different group sizes, we show that the corresponding correlation lengths are proportional to the linear size of the group and have no intrinsic length scale. We argue that such scale-free correlations are a natural consequence of the position-based interactions and associated CM dynamics. We hypothesize that this effect, acting in the context of more complex realistic interactions, could be at the origin of the scale-free correlations measured experimentally in flocks of starlings, instead of the previously argued proximity to a critical regime.
models have been introduced to analyze their dynamical properties, their ability to process information collectively, and the components required to achieve CM. Recent research in control theory and robotics has also focused on CM, developing various decentralized control algorithms that mimic flocking dynamics to achieve a similar level of coordinated collective behavior in groups of autonomous robots [7, 19, 39, 41] .
From the perspective of nonequilibrium statistical physics, flocking systems uniquely combine familiar spatial dynamics with novel phenomena. On the one hand, they can be modeled as an ensemble of particles that have an internal source of kinetic energy and interact through effective forces. On the other hand, these interactions could be non-central, non-additive, or non-local; they could be based on positions, velocities, accelerations, or even trajectories; and they could be processed to affect individual motion in any number of ways. These features and a growing number of experiments and potential applications have made flocking systems an exciting new field of research at the interface between physics, biology, and engineering. Despite intense recent research activity, however, there is still no comprehensive understanding of all underlying mechanisms that can lead a group of selfpropelled agents to self-organize and move in a common direction.
The prevailing paradigm in the theory of CM has been strongly influenced by the seminal work of Vicsek et al. [40] , which introduced a minimal model for flocking, the Vicsek model, that has become a point of reference in the field [7, 16, 41] . This model describes a group of point particles advancing at a fixed common speed, only coupled through explicitly aligning interactions that steer each particle towards the mean heading direction of all neighbors within a given radius [15, 40] . The system undergoes a dynamical phase transition at a critical noise level, below which particles self-organize to move in a common direction, thus displaying CM. In this framework, a flock is viewed as a fluid of self-propelled spins with aligning interactions, described by an extension of the XY-model [6] where spins advance in their pointing direction rather than remaining affixed to a lattice. Individuals are modeled as pointlike objects without attractive or repulsive interactions, so relative positions have no influence on the dynamics except for determining which particles are close enough to interact. Taking a perspective similar to the Vicsek model, but using a continuous description rather than agentbased dynamics, Toner and Tu introduced a hydrodynamic theory of active fluids [37, 38] . In this approach, a generalized form of the Navier-Stokes equation is formulated for a fluid with self-driven advection, which includes additional terms due to the lack of Galilean invariance. This framework describes a very general situation and can include any equation of state, but it does not consider elastic-like interactions. Therefore, both this continuous approach and the Vicsek model could miss any effect related to the position-based interactions that must be associated to any level of rigidity in flocking structures or formations.
Various alternative models of self-propelled agents that produce CM have been introduced in the literature, some of which are position-based and require no explicitly aligning interaction [41] . In [34] , for example, CM is driven only by escape-pursuit dynamics; in [24] , by the conservation of momentum in inelastic collisions between isotropic self-propelled agents; in [31] , by the deformation of self-propelled soft spherical particles with local repulsion; and in [26, 36] , by short-range radial repulsion forces coupled to the agents' turning dynamics. While it can be argued that some of these algorithms result in effective interactions that are equivalent to explicit alignment and thus belong to the same universality class as the Vicsek model, others appear to produce fundamentally different dynamics, which can display, for example, configurations where pairs of agents are driven away from alignment. We will focus below on one of these alternative models; a minimal model recently introduced in [17, 18] to describe an idealized active elastic (AE) system that corresponds in many ways to a limit case opposite to the Vicsek model. While in the Vicsek algorithm interactions depend exclusively on the relative orientation of neighbors, in the AE case they depend only on their relative positions. While in the continuous limit the Vicsek model can be viewed as an active hydrodynamic system, the AE model can be viewed as an unbreakable elastic membrane with self-propelled components (since agents are permanently linked to their neighbors by virtual springs). As in the Vicsek model, the AE model also converges to CM, but it does so through an elasticity-based mechanism that is fundamentally different from the ferromagnetic-like aligning dynamics that leads to CM in the Vicsek case. We note that the AE model is similar to the model in [36] and [26] . We chose to focus here on the AE model, however, because: (1) attraction-repulsion forces between agents in [26, 36] can displace them perpendicular to their heading directions, which does not properly describe the flocking dynamics, and (2) the mechanism that leads the AE algorithm to CM was identified and well-studied in [17, 18] .
The question of what are the actual interactions between individuals in different animal groups that display flocking behavior is still an open one. The answer probably depends on the species and on the specific dynamical regime considered. These interactions could be based on information that cannot be directly expressed in terms of the usual, position and velocity, physical variables. Agents could be using memory and/or prediction, which involves additional knowledge of their trajectories. They could also be receiving specific sensory inputs that are a complex function of the spatial configuration. Vision, for example, includes the effects of screening, visual field, and feature visibility. It is reasonable to expect, however, that in many cases the position-based and orientation-based interactions described above can serve as a proxy for the actual, more complex, underlying interactions between biological individuals, and that they can thus effectively capture at least some of the essential features of CM.
In recent years, various experimental efforts have tried to unveil the interactions used by different organisms to achieve CM [3, [9] [10] [11] 22, 23, 27, 30] . In experiments with small groups of fish (golden shiners), it was shown that individuals react mainly to each other's relative positions, and more weakly to other less standard quantities such as the group speed [27] . No evidence was found, however, of interactions that would tend to align the relative heading angles of neighbors. In contrast, general arguments lead us to expect that positionbased interactions should always be relevant for CM dynamics. Indeed, repulsion forces are required to avoid collisions and attraction forces must play a role in achieving group formation in the first place. All these factors suggest that alignment-based interactions may not be the main mechanism behind the flocking dynamics of many animal groups.
Despite the lack of experimental evidence showing that aligning interactions are dominant in the CM of real animal groups, several studies have assumed that these are the only relevant interactions when modeling their dynamics [3, 5, 9, 11] . This has been the case, in particular, in series of papers that analyzed the three-dimensional trajectories of individuals in starling flocks obtained by implementing sophisticated tracking and data-analysis techniques [3, 11, 12] . These trajectories were studied using various theoretical approaches to deduce the underlying interactions between birds, using the data to deduce the corresponding social forces and effective Hamiltonians, but always assuming that the interaction terms depend almost exclusively on the relative orientation between individuals. This somewhat restrictive approach appears to be driven by the enticing analogies that can be established between alignment-driven flocks and the XY-model, a system that has been well-studied in statistical physics.
One of the most surprising results that was obtained from the analysis of the starling data is that the correlation lengths of the birds' speed and velocity fluctuations are not set by specific properties of the interactions, but are instead scale-free and proportional to the linear group size (defined as the maximum distance between two birds in the flock) [12] . This observation prompted the speculation that flocks may adjust their dynamics to pose themselves close to a phase transition, since such scale-free correlations are expected in finite systems near a critical regime. For example, the Abstract of [12] states that the results presented in that paper "suggest that flocks behave as critical systems, poised to respond maximally to environmental perturbations". If proven true, this could relate flocking dynamics to the concept of life at the edge of chaos [2, 28, 29, 32] , which postulates that evolution drives living systems towards a critical state where they can either follow robust dynamics, to resist perturbations and localized failure, or access chaotic dynamics that can rapidly explore new possibilities, if needed. We will argue below, however, that there may be an alternative, more parsimonious explanation for the observed scale-free correlations that does not involve criticality, by presenting an example of a CM algorithm with position-dependent interactions (the AE model) that naturally displays such correlations far from any critical regime. Note that we focus here on algorithms that could describe bird flocks and that do not contain intrinsically long-range interactions, since these could trivially lead to scale-free correlations, as shown in [4] , for example, for groups of swimmers with long-range hydrodynamic interactions.
In this paper, we show that the AE model produces scale-free correlation lengths that are proportional to the group size, even when the system is far from any critical regime. Although this model is highly idealized, we argue that the mechanism that produces scalefree correlations in our simulations could lead to the same effect in experimental systems. The paper is organized as follows. In Sect. 2, we introduce the AE model. Section 3 describes the energy cascading mechanism that drives the AE dynamics towards CM, and shows that its convergence process will tend to display scale-free correlations. In Sect. 4, we present simulations that mimic the starling experiment, in which we obtain the same type of scalefree correlations despite being far from any critical state. Finally, Sect. 5 discusses our results and presents our conclusions.
The Active Elastic Model
We consider a system of N self-propelled agents moving on a two-dimensional plane. Neighboring agents are linked by spring-like forces affecting their speeds and heading angles. The AE model is defined by the following set of overdamped dynamical equations for the position vector x i and orientation θ i of each agent i
Here, v 0 is the preferred self-propulsion speed (equal for all agents), α and β are the inverse translational and rotational damping coefficients, respectively,n i is a unit vector that points in the heading direction of agent i whilen ⊥ i is a unit vector that points perpendicular to it, and F i represents the sum of elastic forces over agent i. Noise is introduced by adding D θ ξ θ to the heading angle equation, where D θ is the noise strength and ξ θ a random variable with standard, zero-centered normal distribution of variance 1. These equations have a simple interpretation: each agent adds to its self-propulsion speed the projection of elastic forces along its heading direction and turns according to the projection of elastic forces perpendicular to its heading direction.
The total elastic force F i over agent i is given by the sum of linear spring-like forces
where r i j = x j − x i . Each set S i contains the j indexes of all agents linked to agent i by virtual springs with spring constant k/l 0 and natural length l 0 . These links are unbreakable, so the S i sets remain unchanged throughout the simulation. We note that the AE model is similar to a spring-mass model of an elastic sheet [20] , where inert masses are replaced by self-propelled agents restricted to only turn or move along their heading direction. We carried out simulations by implementing a standard Euler method, integrating Eqs. (1) and (2) numerically as detailed in [17] . We will consider below two different simulation setups. The first one (Sect. 3) illustrates the elasticity-driven mechanism that drives the AE dynamics to CM. We will show that this mechanism, in itself, favors collective oscillations that can result in scale-free correlations. The second setup (Sect. 4) uses the AE model to implement a rough cartoon of the experimental dynamics of starling flocks reported in [12] . We will show that correlation lengths grow with the linear group size, as in the experiments, despite considering simulations that are far from any critical regime.
Although our intention was not to model the experiments in detail, we chose a set of parameters that roughly mimics their dynamics in order to facilitate comparisons to the experimental results. We thus set the equilibrium distance between neighbors to l 0 = 1 and the self-propulsion speed to v 0 = 10 in all simulations below, since the mean distance between neighboring starlings and the mean starling speed were reported to be of the order of 1 m and 10 m/s, respectively [12] . Noise was set to zero for the simulations in Sect. 3, to focus on illustrating the self-organizing dynamics. The noise level in Sect. 4 was set to be high, yet far from the transition point, to mimic a generic experimental situation. The remaining parameters were chosen to produce variances in the speed and heading angles that are compatible with the experimental values. Note that the connection between our simulations and the experiments is too loose to warrant a detailed matching of simulation parameters. Instead, we argue that the displayed AE dynamics is generic enough to qualitatively match some of the experimental features without requiring any fine-tuning of the parameters.
Energy Cascading Mechanism
We will show in this section that the same energy cascading mechanism that leads the AE model to self-organize into CM will also favor the excitation of collective oscillatory modes, which results in turn in scale-free correlations.
We begin by computing the elastic energy of an AE model simulation and how it is distributed among the different elastic modes. In order to do this, we first need to find the elastic normal modes of the system, which was done numerically by evaluating the elasticity matrix of the simulated AE structure (by measuring the effect of perturbing each agent's position with respect to equilibrium) and computing its eigenvectors. Note that these normal modes only consider elastic deformations; they do not include the self-propulsion dynamics or the motion constraints imposed by the model (where agents can only move forward, backwards, or turn). However, they can be used as an orthogonal basis where we expand the deformation of the hexagonal structure to find the energy content of each mode. We point out that the total energy is not conserved here, since it is being injected through the Fig. 1 Order parameter ψ (a) defined in Eq.(9), elastic energy (b), and spectral decomposition of the elastic energy (c) as a function of time for an AE simulation with N = 91 agents and zero noise. The spectral decomposition is displayed over all 182 elastic normal modes, presented in order of growing energy, with brighter points indicating a larger mode energies. After a transient, the total elastic energy converges to zero and agents align, as indicated by the order parameter. Despite the oscillatory nature of the modes' decays (which results in the displayed speckled distribution of energy over time) and complex interplay between them, it is apparent that higher elastic modes dampen out before lower ones. During the second half of the run (t > 1.2), most of the energy has been transferred to lower modes, generating (in addition to CM) collective oscillations that result in scale-free correlations self-propulsion speed v 0 while it is continuously dissipated due to the overdamped nature of the equations. Figure 1 shows the elastic energy dynamics as a function of time for an AE simulation with 91 self-propelled agents forming an hexagonal structure. Agents were initially placed with random headings on a regular hexagonal lattice configuration. The distance between nearest neighbors and the natural length of the virtual springs that link them were both set to l 0 , so the elastic structure was initially undeformed. Model parameters were set to: l 0 = 1, v 0 = 10, α = 2, β = 3, and D θ = 0. The numerical integration timestep was set to t = 10 −4 . Panel A displays the total elastic energy as a function of time. Panel B shows how this energy is distributed among the 182 existing modes (one per agent and per degree of freedom), which are presented here in order of growing energy. Initially, the elastic energy is zero, since all springs start at their equilibrium length. As the system evolves, agents start moving in their random initial headings, exciting all elastic modes and increasing the total elastic energy. At
The mechanism behind the self-organizing dynamics described above can be understood through an analogy with a standard damped vibrating system. In such systems, higher elastic modes dissipate faster, since it takes more energy to excite them, thus making the lower elastic modes the last ones to damp out. This familiar phenomenon is the reason why we end up hearing the fundamental note when picking a string or striking a drum, despite initially exciting a broad superposition of modes. A similar phenomenon is occurring here, but in this active system case it leads to CM. Instead of dissipating faster, agents steer away from higher elastic modes due to the coupling between headings and elastic forces. This produces an energy cascading mechanism that transfers the self-propulsion energy to lower and lower elastic modes, eventually reaching the translational or rotational modes and achieving CM [17, 18] It is apparent on Fig. 1 that residual fluctuations after the system achieves CM typically consist of collective oscillation modes (with low mode number on panel B) that involve the whole group. Indeed, we observe that after t ≈ 1.2 higher elastic modes have mostly dampened out and only lower ones remain. These lower modes decay slowly while displaying underdamped oscillations. Collective oscillation modes, which produce correlation lengths that scale with the size of the system, are therefore a natural consequence of the AE model's convergence dynamics towards CM. However, this simulation was not set up to explore the type of flocking dynamics studied in [12] , since it starts with random orientations and includes no noise or perturbations. We will show below that collective oscillations, and therefore scale-free correlations, are in fact ubiquitous in the AE model when we include some generic features of flocking dynamics.
Perturbations and Scale-Free Correlations
In this section, we will set up simulations of the AE model that roughly mimic the flocking dynamics analyzed experimentally in [12] . In that study, snapshots of the positions and velocities of all individuals in flocks of between 122 and 4,268 starlings (freely flying in three dimensions) were used to show that the correlation lengths of their speed and velocity fluctuations are proportional to the linear size of the group (the largest distance between two birds in the flock). We carried out AE simulations of groups of between 91 and 4,681 agents to generate a similar dataset and analyze the corresponding correlation lengths.
In order to address the type of fluctuation dynamics that is observed in real, freely flying flocks, we must consider the fact that these are continuously changing direction due to strong perturbations of the group heading induced by a few individuals. Recent experimental analyses have shown that these turns are typically initiated by a single bird at the edge of the flock [1] , most likely in response to external stimuli. We set up simulations that imitate this kind of dynamics by considering groups that are moving collectively, but where one of the agents has selected a new heading direction.
The simulations are prepared as follows. For each group size, we first set up a twodimensional hexagonal lattice as in Sect. 3, initially placing all agents on the undeformed structure, pointing towards θ = 0 (along the x-axis), and run the dynamics until a steady state of the order parameter is reached. Then a single agent, which we will refer to as the informed agent, is turned at a time we define as t = 0 to point to a new θ = π/3 heading direction, which is imposed as its heading direction for the rest of the simulation while its speed is left to evolve according to Eq. (1), as usual. The informed agent is selected at the edge of the group, in a way consistent with the experimental results in [1] .
We analyzed the resulting dynamics following the same approach used in [12] . First, we computed the residual velocities and speeds by subtracting their mean values. The residual velocities are thus given by 4) and the residual speeds, by
where v i is the velocity of agent i. The correlation functions for u i and s i were then evaluated at selected timeframes, using the expressions
and
Here, A and B are normalization constants defined so that C u (0) = C s (0) = 1, r i j is the distance between agent i and agent j, and δ(·) is a smoothed Dirac delta function, which we define by
While the exact choice of σ does not change the qualitative features of the resulting curves, we used σ = l 0 /2 since it is the smallest value that produces smooth correlation functions. Figure 2 displays some of the characteristic features of a typical simulation snapshot. Here, an hexagonal structure made up of N = 1, 519 self-propelled agents was initialized as described above, with the top-right vertex chosen as the informed agent in order to be consistent with the experimental observations in [1] . Note that the informed agent's imposed θ = π/3 corresponds here to a heading angle that is pointing radially outwards with respect to the center of the group at t = 0. Here, θ = 0 is along the x-axis (towards the right on panel A) and angles grow counterclockwise. Simulations were carried out using the same model parameters as in Sect. 3, with the exception of the noise level, which was set to D θ = 0.628. This value was chosen to be relatively high, yet far from the critical point D * θ ≈ 1.1, where the system transitions to a disordered, non-flocking state. The data presented corresponds to a simulation snapshot taken at t = 1.9, a somewhat arbitrary moment in time that we chose for evaluating the correlation functions of all simulations presented in this section. It was selected in order to have a common instant to compare all setups that was slightly after the time required for the informed agent's perturbation to cross our largest (N = 4681) hexagonal structure. Since we are mimicking a single perturbation event, if we considered much earlier times most of the group would still be unaffected by the informed agent and at much later times the perturbation will have decayed. Equivalent results were obtained, however, for snapshots taken within a broad range of times.
Panel A displays a snapshot of the spatial dynamics, with the velocity v i of each agent represented by a small vector. It shows the group turning slightly upwards, as indicated by the large overlaid arrow, which points in its mean heading direction. The informed agent appears as detached from the hexagon, above and to the left of its top-right vertex, since its virtual springs are significantly stretched due to the large forces that they must sustain as they make the whole group turn. Agents display clear deviations from perfect alignment because of the local perturbation and imposed noise. The degree of alignment is given by the standard polarization order parameter
which is equal to 1 if all agents are perfectly aligned and to 0 if they have no preferred heading direction. The displayed snapshot has ψ ≈ 0.93, a high level of alignment that is consistent with the 0.886 ≤ ψ ≤ 0.995 range of polarization values reported in the starling experiments [12] . Panel B shows the residual velocities u i , computed using Eq. (4). Large fluctuations are observed in the region close to the informed agent. Despite this strong localized perturbation, the group also displays large regions of coherent motion over which the residual velocity vectors are similar to each other. Panel C presents the distributions of the magnitude of the full and residual velocities displayed on panels A and B. As expected, residual velocities are typically much smaller, since the center of mass velocity was subtracted from them. All three panels of Fig. 2 can be compared to the corresponding panels in the first figure of reference [12] , which was obtained directly from experimental measures of groups of starlings. We observe that both the experiments and our AES simulations display qualitatively equivalent dynamics. Figure 3 displays the velocity and speed correlation curves, C u (r ) and C s (r ), of the same snapshot presented on Fig. 2 . We find that they are similar to the experimental correlation curves obtained for starling flocks (see Fig. 2 in Ref. [12] ). In particular, their corresponding correlation lengths are also a significant fraction of the size of the whole group. We define these correlation lengths as the first zero-crossing point of C u (r ) and C s (r ) (indicated on the plots by a dashed vertical line). Note that these curves must cross zero, since u i and s i are defined to have zero mean value.
We observe on Fig. 3 that a difference between the displayed simulation-based correlation curves and the experimental ones is that the former appear to decay somewhat faster close to r = 0 than the latter. This could be due to the lack of explicit aligning interactions in the AE model, which would enhance these correlations and produce a slower decay. It could also be due to the fact that our simulations are two-dimensional while the experiments occur in three dimensions, where a group with the same number of agents has a smaller linear size. It could result from the idealized single informed agent dynamics that we considered. Furthermore, we observed that this initial decay is typically less pronounced in our smaller systems (data not shown) and that the exact shape of these curves fluctuates strongly with time. This difference could thus depend on the size and shape of the group and on the specific snapshot chosen. Either way, such difference is not surprising given the idealized nature of our simulations. A more important point in the context of our current analysis is the qualitative agreement between the correlation lengths measured in these minimal simulations and in the experiments.
In order to analyze how the correlation lengths scale with system size, we carried out the same type of simulations described above for groups of N = 91, 397, 817, 1519, 2437, 3571, and 4681 agents. These numbers were chosen because they produce perfect hexagonal structures and they cover a range of group sizes similar to the starling data. Figure 4 presents the corresponding correlation lengths as a function of linear group size, defined here as the maximum distance between two agents in the undeformed hexagonal structure. Each point shows the mean correlation length averaged over six snapshots, taken at t = 1.9, 2.0, 2.1, 2.2, 2.3, and 2.4. Error bars display their standard deviation. Although the exact values fluctuate with time, the typical relationship between the correlation length and system size is clearly linear. This is the same relationship that was observed in the experimental data reported in [12] (see, in particular, panels C and D of Fig. 2 in that paper). We have thus shown that the initially surprising experimental feature of having scale-free correlations in the speed and velocity fluctuations of starling flocks can be reproduced using a minimal model with position-based interactions, where it requires no critical dynamics and no specific fine-tuning of the parameters or of the interaction topology.
Discussion and Conclusions
The results above show that the scale-free correlations of speed and velocity fluctuations measured in starling flocks [12] could result from collective deformation modes of the structure of the group when position-dependent interactions are considered. This stems from the simple fact that an elastic solid will typically tend to rotate or deform following its lower elastic modes, since this requires less energy than exciting higher modes. To favor such collective excitations in an active system, however, the self-propulsion energy involved in local deformations must be able to cascade to lower modes. In our AE model, such cascading mechanism is precisely what is behind its ability to self-organize into CM despite lacking explicit alignment rules, as shown in Sect. 3. Local perturbations thus quickly cascade towards collective deformation modes in our AE simulations, where they can produce persistent excitations that then result in the observed scale-free correlations.
The AE model allowed us to study independently the effect of simple position-based interactions, which had been completely neglected in most previous analyses. Our purpose, however, was not to specifically model the starling experiments, since we considered an idealized situation that does not adequately describe starling flocks. Firstly, the AE model includes no interactions that depend on relative orientations, whereas real birds must be aware of their neighbors' heading directions. Secondly, our simulations are based on semirigid agent formations in which interacting neighbors do not change throughout the dynamics. By contrast, starling flocks quickly lose their structure and display strong mixing as they fly together, with birds constantly changing their local neighborhood. Finally, our simulations were carried out in two dimensions while the experimental dynamics is three-dimensional. Despite these idealizations, we argue that the mechanisms observed in our minimal AE model could also play an essential role in generating the experimentally observed scale-free correlations.
The fact that a minimal AE model with generic parameters displays scale-free correlations that are qualitatively equivalent to the experimental results suggests that position-based, attraction/repulsion-like interactions can lead to a robust mechanism for generating such dynamics. Future studies should determine if this mechanism will remain present in more realistic setups. We plan to examine the effects of including aligning interactions based on relative angles, of considering soft attraction-repulsion potentials that allow fluid-like mixing, and of implementing three-dimensional simulations. Preliminary results suggest, however, that the presence of these additional factors will not destroy the core scale-free correlation effect described in this work.
Our findings provide an alternative mechanism for producing the scale-free correlations reported in [12] without having to appeal to the presence of critical dynamics. While criticality may be a fascinating feature of living systems, supported by powerful fundamental arguments on the robustness and adaptability required for evolution, when searching for it in experiments it is important to carefully consider other mechanisms that could produce similar signatures in complex finite systems. In the current case, our results suggest that the scale-free dynamics observed in starling flocks may not require a subtle explanation like the development of critical dynamics, but could instead be simply due to the presence of position-based interactions that had been completely neglected in some of the previous models. We note that more recent publications based on the same data provide further arguments for the critical dynamics of starling flocks [4, 5, 13] , but that they all neglect position-based interactions and could thus also overlook the effects discussed here. In particular, it is shown in [4] (published after the initial submission of this paper) that a Hamiltonian with only velocity-based interactions fits the data correctly when its control parameter is poised near a critical point and the boundary conditions of the flock are matched to the experiments. In our view, however, this result could be a consequence of imposing a model that can only display long-range speed correlations near criticality on a system that develops such correlations for a different reason. We will test this alternative hypothesis in future work. Interestingly, our analysis also provides an approach for unveiling the relative importance of position-based and alignmentbased interactions in real systems. Indeed, the differences in their corresponding collective behavior, e.g. in their wave propagation properties, could be used to evaluate the relevance of each type of interaction in specific systems based only on their macroscopic dynamics.
