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Introduction
Nowadays, quantum mechanics has been tested by experiments in practically all re-
search fields, from sub-nuclear physics [1, 2] to atomic and molecular physics [3, 4]
to quantum optics [5]. Nonetheless, several physicists, among whom we mention
Leggett [6], Weinberg [7] and Bell [8], believe that quantum mechanics as it is, is
not a fundamental theory, but rather a phenomenological one. One of the main
problems with quantum mechanics is the notorious measurement problem: usual
Schrödinger evolution cannot explain why detectors have well-defined outcomes,
and the wavefunction reduction postulate must be used in order to solve this para-
dox. This poses one simple question: when do we have to use the Schrödinger evo-
lution and when does it stop and the wavefunction reduction postulate applies?
To quote Bell [8]: “What exactly qualifies some physical systems to play the role
of measurer. Was the wave function of the world waiting to jump for thousands of
millions of years until a single-celled living creature appeared? Or did it have to
wait a little longer for some better qualified system...with a PhD?”.
The standard formulation of quantum mechanics does not solve the measurement
problem, and several solutions to this problem have been proposed in the last
years [9–16]. In this thesis we study one of these solutions, given by dynamical re-
duction models [17, 18]. In these models the two dynamics of quantum mechanics
- the linear and deterministic Schrödinger equation, and the nonlinear and stochas-
tic wavefunction reduction postulate - are substituted by a unique nonlinear and
stochastic dynamics. The new dynamics preserves quantum mechanical prediction
for microscopic systems, according with experimental results. However, dynami-
cal reduction models are constructed in such a way that macroscopic systems are
always localized in space, in contrast with the quantum mechanical superposition
principle. This difference between quantum mechanics and dynamical reduction
models can be, in principle, tested experimentally. Indeed, research carried out in
recent years has set significant bounds on the parameters of dynamical reduction
models. The class of experiments ranges from X-rays spontaneous emission [19],
to heating effects on cantilevers [20], to matter-wave interferometry [21], to cos-
mological analysis [22]. In chapter 1 we give a detailed introduction to dynamical
reduction models.
In this thesis we analyze the dynamics of the most studied dynamical reduction
model, the Continuous Spontaneous Localization (CSL) model, on a new promis-
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ing class of systems: cold atomic gases and, more precisely, Bose Einstein conden-
sates [23]. The reasons why Bose Einstein condensates are interesting to test the CSL
model are mainly twofold: first of all, these systems have very low temperatures,
and they can be used to test some typical effects of the collapse noise, such as heat-
ing effects and diffusion processes; secondly, Bose Einstein condensates manifest
quantum mechanical properties (as long range coherence) involving a large num-
ber N of atoms, N = 103 − 1011 atoms. The action of the localization mechanism
modifies these properties in a way that can, in principle, be tested experimentally.
Other considerations make the study of cold atomic systems in dynamical reduc-
tion models very interesting. Indeed, strong theoretical works in describing the
quantum mechanical properties of Bose Einstein condensates have been made in
the last century. The Bogoliubov theory [24] is at the basis of Bose Einstein conden-
sation of a dilute weekly interacting gas, where the atoms macroscopically occupy
the single particle ground state given by the Gross-Pitaevskii equation. Nowadays,
common textbooks on cold atomic systems present full theoretical description of
several properties, from superfluidity, to vortex creation, to correlation properties
of condensates, and many more [25, 26].
On the experimental side, the great effort made in the study of atom-light interac-
tion, together with a very good experimental control on the laser parameters, led to
the use of laser for trapping and cooling gases [27]. As a consequence, lower tem-
perature become accessible in the experiments, and in 1995, for the first time a Bose
Einstein condensate was created and experimentally observed [28]. Since then, ex-
perimentalists performed cold atomic experiments in a huge variety of trapping
potentials, from a simple harmonic potential to optical lattices, with a remarkable
control on the parameters of the system. Moreover, through the use of Feshbach
resonances [29], experimentalists are able to tune the coupling of the atom-atom in-
teraction, thus creating strong or weak interacting gases, and also changing the sign
of the coupling. A brief review on cold atomic system is given in chapter 2.
In chapter 3 we study the heating effects of CSL on a Bose Einstein condensate. We
first review a recent work [30], were the authors set bounds on the CSL parameters
from the experimental observation of the temperature increase of the condensate.
Generally, the energy increase of the N-atom system is
1
N
dE
dt
=
1
N
dE
dt
|CSL + 1N
dE
dt
|oth., (1)
where we separated the CSL contribution from all other contributions due to ex-
ternal sources of heating/cooling of the gas. In [30], the most relevant sources are:
evaporative cooling of the gas, leading to a decrease of the temperature of the con-
densate; three body recombination processes, which increase the temperature of
the gas; collisions between the atoms in the condensate and external atoms at room
temperature. Usually, these collisions determine atom losses of the condensate,
with a resulting energy decrease. Measuring the temperature increase of the gas,
and estimating the external sources of heating/cooling, the authors of [30] set the
vfollowing bound on the CSL parameters:
λ
r2C
< 107 s−1m−2 , (2)
where λ is the collapse rate and rC is the resolution length of the noise. This bound is
better than the experimental bound set by interferometric experiments with macro-
molecules [21], but is weaker than that set by X-rays experiment [19] (see the exclu-
sion plot in fig. 3.6).
In the second part of chapter 3 we study the diffusion process induced by the noise
on a free expanding gas. Starting from a recent experimental result [31], where the
authors were able to cool a gas down to picokelvin, we computed [32] the modifica-
tion on the position standard deviation of the gas, due to the noise of CSL, dCSL [33]
and cCSL [34, 35] models. For the CSL model, one finds the following expression
for the position variance of the gas after a free expansion time t3:
⟨xˆ2⟩t3 = ⟨xˆ2⟩QMt3 + ⟨xˆ2⟩CSLt3 , (3)
where we separated the term given by quantum mechanics (QM) from the extra
CSL term. Comparing our analytical result with the experimental values, we were
able to set the following bound on CSL parameters:
λ
r2C
< 5× 106 m−2s−1. (4)
In the exclusion plot in fig. 3.6 we compare this bound with all the other experimen-
tal bounds set so far.
We computed the same quantity also for the non-Markovian (cCSL) and dissipative
(dCSL) extensions of the CSL model. For the cCSL model, we considered a noise
with time correlation function f (s) given by
f (s) =
1
2τ
e−|s|/τ , (5)
where τ is the correlation time of the noise. We observed that, for rC ≥ 10−10 m, the
predictions with the cCSL are indistinguishable with that of standard CSL model
if τ−1 ≥ 109 Hz. Taking into account that, according to cosmological argumenta-
tions, the expected value of the correlation time is τ−1 = 1010 − 1011 Hz, then we
can safely say that our bound on the CSL parameters is preserved also in its non-
Markovian extension. Nowadays, our work set the strongest bound for the cCSL
parameters.
For the dCSL model, we compared the predicted position standard deviation with
the measured value. In this model, the new parameter TCSL is introduced, playing
the role of the temperature of the noise field. In the limit TCSL → +∞ the CSL model
is recovered, while if TCSL → 0 standard quantum mechanics is recovered. Compar-
ing the position standard deviation predicted by dCSL model with the experimental
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data, we obtained an exclusion plot in λ− rC for three different values of the noise
temperature: TCSL = 1, 10−6, 10−12 K, see the exclusion plot 3.7.
In chapter 4 we study the localization dynamics of the CSL model in Bose Einstein
condensates in a double well potential [36]. We specialize the CSL master equa-
tion to the double well potential within the two-mode approximation, where the
Hamiltonian operator becomes the two-sites Bose Hubbard Hamiltonian. In this
case, we are able to solve exactly the master equation if we neglect the hopping
term in the Hamiltonian dynamics. We study the localization dynamics for two
different classes of initial states: atomic coherent states, and macroscopically en-
tangled states (such as NOON states). We observe that the localization dynamics
for the atomic coherent states is negligible with respect to the current experimen-
tal times. In fact, atomic coherent states are a coherent factorization of delocalized
single particle states, and in the CSL dynamics no amplification mechanism occurs.
The situation for a NOON state is different. This many body state is the superpo-
sition of the state with N atoms in the left well with the state of N atoms in the
right well, thus the amplification mechanism of the CSL dynamics takes place. The
collapse rate of the spatial coherences is increased by a N2 factor, increasing consid-
erably the localization process. This makes NOON states an interesting case for an
experimental test of CSL. In fig. 4.2 we represented an hypothetical exclusion plot
for the CSL model, where we imaged that the spatial coherence of a NOON state is
observed for 1 s. As can be seen, we show that a NOON state with N ∼ 103 with
a coherence time of ∼ 1 s can constrain the CSL parameters in a region where the
other systems presently cannot.
We then extend the localization mechanism to the generic M-sites Bose Hubbard
model, describing a Bose Einstein condensate in an optical lattice composed of M
sites. We observed no significant modifications of the localization process from the
double well case.
In the last part of chapter 4 we determine what requests the experimental values
have to satisfy in order to put new bounds for the parameters of the CSL model.
We compare the CSL dynamics with two typical decoherence sources, namely, the
phase noise and the spontaneous photon emission process. Their density matrix
evolution mimics the CSL dynamics, and, usually, they are strong enough to cover
CSL effects. We discussed under which conditions CSL effects would become stronger
than these decoherence sources. We also compare the results of the CSL dynamics
with thermal and three body effects.
Chapter 1
Dynamical Reduction Models
In this chapter we introduce dynamical reduction models. These models solve the
measurement problem through a proper non linear and stochastic modification of
the Schrödinger equation, such that predictions for microscopic systems result to
be indistinguishable from the quantum mechanical predictions. This is a necessary
condition in order to avoid contradictions with the experiments. However, quan-
tum mechanics differs from dynamical reduction models if the system is composed
by a macroscopic number of particles, where, in the latter case, the dynamics local-
izes in space the center of mass of the system.
This chapter is organized as follows: we start by introducing the measurement
problem, with a focus on the wavefunction reduction postulate. We then describe
the first consistent dynamical reduction model, the GRW model. In the last part of
this chapter, we describe the CSL model, which is the most studied collapse model,
as well as its dissipative (dCSL) and non-white (cCSL) extensions.
1.1 The measurement problem
We start our presentation with a review of the postulates of Quantum Mechanics,
and a focus on the measurement problem.
1. Every physical system S is associated to an Hilbert space H. The physical
states of the system S are the normalized vectors |ψ⟩ ∈H.
2. Every physical observable O of the system S is represented by self-adjoint op-
erator Oˆ acting on the Hilbert space H. The possible outcomes of a measure-
ment of O are given by its eigenvalues on, defined by the relation Oˆ |on⟩ =
on |on⟩, where |on⟩ is the related eigenstate. The self-adjointness of the op-
erator Oˆ guarantees that its eigenvalues are real and its eigenstates form an
orthonormal basis of the Hilbert space H. For simplicity, here we assumed
that the operator Oˆ has a discrete and nondegenerate spectrum.
2 Dynamical Reduction Models
3. Given the initial state |ψ0⟩ of the system S, its time evolution is described by
the Schrödinger equation:
ih¯
d|ψt⟩
dt
= Hˆ |ψt⟩ , (1.1)
where Hˆ is the Hamiltonian operator of the system. Once known the initial
state |ψ0⟩ of the system S, the Schrödinger equation (1.1) gives the state |ψt⟩
at any time t.
4. The probability P [on] to have on as outcome of a measurement of O on the
system S in the state |ψ⟩ is
P [on] = |⟨on|ψ⟩|2 . (1.2)
5. After the measurement of O with on as outcome, the initial state |ψ⟩ of the
system S suddenly changes to the eigenstate |on⟩:
|ψ⟩ before the measurement −→ |on⟩ after the measurement. (1.3)
This is the so-called wavefunction reduction postulate.
As we can see, Quantum Mechanics is characterized by two very different dynam-
ics.
Firstly, there is the Schrödinger equation (1.1), which gives a linear and deterministic
time evolution for the state of the system. The linearity of the dynamics implies
that, if the state of the system at the initial time t0 is α |ψt0⟩ + β |φt0⟩, then at any
time t the state is α |ψt⟩ + β |φt⟩, i.e., the Schrödinger dynamics preserves the su-
perposition of states. Moreover, as already stated, the Schrödinger equation gives a
deterministic time evolution: known the initial state of the system, its future evolu-
tion is completely determined.
Secondly, there is the wavefunction reduction postulate (1.3), which is nonlinear and
stochastic. The stochasticity of the measurement process is clearly shown in eq. (1.2).
The nonlinearity of eq. (1.3) is due to the fact that, after the measurement process,
the state of the system collapses into the eigenstate |on⟩ without preserving any
initial superposition of states.
For these reasons, the Schrödinger equation (1.1) and the wavefunction reduction
postulate (1.3) are two completely different dynamics, and the theory does not ex-
plain when we have to apply one or the other. The measurement problem has ori-
gin from this ambiguity, as it is well explained by the von Neumann measurement
scheme [37] that now we see in detail.
Let us consider the physical system S and one of its observables O. Let M be the
device set to measure O on the system S. Let us say that M has a ready state |A0⟩,
which is the initial state of the experimental device when is ready to perform the
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measurement, and a set of orthogonal states |An⟩ corresponding to different macro-
scopic states of the device, like, e.g., different positions of a pointer on a scale. Now
we assume that the total system S + M is a quantum system evolving under the
Schrödinger equation and, to simplify the interaction process between the physical
system S and the experimental device M, we assume a perfect correlation between
them, i.e.,
initial state: |on⟩ |A0⟩ −→ final state: |on⟩ |An⟩ . (1.4)
Eq. (1.4) says nothing more than that to each macroscopically different state of the
device (different positions of the pointer on a scale) corresponds a different value
of the observable O.
The measurement problem arises when we consider a superposition of eigenstates
of Oˆ as the initial state. According to the linearity of the Schrödinger equation, the
final state of the total system S + M is
initial state:
|on⟩+ |om⟩√
2
|A0⟩ −→ final state: |on⟩ |An⟩+ |om⟩ |Am⟩√
2
. (1.5)
As we can see, in the final state in eq. (1.5) the experimental device does not have
a well precise outcome as it should have, leading to the conclusion that the total
state of the physical system S and experimental device M does not evolve with the
Schrödinger dynamics (or, at least, not for all times). The standard way to solve this
problem is to say that, at some time, the Schrödinger evolution stops, and the wave-
function reduction postulate leads the initial state in eq. (1.5) to either |on⟩ |An⟩ or
|om⟩ |Am⟩with equal probability. The standard formulation of Quantum Mechanics
does not explain precisely when we have to apply the Schrödinger equation or the
wavefunction reduction postulate, and unrealistic consequences such as the mea-
surement problem are the consequences of these ambiguities.
We conclude this section on the measurement problem by saying that the above
von Neumann measurement scheme has been criticized for its simplicity [13, 14],
but it has been proved [17] that also a very general measurement scheme leads to
the same problem.
1.2 Possible solutions to the measurement problem
In this section we briefly review some of the solution proposed in the past years to
solve the measurement problem. For a more detailed review, see, e.g. [17].
1.2.1 Hidden variables theories and Bohmian Mechanics
One possible way out is saying that the state of the physical system S is not com-
pletely defined by a vector |ψ⟩ in an Hilbert space. To complete the theory, new
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variables must be introduced besides the vector |ψ⟩.The most famous hidden vari-
able theory is Bohmian Mechanics [9, 10, 38], where the positions xi of the particles
of the system play the role of the variables in the theory. In this case, particles have
always a well-defined position in space, and, in principle, their trajectory in the
space can be predicted by knowing the initial positions xi(t0) of the particles of the
system and the initial value of the wavefunction |ψ(t0)⟩ through the following set
of dynamical equations:
ih¯
∂ψ(q1, . . . , qN; t)
∂t
= Hˆψ(q1, . . . , qN; t), (1.6)
which is the usual Schrödinger dynamics for the wavefunction represented in the
position basis qi; the trajectory in the real space of the i− th particle with mass mi
is given by the following equation:
dxi(t)
dt
=
h¯
mi
Im
ψ∗(q1, . . . , qN; t)∇iψ(q1, . . . , qN; t)
|ψ(q1, . . . , qN; t)|2
|qi=xi . (1.7)
Taking into account that practically the initial positions xi(t0) of the particles are
never known, we can describe the physical system by assign a probability distribu-
tion to the positions, namely ρ (x1, . . . , xn; t0). If we impose that ρ (x1, . . . , xn; t0) =
|ψ (x1, . . . , xn; t0)|2, with ψ (x1, . . . , xn; t0) the wavefunction of the system evolving
with the usual Schrödinger equation, using eqs. (1.6) and (1.7) it can be proven that
at any later time t, ρ (x1, . . . , xn; t) = |ψ (x1, . . . , xn; t)|2. This makes Bohmian Me-
chanics predictively equivalent to standard Quantum Mechanics.
One peculiar aspect of every hidden variables theory is its contextual nature. In
Bohmian Mechanics, for example, given a physical system with a precise wave-
function and well precise positions of the particles, the measurement of e.g. the
momentum leads to an outcome which depends on the specific apparatus we chose
to perform the measurement. This meas that, in every hidden variable theory, the
truly fundamentals entities of the theory are the noncontextual ones (in Bohmian
Mechanics, the positions of the particles).
1.2.2 Interaction with an external environment and decoherence
One of the most accepted solution to the measurement problem is decoherence [13,
14, 39], where the superposition of the wavefunction of the system S is suppressed
by the action of an external environment E. Let us briefly see how decoherence
works through an example. Let us consider a spin-1/2 particle in the following
initial state
|ψ⟩ = 1√
2
(|↑z⟩+ |↓z⟩) , (1.8)
where |↑z⟩ (|↓z⟩) is the state with spin up (down) along the z-direction.
With the statistical operator formalism, the state (1.8) is represented by the follow-
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ing projector
|ψ⟩ ⟨ψ| = 1
2
(|↑z⟩ ⟨↑z|+ |↓z⟩ ⟨↓z|+ |↓z⟩ ⟨↑z|+ |↑z⟩ ⟨↓z|)
=
1
2
(
1 1
1 1
)
≡ ρˆS,
(1.9)
where we expressed the statistical operator in the basis {|↑z⟩ , |↓z⟩}.
Now let us make the assumption that the spin-1/2 particle interacts with an ex-
ternal environment in an initial state |φ⟩, or, in the statistical operator formalism,
ρˆE = |φ⟩ ⟨φ|. Through the interaction, the state of the total system spin-1/2 parti-
cle + environment becomes entangled, described by a specific density matrix ρˆS+E.
Since we are only interested in the state of the spin-1/2 particle, a statistical average
over the degrees of freedom of the external environment is considered. A typical
consequences is that the final reduced state of the spin-1/2 particle is given by a
diagonal matrix as follows
TrE [ρˆS+E] = ρˆ‘S =
1
2
(
1 0
0 1
)
, (1.10)
which is usually seen as a statistical mixture of spin-1/2 particles with 50% of them
in the state |↑z⟩ and 50% of them in the state |↓z⟩; in other words, one writes
ρˆ‘S =
1
2
(|↑z⟩ ⟨↑z|+ |↓z⟩ ⟨↓z|) . (1.11)
The main problem here is that the statistical ensemble with density matrix given by
eq. (1.10) is not unique. For example, it is easy to see that also the statistical ensem-
ble with 50% of the particles in the state |↑x⟩ = (|↑z⟩+ |↓z⟩) /
√
2 and 50% of the
particles in the state |↓x⟩ = (|↑z⟩ − |↓z⟩) /
√
2 is associated to the statistical operator
given by eq. (1.10). From this example it is clear that physically different statis-
tical ensembles have the same statistical operator, and the decoherence dynamics
does not tell us if the superposition is suppressed as in eq. (1.11), or is actually still
present as in the example above.
1.2.3 Collapse models
Another possible solution is to replace the two dynamics of standard Quantum
Mechanics with an unique dynamics leading to the suppression of the superposi-
tion during a measurement process. This is the case of Dynamical Reduction Mod-
els [17, 18]. The new dynamics must be chosen in such a way that the quantum
mechanical predictions for microscopic systems must be preserved, accordingly
to experimental results. At the same time, during the interaction between a mi-
croscopic system and a macroscopic device, superpositions must be properly sup-
pressed. Since all interactions are ultimately in position, the new dynamics solves
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the measurement problem by a proper localization in position of any macroscopic
system. It has been proved [40, 41] that the new dynamics must be nonlinear and
stochastic, in order to induce the space localization and, at the same time, to avoid
faster-than-light signaling.
In the next section we briefly describe the first dynamical reduction model, pro-
posed by Ghirardi, Rimini and Weber (GRW) [42]. After that, we introduce its best
known refinement, the Continuous Spontaneous Localization (CSL) model [43],
proposed by Ghirardi, Pearle and Rimini. We conclude this chapter on collapse
models by describing the dissipative (dCSL) and the non-white (cCSL) extensions
of the CSL model.
1.3 GRW model
The GRW model is based on the following postulates:
1. Each particle of any system is subject to random localization processes. The
rate of localization follows a Poissonian distribution with mean equal to λi,
where i is a particle label.
2. The effect of the localization on the i-th particle, around position a, is to sud-
denly change its state |ψ⟩ as follows:
|ψ⟩ −→ L
i
a |ψ⟩
∥Lia |ψ⟩∥
, (1.12)
where
Lia =
(
πr2C
)− 34 e− (xˆi−a)22r2C . (1.13)
In eq. (1.13), xˆi is the position operator for the i-th particle, while rC is a pa-
rameter of the model defining the size of the localized function around the
point a.
3. The probability that the i-th particle is localized around the point a is
Pia =
Lia |ψ⟩2 . (1.14)
4. Between two subsequent localizations, the system evolves with the usual
Schrödinger equation (1.1).
From the postulates here above, it is clear that the localization process depends on
two parameters of the model: the rate of localization λi, usually chosen equal for
every particle of the same type, and the resolution length rC. These two parame-
ters must be chosen in such a way that the GRW dynamics preserve the quantum
mechanical predictions for microscopic systems (few particles), while localizes in
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space the center-of-mass of a macroscopic number of particles.
Let us now consider the master equation for the statistical operator. Let us consider
the case of a single particle in the pure state ρˆt = |ψt⟩ ⟨ψt|, which is suddenly lo-
calized around the point a as described in eq. (1.13) with probability Pa given in
eq. (1.14). This means that, due to the GRW localization, the initial pure state ρˆt
evolves as follows:
ρˆt = |ψt⟩ ⟨ψt| −→
∫
da
La |ψt⟩ ⟨ψt| La
∥La |ψ⟩∥2
Pa
=
∫
da La |ψt⟩ ⟨ψt| La ≡ T [ρˆt] .
(1.15)
The GRW localization process has a probability λdt to happen in a time interval
dt, while there is a probability 1− λdt that, in the same time interval, no localiza-
tion occurs and the state evolves with the usual Schrödinger dynamics. With these
considerations, we can easily find the GRW master equation:
ρˆt+dt = (1− λdt)
(
ρˆt − ih¯
[
Hˆ, ρˆt
]
dt
)
+ λdtT [ρˆt]
⇒ dρˆt
dt
=
−i
h¯
[
Hˆ, ρˆt
]− λ (ρˆt − T [ρˆt]) . (1.16)
It is easy to see that the master equation (1.16) is completely positive and trace
preserving, with
d
dt
Tr
[
ρˆ2t
]
< 0, (1.17)
which means that pure states evolve in statistical mixtures.
The two main properties of dynamical reduction models we will focus in this the-
sis are the localization dynamics and the heating effect induced on any physical
system. In the next subsection, we describe how eq. (1.16) localizes the state in
space for a microscopic system (single particle), and for a macroscopic system (the
center-of-mass of N particles). Then, we compute the heating rate induced by GRW
dynamics on any physical system.
1.3.1 Localization and amplification mechanism
Let us now see how the master equation (1.16) localizes a state in space. If we
focus only on the non-Hamiltonian dynamics, we have that the matrix elements
⟨x| ρˆt |y⟩ = ρt(x, y) evolve as follows
dρt(x, y)
dt
= −λ
(
1− e−
(x−y)2
4r2C
)
ρt(x, y), (1.18)
i.e. there is an exponential decrease of the spatial coherences of the particle.
8 Dynamical Reduction Models
The next property of the GRW model we are interested in is the so-called amplifi-
cation mechanism, i.e., the rescaling of the collapse rate λCM of the center-of-mass
of a many body system with the number of particles in the system. Let us firstly
introduce the many body generalization of the master equation (1.16):
dρˆt
dt
=
−i
h¯
[
Hˆ, ρˆt
]− N∑
i=1
λi
(
ρˆt − Ti [ρˆt]
)
, (1.19)
where
Ti [ρˆt] =
∫
da Lia |ψt⟩ ⟨ψt| Lia, (1.20)
and Lia is given by eq. (1.13).
Let us now introduce the position operators for the center-of-mass and relative co-
ordinates, respectively, Xˆ and qˆi, i = 1, . . . , N − 1, such that
xˆi = Xˆ +
N−1
∑
j=1
ci,jqˆj, (1.21)
with ci,j real coefficients (their explicit expression is not necessary for proof). We are
interested in finding the dynamics of the center-of-mass of the system, i.e., in the
reduced statistical operator ρˆCMt ≡ Trq [ρˆt]. From eq. (1.20) it is possible to see that,
∀i,
Trq
(
Ti [ρˆt]
)
=
∫
da LXa Trq (ρˆt) L
X
a
≡ TX [Trq (ρˆt)] . (1.22)
By a Fourier transform of the space integral in eq. (1.20) we have:
Trq
(
Ti [ρˆt]
)
= Trq
⎛⎝∫ da (πr2C)− 32 e− (xˆi−a)
2
2r2C ρˆte
− (xˆi−a)
2
2r2C
⎞⎠
= Trq
⎛⎝( r2C
πh¯2
) 3
2 ∫
dp e−
p2r2C
2h¯2 e
i
h¯ p
(
Xˆ+∑N−1j=1 ci,jqˆj
)
ρˆte
− ih¯ p
(
Xˆ+∑N−1j=1 ci,jqˆj
)⎞⎠
=
(
r2C
πh¯2
) 3
2 ∫
dp e−
p2r2C
2h¯2 e
i
h¯ pXˆTrq
(
e
i
h¯ p∑
N−1
j=1 ci,jqˆj ρˆte
− ih¯ p∑N−1j=1 ci,jqˆj
)
e−
i
h¯ pXˆ
=
(
r2C
πh¯2
) 3
2 ∫
dp e−
p2r2C
2h¯2 e
i
h¯ pXˆTrq (ρˆt) e−
i
h¯ pXˆ.
(1.23)
Applying eq. (1.22) in the master equation (1.19) we get
dρˆCMt
dt
=
−i
h¯
[
Hˆ, ρˆCMt
]−( N∑
i=1
λi
)(
ρˆCMt − TX [ρˆCMt ]
)
. (1.24)
From eq. (1.24) it is immediate to see that the collapse rate for the center-of-mass of
an N particles system is λCM = ∑Ni=1 λi.
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1.3.2 Heating effect
A direct consequence of the master equation (1.16) is a constant energy increase of
the system. Indeed, for a generic Hamiltonian operator Hˆ = pˆ2/ (2m) + V (xˆ), by
using eqs. (1.16) and (1.13) the rate of energy increase is:
d
dt
Tr
{
ρˆtHˆ
}
= −λ (Tr {ρˆtHˆ}− Tr {T [ρˆt] Hˆ})
=
−λ
2
∫
da Tr
{
ρˆt
[
La,
[
La,
p2
2m
]]}
=
λh¯2
2mr2C
∫
da
∫
dx ρt(x, x)
(x− a)2
r2C
e
− (x−a)2
r2C
(
πr2C
)− 32
=
λh¯2
4mr2C
.
(1.25)
In deriving eq. (1.25) we used the unitary trace property of the statistical operator,∫
dx ρt(x, x) = 1.
As we have seen, the corrections of the GRW model to the quantum mechanical
predictions are functions of the two parameters λ and rC: with too small values,
the GRW predictions are indistinguishable from the quantum mechanical ones and
the model is not capable of localizing macroscopic objects in space, thus loosing
its meaning of a collapse model; too large values are excluded by experiments. In
their original paper [42], the authors proposed λ = 10−16 s−1 and rC = 10−7 m.
With these values, a single particle localizes every 108 years, while a macroscopic
object made by 1023 particles has a much larger localization rate of λCM = 107 s−1,
as shown in eq. (1.24). The effect of the choice of these parameters to the energy
increase of the system, described in eq. (1.25), is that even for a system composed
by 1023 particles the energy increase is usually very small. For example, for an
ideal mono-atomic gas, the increase in temperature is of order of 10−15 K per year.
In [44], Adler proposed rC = 10−7 m and λ = 10−8±2 s−1, and rC = 10−6 m and
λ = 10−6±2 s−1 for the GRW parameters, from the analysis of the process of latent
image formation in photography.
The GRW model has all the necessary features that a proper dynamical reduction
models must have in order to unify unambiguously the microscopic and macro-
scopic dynamics. However, the model cannot be applied to systems of identical
particles, because the collapse dynamics does not preserve the symmetry of the
wavefunction. This problem has been solved by CSL model, which is the subject of
the next section.
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1.4 Continuous Spontaneous Localization (CSL) model
The CSL model [43] has rapidly become the most popular dynamical reduction
models, especially among experimentalists. As for the GRW model, the CSL model
preserves the quantum mechanical properties of microscopic systems and, at the
same time, it localizes in space the wavefunction of macroscopic systems. But it has
two main differences with respect to the GRW model, that we list below:
1. It preserves the symmetry of the wavefunctions for identical particles systems.
This is done by a direct expression of the collapse in the second quantization
formalism.
2. While in the GRW model the localization of the particle occurs instantaneously
through the process described in eq. (1.12), in the CSL model it occurs through
a continuous spontaneous localization process due to the action of an external
noise field. The noise field is described by a Wiener process that modifies the
dynamics of the state of the system in a nonlinear and stochastic way.
The resulting dynamics for the state vector |ψt⟩ of the system is described by the
following stochastic differential equation, written in the Ito formalism [45]:
d |ψt⟩ =
[
− i
h¯
Hˆdt +
√
γ
m0
∫
dx
(
Mˆ(x)− ⟨Mˆ(x)⟩) dW(x, t)
− γ
2m20
∫
dx
(
Mˆ(x)− ⟨Mˆ(x)⟩)2 dt] |ψt⟩ , (1.26)
where dW(x, t) is a Wiener process, with
E[dW(x, t)] = 0 E[dW(x, t)dW(y, s)] = γdtδ(x− y)δ(t− s) (1.27)
and where
Mˆ(x) =∑
j
mj
1(√
2πrC
)3 ∫ dy e− (x−y)22r2c aˆ†j (y)aˆj(y), (1.28)
⟨Mˆ(x)⟩ = ⟨ψt| Mˆ(x) |ψt⟩ . (1.29)
In eq. (1.28) j is a type-of-particle label, with mass mj and with creation and annihi-
lation operator aˆ†j (y), aˆj(y). The parameter γ is related to the usual collapse rate λ
and the resolution length rC by the relation γ = λ
(
4
√
πr2C
)3/2, while m0 is a refer-
ence mass, which is equal to the nucleon mass. The proof that a dynamics given by
eq. (1.26) actually localizes in space is given in [17, 43].
By defining the statistical operator as the following stochastic average:
ρˆt = E [|ψt⟩ ⟨ψt|] , (1.30)
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the master equation of the CSL model is found by using the Ito rules for stochastic
calculus:
dρˆt
dt
= − i
h¯
[
Hˆ, ρˆt
]− γ
2m20
∫
dx
[
Mˆ(x),
[
Mˆ(x), ρˆt
]]
. (1.31)
From eq. (1.31) it is easy to see that the localization dynamics of a single particle’s
statistical operator has the same expression as that of equation (1.18), while the
localization of macroscopic systems occurs through an amplification mechanism
which depends on the spatial coherences ρ(x, y) of the system [17,43]: if the spatial
coherences are much larger than rC, ρ(x, y)≫ rC,then the collapse rate of the center-
of-mass of the system scales linearly with the number of particles, i.e., λCM = Nλ, as
for the GRW model. In the opposite limit ρ(x, y) ≪ rC, the scaling of the collapse
rate is quadratic with the number of particles, i.e., λCM = N2λ.
In order to preserve the quantum mechanical predictions for the microscopic sys-
tems, and at the same time, to localize macroscopic systems in space, in [43] the
values λ = 10−17 s−1 and rC = 10−7 m were proposed. With these values, the
center-of-mass of a system composed by 1023 particles localizes in 10−7 s.
1.4.1 CSL model for many atomic systems
In this thesis we are interested to test the CSL model for many body atomic sys-
tems. For this reason, we specialize the CSL master equation (1.31) to the case of
interest as done in [30]. Precisely, we want to express the master equation (1.31)
in terms of atomic operators instead that in terms of electronic and nucleonic oper-
ators. Firstly, we note that we can safely neglect the electronic contribution to the
collapse dynamics, due to their lighter mass with respect to the nucleons mass. This
means that we can rewrite the master equation (1.31) as follows:
dρˆt
dt
= − i
h¯
[
Hˆ, ρˆt
]− γ
2 ∑j,k
mjmk
m20
1(√
2πrC
)6 ∫ dx ∫ dy ∫ dy′ e− (x−y)22r2c e− (x−y′)22r2c ×
[
aˆ†j (y)aˆj(y),
[
aˆ†k(y
′)aˆk(y′), ρˆt
]]
= − i
h¯
[
Hˆ, ρˆt
]− λ
2 ∑j,k
mjmk
m20
∫
dy
∫
dy′ e
− (y−y′)2
4r2c
[
aˆ†j (y)aˆj(y),
[
aˆ†k(y
′)aˆk(y′), ρˆt
]]
≈ − i
h¯
[
Hˆ, ρˆt
]− λ
2
∫
dy
∫
dy′ e
− (y−y′)2
4r2c
[
aˆ†n(y)aˆn(y),
[
aˆ†n(y
′)aˆn(y′), ρˆt
]]
(1.32)
where, in the last step, we neglected the contribution of the electrons to the master
equation, and we introduced the nucleonic operators aˆn(y) and aˆ†n(y) in the posi-
tion basis.
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To move from the nucleonic to the atomic operators, we represent the master equa-
tion (1.32) in the position basis |x⟩ = |xNA⟩, for N atoms with A nucleons each:
d ⟨x| ρˆt |z⟩
dt
= − i
h¯
⟨x| [Hˆ, ρˆt] |z⟩]− λ2 N∑
α,β=1
A
∑
i,j=1
⎡⎢⎢⎣e−
(
xαi −x
β
j
)2
4r2C
+ e
−
(
zαi −z
β
j
)2
4r2C − 2e−
(
xαi −z
β
j
)2
4r2C
⎤⎥⎥⎦ ⟨x| ρˆt |z⟩ .
(1.33)
Let us represent the equation (1.33) in the center-of-mass Xα = ∑Ai=1 x
α
i /A and rela-
tive coordinates sαi = x
α
i − Xα, for i = i, . . . , A− 1:
d ⟨X, s| ρˆt |Z, s′⟩
dt
= − i
h¯
⟨X, s| [Hˆ, ρˆt] |Z, s′⟩ − λ2 N∑
α,β=1
A
∑
i,j=1
⎡⎢⎢⎣e−
(
sαi −s
β
j +X
α−Xβ
)2
4r2C
+e
−
(
s′αi −s′
β
j +Z
α−Zβ
)2
4r2C − 2e−
(
sαi −s′
β
j +X
α−Zβ
)2
4r2C
⎤⎥⎥⎦ ⟨X, s| ρˆt |Z, s′⟩
≈ − i
h¯
⟨X, s| [Hˆ, ρˆt] |Z, s′⟩]− λA22 N∑
α,β=1
⎡⎢⎣e−(Xα−Xβ)
2
4r2C + e
−(Z
α−Zβ)
2
4r2C
−2e−
(Xα−Zβ)
2
4r2C
⎤⎥⎦ ⟨X, s| ρˆt |Z, s′⟩ .
(1.34)
In the last step of eq. (1.34) we used the facts that the nucleus dimension is much
smaller than the typical size of wave-function considered in atomic systems, and
that it is also much smaller than rC. Moreover, we assume that the Hamiltonian
operator depends only on atomic operators, i.e., it only acts on the center-of-mass
coordinates Xα of each atom. By performing a partial trace over the relative coor-
dinates, and going back to the operatorial form, the following CSL master equation
for atomic systems is obtained:
dρˆt
dt
= − i
h¯
[
Hˆ, ρˆt
]− λA2
2
∫
dy
∫
dy′ e
− (y−y′)2
4r2c
[
aˆ†(y)aˆ(y),
[
aˆ†(y′)aˆ(y′), ρˆt
]]
, (1.35)
where aˆ(x), aˆ†(x) are atomic operators in the position basis.
Similarly to the GRW model (1.25), from eq. (1.35) it is possible to see that the
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following energy increase occurs for any Hamiltonian Hˆ = pˆ2/(2m) + V(xˆ) [30]:
d Tr
[
ρˆtHˆ
]
dt
= NλA2
3h¯2
4mr2C
. (1.36)
If, e.g., we consider an hydrogen atom, with λ = 10−17 s−1 and rC = 10−7 m, there
is a constant temperature increase of T ≡ 3h¯2/ (4kBmr2C) ≈ 50 µK with a rate of
λ = 10−17 s−1. Here, we used kB for the Boltzmann constant.
1.5 Dissipative and non-white extensions of CSL model
The problem of an energy divergence in the long-time limit has been widely dis-
cussed in the literature [46–50]. If dynamical reduction models are seen as effective
models [18], where the noise field plays the role of an external non-quantum en-
vironment, then an energy divergence would be in contrast with any reasonable
physical principle. Moreover, a white noise description of an external environment
makes easier the mathematical treatment of the model, but itis not really physi-
cal [18,22,34,35]. In fact, a white noise has an homogeneous energy density, without
any high-energy cutoff typical of any realistic environment. These considerations
lead directly to the necessity to generalize the CSL model with a more realistic de-
scription of the noise field: in [33], the energy divergence problem is solved through
a proper dissipative extension of the CSL model; while in [22, 34, 35], an extension
of the CSL model with general Gaussian noise is discussed. These two extensions
of the CSL model are described here below.
1.5.1 Dissipative CSL model (dCSL)
The dissipative extension of the CSL model is obtained by a proper non-hermitian
modification of the mass density function defined in eq. (1.28):
Mˆ(x)→ Lˆ(x) =∑
j
mj(
1+ k j
)3 1(√
2πrC
)3 ∫ dy e− (x−y)22r2c (1+kj)2×
aˆ†j (y)aˆj
(
1− k j
1+ k j
y +
2k j
1+ k j
x
)
,
(1.37)
where
k j ≡ h¯
2
8mjr2CkBTCSL
. (1.38)
As seen in eq. (1.38), in order to have dissipation, a new parameter TCSL is intro-
duced, defining the temperature of the noise field. Thus, this new parameter de-
termines the (finite) value of the long-time limit of the energy of the system. By
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comparing eq. (1.37) and eq. (1.28), it is possible to note that the CSL limit is recov-
ered in the infinite noise temperature case, TCSL → +∞ (k j → 0). This is also clear
by comparing the CSL stochastic differential equation (1.26) with the modified dy-
namics for the state vector in the dCSL model:
d |ψt⟩ =
[
− i
h¯
Hˆdt +
√
γ
m0
∫
dx
(
Lˆ(x)−
⟨
Lˆ(x) + Lˆ†(x)
2
⟩)
dW(x, t)− γ
2m20
×
∫
dx
(
Lˆ†(x)Lˆ(x) +
⟨
Lˆ(x) + Lˆ†(x)
2
⟩2
− 2
⟨
Lˆ(x) + Lˆ†(x)
2
⟩
Lˆ(x)
)
dt
]
|ψt⟩ ,
(1.39)
where ⟨·⟩ = ⟨ψt| · |ψt⟩, and where dW(x, t) is the usual Wiener process.
The master equation for the statistical operator is found by using Ito calculus:
dρˆt
dt
= − i
h¯
[
Hˆ, ρˆt
]
+
γ
m20
∫
dx
[
Lˆ(x)ρˆtLˆ†(x)− 12
{
Lˆ†(x)Lˆ(x), ρˆt
}]
. (1.40)
Eq. (1.40) is a Lindblad master equation [51,52], proving that the dCSL dynamics is
Markovian.
In [33], the authors prove that the dCSL model has all the necessary features to be
a good dynamical reduction model. In fact, it preserves quantum mechanical prop-
erties for microscopic systems, while macroscopic systems are localized in space
through a proper amplification mechanism.
Of particular interests for this thesis is the master equation for the single particle
reduced density matrix [33]:
dρˆ(1)t
dt
=− i
h¯
[
Hˆ, ρˆ(1)t
]
+
γm2
(2πh¯)3 m20
∫
dQ
[
e
i
h¯ Q·xˆL(Q, Pˆ)ρˆ(1)t L(Q, Pˆ)e
− ih¯ Q·xˆ
−1
2
{
L2(Q, Pˆ), ρˆ(1)t
}]
,
(1.41)
where
L(Q, Pˆ) = e−
r2C
2h¯2
|(1+k)Q+2kPˆ|2 . (1.42)
Using eqs. (1.41) and (1.42), in [33] is proved that, for the free-particle case,
Tr
[
ρˆ
(1)
t Hˆ
]
≡ Ht = e−χt (H0 − Has) + Has, (1.43)
where the relaxation rate is
χ =
4kλm2
(1+ k)5 m20
(1.44)
and the asymptotic energy is given by
Has =
3h¯2
16kmr2C
. (1.45)
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1.5.2 Non-white CSL model (cCSL)
The CSL model modifies the usual Schrödinger equation by adding a non-linear
and stochastic term, described in terms of a Wiener process. A more realistic ex-
tension of CSL model with a general Gaussian noise has been considered in litera-
ture [34, 35].
In this case, the second moment of the noise w(x, t) is
E [w(x, t)w(y, s)] = γδ (x− y)D(t− s), (1.46)
while its average is always zero.
The generalization to a non-white noise implies two main differences on the time
evolution of the state vector and on the master equation for the statistical opera-
tor [17]:
• The dynamics is no longer described by a Markovian evolution, except in the
trivial case where the function D(t− s) = δ(t− s), i.e., in the white noise case.
As a consequence, the time evolution for the statistical operator is no longer
described by a master equation of the Lindblad type.
• In general, it is not possible to find an useful form for the time evolution of
the state vector |ψt⟩, and approximations are necessary. This also means that
it is not possible to find an exact closed form for the master equation of the
statistical operator.
Since the noise dynamics gives, at least for small times t, a small perturbation to the
Hamiltonian dynamics, a perturbative approximation can be used to find a master
equation for the statistical operator. Indeed, at the first order in γ, the following
master equation can be derived [34, 35]:
dρˆt
dt
= − i
h¯
[
Hˆ, ρˆt
]− γ
2m20
∫
dx
∫ t
0
ds D(t− s) [Mˆ(x), [Mˆ(x, s− t), ρˆt]] , (1.47)
where
Mˆ(z, r) = e
i
h¯ Hˆr Mˆ(z)e−
i
h¯ Hˆr. (1.48)
Of particular interest for this thesis is the master equation for the single particle
reduced density matrix:
dρˆ(1)t
dt
= − i
h¯
[
Hˆ, ρˆ(1)t
]
− γm
2
2m20
∫
dy
∫ t
0
ds D(t− s)
[
g(y− xˆ),
[
g(y− xˆ(s− t)), ρˆ(1)t
]]
,
(1.49)
where
g(zˆ) =
1(√
2πrC
)3 e− (zˆ)
2
2r2C . (1.50)
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In particular, we will investigate the dynamics described by eq. (1.49) for the fol-
lowing typical noise correlation function:
D(r) =
1
2τ
e−
|r|
τ , (1.51)
where τ defines the characteristic time correlation of the noise. As we can see, in
the limit of τ → 0 the usual CSL model is recovered.
Chapter 2
Cold Bose Gases
Dynamical reduction models solve the measurement problem by localizing in po-
sition macroscopic systems, while preserving the quantum mechanical predictions
for microscopic systems. Two of the main consequences of the localization process
on the state of the systems are: the loss of the spatial coherences, with a rate that
increases with the number of particles of the system (amplification mechanism); an
energy increase of the system, which, in the long-time limit, can be either diver-
gent (CSL and cCSL models) or convergent to a specific value (dCSL). A promising
class of systems to experimentally test dynamical reduction models is represented
by cold atomic systems [25, 26, 53–55]. In fact, beside their very low temperature
(T = 10−11− 10−7 K), cold Bose gases manifest quantum properties (like, e.g., Bose-
Einstein condensation and interference properties) involving a large number of par-
ticles (N = 103 − 1011). These are all promising ingredients in order to perform
meaningful tests to these models.
In this chapter, we briefly review the main properties of a cold Bose gas. In partic-
ular:
1. We describe the phenomenon of Bose-Einstein condensation for an ideal and
for a weekly interacting gas;
2. We review the dynamics of a Bose-Einstein condensate (BEC) in a double-
well potential. In particular, we focus on its interference properties, and on
the possibility to use BECs in a double-well potential to create Schrödinger
cat states;
3. We briefly describe the BECs in an optical lattice.
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2.1 Bose-Einstein condensation
2.1.1 Ideal gas
The first experimental observation of a BEC [28] was obtained in 1995 by cooling
a gas of 87Rb atoms down to ≈ 170 nK. Later experiments achieved Bose-Einstein
condensation with gases of 1H, 23Na, 174Yb and many other atomic gases.
The theoretical prediction of BEC dates back to 1925 [23], when Einstein extended
an analysis on photon statistics made by Bose [56] to massive particles. Working on
an ideal gas, Einstein realized that, below a critical temperature, the atoms occupy
the (single particle) ground energy state: this is the so-called Bose-Einstein conden-
sation. Following the line of typical textbooks on this subject [25, 26, 57, 58], in this
section we give a brief description of the condensation in an ideal gas, leaving the
interacting case to the next section.
Let us consider a gas composed by N non interacting particles in a box of volume
V. The Hamiltonian of the system is
Hˆ =
N
∑
k=1
hˆk =
N
∑
k=1
pˆ2k
2m
. (2.1)
Constraining the gas to stay in a cubic box of side length L, and imposing peri-
odic boundary conditions, it is easy to find the eigenvalues ϵn of the single particle
Hamiltonian operator hˆ:
ϵn =
(2πh¯)2
2mL2
n, n ∈N3. (2.2)
We are interested in studying the properties of the gas at the thermodynamical limit,
i.e.,
N, V → +∞, N
V
= ρfixed , (2.3)
Even if the physical system we consider is composed by a fixed number N of atoms,
we can work in the grand-canonical ensemble -where the system exchanges energy
and atoms with an external environment at thermal equilibrium with temperature
T, and with µ as chemical potential- since, in the thermodynamical limit, grand-
canonical and canonical ensembles are equivalent [59].
The average number of particles in the grand-canonical ensemble is
N =∑
n
1
eβ(ϵn−µ) − 1 ≡ N0 + Ntherm , (2.4)
where N0 is the occupation number of the ground state (n = 0),
N0
V
≡ ρ0 = 1V
1
e−βµ − 1 =
1
V
z
1− z , (2.5)
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and where z = exp [βµ] is the so-called fugacity of the gas. Ntherm is the occupation
number of the thermal part of the gas, i.e., the occupation number of all the excited
states. β = 1/ (kBT) is the inverse temperature, and kB is the Boltzmann constant.
Since we have a fixed number N of atoms, N = N, which means that
N
V
≡ ρ = ρ0 + ρtherm (2.6)
is a fixed quantity. For an ideal Bose gas, the chemical potential is a decreasing
monotone function of the temperature, µ = µ(T), such that [57, 58]
−∞ < βµ < 0 . (2.7)
In eq. (2.6) we introduced the thermal density ρtherm = Ntherm/V which, in the
thermodynamical limit, can be written as
ρtherm =
(
2π
h¯
)3 ∫
R3
dp
1
e
β
(
p2
2m−µ
) ; (2.8)
The thermal density defined in eq. (2.8) is monotonously increasing with µ, and
bounded by a critical density defined as follows
ρtherm ≤ ρcrit = g3/2(1)
(
kBTm
2πh¯2
) 3
2
, (2.9)
where we introduced the following quantity [26]:
g3/2(z) =
+∞
∑
l=1
zl
l3/2
, (2.10)
and g3/2(1) ≈ 2.612.
Having fixed the gas density ρ, at temperature high enough the following inequality
holds
ρ ≤ ρcrit , (2.11)
and the fugacity z = exp[βµ] ≈ 0. From eq. (2.5), it is clear that the occupation
of the ground state is negligible, and all the atoms are in the thermal part. If we
decrease the temperature of the gas, preserving the density ρ, the critical density
defined in (2.9) decreases, until there is the equality ρ = ρcrit. This identity occurs
at the critical temperature
Tc =
2πh¯2
mkB
(
ρ
g3/2(1)
)2/3
. (2.12)
Below this temperature, the ineq. (2.11) fails, and, from eq. (2.6), a macroscopic
occupation of the ground energy state occurs. This phase transition is the Bose-
Einstein condensation. From eq. (2.12) it is possible to see the temperature depen-
dence of the condensate fraction in the gas:
N0
N
= 1−
(
T
Tc
)3/2
T ≤ Tc . (2.13)
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2.1.2 Weekly interacting gas
The Bose-Einstein condensation theory seen so far holds only for an ideal gas. A
first microscopic description of an interacting Bose gas has been achieved in 1947 by
Bogolubov [24], where the case of a dilute weekly interacting gas in a box has been
considered. Its extension to the nonuniform case has been done in 1961, indepen-
dently, by Gross [60] and Pitaevskii [61]. Bogolubov's theory provides a successful
description of the phenomenology of condensation for an interacting gas, and now
we give a brief review of its main steps and results.
Let us start by introducing the Hamiltonian operator for a gas of interacting identi-
cal particles in a box:
Hˆ =
N
∑
k=1
pˆ2k
2m
+
N
∑
j<k=1
V
(
rˆj − rˆk
)
. (2.14)
Generally, the gases are dilute enough such that the interacting potential V
(
rˆj − rˆk
)
can be treated at the mean field level. So, the potential V
(
rˆj − rˆk
)
can be effectively
described by the hard-core potential [62, 63]
g
N
∑
j<k=1
δ
(
rˆj − rˆk
)
, (2.15)
where g is the effective coupling constant of the hard-core potential. Imposing the
diluted gas condition, the effective interacting range is determined by a unique
parameter, i.e. the scattering length aS, which also fixes the strength of the potential:
g =
4πh¯2aS
m
. (2.16)
The diluted gas condition can be easily expressed in terms of the scattering length
and of the density ρ of the gas [25, 26]:
ρa3S ≪ 1. (2.17)
If the diluted gas condition (2.17) holds, at zero temperature the Bose Einstein con-
densation shows itself by the factorization of the many-body state in single particle
wave functions,
ψ (r1, . . . , rN) =
N
∏
i=1
φ (ri) , (2.18)
where φ (r) is the solution of the Gross-Pitaevskii equation, achieved by Gross [60]
and Pitaevskii [61] for the general nonuniform case:
− h¯
2∇2
2m
φ (r) +U (r) φ (r) + g |φ (r)|2 φ (r) = µφ (r) , (2.19)
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where U (r) is the external trapping potential, µ is the chemical potential of the gas,
defined as
µ =
∂E
∂N
, (2.20)
with E average energy of the gas. For example, in the particular case of an uniform
gas, eq. (2.20) takes the simple expression [25, 26]
µ = ρg. (2.21)
Rigorous results on the validity of the Gross-Pitaevskii equation (2.19) have been
given in recent years [64, 65]. It is also been proved that the condensation of an
interacting gas is dynamically preserved in case of a small perturbation of the trap-
ping potential. In this case, the dynamics of the single particle state φ(r, t) is given
by a time-dependent Gross-Pitaevskii equation [25,26,66]. Extensions of the Gross-
Pitaevskii equation have also been made in order to take into account the effects of
small thermal clouds interacting with the condensate [67].
2.2 Condensate in a double well potential
One of the most interesting cold-atomic system that can be theoretically studied,
and that can actually be implemented in an experimental setup is a BEC in a double
well potential [25, 26], named also as Bose Josephson junction. In a Bose Josephson
junction, when the barrier is high enough (much larger than the chemical potential),
the atoms can be only in two states. Each wave function is spatially localized in
one of the two wells: the higher the barrier separating the two wells, the lower
the overlap between the two wave functions. Experimental quantities such as the
height of the barrier and the geometry of each well [26,68], can be tuned with a high
degree of control. A Bose Josephson junction can be experimentally implemented
e.g. by superimposing an optical lattice to a parabolic potential [69,70] or by the use
of a laser beam to create the barrier [71].
A phase difference between the two wells emerges as a consequence of the weak
link also for a small number of atoms [72] and it can be fixed (giving rise to the
so-called phase state). This possibility for example leads to use Bose Josephson
junctions as an atom interferometer [73–75]. The quantum mechanical evolution of
the phase state is characterized by the typical collapse and revival of the interfer-
ence fringes, while the CSL dynamics decreases the interference until the fringes
disappear and each atom is localized in one of the two wells.
Besides the phase states, Bose Josephson junctions provide as well a promising
possibility for creating macroscopic entangled states, including Schrödinger’s cat
states [76, 77]. The use of squeezed states in atomic interferometers and clocks
leading to sub-shot-noise performance has been exploited in experiments [78–81],
while the detection of Bell correlations between the spins of ∼ 500 atoms in a Bose-
Einstein condensate was recently reported in [82].
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In this thesis, we focus on two particular types of macroscopic entangled states: the
superposition of two phase states, and the NOON state. Even if a Schrödinger's
cat state has not been experimentally detected yet, for these two macroscopic en-
tangled states solid theoretical preparation techniques have been studied [83–88].
In the next subsection we briefly describe the theoretical framework usually used
to work with BECs in a double well potential, which is within the so-called two
mode approximation [89]. Then, we use the two mode approximation to describe the
physical states and the quantum mechanical dynamics of a BEC in a double well
potential.
2.2.1 Two mode approximation
Within the usual two mode approximation [89], valid for large energy barriers be-
tween the two wells (and much larger than the chemical potential), one assumes
that the atoms can be either in the state |ψ⟩L of the left well, or in the state |ψ⟩R
of the right well. The left and the right states are taken orthogonal ⟨ψR|ψL⟩ = 0
(see [89]). Let us firstly rewrite the Hamiltonian (2.14) of a weekly interacting Bose
gas in the usual second quantization formalism:
Hˆ =
∫
dx aˆ†(x)
(
− h¯
2∇2
2m
+Vext(x)
)
aˆ(x)+
g
2
∫
dx aˆ†(x)aˆ†(x)aˆ(x)aˆ(x),
(2.22)
where Vext(x) is the external trapping potential, that in our case is a double well
potential as in fig. 2.1.
To properly describe how the two mode approximation works, let us start by con-
sidering the easier case of a noninteracting gas (i.e., g = 0), with a separable double
well potential:
Vext(x) =
mω2
8a2
(x2 − a2)2 + 1
2
mω2(y2 + z2)
= Vx(x) +Vr(y, z).
(2.23)
The two minima of the potential Vx(x) are for x = ±a, and the barrier peak is
Vx(0) = mω2a2/8. Under the hypothesis that Vx(0) ≫ h¯ω, through a WKB ap-
proximation [90, 91], it is possible to prove that the double well potential Vx(x) can
be effectively described as two distinct harmonic traps, each of them around one
minimum Vx(x = ±a), i.e.,
Vx(x) =
{
1
2 mω
2(x + a)2, if x < 0,
1
2 mω
2(x− a)2, if x > 0, (2.24)
The two harmonic wells introduced in (2.24) are weekly connected, with a small
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Figure 2.1: Plot of the x-component of the double-well potential represented in
eq. (2.23), with the relatives localized wave-functions ψl and ψr.
tunneling probability. The energy levels of the potential (2.24) are very close to the
well known harmonic oscillator energy levels:
E±n =
(
n +
1
2
)
h¯ω∓ h¯ω
2π
e−
mωa2
h¯ . (2.25)
Under the hypothesis that the system is in a condensate phase, we can safely say
that only the low energy states are occupied by the atoms. This means that the
atoms are in the ground state for the harmonic potential Vr(y, z), while they occupy
only the two low-energy states for the potential Vx(x). Precisely, the only two states
that can be occupied by each atom are:
ψ±(x) = ψ±0 (x)ψ0(y)ψ0(z), (2.26)
where ψ0(s) is the ground state of the one dimensional harmonic oscillator, while
ψ±0 (x) are the eigenstates of the low energy (i.e., n = 0) eigenvalues (2.25). Gen-
erally, it is possible to write ψ±0 (x) as linear combination of the ground state of the
harmonic oscillator defined in eq. (2.24):
ψ±0 (x) =
1√
2
(ψ0(x− a)± ψ0(x + a))
=
1√
2
(ψL(x)± ψR(x)) .
(2.27)
From eqs. (2.26) and (2.27) we thus define the left and right states characterizing the
system:
ψi(x) = ψi(x)ψ0(y)ψ0(z), i = L,R. (2.28)
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It is important to note that the hypothesis Vx(0) ≫ h¯ω is equivalent to saying that
the left and right states (2.28) are almost orthogonal:∫
dxψ∗j (x)ψk(x) = δj,k + η(1− δj,k),
where |η| = e− a
2mω
4h¯ ≪ 1, j, k = L,R.
(2.29)
Thus, we can say that, if Vx(0) ≫ h¯ω, each boson of the gas can effectively be
described in terms of the left and right states defined in eq. (2.28).
The low-temperature condition we required at the beginning of the section can be
now written in a more quantitative way. Precisely, if kBT ≪ h¯ω, then thermal
fluctuation are negligible and the two-mode approximation is preserved.
In general, also the particle-particle interaction introduced in eq. (2.22) must be con-
trolled, in order to preserve the two-mode approximation of the system. A sufficient
condition [90] is that the interaction must not modifies the many body ground state
of the system. As a consequence, the number of atom in the system is limited:
N ≪ lω
aS
, (2.30)
where lω =
√
h¯/ (mω) is the characteristic length of the harmonic ground energy
state, and aS is the scattering length. If we consider 87Rb atoms, usually used in
ultra-cold many-bosons systems, with scattering length aS ≈ 100a0 [92], where a0 is
the Bohr radius, and frequency trap of ω = 10 Hz, then from eq. (2.30) we have that
the number of atoms cannot exceed the limit of N ≈ 102 atoms. However, we must
also take into account that the atom-atom interaction can be significantly reduced
in the experiment by using the Feshbach resonances [29], increasing the validity of
the two mode approximation to larger atomic systems.
In a more general case, the wave functions ψL(x), ψR(x) are well approximated
from the solutions of the time-independent Gross-Pitaevskii equation:
− h¯
2∇2
2m
ψ (r) +Vext (r)ψ (r) + g |ψ (r)|2 ψ (r) = µψ (r) . (2.31)
Denoting by ψG and ψE the ground and the first-excited states of (2.31), then one
has ψL(x) = (ψG(x) + ψE(x)) /
√
2 and ψR(x) = (ψG(x)− ψE(x)) /
√
2. This way
of constructing the wave functions ψL(x), ψR(x) is typically good if the number of
particles per well is not too large and they do not depend on the interactions via the
atom numbers NL and NR (in that case one has to resort to a nonlinear tight-binding
ansatz [93, 94]).
The chemical potential in eq. (2.32) is defined in eq. (2.20). In the Thomas-Fermi
limit, i.e. if the kinetic part in the Gross Pitaevskii equation (2.32) is negligible, the
chemical potential has the following expression [26]:
µ =
h¯ω
2
(
15NaS
lω
)2/5
. (2.32)
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The next step is to rewrite the Hamiltonian (2.22) in terms of the left and right
states defined from eq. (2.32). Let us firstly define as aˆ†L (aˆL) and aˆ
†
R (aˆR) the creation
(annihilation) operators for, respectively, the left and right states. Condition (2.29)
is equivalent to
[
aˆi, aˆ†j
]
= δi,j, where i, j = L,R.
Rewriting the annihilation operators aˆ(x) in terms of aˆL and aˆR as follows
aˆ(x) = ψL(x)aˆL + ψR(x)aˆR, (2.33)
(and analogously for its hermitian conjugate), using eq. (2.33) in eq. (2.22) we have
that [89, 95]
Hˆ = −J
(
aˆ†L aˆR + aˆ
†
R aˆL
)
−Uaˆ†L aˆL aˆ†R aˆR, (2.34)
where
J =
∫
dxψ∗L(x)
(
− h¯
2∇2
2m
+Vext(x)
)
ψR(x) (2.35)
U = 2g
∫
dx |ψL(x)|4 . (2.36)
For the symmetry of the system, the definition of J and U do not change under the
replacement ψL(x)↔ ψR(x). We fixed the number of atoms in the gas, and we also
neglected irrelevant constant terms in eq. (2.34).
We finally observe that in presence of a negative scattering length, the coefficient U
can be negative (and yet the two-mode model be valid): a quantum phase transition
occurs at a finite value of |U| for which a population imbalance between the two
wells has been recently observed [96].
2.2.2 Coherent and entangled states
The preparation of atomic coherent states using Bose Einstein condensates is one of
the most important results in many body physics [74, 97–99]. Considering a BEC in
a double well potential, the atomic coherent state, or phase state, takes the following
expression [26]:
|φ⟩ = 1√
N!2N
(
aˆ†L + e
iφ aˆ†R
)N |0⟩ . (2.37)
The phase coherence properties of the state in eq. (2.37) is expressed by the off-
diagonal elements of the single particle density matrix defined as follows
ρ(1) =
1
N
(⟨aˆ†L aˆL⟩ ⟨aˆ†L aˆR⟩
⟨aˆ†R aˆL⟩ ⟨aˆ†R aˆR⟩
)
, (2.38)
where ⟨·⟩ = ⟨φ| · |φ⟩. Precisely, using eq. (2.37) we have that
⟨aˆ†L aˆR⟩ = N
eiφ
2
. (2.39)
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Coherence properties of the state (2.37) are detected through the presence of inter-
ference fringes in the momentum density of the gas. Indeed, from eq. (2.33) it is
easy to see that
aˆ(p) = ψL(p)aˆL + ψR(p)aˆR. (2.40)
For parity symmetry of the double well potential, we can relate the left and right
states as follows:
ψR(p) = e−i
2apx
h¯ ψL(p), (2.41)
where we imposed that the right well is displaced 2a from the left well along the
x-direction.
Using eqs. (2.40) and (2.41), the momentum density operator, averaged on a generic
state, becomes:
⟨aˆ†(p)aˆ(p)⟩ = |ψL(p)|2 ⟨aˆ†L aˆL⟩+ |ψR(p)|2 ⟨aˆ†R aˆR⟩+ 2Re
(
ψ∗L(p)ψR(p)⟨aˆ†L aˆR⟩
)
= N |ψL(p)|2
{
1+
2
N
Re
(
e−i
2apx
h¯ ⟨aˆ†L aˆR⟩
)}
,
(2.42)
where we also imposed a fixed number N of atoms. Using eq. (2.39) for the phase
state (2.37) in the expression (2.42), we obtain
⟨aˆ†(p)aˆ(p)⟩ = N |ψL(p)|2
{
1+ cos
(
φ− 2apx
h¯
)}
. (2.43)
We must also take into account that the phase coherence (2.39) is not, generally, a
constant of motion of the Hamiltonian (2.34), due to the presence of the interaction
term. In fact, in the case of negligible tunneling, i.e. with J = 0, the time evolution
of the phase coherence (2.39) is (see the appendix A)
⟨aˆ†L aˆR⟩t = ⟨φ| e
i
h¯ Hˆt aˆ†L aˆRe
− ih¯ Hˆt |φ⟩ = N e
iφ
2
[
cos
(
tU
h¯
)]N−1
. (2.44)
For small time t ≪ h¯/U, and large number of atoms N ≫ 1 we have the collapse
of the phase coherence (phase diffusion [100, 101]):
⟨aˆ†L aˆR⟩t ≈ N
eiφ
2
[
1−
(
tU
h¯
)2]N
≈ N e
iφ
2
e−N(
tU
h¯ )
2
, (2.45)
As can be noted, the phase coherence is periodically reestablished [98, 102], with a
revival time Tr given by [103, 104]:
Tr =
qh¯π
U
, q ∈ Z. (2.46)
Precisely, the interference fringes of an initial phase state, with phase φ0 at time
t = 0, after a time Tr will be reconstructed around the new phase φr given by the
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following expression [104]:
φr =
{
φ0 +
qπ
2 , if N is even;
φ0, if N is odd;
(2.47)
BECs in a double well potential are also one of the most promising systems to create
macroscopically entangled states. In this thesis, we mainly focus on two of them:
the superposition of phase states and the NOON state.
The superposition of phase states as (2.37) can be dynamically created from a single
phase state, with dynamics given by the Hamiltonian (2.34) with J = 0 [88]. In
particular, after a time t2 = h¯π/(2U), the initial phase state (2.37) is evolved into
|φt2⟩ =
1√
2
(
|φ⟩+ eiβ |φ+ π⟩
)
, (2.48)
where β is a fixed phase difference between the two phase states. The state (2.48)
does not show any single-particle coherence properties as in eq. (2.39), but it shows
N-particles coherence. Precisely, it can be proved that (see appendix A)
⟨φ| aˆ†kL aˆkR |φ+ π⟩ =
{
0, if k < N;
N!eiNφ
2N , if k = N.
(2.49)
Eq. (2.49) means that the only way to distinguish the state (2.48) from the statisti-
cal mixture ρˆ = (|φ⟩ ⟨φ|+ |φ+ π⟩ ⟨φ+ π|) /2 is through a measure of N-particles
observables, i.e., the reduced density matrix at k-particles does not show any coher-
ences, except if k = N.
The second macroscopically entangled state considered here is the so-called NOON
state, defined as
|NOON⟩ = 1√
2N!
(
aˆ†
N
L + aˆ
†N
R
)
|0⟩ . (2.50)
The NOON state (2.50) is the ground state of the Hamiltonian (2.34) with J = 0 and
with U < 0 [83–88].Even though several proposals have been formulated to create
a NOON state in a double well (see e.g. [83–87, 105]), its very short life-time with
respect to decoherence makes its experimental realization an open problem. A first
step in this direction has been done recently [96], where the experimental realization
of double well bosonic systems with negative and controllable scattering length was
achieved.
A similar relation to eq. (2.49) is found (see the appendix A)
⟨NOON| aˆ†kL aˆkR |NOON⟩ =
{
0, if k < N;
(N!)2
2 , if k = N.
(2.51)
The meaning of eq. (2.51) is the same as for eq. (2.49): the only way we have to dis-
tinguish the NOON state (2.50) from the statistical mixture ρˆ = (|NL, 0R⟩ ⟨NL, 0R|+
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|0L, NR⟩ ⟨0L, NR|) /2 is by looking at N-particles observables.
From this point of view, the difference between the atomic coherent state (2.37)
and the macroscopic entangled states (2.48) and (2.50) it’s quite evident. In fact,
in the coherent state all the atoms are in the same superposition of single particle
states. Single particle observables are enough to detect the quantumness of coherent
state. On the contrary, in the macroscopic entangled states, the superposition is
at the level of the whole system and, in order to detect it, the proper N-particles
observables are required.
Differently from the coherence properties expressed in eq. (2.39) of the phase state (2.37),
the N-particles coherences (2.49) and (2.51) are left unchanged by the Hamilto-
nian (2.34) with J = 0 (see the appendix A).
2.3 Cold atoms in optical lattice
In the last decades, great strides have been made in quantum optics and, in par-
ticular, in the study of light-matter interaction. Indeed, nowadays, one of the most
powerful way to trap atomic clouds at very low temperature is through the in-
teraction of the atoms with a laser [27, 70, 106, 107]. The atom-light interaction is
described in terms of dipole interactions, where the dipole moment d of the atom
is linearly coupled with the far-off resonant electric field E(r) of the laser. This in-
teraction results in an effective external potential for the atoms given by [108, 109]
Vext ∝
|E(r)|2
∆
, (2.52)
where ∆ = ωL − ω0, ωL is the laser frequency and ω0 is the resonance frequency
of the atom. Thus, a spatially oscillating potential can be created by using two
counter-propagating laser with same optical properties, with the following optical
potential:
Vext ∝
cos2 (k · r)
∆
. (2.53)
If ∆ < 0, the laser is said to be red-detuned, and the atoms are attracted towards
the high intensity regions; while, if ∆ > 0, the laser is said to be blue-detuned, and
the laser pushes the atoms out of the high intensity regions.
The optical lattice created by the potential (2.53) is periodic with lattice length given
by λ/2, with λ the wave length of the trapping laser. All the properties of the
optical lattice such as the depth of the potential or the lattice length can be tuned
experimentally [70, 107].
The eigenstates φn,q(r) of the periodic single-particle Hamiltonian operator
hˆ = − h¯
2∇2
2m
+Vext(r) (2.54)
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are given by applying Bloch's theorem [110]:
φn,q(r) = eiq·run,q(r), (2.55)
where un,q has the periodicity of the Hamiltonian (2.54). The eigenstates (2.55) are
labeled by a band index n ∈ N, and by the so-called quasi-momentum q, with
vector components qi ∈ [−2π/λ, 2π/λ).
From the Bloch states (2.55) it is possible to define a new basis, composed by states
localized in site position, called Wannier functions [110, 111]:
ψn,R(r) =
(
λ
4π
)3 ∫
dq e−iq·Rφn,q(r), (2.56)
where R indicates the site position in space.
Usually, the temperature of cold atomic systems in optical lattices is low enough
to consider only the first band state, i.e., n = 0. Thus, the state of the atoms
is completely defined by a discrete site index i, indicating the i-th site of the lat-
tice. In the second quantization formalism, it is common to define the operators aˆi,[
aˆi, aˆ†j
]
= δi,j, (i, j are site indices),such that
⟨r| aˆ†i |0⟩ = ψ0,Ri(r). (2.57)
From now on, we will use the discrete index for the sites position in the optical
lattices.
The lattice potential is usually so deep that the tunneling probabilities of the atoms
are non negligible only for nearest neighbor sites. From these considerations, it is
possible to obtain the famous Bose-Hubbard Hamiltonian for Bose Einstein con-
densates in optical lattices [70, 107]:
Hˆ = −J ∑
⟨i,j⟩
(
aˆ†i aˆj + aˆ
†
j aˆi
)
+
U
2 ∑i
aˆ†i aˆi
(
aˆ†i aˆi − 1
)
, (2.58)
where ⟨i, j⟩ means nearest neighbor sites, and J and U have a similar definition to
eq. (2.35) and eq. (2.36), respectively. Indeed, we can say that the two mode model
for a condensate in a double well potential can be seen as a two mode Bose Hubbard
model.
Eqs. (2.57) and (2.58) are all we need to describe the states and the dynamics of a
BEC in an optical lattice.
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Chapter 3
Heating effects on a Bose Einstein
condensate
Two of the main effects of dynamical reduction models on a physical system are the
heating effect and the localization mechanism. Even if these processes are generally
small, these effects can modify a BEC in a way that can be, in principle, experimen-
tally detected. In this chapter we focus on the heating effects on a BEC given by
CSL model and by its dissipative and non-Markovian extensions.
In particular, in this chapter:
1. We review the heating effect of CSL model on a BEC in an harmonic trap. We
show the experimental bounds founds in [30] by taking into account several
other heating sources;
2. We consider a recent experimental result [31], where an atomic ensemble has
been cooled down to picokelvins. By comparing the experimental results with
the theoretical predictions of the CSL model (and of its dissipative and non-
Markovian extensions), we show the resulting experimental bounds [32].
3.1 Temperature increase in a condensate: experimen-
tal bounds
As seen in eq. (1.36), CSL model induces an heating effect on any physical system.
On a BEC, this effect leads to a decrease of the number of atoms on the condensate,
as seen in eq. (2.13) for the case of an ideal gas in a box. If the heating is strong
enough, an experimentally detectable decrease of the condensate fraction should
be observed. This is the idea that the authors of [30] used to bound the parameters
of the CSL model. Of course, in an experiment there are several external sources
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that lead to an increase or a decrease of the temperature of the condensate. So, in
general, the increasing energy per particle can be written as:
1
N
dE
dt
=
1
N
dE
dt
|CSL + 1N
dE
dt
|oth., (3.1)
where we split the CSL contribution,
1
N
dE
dt
|CSL = λA2 3h¯
2
4mr2C
, (3.2)
from the other heating and cooling sources. The sources that the authors of [30]
considered are:
1. the rate of atoms in the gas with energy high enough to leave the trap. This
process is at the basis of the so-called evaporative cooling, and it reduces the
energy average of the gas [112], dE1/ (dt) < 0;
2. the rate of inelastic collisions between atoms, leading to the formation of bi-
atomic molecules, that usually are energetic enough to leave the trap. This
process is called three-body recombination [113–115], and it is usually an heat-
ing source for the gas, dE2/ (dt) > 0 ;
3. collisions of the atoms in the gas with external atoms at room temperature.
These collisions, with high probability, lead the atom in the gas to leave the
trap, with an energy loss in the gas that can be estimated from the litera-
ture [116], dE3/ (dt) < 0;
4. laser beam and laser intensity fluctuations that lead to an energy increase of
the gas [117], dE4/ (dt) > 0.
Besides these, there are other possible external heating sources that are unknown or
that cannot be estimated, dEun/ (dt) > 0. Thus we can rewrite eq. (3.1) as follows:
1
N
dE
dt
=
1
N
dE
dt
|CSL +
4
∑
i=1
1
N
dE
dt
|i + 1N
dE
dt
|un . (3.3)
Measuring the left side of eq. (3.3) and making reasonable estimations for the known
heating/cooling external sources, it is possible to find an upper bound of the heat-
ing rate due to the CSL model. In this way, the authors of [30] put the bounds of
λ
r2C
< 107 s−1m−2. (3.4)
As can be noted in the exclusion plot in fig. 3.6, the bound expressed in eq. (3.4)
turns out to be better than that coming from matter-wave interferometry [21], but
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is beaten by the X-rays experiments [19], by cantilever experiments (for rC ≥ 10−7
m) [20], and, in particular, by diffusion effects on a free expanding gas [32] which is
the topic of the next sections.
3.2 Diffusion effects on a free expanding gas
The spontaneous localization mechanism of collapse models induces a Brownian
motion in all physical systems. This effect is very weak, but experimental progress
in creating ultra-cold atomic systems can be used to detect it. In [32], we consid-
ered a recent experiment [31], where an atomic ensemble was cooled down to pi-
cokelvins. Any Brownian motion induces an extra increase of the position variance
of the gas. We study this effect by solving the dynamical equations for the CSL
model, as well as for its non-Markovian and dissipative extensions.
In the experiment [31], a gas of 87Rb atoms is cooled down to very low temperatures
(T = 50+50−30 pK) by using a “delta-kick" technique. The gas is initially (t=0) trapped
by a harmonic potential with standard deviation in position equal to 56 µm. The
cooling process comprises the following three steps:
Step 1: The harmonic trap is removed and the gas evolves freely for a relatively
long time, ∆t1 = 1.1 s. This allows atoms with the same average momentum to be
approximatively at the same distance from the initial localized state of the gas.
Step 2: Delta-kick. A Gaussian laser beam interacts with the atoms, the laser-atom
interaction being modeled by an external harmonic potential. By choosing the
proper harmonic frequency and interaction time, the potential reduces the kinetic
energy of the atoms. The interaction lasts for a short time, δt2 ≃ 35 ms.
Step 3: The gas evolves again freely for a relatively long time, ∆t3 = 1.8 s. The
position variance of the gas is then measured, from which the temperature of the
gas is inferred.
The frequency of the delta-kick harmonic potential is ω ≈ 6.7 Rad/s [32]. In Fig. 3
of [31], the experimental data are shown. However, the only experimental value,
explicitly reported together with error-bars, is the minimum value of the position
standard deviation, 120+40−40 µm, detected at delta-kick time of δt2 = 35 ms. This
is the experimental value we use to compute the bounds on the collapse parame-
ters.
3.2.1 Expansion of the gas according to the CSL model
We compute the time evolution of the variance in position, as well as the increase
of energy of the gas, during the cooling process described in the previous section,
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according to the CSL model. The effect of CSL is to increase the temperature of the
gas, and consequently its spread in position.
We start from the CSL master equation (1.35), with Hamiltonian operator given by
Hˆ =
N
∑
γ=1
Hˆγ :=
N
∑
γ=1
(
pˆγ
2m
+
1
2
mω2xˆ2γ
)
, (3.5)
where γ is a particle index. The quantities we need to compute are: the average
position variance
⟨Xˆ2⟩t ≡ 1N
N
∑
γ=1
(
⟨xˆ2γ⟩t − ⟨xˆγ⟩2t
)
, (3.6)
the average momentum variance
⟨Pˆ2⟩t ≡ 1N
N
∑
γ=1
(
⟨pˆ2γ⟩t − ⟨pˆγ⟩2t
)
(3.7)
and the average position-momentum correlation
⟨XˆPˆ + PˆXˆ⟩t ≡ 1N
N
∑
γ=1
⟨xˆγpˆγ + pˆγxˆγ⟩t. (3.8)
Since all atoms are identical and are in the same initial state, the average quantities
simply correspond to the expectation values for a single atom, which is what we
will focus on, in the following. Taking into account that the initial average position
and momentum are ⟨xˆ⟩t0 = ⟨pˆ⟩t0 = 0, then it's easy to see that (see the appendix B
for the details):
⟨xˆ⟩t = ⟨pˆ⟩t = 0 (3.9)
i.e. CSL does not affect the average motion in position and momentum of the atoms.
However, the same is not true for the standard deviations. In fact, from eq. (1.35)
and eq. (3.5), one gets B
⟨xˆ2⟩t = ⟨xˆ2⟩t0 +
1
2ωm
[
B(ω) sin (2ω(t− t0))−A(ω) (1− cos (2ω(t− t0)))
]
,
(3.10)
⟨pˆ2⟩t = ⟨pˆ2⟩t0 + mω2C(ω)(t− t0)−
mω
2
[
B(ω) sin (2ω(t− t0))
−A(ω) (1− cos (2ω(t− t0)))
]
(3.11)
and
⟨xˆ · pˆ + pˆ · xˆ⟩t = A(ω) sin (2ω(t− t0)) + B(ω) cos (2ω(t− t0)) + C(ω), (3.12)
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where the real parameters A(ω), B(ω), C(ω), are fixed by the initial conditions of
the system at the initial time t = t0:
A(ω) = mω⟨xˆ2⟩t0 −
⟨pˆ2⟩t0
mω
,
B(ω) = ⟨xˆ · pˆ + pˆ · xˆ⟩t0 − C(ω),
C(ω) = 3λA
2h¯2
2mr2Cω
2
. (3.13)
The free evolution (i.e. without the harmonic trap) for ⟨xˆ2⟩t, ⟨pˆ2⟩t and ⟨xˆ · pˆ+ pˆ · xˆ⟩t
can be obtained by taking the limit ω → 0 in eqs. (3.10), (3.11) and (3.12). In such a
case we have:
⟨xˆ2⟩t = ⟨xˆ2⟩t0 +
⟨xˆ · pˆ + pˆ · xˆ⟩0
m
(t− t0) + ⟨pˆ
2⟩t0
m2
(t− t0)2 + λA
2h¯2
2m2r2C
(t− t0)3, (3.14)
⟨pˆ2⟩t = ⟨pˆ2⟩t0 +
3λA2h¯2
2r2C
(t− t0), , (3.15)
and for the correlation
⟨xˆ · pˆ + pˆ · xˆ⟩t = ⟨xˆ · pˆ + pˆ · xˆ⟩t0 +
2⟨pˆ2⟩t0
m
(t− t0) + 3λA
2h¯2
2mr2C
(t− t0)2. (3.16)
Given the above equations, we can easily compute the evolution of ⟨xˆ2⟩t during the
experiment. From t = 0 to t = t1 the system evolves freely (ω = 0) accordingly to
eqs. (3.14)–(3.16); from t = t1 to time t = t2 it evolves harmonically as described in
eqs. (3.10)–(3.12) and then again freely up to time t = t3. Imposing the continuity
condition during the whole process, one arrives at the final result:
⟨xˆ2⟩t3 = ⟨xˆ2⟩QMt3 + ⟨xˆ2⟩CSLt3 , (3.17)
where ⟨xˆ2⟩QMt is the value of the position variance according to the standard Schrödinger
evolution, and ⟨xˆ2⟩CSLt is the modification induced by CSL. In particular, the CSL
contribution is given by
⟨xˆ2⟩CSLt3 =
λA2h¯2
r2C8m
2ω3
[
ACSL(ω, t1, t3, δt2) + BCSL(ω, t1, t3, δt2) cos(2ωδt2)+
CCSL(ω, t1, t3, δt2) sin(2ωδt2)
]
,
(3.18)
with
ACSL = 6ωt3 + 2ω3
[
t32 + 2t
3
3 + t
3
1 − 3t23t2
]
+ 2t31 (t3 − t2)2 ω5; (3.19a)
BCSL = −2ω
[
3(t3 − δt2) +ω2t1(2t21 − 3(t3 − δt2)2) +ω4t31(t3 − t2)2
]
; (3.19b)
CCSL = 3+ 3ω2
[
(t3 − t2)2 − 2(t3 − δt2)2
]
+ 2ω4t21(t3 − t2)(3t3 − t1 − 3δt2). (3.19c)
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Figure 3.1: Position’s standard deviation ∆(x) ≡ ⟨xˆ2⟩1/2t3 at the detector (time t = t3)
as a function of the delta-kick time δt2, for three different values of the collapse rate
λ. For each curve, we fixed rC = 10−7 m. The inset shows the curves near the
minimum value detected in [31], ∆(x)EXP = 120+40−40µm, indicated by the black bars.
The black dotted line shows the quantum-mechanical predictions. The red and blue
points represent the experimental data deducted from fig. 3 in [31].
We can see that the CSL contribution ⟨xˆ2⟩CSLt3 to the final variance is independent
from the initial state of the gas (contrary to ⟨xˆ2⟩QMt3 ) and depends, in a rather com-
plicated way, only on the relevant times of the experiment (t1, δt2 = t2 − t1, t3) and
the frequency ω of the delta-kick.
In fig. 3.1 we plot the final position variance ⟨xˆ2⟩t3 as a function of the delta-kick
time δt2. To highlight the CSL effect, we computed the quantum-mechanical pre-
diction and the CSL predictions for three different values of λ and at fixed rC = 10−7
m. As we can see, for small λ the quantum-mechanical predictions, compatible with
the experimental data, are recovered. For larger values of λ the variance ⟨xˆ2⟩t3 in-
creases, till it disagrees with the experimental data. This is the expected behavior:
the larger λ, the stronger the Brownian fluctuations and the larger the spread of the
cloud.
Similarly, in fig. 3.2 we plot the average energy of the gas at the end of the process
as a function of δt2, for different values of λ and again at fixed rC = 10−7 m. We see
that the cooling effect is maximum when the delta-kick last for δt2 ≈ 20 ms, leading
to a theoretical kinetic energy of E ≈ 10−34 J, corresponding to a temperature of
order T ≈ 10 pK. This theoretical value is compatible with the experimental value
Tmin = 50+50−30 pK measured in [31]. We also note that the heating effect due to CSL
becomes significant for λ ≥ 10−7 s−1, leading to an energy increase greater than
5 × 10−33 J, which is about 5 times greater than the value of the energy increase
measured during the experiment ((4± 6)× 10−34 J).
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Figure 3.2: Kinetic energy E ≡ ⟨pˆ2⟩t3/2m at the detector (time t = t3) as a function
of the delta-kick time δt2, for three different values of the collapse rate λ. For each
curve, we fixed rC = 10−7 m. The inset shows the minimum of the curves, which is
E ∼ 10−34J, corresponding to a temperature T ≃ 10 pK, for δt2 ≈ 20 ms. The black
dotted line shows the quantum-mechanical predictions.
3.2.2 Expansion of the gas according to the non-white CSL model
We now consider the predictions of CSL with a non-white noise (cCSL) on the ex-
pansion of the gas. The (single particle) cCSL master equation [34, 35], to the first
perturbative order in λ, is 1:
dρ (t)
dt
=− i
h¯
[H, ρ (t)]− λ8π3/2r3C A2
∫ t
0
ds f (s)
×
∫
dQ g˜(Q)g˜(−Q)
[
e−
i
h¯ Q·xˆ,
[
e
i
h¯ Q·xˆ(−s), ρ (t)
]]
,
(3.20)
where
g˜(Q) =
1
(2πh¯)3/2
e−
Q2r2C
2h¯2 , (3.21)
the function f (s) is the time correlation function of the non-white noise, and xˆ(−s)
is the position operator in the interaction picture, evolved backwards to the time
−s:
xˆ(−s) = e− ih¯ Hs xˆ e ih¯ Hs. (3.22)
In the white noise limit the correlation function f (s) becomes a Dirac-delta and the
standard CSL master equation (1.35) with N = 1 is recovered.
From eq. (3.20) it is easy to derive the evolution equation for a generic operator O:
d⟨Oˆ⟩t
dt
=− i
h¯
⟨[Oˆ, Hˆ]⟩t − λ8π3/2r3C A2
∫ t
0
ds f (s)
×
∫
dQ g˜(Q)g˜(−Q)⟨[[Oˆ, e− ih¯ Q·xˆ], e ih¯ Q·xˆ(−s)]⟩t.
(3.23)
1Here we report only the single-atom master equation because, similarly to the case of white
noise CSL model, we only need to focus on single-atom observables in order to describe the gas.
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This non-Markovian master equation cannot be solved exactly for a general non-
white noise. We can proceed as follows, noting that any realistic correlation func-
tion has a cut-off time τ (to which a frequency cut-off Ω corresponds). When τ is
much smaller than the typical timescales of the system, the new dynamics is ex-
pected to be indistinguishable from the white-noise case. We will assess for which
values of τ the white noise limit is recovered. More precisely we are interested in
determining when we can approximate:
e
i
h¯ Q·xˆ(−s) ≃ e ih¯ Q·xˆ. (3.24)
Given the harmonic Hamiltonian in eq. (3.5), the position operator in the interaction
picture evolves as follows:
xˆ (−s) = cos (ωs) xˆ− sin (ωs)
mω
pˆ (3.25)
which implies
e
i
h¯ Q·xˆ(−s) = e
i
h¯ cos(ωs)Q·xˆ e−
i
h¯
sin(ωs)
mω Q·pˆ e−
i
h¯
sin(2ωs)
4mω Q
2
. (3.26)
We perform the analysis under the assumption that
τ ≪ t ≃ 10−2 s, (3.27)
which is the order of magnitude of the delta-kick time. This assumption is necessary
in order to obtain conditions, which depend only on the noise cut-off τ and not on
the time t of evolution. Then, according to eq. (3.26), the approximation in eq. (3.24)
is fulfilled when:
ωτ ≪ 1 ⇒ τ ≪ ω−1 ≃ 0, 94s, (3.28)
and: |Q||pmax|τ
h¯m
≪ 1 ⇒ τ ≪ 103
( rC
1m
)
s, (3.29)
and also:
τ
2mh¯
Q2 ≪ 1 ⇒ τ ≪ 109
(
r2C
1m2
)
s, (3.30)
where m = 1, 44× 10−25 Kg is the Rb mass, the maximum momentum is |pmax| =
⟨pˆ⟩+ ⟨pˆ2⟩1/2 ≃ 10−29 Kg m/s (we took ⟨pˆ⟩ = 0 and ⟨E⟩ = ⟨pˆ2/2m⟩ ≃ 10−32 J) and
|Q| ≤ h¯/rC, which is imposed by the Gaussian factors g˜(Q) defined in eq. (3.21).
Given the assumption in eq. (3.27), the condition in eq. (3.28) is always fulfilled, as
well as conditions in eqs. (3.29) and (3.30), as long as rC ≥ 10−5 m. On the other
hand, for rC ≤ 10−5 m, the strongest bound comes from the conditions in eqs. (3.29)
and (3.30).
Under these conditions, the evolution equation for a generic operator O becomes:
d⟨Oˆ⟩t
dt
= − i
h¯
⟨[Oˆ, Hˆ]⟩t − λ8π
3/2r3C A
2 f˜ (0)
2
∫
dQ g˜(Q)g˜(−Q)⟨[[Oˆ, e− ih¯ Q·xˆ], e ih¯ Q·xˆ]⟩t ,
(3.31)
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where
f˜ (ω) :=
∫ +∞
−∞
f (s)eiωsds , (3.32)
and where we assumed f (s) = f (−s) and used the fact that for t > τ
∫ t
0
ds f (s) ≃
∫ ∞
0
ds f (s) =
1
2
∫ ∞
−∞
ds f (s) =
f˜ (0)
2
. (3.33)
Therefore, under the assumption (3.27) and when conditions (3.29) and (3.30) are
fulfilled, the non-white noise case is well approximated by the white-noise case
discussed in the previous section, with the replacement λ→ λ f˜ (0)/2.
A more detailed analysis is possible for a system with spatial extension smaller
than rC. In our case
⟨
xˆ2
⟩1/2 ≈ 50 µm, implying that the approximation holds for
rC ≥ 10−4 m. Imposing this condition on the Gaussian factors g˜(Q) defined in
eq. (3.21) gives |Q| ≤ h¯/rC, which guarantees that we can expand the exponentials
in the second line of eq. (3.23) as e−
i
h¯ Q·xˆ ≃ 1− ih¯ Q · xˆ, leading to
3
∑
i,j=1
(
1
h¯2
∫
dQg˜(Q)g˜(−Q)QiQj
)
⟨[[Oˆ, xˆi], xˆj(−s)]⟩t. (3.34)
The integration over Q gives the factor
1
h¯2
∫
dQg˜(Q)g˜(−Q)QiQj =
δij
24π3/2r5C
(3.35)
and therefore eq. (3.23) becomes
d⟨Oˆ⟩t
dt
= − i
h¯
⟨[Oˆ, Hˆ]⟩t − λA
2
2r2C
∫ t
0
ds f (s)
3
∑
j=1
⟨[[Oˆ, xˆj], xˆj(−s)]⟩t. (3.36)
An explicit calculation is also possible, if we take a specific expression for the noise
correlator, e.g.:
f (s) =
1
2τ
e−|s|/τ. (3.37)
which, in the limit τ → 0, reduces to a Dirac delta. From eq. (3.36) it is easy to see
that the dynamical equations for xˆ and pˆ are not modified by the noise. Similarly,
for xˆ2 we have:
d
⟨
xˆ2
⟩
t
dt
=
⟨xˆpˆ + pˆxˆ⟩t
m
. (3.38)
From eq. (3.36), it is also straightforward obtain the following equations:
d ⟨xˆpˆ + pˆxˆ⟩t
dt
=
2
⟨
pˆ2
⟩
t
m
− 2mω2
⟨
xˆ2
⟩
t
+
3λA2h¯2
mr2C
∫ t
0
ds
e− sτ sin(sω)
2ωτ
; (3.39)
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d
⟨
pˆ2
⟩
t
dt
= −mω2 ⟨xˆpˆ + pˆxˆ⟩t +
3λA2h¯2
2r2C
∫ t
0
ds
e− sτ cos(sω)
2τ
. (3.40)
The system of eqs. (3.38), (3.39) and (3.40) can be solved exactly. The solution of
eq. (3.39) is:
⟨xˆpˆ + pˆxˆ⟩t = ⟨xˆpˆ + pˆxˆ⟩0 cos(2ωt) +
(⟨
pˆ2
⟩
0
mω
−mω
⟨
xˆ2
⟩
0
)
sin(2ωt)
+
3λA2h¯2
2ωmr2C
∫ t
0
ds g(s) sin(2ω(t− s)),
(3.41)
where
g(x) =
∫ x
0
dy
e−
y
τ cos(ωy)
2τ
+
e− xτ sin(ωx)
2ωτ
. (3.42)
Using eq. (3.41) in eqs. (3.38) and (3.40) we get the related solutions:⟨
xˆ2
⟩
t
=
⟨
xˆ2
⟩
0
+
1
2mω
[
sin(2ωt) ⟨xˆpˆ + pˆxˆ⟩0 −
(⟨
pˆ2
⟩
0
mω
−mω
⟨
xˆ2
⟩
0
)
(1− cos(2ωt))
]
+
3λA2h¯2
2ωm2r2C
∫ t
0
ds2
∫ s2
0
ds1 g(s1) sin(2ω(s2 − s1));
(3.43)
⟨
pˆ2
⟩
t
=
⟨
pˆ2
⟩
0
− mω
2
[
sin(2ωt) ⟨xˆpˆ + pˆxˆ⟩0 −
(⟨
pˆ2
⟩
0
mω
−mω
⟨
xˆ2
⟩
0
)
(1− cos(2ωt))
]
+
3λA2h¯2
2r2C
[∫ t
0
ds2
∫ s2
0
ds1
(
e−
s1
τ cos(ωs1)
2τ
−ωg(s1) sin(2ω(s2 − s1))
)]
.
(3.44)
From a direct computation of the function (3.42), it is possible to note that, if
τω ≪ 1 and τ ≪ t, then the solutions eqs. (3.41), (3.43) and (3.44) are practically in-
distinguishable from eqs. (3.10), (3.11) and (3.12) derived in the white noise case. In
the experiment under consideration, we have ω = 6.7 rad/s and t = δt2 ≈ 35 ms.
The white noise limit is therefore a good approximation for any noise with cut-off
τ ≤ 10−3s.
In the free evolution limit ω → 0, Eqs. (3.41), (3.43) and (3.44) reduce to:⟨
pˆ2
⟩
t
=
⟨
pˆ2
⟩
0
+
3λA2h¯2
2r2C
[
t− τ
(
1− e− tτ
)]
; (3.45)
⟨xˆpˆ + pˆxˆ⟩t = ⟨xˆpˆ + pˆxˆ⟩0 +
2
⟨
pˆ2
⟩
0 t
m
+
3λA2h¯2
2mr2C
[
t2 − τt
(
1− e− tτ
)]
; (3.46)
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⟨
xˆ2
⟩
t
=
⟨
xˆ2
⟩
0
+
⟨xˆpˆ + pˆxˆ⟩0 t
m
+
⟨
pˆ2
⟩
0 t
2
m2
+
3λA2h¯2
m2r2C
[
t3
6
− tτ
2
(
1
2
+ e−
t
τ
)
+
τ3
2
(
1− e− tτ
)]
.
(3.47)
In this case the white noise limit is recovered when τ ≪ t. The free time evolution
is t ≈ 1s, which implies τ ≤ 10−2s.
To conclude, we can safely say that the bounds we obtain for the CSL model shown
in fig. 3.6 hold also for a more general and realistic non-white noise extension of the
model if
τ ≤ 10−3 s =⇒ Ω ≥ 103 Hz (3.48)
for rC ≥ 10−5 m,
τ ≪ 103
( rC
1m
)
s =⇒ Ω≫ 10−3
(
1m
rC
)
Hz (3.49)
for 10−6 ≤ rC ≤ 10−5 m,
τ ≪ 109
(
r2C
1m2
)
s =⇒ Ω≫ 10−9
(
1m2
r2C
)
Hz (3.50)
for rC ≤ 10−6 m. Taking into account that typical cosmological cut-offs are of order
1010 − 1011 Hz, our analysis shows that for rC ≥ 10−10 m and for a typical cosmo-
logical collapse noise, the cCSL predictions (therefore also the upper bounds) are
indistinguishable from the standard CSL predictions.
3.2.3 Expansion of the gas according to the dCSL model
As in the case of the standard CSL model, it is easy to prove that for a gas of non-
interacting atoms, the problem can be reduced to the study of single-atom observ-
ables. Thus, from the single particle master equation (1.41), it's possible to find the
following differential equations B:
d⟨xˆ2⟩t
dt
=
1
m
⟨xˆ · pˆ + pˆ · xˆ⟩t + 6λA
2r2Ck
2
(1+ k)3
, (3.51a)
d ⟨xˆ · pˆ + pˆ · xˆ⟩t
dt
=
2
m
⟨
pˆ2
⟩
t
− 2mω2
⟨
xˆ2
⟩
t
− 2λA
2k
(1+ k)4
⟨xˆ · pˆ + pˆ · xˆ⟩t , (3.51b)
d
⟨
pˆ2
⟩
t
dt
= −mω2 ⟨xˆ · pˆ + pˆ · xˆ⟩t − χ
⟨
pˆ2
⟩
t
+ χ
⟨
pˆ2
⟩
as
, (3.51c)
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where
χ :=
4kλA2
(1+ k)5
,
⟨
pˆ2
⟩
as
:=
3h¯2
8kr2C
. (3.52)
In the limit of free evolution (i.e. ω → 0), the solutions of the set of eqs. (3.51) are:
⟨
xˆ2
⟩
t
=
⟨
xˆ2
⟩
t0
+
2(
⟨
pˆ2
⟩
t0
− ⟨pˆ2⟩as)
m2(B− χ)
(
1− e−χ(t−t0)
χ
− 1− e
−B(t−t0)
B
)
+
(
⟨xˆ · pˆ + pˆ · xˆ⟩t0 −
2
⟨
pˆ2
⟩
as
mB
)
1− e−B(t−t0)
mB
+
(
α+
2
⟨
pˆ2
⟩
as
m2B
)
(t− t0); (3.53a)
⟨xˆ · pˆ + pˆ · xˆ⟩t =
2(
⟨
pˆ2
⟩
t0
− ⟨pˆ2⟩as)
m(B− χ)
(
e−χ(t−t0) − e−B(t−t0)
)
+
2m
⟨
pˆ2
⟩
as
mB
+ e−B(t−t0)
(
⟨xˆ · pˆ + pˆ · xˆ⟩t0 −
8m
⟨
pˆ2
⟩
as
B
)
; (3.53b)
⟨
pˆ2
⟩
t
=
⟨
pˆ2
⟩
as
+ e−χ(t−t0)
(⟨
pˆ2
⟩
t0
−
⟨
pˆ2
⟩
as
)
, (3.53c)
where B := 1+k2 χ and α :=
6λA2r2Ck
2
(1+k)3
.
We should study also the case of an harmonically trapped atom (ω ̸= 0). The system
of eqs. (3.51) can still be solved exactly. However, the solutions are too complicated
and of little practical use. In fact, the duration of the delta-kick is much shorter
than the free evolution and, as shown in [32], the dCSL effects during the delta-
kick can be neglected and safely be replaced by the standard quantum mechanical
evolution.
We can now derive the position variance ⟨xˆ2⟩t3 at the final time t3 as predicted by
the dCSL model. During steps 1 and 3 of the experiment (free expansion of the gas)
we use the exact solutions given in eqs. (3.53), while during step 2 (the delta-kick)
we use the quantum mechanical solution for an harmonic oscillator. In a similar
way, one can compute the time evolution of the average kinetic energy. We do not
report explicitly the final formula for ⟨xˆ2⟩t3 since it is very long and does not help
in getting any insight on the physics.
In fig. 3.3 and fig. 3.4 the minimum values of the final position variance and of the
average kinetic energy are plotted as a function of the noise temperature TCSL for
different values of λ, while keeping rC = 10−7m, and for fixed values of the delta-
kick time (we took the values of δt2 which maximize the delta-kick effects). We
can see that in both cases the effect of dissipation is to reduce the increase of the
variance and of the energy due to the CSL noise. In particular, for the values of
rC and λ here considered, when TCSL < 10−7 K the effect of the noise is negligible
and the predictions are practically equivalent to the standard quantum ones. In
the range 10−7 K < TCSL < 10−6 K the noise effects are present but are reduced by
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Figure 3.3: Position’s standard deviation ∆(x) ≡ ⟨xˆ2⟩1/2t3 at the detector (time t = t3)
as a function of the CSL noise temperature TCSL, for three different values of the
collapse rate λ. For each curve, we fixed rC = 10−7 m and the delta-kick time
δt2 = 35 ms, which corresponds to the smallest measured value (black point in
fig. 3.1). We plot also the quantum-mechanical value for comparison.
dissipation. When TCSL > 10−6 K the effects of dissipation become negligible and
the predictions are indistinguishable from the TCSL = +∞ case (CSL).
dCSL model with boost
The dCSL model is not Galilei invariant, since the noise selects a preferred reference
frame, the one where it is at rest. In the previous section, we implicitly considered
the situation where the lab reference frame was at rest with respect to the noise.
This is unlikely. If the noise has a cosmological origin, then much likely it is at
rest with the cosmic frame, with respect to which the Earth moves. In this section
we analyse the case where the collapse noise is moving with some velocity u with
respect to the laboratory system.
The master equation for the boosted dCSL model has the same structure as that in
eq. (1.41) with L(Q, pˆ) in Eq. (1.42) replaced by:
L(Q, pˆ, u) = e−
r2C
2h¯2
|(1+k)Q+2k(pˆ−mu)|2 . (3.54)
It is convenient to introduce the boosted momentum operator:
pˆu := pˆ−mu (3.55)
which allows to rewrite the boosted dCSL master equation as
dρˆ
dt
=
dρˆdCSL
dt
⏐⏐⏐⏐
pˆ→pˆu
− i
h¯
[pˆu · u, ρˆ] (3.56)
where the first term is the master equation of the dCSL as given by eq. (1.41), with
pˆu in place of pˆ. Note that pˆu has the same commutation relations as p. The equa-
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Figure 3.4: Kinetic energy E ≡ ⟨pˆ2⟩t3/2m at the detector (time t = t3) as a function
of the CSL noise temperature TCSL, for three different values of the collapse rate λ.
For each curve, we fixed rC = 10−7 m and δt2 = 20 ms, associated to the theoreti-
cal minimum of the momentum standard deviation (see fig. 3.2). We plot also the
quantum-mechanical value for comparison.
tion for the time evolution of a generic operator O is:
d ⟨O⟩t
dt
=
d ⟨O⟩dCSLt
dt
⏐⏐⏐⏐
pˆ→pˆu
− i
h¯
⟨[O, pˆu · u]⟩t (3.57)
where ⟨O⟩dCSLt is the expectation value of the operator O given by the dCSL dynam-
ics without boost, again with pˆu in place of pˆ. Therefore, we can now write the
equations for the expectation values ⟨xˆ2⟩t, ⟨pˆ2u⟩t and ⟨xˆ · pˆu + pˆu · xˆ⟩t using the re-
sults already derived for the dCSL model without boost; we only need to compute
the extra commutator of eq. (3.57).
Actually, to get a good estimate of the effect of the boost, it is sufficient to analyze
the equations for ⟨xˆ⟩t and ⟨pˆ⟩t, instead of those for the variances, which are much
more complicated. The first equation can be easily derived, while the second one
involves lengthier calculations, which however are analogue to those carried out
in the previous section, when deriving the equation for ⟨xˆ · pˆ⟩t. The final result is:
d ⟨xˆ⟩t
dt
=
⟨pˆu⟩t
m
+ u,
d ⟨pˆu⟩t
dt
= −B ⟨pˆu⟩t , (3.58)
where B is the parameter defined after eq. (3.53). The solution of this system of
equations for a free gas (ω = 0) with initial average position ⟨xˆ⟩t0 and initial average
momentum ⟨pˆ⟩t0 , written in terms of the real momentum pˆ, are:
⟨xˆ⟩t = ⟨xˆ⟩t0 + u(t− t0) +
( ⟨pˆ⟩t0
m
− u
)
1− e−B(t−t0)
B
; (3.59)
⟨pˆ⟩t = ⟨pˆ⟩t0 e−B(t−t0) + mu
(
1− e−B(t−t0)
)
; (3.60)
We can now argue as follows. The change of the average position of the gas must
be smaller than the measured standard deviation, as in [31] no significant varia-
tion to the average position of the center-of-mass of the cloud was observed. From
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Figure 3.5: Exclusion plot for the boosted dCSL model, considering a boost with
|u| = 107 ms−1 for four different values of the dCSL temperature TCSL.
eq. (3.59), taking into account that for the experiment considered here ⟨pˆ⟩t0 = 0
and t − t0 ≈ 3 s, and that for any value of the parameters of the dCSL model
B(t− t0)≪ 1, we can safely say that
1
2
|u| B(t− t0)2 ≤ 1 µm. (3.61)
where B = 2λA2k/(1 + k)4. Considering, for example, the standard values for the
dCSL parameters λ = 10−17 s−1, rC = 10−7 m and TCSL = 1 K, we obtain the bound:
|u| ≤ 1013 m s−1. (3.62)
From cosmological arguments [21] a possible value of the noise boost is |u| = 107
ms−1. Using this value in eq. (3.62) an exclusion plot in the parametric space λ− rC
is found, as shown in fig. 3.5.
3.2.4 Experimental bounds on the collapse parameters
We now discuss the bounds on the collapse parameters against the experiment here
considered. We compare the position’s standard deviation, computed for each par-
ticular model, with the experimental value ∆(x)EXP = 120+40−40 µm reported in [31];
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Figure 3.6: Exclusion plot for the CSL model. The red region shows the excluded
area, according to the analysis here performed. The picture shows also the bounds
coming from matter-wave interferometry [21], cantilevers [20], heating effect on
Bose-Einstein Condensates (BECs) [30], and spontaneous X-rays emission [19]. The
black points and bars represents the reference values proposed by GRW [42] and
Adler [44].
we refer to this value since it is the only one with explicit error bars associated to
it. Assuming that this value is distributed according to a normal distribution with
mean value µ = 120 µm and σ = 40 µm, then ∆(x) ∈ [42; 198] µm with a confidence
level of 95% The exclusion plots in fig. 3.6 and fig. 3.7 show which points in the
parameters space predict a CSL-induced position’s standard deviation outside the
considered range (with a TCSL dependence in the dCSL case).
We start with analysing the CSL model. As shown in eq. (3.18), the increase of the
position variance at the final time t = t3 due to the CSL noise is:
⟨xˆ2⟩CSLt3 =
λ
r2C
K (3.63)
where K is a function of the initial state of the gas, the times t1, δt2, t3 and the fre-
quency ω of the external harmonic potential, but otherwise contains no dependence
on the CSL parameters. By inserting the numerical values, we arrive at the bound:
λ
r2C
< 5× 106 m−2s−1. (3.64)
This result is in agreement with the plot in fig. 3.6, where a comparison with
bounds coming from other relevant experiments is shown. As one can see, the
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Figure 3.7: Exclusion plot for the dCSL model. The red area represents the excluded
region for the CSL model (T = ∞) and for any dCSL model with noise temperatures
TCSL > 106 K (due to the finite parametric region considered). Bounds for dCSL for
three different noise temperatures are also represented: in yellow the case with
TCSL = 1 K, in green that for TCSL = 10−6 K, and in brown TCSL = 10−12 K. The
black points and bars represents the parametric values proposed by GRW [42] and
Adler [44].
bound is better than that coming from matter-wave interferometry [21] and that re-
lated to BECs [30] while, for rC ≤ 10−7, it is beaten only by X-rays experiments [19].
Here a comment is at order. As shown in [118–120], CSL predictions for sponta-
neous photon emission are very sensitive to the type of noise and, when a frequency
cut-off is introduced in its spectrum, the CSL effect is significantly decreased. In
particular, for X-ray detection, any cutoff smaller than 1018 Hz washes the effect
away. Since typical cut-offs of cosmological spectra are significantly smaller than
1018 Hz [22], and assuming that the CSL noise has the properties of a typical cos-
mological random background, then one expects bounds related to spontaneous
X-ray emission not to play a significant role. On the other hand, our result is robust
against changes in the noise. As shown in Sec. 3.2.2, providing rC ≥ 10−7 m, for
any cutoff larger than 106 Hz (which is the case of cosmological noises), the effect is
equivalent to that of the standard CSL model.
The situation si different for the dCSL model. The result is reported in fig. 3.7, for
three different temperatures of the noise: TCSL = 1, 10−6, 10−12 K. As one can see,
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Figure 3.8: Position’s standard deviatio of the gas at the detector (time t = t3), as
a function of rC. Four different curves are represented, each corresponding to a
different value of the noise temperature TCSL. In each case, λ = 10−3.5 s−1 and δt2 =
35 ms. For TCSL = 10−12 K, an insignificant numerical error appears in the interval
10−4.4 m < rC < 10−3.7 m, due to very small values of the position’s standard
deviation. No numerical instabilities appear outside this interval. The experimental
value 120+40−40 µm is indicated by the dashed black lines in the inset.
the smaller the temperature, the smaller the exclusion region. The reason is that
dissipation reduces the Brownian motion fluctuations of the atoms, therefore also
the extra spread of the position variance predicted by CSL. The case TCSL = 10−12 is
significant. In fact, a noise temperature of the order of 1 picokelvin is lower than the
system’s temperature, and the dissipative dynamics cools the system, reducing its
position and momentum spread. For this reason, the excluded area in the parameter
spaces it is fundamentally different from the other, high-temperature situations.
Also the shape of the curve for TCSL = 10−12 K is different from the other cases.
This can be better seen in fig. 3.8 where, for fixed TCSL and λ = 10−3.5 s−1, the final
position variance ⟨xˆ2⟩t3 is plotted as function of rC.
To conclude, the bounds on the CSL parameters coming from the experiment in [31]
are among the strongest so far analyzed, stronger than direct tests based on matter-
wave interferometry. They are robust against changes in the spectrum of the noise,
so in this sense they are the strongest for rC < 10−7 m. They become weaker
when dissipation is included, still remaining strong down to very small temper-
atures.
Chapter 4
Localization dynamics in a
condensate
In this paper we focus on the use of ultracold atoms to study wave function collapse
and we consider atomic gases weakly coupled via a double well potential. Such a
setup provides an atomic counterpart of Josephson devices [121, 122] and it is has
been experimentally realized and studied for both ultracold bosons [69,96,123,124]
and fermions [71]. A Josephson physics and coherent tunneling have been also
studied not only in space (as in double well potential) but also between internal
levels [78,79,125,126]. Due to the high tunability of experimental parameters, Bose
Josephson junction is one of the paradigmatic setups in which to probe and study
quantum coherence on mesoscopic/macroscopic scale. For this reason, we use it to
study the bounds that can be put on models for the wave function collapse. In par-
ticular, we study how CSL affects cold atoms in a double well potential, i.e., a Bose
Josephson junction, as qualitatively depicted in fig. 4.1, where we also schematically
describe the effect of the collapse of the wave function. In particular, we compute
+ OR
Collapse
Double Well
Initial State
Final State
Figure 4.1: Action of the collapse noise on an atom in a double well potential (blue
curve). The initial state (yellow curve) is delocalized over the two wells. The in-
teraction of the atom with the collapse noise localizes the atomic state in one of the
two wells (red curve).
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the effects on the interference fringes of an atomic coherent state, as well as for the
collapse of the N-particles coherences of macroscopically entangled states [36]. We
study also its natural extension to a BEC in an optical lattice. In the last part, we
compare the CSL decoherence with the environmental decoherence, focusing on
three main sources: the thermal cloud surroundings the condensate; the three body
recombination; and the laser decoherence.
4.1 CSL model for a condensate in a double well po-
tential
In order to apply the CSL model to Bose Josephson junctions, it is convenient to
rewrite the master equations (1.35) in terms of the left and right states introduced
in eq. (2.32). Using eq. (2.33) in eq. (1.35), we get
dρˆ(t)
dt
= − i
h¯
[
Hˆ, ρˆ(t)
]− λA2
2 ∑i,j
k,l
γ
i,j
k,l
[
aˆ†i aˆj,
[
aˆ†k aˆl, ρˆ(t)
]]
, (4.1)
where
γ
i,j
k,l =
∫
dy
∫
dy′ e
−|y−y
′|2
4r2c ψ∗i (y)ψj(y)ψ
∗
k (y
′)ψl(y′), (4.2)
with i, j, k, l = L, R. We can immediately note that couplings with an odd number
of the same index, like γL,RL,L , are null, due to the orthogonality of the two modes.
So, we have to evaluate two types of couplings: γR,RL,L = γ
L,L
R,R ≡ γi,j ̸=i, where the
equality holds for the parity in the CSL Gaussian term; γL,LL,L = γ
R,R
R,R ≡ γi,i, where
the equality holds for the symmetry of the double well potential.
By taking into account that the total number of particle is fixed, i.e., aˆ†L aˆL + aˆ
†
R aˆR =
NI, it is possible to find that the dissipative term in the master equation (4.1) has
the following expression:
∑
i,j=L,R
γi,j
[
aˆ†i aˆi,
[
aˆ†j aˆj, ρˆ(t)
]]
=∑
i=j
γi,i
[
aˆ†i aˆi,
[
aˆ†i aˆi, ρˆ(t)
]]
+∑
i ̸=j
γi,j
[
aˆ†i aˆi,
[
aˆ†j aˆj, ρˆ(t)
]]
=∑
i
(
γi,i − γi,j ̸=i
) [
aˆ†i aˆi,
[
aˆ†i aˆi, ρˆ(t)
]]
= γ¯∑
i
[
aˆ†i aˆi,
[
aˆ†i aˆi, ρˆ(t)
]]
,
(4.3)
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where we have defined
γ¯ =
∫
dy
∫
dy′ e
−|y−y
′|2
4r2c |ψL(y)|2
(⏐⏐ψL(y′)⏐⏐2 − ⏐⏐ψR(y′)⏐⏐2)
≈ 1− e−
a2
r2C ,
(4.4)
the last equality is expected to be satisfied in the two-mode approximation.
The master equation (4.1) so becomes as follows
dρˆ(t)
dt
= − i
h¯
[
Hˆ, ρˆ(t)
]− λA2γ¯
2 ∑i=L,R
[
aˆ†i aˆi,
[
aˆ†i aˆi, ρˆ(t)
]]
. (4.5)
To have an explicit solution, we neglect the hopping term in the Hamiltonian oper-
ator of eq. (2.34). As shown in appendix C, the solution of eq. (4.5) is
ρˆ(t) = e
4iUt
h¯ aˆ
†
L aˆL aˆ
†
R aˆR e
−λA2γ¯t
( ←−
aˆ†R aˆR−
−→
aˆ†R aˆR
)2
ρˆ(0)e−
4iUt
h¯ aˆ
†
L aˆL aˆ
†
R aˆR
= e
−λA2γ¯t
( ←−
aˆ†R aˆR−
−→
aˆ†R aˆR
)2
ρˆSch(t),
(4.6)
where
←−
aˆ†R aˆR
( −→
aˆ†R aˆR
)
acts on the left (right) of the density matrix, and
ρˆSch(t) = e
iUt
h¯ aˆ
†
L aˆL aˆ
†
R aˆR ρˆ(0)e−
iUt
h¯ aˆ
†
L aˆL aˆ
†
R aˆR (4.7)
is the density matrix evolved under the only Schrödinger dynamics.
4.1.1 Decoherence effects due to CSL model
Let us see how an initial phase state (2.37) evolves under the CSL dynamics, by
looking in particular to the coherence properties given by eq. (2.39). From eq. (4.6),
it is possible to see that (see Appendix C):
⟨aˆ†L aˆR⟩CSLt = Tr
[
aˆ†L aˆRρˆ(t)
]
= e−λA
2γ¯t⟨aˆ†NL aˆNR ⟩Scht . (4.8)
Taking into account the Schrödinger evolution of the phase state coherence (2.44),
we obtain
⟨aˆ†L aˆR⟩CSLt = Ne−λA
2γ¯t e
iφ
2
[
cos
(
tU
h¯
)]N−1
≈ N e
iφ
2
e−λA
2γ¯te−N(
tU
h¯ )
2
,
(4.9)
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where the last line is true only for t ≪ h¯/ |U|.
From eq. (4.9), it is cleat that the action of the CSL dynamics is to break the spatial
superposition (2.39) of the phase state. Since, in this case, the many-body state is
a coherent factorization of delocalized single particle states, then an amplification
mechanism is missing, and the CSL collapse rate does not depend on the total num-
ber of particles N. Thus, the use of phase states such as (2.37) to set experimental
bounds on the CSL parameters is not convenient in general.
As for example, let us consider the experiment [99], where the long coherence time
of 200 ms with a gas of 23Na atoms was observed. Using eq. (4.4), we have that
the exponential decrease of the coherence in eq. (4.9) induced by CSL dynamics be-
comes experimentally visible only if λ ≥ 1/(tA2). Then from eq. (4.9) it is possible
to put a bound of λ ≤ 10−2 s−1. This is a weak bound for two main reasons: firstly,
the expected values of the collapse rate λ theoretically predicts by Ghirardi, Rimini
and Weber (λ = 10−16 s−1) and by Adler (λ = 10−8±2 s−1 and λ = 10−6±2 s−1)
are much smaller than 10−2 s−1; secondly, much stronger bounds have been set by
other experiments, as can be seen in the exclusion plot 4.2. Let us now consider the
CSL evolution of the macroscopically entangled states (2.48) and (2.50). In this case,
the N-particles coherence properties (2.49) and (2.51) are preserved by Schrödinger
evolution. Using eq. (4.6), as discussed in appendix C it is possible to see that
⟨aˆ†NL aˆNR ⟩CSLt = e−λN
2 A2γ¯t⟨aˆ†NL aˆNR ⟩Scht . (4.10)
Differently from the phase decoherence case (4.9), the exponential decoherence of
the macroscopically entangled states (4.10) is faster due to a factor N2. This is due
to the macroscopicity of the states (2.48) and (2.50),i.e., these are superposition of
localized N-particles states, which is expressed by the N-particles quantum coher-
ences (2.49) and (2.51). As a consequence, an amplification mechanism occurs in
the CSL dynamics, increasing the collapse rate by a factor N2.
In fig. 4.2 we picture the exclusion plot for an hypothetical experiment involving
the macroscopically entangled states (2.48) or (2.50).To proceed further, we have to
fix a time t for which the N-particles coherences (2.49) and (2.51) The longer the
time t, the smaller the number of atoms needed to use (the dependence on the time
is linear, the one on the number is quadratic). An inspection of results show that in
order to have both reasonable values for the particle number N and at the same time
explore the white region in fig. 4.2, the one not yet excluded by experiments, one
has to use t ∼ 1 s. This is presently a very challenging request, and the goal of the
present computation is to clarify and predict what value of t is needed to explore
the uncovered region of the CSL parameter space for N going from 102 to 106.We
then choose t = 1 s and we considered a Rb gas, with width of each well given by σ,
and with the two wells distant d. With d = 10µ m the ratio U/J is negligleable, and
the results for J = 0 apply and are plotted in fig. 4.2 for three different values of N
(with σ ≈ 1µ m). Also reducing d in order to have a finite J does not quantitatively
change the region that can be explored in the λ − rC space (actually, we expect it
shrinks) - similarly increasing σ, which results in decreasing U, does not change
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Figure 4.2: Most recent exclusion plot of the CSL model [127](non-white regions),
where we added the bounds for an hypothetical experiment involving the macro-
scopically entangled states (2.48),(2.50). Here, we made the hypothesis that their
N-particles coherences are preserved for a time t = 1 s, with three different num-
ber of particles: N = 104 (purple dashed line), 106 (blue dashed line) and 108 (red
dashed line). The excluded regions are the upper part of the related dashed line.
the boundaries of the region, as soon as the two-mode approximation holds. We
conclude that with t = 1 s one needs N ∼ 103 − 104 to enter the white region not
yet explored and that with the (presentely prohibitive) number N = 108 the whole
white region can be probed.
From fig. (4.3), where the time evolution (4.10) is represented, the strong depen-
dence on N is clear.
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Figure 4.3: Time evolution (4.10) of the normalized N-particles coherences, for dif-
ferent number of atoms. Here we fixed the CSL parameters λ = 10−11 s−1 and
rC = 10−7 m, which are among the weakest parameters of the white region in
fig. 4.2.
4.2 CSL model for a condensate in an optical lattice
A direct extension of the double well potential to a multi well potential is given
by a BEC in an optical lattice described in sec. 2.3. Let us rewrite the CSL master
equation (1.35) in the basis of the Wannier functions (2.57) (neglecting the higher
bands):
dρˆ(t)
dt
= − i
h¯
[
Hˆ, ρˆ(t)
]− λA2
2 ∑i,j
k,l
γ
i,j
k,l
[
aˆ†i aˆj,
[
aˆ†k aˆl, ρˆ(t)
]]
, (4.11)
where γi,jk,l has the expression given in eq. (4.2) but, in this case, the single particle
wave functions are the Wannier functions (2.57). The Hamiltonian operator is the
Bose Hubbard Hamiltonian given in eq. (2.58).
As for a double well potential, here we neglect the hopping term in the Hamiltonian
operator (i.e., we set J = 0). Then, the solution of the master equation (4.11) is
ρˆ(t) = e
−λA2t∑i,j γi,j
(←−
aˆ†i aˆi−
−→
aˆ†i aˆi
)(←−
aˆ†j aˆj−
−→
aˆ†j aˆj
)
ρˆSch(t), (4.12)
where γi,j = γ
i,i
j,j. This master equation is the extension of the two mode master
equation (4.6) to the multi mode case.
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Let us consider the coherent state in an optical lattice [25]:
|ψ⟩ = 1√
N!
(
1√
M
M
∑
i=1
aˆ†i
)N
|0⟩ , (4.13)
where M is the number of sites in the optical lattice, and N is the number of atoms.
This state has long range coherence properties, which are expressed by the off-
diagonal elements of the single particle density matrix:
⟨0| aˆjρˆ(1) aˆ†i |0⟩ =
1
N
⟨ψ| aˆ†i aˆj |ψ⟩ ≡
1
N
⟨aˆ†i aˆj⟩. (4.14)
Indeed, for the state (4.13) we get
⟨aˆ†i aˆj⟩ =
N
M
. (4.15)
The effect of the CSL model on the state (4.13) is to destroy the off-diagonal ele-
ments (4.15) with an exponential time decay. This is computed using eq. (4.12):
⟨aˆ†i aˆj⟩CSLt = Tr
[
aˆ†i aˆjρˆ(t)
]
= e−λA
2γi,jt⟨aˆ†i aˆj⟩Scht . (4.16)
It is easy to note that the dynamics of the two mode coherent state, given in eq. (4.8),
and the dynamics of the multi mode coherent state given in eq. (4.16) are the same.
As for the two mode case, the decoherence effect induced by CSL to the coherent
state (4.13) is not enhanced by the number of atoms in the lattice. The physical
reason is the same: in the coherent state all the atoms are in the same delocalized
single particle state. The CSL dynamics acts by destroying these single particle
delocalizations, and no amplification mechanism occurs.
On the contrary, the amplification mechanism enhances the decoherence effects of
the CSL model on the lattice NOON state, defined by
|NOON⟩ = 1√
M(N!)
∑
i
(
aˆ†i
)N |0⟩ . (4.17)
This is a macroscopic entangled state, as seen by the following identities
⟨NOON| aˆ†ki aˆkj |NOON⟩ =
{
0, if k < N;
(N!)2
M , if k = N.
(4.18)
The relations expressed in eq. (4.18) are totally equivalent to the two mode case,
expressed in eq. (2.51). The CSL effects in this case are increased by the number of
atoms in the lattice:
⟨aˆ†Ni aˆNj ⟩CSLt = e−λN
2 A2γi,jt⟨aˆ†Ni aˆNj ⟩Scht . (4.19)
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Comparing eq. (4.19) with the related two mode case, expressed in eq. (4.10), it is
evident that the CSL dynamics is the same. Indeed, the CSL model acts by de-
stroying N-particles coherences, thus the amplification mechanism lead to a faster
localization process.
From the comparison between the two mode case to the multi mode case, we can
thus conclude that the bounds on the CSL paramenters that are expected from the
experiments are not modified by an increase of the number of sites in the system.
So, at least from a theoretical point of view, searching for experimental bounds on
a BEC in a double well potential or on an optical lattice is the same.
4.3 Environmental decoherence on a condensate: com-
parison with CSL effects
Problems in testing CSL dynamics in experiments usually arise from environmen-
tal decoherence sources, leading to similar loss of coherences. This is the topic of
this section, in which we compare the decoherence of the CSL noise with the de-
coherence induced by the external environment. In particular, we focus on four
main sources, i.e., the thermal cloud surrounding the condensate, the three body
recombination processes, phase noise and the trapping laser. We then study the
conditions that experiments have to fulfill in order to reduce the environment de-
coherence, which is a necessary condition to detect CSL effects.
4.3.1 Interaction with a thermal cloud
Even if the temperature is very low, a small amount of thermally excited atoms is
always present. Atoms in excited states interact with the condensate, leading to
two main effects: a loss of atoms from the condensate to the thermal cloud; and a
decoherence on the condensate in the position basis. As reviewed in appendix C,
the master equation describing the dynamics of a condensate interacting with its
thermal cloud is:
dρˆ(t)
dt
= − i
h¯
[
Hˆ, ρˆ(t)
]
+ ∑
i=1,2
L(i)t [ρˆ(t)] , (4.20)
where L(1)t [ρˆ(t)] describes the atom losses dynamics, which can be written in the
following way for the particular case of a condensate in a double well potential [104]:
L(1)t [ρˆ(t)] = Λloss ∑
j=L,R
aˆjρˆ(t)aˆ†j −
1
2
{
aˆ†j aˆj, ρˆ(t)
}
, (4.21)
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where Λloss is the rate of atom losses from the condensate to the thermal cloud,
which, according the discussion in Appendix C is given by the following local cor-
relation function of the thermal cloud
Λloss =
g2
h¯2
∫
dx |ψL(x)|2 Tr
[
aˆ†(x)aˆ†(x)aˆ†(x)aˆ(x)aˆ(x)aˆ(x)ρˆtherm
]
. (4.22)
The term L(2)t [ρˆ(t)] introduced in eq. (4.20) describes interactions between the con-
densate (C) and non condensate (NC) atoms of the type C + NC → C + NC. This
interaction is in position, and leads to a decoherence dynamics that preserves the
populations of the gas. In particular, for a double well potential, the following iden-
tity holds
L(2)t [ρˆ(t)] = −
Λdec
2 ∑j=L,R
[
aˆ†j aˆj,
[
aˆ†j aˆj, ρˆ(t)
]]
, (4.23)
where
Λdec =
g2
h¯2
∫
dx Tr
[
aˆ†(x)aˆ(x)aˆ†(x)aˆ(x)ρˆtherm
]
|ψL(x)|4 . (4.24)
Let us consider first the term in eq. (4.22). Neglecting the Hamiltonian dynamics,
it is easy to see that the N-particles correlation has the following time dependence:
⟨aˆ†NL aˆNR ⟩losst = e−ΛlossNt⟨aˆ†
N
L aˆ
N
R ⟩0. (4.25)
Differently from the CSL case (4.10), the decoherence rate induced by atom losses
increases linearly with the number of atoms. If we consider, for example, the exper-
imental setup described in [113], the authors measured Λloss ≈ 4× 10−3 s−1 for a
non-homogeneous gas at fractional temperature T/TC ≈ 1/3, where TC is the criti-
cal temperature of the gas. Comparing the decay rates of the CSL model in eq. (4.10)
with the decay given by the atomic losses as in eq. (4.25) with the parameters given
in [113], the CSL damping turns out to be faster only if the NOON state is composed
by N > Λloss/
(
λA2
) ≈ 1010 atoms, considering the value λ = 10−17 s−1 as pro-
posed in [43], and A ≈ 100. From eq. (4.22), the decoherence rate induced by the
atomic losses can be reduced either by a proper decreasing of the temperature of
the gas (so reducing the thermal density) or by decreasing the coupling interaction,
which can be achieved by use of Feshbach resonances. We have that
Λloss ≈
g2n3therm
h¯2
. (4.26)
In order to detect CSL effects on a NOON state with, for example N = 108 atoms
(the number of atoms we need in order to probe the whole unexplored region of the
parameter space, as shown in fig. 4.2), eq. (4.26) shows that the experimental setup
described in [113] must be modified either by reducing the thermal density or by
decreasing the coupling constant of one order of magnitude.
Let us now focus on the term in eq. (4.23). We immediately note the similarities be-
tween the eq. (4.23) and the CSL master equation (4.5), with λA2 → Λdec. Through
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eqs. (4.24) and (4.26), it is possible to relate the decoherence rate due to the atomic
losses to the decoherence rate described in eq. (4.23) as follows (see Appendix C):
Λdec ≈ ΛlossNtherm , (4.27)
where Ntherm is the number of atoms in the thermal cloud. If we consider again the
experiment described in [113], we have roughly that Ntherm ≈ N (T/TC)3 ≈ 104,
where we used the relation between the total number of atoms with the number in
the thermal cloud of an ideal gas in an harmonic trap [26]. Using then eq. (4.27)
we have Λdec ≈ 4× 10−10 s−1. Taking into account that we need Λdec < λA2 ≈
10−13 s−1, the experimental setup described in [113] must be modified either by
reducing the thermal density or by decreasing the coupling constant by two orders
of magnitude.
We conclude this part on thermal decoherence by stating that the atomic losses can
be further reduced by using a special model for the Bose Einstein condensate [128].
In this case, the condensate is trapped in a deep but narrow spherical potential,
chosen in such a way that there is only one single-particle bound state (condensate
mode) and a continuum of excited modes (non condensate modes). If the binding
energy of the condensate is much higher then the thermal energy of the non con-
densate atoms, then the fugacity satisfies z ≪ 1. The presence of condensation, in
this model, is due to the depth of the potential. As discussed in [128], this regime
allows to neglect the atom losses, and to consider only the term in eq. (4.23).
4.3.2 Three body recombination processes
We consider here the effect of three body recombination processes, according to
which atoms leave the trap, with negligible probability that they interact again
with other atoms in the trap. We write the effective master equation describing
the dynamics of a Bose Einstein condensate with three body recombination pro-
cesses [104, 129–131] in the form
dρˆ(t)
dt
= − i
h¯
[
Hˆ, ρˆ(t)
]
+Λ3 ∑
j=L,R
aˆ3j ρˆ(t)aˆ
†3
j −
1
2
{
aˆ†
3
j aˆ
3
j , ρˆ(t)
}
, (4.28)
where
Λ3 ≈ h¯a
4
S
m
∫
dx |ψL (x)|6 . (4.29)
Using eqs. (4.28) and (4.31), one finds the following relation:
⟨aˆ†NL aˆNR ⟩3 (t) = e−
h¯a4Sn
2
BEC
m Nt⟨aˆ†NL aˆNR ⟩0 , (4.30)
where nBEC is the condensate density. Comparing the three body decoherence rate
in eq. (4.30) with the CSL decoherence rate λA2N2, we have a lower bound on the
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number of atoms of the NOON state,
N ≥ h¯a
4
Sn
2
bec
mλA2
. (4.31)
Consider, for example, the experimental measure described in [113], where h¯a4S/m ≈
5× 10−30 cm6/s and the peak density of the condensate is 5× 1014 cm−3. In this
case, the CSL decoherence is faster if N ≥ 1013 atoms, for the particular case of
λ = 10−17 s−1. The three body decoherence rate can be decreased either by reduc-
ing the condensate density or by reducing the scattering length through the use of
Feshbach resonance. For example, if we consider an experiment with a condensate
density of ≈ 1013 cm−3 and a scattering length aS ≤ 10−9 m, the CSL localization
dynamics is dominant with N ≥ 107 atoms.
4.3.3 Laser decoherence: phase noise and spontaneous photon emis-
sion
A very common technique to trap atoms is by using an external laser source. Thanks
to the large experimental control on the laser electric field, several external poten-
tials can be realized, with a large control on the parameters of the trap [27]. How-
ever, every optical trap is also a decoherence source for the trapped atomic system,
leading to decoherence of the atomic density matrix in the position basis. Two of
the main decoherence sources due to the laser are a phase noise, induced by fluctu-
ations of the laser beam pointing [132], and spontaneous photon emission processes
from the atoms [108, 109, 133].
Phase noise
The phase noise in a Bose Josephson junction can be studied and treated as a stochas-
tic noise modifying the energy levels of the system [132]. The effective density ma-
trix evolution is given by:
ρˆ(t) =
∫ +∞
−∞
dφ f (φ, t)e−iφaˆ
†
R aˆR ρˆSch(t)eiφaˆ
†
R aˆR . (4.32)
If the phase noise is a Gaussian noise with null average, then we have that
f (φ, t) =
1√
2π∆(t)
e
− φ2
2∆2(t) . (4.33)
where the variance ∆2(t) completely characterizes the noise. Using eq. (4.33) in
eq. (4.32), the density matrix evolution of a Bose Josephson junction under a Gaus-
sian phase noise is:
ρˆ(t) = e
−∆2(t)2
( ←−
aˆ†R aˆR−
−→
aˆ†R aˆR
)2
ρˆSch(t). (4.34)
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By comparing eq. (4.34) with the density matrix evolution under the CSL dynamics
eq. (1.35), it is clear that the latter one can be tested only if the phase noise is reduced
enough in the experiment. In [30], the authors studied the effect of the fluctuations
of the laser beam pointing on a single well potential for a gas of 133Cs atoms. In
this work, the heating effect induced by the phase noise results to be negligible,
compared to the heating of the CSL model, if λ > 105(rC/(1 m))2 s−1. If we choose
the value of rC = 10−7 m (as proposed in [42, 43]), then, for the experimental setup
described in [30], the phase noise becomes negligible if λ > 10−9 s−1. This means
that the interesting part of the parametric space shown in fig. 4.2 cannot be explored
by such experimental setup due to a too strong phase noise. For example, in order
to test CSL effects with the parameters λ = 10−16 s−1 rC = 10−7 m, then the phase
noise should be reduced by a power 10−7, showing the very high control on the
phase noise needed to explore the λ− rc parameter space.
Spontaneous photon emission processes
Another decoherence source related to optical traps is due to the spontaneous pho-
ton emission. In [133], the authors derived the master equation for two levels atoms
in a far-detuned optical trap, which is given by:
dρˆ(t)
dt
=− i
h¯
[
Hˆ, ρˆ(t)
]− Γ
8δ2
∫
dy
∫
dy′Ω(y)Ω(y′)×
F
(
k
(
y− y′)) [aˆ†(y)aˆ(y), [aˆ†(y′)aˆ(y′), ρˆ(t)]] , (4.35)
where Γ is the spontaneous emission rate; δ = ωl − ω0, ωl is the frequency of the
laser, ω0 is the frequency resonance of the two levels atoms; k = ω0/c with c speed
of light in vacuum;Ω(x) = d ·E(x)/h¯ Rabi frequency, related to the effective optical
trap by
V(x) = h¯
|Ω(x)|2
4δ
. (4.36)
The function F (z) in eq. (4.35) is defined by the following integration:
F (z) =
∫
∥u∥=1
du e−iu·z. (4.37)
We note that the spontaneous emission master equation (4.35) has the same form of
the CSL master equation (1.35), with the replacement:
λA2e
− (y−y′)2
4r2c → Γ
4δ2
Ω(y)Ω(y′)F
(
k
(
y− y′)) . (4.38)
Using eq. (2.33) in eq. (4.35), with a similar procedure used to find eqs. (4.5) and (4.6),
it is possible to write down the density matrix for a gas of atoms trapped in an op-
tical trap with spontaneous emission process:
ρˆ(t) = e
− ΓΩ¯t
4δ2
( ←−
aˆ†R aˆR−
−→
aˆ†R aˆR
)2
ρˆSch(t), (4.39)
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where
Ω¯ =
∫
dy
∫
dy′Ω(y)Ω(y′)F
(
k
(
y− y′))×
|ψL(y)|2
(⏐⏐ψL(y′)⏐⏐2 − ⏐⏐ψR(y′)⏐⏐2) . (4.40)
Compared to the CSL dynamics given in eq. (4.6), the spontaneous emission pro-
cesses are negligible only if λA2γ¯ ≫ ΓΩ¯/ (4δ2). For example, let us consider the
experimental setup described in [96], where a laser with wavelength of 1064 nm is
used to trap a gas of 39K atoms. The resonance frequency of 39K is ω0 ≈ 390 THz.
Setting rC = 10−7 m, we have that hypothetical CSL effects would be visible only
if λ > 10−12 s−1. This means that the decoherence induced by spontaneous photon
emission is strong enough to cover a large part of the parametric space shown in
fig. 4.2. In order to probe the interesting part of the CSL parametric space, the spon-
taneous photon emission should be reduced by a power 104. We conclude that the
laser decoherence effects discussed in this and the previous sections are alleviated
by using magnetic traps [68].
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Conclusions
In this thesis we have studied the effects of dynamical reduction models on Bose
Einstein condensates. In particular, in chapter 3 we studied the heating effects in-
duced by the noise, which are mainly two: a temperature increase of the gas, and a
diffusion process of the atoms.
For the CSL model, the results are expressed in the exclusion plot in fig. 3.6. The
bounds found with cold atomic systems, and in particular the one given by the dif-
fusion processes in a free expanding gas, turn out to be better than the bound set by
matter-wave interferometer and, partly, by cantilever experiment. They are beaten
by X-rays experiment and, for rC ≥ 10−7 m, by cantilever experiment.
We studied the diffusion processes in a free expanding gas also given by cCSL and
dCSL model. For the non-Markovian model, we found that our CSL bound result
to be robust against changes in the noise frequency cut-off. Precisely, providing
rC ≥ 10−7 m, for any cutoff larger than 106 Hz (which is the case of cosmological
noises), the effect in the cCSL model is equivalent to that of the standard CSL model.
This is a very important result, because CSL predictions for spontaneous photon
emission are very sensitive to the type of noise and, when a frequency cut-off is
introduced in its spectrum, the CSL effect is significantly decreased. In particular,
for X-ray detection, any cutoff smaller than 1018 Hz (typical cut-offs of cosmological
spectra are significantly smaller than this value) washes the effect away.
For the dCSL model, the bounds we found are reported in fig. 3.7, for three different
temperatures of the noise: TCSL = 1, 10−6, 10−12 K. In this case, the diffusion effect
of the noise become weaker, still remaining non-negligible down to very small tem-
peratures.
In chapter 4 we studied the localization dynamics of the CSL model for a conden-
sate in a double well potential. We have seen that coherence properties of atomic
coherent states are practically left unchanged by the CSL dynamics. Vice versa, co-
herence properties of macroscopic entangled states such as the NOON states are ex-
ponentially damped by CSL dynamics in a way that can be experimentally tested.
We observed that, through an hypothetical experiment observing the N-particles
coherence of a NOON state for 1 s, it is possible to probe the unexplored part of the
parameters space of the CSL model with reasonable numbers of atoms. The results
are summarized in fig. 4.2. In the λ− rC parameter space there is presently a region
not yet explored, and we pointed out that having entangled states, as the NOON
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state, with N & 103 and coherence time t & 1 s would make possible to probe such
a region. A similar outcome may be obtained when considering entangled states in
an array of weakly coupled ultracold bosonic gases described by the Bose-Hubbard
model or by varying the distance between (and the width of) the wells.
We have also compared the CSL decoherence with the environmental decoherence
due to three main sources: a thermal cloud, the three body recombination processes,
and the laser trapping field. Using standard experimental values for the parameters
of each source, we noted that the environmental decoherence, generally, covers the
effects of the CSL dynamics. We then determined what requests the experimental
values have to satisfy in order to put new bounds for the parameters of the CSL
model in the white region of fig. 4.2. Although very demanding for current-day ex-
periments, our results together with the recent very promising results on the imple-
mentation of squeezed states and the detection multi-particle correlations [82] show
that in perspective further advancements in the manipulation of highly-entangled
states may open the possibility to study collapse models and to test quantum me-
chanics with ultracold atoms in double well potentials.
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Appendix A
Bose Einstein condensate in a double
well potential: some useful results.
In this appendix we proof some important relations that we introduced in chapter 2
on the double well potential. This results are used in chapter 4 for the study of the
localization dynamics of a Bose Einstein condensate due to the CSL model.
68 Bose Einstein condensate in a double well potential: some useful results.
A.0.1 Proof of eq. (2.44).
From the definition of atomic coherent state in eq. (2.37), using the Hamiltonian
defined in eq. (2.34) with J = 0, we have that
⟨aˆ†L aˆR⟩t = ⟨φ| e
i
h¯ Hˆt aˆ†L aˆRe
− ih¯ Hˆt |φ⟩
=
1
N!2N
N
∑
j,k=0
(
N
k
)(
N
j
)
eiφ(j−k) ⟨0| aˆN−kL aˆkR
e−
i
h¯ tUaˆ
†
L aˆL aˆ
†
R aˆR aˆ†L aˆRe
i
h¯ tUaˆ
†
L aˆL aˆ
†
R aˆR
(
aˆ†L
)N−j (
aˆ†R
)j |0⟩
=
1
N!2N
N
∑
j,k=0
(
N
k
)(
N
j
)
eiφ(j−k)e−
i
h¯ tUk(N−k)e
i
h¯ tUj(N−j) ⟨0| aˆN−kL aˆk+1R
(
aˆ†L
)N−j+1 (
aˆ†R
)j |0⟩
=
eiφ
N!2N
N−1
∑
k=0
(
N
k
)(
N
k + 1
)
e
i
h¯ tU[(k+1)(N−k−1)−k(N−k)](N − k)!(k + 1)!
= N
ei[φ+(N−1)
tU
h¯ ]
2N
N−1
∑
k=0
(
N − 1
k
)
e−
2i
h¯ tUk
= N
ei[φ+(N−1)
tU
h¯ ]
2N
(
1+ e−
2i
h¯ tU
)N−1
= N
eiφ
2
[
cos
(
tU
h¯
)]N−1
.
(A.1)
A.0.2 Proof of eqs. (2.49), (2.51)and their time evolution.
From the definition of atomic coherent state in eq. (2.37), the following result is
obtained:
⟨φ| aˆ†kL aˆkR |φ+ π⟩
=
1
N!2N
N
∑
l,m=0
(
N
l
)(
N
m
)
eiφ(l−m)(−1)m ⟨0| aˆN−lL aˆlR aˆ†
k
L aˆ
k
R
(
aˆ†L
)N−m (
aˆ†R
)m |0⟩
=
1
N!2N
N
∑
l,m=0
(
N
l
)(
N
m
)
eiφ(l−m)(−1)mδl,k+ml! (N − l + k)!
=
N!
2N
N−k
∑
l=0
(
N − k
l
)
(−1)l−k,
(A.2)
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from which eq. (2.49) follows. With a similar computation, the time evolution of
eq. (A.2) becomes
⟨φ| e− ih¯ tUaˆ†L aˆL aˆ†R aˆR aˆ†kL aˆkR e
i
h¯ tUaˆ
†
L aˆL aˆ
†
R aˆR |φ+ π⟩
=
N
∑
l,m=0
(
N
l
)(
N
m
)
eiφ(l−m)(−1)mδl,k+ml! (N − l + k)!e
iUt
h¯ [(N−l)l−(N−m)m]
=
N!
2k
(−1)k eiφkiN−ke− ih¯ Utk2
[
sin
(
Ukt
h¯
)]N−k (A.3)
As can be seen from the last identity in eq. (A.3), the unitary time evolution leads to
a dephasing process except if k = N. The result expressed in eq. (2.51) and its time
evolution are proved similarly.
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Appendix B
CSL and dCSL dynamics for a free
expanding gas
B.1 CSL dynamics: proof of eqs. (3.10), (3.11) and (3.12)
Let us specialize the CSL master equation in eq. (1.35) to the single atom case [32]:
dρˆ(t)
dt
= − i
h¯
[
Hˆ, ρˆ(t)
]
+
∫
dy
[
L(y)ρˆ(t)L†(y)− 1
2
{
L†(y)L(y), ρˆ(t)
}]
. (B.1)
where the Hamiltonian is:
Hˆ =
pˆ
2m
+
1
2
mω2xˆ2 , (B.2)
and the Lindblad operators L(y) are
L(y) =
√
λA2
π3/2r3C
e
− |xˆ−y|2
2r2C . (B.3)
Given ⟨xˆ⟩t0 = ⟨pˆ⟩t0 = 0 at some initial time t0, from eq. (B.1) it is easy to see that at
any time t the following identity holds:
⟨xˆ⟩t = ⟨pˆ⟩t = 0 (B.4)
i.e. CSL does not affect the average motion in position and momentum of the atoms.
However, the same is not true for the standard deviations. In fact, considering the
time evolution of xˆ2, pˆ2 in eq. (B.1), one finds that:
d⟨xˆ2⟩t
dt
=
1
m
⟨xˆ · pˆ + pˆ · xˆ⟩t, (B.5)
d⟨pˆ2⟩t
dt
=
3λA2h¯2
2r2c
−mω2⟨xˆ · pˆ + pˆ · xˆ⟩t. (B.6)
72 CSL and dCSL dynamics for a free expanding gas
In a similar way, one can show that the position-momentum correlation satisfies the
equation:
d⟨xˆ · pˆ + pˆ · xˆ⟩t
dt
=
2
m
⟨pˆ2⟩t − 2mω2⟨xˆ2⟩t. (B.7)
The solution to the set of differential equations (B.5)–(B.7) are expressed in eqs. (3.10), (3.11)
and (3.12).
B.2 dCSL dynamics: proof of the set of eqs. (3.51)
In this case, we start from the single particle master equation of the dCSL model
in eq. (1.41). For the computation we have to perform, it is useful to express the
master equation (1.41) through its Fourier transform [33]:
dρˆ
dt
= − i
h¯
[
pˆ2
2m
+
1
2
mω2xˆ2, ρˆ
]
+
λA2r3C
(
√
πh¯)3∫
d3Q
(
e
i
h¯ Q·xˆL(Q, pˆ)ρˆ(t)L(Q, pˆ)e−
i
h¯ Q·xˆ
− 1
2
{
L2(Q, pˆ), ρˆ
})
,
(B.8)
where
L(Q, pˆ) = e−
r2C
2h¯2
|(1+k)Q+2kpˆ|2 . (B.9)
With the help of the above equation, we can easily derive the equation for the vari-
ance in position:
d⟨xˆ2⟩t
dt
=
1
m
⟨xˆ · pˆ + pˆ · xˆ⟩t − λA
2r3C
2(
√
πh¯)3
×
∫
d3Q Tr
{
ρˆ[[xˆ2, L(Q, pˆ)], L(Q, pˆ)]
}
.
(B.10)
After a long but straightforward calculation, one finds that
[[xˆ2, L(Q, pˆ)], L(Q, pˆ)] =
− 8k
2r4C
h¯2
[
(1+ k)Qj + 2kpˆj
]2 L2(Q, pˆ). (B.11)
Using Eq. (B.11) in Eq. (B.10), and performing the trace over the momentum eigen-
vectors, the following integration appears:
∫
d3Q
∫
d3p [(1+ k)Q + 2kp]2 e−
r2C
h¯2
[(1+k)Q+2kp]2×
× ρˆ(p, p, t) = 3
2
( √
π
1+ k
)3( h¯
rC
)5 (B.12)
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Collecting all results, we get:
d⟨xˆ2⟩t
dt
=
1
m
⟨xˆ · pˆ + pˆ · xˆ⟩t + 6λA
2r2Ck
2
(1+ k)3
. (B.13)
Note that for k → 0 Eq. (B.5) is recovered. In order to solve Eq. (B.13) we need to
find ⟨xˆ · pˆ + pˆ · xˆ⟩t. The equation for ⟨xˆ · pˆ⟩t is:
d⟨xˆ · pˆ⟩t
dt
=
1
m
⟨pˆ2⟩t −mω2
⟨
xˆ2
⟩
t
+
λA2r3C
(
√
πh¯)3∫
d3Q
(
Tr
{
e
i
h¯ Q·xˆL(Q, pˆ)ρˆ(t)L(Q, pˆ)e−
i
h¯ Q·xˆxˆ · pˆ
}
− 1
2
Tr
{{
L2(Q, pˆ), ρˆ
}
xˆ · pˆ
}) (B.14)
Using the ciclycity of the trace together with
e−
i
h¯ Q·xˆ xˆ · pˆ e ih¯ Q·xˆ = xˆ · (pˆ + Q) (B.15)
we can rewrite the trace as
Tr
{
e
i
h¯ Q·xˆL(Q, pˆ)ρˆ(t)L(Q, pˆ)e−
i
h¯ Q·xˆxˆ · pˆ
}
−
− 1
2
Tr
{{
L2(Q, pˆ), ρˆ
}
xˆ · pˆ
}
=
= Tr {ρˆ(t)L(Q, pˆ)xˆ ·QL(Q, pˆ)}−
− 1
2
Tr {ρˆ(t) [[xˆ · pˆ, L(Q, pˆ)] , L(Q, pˆ)]}
(B.16)
The term in the last line gives no contribution since the double commutator is zero.
The integration over Q of the other term can be rewritten as follows:∫
d3Q Tr {ρˆ(t)L(Q, pˆ)xˆ ·QL(Q, pˆ)} =
=
1
2
∫
d3Q Tr
{
L2(Q, pˆ)ρˆxˆ ·Q
}
+
1
2
∫
d3Q Tr
{
L2(Q, pˆ)xˆ ·Qρˆ
}
,
(B.17)
and expanding the trace over the momentum eigenstates we get
=
1
2
3
∑
j=1
∫
d3p
(∫
d3QL2(Q, p)Qj
)
⟨p| (ρˆxˆj) |p⟩
+
1
2
3
∑
j=1
∫
d3p
(∫
d3QL2(Q, p)Qj
)
⟨p| (xˆjρˆ) |p⟩.
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Considering that
∫
d3QL2(Q, p)Qj = −
2kpj
(1+ k)
(
h¯
√
π
(1+ k) rC
)3
, (B.18)
the dCSL contribution to eq. (B.14) is
λA2r3C
2(
√
πh¯)3
∫
d3Q Tr
(
ρˆ(t)L(Q, pˆ)xˆ ·QL(Q, pˆ)
)
=
= − λA
2k
(1+ k)4
⟨xˆ · pˆ + pˆ · xˆ⟩t .
(B.19)
So, the equation for ⟨xˆ · pˆ⟩t is:
d ⟨xˆ · pˆ⟩t
dt
=
1
m
⟨
pˆ2
⟩
t
−mω2
⟨
xˆ2
⟩
t
− λA
2k
(1+ k)4
⟨xˆ · pˆ + pˆ · xˆ⟩t (B.20)
which implies that:
d ⟨xˆ · pˆ + pˆ · xˆ⟩t
dt
=
2
m
⟨
pˆ2
⟩
t
− 2mω2
⟨
xˆ2
⟩
t
− 2λA
2k
(1+ k)4
⟨xˆ · pˆ + pˆ · xˆ⟩t .
(B.21)
The last equation we need is that for the momentum variance
⟨
pˆ2
⟩
t. This has been
already derived in [33]:
d
⟨
pˆ2
⟩
t
dt
= −mω2 ⟨xˆ · pˆ + pˆ · xˆ⟩t − χ
⟨
pˆ2
⟩
t
+ χ
⟨
pˆ2
⟩
as
, (B.22)
where
χ :=
4kλA2
(1+ k)5
,
⟨
pˆ2
⟩
as
:=
3h¯2
8kr2C
. (B.23)
Appendix C
Dynamics in a double well
potential
This appendix is divided in two sections. In the first section we obtain the solution
of the CSL master equation for a condensate in a double well potential, expressed
eq. (4.6). We derive also the CSL decoherence in eqs. (4.8) and (4.10). In the second
section we derive the master equation for a condensate interacting with a thermal
cloud.
C.1 Proof of eqs. (4.6), (4.8) and (4.10).
The general density matrix in the two-mode approximation can be written as fol-
lows:
ρˆ =
N
∑
k,j=0
ck,j
(
aˆ†L
)N−j (
aˆ†R
)j |0⟩ ⟨0| (aˆL)N−k (aˆR)k , (C.1)
where ck,j are complex coefficients satisfying the self-adjointness and normalization
conditions of the density matrix. We use the expansion eq. (C.1) in order to solve
eq. (4.5), as follows
d
dt
⟨0| (aˆL)N−m (aˆR)m ρˆ(t)
(
aˆ†L
)N−l (
aˆ†R
)l |0⟩ ≡ ρ˙(m, l, t)
=
iU
h¯
⟨0| (aˆL)N−m (aˆR)m
[
aˆ†L aˆL aˆ
†
R aˆR, ρˆ(t)
] (
aˆ†L
)N−l (
aˆ†R
)l |0⟩
− λA
2γ¯
2 ∑i=L,R
⟨0| (aˆL)N−m (aˆR)m
[
aˆ†i aˆi,
[
aˆ†i aˆi, ρˆ(t)
]] (
aˆ†L
)N−l (
aˆ†R
)l |0⟩
=
iU
h¯
[(N −m)m− (N − l) l] ρ(m, l, t)− λA2γ¯ (m− l)2 ρ(m, l, t)
⇒ ρ(m, l, t) = e iUth¯ (l+m−N)(l−m)e−λA2γ¯t(m−l)2ρ(m, l, 0).
(C.2)
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From eq. (C.2), the density matrix eq. (4.6) is easily obtained.
Regarding eq. (4.8), we have that
⟨aˆ†L aˆR⟩CSLt = Tr
[
aˆ†L aˆRρˆ(t)
]
=
N
∑
k=0
1
(N − k)!k! ⟨0| (aˆL)
N−k (aˆR)k aˆ†L aˆRe
−λA2γ¯t
( ←−
aˆ†R aˆR−
−→
aˆ†R aˆR
)2
ρˆSch(t)
(
aˆ†L
)N−k (
aˆ†R
)k |0⟩
= e−λA
2γ¯t
N
∑
k=0
1
(N − k)!k! ⟨0| (aˆL)
N−k (aˆR)k aˆ†L aˆRρˆSch(t)
(
aˆ†L
)N−k (
aˆ†R
)k |0⟩
= e−λA
2γ¯t⟨aˆ†L aˆR⟩Scht .
(C.3)
Eq. (4.10) can be similarly proved.
C.2 Interaction between condensate and thermal cloud:
master equation and decoherence rates
In this section we derive the master equation describing the dynamics of a Bose Ein-
stein condensate interacting with its thermal cloud. We start by writing the Hamil-
tonian of the total system:
Hˆ =
∫
dx aˆ†(x)
(
− h¯
2∇2
2m
+Vext(x)
)
aˆ(x) +
g
2
∫
dx aˆ†(x)aˆ†(x)aˆ(x)aˆ(x), (C.4)
We rewrite the Hamiltonian operator in terms of the energy eigenstates aˆ†i |0⟩ = |ψ⟩i
of the single particle Hamiltonian − h¯2∇22m +Vext(x):
Hˆ =∑
i
ϵi aˆ†i aˆi +
1
2∑i,j
k,l
γ
i,j
k,l aˆ
†
i aˆ
†
j aˆk aˆl , (C.5)
where
γ
i,j
k,l =
∫
dxψ∗i (x)ψ
∗
i (x)ψk (x)ψl (x) . (C.6)
By splitting between the condensate modes i ∈ [0, . . . , J] ≡ C from the thermal
modes i ∈ [J + 1, . . . ,+∞[≡ NC, the Hamiltonian operator in eq. (C.5) becomes:
Hˆ = HˆC + HˆNC + Vˆint , (C.7)
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where
HˆC = ∑
i∈C
ϵi aˆ†i aˆi +
1
2∑C
γ
i,j
k,l aˆ
†
i aˆ
†
j aˆk aˆl ; (C.8)
HˆNC = ∑
i∈NC
ϵi aˆ†i aˆi +
1
2 ∑NC
γ
i,j
k,l aˆ
†
i aˆ
†
j aˆk aˆl ; (C.9)
Vˆint =
1
2 ∑C+NC
γ
i,j
k,l aˆ
†
i aˆ
†
j aˆk aˆl . (C.10)
In the interaction picture (labeled by I), an initial density matrix ρˆ0 evolves in time
as follows:
ρˆI(t) = T
{
e−
i
h¯
∫
dτ Vˆ Iint(τ)
}
ρˆ0T
{
e
i
h¯
∫
dτ Vˆ Iint(τ)
}
, (C.11)
where T{·} refers to the time ordering operations. In the weak coupling limit [134],
we expand the two time ordered exponentials in eq. (C.11) up to the second order
in the coupling g, obtaining the following expression
ρˆI(t) =ρˆ0 − ih¯
∫
dτ
[
Vˆ Iint(τ), ρˆ0
]
+
(
i
h¯
)2 ∫ t
0
dτ1
∫ τ1
0
dτ2
(
Vˆ Iint(τ1)Vˆ
I
int(τ2)ρˆ0
+ ρˆ0Vˆ Iint(τ2)Vˆ
I
int(τ1)
)
−
(
i
h¯
)2 ∫ t
0
dτ1
∫ t
0
dτ2 Vˆ Iint(τ1)ρˆ0Vˆ
I
int(τ2) .
(C.12)
We work in the Born-Markov approximation [134], with initial state given by
ρˆ0 = ρˆC
e−βHˆNC
Tr
[
e−βHˆNC
] . (C.13)
We are interested only on the condensate modes C, thus in eq. (C.12) we perform a
partial trace over the non-condensate modes NC. In computing the master equa-
tion for the condensate, we neglect the processes that do not conserve the energy
of the system, such as C + C → NC + NC and C + C → NC + C, where C refers
to a condensate atom, and NC refers to a non-condensate atom. We thus obtain the
following master equation in the Schrödinger picture:
dρˆC(t)
dt
= − i
h¯
[
HˆC, ρˆC(t)
]
+ ∑
i=1,2
L˜(i)t [ρˆC(t)] , (C.14)
where
L˜(1)t [ρˆC(t)] =
∫
dx
∫
dyΛloss (x, y)
{
aˆ†(x)aˆ(y)ρˆC(t) + ρˆC(t)aˆ†(x)aˆ(y)− 2aˆ(y)ρˆC(t)aˆ†(x)
}
;
(C.15)
L˜(2)t [ρˆC(t)] =
∫
dx
∫
dyΛdec (x, y)
[
aˆ†(x)aˆ(x),
[
aˆ†(y)aˆ(y), ρˆC(t)
]]
, (C.16)
78 Dynamics in a double well potential
with damping rates given by the following quantities
Λloss (x, y) =
g2
2h¯2
Tr
⎡⎣aˆ†(x)aˆ(x)aˆ(x)aˆ†(y)aˆ†(y)aˆ(y) e−βHˆNC
Tr
[
e−βHˆNC
]
⎤⎦ ; (C.17)
Λdec (x, y) =
g2
2h¯2
Tr
⎡⎣aˆ†(x)aˆ(x)aˆ†(y)aˆ†(y) e−βHˆNC
Tr
[
e−βHˆNC
]
⎤⎦ . (C.18)
Note that the damping rates introduced in eqs. (C.19) and (C.20) are proportional,
respectively, to the three-particles correlation and the two-particles correlation of
the thermal cloud. For an homogeneous thermal cloud both quantities are strongly
peeked around x = y, so we can further simplify the expressions as follows:
Λloss (x, y) ≈ g
2
2h¯2
Tr
⎡⎣aˆ†(0)aˆ(0)aˆ(0)aˆ†(0)aˆ†(0)aˆ(0) e−βHˆNC
Tr
[
e−βHˆNC
]
⎤⎦ δ (x− y) ; (C.19)
Λdec (x, y) =
g2
2h¯2
Tr
⎡⎣aˆ†(0)aˆ(0)aˆ†(0)aˆ†(0) e−βHˆNC
Tr
[
e−βHˆNC
]
⎤⎦ δ (x− y) , (C.20)
where δ (x− y) is the Dirac delta. The expressions in eqs. (4.26) and (4.27) are easily
found in standard textbooks on cold atomic systems [25]. Imposing the two-mode
approximation on the master equation (C.14), the eqs. (4.21) and (4.23) are easily
obtained.
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