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Abstract
Omega numbers, as considered in algorithmic randomness, are by definition real numbers that
are equal to the halting probability of a universal prefix-free Turing machine. Omega numbers
are obviously left-r.e., i.e., are effectively approximable from below. Furthermore, among all
left-r.e. real numbers in the appropriate range between 0 and 1, the Omega numbers admit well-
known characterizations as the ones that are Martin-Löf random, as well as the ones such that
any of their effective approximation from below is slower than any other effective approximation
from below to any other real, up to a constant factor. In what follows, we obtain a further
characterization of Omega numbers in terms of Theta numbers.
Tadaki considered for a given prefix-free Turing machine and some natural number a the set
of all strings that are compressed by this machine by at least a bits relative to their length, and
he introduced Theta numbers as the weight of sets of this form. He showed that in the case
of a universal prefix-free Turing machine any Theta number is an Omega number and he asked
whether this implication can be reversed. We answer his question in the affirmative and thus
obtain a new characterization of Omega numbers.
In addition to the one-sided case of the set of all strings compressible by at least a certain
number a of bits, we consider sets that comprise all strings that are compressible by at least a but
no more than b bits, and we call the weight of such a set a two-sided Theta number. We demon-
strate that in the case of a universal prefix-free Turing machine, for given a and all sufficiently
large b the corresponding two-sided Theta number is again an Omega number. Conversely, any
Omega number can be realized as two-sided Theta number for any pair of natural numbers a
and b > a.
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1 Universal prefix-free machines and random reals
An Omega number is the weight of the domain of a universal prefix-free machine U , i.e., a
real number of the form ΩU =
∑
σ∈domU 2
−|σ|. Chaitin [3] introduced Omega numbers and
demonstrated, after work of Zvonkin and Levin [10], that Omega numbers admit recursive
approximations from below yet feature completely random binary expansions. That is,
Omega numbers are left-r.e. and Martin-Löf random. Remarkably, Omega numbers are the
only such numbers and therefore characterize the set of reals with these two properties.
Calude, Hertling, Khoussainov, Wang [1] and Kučera, Slaman [5] proved this equivalence
known as the Kučera-Slaman Theorem [4, p. 410].
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Tadaki introduced Theta numbers ΘaM as the weight of the set of strings that can be
compressed by a constant number a of bits relative to their length with respect to the coding
given by some prefix-free Turing machine M , i.e.,
ΓaM = {σ ∈ {0, 1}∗ : (∃τ)M(τ) = σ and |τ | ≤ |σ| − a}, ΘaM =
∑
σ∈ΓaM
2−|σ|.
Tadaki showed that in the case of a prefix-free universal Turing machine any Theta number
is an Omega number and he asked whether this implication can be reversed. We answer his
question in the affirmative and obtain this way a new characterization of Omega numbers.
In addition to the one-sided case of the set ΓaM of all strings compressible by at least a of
bits, we consider the two-sided case of the set Γa\bM of all strings that are compressible by at
least a but no more than b bits. We demonstrate that such sets cannot contain an r.e. set,
hence are not r.e., but somewhat surprisingly, in the case of a universal prefix-free machine,
for given a and for all sufficiently large b the corresponding two-sided Theta number Θa\bM
is left-r.e. and, in fact, is again an Omega number. Conversely, any Omega number can be
realized as two-sided Theta number for any pair of natural numbers a and b > a.
Note that due to space considerations in the sequel several results are stated without
proof.
Notation A string is a finite binary sequence, the length of a string σ is denoted by |σ|,
where |·| will also denote cardinality for sets. A set of strings is prefix-free if no string
in the set is a proper prefix of another string in the set. We let domM = {σ : M(σ) ↓}
be the domain of a Turing machine M , where M(σ) ↓ and M(σ) ↑ denote convergence and
divergence of the computation ofM on input σ. A prefix-free Turing machine or, for short, a
prefix-free machine is a Turing machine that has prefix-free domain. The prefix-free
Kolmogorov complexity of a string σ with respect to a prefix-free machine M , denoted
KM , is the length of the shortest input toM which results in output σ. A prefix-free machine
U is universal if for any other prefix-free machine M , there exists a constant c such that
for all strings σ, KU (σ) ≤ KM (σ) + c. Universal prefix-free machines exist [4, 6]. We fix
some reference universal prefix-free machine U and write K in place of KU . Furthermore,
let K(σ|ρ) = min{|τ | : U(1|ρ|0ρτ) = σ} denote the prefix-free complexity of σ given
ρ.
We will identify strings and natural numbers via the order morphisms between the length-
lexicographical ordering on strings and the usual order on the natural numbers, and accord-
ingly the function K, in addition to strings, may take natural numbers as arguments or even
integers, where the latter are viewed as a coded pair of a natural number and the sign. For
a natural number n, we let n∗ denote a code for n of minimum length, i.e., U(n∗) = n
and |n∗| = K(n), where among all codes of minimum length the code n∗ is the one with the
least running time on U , breaking ties by choosing the least string in lexicographical order.
For n = 0, 1, . . ., we let n¯ denote an encoding of the natural number n with respect to U ,
i.e, U(n¯) = n, that has length at most 2 log n+ c for some constant c [4], where log denotes
logarithm to base 2. We choose the mapping n 7→ n¯ to be recursive, while this would not
be possible for the mapping n 7→ n∗.
Unless explicitly specified otherwise, the term sequence refers to an infinite binary
sequence. A sequence x1x2 . . . can be viewed as the real that has binary expansion 0.x1x2 . . .,
and the notation sequence and real will be used interchangeably. A real number α ∈ [0, 1]
is called left-r.e. if it is the limit of an effectively given sequence of nonnegative dyadic
rationals, i.e., nonnegative rationals with denominators that are a power of 2. For a real α
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equal to 0.x1x2 . . ., the string α  n consists of the first n bits x1x2 . . . xn of α after the
decimal point. A real α is Martin-Löf random if there exists a constant c such that
K(α  n) ≥ n− c for all n. This definition coincides with our intuition that random objects
do not compress too much. A real that is left-r.e. and Martin-Löf random is called anOmega
number. For further background on notions discussed in this section, see the monograph
by Downey and Hirschfeldt [4], which contains also a detailed account of the Kraft-Chaitin
theorem to be used in the sequel.
2 Sets of compressible strings
Kolmogorov complexity comes in several flavors [4]. Besides the prefix-free Kolmogorov com-
plexity K introduced in Section 1, one can consider the plain version defined similarly but
without any requirements on machines being prefix-free. The plain Kolmogorov complexity
of a string of length n never exceeds n plus an additive constant, and a straightforward
combinatorial argument shows that for some positive constant d and all natural numbers a
and n, at most a fraction of 2−a+d of all strings of length n have plain Kolmogorov com-
plexity of at most n − a [4, p. 112]. For prefix-free Kolmogorov complexity, the situation
is similar but somewhat more involved because the upper bound of n has to be replaced
by n + K(n). Prefix-free Kolmogorov complexity for strings of length n may achieve but
never exceeds n+K(n), up to an additive constant [4, p. 128]. Furthermore, Chaitin’s cel-
ebrated Counting Theorem asserts that the number of strings describable by codes shorter
than this upper bound minus a constant has a simple upper bound reminiscent of the one
for plain complexity.
I Counting Theorem (Chaitin [2, 4, 6]). For some positive constant d and all natural num-
bers a and n, it holds that
|{σ ∈ {0, 1}n : K(σ) ≤ n+K(n)− a}| ≤ 2n−a+d ,
i.e., at most a fraction of 2−a+d of all strings of length n have prefix-free Kolmogorov com-
plexity of no more than n+K(n)− a.
When working with plain Kolmogorov complexity, it is suggestive to call an n-bit string
a-compressible in case the plain Kolmogorov complexity of the string is at most n−a and to
call a string compressible in case it is 1-compressible. Following the literature conventions,
we extend this notation to the prefix-free setting. Note that indicating compression relative
to n and not relative to the upper bound n+K(n) avoids having to count bits of compression
relative to the nonrecursive latter bound. We will, by slight abuse of notation, permit our
notation to carry over to negative values of a because some of our results extend to this
case.
I Definition 1. Let a be any integer. A string σ is a-compressible with respect to a
prefix-free machine M if KM (σ) ≤ |σ| − a. Furthermore, a string σ is a-compressible
if K(σ) < |σ| − a.
I Definition 2. Let M be a prefix-free machine and let a and b be integers. The set of
a-compressible strings with respect to M , denoted ΓaM , is
ΓaM = {σ ∈ {0, 1}∗ : (∃τ)M(τ) = σ and |τ | ≤ |σ| − a},
and the set of [a, b)-compressible strings with respect to M is
Γa\bM = Γ
a
M − ΓbM .
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We will refer to sets of the form ΓaM and Γ
a\b
M as one-sided and two-sided Gamma sets,
respectively, and we will call such Gamma sets universal in caseM is a universal prefix-free
machine.
By the Counting Theorem, there exists a constant d such that for all integers a and
string lengths n,
|ΓaU ∩ {0, 1}n| ≤ 2n−K(n)−a+d . (1)
In particular, this shows that for any integer a the fraction of strings of length n that are
a-compressible goes to 0 when n goes to infinity.
Miller and Yu [7] refined Chaitin’s Counting Theorem [4, Section 3.7]. Using their result,
we can improve (1) to lower and upper bounds that match up to a constant factor. We state
Miller and Yu’s result in a slightly altered form where we replace one occurrence of K(σ)
by KU (σ) for an arbitrary universal prefix-free machine U . One can resolve the differences
introduced in our alternate version via appropriately chosen values for the constant d; details
are left to the reader.
I Improved Counting Theorem (Miller and Yu [7]). Let U be a universal prefix-free machine.
There is a constant d such that for all natural numbers c and n it holds that
2n−c−K(c|n
∗)−d ≤ |{σ ∈ {0, 1}n : KU (σ) ≤ n+K(n)− c}| ≤ 2n−c−K(c|n∗)+d .
Note that the bounds given by the Improved Counting Theorem are false in general for
negative values of c. By the Improved Counting Theorem we obtain in Corollaries 3 and 4
bounds for the number of strings of length n in sets of the form Γa\bU and Γ
a\b
U for a universal
prefix-free machine U . Proposition 5 then shows that the assertion of Corollary 4 cannot be
strengthened to hold for all b instead of just all sufficiently large b.
I Corollary 3. Let U be any universal prefix-free machine. There is a constant d such that
for all natural numbers a and all n, as well as for all integers a and for all sufficiently large
natural numbers n it holds that
2n−K(n)−a−K(a|n
∗)−d ≤ |ΓaU ∩ {0, 1}n| ≤ 2n−K(n)−a−K(a|n
∗)+d . (2)
I Remark. Tadaki states the special case of Corollary 3 where a is equal to 1 and attributes
this result to Solovay [9, Theorem 5]. For this special case, as with any constant value of a,
the additive terms a and K(a|n∗) in the exponents of the bounding terms in (2) can be
subsumed into the constant d.
I Corollary 4. Let U be any universal prefix-free machine and let a be any integer. Then
for any real ε > 0, for all sufficiently large integers b, and for all n it holds that
(1− ε) |ΓaU ∩ {0, 1}n| ≤
∣∣∣Γa\bU ∩ {0, 1}n∣∣∣ ≤ |ΓaU ∩ {0, 1}n| . (3)
I Proposition 5. For every pair of integers a and b there is a universal prefix-free machine U
such that Γa\bU is empty.
3 Compressible strings and enumerability
We note that by definition every one-sided Gamma set is r.e., and every two-sided Gamma
set is the difference of two r.e. sets, or d.r.e., for short (see the monographs cited in the
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references [4, 6, 8] for background on r.e. and d.r.e. sets). Furthermore, in general sets of the
form ΓaM and Γ
a\b
M can be rather simple and may for example be empty or may be infinite
and recursive, where the latter can be achieved by choosing M to be a prefix-free machine
where M(0k) = 0k+1 while M is undefined, otherwise. In contrast to this, complements of
one-sided universal Gamma sets cannot even be r.e because any infinite r.e. set must contain
highly compressible strings. For two-sided Gamma sets Γa\bU a similar assertion holds for
sufficiently large b according to Proposition 6. We conclude this section by Lemma 7 which
provides the technical machinery for Theorems 10 and 11.
I Proposition 6. Let U be a universal prefix-free machine, and let a be any integer. For any
integer b, the set Γa\bU does not contain an infinite r.e. set. For almost all integers b > a,
the complement of the set Γa\bU is not r.e.
I Lemma 7. Let U be a universal prefix-free machine and let a and b be any integers
where a < b. Suppose that for each integer t an enumeration without repetitions of the set ΓtU
is given uniformly effectively in t and let σ0, σ1, σ2, . . . and τ0, τ1, τ2, . . . be the corresponding
enumerations of ΓaU and Γ
b
U , respectively. Furthermore, let d be any natural number and
let r be any recursive function. Then for all sufficiently large b there is a strictly increasing
recursive function g such that for all i,
(i)
∣∣σg(i)∣∣ = |τi| − d,
(ii) g(0) > r(0) and g(i+ 1) > r(g(i)),
(iii) σg(i) 6= τj for j = 0, . . . , r(i).
Proof. Each of the b-compressible strings τj occurs exactly once in the sequence σ0, σ1, . . .,
thus there is a computable function h such that for all i, each of the strings τ0, . . . , τi occurs
among the strings σ0, . . . , σh(i), hence does not occur among σh(i)+1, σh(i)+2, . . .. For further
use note that h(i) ≥ i.
We define inductively functions γ and g, which a priori are not necessarily total. For a
start, we setm0 to h(r(0)) = max{r(0), h(r(0))}, let γ(0) be the least string of length |τ0|−d
that differs from σ0 through σm0 , and let g(0) be the least (in fact possibly undefined but
if defined unique) index j such that γ(0) = σj . Assuming that γ and g have already been
defined for all arguments up to i, let
mi+1 = max{g(i), r(g(i)), h(r(i))},
γ(i+ 1) = min
{
η ∈ {0, 1}|τi+1|−d : η 6= σj for j ∈ {0, . . . ,mi+1}
}
,
g(i+ 1) = min{j : σj = γ(i+ 1)},
that is, γ(i+ 1) is the lexicographically least string of length |τi+1| − d that differs from all
the strings σ0, . . . , σmi+1 , while g(i+1) is the index of γ(i+1) in the enumeration σ0, σ1, . . ..
Now consider any i such that γ(i) and g(i) are both defined. Then assertion (i) holds
true by choice of γ(i) and because γ(i) and σg(i) are the same. Furthermore, assertions (ii)
and (iii) hold true because of g(i) > mi and because by choice of h and mi, σg(i) differs
from τ0 through τr(i). Since the functions γ and g are partial recursive, in order to prove
the lemma, it remains to show that g is total for all sufficiently large b.
By the Counting Theorem, for some n0 and all n ≥ n0 there exists a string of length n−d
that is not a-compressible. In case b > n0, the b-compressible strings τ0, τ1, . . . must all
have length at least n0, hence when trying to define γ(i + 1) there will always be a string
of length |τi+1| − d that differs from the a-compressible strings σ0 through σmi+1 . So in
case b > n0, the only way g might avoid being total is that there is a least index i such that
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the functions g and γ are defined on all values up to i, the string γ(i + 1) is defined, too,
but the value g(i+1) is undefined. That is, the string γ(i+1) is defined but does not occur
in the enumeration σ0, σ1, . . . of all a-compressible strings, which we show is impossible.
Consider a prefix-free machine M that assumes its input to be of the form a¯b¯ρ where a
and b are integers and ρ is a prefix-free code for some b-compressible string, i.e., U(ρ) = τi
for some index i. In case M is able to verify this assumption, M simulates the inductive
definition of γ and g in order to compute γ(i+1), and outputs η = γ(i+1). But then there
exists a c such that for all large enough b and for an optimal code ρ for τi,
KU (η) ≤
∣∣a¯b¯ρ∣∣+ c ≤ ∣∣a¯b¯∣∣+ |τi| − b+ c = |τi| − d− a− (b− a) + ∣∣a¯b¯∣∣+ c+ d ≤ |η| − a,
where the inequalities follow, first, by universality of U , second, by choice of ρ as a code of
length at most |τi| − b, third, by rearranging terms, and, last, because η has length |τi| − d
and because for any b that is large enough the difference b− a will be larger than ∣∣a¯b¯∣∣ plus
the constant c + d. Hence for sufficiently large b, for all i the string γ(i) is a-compressible,
hence g(i) is defined. J
4 Left-r.e. approximations for Theta numbers
In the following definition, we review and slightly extend Tadaki’s [9] concept of Theta
number, which is central for this exposition.
I Definition 8. The weight of a (not necessarily finite) set A of strings is the value of
the sum
∑
σ∈A 2
−|σ|, and the weight of a singleton string σ is 2−|σ|. For a prefix-free
machine M and integers a and b let
ΘaM =
∑
σ∈ΓaM
2−|σ| and Θa\bM =
∑
σ∈Γa\bM
2−|σ|
be the weights of the set ΓaM of a-compressible strings and of the set Γ
a\b
M of [a, b)-compressible
strings with respect to M .
We will refer to reals of the form ΘaM and Θ
a\b
M as one-sided and two-sided Theta
numbers, respectively. A Theta number is universal if its underlying prefix-free machine
is universal. Note that for any prefix-free machineM and any integers a and b, in case a ≤ b,
we have ΓbM is a subset of Γ
a
M and therefore
Θa\bM = Θ
a
M −ΘbM ,
whereas Θa\bM = 0, otherwise. Furthermore, for any prefix-free machineM and any integers a
and b, the Theta numbers ΘaM and Θ
a\b
M are both finite since both can be at most as large
as 2−a times the weight of the domain of the prefix-free machine M , where the latter weight
is at most 1 by the Kraft inequality, i.e.,
Θa\bM ≤ ΘaM =
∑
τ∈ΓaM
2−|τ | ≤
∑
σ∈domM
2−(|σ|+a) ≤ 2−a . (4)
As observed by Tadaki [9], the real Θ1U and indeed all one-sided Theta numbers, or reals
of the form ΘaM for integers a, are the weight of some r.e. set, which is equivalent to being
left-r.e. Proposition 6, which says that Γa\bM need not be r.e., now comes back to haunt us
because in contrast to the one-sided case, a two-sided Theta number may fail to be left-r.e.
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I Proposition 9. Let a be any integer. There exists a prefix-free machine M such that for
all b > a the real Θa\bM is not left-r.e.
The following theorem asserts that two-sided Theta numbers Θa\bU are indeed left-r.e for
all sufficiently large b in the case of a universal prefix-free machine U . This result comes
as a slight surprise since for all sufficiently large b the set Γa\bU is not r.e. according to
Proposition 6.
I Theorem 10. Let U be a universal prefix-free machine, and let a be any integer. For all
sufficiently large integers b, the real Θa\bU is left-r.e.
Proof. Apply Lemma 7 to U and a where d is equal to 0 and r is the identity function.
Fix any b that is so large that there are enumerations σ0, σ1, σ2, . . . and τ0, τ1, τ2, . . . of ΓaU
and ΓbU , respectively, and a recursive function g as in Lemma 7. Recall that the function g
is strictly increasing, hence is one-to-one and its range R is recursive. Then Θa\bU is left-r.e.
because we have
Θa\bU =
∑
σ∈Γa\bM
2−|σ| =
∑
σ∈ΓaM
2−|σ| −
∑
τ∈ΓbM
2−|τ |
=
∑
k∈N\R
2−|σk| +
∑
k∈N∩R
2−|σk| −
∑
k∈N
2−|τk|
=
∑
k∈N\R
2−|σk| +
∑
k∈N
2−|σg(k)| − 2−|τk|︸ ︷︷ ︸
=0
.
J
5 Theta numbers and Martin-Löf randomness
Tadaki [9] demonstrated that every one-sided universal Theta number is Martin-Löf ran-
dom. Using Theorem 10, we extend Tadaki’s result to show that two-sided universal Theta
numbers are Martin-Löf random. As just mentioned, the first statement in the following
theorem is due to Tadaki [9].
I Theorem 11. Let U be a universal prefix-free machine and let a be a natural number.
(i) The real ΘaU is Martin-Löf random.
(ii) For all sufficiently large natural numbers b, the real Θa\bU is Martin-Löf random.
Proof of (II). Fix any natural number b > a. Assuming thatΘa\bU is not Martin-Löf random,
we will obtain a contradiction if b is sufficiently large. In order to apply Lemma 7, take d = 1
and let r be equal to the identity function. Furthermore, let σ0, σ1, σ2, . . . and τ0, τ1, τ2, . . .
be enumerations of ΓaU and of Γ
b
U , respectively, as in the assumption of the lemma. Then
for sufficiently large b there is a strictly increasing function g as in the lemma, i.e., for all i,
the string σg(i) is one bit shorter than the string τi and differs from τ0, τ1, . . . , τi. Next let
for any natural number s,
Is = {i ≤ s : σi /∈ {τ0, . . . τs}} and Θa\bU,s =
∑
i∈Is
2−|σi| .
Observe that the sequence {Θa\bU,s} converges to Θa\bU , but not necessarily monotonically so.
Similarly to the one-sided case, let M be a prefix-free machine that, on input η, first tries to
compute the string U(η) and its length n. If successful, M next searches for the least s such
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that the length n initial segment of the binary expansion of Θa\bU,s is equal to U(η). If such a
number s is found, M outputs the least string of length n − 2 that differs from σ0, . . . , σs,
where such an output string exists for all sufficiently large n by the Counting Theorem.
By letting d0 be equal to the coding constant for M with respect to U , we can fix
a sufficiently large length n such that the following holds. The initial segment of Θa\bU of
length n is equal to U(η) for some code η of length at most n−a−d0−2, and the stringM(η)
exists, has length n− 2, and satisfies K(M(η)) ≤ |η|+ d0 ≤ n− a− 2. It follows that M(η)
is a-compressible, hence is equal to σt for some index t > s.
For the length n indicated in the previous paragraph, consider the corresponding values
of s, η and t and the corresponding set Is, as well as the set I+s = Is ∪ {t}. By choice of η,
the set I+s contains only indices of a-compressible strings and the sum of the weights of these
strings is strictly larger than Θa\bU . More precisely, since Θ
a\b
U,s differs from Θ
a\b
U by at most
2−n, we have∑
i∈I+s
2−|σi| =
(∑
i∈Is
2−|σi|
)
+ 2−|σt| = Θa\bU,s + 4 · 2−n ≥ Θa\bU + 3 · 2−n . (5)
Having the weight of strings indexed by I+s to be greater than Θ
a\b
U is not a contradiction be-
cause some of these strings may in fact be b-compressible and hence do not contribute toΘa\bU .
However, whenever a string ρ is b-compressible, i.e., is equal to some string τj , then σg(j) is
another a-compressible string with strictly greater weight than ρ. The string σg(j) may be
b-compressible in turn, in which case there is another a-compressible string of weight strictly
larger than σg(j). Iterating this process, we eventually reach a terminal a-compressible
string that is not b-compressible and contributes its weight to Θa\bU . In the remainder of the
proof, we argue that the terminal strings that are reached by such cascades starting from
strings with indices in I+s have a total weight that is strictly larger than Θ
a\b
U , which is then
indeed a contradiction.
Formally, define a partial function h such that σi is equal to τh(i) in case σi is indeed
b-compressible, and h is undefined otherwise. Let f = g ◦ h. Then for all i such that h(i) is
defined, we have
σf(i) = σg(h(i)), hence |σf(i)| = |σi| − 1 by choice of h and g.
I Claim 1. The function f is one-to-one in the sense that if f(i) and f(j) are both defined
and are the same, then i is equal to j.
Proof. In case f(i) = g(h(i)) and f(j) = g(h(j)) are both defined and are the same,
then h(i) and h(j) must both be defined and the same because g is strictly increasing and
hence one-to-one. Consequently, h(i) and h(j) are indices of identical strings σi and σj ,
hence i and j must be the same. J
I Claim 2. For all i ∈ Is, either f(i) is undefined or s < f(i).
Proof. Fix i in Is. In case h(i) is defined, by definition of h we have σi = τh(i), hence h(i) > s
by definition of Is. Then also f(i) = g(h(i)) > s because g is strictly increasing. J
I Claim 3. For all i it holds that f(i) < f(f(i)) whenever both values are defined.
Proof. It suffices to show that h(i) is strictly less than h(g(h(i))) because g is strictly increas-
ing and maps these two indices to f(i) and f(f(i)), respectively. In case the string σg(h(i))
occurs among τ0, τ1, . . . at all, then the corresponding index h(g(h(i)))must be strictly larger
than h(i) because by choice of g, the string σg(h(i)) differs from τ0 through τh(i). J
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For every i there is a maximum natural number m such that f [m](i) is defined because the
strings σf [0](i), σf [1](i), . . . are mutually distinct and have all length at most |σi|. Given i and
such maximum m, we let the i-cascade be the sequence
i, f(i), f(f(i)), . . . , f [m](i)
and we call i, f [m](i), and m respectively the starting point, the end point, and the
length of this cascade. The minimum possible length of a cascade is 0, in which case
starting point and end point coincide. Note that by choice of f , the length of an i-cascade
can be equivalently defined as the least k such that σf [k](i) is not b-compressible, i.e., an
index j occurring in a cascade is the end point of the cascade if and only if σj is not in ΓbU ,
or equivalently, is in Γa\bU .
I Claim 4. If two cascades have the same end point, then the starting point of one cascade
occurs in the other.
Proof. For a proof, consider an i-cascade of length k and a j-cascade of length l ≤ k that
have the same end point. In case the j-cascade has length 0, there is nothing to prove.
Otherwise, since f is one-to-one, the indices f [l−1](i) and f [k−1](i) must be the same, and
by an easy induction argument we obtain
i = f [0](i) = f [k−l](j) . J
I Claim 5. Any two distinct starting points which belong to Is have distinct end points for
their respective cascades.
Proof. By Claims 2 and 3, the numbers that occur in a cascade that starts at any point
in Is are all strictly larger than s, except for the starting point, which has size at most s.
So given two distinct indices i, j ∈ Is, i cannot occur in the j-cascade and vice versa, hence
the cascades starting at i and at j must have distinct end points by Claim 4. J
Let E be the set of all indices i that are end points of a cascade starting at some index in I+s .
The cardinality of E is then equal to the cardinality of either Is or I+s since by Claim 5 the
end points of the cascades starting at indices in I+s are mutually distinct except that there
may be a unique index j ∈ Is such that the j-cascade and the t-cascade have the same end
point. In the latter case, the index t is equal to f [k](j) for some k > 0 by s < t and Claims 2,
3, and 4, hence the length of σj is at least |σt| + 1. Furthermore, in case there is such an
index j, we have∑
i∈E
2−|σi| ≥
∑
i∈I+s \{j}
2−|σi| ≥ Θa\bU + 3 · 2−n − 2−|σj | > Θa\bU ,
where the inequalities hold, first, by choice of the index j and because the strings indexed
by a cascade decrease in length, hence increase in weight, second, by (5) and, third, because
of |σj | ≥ |σt|+1 = n− 1. Otherwise, in case the end points of the cascades starting at some
index in I+s are mutually distinct, we can argue similarly and infer rather directly from (5)
that the weight of the strings with index in E is strictly larger than Θa\bU . So we obtain in
both cases a contradiction to the definition of Θa\bU because the end point of any cascade is
the index of a string that is in ΓaU but not in Γ
b
U , hence this string contributes its weight
to Θa\bU . This concludes the proof of Theorem 11. J
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6 Universal Theta numbers and Omega numbers
Finally, we ask which reals can be realized as one-sided or two-sided Theta numbers.
Tadaki [9] demonstrates that one-sided universal Theta numbers are always Omega num-
bers. He then asks whether conversely every Omega number can be realized as one-sided
universal Theta number. Similarly, by Theorems 10 and 11, which assert that any two-sided
universal Theta number is indeed an Omega number in case the corresponding larger com-
pression bound b is sufficiently large, it is suggesting to ask whether all Omega numbers
can be realized as two-sided universal Theta numbers. We give a positive answer to both
question in Theorem 12. Together with the results mentioned above this yields a new char-
acterization of the Omega numbers: a real is an Omega number if and only if the real is a
one-sided universal Theta number.
I Theorem 12. Let a and b > a be natural numbers and let α be a nonnegative left-r.e.
Martin-Löf random real where α < 2−a. Then there are universal prefix-free machines V
and V ′ such that α = Θa\bV = Θ
a
V ′ .
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