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Re´sume´ – Dans de nombreux proble`mes de ﬁltrage, le mode`le dynamique pour une partie de l’e´tat est conditionnellement
line´aire et gaussien conditionnellement au reste de l’e´tat. Il est alors possible de mettre en oeuvre un ﬁltre rao-blackwellise´. Ici,
nous e´tudions un cas particulier important de ce cadre ge´ne´ral, ou` l’e´tat comprend les parame`tres de fonctions de bases, et
les amplitudes de ces fonctions de bases, qui se combinent dans l’e´quation d’observation. Nous montrons que l’utilisation d’un
mode`le d’e´tat simpliﬁe´ et approximatif peut, sous certaines conditions, eˆtre une meilleure solution que l’utilisation d’un mode`le
plus pre´cis mais plus complexes.
Abstract – In a number of ﬁltering problems, the dynamic state-space model for a part of the state is linear and Gaussian
conditionnal on the rest of the state. It is then possible to implement a Rao-Blackwellized ﬁlter. In this paper, we study
an important special case of this framework, where the state is composed of some basis function parameters as well as their
amplitudes. The observation is a linear combination of the amplitude weighted basis functions. We show that using a simpliﬁed
model may, under some conditions, be a better solution than using a precise but more complex model.
1 Introduction
Supposons que l’on souhaite estimer se´quentiellement
un parame`tre θt a` l’aide d’observations via l’e´quation sui-
vante :
yt = C(θt)βt + t (1)
ou` C(θt) est une matrice et t un bruit blanc gaussien
de matrice de covariance Σyt . {θt}t∈N est un processus
markovien et son e´quation de transition est de´ﬁnie de la
fac¸on suivante :
θt ∼ kt(θt|θt−1) . (2)
Classiquement, le vecteur des amplitudes βt est mode´lise´
comme un processus markovien.
Mode`le «markovien» pour βt :
βt ∼ N (βt;βt−1,Σt(βt−1)) . (3)
Les e´quations (1), (2) et (3) forment un mode`le condition-
nellement line´aire gaussien. Ce type de mode`le est utilise´
dans des applications aussi diverses que la se´paration de
sources [6], la transcription automatique de musique [5]
ou encore la de´convolution aveugle [7]. La loi a posteriori
p(θ0:t|y0:t) peut-eˆtre approche´e a` l’aide d’un ﬁltre particu-
laire Rao-Blackwellise´ [4]. Comme nous le pre´ciserons dans
la section 2, cette technique impose d’utiliser un ﬁltre de
Kalman pour calculer la vraisemblance lors de la mise a`
jour des poids des particules.
Re´cemment, Dubois a montre´ dans [5] qu’une mode´li-
sation plus grossie`re de βt permettait d’obtenir des esti-
mations plus robustes avec un couˆt algorithmique relati-
vement faible. L’ide´e consiste a` supprimer la de´pendance
temporelle de βt en utilisant le mode`le approche´ suivant :
Mode`le «inde´pendant» pour βt :
βt ∼ N (βt;µt(θt),Σt(θt)) . (4)
Cette approximation permet de s’aﬀranchir de l’utilisation
du ﬁltre de Kalman pour calculer la vraisemblance lors de
la phase de mise a` jour des particules. De plus, comme
l’on montre´ Davy et al [2], cette dernie`re peut-eˆtre calcu-
le´e tre`s rapidemment.
Nous comparons dans cet article les deux algorithmes
sur la base de simulations. Cette comparaison est com-
ple´te´e par une e´tude de l’inﬂuence de la mode´lisation sur
la variance asymptotique. Cette approche s’appuie sur les
re´sultats de convergence du ﬁltre particulaire [1] et no-
tamment du The´ore`me Central Limit (TCL).
2 Filtre particulaire Rao
Blackwellise´
Nous de´crivons dans cette section les ﬁltres particulaires
obtenus suivant les mode´lisations de βt.
2.1 Filtre particulaire avec un mode`le
«markovien» de βt
Conside´rons le mode`le forme´ par les e´quations (1), (2)
et (3). Dans ce contexte, l’estimation de la densite´ a poste-
riori p(θ0:t|y0:t) est base´e sur la de´composition suivante :
p(θ0:t|y0:t) = p(yt|θ0:t,y0:t−1)kt(θt|θt−1)
p(yt|y0:t−1) p(θ0:t−1|y0:t−1)
Malheureusement, la vraisemblance p(yt|θ0:t,y0:t−1) ne peut
pas se simpliﬁer en p(yt|θt) du fait de la de´pendance aux
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valeurs passe´es de β0:t. Cette remarque est une conse´-
quence directe de l’utilisation du mode`le markovien pour
βt. Ne´anmoins, cette vraisemblance peut-eˆtre obtenue ana-
lytiquement. En eﬀet, p(yt|θ0:t,y0:t−1) peut eˆtre re´e´crit
sous la forme d’une inte´grale :
p(yt|θ0:t,y0:t−1) =
∫
p(yt|θt, βt)p(βt|θ0:t,y0:t−1)dβt . (5)
Le terme p(βt|θ0:t,y0:t−1) peut eˆtre calcule´ a` l’aide d’un
ﬁltre de Kalman et p(yt|θt, βt) est directement donne´ par
(1) de sorte qu’une forme analytique peut eˆtre obtenue
pour p(yt|θ0:t,y0:t−1). L’algorithme ﬁnal est de´crit ci-dessous.
2.2 Filtre particulaire avec un mode`le «in-
de´pendant» de βt
L’estimation de la densite´ a posteriori p(θ0:t|y0:t) base´e
sur la mode´lisation de´crite par les e´quations (1), (2) et (4)
est obtenue via la de´composition suivante :
p(θ0:t, β0:t|y0:t) = p(yt|θt, βt)p(βt|θt)kt(θt|θt−1)
p(yt|y0:t−1)
×p(θ0:t−1, β0:t−1|y0:t−1) .
(6)
En inte´grant (5) par rapport a` β0:t, on obtient
p(θ0:t|y0:t) = p(yt|θt)kt(θt|θt−1)
p(yt|y0:t−1) p(θ0:t−1|y0:t−1) . (7)
ou`
p(yt|θt) =
∫
p(yt|θt, βt)p(βt|θt)dβt . (8)
Du fait de la mode´lisation utilise´e, l’inte´grale (8) peut eˆtre
calcule´e analytiquement (cf. [2]). En particulier, Davy et al
ont montre´ que p(yt|θt) pouvait eˆtre calcule´ rapidemment.
Algorithmes de filtrage particulaire
Initialisation.
– Pour i = 1, . . . , N , ge´ne´rer θ
(i)
0 ∼ q0(θ0) et calculer ew(i)0 =
p0(eθ(i)0 )/q0(eθ(i)0 )
Iterations. Pour t = 1, 2, . . ., faire
– Pour i = 1, . . . , N , faire
– Tirer eθ(i)
t
∼ qt(θt|yt, θ
(i)
t−1)
– Si le mode`le markovien de l’e´quation (3) est utilise´ : mettre a`
jour les poids
ew(i)
t
= ew(i)
t−1
p(yt|eθ(i)0:t, y0:t−1)kt(eθ(i)t |θ(i)t−1, )
qt(eθ(i)t |yt, θ(i)t−1)
(9)
ou` p(yt|eθ(i)0:t, y0:t−1) est calcule´ a` l’aide d’un filtre de Kalman.
– Si le mode`le inde´pendant de l’e´quation (4) est utilise´ : mettre
a` jour les poids
ew(i)
t
= ew(i)
t−1
p(yt|eθ(i)t )kt(eθ(i)t |θ(i)t−1, )
qt(eθ(i)t |yt, θ(i)t−1)
(10)
ou` p(yt|eθ(i)t ) est calcule´ via (8).
– Normaliser les poids ew(i)
t
de sorte que
P
N
i=1 ew(i)t = 1
– Si
hP
N
i=1( ew(i)t )2
i
−1
≤ ηN , alors re´e´chantillonner, i.e., dupli-
quer les particles ayant un poids e´leve´ et supprimer les autres.
Les nouvelles particules sont note´es (θ
(i)
t
) avec w(i) = 1/N
– Sinon, renommer les particules θ
(i)
t
← eθ(i)
t
.
3 Comparaison des mode´lisations
a` l’aide de la variance asympto-
tique
Il existe plusieurs re´sultats sur la convergence du ﬁltre
particulaire [1, 3]. Nous pre´sentons ici un the´ore`me Cen-
tral Limit [3] et une formule pour calculer re´cursivement
la variance asymptotique [1].
En premier lieu, introduisons les notations suivantes :

πt  p(θt|y0:t) ,
π˜t  p(θt|y0:t−1) ,
νt 
πt
π˜t
.
(11)
Selon [1], pour un ﬁltre particulaire avec re´e´chantillonnage
multinomial la variance asymptotique pour une fonction
mesurable φ : Θt → Rd note´e Vt(φ) est obtenue re´cursi-
vemment via les formules suivantes :

V˜t(φ) = Vˆt−1{Ekt(φ)} + Eπt−1{Varkt(φ)} t > 0 ,
Vt(φ) = V˜t{νt(φ − Eπtφ)} t ≥ 0 ,
Vˆt(φ) = Vt(φ) + Varπt(φ) t ≥ 0
(12)
avec V˜0(φ) = Varπ˜0(φ). Cette variance asymptotique ap-
paraˆıt directement dans le the´ore`me de convergence du
ﬁltre particulaire [3] pre´sente´ ci-dessous.
The´ore`me 1 Sous des conditions techniques (cf. [3]), pour
un ﬁltre particulaire avec re´e´chantillonnage multinomial :
N1/2
{∑N
n=1 w
(n)
t φ(θ
(n)
t )∑N
n=1 w
(n)
t
− Eπt(φ)
}
→ N (0, Vt(φ)) (13)
Les variances asymptotiques associe´es aux algorithmes pre´-
sente´s dans la section 2 peuvent eˆtre obtenues re´cursive-
ment via (12). Bien e´videmment, elles ne peuvent pas eˆtre
calcule´e analytiquement. Toutefois, il est possible de les
comparer empiriquement, sur la base de simulations. En
eﬀet, a` partir d’un nombre suﬃsamment grande de par-
ticules, la variance empirique, estime´e a` partir des parti-
cules, suit une loi en A/
√
N , ou` la constante A indique
le taux de convergence asymptotique. Dans la section sui-
vante, nous pre´sentons des re´sultats obtenu avec cette ap-
proche.
4 Simulations
Le mode`le utilise´ pour les simulations est de type si-
nuso¨ıdes bruite´es. Plus pre´cise´ment, la matrice C(θ) est
compose´e de sinus et de cosinus dont les fre´quences sont
les e´le´ments du vecteur θt, module´es par une feneˆtre de
Hamming (voir [2] pour une description comple`te de ce
mode`le), et yt est un signal scalaire de 400 points, repre´-
sente´ a` la ﬁgure 1.
Les deux mode`les et les deux algorithmes ont e´te´ mis
en œuvre, avec 100 simulations pour divers nombres de
particules. Dans les deux cas, la loi d’importance pour θt
est choisie e´gale a` la loi d’e´volution, sous la forme d’une
marche ale´atoire gaussienne. Pour chaque simulation, on
estime
θ̂ =
1
T
T∑
t=1
∫
[0;0.5]
θtp(θt|y1:t)dθt (14)
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Fig. 1 – Signal d’observation traite´ par le ﬁltre. Il est com-
pose´ de deux sinusoides de fre´quences constantes (e´gales a`
0.01232 et 0.432]) et d’amplitudes stationnaires par mor-
ceaux (pour la premie`re composante, l’amplitude vaut 1
sur [1200] et 3 sur [201400]. pour la seconde composante,
elle vaut 4 sur [1100] et 2 sur [101400].) Un bruit blanc
gaussien de variance unite´ est ajoute´.
Le tableau 1 pre´sente le biais calcule´ pour les deux al-
gorithmes et diﬀe´rents nombres de particules. Comme on
le voit, le mode`le inde´pendant est moins biaise´ que le mo-
de`le Markovien, et cela pour tous nombres de particules
teste´s. Le tableau 2 pre´sente les variances estime´es sur 100
simulations de l’e´valuation de θ̂. Le mode`le inde´pendant
pre´sente une variance plus faible pour N = 50 et N = 100,
ou` le bians est en outre un ordre de grandeur plus faible
que pour le mode`le markovien. Lorsque le nombre de par-
ticules augmente, l’e´cart entre les deux mode`les est moins
sensible. Ne´anmoins, il faut souligner que le mode`le in-
de´pendant permet une imple´mentation plus rapide que le
mode`le de´pendant, et son avantage est clair a` temps de
calcul constant.
N = 50 N = 100 N = 500 N = 1000
M (×10−5) 202 27.1 4.8 4.19
I (×10−5) 21.9 9.8 4.25 2.95
Tab. 1 – Biais calcule´ sous la forme de l’e´cart quadra-
tique moyen entre θ̂ et sa valeur utilise´e en simulations,
moyenne´ sur 100 simulations pour les deux mode`les (M=
«markovien» I= «inde´pendant») avec divers nombres de
particules (note´s N).
5 Conclusion et perspectives
Les re´sultats de comparaison des variances asympto-
tiques obtenus par simulation montre l’inte´reˆt de ce type
N = 50 N = 100 N = 500 N = 1000
M (×10−3) 30.3 10.8 0.85 0.52
I (×10−3) 12.8 8.3 3.4 1.8
Tab. 2 – Variances moyennes sur 100 simulations calcule´e
pour tous les pas de temps pour les deux mode`les (M=
«markovien» I= «inde´pendant») avec divers nombres de
particules (note´s N).
Fig. 2 – Evolution de la variance asymptotique estime´e
empiriquement pour le mode`le inde´pendant
d’approche. En particulier, Ils permettent de pre´ciser dans
quelle mesure des mode`les plus simples permettent d’ob-
tenir des estimations robustes. Ces re´sultats sont en cours
d’exploitation pour mettre au point un algorithme de ﬁl-
trage particulaire pour la transcription automatique de la
musique a` failbe complexite´ algorithmique, dans la ligne´e
des travaux de [5].
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