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CONGRUENCES WITH INTERVALS AND ARBITRARY SETS
WILLIAM BANKS AND IGOR SHPARLINSKI
Abstract. Given a prime p , an integer H ∈ [1, p), and an arbitrary set
M ⊆ F∗
p
, where Fp is the finite field with p elements, let J(H,M) denote
the number of solutions to the congruence
xm ≡ yn mod p
for which x, y ∈ [1, H ] and m,n ∈ M . In this paper, we bound J(H,M)
in terms of p , H and the cardinality of M . In a wide range of parameters,
this bound is optimal. We give two applications of this bound: to new esti-
mates of trilinear character sums and to bilinear sums with Kloosterman sums,
complementing some recent results of Kowalski, Michel and Sawin (2018).
1. Introduction
1.1. Set up. For each prime p we denote by Fp the finite field with p elements,
which can be identified with the set
Fp = {0, . . . , p− 1}. (1.1)
Given an integer H ∈ [1, p) and an arbitrary set M ⊆ F∗p , let J(H,M) be the
number of solutions (x, y,m, n) to the congruence
xm ≡ yn mod p (1.2)
for which x, y ∈ [1, H ] and m,n ∈ M . In this paper, we study the problem of
bounding J(H,M) in terms of p, H and the cardinality M = |M| .
In what follows, we freely alternate between the language of congruences and
that of equations over finite fields. For example, in view of the isomorphism
Z/pZ ∼= Fp the congruence (1.2) is equivalent to equation xm = yn over the
field Fp .
Throughout, the notations U = O(V ) and U ≪ V are each equivalent to the
statement that the inequality |U | 6 c V holds with a constant c > 0 which may
depend (where obvious) on the integer ℓ > 1 or the real number ε > 0.
1.2. Initial estimates. It is straightforward to show that the estimate
J(H,M) =
H2M2
p
+O(HM3/2 log p) (1.3)
holds. Indeed, (1.3) follows easily from (3.2) below combined with a bound on
power moments of character sums; see, for example, [1, Theorem 2]. Moreover,
the same method shows that (1.3) holds for congruences in which the variables
x, y lie in intervals of the form [A+ 1, A+H ].
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The stronger conditional estimate
J(H,M) =
H2M2
p
+O
(
HMpo(1)
)
(p→∞) (1.4)
can be established using (3.2) in conjunction with a “square-root cancellation”
bound on character sums implied by the Generalised Riemann Hypothesis; see,
for example, Munsch and Shparlinski [16, Equation (4)].
Furthermore, it is shown in the proof of a result of Garaev (see the bound on
J in the proof of [8, Lemma 2.1]) that for any fixed integer ℓ > 1 one has the
upper bound
J(H,M) 6
(
Hp−1/ℓ + 1
)
H1+o(1)M1+1/ℓ (H →∞). (1.5)
In the present paper, we obtain several results which improve (1.3) and (1.5).
Moreover, in a wide range of the parameters p,H,M we achieve an unconditional
upper bound on J(H,M) that has roughly the same shape as (1.4).
As an application of this bound, we give a new estimate on certain trilinear
sums of multiplicative characters. We also combine it with recent results of
Kowalski, Michel and Sawin [15] to derive a new bound on bilinear sums with
Kloosterman sums that extends the range of the applicability of [15].
1.3. Notational conventions. Throughout the paper, the letter p always denotes
a prime number.
We use |A| to denote the cardinality of a finite set A .
The notations U = O(V ), U ≪ V and V ≫ U are all used to indicate
that |U | 6 c|V | hold for some absolute constant c > 0, and we write U ≍ V
if U ≪ V ≪ U . We also use Uo(1) to denote any function f(U) such that
log |f(U)|/ logU → 0 as U →∞ .
2. Main results
2.1. Congruences. We use ideas of Heath-Brown [10] to establish the following
estimate.
Theorem 2.1. For an integer H ∈ [1, p) and a set M ⊆ F∗p of cardinality M ,
the following holds as p→∞:
J(H,M)≪


H2M2p−1 +HMpo(1) if H > p2/3,
H2M2p−1 +HM7/4p−1/4+o(1) +M2 if H < p2/3 and M > p1/3,
HMpo(1) +M2 if H < p2/3 and M < p1/3.
For M 6 p1/3+o(1) , Theorem 2.1 yields the following unconditional variant of
the conditional estimate (1.4):
J(H,M)≪ H2M2p−1 +HMpo(1) +M2. (2.1)
In particular, we have (1.4) if
H > p2/3+o(1) or M 6 min{H, p1/3}po(1).
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2.2. Trilinear character sums. We use X to denote the set of multiplicative
characters of F∗p , and X
∗ = X \ {χ0} is the set of nonprincipal characters;
for the relevant background on multiplicative characters, we refer the reader to
Iwaniec and Kowalski [11, Chapter 3].
We now give some applications to bounds of certain trilinear character sums.
Specifically, for an integer H ∈ [1, p), two sets K,M⊆ F∗p , a character χ ∈ X
∗ ,
and arbitrary complex weights α = (αh)
H
h=1 , ζ = (ζk)k∈K and η = (ηm)m∈M ,
we define
Wχ(H,K,M;α, ζ,η) =
H∑
h=1
∑
k∈K
∑
m∈M
αhζkηm χ(h + km).
Similar sums with only one set in F∗p have been previously studied; a variety of
bounds and corresponding applications can be found in [4,5,13,18]. To simplify
the formulation the next theorem (and since it is the most interesting case in
view of, e.g., the results of Chang [5]) we consider only the case in which one of
the sets has its cardinality bounded above by p1/3+o(1) (thus, the bound (2.1) is
at our disposal).
Theorem 2.2. Let the notation be as above, and let K and M denote the
cardinalities of K and M, respectively. Suppose that M 6 p1/3+o(1) and that
the weights αh, ζk, ηm are all bounded by one in absolute value. Then, for any
fixed integer ℓ > 1 we have
|Wχ(H,K,M;α, ζ,η)|
6 HKM
(
p−1/2ℓ +H−1/2ℓM−1/2ℓ +H−1/ℓ
) (
p1/4ℓ +K−1/2p1/2ℓ
)
po(1).
In particular, if under the conditions of Theorem 2.2 we have K > pε for some
fixed ε > 0, then taking ℓ large enough to guarantee that p1/4ℓ > K−1/2p1/2ℓ ,
the bound of Theorem 2.2 becomes
|Wχ(H,K,M;α, ζ,η)|
6 HKM
(
p−1/4ℓ + (HMp−1/2)−1/2ℓ + (Hp−1/4)−1/ℓ
)
po(1).
Thus, we obtain the following corollary.
Corollary 2.3. For any ε > 0 there exists κ > 0 with the following property.
Let the notation be as in Theorem 2.2. Suppose that
K > pε, M 6 p1/3+o(1), HM > p1/2+ε and H > p1/4+ε.
Suppose further that the weights αh, ζk, ηm are all bounded by one in absolute
value. Then
Wχ(H,K,M;α, ζ,η)≪ HKMp
−κ.
It is clear that Corollary 2.3, coupled with standard techniques using bivariate
shifts h 7→ h+ uv , can be used to obtain nontrivial estimates for double sums
Sχ(H,M) =
∑
m∈M
∣∣∣∣∣
H∑
h=1
χ(h+m)
∣∣∣∣∣ .
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2.3. Bilinear sums of Kloosterman sum. Next, we consider multidimensional
Kloosterman sums of the form
Kr(n) =
1
p(r−1)/2
p−1∑
x1,...,xr=1
x1···xr≡n mod p
ep(x1 + · · ·+ xr),
where e(t) = e2πit/p for all t ∈ R. By the classical Deligne bound we have
|Kr(n)| 6 r; (2.2)
see, for example, [11, Equation (11.58)] and the follow-up discussion.
Recently, motivated by an abundance of applications, there has been consid-
erable interest in the estimation of weighted sums of Kloosterman sums
Sr(α;M,N ) =
∑
m∈M
∑
n∈N
αmKr(mn)
with two sets M,N ⊆ F∗p and complex weights η = (ηm)m∈M , and also
Sr(α,β;M,N ) =
∑
m∈M
∑
n∈N
αmβnKr(mn)
with complex weights α = (αm)m∈M and β = (βn)n∈N ; see [2,3,6,14,15,17,19,20]
and the references therein. Of course, only bounds that are superior to those that
follow directly from (2.2) are of interest and use.
The bound of Theorem 2.1 can be embedded in the arguments of [2, 14, 15]
which, for both sums Sr(α;M,N ) and Sr(α,β;M,N ), rely on a bound for
J(H,M) in the special that M = {1, . . . ,M} for some positive integer M . In
the present paper, we demonstrate the idea only in the simple case of the sums
Sr(α;M,N ).
Theorem 2.4. For any set M ⊆ F∗p of cardinality M , an interval N ⊆ F
∗
p of
length N < p, complex weights αm bounded by one in absolute value, and a fixed
even integer ℓ > 1, we have
|Sr(α;M,N )| 6MN
(
N−1/2ℓ +M−1/8ℓN−1/ℓp3/8ℓ+1/2ℓ
2
+M−1/2ℓN−1/ℓp1/2ℓ+1/2ℓ
2
+N−3/2ℓp1/2ℓ+1/ℓ
2
)
po(1).
Remark 2.5. The results of [19] only apply to sums Sr(α;M,N ) with r = 2
(i.e., to classical one dimensional Kloosterman sums); they hold arbitrary sets
M ⊆ F∗p and intervals N ⊆ F
∗
p of length N < p. Moreover, in the special case
that M = {1, . . . ,M} , [19, Theorem 2.1] gives the strongest known bound in the
crucial range where M and N are both of size p1/2+o(1) . We remark, however,
that if M and N are comparable in size, then the bound of [19, Theorem 2.1]
is nontrivial only if both quantities exceed p4/9+ε for some fixed ε > 0, whereas
Theorem 2.4 is nontrivial once both quantities exceed p1/3+ε . 
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Remark 2.6. Assuming that |αm| 6 1 for all m ∈ M , the bounds of [15,
Theorem 4.2] imply that for any fixed integer ℓ > 1, the bound
|Sr(α;M,N )| 6MN
(
M−1/2ℓN−1/ℓp1/2ℓ+1/2ℓ
2
)
po(1) (2.3)
holds provided that the integers N and the set M ⊆ F∗p satisfy at least one of
the two conditions
p1/ℓ 6 N 6 1
2
p1/2+1/2ℓ (2.4)
or
p1/ℓ 6 N and NM+ 6 1
2
p1+1/2ℓ, (2.5)
where (recalling the convention (1.1)) we denote
M+ = max
m∈M
m.
In fact, the proof of [15, Theorem 4.2] can be easily extended to cover arbitrary
intervals N = {s+1, . . . , s+N} (not only initial intervals of the form {1, . . . , N})
and arbitrary sets M⊆ F∗p . Indeed, in the case (2.4) it is enough to use a result
of Ayyad, Cochrane and Zheng [1, Theorem 1] in the appropriate place (where
the congruence a1n2 ≡ a2n1 mod p is replaced with an equation a1n2 = a2n1
over Z), whereas in the case (2.5) no changes are required.
Furthermore, under (2.4) the argument in the proof of [15, Theorem 4.2]
applies to arbitrary sets M , but in the case of the condition (2.5) the restriction
on the size of M+ is crucial.
Our Theorem 2.4 gives a somewhat weaker bound than (2.3), but it applies
in greater generality without any restriction on M+ .
To illustrate this, let M ⊆ F∗p be such that M
+ > p1/2 ; then both (2.4)
and (2.5) require that N 6 1
2
p1/2+1/2ℓ . If N = p15/26+o(1) (say), then the
bound (2.3) only applies if ℓ 6 6, so it yields a nontrivial bound only if
MN2 > p1+1/ℓ+o(1) > p7/6+o(1) (ℓ 6 6);
this requires that M > p1/78+o(1) . On the other hand, Theorem 2.4, for an
appropriate choice of ℓ (which is not restricted by any conditions similar to (2.4)
and (2.5)) provides a nontrivial bound already for M > pε . 
Remark 2.7. As in [14, 15], we expect that Theorem 2.4 can be extended to a
broad class of trace functions satisfying suitable “big monodromy” assumptions
and other natural hypotheses. 
3. Preparations
3.1. Character sums. For any z ∈ Fp we have the well known orthogonality
relation (see [11, Section 3.1]):
∑
χ∈X
χ(z) =
{
p− 1 if z = 1,
0 otherwise.
(3.1)
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Using (3.1) we derive that
J(H,M) =
H∑
x,y=1
∑
m,n∈M
1
p− 1
∑
χ∈X
χ(xy−1mn−1)
=
1
p− 1
∑
χ∈X
∣∣∣∣∣
H∑
x=1
χ(x)
∣∣∣∣∣
2 ∣∣∣∣∣
∑
m∈M
χ(m)
∣∣∣∣∣
2
,
(3.2)
which is used in our proof of Theorem 2.1.
We also need the Weil bound on multiplicative character sums in the following
form; see [11, Theorem 11.23].
Lemma 3.1. For square-free and coprime polynomials f, g ∈ Fp[X ] we have
max
χ∈X ∗
∣∣∣∣∑
a∈Fp
χ(f(a)) · χ(g(a))
∣∣∣∣≪ (deg f + deg g) p1/2.
3.2. Recursive inequality. In the proof of Theorem 2.1, the following lemma is
used to bound J(H,M) in terms of J(K,M) with a suitably chosen K .
Lemma 3.2. For any integers H,K ∈ [1, p) we have the uniform estimate
KJ(H,M) = HJ(K,M) +O
(
(H +K)(HKp−1 + 1)M2
)
. (3.3)
Proof. By symmetry, we can assume that K 6 H .
For a fixed pair (m,n) ∈M2 , let Λ(m,n) be the lattice defined by
Λ(m,n) = {(x, y) ∈ Z2 : xm ≡ yn mod p},
which clearly has determinant det Λ(m,n) = p. By [9, Lemma 1] there are basis
vectors e, f ∈ Λ(m,n) such that the Euclidean lengths ‖e‖ and ‖f‖ satisfy
‖e‖ 6 ‖f‖ and p≪ ‖e‖‖f‖ ≪ p (3.4)
and such that for any vector u = a e+ b f with a, b ∈ Z one has
|a| 6
c0‖u‖
‖e‖
and |b| 6
c0‖u‖
‖f‖
(3.5)
with some absolute constant c0 > 0.
First, we consider pairs (m,n) in M2 for which there exist e, f ∈ Λ(m,n) as
above with ‖f‖ 6 21/2c0H . Using (3.4) and (3.5), the total number of vectors
u = (x, y) ∈ Λ(m,n) with x, y ∈ [1, H ] is at most(
23/2c0H
‖e‖
+ 1
)(
23/2c0H
‖f‖
+ 1
)
≪
H2
‖e‖‖f‖
≪
H2
p
.
It follows that the contribution to J(H,M) from all such pairs is O(H2M2p−1).
Similarly, the number of vectors u = (x, y) ∈ Λ(m,n) with x, y ∈ [1, K] is at
most(
23/2c0K
‖e‖
+ 1
)(
23/2c0K
‖f‖
+ 1
)
≪
K2
‖e‖‖f‖
+
K
‖e‖
+
K
‖f‖
+ 1≪
HK
p
+ 1
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since
K
‖f‖
6
K
‖e‖
and
K
‖e‖
≪
K‖f‖
p
≪
HK
p
.
Hence, the contribution to J(K,M) from all such pairs is O(HKM2p−1+M2).
Let M be the set formed from the remaining pairs (m,n) in M2 . For each
pair in M , fix a choice of basis vectors e, f ∈ Λ(m,n) satisfying (3.4) and (3.5).
Taking into account that ‖f‖ > 21/2c0H , if
u = (x, y) = a e+ b f ∈ Λ(m,n)
for some x, y ∈ [1, H ] and a, b ∈ Z, then b = 0 by (3.5); in other words,
u = a e ∈ [1, H ]2. (3.6)
Writing e = (r, s), this implies that the numbers r, s have the same sign, and
rs 6= 0. Replacing e by −e we can assume r, s > 1. Now one sees easily
that the number of vectors u satisfying (3.6) is precisely ⌊H/‖e‖∞⌋, where
‖e‖∞ = max{r, s} .
We now use em,n to denote the corresponding vector e coming from a given
pair (m,n) ∈ M . Thus, the contribution to J(H,M) from the pairs in M is∑
(m,n)∈M
⌊H/‖em,n‖∞⌋ = H
∑
(m,n)∈M
‖em,n‖
−1
∞ +O(M
2).
Since H > K , a similar result holds with H replaced by K .
Combining all of the above results, we deduce the following estimates:
KJ(H,M) = HK
∑
(m,n)∈M
‖em,n‖
−1
∞ +O(H
2KM2p−1 +KM2),
HJ(K,M) = HK
∑
(m,n)∈M
‖em,n‖
−1
∞ +O(H
2KM2p−1 +HM2),
and these imply (3.3) for K 6 H . 
4. Proofs of Main Results
4.1. Proof of Theorem 2.1. We first bound J(K,M) with a suitably chosen K ,
and then we apply Lemma 3.2.
Replacing H with K in (3.2) and using the Cauchy inequality, we derive that
J(K,M)2 6
1
(p− 1)2
∑
χ∈X
∣∣∣∣∣
∑
m∈M
χ(m)
∣∣∣∣∣
2∑
χ∈X
∣∣∣∣∣
K∑
x=1
χ(x)
∣∣∣∣∣
4 ∣∣∣∣∣
∑
m∈M
χ(m)
∣∣∣∣∣
2
=
M
p− 1
∑
χ∈X
∣∣∣∣∣
K∑
x=1
χ(x)
∣∣∣∣∣
4 ∣∣∣∣∣
∑
m∈M
χ(m)
∣∣∣∣∣
2
,
where we have used (3.1) in the second step. Since χ is multiplicative this implies
J(K,M)2 ≪
M
p
∑
χ∈X
∣∣∣∣∣
L∑
u=1
ρ(u)χ(u)
∣∣∣∣∣
2 ∣∣∣∣∣
∑
m∈M
χ(m)
∣∣∣∣∣
2
, (4.1)
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where L = K2 , and ρ(u) is the number of pairs (x, y) ∈ [1, K]2 such that
u = xy . Taking into account (3.1) once again, we see that
∑
χ∈X
∣∣∣∣∣
L∑
u=1
ρ(u)χ(u)
∣∣∣∣∣
2 ∣∣∣∣∣
∑
m∈M
χ(m)
∣∣∣∣∣
2
= pN, (4.2)
where
N =
∑
(u,v,m,n)
um≡vn mod p
ρ(u)ρ(v).
Since L 6 p2 , using a trivial bound on the divisor function (see, for example, [11,
Equation (1.81)]) we have
N 6 J(L,M)po(1) (p→∞).
Combining this bound with (4.1) and (4.2), it follows that
J(K,M)≪ J(L,M)1/2M1/2po(1),
and so by Lemma 3.2 it follows that
J(H,M)≪ HK−1M1/2J(L,M)1/2po(1) + (H/K + 1)(HKp−1 + 1)M2. (4.3)
In the case that H > p2/3 , we take K =
⌊
H1/2
⌋
. Since L 6 H , we conclude
from (4.3) that
J(H,M)≪ H2M2p−1 +H1/2M1/2J(H,M)1/2po(1),
which implies that
J(H,M)≪ H2M2p−1 +HMpo(1) (H > p2/3). (4.4)
This proves the theorem in this case.
Next, suppose that H < p2/3 and M > p1/3 . Let K =
⌈
M1/4p1/4
⌉
. Since
K > p1/3 and so L > p2/3 , using (4.4) with H = L we see that
J(L,M)≪ K4M2p−1 +K2Mpo(1) ≪M3po(1),
hence by (4.3) we have
J(H,M)≪ HK−1M2po(1) + (H/K + 1)(HKp−1 + 1)M2
≪ H2M2p−1 +HM7/4p−1/4+o(1) +HM9/4p−3/4 +M2.
The third term is dominated by the second term since M < p, thus it can be
dropped, and the theorem is proved in this case.
Finally, suppose that H < p2/3 and M < p1/3 . Put K =
⌈
p1/3
⌉
. Since
L > p2/3 , using (4.4) with H = L it follows that
J(L,M)≪Mp2/3+o(1),
hence by (4.3), our choice of K , and the fact that HM < p, the theorem follows
in this case. This concludes the proof.
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4.2. Proof of Theorem 2.2. For each λ ∈ F∗p let
ϑ(λ) =
∣∣{(h,m) ∈ [1, H ]×M : hm−1 ≡ λ mod p}∣∣ .
Then, using the multiplicativity of χ, we have
|Wχ(H,K,M;α, ζ,η)| 6
∑
m∈M
H∑
h=1
∣∣∣∣∣
∑
k∈K
ζkχ(hm
−1 + k)
∣∣∣∣∣
6
∑
λ∈F∗p
ϑ(λ)
∣∣∣∣∣
∑
k∈K
ζkχ(λ+ k)
∣∣∣∣∣ .
Clearly, ∑
λ∈F∗p
ϑ(λ) = HM and
∑
λ∈F∗p
ϑ(λ)2 = J(H,M).
For any fixed integer ℓ > 1 we write
ϑ(λ) = ϑ(λ)(ℓ−1)/ℓ ·
(
ϑ(λ)2
)1/2ℓ
and applying the Ho¨lder inequality, obtaining
|Wχ(H,K,M;α, ζ,η)|
2ℓ
6 (HM)2ℓ−2J(H,M)
∑
λ∈F∗p
∣∣∣∣∣
∑
k∈K
ζkχ(λ+ k)
∣∣∣∣∣
2ℓ
= (HM)2ℓ−2J(H,M)
∑
j1,k1,...,jℓ,kℓ∈K
ℓ∏
i=1
ζjiζki ·
∑
λ∈F∗p
ℓ∏
i=1
χ(λ+ ji)χ(λ+ ki)
6 (HM)2ℓ−2J(H,M)
∑
j1,k1,...,jℓ,kℓ∈K
∣∣∣∣∣∣
∑
λ∈F∗p
ℓ∏
i=1
χ(λ + ji)χ(λ+ ki)
∣∣∣∣∣∣ ,
where χ is the conjugate character.
We now apply Lemma 3.1 to the sums over λ when the sets
{j1, . . . , jℓ} and {k1, . . . , kℓ}
are different, and we use the trivial bound otherwise; this leads to the bound
Wχ(H,K,M;α, ζ,η)
2ℓ ≪ (HM)2ℓ−2J(H,M)(K2ℓp1/2 +Kℓp).
Since M 6 p1/3+o(1) , we can apply (2.1) to derive that
Wχ(H,K,M;α, ζ,η)
2ℓ
6 (HKM)2ℓ(p−1 +H−1M−1 +H−2)(p1/2 +K−ℓp)po(1),
and the result follows.
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4.3. Proof of Theorem 2.4. In what follows, we use notation of the form x ∼ X
as an abbreviation for X < x 6 2X .
To prove Theorem 2.4, we follow the strategy of the proof of [15, Theorem 4.2],
which is summarised in [15, §4.2]. Let A and B be integer parameters for which
2AB 6 N. (4.5)
Then, as in [15, Section 4.2] and [7, Chapter IV] we have
|Sr(α;M,N )| ≪
log p
AB
∑
u∈Fp
∑
v∈F∗p
ν(u, v)
∣∣∣∣∣
∑
b∼B
ηbKr(u(v + b))
∣∣∣∣∣
with some complex weights η = (ηb)b∼B of absolute value one, and
ν(u, v) =
∑∑∑
a∼A,m∈M, n∈[1,N ]
am≡u mod p, av≡n mod p
|αm|
6
∣∣{(a,m, n) ∈ A×M×N : am ≡ u mod p, av ≡ n mod p}∣∣,
where A denotes the set of integers a ∼ A.
Following [15, Section 4.2] (see also the proof of Theorem 2.2), we use the
Ho¨lder inequality to derive that
|Sr(α;M,N )|
2ℓ 6
S2ℓ−21 S2SK
(AB)2ℓ
po(1) (4.6)
for any fixed integer ℓ > 1, where
R1 =
∑
u∈Fp
∑
v∈F∗p
ν(u, v) and R2 =
∑
u∈Fp
∑
v∈F∗p
ν(u, v)2
and
SK =
∑
u∈Fp
∑
v∈F∗p
∣∣∣∣∣
∑
b∼B
ηbKr(u(v + b))
∣∣∣∣∣
2ℓ
.
As in [15] we have trivially
R1 ≪ AMN, (4.7)
and also
R2 ≪
∣∣{(a1, a2, m1, m2, n1, n2) ∈ A2 ×M2 ×N 2 :
a1m1 ≡ a2m2 mod p, a1n1 ≡ a2n2 mod p}
∣∣.
There are at most J(2A,M) solutions (a1, a2, m1, m2) ∈ A
2 ×M2 to the con-
gruence a1m1 ≡ a2m2 mod p, and for any such solution, there are at most N
pairs (n1, n2) ∈ N 2 such that a1n1 ≡ a2n2 mod p; therefore,
R2 ≪ NJ(2A,M). (4.8)
Substituting (4.7) and (4.8) in (4.6), we obtain that
|Sr(α;M,N )|
2ℓ 6 A−2B−2ℓM2ℓ−2N2ℓ−1J(2A,M)SKp
o(1). (4.9)
We turn our attention to the sum SK . Estimating SK lies at the heart of the
method of [15, Section 4.2], where the bound
SK ≪ B
ℓp2 +B(2−γ)ℓp3/2 +B2ℓp (4.10)
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with some fixed γ > 0 is derived from [15, Lemma 2.3] and [15, Theorem 4.4].
Moreover, from the statement and proof of [15, Theorem 4.3] we see that the
way γ is defined, the product γℓ is an integer not less than (ℓ− 1)/2; for even
ℓ this implies that γ > 1/2, and so
B(2−γ)ℓp3/2 6 B3ℓ/2p3/2 6 max{Bℓp2, B2ℓp}.
Thus, (4.10) simplifies to
SK ≪ B
ℓp2 +B2ℓp. (4.11)
Taking B =
⌊
p1/ℓ
⌋
, the bound (4.11) becomes SK ≪ B2ℓp; using this bound
in (4.9) along with the bound for J(2A,M) afforded by Theorem 2.1, we get
that
|Sr(α;M,N )|
2ℓ 6 A−2M2ℓ−2N2ℓ−1(A2M2p−1+AM7/4p−1/4+AM+M2)p1+o(1).
We now choose
A =
⌊
N
2B
⌋
≍ Np−1/ℓ,
which guarantees that the condition (4.5) is met, and after simple calculations
we obtain the stated bound.
5. Comments
Iwaniec and Sa´rko¨zy [12] have considered a question about the distance be-
tween the product set of two sufficiently dense sets of integers in the interval
[1, N ] and the set of perfect squares. The same question can also be consid-
ered modulo p, which immediately leads to the question of obtaining nontrivial
bounds on the trilinear sums Wχ(H,K,M;α, ζ,η) as in Section 2.2 with a qua-
dratic character χ.
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