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INTRODUCCIÓN
1.1. Mutagénesis inducida por compuestos quı́micos
La interacción de ciertos compuestos quı́micos presentes en el medio ambiente con
el ácido desoxiribonucleico (DNA) puede provocar cambios genéticos debido a modifi-
caciones en su estructura, afectando a uno o más genes1. Estas mutaciones quı́micamen-
te inducidas se conocen como mutagénesis quı́mica, a los productos quı́micos capaces
de inducir éstas se denominan sustancias mutagénicas o genotóxicas. Muchos tipos de
cáncer2 y otras enfermedades degenerativas son resultado de mutaciones genéticas ad-
quiridas debido a la exposición al medio ambiente, y no como un resultado de los rasgos
hereditarios.
El poder mutagénico de una sustancia depende de su capacidad para penetrar en
la célula, su reactividad con el DNA, su toxicidad general, y la probabilidad de que el
tipo de cambio quı́mico que introduce en el DNA sea corregido por un sistema de re-
paración. Hay cientos de mutágenos quı́micos conocidos pudiendo ser éstos indirectos
o directos, dependiendo de si requieren o no de activación metabólica por las enzimas
celulares para producir la especie final, la cual interacciona con el DNA. Entre las sus-
tancias de acción directa se encuentran: N-metil-N-nitrosourea, epóxidos, etc y entre las
de acción indirecta está el benzo[α]pireno, aflatoxina B1, etc. Las sustancias mutagéni-
cas se pueden dividir también en varias clases dependiendo de su interacción con el
DNA3, 4:
Análogos de bases. Son moléculas cuya estructura quı́mica es similar a una de
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las cuatro bases del DNA (adenina, timina, citosina y guanina). Debido a esta se-
mejanza, pueden ser incorporados en la hélice durante la replicación del DNA.
Una caracterı́stica clave de estas sustancias es que forman pares de bases con más
de una base. Esto puede causar mutaciones en la próxima ronda de replicación,
cuando la maquinaria de replicación intenta emparejar una base con el incorpo-
rado mutágeno. Por ejemplo, 5-bromo-deoxiuridina (5-BU) existe en dos formas
diferentes, una con similitud a la timina y por lo tanto emparejada con la adenina
durante la replicación, mientras que la otra, es parecida a la citosina y por lo tanto
emparejada con la guanina. En su forma de timina, 5-BU puede ser incorporada a
través de una adenina. Si se convierte en la forma ionizada (parecida a la citosina)
durante la siguiente ronda de replicación, esto causará que una guanina entre en
la cadena opuesta en lugar de la correcta adenina ocasionando la transición de AT
a GC (Figura 1.1).
Figura 1.1: Pares de bases posibles con 5-BU
Alteran las bases. Estos mutágenos provocan cambios quı́micos en las bases que
forman parte del DNA. La gran mayorı́a de estos cambios se producen de tres
maneras:
1. Deaminación. La deaminación consiste en la eliminación del grupo amino de
la adenina o citosina para dar hipoxantina o uracilo, respectivamente. Debi-
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do a las distintas propiedades de apareamiento de los productos de deami-
nación (hipoxantina aparea con citosina; uracilo con adenina) se producen
transiciones AT → GC y/o GC → AT. Un ejemplo lo tenemos en el ácido
nitroso5, 6.
2. Alquilación. Los agentes alquilantes son compuestos electrofı́licos con afini-
dad por centros nucleofı́licos en macromoléculas orgánicas. La mayorı́a de
los heteroátomos presentes en la doble hélice tienen potencial para ser alqui-
lados. La mutagénesis con agentes alquilantes se produce a través de varias
vı́as ya que originan la formación de un espectro completo de bases alqui-
ladas en el DNA. Esto origina transiciones y delecciones. Numerosos sitios
potenciales de alquilación han sido identificados en las 4 bases, aunque nin-
guno de ellos tiene igual reactividad (Figura 1.2), las preferencias han sido
racionalizadas en términos de los principios de reactividad dura-blanda7.
Figura 1.2: Centros nucleófilos susceptibles de ataque por los agentes alquilantes.
En azul los centros que forman aductos estables y en rojo los inestables8.
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Los agentes alquilantes con dos o más centros electrófilos (cross-linking agents)
pueden generar enlaces cruzados entre dos o más centros nucleófilos del
DNA9–11. Un ejemplo de agentes alquilantes lo tenemos en etil metano sul-
fonato (EMS) que introduce un metilo en la guanina que ya no se aparea
con la citosina provocando la transición GC → AT. En este grupo también
tenemos a los hidrocarburos aromáticos policı́clicos, los cuales se forman en
grandes cantidades en el humo del tabaco. Entre éstos el más representativo
es el benzo[α]pireno12, el cual actúa combinándose con el DNA para formar
grupos voluminosos que interrumpen la replicación (Figura 1.3).
Figura 1.3: Mecanismo de mutagenicidad del benzo[α]pireno
3. Hidroxilantes. Los N-hidroxicarbamatos y las hidroxiureas son agentes re-
ductores que forman radicales libres en presencia de oxı́geno y trazas de me-
tales. Los radicales libres son compuestos en los que un átomo, generalmente
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de oxı́geno, tiene un electrón desapareado en capacidad de aparearse, por lo
que son muy reactivos y pueden causar varios tipos de daño al DNA13. Re-
accionan preferentemente con la citosina produciendo prioritariamente los
derivados N-hidroxilados en las posiciones 3 y 4.
Agentes de intercalantes. Son moléculas planas que se insertan entre las bases
adyacentes de la doble hélice distorsionándolas e interfiriendo en la replicación,
transcripción, reparación y recombinación del DNA. Cuando esto ocurre, la DNA
polimerasa puede añadir una base adicional frente al agente intercalante. Si esto
ocurre en un gen, induce una mutación por corrimiento de lectura (es decir, que
altera la lectura de la transcripción del gen, cambiando los aminoácidos que serán
añadidos a la proteı́na codificada de acuerdo con el código genético). El bromu-
ro de etidio es un agente de este tipo, ampliamente utilizado en la investigación
de DNA. A menudo se utiliza en los laboratorios de bioquı́mica para visualizar
fragmentos de DNA que han sido separados en geles. La molécula de etidio es
fluorescente y cuando se excita con luz ultravioleta emite en el rango del visible
(Figura 1.4)14.
Figura 1.4: Bromuro de etidio intercalado entre dos pares de bases adenina-
uracilo
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1.1.1. ENSAYOS TOXICOLÓGICOS USADOS PARA IDENTIFICAR Y CLASIFICAR SUSTAN-
CIAS MUTAGÉNICAS
Para la identificación de sustancias mutagénicas existen varios ensayos definidos
para uso regulatorio por la Organización para la Cooperación Económica y el Desarrollo
(OECD). Entre los más utilizados están: Mutagénesis in vitro en bacterias15, Mutagéne-
sis in vitro en células de mamı́fero16, aberraciones cromosómicas in vivo17 e in vitro18 y
el test de micronucleos in vivo19.
Mutagénesis in vitro en bacterias. Este ensayo es ampliamente utilizado para propósi-
tos de screening de sustancias mutagénicas y carcinogénicas. Combina una alta
sensibilidad con una relativa facilidad técnica, rapidez y economı́a. En este en-
sayo se utilizan diferentes cepas mutantes (incapaces de sintetizar histidina) de
Salmonella typhimurium. Cada una de estas cepas tiene diferentes mutaciones
que desactiva el gen que codifica la enzima requerida en la sı́ntesis de este ami-
noácido vital. De manera que no pueden crecer en un cultivo a no ser que el medio
esté suplementado con este aminoácido. Si el gen afectado es mutado se produce
una reversión al estado salvaje u original y entonces la bacteria será capaz de cre-
cer en ausencia del aminoácido. Este fenómeno es conocido como reversión y las
colonias como revertantes.
Mutagénesis in vitro en células de mamı́fero. Estos ensayos son utilizados para
confirmar si un presunto mutágeno lo es para mamı́feros superiores como los
humanos. Las células de mamı́fero presentan un mayor grado de organización
que las bacterias y su capacidad metabólica y de reparación del DNA también es
mucho más compleja. Están admitidas las células de hámster chino (CHO, AS52
y V79), células de linfoma de ratón (L5178Y) y células linfoblastoides humanas
TK6. Células deficientes en timidinaquinasa (TK) debido a la mutación TK+/−−
→ TK−/− son resistentes a los efectos citotóxicos de la trifluorotimidina (TFT),
mientras que las células normales son sensibles a la TFT, que inhibe el metabo-
INTRODUCCIÓN 13
lismo celular y detiene la división celular. Ası́, las células mutantes son capaces
de proliferar en presencia de TFT, mientras que las células normales, que contie-
nen timidinaquinasa, no lo son. El procedimiento consiste en exponer a las célu-
las al compuesto en estudio con y sin activación metabólica e incubarlas por un
perı́odo de tiempo que permita la expresión de cualquier mutación que conlleve a
la transformación a células homocigóticas TK−/− (enzima infuncional), las cuales
son resistente a la TFT y permanecen viables en presencia de esta sustancia.
Aberraciones cromosómicas in vitro. El propósito del ensayo de aberraciones cro-
mosómicas in vitro tiene por objeto detectar agentes que provocan aberraciones
cromosómicas estructurales en los cultivos de células de mamı́fero. Las aberra-
ciones estructurales pueden ser cromosómicas o cromatı́dicas. El test consiste en
exponer a los cultivos celulares a la sustancia en ensayo, con y sin activación me-
tabólica. A intervalos predeterminados, después de la exposición, son tratados
con una sustancia que detenga la metafase (por ejemplo, colchicina). Se recolec-
tan las células, se tiñen y se observan al microscopio en metafase para detectar la
presencia de aberraciones cromosómicas.
Aberraciones cromosómicas in vivo. En esta prueba los animales (rodeores) se ex-
ponen a la sustancia de ensayo por una vı́a adecuada y son sacrificados a inter-
valos apropiados tras el tratamiento. Antes de sacrificar los animales, éstos son
tratados con un agente que detiene la metafase (por ejemplo, colchicina). Se rea-
lizan preparaciones de cromosomas de las células de la médula ósea en metafase
que, después de teñir, se observan al microscopio para detectar aberraciones cro-
mosómicas.
Test de micronucleos in vivo. Este ensayo se utiliza para la detección de lesiones
provocadas por la sustancia en los cromosomas o el aparato mitótico de eritro-
blastos, mediante el análisis de eritrocitos tomados de la médula ósea o la sangre
periférica de animales, por lo general roedores.
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Todos ellos identifican sustancias capaces de producir alguna alteración en el ma-
terial genético. En los ensayos in vitro suele ser necesario el uso de una fuente exóge-
na de activación metabólica a modo de imitar las condiciones in vivo. El sistema más
comúnmente utilizado es un cofactor suplementario de una fracción post-mitocondrial
(S9) a partir de hı́gados de roedores tratados con agentes inductores enzimáticos como
el pesticida Aroclor 125420–24 o una combinación de fenobarbital y β-naphthoflavone
25–28.
1.2. Estudios QSAR en Toxicologı́a
1.2.1. CONSIDERACIONES GENERALES
Los estudios QSAR (Quantitative Structure-Activity Relationship) permiten estable-
cer una relación entre la estructura de una familia de sustancias y su actividad biológi-
ca/toxicológica a través de una expresión matemática.
En las últimas décadas se han desarrollado multitud de modelos QSAR relacionan-
do la actividad biológica de sustancias que tienen el mismo mecanismo de acción a
través de descriptores moleculares simples. De ahı́, que tengan una gran importancia
como herramienta para predecir actividades de compuestos desconocidos por su rapi-
dez y simplicidad. El desarrollo y aplicación de los modelos QSAR se consideró necesa-
rio para resolver los problemas de bienestar animal, para sustituir, reducir y perfeccio-
nar el uso de animales en las evaluaciones toxicológicas, como exige la directiva europea
sobre la protección de los animales de laboratorio29. Por otro lado, en Octubre de 2003,
la Comisión Europea (CE) aprobó una propuesta legislativa30 para un nuevo sistema
de gestión de productos quı́micos denominada REACH (Registro, Evaluación y Auto-
rización de Productos Quı́micos), destinada a armonizar los requisitos de información
de los productos quı́micos nuevos y existentes. Dada la cantidad de sustancias que se
caracterizan y las dificultades encontradas en los ensayos, existe un interés considera-
ble en la predicción de las actividades toxicológicas a través de la estructura molecular,
además de, como medio de sustitución y reducción de los ensayos experimentales con
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animales, como screening virtual de compuestos rápido y sencillo. Por lo tanto, en no-
viembre de 2004, la Comisión Europea y la OECD de los Paı́ses Miembros acordaron el
desarrollo de una serie de principios para la validación de los modelos QSAR para su
uso en la Reglamentación REACH31.
1.2.2. PRINCIPIOS DE LA OECD PARA LA VALIDACIÓN DE MODELOS QSAR CON FINES
REGULATORIOS
La estrategia a seguir para el desarrollo de un modelo consiste en varios pasos itera-
tivos, basados en diseños experimentales estadı́sticos y análisis de datos multivariante.
La OECD publicó en 2007 una guı́a para la validación de los modelos QSAR32, según la
cual, para facilitar el examen de un modelo QSAR para fines de regulación, éste deberı́a
tener presente la siguiente información:
Punto final definido. Punto final se refiere a cualquier efecto fisicoquı́mico, biológi-
co o medioambiental que pueda ser medido y por lo tanto modelado. La intención
de este principio es garantizar la transparencia en el punto final predicho por el
modelo, dado que un mismo punto final puede ser determinado por diferentes
protocolos experimentales y bajo diferentes condiciones. Idealmente, un QSAR
debe ser desarrollado a partir de conjuntos de datos homogéneos en los que los
datos experimentales han sido generados por un único protocolo. Sin embargo,
esto rara vez es viable en la práctica, y los datos producidos por los diferentes
protocolos a menudo se combinan.
Algoritmo no ambiguo. Un QSAR debe expresarse en forma de un algoritmo que
no presente más de una interpretación. La intención de este principio es garanti-
zar la transparencia en la descripción del algoritmo de modelo. En el caso de los
modelos desarrollados comercialmente, esta información no siempre está a dispo-
sición del público.
Dominio de aplicación definido. Un modelo QSAR debe estar asociado a un do-
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minio determinado de aplicabilidad. La necesidad de definir un ámbito de aplica-
bilidad expresa el hecho de que los QSAR son modelos reduccionistas que están
inevitablemente asociados con limitaciones en cuanto a los tipos de estructuras
quı́micas, propiedades fı́sico-quı́micas y los mecanismos de acción para la que los
modelos pueden hacer predicciones fiables. Este principio no implica que un de-
terminado modelo sólo deba ser asociado a un dominio de aplicación único. Los
lı́mites del dominio pueden variar de acuerdo al método utilizado en su defini-
ción y el equilibrio deseado entre la amplitud de la aplicabilidad del modelo y la
fiabilidad global de las predicciones.
Medidas apropiadas de bondad de ajuste, robustez y predictividad. Un QSAR
debe estar asociado con las medidas adecuadas de bondad de ajuste, robustez y
valor predictivo. Este principio expresa la necesidad de proporcionar dos tipos de
información: a) el rendimiento interno de un modelo (representado por la bondad
de ajuste y robustez), determinado mediante un conjunto de entrenamiento, y b)
el valor predictivo de un modelo determinado mediante el uso de un conjunto de
pruebas adecuadas. No hay ninguna medida absoluta de valor predictivo que sea
conveniente para todos los efectos, el valor predictivo puede variar de acuerdo a
los métodos estadı́sticos y los parámetros utilizados en la evaluación.
Interpretación del mecanismo, si es posible. Un QSAR debe estar asociado con una
interpretación del posible mecanismo de actuación, siempre que dicha interpreta-
ción se pueda hacer. Evidentemente, no siempre es posible dar una interpretación
del mecanismo de un determinado modelo QSAR. La intención de este principio
es asegurar que existe una asociación entre el mecanismo, los descriptores utiliza-
dos en el modelo y el punto final predicho, y que se documenta dicha asociación.
Cuando una interpretación mecanista es posible, puede formar parte también del
dominio de aplicación definidos.
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En estos últimos años la Unión Europea está creando una base de datos de mo-
delos QSAR (http://qsardb.jrc.it/qmrf/?order=qmrf number&changedirection=true),
para su uso regulatorio bajo el marco del Reglamento REACH, donde la información
está estructurada de acuerdo a los principios de validación que acabamos de explicar.
La base de datos presenta unos QMRF (QSAR Model Reporting Format) para cada mo-
delo. Estos informes resumen y presentan información clave sobre los modelos (Q)SAR,
incluı́dos los resultados de los estudios de validación.
1.2.3. ESTUDIOS QSAR PARA LA PREDICCIÓN DE MUTAGENICIDAD
Entre los modelos teóricos de predicción in silico, podemos encontrar las relaciones
(cuantitativas) estructura actividad: (QSAR) y sistemas de expertos basados en reglas
como: CASE33, MULTICASE34–36, 36–41, TOPKAT42, 43, ADAPT44–46, DEREK47–49 y de
más reciente creación el TOXTREE con un módulo especı́fico para carcinogénesis y mu-
tagénesis50, 51.
En Computer Automated Structure Evaluation (CASE) cada estructura molecular
es descompuesta por el programa en todos los fragmentos constituyentes posibles
de 2-10 átomos pesados contiguos de longitud, con todos sus hidrógenos y una
posible cadena lateral. El análisis estadı́stico del sistema de fragmentos generados
por la descomposición de todas las moléculas implica el análisis de la distribución
de cada fragmento único entre las moléculas activas e inactivas e identificación de
los fragmentos cuya distribución se desvı́e de una distribución binomial simétrica
ideal: cada uno de los fragmentos que se desvı́an perceptiblemente de la distribu-
ción de referencia se etiqueta como bioforo (fragmento que activa) o un biofobo
(fragmento que inactiva). Bioforos y los biofobos son los descriptores moleculares
primarios del modelo CASE QSAR.
MULTIple Computer Automated Structure Evaluation (MULTICASE) es un des-
arrollo del programa CASE, se construyó o a partir de los problemas expuestos
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por CASE. Particularmente, MULTICASE responde al problema de distinguir en-
tre los fragmentos que provocan la actividad y los fragmentos que modulan la
actividad. En términos más generales, procura hacer frente a la presencia de je-
rarquı́as y de la nolinealidad dentro de modelos SAR en relación a sistemas no
congenéricos de productos quı́micos. Como CASE, MULTICASE comienza crean-
do su propio diccionario de descriptores directamente de la base de datos. En este
punto, y en contraste con CASE, MULTICASE selecciona como bioforo el estadı́sti-
co más importante de estos fragmentos, creyéndosele responsable de la actividad
observada de las moléculas que lo contienen, y separa de la base de datos restante
todas las sustancias que contienen este bioforo. Este proceso se repite en la base de
datos restante con el bioforo más significativo siguiente, y ası́ sucesivamente, has-
ta que la base de datos se divide en segmentos de clases quı́micas que contienen
un importante bioforo. El análisis CASE se aplica entonces a cada clase de bioforo
por separado para determinar modificaciones subestructurales en la actividad de
este.
Toxicity Prediction by Komputer Assisted Technology (TOPKAT) es un sistema
informático automatizado que consiste en diversos módulos para la predicción de
una variedad efectos tóxicos agudos y crónicos (carcinogenesis en roedores y mu-
tagénesis en S. typhimurium, pero también toxicidad de desarrollo, irritación de la
piel y de los ojos, toxicidad oral aguda, LD50, etc). Cada modelo se ha derivado de
una base de datos especı́fica. Mientras que en versiones anteriores dependen de
la presencia o ausencia de fragmentos estructurales, versiones más recientes usan
descriptores con valores continuos . Estos incluyen ı́ndices topológicos y electroto-
pológicos (E-state) en fragmentos de uno o dos átomos. TOPKAT realiza el análisis
de la sustancia en cuatro pasos. En el primer paso, TOPKAT identifica fragmen-
tos en el producto quı́mico en análisis que no se encuentra en los compuestos del
sistema de entrenamiento. En el segundo paso comprueba si el producto quı́mico
se ajusta dentro del espacio óptimo de predicción (OPS) de la ecuación de estima-
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ción. Esto permite al usuario determinar si la estructura en cuestión está contenida
en el espacio del descriptor del modelo: un producto quı́mico que está fuera del
OPS tendrá poca confianza a la hora de predecir su toxicidad. El tercer paso deter-
mina la toxicidad del producto quı́mico. En el cuarto paso, TOPKAT permite que
el usuario realice otra prueba independiente con una búsqueda de similitudes en
la base de datos. La base de datos de entrenamiento se explora para moléculas si-
milares a la molécula en cuestión, para determinar independientemente la posible
significancia quı́mica o biológica de las asociaciones del modelo. En la práctica, el
usuario puede comprobar la toxicidad real de los productos quı́micos similares y la
exactitud de la predicción de TOPKAT generada para determinar la confiabilidad
del modelo.
En Automated Data Analysis and Pattern Recognition Toolkit (ADAPT) cada com-
puesto es representado por descriptores moleculares calculados que codifican as-
pectos topológicos, electrónicos, geométricos o fisicoquı́micos. Los descriptores
topológicos utilizan solamente la tabla de la conexiónes de una molécula y por lo
tanto no requieren las estructuras tridimensionales optimizadas. Estos descripto-
res codifican información acerca de tipos de átomos, tipos en enlace, ı́ndices de co-
nectividad, y distancias interatomicas. Ellos se correlacionan con el tamaño mole-
cular, forma, y grado de ramificación. Los descriptores geométricos, los cuáles co-
difican la información sobre el tamaño y la forma total de una molécula, requieren
geometrı́as tridimensionales. Ejemplos de descriptores electrónicos son las cargas
atómicas parciales, momentos dipolares, energı́as de repulsión electrón-nucleo, y
áreas superficiales parciales cargadas. Finalmente, el modelo QSAR para la acti-
vidad biológica de interés se encuentra aplicando por separado diversos métodos
de reconocimiento de patrones (en artı́culos más recientes, análisis discriminante
lineal, redes neuronales, etc) y seleccionando los modelos que mejor se ajusten.
Deductive Estimation of Risk from Existing Knowledge (DEREK), está basado en
reglas (del tipo if-then-else) asociadas a grupos funcionales particulares, o alarmas
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estructurales, con varias formas de toxicidad. Las caracterı́sticas estructurales uti-
lizadas en la predicción se le llaman toxicóforos. Los lı́mites toxicológicos cubier-
tos actualmente por el sistema DEREK incluyen carcinogénesis, mutagénesis, sen-
sibilización de la piel, irritación, teratogenesis, y neurotoxicidad. Cada punto final
de toxicidad tiene una serie de reglas y un sistema de toxicóforos. Se introduce la
estructura del compuesto en el programa, y este mediante un sistema de reglas
busca comparando las caracteristicas estructurales de la molécula en cuestión con
los toxicóforos descritos en su base de datos. Cualquier alarma estructural situada
dentro de la estructura de la molécula en cuestión se destaca, y se proporciona un
mensaje que indica la naturaleza del peligro toxicológico.
TOXTREE posee varios módulos de predicción, de entre los cuales nos vamos a
centrar en el dedicado a mutagenesis y carcinogénesis realizado por Benigni et
al.50, 51. Este módulo consiste en un sistema de reglas basado en la presencia o no
de una serie de alertas estructurales (SAs). Las SAs se definen como aquellos gru-
pos funcionales o subestructuras que están ligadas con la actividad genotóxica o
carcinogénica. En total contiene un listado de 33 SAs, cinco de ellas referidas a
mecanismos de acción no-genotóxicos. El procesamiento de una sustancia por el
módulo es el siguiente: a) presencia de SAs para carcinogénesis; b) una o mas SAs
son reconocidas; c) si se reconocen SAs relativas a aminas aromáticas o aldehı́dos
α, β-insaturados, la sustancia es analizada mediante modelos QSAR los cuales
dan un resultado positivo o negativo. Los resultados finales son uno o combina-
ciónes de unas pocas etiquetas del tipo:
• Ninguna alerta de actividad carcinogénica
• Alerta estructural de carcinogénesis genotóxica.
• Alerta estructural de carcinogénesis no-genotóxica.
• Mutagénico en S. typhimurium cepa TA100 basado en QSAR (potencial car-
cinógeno o improbable)
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Los propios autores, en un análisis realizado para obtener el rendimiento del
módulo empleando para ello una extensa base de datos52, encontraron una baja
selectividad carcinogénica para las SAs correspondientes a los bencenos y diben-
zodioxinas halogenadas y una baja selectividad mutagénica para las SAs corres-
pondientes a los carbonilos α, β-insaturados y aldehı́dos simples, recomendando-
se un estudio exhaustivo de sus factores de modulación.
La reactividad de una SA o toxicóforo puede ser modulada o suprimida por el resto de
la molécula en la que está inmersa. A grandes rasgos, el efecto de modulación puede ser
representado por otras subestructuras moleculares (por ejemplo, grupos voluminosos
en orto a un grupo amino aromático) que se sabe que tienen una influencia sobre la
reactividad de la SA. Una generalización de gran alcance es la que proporcionan los
análisis QSAR, que producen un modelo matemático que vincula la actividad biológica
a un número limitado de propiedades fı́sicas, quı́micas u otras propiedades moleculares
(descriptores).
Los estudios QSAR realizados para mutagenicidad los podemos dividir en dos gru-
pos: aquellos basados en series congenéricas de sustancias (p. ej. Aminas aromáticas,
aldehı́dos, etc..) y los basados en series no congenéricas. Unas buenas revisiónes al res-
pecto las tenemos en los trabajos de Benigni et al.53, 54. En general, los modelos basados
en series no congenéricas de sustancias son inferiores en calidad a los QSARs clásicos
de series congenéricas. Esto no es sorprendente, si tenemos en cuenta que un mode-
lo QSAR para series congenéricas está dirigido a modelar un solo fenómeno, mientras
que los modelos generales de series no congenéricas de sustancias, aunque poseen un
mayor dominio de aplicación, intentan modelar al mismo tiempo, varios mecanismos
de acción, cada uno en relación a una clase determinada de agentes mutagénicos, obte-
niendo ası́ una menor precisión.
Entre las familias de sustancias más estudiadas a través de estos modelos QSAR
se encuentran las aminas aromáticas y los nitroaromáticos. Las aminas aromáticas tie-
nen una importancia medioambiental e industrial grande, por lo que hay disponible
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una gran base de datos de resultados experimentales y QSAR diferentes55–71. En lineas
generales las conclusiones obtenidas con estos modelos QSAR relacionan la hidrofobici-
dad y la facilidad de ser oxidadas y, por lo tanto, bioactivadas, con la mutagenicidad, en
concordancia con los mecanismos de acción mutagénica de esta familia de sustancias.
Los nitroarenos han sido de importancia como intermediarios en la sı́ntesis de varios
tipos de sustancias quı́micas industriales, además, están presentes en diversas matrices
de importancia ambiental (por ejemplo, humos de automóviles). Los QSAR para nitroa-
renos relacionan, igualmente, la hidrofobicidad y, al contrario de las aminas, la mayor
facilidad para ser reducidas de acuerdo con los mecanismos conocidos de bioactivación
reductiva que presentan estas sustancias72–77. Otras sustancias de interés toxicológico
y escasamente estudiadas son los ácidos haloacéticos y los carbonilos α, β-insaturados
de los cuales hablaremos más adelante en los siguientes apartados.
1.3. Problemática de sustancias mutagénicas desconocidas presentes en el medio
ambiente
Diariamente estamos expuestos a sustancias quı́micas desconocidas derivadas de la
actividad humana. Se ha estimado que hay más de cinco millones de productos quı́mi-
cos artificiales conocidos, de los cuales 140.000 sustancias diferentes están en uso hoy
en dı́a y pre-registradas de acuerdo al cumplimiento del Reglamento REACH. La apli-
cación de la mejora continua de los métodos de análisis ha revelado que muchos de
estos productos quı́micos pueden entrar en la cadena alimentaria y dar lugar a expo-
siciones humanas. Con el paso del tiempo y debido a la preocupación en este sentido,
se han ido identificando sustancias en diversas matrices medioambientales y determi-
nando su toxicidad. Aún ası́, la investigación en este sentido está todavı́a en pañales. Es
conocico que la introducción de los procesos de desinfección de agua fue un importan-
te éxito en el control de enfermedades transmitidas por el agua78. La desinfección del
agua potable es necesaria para eliminar los contaminantes dañinos, incluidos los mi-
croorganismos patógenos. Hace algunas décadas se desconocı́a que en el agua potable
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existieran sustancias que pudieran producir efectos tóxicos a largo plazo. Posteriormen-
te, estudios realizados en extractos concentrados de agua potable desinfectada con cloro
fueron tóxicos en muchos bioensayos in vivo e in vitro79–82 y, hasta ese momento, las sus-
tancias responsables de dicha actividad no habı́an sido identificadas. Además, estudios
epidemiológicos demostraron que las personas que consumen agua potable con clo-
ro están expuestas a un mayor riesgo de desarrollar un cáncer de estómago, páncreas,
riñones, vejiga y recto, ası́ como de Hodgkin y el linfoma no Hodgkin83–85. Hoy en
dı́a se conocen varias familias de compuestos responsables de dicha toxicidad, entre
ellos los ác. haloacéticos. Otra preocupación importante en este sentido la presentan los
carbonilos α, β-insaturados, más concretamente los empleados como monómeros den-
tales. Éstas sustancias presentaban valores negativos en los ensayos de mutagenicidad
realizados en bacterias86 pero, hace pocos años, se vió que uno de los más comúnmen-
te empleados, el trietilenglicol dimetacrilato (TEGDMA), causa deleciones en el DNA
de células de mamı́fero87, 88. Obviamente, la toxicologı́a experimental no es una herra-
mienta práctica para hacer frente a situaciones que requieren una rápida toma de deci-
siones. Además, incluso si se dispone de las instalaciones suficientes para llevar a cabo
pruebas toxicológicas en un plazo pertinente, todavı́a puede cuestionarse si los ensayos
de un gran número de sustancias serı́a un planteamiento racional y práctico. En este
contexto, los modelos de predicción in silico tienen ventajas evidentes en términos de
tiempo, costo, y la protección de los animales.
1.3.1. ÁCIDOS HALOACÉTICOS
Los subproductos de la desinfección del agua potable (DBPs) representan una im-
portante clase de sustancias quı́micas peligrosas para la salud y el medio ambiente a
largo plazo. Las cuestiones epidemiológicas para la evaluación de riesgos para la salud
sobre la exposición humana a DBPs fueron revisadas recientemente89.
La mayorı́a de los subproductos de la desinfección se forman como resultado de
la reacción entre la materia orgánica del agua cruda y los desinfectantes quı́micos co-
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mo el cloro. Estos compuestos orgánicos provienen de productos de la descomposición
de materiales naturales (NOM), que incluyen ácidos húmicos, microorganismos y sus
metabolitos, y algunos derivados del petróleo de alto peso molecular, como los hidro-
carburos alifáticos y aromáticos.
Después de los trihalometanos, los ácidos haloacéticos son el segundo mayor grupo
de subproductos de la desinfección del agua potable (Tabla 1.1).
Tabla 1.1: Subproductos formados por la cloración del agua potable90.







ácido dicloroacético 15 74
ácido tricloroacético 11 85
ácido bromocloroacético 3.2 49
ácido cloroacético 1.3 5.8
ácido dibromoacético <0.5 7.4
ácido bromoacético <0.5 1.7
ácido tribromoacético – –
ácido bromodicloroacético – –








Estos compuestos están basados en la molécula del ácido acético (CH3CH2COOH),
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en la que uno o más átomos de hidrógeno unidos a los átomos de carbono son reempla-
zados por un elemento halógeno (cloro, bromo, flúor y/o yodo, ver Figura 1.5). Existen
treinta y cuatro especies de ácidos haloacéticos (HAA) entre las que se incluyen el ácido
cloroacético (CA), el ácido dicloroacético (DCA), y el ácido dibromoacético (DBA).
Figura 1.5: Representación estructural de algunos ácidos haloacéticos.
De entre éstos podemos encontrar el ácido dicloroacético (DCA) y tricloroacético
(TCA) que son hepatocarcinogénicos en roedores91–93. El ácido cloroacético (CA) no es
mutagénico en la cepas de S. typhimurium TA1535, pero si en TA98 y TA1538 94. DCA,
pero no TCA95, es débilmente mutagénico con o sin activación metabólica S9 en S. typ-
himurium TA10096. Giller et al.97 con el test de fluctuación en cepas TA100 demostraron
genotoxicidad de CA, DCA, TCA, Ac. Bromo- (BA), Dibromo- (DBA) y Tribromoacéti-
co (TBA). Estudios recientes han demostrado que los ácidos haloacéticos bromados son
más citotóxicos y genotóxicos en S. typhimurium98, 99 y en células ováricas de hamsteres
chinos (CHO) que sus análogos clorinados100–102. También se ha encontrado la presen-
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cia de ácidos iodoacéticos en aguas con altos contenidos de bromuro/ioduro100, 103 y se
ha visto que el ácido iodoacético es 2.6 y 523.3 veces más mutagénico en S. typhimurium
TA100 que BA y CA, respectivamente.
Entre los modelos QSAR para los ácidos haloacéticos podemos encontrar estudios
de Richard et al.104 que relacionan la concentración de Benchmark BCm (calculada co-
mo el lı́mite de confianza menor del 95 % de concentración que produce un incremento
del 5 % en el número de embriones con defecto en el tubo neural), la constante de diso-




= 1.406 pKa − 42.772 ELUMO + 5.774 (1.1)
N = 10; R2 ajustada = 0.922; s = 0.38
En este caso se puede observar que el log P no juega un papel importante en la toxicidad
embrionaria de los ácidos haloacéticos y se observa que el mecanismo que puede estar
implicado estriba en cambios del pH intercelular y del metabolismo red-ox. Este mis-
mo autor105 utilizó posteriormente los ácidos haloacéticos para estudiar las diferencias
entre los distintos programas TOPKAT, CASE, MULTI-CASE, DEREK y Oncologic106,
obteniendo los resultados de la Tabla 1.2.
Asumiendo que ningún modelo individual reproduce satisfactoriamente los seis re-
sultados experimentales para los HAA, cabe destacar que solamente TOPKAT es el más
preciso en predecir la carcinogenicidad para los di- y trihaloacéticos.
Un comunicado de Venkatapathy et al.107 utilizan las predicciones de mutagenici-
dad y toxicidad realizadas con el programa TOPKAT, obteniendo los siguientes mode-
los:
Para los ácidos monohaloacéticos:
EX = 2.81(±0.110) [EFD − halogen] + 7.84(±0.0986) (1.2)
N = 4; r2 = 0.997; Q2 = 0.928; F = 614.8
Para los dihaloacéticos:
INTRODUCCIÓN 27
Tabla 1.2: Sumario de los datos experimentales y predichos para la carcinogenesis en
roedores (ratones machos) para los ácidos haloacéticos.
HAA5 Experimental CASE1 TOPKAT TOPKAT MM DEREK (combinado)
CA - - na na +
BA NT2 marginal na3 na +
DCA + - + + -
DBA + marginal + + -
BCA + +++ NP4+ + -
TCA + - + + +
BDCA + - na na +
DBCA NT - - + +
TBA NT - + + +
1Modelo combinado de CASE y MULTICASE en ratas y ratones.2No Testeado.
3EL modelo resultante no es válido para utilizarlo en este estudio.
4No hay predicción posible debido a que los parámetros moleculares
están fuera del espacio óptimo de predicción (OPS).
5 BDCA = ácido bromodicloroacético, DBCA = dibromocloroacético y
BCA = ácido bromocloroacético.
∑
EH = −4.48(±0.482) [nHBa] + 9.83(±0.458) (1.3)
N = 10; r2 = 0.983; Q2 = 0.983; F = 458.6
Para los trihaloacéticos:
ECα = −0.360(±0.240) ρLUMO − 1.91(±0.241) NF + 1.25(±0.209) qClmax − 5.70(±0.180) (1.4)
N = 20; r2 = 0.959; Q2 = 0.961; F = 125.6
Donde EX es el efecto de cada halógeno en la mutagenicidad, EFD− halogen es la
densidad frontera electrofı́lica del halógeno (nos indica la susceptibilidad de una sus-
tancia de ser atacada por un electrófilo),
∑
EH es la suma de los efectos de loa halóge-
nos, nHBa es el número de aceptores fuertes de Hidrógeno (el enlace de hidrógeno
ocurre entre un dador de hidrógenos y un heteroátomo fuertemente electronegativo co-
mo el oxı́geno o nitrógeno que es llamado aceptor de Hidrógenos), ECα es el efecto del
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carbono α, ρ LUMO es la densidad del orbital LUMO, NF número de átomos de fluor
y qClmax la carga parcial máxima en un átomo de cloro.
Densidades en el carbono α, Halógenos y la máxima carga parcial en los átomos de
cloro generalmente promocionan reacciones nucleofı́licas con ataque en el carbono α al
Halógeno108.
Según los autores y basándose en los resultados obtenidos se puede incicar que
la mutagenicidad depende de la habilidad de los ácidos haloacéticos de experimentar
reacciones electrofı́licas con fragmentos especı́ficos o formar enlaces con dadores de
Hidrógeno del DNA, sugiriendo que la habilidad para donar electrones es esencial para
que estas sustancias puedan llegar a ser mutagénicas.
Como hemos visto, existe poca información acerca de la potencia mutagénica o car-
cinogénica de estas sustancias. El uso de métodos que sean capaces de predecir esos
valores es importante para la evaluación de los riesgos toxicológicos. Además, como
comentamos en el apartado anterior y en el marco del Reglamento REACH, se alien-
ta el uso de QSAR109, 110 y otros métodos alternativos con el fin de reducir costes y el
número de ensayos con animales.
1.3.2. CARBONILOS α, β-INSATURADOS
Otro grupo de sustancias importantes y presentes en el medio ambiente son los
carbonilos α, β-insaturados. Estas sustancias suelen usarse en la sı́ntesis de otros com-
puestos, disolventes, aditivos alimentarios, desinfectantes y en materiales dentales de
restauración111–113. Una matriz hecha de resina a base de monómeros acrı́licos o me-
tacrı́licos son foto y/o quı́micamente polimerizables y se utilizan generalmente como
materiales de relleno dentales y adhesivos. Estos materiales de restauración dental, se
preparan in situ y, como la polimerización a menudo no es ideal, algunos monómeros
que no han reaccionado pueden ir filtrándose hacia el exterior en contacto con tejidos
blandos a lo largo del tiempo114, 115. Entre estas sustancias está el trietilenglicol dimeta-
crilato (TEGDMA) que causa deleciones en el DNA de células de mamı́fero87, 88.
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El doble enlace que caracteriza a los carbonilos α, β-insaturados los hace más re-
activos que el carbonilo per se, incrementando su habilidad para interactuar con las
macromoléculas biológicas ricas en electrones. Este hecho da como resultado una serie
de efectos adversos, siendo uno de ellos la mutagenicidad. En general, estas sustan-
cias actúan mediante el mecanismo de adición de Michael (Figura 1.6) por el cual los
sutituyentes en el carbón alfa o beta de la insaturación vecinal del carbonilo afectan
significativamente en la efectividad de la reacción116.
Figura 1.6: Mecanismo de adición de Michael extraı́do de Aptula et al.116
Existen varios estudios que modulan la mutagenicidad de los carbonilos α, β-insaturados,
los cuales se pueden subdividir en dos grupos: aquéllos que modulan la potencia mu-
tagénica117–120 y los que modulan la actividad121, 122.
Los modelos que predicen la potencia no suelen ser útiles para predecir la actividad
mutagénica y además algunos estudios muestran que los efectos estructurales de la
potencia mutagénica deberı́an distinguirse de los efectos derivados de la actividad56.
Los intentos para predecir la actividad mutagénica de esta familia de sustancias
están basados solamente en el test de Ames en Salmonella typhimurium cepa TA100121, 122.
Benigni et al.121 desarrollaron un modelo predictivo para 20 aldehı́dos α, β-insaturados
mediante un análisis discriminante lineal, los resultados de este estudio (Tabla 1.3) in-
dican una dependencia entre la mutagenicidad y parámetros globales como la hidrofo-
bicidad (log P), la voluminosidad a través del parámetro de refractividad molar (MR)
y la electrofilia a través del descriptor cuántico LUMO (Lowest Unoccupied Molecular
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Orbital).
Tabla 1.3: Análisis discriminante lineal para 20 aldehı́dos α, β-insaturados realizado





log P -31.77763 -21.45102
LUMO 30.46799 19.77513
Recientemente ha aparecido un estudio para 45 carbonilos α, β-insaturados122. En
este estudio, el grupo de compuestos fué dividido en varios subgrupos para predecir
la mutagenicidad en Salmonella typhimurium cepa TA100, (1) derivados halogenados,
(2) nitro-derivados de cinamaldehı́do y (3) acroleı́nas. Ası́ mismo se desarrolló un sis-
tema de reglas para su clasificación basado en su reactividad y mecanismo de acción,
empleando valores de corte de parámetros globales como la masa molecular (MW), hi-
drofobicidad (log P) y la presencia o no de determinados sustituyentes como grupos
alquilo en α o en β.
Estos QSAR solo consideran el test de Ames como punto final exclusivo para la
estimación de la mutagenicidad, pero es sabido que es necesario el uso de información
a través de múltiples puntos finales para obtener predicciones más reales123. Además
solamente emplean descriptores globales (p. ej. el logaritmo del coeficiente de partición
octanol/agua, etc) y muchos de ellos son incapaces de observar la influencia de cada
fragmento o grupo funcional dentro de la estructura de interés ya que solo pueden dar
una comprensión global y no una explicación subestructural.
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1.4. Complejación con la β-ciclodextrina
Las ciclodextrinas (CDs) son oligómeros cı́clicos de β-D glucosa producidos a partir
de almidón por medio de conversiones enzimáticas, con formas parecidas a conos trun-
cados con los hidroxilos primarios y secundarios coronando los bordes más estrechos y
más anchos, respectivamente124 (Figura 1.7). Según el número de unidades de glucosa
que forman la ciclodextrina, ésta se nombra con una letra griega diferente:
α-CD: 6 moléculas de glucosa (Diámetro/Altura de la cavidad: 4,7..5,3/7,9A).
β-CD: 7 moléculas de glucosa (Diámetro/Altura de la cavidad: 6,0..6,5/7,9A).
γ-CD: 8 moléculas de glucosa (Diámetro/Altura de la cavidad: 7,5..8,3/7,9A).
δ-CD: 9 moléculas de glucosa.
En la bibliografı́a se describen ciclodextrinas hasta con 17 unidades de glucosa pero
no tienen importancia económica ya que los homólogos superiores son difı́ciles de se-
parar y sus propiedades como huésped de moléculas orgánicas son malas. Hoy en dı́a
en Europa la más empleada es la β-Ciclodextrina (β-CD)125, 126 ya que fueron las pri-
meras en aprobarse como aditivo alimentario y excipiente, por lo tanto hemos elegido
esta familia para realizar nuestro estudio.
Estas sustancias tienen la caracterı́stica de ser anfipáticas, el interior del toroide es
más hidrofóbico y, por tanto, capaces de acoger otras moléculas hidrófobas. En contras-
te, el exterior es suficientemente hidrofı́lico para hacer a las ciclodextrinas (o sus com-
plejos) solubles en agua. Estudios anteriores han sugerido cinco principales tipos de
interacción ciclodextrina-huésped127–136: (i) las interacciones hidrofóbicas, (ii) las inter-
acciones de van der Waals, (iii) puentes de hidrógeno entre grupos polares del huésped
y grupos hidroxilo de la CD, (iv) la relajación por la liberación de agua de alta energı́a
desde la cavidad de la CD hasta la inclusión del sustrato, y (v) el alivio de la tensión
conformacional en un aducto CD-agua. La formación de complejos con la CD usual-
mente es el resultado de las diferentes combinaciones de estas fuerzas. Las CDs son de
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Figura 1.7: Estructura quı́mica de la β-CD.
un gran interés en muchos campos, porque son capaces de formar complejos huésped-
anfitrión con moléculas hidrófobas y de modificar notablemente sus propiedades fı́si-
cas y quı́micas, principalmente en términos de la solubilidad en agua. Por ejemplo, la
complejación con CDs aumenta fuertemente la solubilidad de las drogas, haciendo que
estén disponibles para una amplia gama de aplicaciones farmacéuticas.
1.5. Importancia de la complejación de sustancias quı́micas con β-ciclodextrina
La pobre solubilidad de los fármacos continúa siendo de gran importancia para el
desarrollo de un gran número de posibles candidatos a drogas137. Por esta razón, di-
ferentes fármacos se comercializan actualmente como sólidos o como una solución a
base de complejos con CDs125, 138, 139. En estos productos farmacéuticos, las CDs se uti-
lizan principalmente como agentes complejantes para aumentar la solubilidad acuosa
de fármacos insolubles, para aumentar su biodisponibilidad y estabilidad140–142. Estos
factores han tenido un impacto significativo en lo que se requiere a los formuladores,
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dado que el número de opciones de formulación y, por extensión, excipientes, se ha
de incrementar para atender el mayor número de retos que se presentan143. Las CDs
representan un valor añadido en este contexto.
Además, las CDs también puede promover la absorción dérmica, nasal o intesti-
nal de los fármacos, mediante la extracción de colesterol, fosfolı́pidos o proteı́nas de
membranas144. A su vez, pueden reducir o prevenir la irritación ocular y gastrointesti-
nal, reducir o eliminar olores o sabores desagradables145, 146, prevenir las interacciones
droga-droga o droga-aditivo, ası́ como, convertir sustancias oleosas y lı́quidas en polvos
microcristalinos o amorfos147. Además, los complejos CD-fármaco a menudo aumen-
tan la biodisponibilidad de la sustancia activa y permiten su liberación de una manera
controlada148. Un ejemplo de esto último podemos verlo en la encapsulación de trans-
platinum con CDs donde se ha constatado que la citotoxicidad in vitro del complejo de
inclusión indica que posee una mayor actividad149.
La β-CD también sirve como soporte y estabilizador de aromas, colorantes y al-
gunas vitaminas en alimentos. Además, la ingesta de β-CD resultante de los aditivos
alimentarios se ha estimado en 1-1,4 g/dı́a150, 151.
Las CDs al entrar en contacto con otras sustancias presentes en el medio (como los
subproductos de desinfección del agua potable, monómeros dentales, etc..) podrı́an de
alguna manera interactuar con éstas, derivándose de esta interacción una serie de efec-
tos para la salud. La interacción podrı́a darse de dos maneras: puede ser que el tóxico
posea una constante de complejación con la CD superior al fármaco o sustancia que
complejaba en un principio, y en cierta medida, pueda desplazar al huésped original; o
que haya CD libre en la formulación que pueda complejar al tóxico. Los efectos sobre
la salud de esta interacción han generado controversia. En un principio se especuló con
que esta interacción podrı́a seguir la misma lı́nea que con los fármacos y aumentar, tam-
bién, la biodisponibilidad de las sustancias tóxicas (que generalmente tienen un carácter
hidrofóbico). Esta hipótesis la plantearon Horský y Pitha152 acompañándola por los re-
sultados de experimentos in vitro, que establecieron, por un lado, que las ciclodextrinas
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(a saber, (2-hidroxi propil)-β-ciclodextrina (HPBCD)) aumentan la solubilidad en agua
de benzo[α]pireno (BaP) y de aflatoxina B1 y por otro lado, que la HPBCD facilita la
disolución y el transporte a través del agua de los compuestos lipofı́licos poco solu-
bles, refiriéndose a la solubilización de BaP por HPBCD en presencia de sales de ácidos
biliares. Estos resultados se utilizaron a este respecto en el trabajo para apoyar dicha
hipótesis152.
Posteriormente los autores, Westerberg y Wiklund153, diseñaron un estudio in vivo
para poner a prueba la hipótesis de que las CDs, al ser buenos solubilizadores, pueden
aumentar la biodisponibilidad oral de los agentes carcinógenos ambientales lipofı́licos
después de ser consumidas. Estos autores investigaron el efecto de la (β-CD) sobre la ab-
sorción oral y/o la cinética de eliminación de benzo[α]pireno (BaP) en la rata utilizando
BaP radiactivo. Observaron que la biodisponibilidad oral de éste, en dosis que simulan
los niveles esperados de exposición sistémica en los seres humanos, es, de hecho, re-
ducida por la administración continua de β-CD en la alimentación. Los resultados son
excepcionales, ya que se obtuvieron con una dosis de lipófilo superior a su solubilidad
en agua. El efecto negativo de la β-CD en la absorción intestinal de soluciones insa-
turadas ha sido observado con anterioridad154. De hecho se sabe que la complejación
con CD disminuye la concentración del compuesto libre que pueda ser absorbido y dis-
minuye la fuerza impulsora de la permeabilidad de la pared del intestino. Apoyando
esta hipótesis Zheng et al.155 demostró con ensayos in vitro que la presencia de β-CD no
perturba la integridad del epitelio, ni aumenta la permeabilidad de éste.
La diferencia entre la HPBCD, usada en el estudio de Horský y Pitha152, y la β-CD,
usada en el estudio de Westerberg y Wiklund153, se encuentra en la solubilidad. La β-
CD posee la menor solubilidad en agua entre las ciclodextrinas naturales y sus deriva-
dos comunes, y, los huéspedes lipófilos son capaces de inducir la precipitación, incluso
en soluciones acuosas diluidas de β-CD. Por lo tanto, los datos de Horský y Pitha152
hacen menos probable que las observaciones de Westerberg y Wiklund153 puedan apli-
carse sólo a β-CD. En cuanto al hecho de que la biodisponibilidad fue disminuida por
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la co-administración de β-CD, Westerberg y Wiklund153 proponen que la elevada cons-
tante de complejación entre BaP y la β-CD aumenta la solubilidad aparente de BaP, pero
al mismo tiempo ralentiza la liberación de BaP del complejo por lo que se elimina con
mayor facilidad.
Por lo tanto, ya sea que las ciclodextrinas aumenten la biodisponibilidad oral de las
sustancias tóxicas o, por el contrario ralenticen la liberación del complejo facilitando la
eliminación, hacen falta estudios que determinen estas constantes de complejación de la
ciclodextrina con los tóxicos más comunes presentes en el medio, como pueden ser los
ácidos haloacéticos (subproductos de la desinfección del agua potable) y los carbonilos
α, β-insaturados (monómeros dentales), además de estudios de biodisponibilidad in
vivo para poder determinar el alcance de esta interacción.
1.6. Estudios teóricos para la determinación de la complejación con β-ciclodextrina
La determinación experimental de la constante de complejación con las CDs es a
menudo difı́cil y consume mucho tiempo debido a la baja solubilidad de las moléculas
huéspedes en solución acuosa. Recientemente se han usado métodos computacionales
para predecir las constantes de complejación y para estudiar las fuerzas que intervienen
en el proceso. Un exhaustivo conjunto de estas aplicaciones computacionales ha sido
excelentemente revisado por Lipkowitz156.
Para aclarar los factores que más influyen en las interacciones huésped-anfitrión
y para predecir la estabilidad termodinámica de los complejos de inclusión con CDs
se han aplicado modelos de contribuciones por grupos, métodos QSAR/QSPR (2D-
QSAR, 3D-QSAR, CoMFA), cálculos de modelización molecular (utilizando la mecánica
cuántica, Monte Carlo/simulaciones de dinámica molecular, mecánica molecular, etc),
herramientas de análisis estadı́sticos y redes neuronales artificiales127–132, 134–136, 157.
Sin embargo, es evidente que el conocimiento de las capacidades de complejación de las
moléculas huésped se considera necesario para decidir si una complejación huésped-
anfitrión es útil en una aplicación en particular usando el conocimiento de qué tipo de
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enlaces contribuyen positivamente a este fenómeno.
En este sentido, Katritzky et al.136 presentó un estudio QSAR para predecir las energı́as
libres de complejos de inclusión entre diversas moléculas huésped y las CDs empleando
(i) descriptores del CODESSA y (ii)contaje de los diferentes fragmentos moleculares. El
primero de ellos (enfoque tipo Hansch158) utiliza como parámetros fisicoquı́micos de-
terminados descriptores calculados por métodos de mecánica cuántica o por algunas de
las técnicas empı́ricas. El segundo (el enfoque tipo Free-Wilson159), utiliza el contaje de
diferentes fragmentos moleculares como variables en un análisis de regresión múltiple.
Ambas técnicas tienen sus ventajas y desventajas136. En general, los fragmentos como
descriptores (enfoque tipo Free-Wilson) son más interpretables que los descriptores del
CODESSA (enfoque tipo Hansch). Sin embargo, la principal desventaja de los métodos
de QSPR basados en contaje de diferentes fragmentos moleculares se relaciona con el
hecho de que, por lo general, se usan más variables que descriptores del CODESSA, lo
que conduce a menores valores de criterio de Fisher (modelos menos robustos).
Otro problema del enfoque basado en fragmentos está relacionado con las moléculas
que contienen fragmentos raros (es decir, que se encuentran en una sola molécula), los
cuáles deberı́an ser excluı́dos del grupo de entrenamiento, lo que reduce el número de
compuestos tratados136.
El último problema se plantea cuando se intenta estudiar los conjuntos de datos
heterogéneos de moléculas orgánicas. En este caso no hay necesariamente un patrón
atómico/enlace que se repite en todas las moléculas en estudio y, como consecuencia,
es más adecuado el empleo de descriptores moleculares tales como, el potencial quı́mico
electrónico, la electronegatividad molecular, la dureza quı́mica u otros ı́ndices globales
moleculares.
Este hecho plantea la cuestión de si es posible obtener información estructural a
escala local de los modelos desarrollados usando descriptores moleculares globales.
Como hemos comentado con anterioridad con los descriptores TOPS-MODE, la úni-
ca información que necesitamos para transformar el modelo global en contribuciones
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La mutagenicidad es uno de los primeros pasos para el desarrollo del cáncer. Debido
al costo en recursos y el tiempo requerido en los ensayos para determinar la mutage-
nicidad de una sustancia, ha habido un aumento notable en el interés por el uso de
técnicas alternativas para acelerar el establecimiento de prioridades y evaluación de
riesgos toxicológicos de las sustancias quı́micas, alentado bajo el marco de la Unión
Europea a través del Reglamento REACH. Una de estas herramientas son los modelos
QSAR/QSPR, los cuáles han sido incluı́dos como punto final válido junto a los ensayos
in vitro. En las últimas décadas se ha multiplicado enormemente el empleo de modelos
QSAR como herramientas válidas para la predicción de la actividad biológica y propie-
dades de las sustancias quı́micas, por su rapidez y simplicidad.
Los ácidos haloacéticos están presentes en el agua potable como subproductos de
desinfección y para alguno de ellos se han obtenido resultados positivos en ensayos de
mutagenicidad en S. typhimurium. Además, con el paso del tiempo se han ido encon-
trando en el agua potable nuevas sustancias pertenecientes a esta familia con valores
superiores de mutagenicidad. Al mismo tiempo, las predicciones realizadas de muta-
genicidad para esta familia de sustancias no han sido de gran alcance y no existe ningún
estudio QSAR dedicado a este propósito.
Los carbonilos α, β-insaturados están presentes en el medio ambiente, sobre todo
como monómeros empleados para la elaboración in situ de materiales dentales de res-
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tauración. Estas sustancias poseen la caracterı́stica de poder interactuar con las macro-
moléculas biológicas ricas en electrones, dando como resultado una serie de efectos
adversos, siendo uno de ellos la mutagenicidad. Los QSAR existentes para estas sus-
tancias o para una subfamilia de estas (aldehı́dos α, β-insaturados) solo consideran el
test de Ames como punto final exclusivo para la estimación de la mutagenicidad em-
pleando para ello descriptores globales. Debido a ello, la mayorı́a de estos estudios son
incapaces de observar la influencia de cada fragmento o grupo funcional dentro de la
estructura de interés ya que solo pueden dar una comprensión global y no una explica-
ción subestructural. Además, es necesario el uso de información a través de múltiples
puntos finales para obtener predicciones más reales.
Unido a todo esto, la β-CD está presente como ingrediente alimentario y excipiente
farmacéutico, pudiendo llegar a interactuar con los tóxicos más comunes presentes en
el medio (p. ej. los ác. haloacéticos y los carbonilos α, β-insaturados). Los resultados
de esta interacción no están del todo claros ya que es necesario conocer las constantes
de complejación de la CD con estas sustancias para empezar a conocer el alcance de
ésta. Los modelos QSPR realizados para predecir la complejación están basados por
un lado en descriptores globales (que solo pueden dar una comprensión global y no
una explicación subestructural) y, por otro lado, en la presencia de fragmentos (elevado
número de variables, modelos menos robustos). Este hecho plantea la cuestión de si
es posible obtener información estructural a escala local de los modelos desarrollados
usando descriptores moleculares globales.
2.2. Objetivos
El objetivo general de esta tesis es desarollar modelos QSAR/QSPR para predecir la
mutagenicidad de los ácidos haloacéticos y los carbonilos α, β-insaturados; ası́ como,
la constante de complejación con β-CD para diferentes familias de sustancias. Con este
fin se han establecido los siguientes objetivos especı́ficos:
1. Desarrollar modelos QSAR para predecir la potencia mutagénica en S.typhimurium
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cepa TA100 para la familia de ác. haloacéticos.
2. Desarrollar modelos QSAR para predecir la mutagenicidad para los carbonilos α,
β-insaturados a través de distintos puntos finales.
3. Desarrollar modelos QSPR para predecir la constante de complejación con la β-
CD.
4. Formular hipótesis acerca de los mecanismos de complejación con la β-CD para
distintas familias de sustancias; ası́ como, acerca de los mecanismos de actuación
mutagénica para los ácidos haloacéticos y los carbonilos α, β-insaturados.
5. Determinar una serie de fragmentos que favorezcan o interfieran el fenómeno de
complejación con la β-CD y una serie de alertas estructurales (SAs) de mutageni-
cidad para los ácidos haloacéticos y los carbonilos α, β-insaturados.

RESULTADOS Y DISCUSIÓN
Comenzamos modelando la potencia mutagénica de un total de 42 derivados ha-
logenados (nitrohaloalcanos, haloacidos, haloaldehı́dos, halocetonas, haloalcohols, ha-
loepóxidos y haloalcanos) muchos de ellos conocidos agentes alquilantes y que pode-
mos encontrar como subproductos de desinfección del agua potable, con el fin de ob-
tener predicciones para los ác. haloacéticos debido a la problemática que presentaban
éstos (ver Tabla 3.1).
En la Tabla 3.1 se muestra un resumen de los datos más importantes (familia de sus-
tancias, punto final evaluado, descriptores moleculares, etc.) tenidos en cuenta para el
desarrollo de los modelos QSAR/QSPR, asi como las referencias bibliográficas donde
fueron publicados los mismos y que forman parte de los resultados de esta tesis docto-
ral.
3.1. Ácidos haloacéticos
El modelo QSAR generado para esta familia de sustancias es el referido en la Tabla
3.1 como QSAR1, cuyos parámetros estadı́sticos una vez ortogonalizado y eliminado
las desviaciónes se muestra en la Tabla 3.2, junto con los resultados con otras familias
de descriptores del Dragon, los cuáles fueron presentados en el primer artı́culo161.
El modelo QSAR derivado del uso de los momentos espectrales (QSAR1) poseen
una mayor bondad de ajuste por presentar unos mayores valores del coeficiente de de-
terminación (R2), el parámetro de Fisher (F ) y la función de Kubinyi (FIT ), además
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Tabla 3.1: Listados de los modelos QSAR desarrollados
Familia Punto Descriptores Análisis
Código sustancias final1 Tipo moleculares Mut.
2 No-mut.2 N3 estadı́stico4 Ref.
Derivados
QSAR1 halogenados TA100 Potencia TOPS-MODE - - 40 RLM
161
Carbonilos
QSAR2 α, β-insaturados AMES Actividad TOPS-MODE 103 116 219 ALD
162
Carbonilos
QSAR3 α, β-insaturados MCM Actividad TOPS-MODE 34 14 48 ALD
162
Carbonilos
QSAR4 α, β-insaturados AMES Actividad DRAGON 104 116 220 ALD
163
Carbonilos
QSAR5 α, β-insaturados MCM Actividad DRAGON 34 14 48 ALD
163
Carbonilos
QSAR6 α, β-insaturados AMES Actividad DRAGON 104 116 220 Consenso
163
QSPR1 no-cogenérica log K Potencia DRAGON - - 232 RLM 164
QSPR2 no-cogenérica log K Potencia TOPS-MODE - - 232 RLM 165
1 TA100= ensayo de Ames en cepa TA100 sin activación; AMES= ensayo de Ames; MCM= ensayo de mutagenicidad
en células de mamı́fero y log K= logaritmo de la constante de complejación.
2 Mut= no sustancias mutagénicas; No-mut= no sustancias no mutagénicas.
3 N= no sustancias totales.
4 RLM= Regresión lineal multivariada; ALD= Análisis discriminante lineal.
de por unos menores valores del criterio de información de Akaike (AIC) y de la des-
viación estandar (s). Al mismo tiempo este modelo presenta el mejor poder predictivo,
dado por los altos valores en los coeficientes de determinación de la validación cruzada:
Q2 y Q2boot.
En el modelo QSAR1 podemos observar (Tabla 3.3), que la contribución de las va-
riables ponderadas con los momentos dipolares explican un 66.9 % de la varianza. La
ausencia de la hidrofobicidad nos confirma la caracterı́stica propia de las sustancias
mutagénicas de acción directa166. Estos momentos dipolares son debidos a diferencias
de electronegatividades entre los átomos que constituyen el enlace, luego, densidades
de carga en el carbono α al halógeno dan lugar a reacciones nucleofı́licas con ataque en
ese carbono, corroborándose las conclusiones obtenidas por Venkatapathy et al.107 en
su modelo.
Las contribuciones de enlace para la mutagenicidad obtenidas del modelo desarro-
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Tabla 3.2: Parámetros estadı́sticos de los mejores modelos QSAR obtenidos por regre-
sión lineal para las distintas familias de descriptores.
Descriptores Variables R2 F s Q2 AIC FIT Q2boot a(R
2) a(Q2)


















RDF RDF055p, RDF025u, RDF025p, 0.81 16.79 0.75 0.68 0.83 1.28 0.17 0.15 -0.49
RDF020e, RDF035u
G(O..Cl), FDI, HOMT,
Geométricos G(O..I), SPH, SPAN, 0.83 18.73 0.72 0.66 0.76 1.43 0.44 0.16 -0.48
G2, ASP
Índices basados SEigZ, SEige, AEigp,
en autovalores VRA1, LP1, SEigv, 0.78 14.21 0.81 0.64 0.96 1.09 0.50 0.14 -0.55
AEigm, Eig1e
L2s, L3u, E3m,
WHIM G2e, G3u, E3e, 0.77 13.64 0.82 0.57 0.99 1.04 0.29 0.15 -0.52
Dp, G3s
IC1, IDDE, IC2,
Información CIC4, HVcpx, Yindex, 0.81 16.61 0.76 0.56 0.84 1.27 0.43 0.16 -0.55
Uindex, TIC5
GATS5v, ATS6e, MATS5e,
Autocorrelaciones 2D ATS1m, GATS2e, ATS2m, 0.79 15.33 0.78 0.39 0.90 1.17 0.22 0.15 -0.64
GATS4m, MATS5p
Tabla 3.3: Contribución de los momentos espectrales al modelo
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llado vienen expresadas en la Figura 3.1.
Figura 3.1: Estructuras y contribuciones de los fragmentos seleccionados a la mu-
tagenicidad.
Observando los fragmentos F1, F2, F3 y F4 vemos que el orden de mutagenicidad es
I>Br>Cl>F en concordancia con el orden de reactividad de los derivados halogenados
y su potencial como grupo saliente. Los dihalogenados, si son vecinales, aumentan la
mutagenicidad puesto que pueden actuar, bien por sı́ mismos o a través de la conjuga-
ción con glutation (GSH) formando el ion episulfonio (potente electrófilo), como agen-
tes de entrecruzamiento (cross-linking) entre dos centros nucleófilos del DNA167, 168 (ver
mecanismo en la Figura 3.2); ésto lo podemos observar a través de los valores de los
fragmentos F13, F14, F6 y F7.
De acuerdo a los valores positivos de las contribuciones de los fragmentos F9, F10 y
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Figura 3.2: Mecanismo de activación de los dihalogenados a través de la
Glutation-S-Transferasa.
F12 podemos decir que subestructuras con grupos epóxidos, aldehı́dos y carbonilos α,
β-insaturados aumentan la mutagenicidad. Esto está en consonancia con los hallazgos
encontrados en la literatura169–171 donde se informa que los epóxidos y los aldehı́dos
son potentes agentes alquilantes, especialmente los de tamaño pequeño.
Los carbonilos α, β insaturados, como veremos en la siguiente sección, tienen un
mecanismo de acción del tipo adición de Michael172 (Figura 3.3). Además, la sustitu-
ción de un un halógeno en el carbono β aumenta la mutagenicidad173 como podemos
apreciar por los fragmentos F12 y F15, debido al potencial de entrecruzamiento con otros
centros nucleófilos del DNA o proteı́nas174.
Figura 3.3: Mecanismo de adición tipo Michael para los grupos carbonilo α, β
insaturados con cloro en posición 2.
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Tabla 3.4: Mejores modelos obtenidos para el ensayo de mutagenicidad de Ames.
No Entrenamiento ( %) Validación ( %) Kappa2
Familia variables Sens. Espec. Precis. λ Sens.2 Espec.2 Precis.2 FIT (λ) (K)
TOPS-MODE1
(QSAR2) 7 87 91 89 0.45 85 86 85 0.87 0.70
Conteo de grupos
funcionales (QSAR4) 8 81 91 86 0.49 86 91 89 0.71 0.77
Fragmentos centrados
en átomos 8 80 90 85 0.50 74 85 79 0.69 0.58
3DMoRSE 8 81 84 82 0.53 90 81 85 0.61 0.70
GETAWAY 7 75 88 82 0.54 75 87 81 0.62 0.62
Autocorrelaciones 2D 7 78 88 84 0.58 76 83 80 0.53 0.58
Geométricos 6 80 80 80 0.58 75 82 79 0.57 0.57
RDF 8 81 78 80 0.62 86 80 83 0.42 0.65
WHIM 7 71 86 79 0.63 81 75 78 0.44 0.56
Constitucionales 5 72 87 80 0.64 78 67 72 0.47 0.44
Autovalores de Burden 7 71 81 76 0.65 80 74 77 0.40 0.53
1 Obtenido con 175 compuestos eliminando la desviación correspondiente a la sustancia: cinamato de cinamilo.
2 Resultados obtenidos teniendo en cuenta sólo las sustancias que están dentro del dominio de aplicación.
Grupos como los ácidos carboxı́licos y alcoholes (F8 y F11) disminuyen la mutageni-
cidad. Tanto para ácidos como para alcoholes alifáticos, estos últimos de bajo número
de átomos de carbono, se han obtenido resultados negativos175–179.
Es importante destacar que el modelo QSAR1 está incluı́do por la Unión Europea
en su base de datos para la evaluación regulatoria de productos quı́micos con arreglo al
Reglamento REACH (QMRF Q8-26-8-155).
3.2. Carbonilos α, β-insaturados
La mutagenicidad de los carbonilos α, β-insaturados se modeló con QSARs basados
en la aproximación TOPS-MODE y en los descriptores del programa Dragon. En las
Tablas 3.4 y 3.5 se recopilan los mejores modelos obtenidos, junto a sus parámetros
estadı́sticos para los dos puntos finales estudiados (ensayo de Ames y mutagenicidad
en céluas de mamı́fero).
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Tabla 3.5: Mejores modelos obtenidos para el ensayo de mutagenicidad en células de
mamı́fero.
No Entrenamiento ( %) Validación ( %) Kappa2
Familia variables Sens. Espec. Precis. λ Sens.1 Espec.1 Precis.1 FIT (λ) (K)
Fragmentos centrados
en átomos (QSAR5) 4 89 83 87 0.36 86 100 89 1.10 0.72
Conteo de grupos funcionales 4 100 67 90 0.39 86 100 89 0.93 0.72
Topológicos 4 96 75 90 0.40 86 100 89 0.92 0.72
TOPS-MODE (QSAR3) 4 86 91 89 0.41 86 88 87 0.88 0.72
Conectividad 4 100 75 92 0.42 86 100 89 0.85 0.72
GETAWAY 4 93 83 90 0.42 86 0 67 0.83 0.72
RDF 4 93 83 90 0.43 86 50 78 0.82 -0.17
Autovalores de Burden 4 85 100 90 0.44 83 100 88 0.76 0.35
Autocorrelaciones 2D 4 93 83 90 0.45 71 100 75 0.75 0.71
Constitucionales 4 96 67 87 0.46 86 100 89 0.70 0.38
Contaje de caminos y pasos 4 93 75 87 0.47 71 100 78 0.68 0.72
Basados en autovalores 4 89 75 85 0.49 86 100 89 0.64 0.52
Geométricos 4 93 67 85 0.50 71 0 56 0.60 0.72
WHIM 4 89 83 87 0.52 71 100 75 0.57 0.38
Perfiles moleculares de Randić 4 85 58 77 0.62 86 50 78 0.38 0.35
1 Resultados obtenidos teniendo en cuenta sólo las sustancias que están dentro del dominio de aplicación.
3.2.1. MUTAGENICIDAD EN EL ENSAYO DE AMES
La Tabla 3.4 muestra que los mejores modelos son QSAR2 y QSAR4, obtenidos con
la aproximación TOPS-MODE y con el uso de los descriptores: conteo de grupos fun-
cionales, estos últimos implementados en el programa Dragon. El mejor desempeño de
estos modelos viene reflejado por la calidad de sus estadigrafos; especı́ficamente los pe-
queños valores de la lambda de Wilk (λ), elevados valores de FIT(λ) y de los porcentajes
de clasificación, tanto para la serie de entrenamiento como de predicción. Estas familias
de descriptores son muy atractivos desde el punto de vista de la modelación QSAR ya
que se pueden obtener directamente de las estructuras empleando bajos recursos com-
putacionales. Para una comparación visual fácil, nuestros resultados se expresaron co-
mo gráficos de caracterı́sticas operativas recibidas (ROC) (Figura 3.4). Un gráfico ROC
informa de la razón de verdaderos positivos (sensibilidad) en el eje Y y la razón de fal-
sos positivos (1 - especificidad) en el eje X, dónde un rendimiento perfecto se encuentra
en la esquina superior izquierda y la lı́nea diagonal representa resultados clasificatorios
50 ALFONSO PÉREZ GARRIDO
aleatorios180. Además de los resultados de la Tabla 3.4 hemos incluı́do los obtenidos
por el módulo de carcinogenicidad/mutagenicidad del sistema de expertos TOXTREE
para el mismo grupo de sustancias.
Un análisis de los valores de las variables más significativas (nArNO2, nCconjX,
nCH2RX, nRCHO y nArC=N) del modelo QSAR4 y de las contribuciones de enlace
obtenidas del QSAR2 (representadas en la Figura 3.5), muestra que la presencia de co-
nocidas SAs, como son los grupos nitro-aromáticos (nArNO2 y F9) y aminas aromáticas,
especı́ficamente iminas (nArC=N), incrementan la mutagenicidad. Esa mutagenicidad
se produce a través de rutas enzimáticas de activación metabólica (nitroreductasas pa-
ra los nitroaromáticos181 y citocromo P-450 para las aminas aromáticas59) a especies
N-hidroxi que se transforman en iones nitronio, que pueden reaccionar con el DNA
formando aductos182, 183.
Otras SAs conocidas son los derivados halogenados alifáticos primarios (nCH2RX
y F10) y los grupos epóxido (F8) ambos reconocidos agentes alquilantes. Además, la
presencia de halógenos en la posición alpha o beta del doble enlace (nCconjX, F6, F7 y
F17) aumenta la mutagénesis en el test de Ames173, 184, debido a la formación de enlaces
cruzados (crosslink) con otro centro nucleófilo del DNA o proteı́na174. A su vez, como
era de esperar, los aldehı́dos (nRCHO y F2) son más mutagénicos que otros grupos car-
bonilo, como las cetonas (F1). Esta misma relación ha sido obtenida recientemente por
Koleva et al.122, quienes afirman que la reactividad del grupo carbonilo en los procesos
de adición electrofı́lica está influenciada por el tamaño y los efectos electrónicos de los
sustituyentes. Ambos factores estéricos y electrónicos favorecen a los aldehı́dos a ser
más reactivos; además este grupo posee un mayor efecto electro-aceptor en el doble en-
lace que el grupo cetónico, incrementando ası́ su reactividad a través del mecanismo de
adición de Michael116. De la misma manera la presencia del grupo nitrilo en los acrila-
tos aumenta la mutagenicidad del grupo (comparando los valores de F17 y F4) debido,
posiblemente, a este efecto aceptor de electrones.
En resumen, la información extraı́da de los mejores modelos individuales (QSAR2
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Figura 3.4: Gráfico ROC correspondiente a los resultados obtenidos en la Tabla
3.4 para los modelos QSAR desarrollados para el ensayo de mutagenicidad de
Ames junto a las predicciones hechas por el programa TOXTREE. A) grupo de
entrenamiento, B) grupo de predicción.
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Figura 3.5: Fragmentos y contribuciones obtenidas por los modelos. A) QSAR4,
B) QSAR2.
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y QSAR4) puso de manifiesto que el principal mecanismo de acción para esta familia
de sustancias en el ensayo de Ames es del tipo adición de Michael. Como hemos visto,
sustituyentes en α o β del doble enlace tienen una fuerte influencia, positiva o negativa,
al igual que ocurre con la reactividad de los receptores tipo Michael (Figura 3.5). Aun-
que los receptores de Michael son electrófilos suaves esto no significa que no reaccionen
con nucleófilos duros como el DNA116.
Si bién, la capacidad predictiva de los modelos individuales fue buena, aplicamos el
desplazamiento dotefilide163, 185 en un intento de mejorar la calidad en las predicciones.
Mediante este método se combinan los mejores modelos para crear otros más útiles,
ya que las sustancias son clasificadas de distinta manera por cada una de las familias
de descriptores. Los modelos elegidos y los mejores resultados para las combinaciones
anteriores se muestran en la Tabla 3.6 y en la Figura 3.6.
Tabla 3.6: Resultados de los modelos seleccionados para realizar los consensos basados
en el ensayo de mutagenicidad de Ames teniendo en cuenta todas las sustancias.
Sensibilidad Especificidad Precisión
Familia % % % Kappa
Conteo de grupos funcionales (QSAR4) 86 91 89 0.77
Fragmentos centrados en átomos 67 74 70 0.51
3DMoRSE 86 74 80 0.64
GETAWAY 71 87 80 0.60
Recuperación positivaa 95 78 86 0.73
Recuperación negativab 76 100 89 0.77
Modelo consenso generalc 71 70 70 0.60
Modelo consenso teóricod(QSAR6) 94 100 97 0.94
aModelo combinado entre conteo de grupos funcionales y 3DMoRSE
bModelo combinado entre conteo de grupos funcionales y GETAWAY
cModelo combinado entre conteo de grupos funcionales, 3DMoRSE y GETAWAY
dModelo combinado entre conteo de grupos funcionales, 3DMoRSE y GETAWAY con predicciones para
el 76 % de los positivos y el 70 % de los negativos
El modelo de recuperación positiva tuvo una precisión del 86 % y clasificó correc-
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Figura 3.6: Clasificaciones realizadas por los modelos individuales y por los con-
sensos para los carbonilos α, β-insaturados en el ensayo de Ames.
tamente el 95 % de las sustancias mutagénicas. Estos resultados que superaron a todos
los modelos individuales, hacen de este modelo una herramienta de máxima utilidad
si uno está interesado en la identificación de todas las sustancias positivas posibles
o en encontrar no-mutágenos definitivos. El modelo de recuperación negativa clasi-
ficó correctamente todas las sustancias no-mutagénicas con una precisión igual que el
mejor de los modelos individuales. Este modelo es útil cuando se desea identificar com-
puestos mutagénicos definitivos. El modelo consenso general es el menos preciso (70 %)
de todos los modelos presentados. A pesar de que el número de moléculas no clasifi-
cadas (con predicciones contradictorias realizadas por los tres modelos individuales)
es elevado (27 %), de entre las predichas (70 %), lo son con precisión el 100 % de los
negativos y el 95 % de los positivos (consenso teórico); datos que confieren una grán
confidencialidad en las predicciones realizadas con este modelo (Tabla 3.6). Al mismo
tiempo, la tasa de falsos positivos (5 %) y falsos negativos (0 %) se redujo con este mo-
delo de consenso respecto a los modelos individuales (Figura 3.6).
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Los modelos de recuperación negativa y consenso general mejoraron al incluir el
QSAR4 (resultados no publicados), obteniéndose unos modelos (Tabla 3.7) con mayor
precisión que los anteriores (91 % y 84 %, respectivamente). Cuando se realiza una pre-
dicción con el modelo consenso general, el 86 % de los compuestos positivos y el 95 %
de los compuestos negativos son clasificados con precisión (consenso teórico), con una
tasa del 14 % de falsos positivos y 5 % de falsos negativos (Figura 3.7).
Tabla 3.7: Resultados de los modelos seleccionados para realizar los consensos basados
en el ensayo de mutagenicidad de Ames incluyendo el QSAR4.
Sensibilidad Especificidad Precisión
Familia % % % Kappa
Conteo de grupos funcionales (QSAR2) 86 91 89 0.77
Fragmentos centrados en átomos 67 74 70 0.51
TOPS-MODE(QSAR4) 85 86 85 0.707
3DMoRSE 86 74 80 0.64
GETAWAY 71 87 80 0.60
Recuperación positivaa 95 78 86 0.73
Recuperación negativab 86 96 91 0.82
Modelo consenso generalc 86 83 84 0.72
Modelo consenso teóricod(QSAR6) 86 95 90 0.81
aModelo combinado entre conteo de grupos funcionales y 3DMoRSE
bModelo combinado entre conteo de grupos funcionales y GETAWAY
cModelo combinado entre conteo de grupos funcionales y TOPS-MODE
dModelo combinado entre conteo de grupos funcionales y TOPS-MODE con predicciones para el 100 %
de los positivos y el 87 % de los negativos
Se demuestra que tanto los modelos individuales como los consenso son herramien-
tas útiles para la identificación de sustancias mutagénicas según el ensayo de Ames.
Además, el modelo QSAR4 está incluı́do en la base de datos de la Unión Europea pa-
ra la evaluación regulatoria de productos quı́micos con arreglo al Reglamento REACH
(QMRF Q14-26-8-158).
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Figura 3.7: Clasificaciones realizadas por los modelos individuales y por los con-
sensos incluyendo el QSAR4 para los carbonilos α, β-insaturados en el ensayo de
Ames.
3.2.2. SAS Y COMPARACIÓN CON EL SISTEMA DE EXPERTOS TOXTREE
Como hemos podido comprobar en el apartado anterior, el modelo QSAR2 posee
una mayor precisión que el sistema de expertos TOXTREE. Esta mejora se hace más pal-
pable al observar los valores de las contribuciones de enlace obtenidas por el QSAR2
para las SAs detectadas por el software TOXTREE usando las mismas sustancias. Es-
tos valores de contribución están influenciados por el resto de grupos funcionales o
subestructuras presentes en la molécula, cualidad que puede ser cuantificada por los
descriptores TOPS-MODE, convirtiéndolos en una herramienta más útil que otros pa-
ra modular las actividades de ciertos grupos funcionales y ası́ obtener unas SAs más
precisas. En la Figura 4 de la referencia 162 podemos ver una serie de sustancias correc-
tamente clasificadas por el QSAR2 junto con los valores obtenidos de contribución de
enlace por este modelo. Para estas sustancias, el TOXTREE no reconoce alerta estruc-
tural alguna, dando lugar a falsos negativos. En esta figura podemos destacar subes-
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tructuras presentes en conocidas sustancias mutagénicas (MX y CMCF) como el anillo
2-furanona(5H) y los dobles enlaces clorados, subestructuras que contribuyen positiva-
mente a la mutagenicidad de la sustancia y que, como ya hemos dicho, el TOXTREE no
posee implementadas. Además, el modelo QSAR2 es capáz de modular la mutagenici-
dad de las SAs detectadas por el TOXTREE (Figura 5 referencia 162), como por ejemplo
la SA10 correspondiente a los carbonilos α, β-insaturados. En esta figura se puede ob-
servar que la mutagenicidad no es debida a la SA10 sino a la presencia en la molécula de
halógenos en el doble enlace o grupos epóxido (SA7). En la tabla 8 de la referencia 162,
se aprecia que, en lineas generales, las SAs detectadas por el TOXTREE no presentan
valores de contribución positiva a la mutagenicidad determinados por el QSAR2.
A la vista de estos resultados, el modelo QSAR2 realizado con los descriptores
TOPS-MODE podrı́a ayudar a mejorar aquellos sistemas de expertos (ej. TOXTREE)
donde las SAs estén implementadas. Además se vuelve a poner de manifiesto la cuali-
dad que poseen estos descriptores como generadores de conocimiento.
3.2.3. MUTAGENICIDAD EN CÉLULAS DE MAMÍFERO
Al igual que hicimos en el ensayo de mutagenicidad de Ames, obtuvimos una serie
de modelos para el ensayo en células de mamı́fero (MCM) (Tabla 3.5). Para este ensayo
el mejor modelo se obtuvo con los fragmentos centrados en átomos (QSAR5) con una
mejora destacable en los parámetros estadı́sticos con respecto de las otras familias. Al
mismo tiempo, el modelo correspondiente a los descriptores TOPS-MODE (QSAR3),
a pesar de obtener con él unos parámetros estadı́sticos de menor calidad, ofrece unas
clasificaciones para el grupo de entrenamiento más balanceadas; ası́ mismo posee la
caracterı́stica (comentada en el apartado anterior) de obtener una distribución de la
mutagenicidad a escala local, por lo que el número de subestructuras que se pueden
extraer es superior. Por lo tanto se emplearon ambos modelos para la extracción de las
posibles SAs.
No existen en la literatura unas SAs definidas para este punto final y gracias a estos
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modelos se han podido extraer una serie de subestructuras que afectan notablemente
a los valores de la mutagenicidad. Un ejemplo de estas SAs obtenidas por los modelos
QSAR3 y QSAR5 se observa en la Figura 3.8. Las variables más significativas (H-046,
C-015 y C-016) del modelo QSAR5 influyen en la mutagenicidad; ası́, podemos ver que
para el grupo de entrenamiento un aumento del número de hidrógenos unidos a car-
bono sp3 sin heteroátomos en el siguiente (H-046) conduce a un aumento del tamaño
de la molécula y, por lo tanto, una reducción de la mutagenicidad. Este aumento de
tamaño dificulta el paso de la sustancias al interior de la célula y, por lo tanto, su acceso
al material genético.
Otras conclusiones que se pueden extraer de estos dos modelos son, por un lado,
que la presencia de un doble enlace en la posición terminal de la cadena (C-015) favo-
rece la mutagenicidad, mientras que, por otro lado, sustituyentes alquı́licos en el doble
enlace la dificultan (C-016, o comparado los fragmentos F1, F2, F4 y F5 con F7, F8, F9 y
F10, respectivamente). Esto es debido a una reducción de la carga positiva en el carbo-
no terminal del doble enlace, sitio preferido para el ataque nucleofı́lico111, 186, produci-
do a través de un mecanismo de acción tipo adición de Michael con el sulfhidrilo del
glutation (GSH) o bién mediante una reacción enzimática catalizada por la glutatión
transferasa187, 188. El déficit de GSH hasta niveles inferiores al 20 %189 provocado por
los carbonilos α, β-insaturados, favorece la generación de radicales libres de oxı́geno
(ROS). Estos ROS pueden iniciar peroxidación lipı́dica y otros procesos, dando lugar
a un aumento del daño celular citotóxico/genotóxico190. Por lo tanto, la presencia de
un doble enlace terminal sin substituyentes electrodadores hace a estos compuestos
más mutagénicos para estos ensayos. Al mismo tiempo y, siguiendo el mecanismo de
adición de Michael, la presencia de sustituyentes electroaceptores en el doble enlace
incrementa la mutagenicidad de la molécula116, 191, p. ej. fragmento F7 (Figura 3.8).
En comparación con los resultados del ensayo de Ames, vemos que esta reactividad
como receptores de Michael es más pronunciada en el ensayo con células de mamı́fero,
observando los valores más altos en la variación de las contribuciones, posiblemente
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Figura 3.8: Fragmentos moleculares y contribuciones a la mutagenicidad del en-
sayo en células de mamı́fero de los modelos. A) QSAR5, B) QSAR3.
60 ALFONSO PÉREZ GARRIDO
porque, como hemos dicho, los aceptores tipo Michael son electrófilos blandos y como
tales su reactividad es mayor con nucleófilos blandos como el GSH, que, al parecer,
es el paso principal para producir daño en el DNA en células de mamı́fero para estas
sustancias189, 190.
Además el modelo QSAR5 es otro de los modelos incluı́dos por la Unión Europea
dentro de su base de datos para la evaluación regulatoria de productos quı́micos con
arreglo al Reglamento REACH (QMRF Q14-26-8-160).
3.3. Complejación con la β-CD
En los estudios QSPR de complejación con la β-CD que realizamos de diversas fa-
milias de sustancias empleando para ello distintas familias de descriptores, están resu-
midos en la Tabla 3.8, junto con sus parámetros estadı́sticos.
Existen diferencias sustanciales en la varianza experimental explicada por ambos
modelos QSPR1 y QSPR2, en comparación con el resto. Ası́, mientras que los modelos
topológico y TOPS-MODE son capaces de explicar un 84 % y 86 % de la varianza expe-
rimental, respectivamente, los otros modelos, sólo pueden explicar un 79,9 %. La capa-
cidad de predicción, expresada por Q2CV−LOO y Q
2
EXT , es superior en ambos modelos,
incluso que en aquellos basados en descriptores tridimensionales (3DMoRSE, WHIM,
RDF, GETAWAY y Randić).
Tanto el modelo QSPR1 como el QSPR2 determinan, para este conjunto de molécu-
las, que las interacciones estéricas (van der Waals) e hidrofóbicas son de primordial
importancia en los procesos de inclusión con la β-CD. Como ya comentamos en la in-
troducción, se ha observado que estas interacciones son las de mayor importancia en
la complejación con la β-CD. Un ejemplo de ésto lo podemos ver en los valores que
adoptan las variables más significativas (1ΩXu y 2ΩZM1V ) de la ecuación 3.1 (Figura
3.9) para el QSPR1, donde se destaca que el aumento del tamaño moleculardebido a la
presencia de un anillo bencénico estabiliza el complejo debido a fuertes interacciones
de van der Waals y la presencia de grupos hidroxilo alifáticos (más hidrofı́licos) influye
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negativamente.
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log K = 0.488(±0.027)1ΩXu− 0.392(±0.026)2ΩZM1V − 0.239(±0.027)3ΩLPRS +
+0.076(±0.026)4ΩSMTIV + 0.337(±0.026)6ΩZM1− 0.134(±0.027)7ΩT (N..S)−
−0.161(±0.030)8ΩPHI − 0.160(±0.027)9ΩJ − 0.127(±0.026)10ΩT (O..O) + (3.1)
+2.535(±0.027)
Figura 3.9: Contribuciones de cada variable al valor final de log K para A) 1,3-
propanodiol (sustancia 11) y 1-butanol (sustancia 14) B) alobarbital (sustancia
135) y mefobarbital (sustancia 180)
Para el QSPR2 la influencia de las interacciónes estéricas (van der Waals) e hidrofóbi-
cas viene determinada por: (i) las variables ponderadas con la hidrofobicidad y el radio
de van der Waals explican un 32.3 % y 28.5 %, respectivamente, de la varianza (ver Ta-
bla 3 referencia 165); (ii) el carácter hidrofóbico de los fragmentos F9 a F15 y F19 a F21,
los cuáles presentan unas elevadas contribuciones al fenómeno de la complejación (ver
Figura 3.10) y (iii) el incremento de la ramificación (fragmentos F9 a F11) ya que esta
es necesaria para lograr el óptimo desarrollo de los contactos de van der Waals con el
interior de la β-CD.
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Figura 3.10: Fragmentos moleculares seleccionados y contribuciones a la constan-
te de complejación con la β-CD.
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Los descriptores TOPS-MODE (QSPR2) permiten el desarrollo de QSPR robustos y
con carácter predictivo de similar a los que usan descriptores globales136. Por otro lado,
permiten la interpretacion de los resultados en términos de contribuciones de fragmen-
to identificando aquellos grupos o fragmentos moleculares que pueden ser responsa-
bles de la propiedad estudiada de la misma manera que los estudios subestructurales.
Para ésto, los estudios subestructurales necesitan recoger una cantidad importante de
datos para cada tipo de compuestos, mientras TOPS-MODE, es capaz de reconocer este
patrón estructural para sólo un compuesto presente en el set de datos160. Ésto es posible
debido a que estos descriptores, los cuales describen la estructura molecular como un
todo, en términos de caracterı́sticas hidrofóbicas, estéricas y electrónicas de las molécu-
las y al mismo tiempo pueden ser transformados en contribuciones locales. Además,
permiten obtener nuevas hipótesis, que pueden constituir la base para nuevas interpre-
taciones estructurales después de confirmaciones experimentales.
3.4. Predicciones de complejación con la β-CD y mutagenicidad para los ácidos ha-
loacéticos y los monómeros dentales
Si la utilidad de los modelos QSAR radica en su habilidad para predecir con preci-
sión la actividad para las nuevas sustancias, esta precisión debe quedar asegurada de
algún modo. Ası́, además de la validación del modelo, se debe incluir la determina-
ción de un dominio de aplicación definido en el espacio de los descriptores moleculares
empleados para obtener el mismo. Existen varios métodos para evaluar el dominio de
aplicación de los modelos QSAR192, 193 pero de éllos el más común es la determinación
de los valores de leverage (h) de cada compuesto194. Una sustancia estarı́a dentro del
dominio de aplicación del modelo cuando presente un valor de leverage (h) inferior al
umbral h∗ (h∗ se fija generalmente 3p/n, donde n es el número de los compuestos y p
el número de parámetros del modelo). Sólamente las predicciones para las sustancias
cuyo valor de h esté dentro del dominio de aplicación en el cual se ha construı́do el
modelo pueden considerarse de confianza195. En la Tabla 3.9 tenemos los valores de
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mutagenicidad y complejación con la β-CD para los HAA y en la Tabla 3.10 para los
carbonilos α-β-insaturados.
Tabla 3.9: Valores de potencia mutagénica y complejación con la β-CD reales y predi-
chos por los distintos modelos para la familia completa de ác. haloacéticos.
NOMBRE QSAR1 h∗ =0.60 QSPR1 h∗ =0.14 QSPR2 h∗ =0.129
logTA100 h log K Pred. h log K Pred. h
fluoroiodoacético 1.698 0.447 0.168 0.103 0.929 0.065
difluoroiodoacético 1.008 0.39 -0.424 0.246 1.503 0.096
iodoacético 0.776 - 0.759 0.044 0.795 0.042
bromoacético 0.364 - 0.823 0.038 0.325 0.069
cloroiodoacético -0.557 0.281 0.735 0.079 1.142 0.085
clorofluoroiodoacético -0.832 0.235 0.171 0.214 1.979 0.152
dibromoacético -1.203 - 0.753 0.078 1.018 0.099
bromocloroacético -1.207 - 0.792 0.077 0.784 0.085
bromoiodoacético -1.326 0.371 0.693 0.083 1.378 0.108
bromofluoroiodoacético -1.342 0.303 0.147 0.212 2.288 0.212
bromofluoroacético -1.527 0.164 0.216 0.101 0.578 0.078
tricloroacético -1.806 0.385 0.822 0.206 2.088 0.116
dicloroacético -1.83 - 0.827 0.078 0.555 0.079
fluoroacético -1.856 0.158 0.287 0.065 0.021 0.078
cloroacético -1.943 - 0.864 0.036 0.124 0.074
clorofluoroacético -1.951 0.186 0.246 0.101 0.363 0.078
difluoroacético -1.972 0.191 -0.346 0.144 0.201 0.084
dibromofluoroacético -2.401 0.336 0.184 0.215 2.190 0.147
bromodicloroacético -2.41 0.368 0.798 0.202 2.408 0.168
diclorofluoroacético -2.489 0.396 0.225 0.221 1.596 0.072
bromodifluoroacético -2.713 0.395 -0.395 0.248 1.427 0.071
dicloroiodoacético -2.714 0.555 0.758 0.197 2.518 0.237
tribromoacético -2.756 0.341 0.743 0.195 3.085 0.300
bromoclorofluoroacético -2.844 0.392 0.206 0.218 1.887 0.102
dibromocloroacético -2.949 0.364 0.772 0.198 2.740 0.231
clorodifluoroacético -3.254 0.445 -0.381 0.252 1.163 0.065
trifluoroacético -3.274 0.441 -1.215 0.310 0.786 0.086
bromocloroiodoacético -4.402 0.695 0.729 0.195 2.857 0.308
dibromoiodoacético -5.554 0.798 0.697 0.193 3.210 0.379
fluorodiiodoacético -8.45 0.907 0.105 0.210 2.429 0.300
diiodoacético -9.656 0.926 0.627 0.091 1.756 0.138
clorodiiodoacético -15.668 0.967 0.682 0.193 3.020 0.397
bromodiiodoacético -18.84 0.977 0.646 0.193 3.381 0.465
triiodoacético -45.679 0.996 0.592 0.195 3.590 0.546
Respecto a la mutagenicidad de los HAA vemos que los ácidos fluoroiodoacético y
difluoroiodoacético presentan valores altos de potencia, incluso mayores que los más
mutagénicos conocidos para esta familia como son, el ác. iodoacético o bromoacético.
Además es posible de que estas dos sustancias estén presentes en aguas fluoradas ri-
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Tabla 3.10: Valores de actividad mutagénica y complejación con la β-CD reales y predi-
chos por los distintos modelos para los monómeros dentales más comunes.
AMES AMES MCGM MCGM log K Pred. log K Pred.
NOMBRE QSAR2a QSAR4a QSAR3a QSAR5a QSPR1a QSPR2a
trietilenglicol dimetacrilato (TEGDMA) -1b -1b 1b 1b -0.827 2.912
bisfenol-A- glicidil metacrilato (Bis-GMA) -1b -1b 1 1 3.467 1.351
uretano dimetacrilato (UDMA) -1 -1 1 -1 -1.443 4.314
hidroxietilmetacrilato (HEMA) -1b -1b 1 1 0.632 1.310
metilmetacrilato (MMA) -1 -1 1 1 0.765 0.985
butilmetacrilato (BMA) -1b -1b 1 1 1.114 2.377
etilmetacrilato (EMA) -1b -1b 1 1 0.895 1.574
acrilato de metilo -1b -1b 1b 1b 0.765 0.563
Etil acrilato -1 -1 1b 1b 0.861 1.180
2-hidroxietil acrilato -1b -1b 1b 1b 0.559 0.929
2-etoxietil acrilato -1 -1 1 1 0.557 1.777
2-etoxipropil acrilato -1 -1 1 1 0.572 2.273
tetrahidrofurfuril metacrilato (THFMA) -1 -1 1 1 2.448 2.348
hexane-1,6-diyl bis(2-methylacrylate) (1,6-ADMA) -1 -1 1 1 0.418 3.543
octane-1,8-diyl bis(2-methylacrylate) (1,8-ADMA) -1 -1 1 1 0.423 3.972
3-(acryloyloxy)-2-hydroxypropyl methacrylate (GAM) -1 -1 1 1 -0.286 2.299
2-hydroxypropane-1,3-diyl bis(2-methylacrylate) (GMR) -1 -1 1 1 -0.190 2.538
2-(phenylcarbamoyloxy)ethyl methacrylate (MEPC) -1 -1 1 1 2.024 2.707
6-hydroxyhexyl methacrylate (6-HHMA) -1 -1 1 1 0.775 2.767
4-(2,3-diamino-3-oxopropyl)phenyl methacrylate (MTYA) -1 -1 1 1 2.392 2.890
a Valores en negrita corresponden a predicciones fuera del dominio de aplicación del modelo correspondiente.
b Valores experimentales.
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cas en bromuro/ioduro. En futuras determinaciones experimentales de mutagenicidad
serı́a interesante priorizar estas dos sustancias frente a la familia completa de HAA.
Respecto a la complejación con la β-CD de los HAAs el modelo QSPR2 obtenido
con los descriptores basados en la aproximación TOPS-MODE, consigue obtener pre-
dicciones para un mayor número de sustancias que el QSPR1, que, como se ha dicho,
es obtenido con los descriptores topológicos. En general, los valores obtenidos del log
K no superan los valores más comunes de complejación para fármacos o ingredientes
alimentarios (log K=2,3 con valores medios de 2,69)138, 196, por lo que es de esperar que
la interacción entre los ácidos haloacéticos y la β-CD sea de escasa importancia.
Por otro lado, para los monómeros dentales (ver Tabla 3.10), entre los que cabe des-
tacar el sistema Bis-GMA/TEGDMA197 y el UDMA, (el cual mejora en resistencia a los
anteriores198) podemos observar como los modelos QSAR desarrollados presentan pre-
dicciones negativas para el ensayo de Ames y un carácter mutagénico para el ensayo
con células de mamı́fero; si bien, destacar que el monómero UDMA presenta ambigue-
dad para este último punto final. La mutagenicidad predicha por estos modelos QSAR
para el ensayo con células de mamı́fero genera una alerta respecto a estas sutancias, las
cuáles se deben tener en cuenta para futuras determinaciones experimentales.
En cuanto a la complejación con la β-CD de estos monómeros observamos, al igual
que sucede con los HAA, que el QSPR2 obtiene predicciones válidas para un mayor
número de sustancias que el QSPR1. Hay que resaltar que monómeros como el TEGD-
MA, 1,6-ADMA, 1,8-ADMA, GMR, MEPC y 6-HHMA, anteriormente predichos como
mutagénicos, presentan valores de complejación. Por lo tanto, estas sustancias podrı́an
desplazar de sus complejos a aquellos fármacos o ingredientes alimentarios cuyo va-
lor de log K sea inferior a sus valores correspondientes, pudiéndose llegar a algún
tipo de interacción. Para futuras investigaciones, serı́a interesante determinar experi-
mentalmente la mutagenicidad o carcinogenicidad de estas sustancias predichas como
mutagénicas, además de determinar su complejación con la β-CD y el efecto derivado
de ésta interacción (antagonismo o sinergismo) mediante ensayos in vivo.
CONCLUSIONES
Las siguientes conclusiones fueron obtenidas en relación a los objetivos de este tra-
bajo.
Fue posible modelar la potencia mutagénica en S. Typhimurium cepa TA100 sin
activación metabólica para una serie de derivados halogenados empleando para
ello distintas familias de descriptores. El modelo QSAR1 basado en los descrip-
tores derivados de TOPS-MODE obtuvo los mejores resultados estadı́sticos, pre-
diciendo mutagenicidad para los ácidos fluoroiodoacético y difluoroiodoacético,
los cuáles podrı́an encontrarse en aguas fluoradas ricas en bromuro (o ioduro).
Por tanto, deberı́an confirmarse estos datos experimentalmente, además de con-
trolarse y regularse los valores máximo admisibles de estas sustancias en el agua
potable para evitar efectos mutagénicos.
Fue posible modelar la actividad mutagénica en S. Typhimurium y en células de
mamı́fero para una serie de carbonilos α, β-insaturados, empleando para ello dis-
tintas familias de descriptores. Se obtuvieron varios modelos con capacidad su-
ficiente para predecir la actividad mutagénica (QSAR2 y QSAR4 para el ensayo
de Ames y QSAR3 y QSAR5 para el ensayo en células de mamı́fero). Además,
los modelos QSAR desarrollados en este trabajo han proporcionado nuevas prue-
bas que avalan su utilidad desde el punto de vista del modelado molecular (bajos
recursos computacionales); a su vez pueden ser empleados como instrumentos
para la evaluación del riesgo toxicológico, incluyéndose en aquellos sistemas de
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expertos donde las SAs estén implementadas, como ocurre en el TOXTREE.
Fue posible modelar la complejación con la β-CD para una serie de moléculas
no-congenéricas empleando para ello distintas familias de descriptores. Con los
modelos obtenidos (QSPR1 y QSPR2) se hicieron predicciónes para las dos fa-
milias de compuestos, observándose que para los HAA esta interacción no serı́a
termodinámicamente significativa y, en cambio, si lo serı́a para los carbonilos
α, β-insaturados mutagénicos como el TEDGMA, 1,6-ADMA, 1,8-ADMA, GMR,
MEPC y 6-HHMA, los cuáles podrı́an llegar a desplazar al huésped de sus com-
plejos.
Los mecanismos de actuación mutagénica tanto para los HAA como para los car-
bonilos α, β-insaturados, ası́ como los mecanismos de complejación con la β-CD
deducidos de los modelos obtenidos corroboran las hipótesis realizadas hasta el
momento por otros autores.
Las alertas estructurales identificadas de mutagenicidad tanto para los derivados
halogenados como para los carbonilos α, β-insaturados, ası́ como las contribu-
ciones de determinados fragmentos a la constante de complejación con la β-CD,
fueron consistentes con las evidencias experimentales. Además, las SAs encontra-
das podrı́an ayudar a la elucidación del posible mecanismo de acción mutagénica
para cada uno de los ensayos estudiados. Al mismo tiempo, tanto para el estu-
dio de actividades (mutagenicidad) como para el de propiedades (complejación),
se vuelve a demostrar la utilidad de los descriptores basados en la aproximación
TOPS-MODE como generadores de conocimiento.
4.1. Recomedaciones
Como recomendación final a este trabajo cabe señalar la necesidad de estudiar ex-
perimentalmente la mutagenicidad de sustancias como los ácidos fluoroiodoacéti-
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co, difluoroiodoacético, TEDGMA, 1,6-ADMA, 1,8-ADMA, GMR, MEPC y 6-HHMA,
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Abstract—The risk of the presence of haloacetic acids in drinking water as chlorination by-products and the shortage of experimen-
tal mutagenicity data for most of them requires a research work. This paper describes a QSAR model to predict direct mutagenicity
for these chemicals. The model, able to describe more than 90% of the variance in the experimental activity, was developed with the
use of the spectral moment descriptors. The model, using these descriptors with multiplicative effects provides better results than
other linear descriptors models based on Geometrical, RDF, WHIM, eigenvalue-based indices, 2D-autocorrelation ones, and infor-
mation descriptors, taking into account the statistical parameters of the model and the cross-validation results. The structural alerts
and the mutagenicity-predicted values from the model output are in agreement with references from other authors. The mutagenicity
predicted values for the three haloacetic acids, which have available experimental data (TCAA—Trichloroacetic acid, BDCAA—
Bromodichloroacetic acid, and TBAA—Tribromoacetic acid), are reasonably close to their experimental values, specially for the
latest two.
 2008 Elsevier Ltd. All rights reserved.
1. Introduction
The introduction of water disinfection processes was a
significant success in the control of waterborne dis-
eases.1 Drinking water disinfection is required to remove
harmful pollutants, including pathogenic microorgan-
isms. Some studies demonstrated that concentrated ex-
tracts of disinfected drinking water were toxic in many
in vivo and in vitro bioassays.2 Most drinking water dis-
infection by-products form as a result of the reaction be-
tween organic matter in raw water and chemical
disinfectants like chlorine. These organic compounds
come from two major sources: (1) breakdown products
of naturally occurring materials (NOM), which include
humic acids, microorganisms and their metabolites,
and some petroleum-based high molecular weight ali-
phatic and aromatic hydrocarbons; and (2) products
from domestic and commercial activities, including agri-
cultural and urban runoff and wastewater discharges.
Drinking water disinfection by-products (DBPs) repre-
sent an important class of environmentally hazardous
chemicals. They can increase the risk for human health
in long-term basis. Epidemiological studies demonstrate
that individuals who consume chlorinated drinking
water are exposed to a higher risk of developing a cancer
of stomach, pancreas, kidney, bladder, and rectum as
well as Hodgkins and non-Hodgkins lymphoma.3–5
The issues of human exposure to DBPs for epidemiolog-
ical and health risk assessment were recently reviewed.6
The haloacetic acids are the second greater group of
drinking water disinfection by-products and some of
them are rodent liver carcinogens7–9 and mutagenic in
Salmonella typhimurium.10–15 There is a shortage of
information about carcinogenic and mutagenic potency
for these chemicals. The use of methods which are able
to predict such values are important for toxicological
risk assessment. This is the reason for our having
developed this QSAR model in order to predict the muta-
genicity in S. typhimurium strain TA100. The mutagenic-
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ity in S. typhimurium as determined by the Ames test is
used world-wide for initial screening to determine the
mutagenic potential of new chemicals and drugs. It is
know that there is a high predictive value for rodent car-
cinogenicity when a mutagenic response is obtained.16–18
A Ref. 19 has been found describing a QSAR model to in-
fer the mechanism of action of mono-, di-, and tri-haloge-
nated acids by relating the 1- and 2-atom fragment
contributions towards the total toxicity as predicted by
TOPKAT to certain types of descriptor. The theory being
that there is a good correlation between the two is a rea-
sonable indication of a particular mechanism of action.
There are more than 3200 molecular descriptors that can
be used to solve the problem outlined above.20 A useful
kind of descriptors in Medicinal Chemistry have been
introduced some years ago.21–27 The descriptors based
on spectral moments are a good example of these ones.
Recently, the MARCH-INSIDE (MARkovian
CHemicals IN SIlico Design) descriptors were intro-
duced.28–30 This kind of descriptors have proved to be
very useful in studies with proteins,31,32 anticancer com-
pounds33, and antimicrobials.34 The other type of
descriptors based on spectral moments are named
TOPS-MODE (TOPological Sub-structural MOlecular
DEsign) descriptors35–37 and they are the spectral
moments of the bond matrix weighted in the main
diagonal with different physicochemical parameters.
These descriptors are easy to calculate and they can
be used when there are a heterogeneous series of
compounds.22,38
The successful application of this theoretical approach
to the modeling of toxicological39–41 and ecotoxicologi-
cal42,43 properties has also inspired us to perform a more
exhaustive study.The intention was to test and validate
TOPS-MODE applicability in assessing discovery of
leads and mutagenic impact of chemicals. The selection
of a data set on mutagenic toxicity is not random.
Descriptors based on spectral moments show a clear
interest in new QSAR model research in bioorganic
and medicinal chemistry fields. We focus our research
work to develop a QSAR model based on spectral mo-
ments because of the advantages of easy use and
understanding.
2. Materials and methods
2.1. Data set
A data set of 42 halogenated derivatives was collected
from literature and U.S. National Toxicological Pro-
gram (NTP) (Table 1). The updated NTP database is
also available at the following web site: http://
ntp-apps.niehs.nih.gov/ ntp_tox/index.cfm. In this data
set are included nitrohaloalkanes, haloacids, haloalde-
hides, halocetones, haloalcohols, haloepoxides, and
haloalkanes and the most of them are well-known alkyl-
ating agents. A big group of such compounds is present
in drinking water as disinfection by-products.
The activity is define as the logarithm of TA100 strain S.
typhimurium Ames test44 without activation and with
preincubation. It is calculated as the slope of the linear
portion of the dose–response curve.45 The data set in-
cludes the values from Plewa et al.13,15 The preincuba-
tion protocol used by these authors (1 h instead of
20 min) is different from that of the NTP protocol.
The values from the previous by mentioned authors
were adjusted using a correction factor calculated as
the ratio between the NTP values (tested following a
preincubation period of 20 min) and the Plewa et al.
values.
2.2. The TOPS-MODE descriptors
The TOPS-MODE descriptors are based on the calcula-
tion of the spectral moments of the so-called bond ma-
trix.46 The theoretical basis has been described in
previous reports.35,36 Nevertheless, an overview of this
descriptor family is going to be given below. The bond
matrix is defined as a square and symmetric matrix
whose entries are ones or zeros if the corresponding
bonds are adjacent or not. The order of this matrix
(m) is the number of bonds in the molecular graph,
being two bonds adjacent if they are incident to a com-
mon atom. The spectral moments of the edge adjacency
matrix are defined as the traces. That is the sum of the
main diagonal of the different powers of such matrix.
Several bond weights such as standard bond distance
(Std), standard bond dipole moments (Dip, Dip2),
hydrophobicity (H), polar surface area (Pols), polariz-
ability (Pol), molar refractivity (Mol), van der Waals ra-
dii (vdW), and Gasteiger–Marsilli charges (Gas) were
used for computing the spectral moments of the bond
matrix. Since most of the approaches for computing
physicochemical properties from fragment are based
on atom-additive methods, several transform from
atomic to bond contributions were carried out. The
way in which these atomic contributions were trans-
formed into bond contributions has been described by
Estrada et al.47:





where wi and di are the atomic weight and vertex degree
of the atom i. The calculation of the TOPS-MODE
descriptors was carried out with the software MODE-
SLAB 1.0.48 The input of the software consists of
SMILES codes for each compound.49 We calculated
the first 15 spectral moments (l1–l15) for each bond
weight and the number of bonds in the molecules (l0).
Also, we multiplied l0 and l1 for the first 15 spectral
moments obtaining 30 new variables. These variables in-
clude very valuable information due to the nonlinear
behaviour of the biological process.26 To apply the cur-
rent approach to the structure–toxicity relationship, the
following steps should be followed: first, to select an
adequate training set according to the aim and scope
of the research. Second, to draw the molecular graphs
for each molecule included in the training set. The third
step is to differentiate the molecular bonds with appro-
priate weights. The fourth one is to compute the spectral
moments of the bond matrix for each molecule of the
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data set. The fifth step is to find a quantitative structure–
toxicity relationship by using a regression analysis:
P ¼ a0l0 þ a1l1 þ a2l2 þ . . .þ aklk þ b ð2Þ
where P is the studied activity, in our case, the log
TA100 partitioning, lk is the k-th spectral moment,
and the ak are the coefficients obtained by linear regres-
sion. The sixth step is to test the predictive capability of
the regression model by cross-validation procedures and
an external prediction set. And finally, to compute the
contribution of the different substructures to determine
their quantitative contribution to the mutagenicity of
the studied molecules.
2.3. Structural alerts identification
The identification of structural alerts (fragment contri-
bution) to the toxicity is based on bond contributions.
This procedure, implemented in MODESLAB software,
consists in transforming a QSAR model into a bond
additive scheme. As a result we calculate for each mole-
cule the toxicological property as a sum of bond contri-
butions. Bond contributions are derived from the local
spectral moments. They are defined as the diagonal en-
tries of the different powers of the weighted E matrix.
lTk ðiÞ ¼ biiðT Þ
k ð3Þ
where lTk ðiÞ is the k-th local spectral moment of the bond
i, bii(T) are the diagonal entries of the weighted E matrix
and T is the type of bond weight.
For a given molecule, we can substitute the values of the
local spectral moments computed by Eq. 3 into Eq. 4
and thus gather the total contribution to the toxicity
of its different bonds.
P ¼ b0 þ
X
k
ak  lTk ð4Þ
Since the activity modeled is expressed as log TA100,
positive bond contributions increase the TA100 value
and increase the mutagenic activity and vice versa. The
structural information highlighted by the bond contri-
Table 1. Names, CAS number, mutagenic potency, and reference to the compounds used in this study
Compounds Name CAS Log TA100 Reference
1 2,4,4-Trichloro-3-(dichloromethyl)-2-butenoic acid 97055-37-3 2.821 95
2 (Z)-2,4,4-Trichloro-3-formyl-2-butenoic acid 117823-31-1 4.070 95
3 (Z)-2,4-Dichloro-3-formyl-2-butenoic acid — 2.847 95
4 (Z)-2-Chloro-3-methyl-4-oxo-2-butenoic acid — 0.319 95
5 (E)-2,4,4-Trichloro-3-(chloromethyl)-2-butenoic acid — 3.466 95
6 (S)-2,3-Dibromopropanal 5221-17-0 0.522 96
7 Dichloroacetic acid 79-43-6 1.829 13
8 Chloroacetic acid 79-11-8 1.943 13
9 Bromoacetic acid 79-08-3 0.363 13
10 2-Bromopropane 75-26-3 1.716 NTP
11 2,3-Dichloro-1-propene 78-88-6 0.0065 NTP
12 (R)-1,2-Dichloropropane 78-87-5 2.473 NTP
13 2,2-Dichloroacetyl Chloride 79-36-7 1.212 NTP
14 1,3-Dichloro-2-propanol 96-23-1 1.837 NTP
15 (S)-2,3-Dibromo-1-propanol 96-13-9 0.334 NTP
16 1,2-Dibromoethane 106-93-4 0.607 NTP
17 (R)-2-(Chloromethyl)oxirane 106-89-8 0.692 NTP
18 2-Chloroacetaldehyde 107-20-0 0.789 NTP
19 2-Chloroethanol 107-07-3 2.074 NTP
20 3-Chloro-1-propene 107-05-1 2.326 NTP
21 (E)-1,4-Dichloro-2-butene 110-57-6 0.179 NTP
22 (2S,3S,4S,5S)-1,6-Dibromohexane-2,3,4,5-tetraol 488-41-5 1.607 NTP
23 (R)-2-(Fluoromethyl)oxirane 503-09-3 1.092 NTP
24 2-Bromoethanol 540-51-2 2.075 NTP
25 (E)-1,3-Dichloro-1-propene 542-75-6 0.010 NTP
26 (S)-3-Iodo-1,2-propanodiol 554-10-9 1.260 NTP
27 2-Chloro-2-nitropropane 594-71-8 1.874 NTP
28 (R)-1-Chloro-1-nitropropane 600-25-9 0.679 NTP
29 (S)-2,3-Dichloro-1-propanol 616-23-9 0.746 NTP
30 3-Bromo-1-propanol 627-18-9 1.694 NTP
31 Dibromoacetic acid 631-64-1 1.203 NTP
32 2-Chloroethyl acrylate 2206-89-5 1.214 NTP
33 (S)-2-(2,2,2-Trichloroethyl)oxirane 3083-25-8 1.193 NTP
34 (S)-2-(Trichloromethyl)oxirane 3083-23-6 0.455 NTP
35 (R)-2-(Bromomethyl)oxirane 3132-64-7 0.371 NTP
36 3-Chloro-N,N-dimethyl-1-propanamine 5407-04-5 2.400 NTP
37 Bromochloroacetic acid 5589-96-8 1.207 NTP
38 (S)-2,3-Dibromopropyl acrylate 19660-16-3 1.550 NTP
39 (R)-1-Bromo-2-propanol 19686-73-8 1.793 NTP
40 2-Bromoacrylaldehyde 14925-39-4 0.207 97
41 3-Bromo-3-buten-2-one 61203-01-8 0.886 97
42 Iodoacetic acid 64-69-7 0.776 15
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butions may allow, together with other theoretical and
experimental data, a better understanding of the mecha-
nisms of mutagenic action of the involved chemicals.
Also, it can be useful for the proposal of new metabolic
routes associated with the mutagenesis phenomenon.
2.4. Computational strategies
Calculation of spectral moments was carried out using
Modeslab 1.0 software48 taking the Simplified Molecu-
lar Imput Line Entry Specification (SMILES) format49
of the geometrically optimized compound structure by
Cosmic module of Tsar 3.3 software (Accelryc Inc.,
http://www.accelrys.com). The other family of descrip-
tors like Geometrical (74 descriptors), RDF (150
descriptors), WHIM (99 descriptors), eigenvalue-based
indices (44 descriptors), and 2D-autocorrelation (96
descriptors) was calculated used Dragon Web.50 The
variables with constants or close to constants values
were deleted. The mathematical models were obtained
by means of Multiple Regression Analysis (MRA) as
implemented in the Tsar 3.3 software. The variables to
be included in the equation were selected using forward
stepwise procedure as variable selection strategy.51
2.5. Model selection and validation
The statistical significance of the models was determined
by examining the squared regression coefficient (R2), the
standard deviation (s), the Fisher ratio (F) and the ratio
between the number of cases and the number of adjust-
able parameters in the model q statistic which we assume
as the criterion q P 4.52
In addition, further criteria exist to compare the quality
of the models obtained. One of them uses the correlation
coefficient R which is barely meaningful because it tends
to select as many variables as possible as well as the
standard deviation s. The other criterion is the Kubinyi
function (FIT), being closely related to the F value,
which was created and proved to be useful.53,54 The best
model will be the one that exhibits the high value of this
function. The other of these criteria was formulated by
Akaike sometime ago.55,56 Akaike’s information criteria
(AIC) take into account the statistical goodness of fit
and the number of parameters that have to be estimated
to achieve that degree of fit. The model that produces
the minimum value of these statistics should be consid-
ered potentially the most useful. The outliers detection
was carried out for the compounds that have large
residual.
The robustness of the models and their predictivity were
evaluated by Q2 leave-one-out (LOO) cross-validation,
an equivalent statistic to R2, and bootstrapping test
ðQ2bootÞ. The stability when a heavy perturbation in the
training set is applied was checked by response random-
ization (Y-scrambling) (a(R2) and a(Q2)) procedures.
These calculations were carried out with the software
Mobydigs Computer Software 1.0.57 To sum up, a good
quality of the models was indicated by high values in F,
FIT, and q, lower values in AIC and s, as well as close to
one values in R2, Q2, and Q2boot.
2.6. Orthogonalization of descriptors
The main drawback of collinearity from the point of
view of a QSAR model is about the stability of the coef-
ficients in the linear regression model. In the case of the
TOPS-MODE descriptors this can be translated into
false interpretation of bond contributions. The magni-
tude and sign of them can be falsified by the effect pro-
duced by the existence of collinear variables in the
model. We employed the Randic’ method of orthogo-
nalization which has been described in detail in several
papers.58–62 Thus, we will give only a general overview
here.
The first step for orthogonalizing the molecular
descriptors is to select the appropriate order of
orthogonalization, which, in this case, is the order of
significance of the variables in the model. The first
variable (v1) is taken as the first orthogonal descrip-
tors X v1 and the second one is orthogonalized respect
to it by taking the residual of its correlation with Xv1.
The process is repeated until all variables are com-
pletely orthogonalized and the orthogonal variables
are then used to obtain the new model. For the
extraction of the information contained in the orthog-
onalized descriptors we followed the procedure re-
ported by Estrada et al.22
2.7. Applicability domain of the models
Once we obtained the model we defined its applicabil-
ity domain to make predictions for the rest of haloace-
tic acids. There are several methods for assessing the
applicability domain (AD) of QSAR models63 but the
most common one encompasses determining the lever-
age values for each compound.64 To visualize the AD
of a QSAR model, the plot of standardized residuals
versus leverage values (h) (the Williams plot) can be
used for an immediate and simple graphical detection
of both the response outliers (i.e., compounds with
standardized residuals greater than two standard devi-
ation units) and structurally influential chemicals in a
model (h > h*). These calculations were carried out
with the software Mobydigs Computer Software
1.0.57 Figure 8 shows the Williams plot, i.e., for each
compound of the training set. From this plot, the
applicability domain is established inside a squared
area within ±2 standard deviations and a leverage
threshold h* of 0.68 (h* = 3j/n, being j the number
of model parameters and n the number of objects).
For making predictions, predicted mutagenicity data
must be considered reliable only for those chemicals
that fall within the applicability domain on which the
model was constructed.65
3. Results and discussion
3.1. QSAR model
The best QSAR model obtained with the spectral mo-
ments is given as follows together with the statistical
parameters of the regression.
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log TA100 ¼ 8:052  1011ð1:54  1011ÞlStd15
 5:302  102ð1:12  102ÞlPols1
þ 5:723  108ð1:09  108ÞlMol7
 7:991  1010ð1:26  1010Þl0lDip13
þ 2:152  108ð4:39  109Þl0lPols5
þ 1:599  102ð1:59  103Þl1lDip22
 3:331  1010ð1:01  1010Þl1lDip214
 2:208  108ð4:66  109Þl1lPol9
 1:163ð0:28Þ
N ¼ 42; R2 ¼ 0:842; Q2ðCV-LOOÞ ¼ 0:684;
s ¼ 0:679; F ¼ 21:98; AIC ¼ 0:659; FIT ¼ 1:659
Q2boot ¼ 0:639; aðr2Þ ¼ 0:114; aðQ2Þ ¼ 0:49
ð5Þ
where N is the number of compounds included in the
model, R the correlation coefficient, s standard devia-
tion of the regression, F the Fisher ratio, Q2 the cor-
relation coefficient of the cross-validation, AIC the
Akaike Information Criterion and FIT the Kubinyi
Function. The values of the descriptors are presented
in Table 2.
Although this theoretical model has eight variables
and acceptable statistical parameters, a step-by-step
outlier extraction procedure led to different models
with a better statistical profile. In this study, two out-
liers extracted represented a 4.76% of the whole data.
Compounds 4 ((Z)-2-chloro-3-methyl-4-oxo-2-butenoic
acid) and 9 (Bromoacetic acid) present large residuals
and should be considered as outliers. Compound 4 is
structurally similar to compounds 1 (2,4,4-trichloro-3-
(dichloromethyl)-2-butenoic acid), 2 ((Z)-2,4,4-tri-
chloro-3-formyl-2-butenoic acid), 3 ((Z)-2,4-dichloro-
3-formyl-2-butenoic acid), and 5 ((E)-2,4,4-trichloro-
3-(chloromethyl)-2-butenoic acid) of the training set.
Compound 4 has a main action mechanism through-
out adenosine adduct66 and for that reason it has a
low value of the activity respect its peer butenoic
acids which have a mechanism of action through
guanosine adduct. Even though it is known that
AT sites are the primary targets in studied strains
TA98 or TA100, only compounds with mechanism
of action throughout guanosine adducts (GC sites)
are detected by a TA100 strain mutagenicity Ames
test. This fact explains the observed differences be-
tween both. The other outlier, compound 9, and, like
Iodoacetic acid but in minor amount, could induce
its genotoxic damage via an oxidative stress mecha-
nism67 unlike the rest of brominated derivatives pres-
ent in the training set. For the same reason the
Iodoacetic acid must be an outlier but together with
(S)-3-iodo-1,2-propanodiol is the unique Iodine deriv-
atives presents in this training set. On removal of
these compounds from the training set, the next
equation is obtained:
log TA100 ¼ 8:95  1011ð1:26  1011ÞlStd15
 5:77  102ð9:42  103ÞlPols1
þ 5:87  108ð8:79  109ÞlMol7
 8:57  1010ð1:03  1010Þl0lDip13
þ 2:30  108ð3:61  109Þl0lPols5
þ 1:75  102ð1:33  103Þl1lDip22
 4:07  1010ð8:39  1011Þl1lDip214
 2:26  108ð3:77  109Þl1lPol9
 1:24ð0:23Þ
N ¼ 40; R2 ¼ 0:902; Q2ðCV-LOOÞ ¼ 0:842;
s ¼ 0:548; F ¼ 35:730; AIC ¼ 0:727; FIT ¼ 1:529
Q2boot ¼ 0:718; aðr2Þ ¼ 0:125; aðQ2Þ ¼ 0:392
ð6Þ
We detected high correlation coefficients among the
descriptor values of model (Eq. 6). Table 3 shows that some
of regression coefficients were higher than 0.70, showing
that they were closely correlated. Therefore, orthogonali-
zation of the molecular descriptors was conducted.
Orthogonalization of molecular descriptors was under-
taken to avoid collinearity among variables and model
overfitting. Collinearity of variables should be as low
as possible because interrelatedness among different
descriptors can result in highly unstable models. The
QSAR model obtained with the spectral moments (Eq.
7) after orthogonalization is given below, together with
the statistical parameters of regression analysis.
log TA100 ¼ 6:52  103ð5:64  104ÞXl1lDip22
 1:80  1010ð2:42  1011Þ2Xl0lDip13
þ 1:34  1011ð6:35  1012Þ3XlStd15
þ 7:09  109ð2:22  109Þ4XlMol7
þ 4:81  109ð1:62  109Þ5Xl0lPols5
 4:50  102ð9:05  103Þ6XlPols1
 1:85  108ð3:67  109Þ7Xl1lPol9
 4:07  1010ð8:39  1011Þ8Xl1lDip214
 1:91ð0:13Þ
N ¼ 40; R2 ¼ 0:902; Q2ðCV-LOOÞ ¼ 0:842;
s ¼ 0:548; F ¼ 35:730; AIC ¼ 0:727; FIT ¼ 1:529
Q2boot ¼ 0:718; aðr2Þ ¼ 0:125; aðQ2Þ ¼ 0:392
ð7Þ
Once the non-desirable collinearity problems among the
descriptors were eliminated the model obtained with the
TOPS-MODE descriptors was compared with other
families.
3.2. Comparison with other descriptors
The spectral moments were compared with other meth-
odologies such as Geometrical,20 RDF,68 WHIM,20
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Table 2. Values of the spectral moments used in the model















1 2,4,4-Trichloro-3-(dichloromethyl)-2-butenoic acid 2.821 32399259648 57.53 5319063.5 3938757888 120429368 638.02 8035869184 101569274
2 (Z)-2,4,4-Trichloro-3-formyl-2-butenoic acid 4.071 17575616512 74.60 3180590.25 2981445888 131358560 559.84 4532435968 49024272
3 (Z)-2,4-Dichloro-3-formyl-2-butenoic acid 2.848 10623868928 74.60 2456188 2577081600 131358560 458.56 2109218685 31900258
4 (Z)-2-Chloro-3-methyl-4-oxo-2-butenoic acid 0.320 7693142016 74.60 1102993.125 2400710656 131358560 363.63 1201073250 29644918
5 (E)-2,4,4-Trichloro-3-(chloromethyl)-2-butenoic acid 3.466 24558442496 57.53 4594256 3502516480 120429368 528.86 4903678976 79299192
6 (S)-2,3-Dibromopropanal 0.522 29399392256 17.07 19273382 3796207104 13531792 208.51 3007512320 71086728
7 Dichloroacetic acid 1.830 9651770368 57.53 2302502 1081926919 60212696 184.65 3086136064 21476786
8 Chloroacetic acid 1.943 3874263808 57.53 1577735.875 832599616 60212696 129.84 1112014735 11595926
9 Bromoacetic acid 0.364 4498661888 57.53 10937820 795104960 60212696 127.76 1063220478 22664120
10 2-Bromopropane 1.717 28033912832 0.00 8497154 2682537216 10800 53.98 609960128 95866400
11 2,3-Dichloro-1-propene 0.007 5745217024 0.00 2748616.5 870004416 3440 83.27 362619648 30664026
12 (R)-1,2-Dichloropropane 2.473 33391790080 0.00 2751213.25 3755125504 10800 118.55 1896276782 68256624
13 2,2-Dichloroacetyl Chloride 1.212 10644528128 17.07 2722970.75 1619424644 9018675 205.95 4067141888 25971036
14 1,3-Dichloro-2-propanol 1.838 39579848704 40.46 3183758.75 4337495552 77919208 155.83 2450607360 49380968
15 (S)-2,3-Dibromo-1-propanol 0.334 45910818816 40.46 19350196 4466391040 77915872 150.53 2520851200 89414640
16 1,2-Dibromoethane 0.608 12928412672 0.00 21928546 1119365902 4620 79.61 941540928 64058428
17 (R)-2-(Chloromethyl)oxirane 0.693 61269241856 9.23 1899091.5 5696471552 143557.9219 118.07 2917894912 31245614
18 2-Chloroacetaldehyde 0.789 2879185920 17.07 1702408.375 847295168 9018675 100.31 706531968 11804425
19 2-Chloroethanol 2.074 10087707648 40.46 1808295.375 1123018729 56662730 62.17 578029184 20640296
20 3-Chloro-1-propene 2.326 3641498880 0.00 2375211.25 625260096 3440 38.46 126195640 24974387
21 (E)-1,4-Dichloro-2-butene 0.179 7802283520 0.00 3720415.5 1441410646 8360 118.55 519270304 46837468
22 (2S,3S,4S,5S)-1,6-Dibromohexane-2,3,4,5-tetraol 1.607 1.49E+11 161.84 22287698 24518873088 651642432 485.00 9049610240 198085360
23 (R)-2-(Fluoromethyl)oxirane 1.092 58288287744 9.23 601365.25 5640154112 143557.9219 114.14 2778343680 16835970
24 2-Bromoethanol 2.076 11155117056 40.46 11206682 1071490027 56662730 60.43 544268672 34284384
25 (E)-1,3-Dichloro-1-propene 0.011 4120854016 0.00 2833947.5 663904256 3440 83.27 277559616 24379362
26 (S)-3-Iodo-1,2-propanodiol 1.261 42241433600 80.92 187263327 3959013376 169988944 57.37 561084736 512510048
27 2-Chloro-2-nitropropane 1.875 56509394944 43.14 1141175.375 5407563264 123703072 85.18 1384615900 76588288
28 (R)-1-Chloro-1-nitropropane 0.679 33910702080 43.14 1291310.5 3943764992 123702896 85.18 1031692288 53157732
29 (S)-2,3-Dichloro-1-propanol 0.747 40742600704 40.46 2827282.5 4724036096 77915872 155.83 2710674432 50294844
30 3-Bromo-1-propanol 1.694 25292779520 40.46 11172864 2804492544 77915872 85.87 879171264 55146760
31 Dibromoacetic acid 1.203 12629614592 57.53 18618924 1466588211 60212696 179.88 2826977536 55349956
32 2-Chloroethyl acrylate 1.215 12221314048 26.30 2575745.75 2902270976 21329620 278.79 1935080897 47216572
33 (S)-2-(2,2,2-Trichloroethyl)oxirane 1.194 1.11E+11 9.23 3150522.5 9492755456 192085.2969 333.86 12412784640 99825096
34 (S)-2-(Trichloromethyl)oxirane 0.455 1.03E+11 9.23 3065597 6200264704 143557.9219 264.14 12681416704 69385176
35 (R)-2-(Bromomethyl)oxirane 0.371 63128502272 9.23 11247736 5607643648 143557.9219 115.61 2829678592 45953544
36 3-Chloro-N,N-dimethyl-1-propanamine 2.400 39723761664 3.24 3492382.5 5760996864 52503.07813 193.93 1979739511 120393544
37 Bromochloroacetic acid 1.207 11056564224 57.53 10061060 1537919671 60212696 182.26 2953888512 35974208
38 (S)-2,3-Dibromopropyl acrylate 1.551 48278032384 26.30 20117806 8053475840 25907394 443.37 5407938560 149360656
39 (R)-1-Bromo-2-propanol 1.793 33050613760 40.46 11188269 3278631680 77919208 85.87 1019503675 69423184
40 2-Bromoacrylaldehyde 0.208 462832512 17.07 9807250 305336992 10519860 98.47 200182816 18189858
41 3-Bromo-3-buten-2-one 0.886 3105279488 17.07 9815323 1785719556 15034232 144.31 553114304 41683616














































eigenvalue-based indices,69 information,70–73 and 2D-
autocorrelation descriptors74–76 (Table 4).
The models employing the above mentioned descriptors
were developed using the same data set excluding outli-
ers (40 compounds in total) and a maximum of eight
variables for keeping the ratio between cases and vari-
ables greater to 5.24,39–41,63,77 The comparisons were
done based on regression analysis results, the predictive
capability of the generated models.
There were substantial differences in the explanations of
the experimental variance given by these models, com-
pared with the TOPS-MODE model system. Thus, while
the TOPS-MODE model was able to explain 90% of
mutagenic potency, the other models could only explain
82.8% of such variance, at best. This implies that the pre-
dictive capability of the TOPS-MODE model is better
than the other five models, not only in the statistical
parameters of regression but also, and more importantly,
in terms of stability for inclusion/exclusion of chemicals,
as measured by the determination coefficient (Q2). Thus,
the value of the determination coefficient for leave-one-
out cross-validation for the model obtained with the spec-
tral moment (Q2 = 0.842) was the highest of all. Moreover
the spectral moments possess the best goodness-of-fit if
we observe the values of F, s, AIC, and FIT.
3.3. Structural alerts identification (fragments
contribution)
As it is shown in Table 5, the variables weighted with
bond dipole moment explain the 66.9% of the descriptor
values for specific data set of chemicals used in the anal-
ysis. The variables weighted with polar surface, polariz-
ability, molar refractivity, and standard bond distance
accounted for 10.6%, 8.0%, 3.3%, and 1.4% of the vari-
ance respectively. Thus, bond dipole moment was a key
molecular driver of this mutagenicity. The lack of
hydrophobicity features agrees with some author
regarding the mutagenic direct-action mechanism.78
One advantage of the present approach for QSTR and
QSAR studies is that it can provide information explain-
ing how structural features of molecules can account for
their biological activities. Thus it is possible to detect
fragments that contribute positively or negatively to a
particular biological activity and their effects can be
interpreted in terms of physicochemical properties.79
The structural fragments identified in the present study
are shown in Figure 1, and their contributions to muta-
genic potency are in Table 6.
Table 4. The statistical parameters of the linear regression models with 40 compounds (except outliers) obtained for the six kinds of descriptors
involved in the comparison
Descriptors Variables R2 F p s Q2 AIC FIT Q2boot a(R
2) a(Q2)






13 0.902 35.730 <10










RDF RDF055v, RDF010u, RDF030v, RDF055p 0.812 16.790 <105 0.754 0.682 0.838 1.287 0.175 0.155 0.489
RDF025u, RDF025p, RDF020e, RDF035u
Geometrical G(O..Cl), FDI, HOMT, G(O..I) 0.828 18.731 <105 0.726 0.659 0.766 1.435 0.442 0.16 0.478
SPH, SPAN, G2, ASP
Eigenvalue-based
indices
SEigZ, SEige, AEigp, VRA1 0.785 14.211 <105 0.811 0.647 0.958 1.088 0.505 0.143 0.555
LP1, SEigv, AEigm, Eig1e
WHIM L2s, L3u, E3m, G2e 0.778 13.649 <105 0.824 0.574 0.989 1.045 0.293 0.158 0.522
G3u, E3e, Dp, G3s
Information IC1, IDDE, IC2, CIC4 0.810 16.617 <105 0.762 0.562 0.845 1.271 0.430 0.167 0.553
HVcpx, Yindex, Uindex, TIC5
2D-autocorrelation GATS5v, ATS6e, MATS5e, ATS1m 0.798 15.334 <105 0.787 0.390 0.902 1.178 0.222 0.15 0.648
GATS2e, ATS2m, GATS4m, MATS5p
















lStd15 1.00 0.28 0.02 0.90 0.51 0.31 0.75 0.25
lPols1 1.00 0.29 0.50 0.89 0.47 0.23 0.39
lMol7 1.00 0.02 0.16 0.16 0.16 0.91
l0l
Dip
13 1.00 0.75 0.43 0.62 0.27
l0l
Pols
5 1.00 0.43 0.29 0.36
l1l
Dip2
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The results obtained for fragments F1, F2, F3, and F4
shows that the mutagenicity order follows the following
rule: I > Br > Cl > F. This sequence order is in agree-
ment with the halide order of reactivity and its potential
as a leaving group. Some examples of these compounds
are in Figure 2. The chemical reactivity of monohaloace-
tic acids is expected to be similar to that of alkyl halides.
The reactivity of methyl halides is primarily dependent
on the carbon–halogen bond dissociation energy which
is related to the bond strength. Since the bond dissocia-
tion energy of the halogen follows the order I < Br < Cl,
the strength of carbon–halogen bond increases accord-
ingly. Polarizability and delocalization of the electron
could also contribute to making iodine a better leaving
group than bromine and much better leaving group than
chlorine.15 This positive contribution of the presence of
the halogen substitutent in the mutagenicity was con-
firmed previously by González et al.80
The dihalogenated (Fig. 3), if it is vecinal, increase the
mutagenicity since it can act, either directly or after Glu-
tathione conjugation to form the episulfonium ion
(powerful electrophile) as cross-linking agents81,82
(Fig. 4), which we can see through the values of the frag-
ments F13, F14, F6, and F7.
Moreover, various other fragments, present in the mol-
ecules under study, like epoxide and carbonyl group,
agree with the values reported by other authors confirm-
ing the known mechanism. Epoxides, aldehydes and car-
bonyl groups a,b-unsaturated increase this kind of
mutagenicity, if we look at the positive values of frag-
ments F9, F10, and F12 (Fig. 5). The epoxides and alde-
hydes are potential alkylating agents and specially
short-chain aldehydes.83–85 Carbonyl groups a,b-unsat-
urated have an initial mechanism-type Michael addi-
tion86 (Fig. 6). The chlorine atom presence in position
2 increases the mutagenicity87 like we can see in frag-
ments F12 and F15 (Fig. 5), due to the cross-linking po-
tential with another DNA or protein nucleophilic
center.88
Carboxilic acid and alcohol groups reduce the mutage-
nicity in the light of the negative values for the frag-
ments F8 and F11 (Fig. 7), since both acids and
aliphatic alcohols, the latest one with low numbers of
carbon atoms, negative results were in this type of as-
say.89–93
3.4. Applicability domain
The prime overall goal of QSAR research is to develop
models that provide accurate predictions for as many
chemicals as possible in the universe, particularly for
those that have not been tested or for which reliable
experimental data are still not available, as well as
the properly assessed safety of new chemicals. We de-
fined the applicability domain determining the leverage
values for each compound. As seen in Figure 8, the
majority of compounds of the training set are inside
of this area, however, three halogenated compounds
have a leverage greater than h*, but show standard
deviation values within the limit, which implies that
they are not to be considered outliers but influential
chemicals.63
4. Prediction for haloacetic acids
The predictions for the rest of haloacetic acids obtaining
with this model are shown in Table 7.
Figure 1. Structural of selected fragment for which their contribution
to the mutagenic potency was calculated.
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The compounds marked are the substances which are
outside of the applicability domain and then its predic-
tions are not valid. This model predicts a mutagenic
activity for most of the dihaloacetic acids greater than
trihaloacetic acids. This fact is in agreement with the
halogen atom-leaving tendency. This tendency tends to
decrease when the halogenation degree increases. The
electron-withdrawing effect of the second or third halo-
gen diminishes the leaving potential of the first halo-
gen.82 The values of the three haloacetic acids: TCAA
(TriChloroacetic acid), BDCAA (Bromodichloroacetic
acid), and TBAA (Tribromoacetic acid) have an experi-
mental negative value. The model predicts very low val-
ues. These results are closer to the experimental results,
especially for BDCAA and TBAA. These results can be
explained because the model is aimed primarily by the
Dipole moments which decrease with increasing the de-
gree of halogenation (Table 8).
According to the results, we can say that the fluoroiod-
oacetic (FIAA) and difluoroiodoacetic (DFIAA) acid
could show mutagenicity and these substances could
show mutagenicity. These compounds can be found
most probably in fluorinated waters with a high content
of bromide (and iodide).94
5. Conclusions
In this paper, we modeled the mutagenicity activity in S.
typhimurium Ames test TA100 strain without metabolic
Figure 2. Contribution of the halogens (the fragments in blue have a negative contribution and the fragments in red have a positive contribution).
Figure 3. Fragment contribution of some dihalogenated derivatives.
Figure 4. Dihalogenated activation mechanism through glutathione-S-transferase.
Figure 5. Fragment contribution of some epoxide, aldehyde and
carbonyl a,b-unsaturated.
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activation to predict such property for haloacetic acids
(HAA). For this purpose, we employed the spectral mo-
ments and the variables that were found to be most sig-
nificant to build the model. These variables were
basically dipole moments and polar surface, polarizabil-
ity, molar refractivity, and standard bond distance.
The spectral moments with multiplicative effects had
better results than other linear descriptors such as Geo-
metrical, RDF, WHIM, eigenvalue-based indices, 2D-
autocorrelation, and information indices, taking into ac-
count the statistical parameters of the model and the
cross-validation results.
The structural alerts and the mutagenicity predicted val-
ues from the model output are in agreement with refer-
ences from other authors. This model predicts
mutagenicity for fluoroiodoacetic and difluoroiodoace-
Figure 6. Addition Michael type mechanism for the carbonyl group a,b-unsaturated with chlorine in position 2 with deoxyguanosine.
Figure 7. Fragment contribution of some hydroxil and acid moieities.
Figure 8. Applicability domain of the model of Eq. 7.
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tic acids and these compounds can be found most prob-
ably in fluorinated waters high in bromide (and iodide).
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González, H. Bioorg. Med. Chem. 2005, 13, 1775.
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a b s t r a c t
This paper reports a QSAR study for predicting the complexation of a large and heterogeneous variety of
substances (233 organic compounds) with b-cyclodextrins (b-CDs). Several different theoretical molecu-
lar descriptors, calculated solely from the molecular structure of the compounds under investigation, and
an efficient variable selection procedure, like the Genetic Algorithm, led to models with satisfactory
global accuracy and predictivity. But the best-final QSAR model is based on Topological descriptors mean-
while offering a reasonable interpretation. This QSAR model was able to explain ca. 84% of the variance in
the experimental activity, and displayed very good internal cross-validation statistics and predictivity on
external data. It shows that the driving forces for CD complexation are mainly hydrophobic and steric
(van der Waals) interactions. Thus, the results of our study provide a valuable tool for future screening
and priority testing of b-CDs guest molecules.
 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Cyclodextrins (CDs) are cyclic oligomers composed of either six
(a-cyclodextrin), seven (b-cyclodextrin), eight (c-cyclodextrin), or
more a-D-glucopyranose units linked in a toroidal structure by
a-(1-4)glycosidic bonds (Fig. 1). Their overall molecular shape is
normally portrayed in terms of a truncated cone with primary and
secondary hydroxyl groups crowning the narrower rim and wider
rim, respectively1 (Fig. 1). CDs are among the most frequently used
host molecules in a wide range of applications in industrial, pharma-
ceutical, agricultural, and other fields, including improving the solu-
bility and stability of drugs and biopharmaceuticals, and selectively
binding materials that fit into the central hole in affinity purification
and chromatography methods.2,3 Experimental determination of
the complex binding constant is often difficult and time consuming
because of the low solubility of the guest molecules in aqueous solu-
tion. For instance, 10 days were required for gathering data related to
the equilibrium system of digitoxin and b-cyclodextrin.4 The
employment of QSAR/QSPR methodology allows cost savings by
reducing the laboratory resources needed, and the time required to
create and investigate new compounds with better complexing pro-
file. For this reason, QSAR/QSPR is a useful alternative tool in the re-
search of novel compounds.
Computer-based methods have already been applied as tools
for predicting CD binding constants and for studying the driving
forces involved in the encapsulation phenomena. These applica-
tions have been excellently reviewed by Lipkowitz in the late
nineties.5 Molecular modeling using quantum mechanics calcula-
tions, Monte Carlo or molecular dynamics simulations, etc.,
group-contribution models; quantitative-structure–activity/prop-
erty relationship (QSAR/QSPR) techniques based on 2D, 3D molec-
ular descriptors and on comparative molecular field analysis;
statistical analysis tools; and artificial neural networks have
whole been used to predict the thermodynamic stability of CDs
inclusion complexes and to elucidate the most important factors
influencing the host–guest interactions.6–15
The general picture that emerges from the joint analysis of the
large body of available experimental and theoretical work reveals
that there are five major interactions between CD-hosts and guest
molecules, namely (i) hydrophobic interactions, (ii) van der Waals
interactions, (iii) hydrogen-bonding between polar groups of the
guest and the hydroxyl groups of the host, (iv) relaxation by release
of high-energy water from the cyclodextrin cavity upon substrate
inclusion, and (v) relief of the conformational strain in a cyclodex-
trin–water adduct. CD complex formation usually results from dif-
ferent combinations of these forces.
0968-0896/$ - see front matter  2008 Elsevier Ltd. All rights reserved.
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The aim of the present study is to build a multiple linear regres-
sion QSAR model, able to correlate and predict the complex stabil-
ity constant between diverse guest molecules and b-CDs, since
these are the most commonly used. Special emphasis will be given
to elucidate the driving forces leading to the complexation of the
set of molecules under study. For this purpose, we resorted to
the free-software package DRAGON, available at the internet site:
www.vcclab.org/lab/pclient/.16 DRAGON contains more than 1600
molecular descriptors divided into several families: 0D (constitu-
tional descriptors), 1D (e.g., functional group counts), 2D (e.g.,
topological descriptors and connectivity indices), and 3D (e.g., GET-
AWAY, WHIM, RDF and 3D-MoRSE descriptors). These descriptors
have proved to be particularly useful in QSAR/QSPR modeling stud-
ies, and to provide satisfactory correlation between the modeled
target and molecular parameters.17–32
2. Materials and methods
2.1. Data set
The overall data set of 233 substances comprised a large num-
ber of classes of organic compounds: aromatic hydrocarbons, alco-
hols, phenols, ethers, aldehydes, ketones, acids, esters, nitriles,
anilines, halogenated compounds, heterocycles, nitro, sulfur and
steroids and barbitals compounds. This set of guest molecules
was extracted from the work of Suzuki,6 and the experimental end-
point to be predicted is the b-CD complex stability constant (K) in
water at 298 K taken from references therein. Two of such guest
molecules are stereoisomers chemicals 214 and 215, which could
not be distinguished by the present 2D descriptors but had never-
theless different K values. Thus, one of the isomers was discarded
(chemical 215), being only the other one (chemical 214) consid-
ered in our study with an averaged value of K. Moreover, all K val-
ues were log-transformed (logK) for being of practical use in the
following QSAR modeling. Table 1 displays a complete list of the
chemicals along with the reported experimental data.
2.2. Model selection and validation
The structures of the compounds were first drawn with the aid
of ISIS/Draw software ver. 2.5.33 Molecular structures were then
fully optimized with the molecular mechanics method (MM2)34
followed by the PM3 semi-empirical Hamiltonian35,36 imple-
mented in MOPAC ver. 6.0.37 Subsequently, different families of
descriptors were calculated using the web-DRAGON.16 Input vari-
ables with constants or closed to constants values were immedi-
ately eliminated. To validate the models, k-means cluster
analysis was used to split the original dataset of chemicals into
training and test sets. Mathematical models were obtained after-
wards by means of multiple linear regression analysis along with
a variable subset selection procedure.
2.3. k-Means cluster analysis
Developing rational approaches for the selection of training and
test set compounds is an active area of research. These approaches
range, for instance, from straightforward random selection38 to
various clustering techniques.39 The main goal of k-means cluster
analysis (k-MCA) is to partition the original series of compounds
into several statistically representative classes of chemicals, among
which one might then select the training and test set compounds.
Here, we have decided that the training set should contain 80%
(186/233) of the original data and the test set the remaining 20%,
to guarantee that any kind of substance as determined by the clus-
ters derived from k-MCA was represented in each set.
Starting from all descriptors of all 0–3D family types, those that
produce the greatest separation of clusters meanwhile ensuring a
statistically acceptable data partition were selected. In so doing,
we took into account the number of members in each cluster and
the standard deviation of the variables in the cluster (as low as
possible). The k-MCA split the compounds into four clusters com-
prising 76, 53, 69 and 35 members with standard deviations of
0.08, 0.14, 0.2 and 0.2, respectively. Selection of the training and
test sets was carried out by taking compounds belonging to each
cluster, proportionally to the size of the cluster. We also made an
inspection of the standard deviation between and within clusters,
the respective Fisher ratio and p level of significance (ought to be
lower than 0.05)40,41 (Table 2).
2.4. Variable selection
Presently, there is a vast amount and wide range of molecular
descriptors with which one can model the activity of interest. This
makes the search for gathering the most suitable subset quite com-
plicated and time consuming because of the many possible combi-
nations, especially if one tries to define an accurate, robust, and
(above all) interpretable model. For this reason, we applied the ge-
netic algorithm (GA)42 procedure for selecting the variables, as
implemented in Mobydigs software ver. 1.0.43 The particular GA
simulation applied here resorted to the generation of 100 regres-
sion models, ordered according to their increased internal predic-
tive performance (verified by cross-validation). Fist of all, models
Fig. 1. Chemical structure of b-cyclodextrin.
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Table 1
Names, observed and predicted activitya, and leverage values for the compounds used in this study
No Name LogKobs Log Kpred Partition Leverage Ref. No Name logKobs LogKpred Partition Leverage Ref.
1 Carbon tetrachloride 2.20 2.25 Test 0.058 10 37 Iodobenzene 2.93 2.44 Training — 12
2 Chloroform 1.43 1.39 Training — 10 38 3-Fluorophenol 1.70 1.60 Training — 8
3 Methanol 0.49 0.74 Training — 8 39 4-Fluorophenol 1.73 1.66 Training — 8
4 Acetonitrile 0.27 0.38 Training — 10 40 3-Chlorophenol 2.28 2.41 Training — 8
5 Acetaldehyde -0.64 -0.38 Training — 10 41 4-Chlorophenol 2.61 2.47 Training — 12
6 Ethanol 0.03 0.08 Test 0.114 8 42 3-Bromophenol 2.51 2.52 Test 0.013 8
7 1,2-Ethanediol -0.19 0.17 Training — 8 43 4-Bromophenol 2.65 2.58 Test 0.015 12
8 Acetone 0.42 0.40 Training — 10 44 3-Iodophenol 2.93 2.65 Training — 8
9 1-Propanol 0.57 0.54 Test 0.062 8 45 4-Iodophenol 2.98 2.71 Training — 12
10 2-Propanol 0.63 0.77 Training — 10 46 Nitrobenzene 2.04 1.75 Training — 10
11 1,3-Propanediol 0.67 0.70 Training — 8 47 4-Nitrophenol 2.39 1.80 Training — 12
12 Tetrahydrofuran 1.47 0.90 Test 0.034 10 48 Benzene 2.23 1.40 Test 0.025 64
13 Cyclobutanol 1.18 1.25 Training — 8 49 Phenol 1.98 1.71 Training — 12
14 1-Butanol 1.22 1.07 Training — 64 50 Hydroquinone 2.05 1.93 Test 0.015 12
15 2-Butanol 1.19 1.34 Training — 8 51 4-Nitroaniline 2.48 2.14 Test 0.020 12
16 2-Methyl-1-propanol 1.62 1.35 Training — 8 52 Aniline 1.60 1.92 Training — 10
17 2-Methyl-2-propanol 1.68 1.33 Training — 8 53 Sulfanilamide 2.76 2.72 Training — 11
18 1,4-Butanediol 0.64 1.12 Training — 8 54 Cyclohexanol 2.67 2.55 Training — 64
19 Diethylamine 1.36 1.22 Training — 10 55 1-Hexanol 2.33 1.79 Training — 64
20 Cyclopentanol 2.08 1.87 Training — 8 56 2-Hexanol 1.98 2.28 Training — 8
21 1-Pentanol 1.80 1.49 Training — 64 57 2-Methyl-2-pentanol 1.99 2.55 Training — 8
22 2-Pentanol 1.49 1.87 Training — 8 58 3-Methyl-3-pentanol 2.15 2.27 Training — 8
23 3-Pentanol 1.35 1.70 Training — 8 59 4-Methyl-2-pentanol 2.04 2.40 Training — 8
24 2-Methyl-1-butanol 2.08 1.71 Training — 8 60 3,3-Dimethyl-2-butanol 2.75 2.28 Training — 8
25 2-Methyl-2-butanol 1.91 1.93 Training — 8 61 1,6-Hexanediol 1.69 1.65 Training — 8
26 3-Methyl-1-butanol 2.25 1.88 Test 0.021 8 62 Benzonitrile 2.23 1.84 Training — 12
27 3-Methyl-2-butanol 1.92 1.82 Training — 8 63 Benzothiazole 2.38 2.59 Training — 65
28 2,2-Dimethyl-1-propanol 2.71 1.94 Test 0.074 64 64 4-Nitrobenzoic acid 2.34 1.71 Training — 12
29 1,5-Pentanediol 1.22 1.43 Test 0.120 8 65 Benzaldehyde 1.78 1.89 Training — 10
30 1,4-Dibromobenzene 2.97 3.14 Training — 12 66 Benzoic acid 2.12 2.05 Training — 64
31 1,4-Diiodobenzene 3.17 3.38 Training — 12 67 4-Hydroxybenzaldehyde 1.75 2.04 Training — 8
32 3,5-Dibromophenol 2.56 3.20 Training — 8 68 4-Hydroxybenzoic acid 2.20 2.09 Training — 12
33 3,5-Dichlorophenol 2.07 2.99 Test 0.020 8 69 Benzyl chloride 2.45 2.70 Training — 12
34 1-Chloro-4-nitrobenzene 2.15 2.39 Training — 12 70 Toluene 2.09 2.03 Training — 10
35 Fluorobenzene 1.96 1.37 Test 0.020 12 71 benzyl alcohol 1.71 2.25 Training — 10
36 Bromobenzene 2.50 2.31 Training — 12 72 Anisole 2.32 2.11 Training — 12
73 m-Cresol 1.98 2.24 Training — 8 109 N,N-Dimethylaniline 2.36 2.80 Training — 12
74 p-Cresol 2.40 2.30 Training — 12 110 Barbital 1.78 2.39 Training — 11
75 4-Methoxyphenol 2.21 2.27 Training — 12 111 cyclooctanol 3.30 3.31 Training — 8
76 3-Methoxyphenol 2.11 2.19 Training — 8 112 1-Octanol 3.17 2.13 Test 0.212c 8
77 4-Hydroxybenzyl alcohol 2.16 2.39 Training — 12 113 2-Octanol 3.13 2.74 Training — 8
78 Hydrochlorothiazide 1.76 1.94 Training — 11 114 Quinoline 2.12 2.47 Training — 65
79 N-Methylaniline 2.12 2.38 Training — 12 115 3-Cyanophenyl acetate 1.49 2.24 Training — 8
80 1-Butylimidazole 2.19 2.96 Training — 66 116 4-Hydroxycinnamic acid 2.83 2.61 Training — 11
81 1-Heptanol 2.85 2.00 Test 0.1643 8 117 Ethyl benzoate 2.73 2.53 Training — 12
82 Phenylacetylene 2.36 2.07 Training — 12 118 40-Hydroxypropiophenone 2.63 2.70 Training — 8
83 Thianaphthene 3.23 2.83 Training — 65 119 30-Hydroxypropiophenone 2.61 2.61 Training — 8
84 4-Fluorophenyl acetate 2.11 2.24 Test 0.031 8 120 p-Tolyl acetate 2.49 2.78 Training — 8
85 3-Fluorophenyl acetate 1.91 2.13 Training — 8 121 3-Methylphenyl acetate 2.21 2.69 Training — 8
86 4-Chlorophenyl acetate 2.50 2.93 Training — 8 122 4-Methoxyphenyl acetate 2.45 2.45 Training — 8
87 3-Chlorophenyl acetate 2.44 2.84 Training — 8 123 4-Propylphenol 3.55 3.14 Training — 8
88 4-Bromophenyl acetate 2.68 3.02 Training — 8 124 3-Propylphenol 3.28 3.05 Training — 8
89 3-Bromophenyl acetate 2.67 2.94 Test 0.018 8 125 4-Isopropylphenol 3.58 3.18 Training — 8
90 4-Iodophenyl acetate 3.00 3.15 Training — 8 126 3-Isopropylphenol 3.44 3.08 Training — 8
91 3-Iodophenyl acetate 3.07 3.06 Training — 8 127 4-Isopropoxyphenol 2.86 3.08 Training — 8
92 4-Nitrophenyl acetate 2.13 1.91 Training — 8 128 2-Norbornaneacetate 3.59 3.42 Test 0.040 64
93 Acetophenone 2.27 2.34 Training — 12 129 1-Benzylimidazole 2.61 3.12 Training — 66
94 Phenyl acetate 2.10 2.39 Training — 8 130 m-Methylcinnamic acid 2.93 2.95 Training — 11
95 Methyl benzoate 2.50 2.24 Training — 12 131 4-Ethylphenyl acetate 2.83 2.97 Test 0.014 8
96 3-Hydroxyacetophenone 2.06 2.35 Training — 8 132 3-Ethylphenyl acetate 2.68 2.82 Training — 8
97 4-Hydroxyacetophenone 2.18 2.44 Training — 12 133 4-Ethoxyphenyl acetate 2.54 2.63 Training — 8
98 Acetoanilide 2.20 2.65 Test 0.011 12 134 3-Ethoxyphenyl acetate 2.49 2.47 Test 0.019 8
99 p-Xylene 2.38 2.61 Training — 12 135 Allobarbital 1.98 2.28 Training — 11
100 Ethylbenzene 2.59 2.55 Training — 12 136 4-n-Butylphenol 3.97 3.44 Test 0.027 8
101 Phenetole 2.49 2.57 Training — 12 137 3-n-Butylphenol 3.76 3.35 Training — 8
102 2-Phenylethanol 2.15 2.72 Training — 8 138 3-Isobutylphenol 4.21 3.45 Training — 8
103 3-Ethylphenol 2.60 2.66 Training — 8 139 4-sec-Butylphenol 4.18 3.41 Training — 8
104 4-Ethylphenol 2.69 2.75 Training — 12 140 3-sec-Butylphenol 4.06 3.31 Training — 8
105 4-Ethoxyphenol 2.33 2.66 Test 0.013 8 141 4-tert-Butylphenol 4.56 3.69 Test 0.032 8
106 3-Ethoxyphenol 2.35 2.58 Test 0.010 8 142 3-tert-Butylphenol 4.41 3.58 Training — 8
107 3,5-Dimethoxyphenol 2.34 2.25 Training — 8 143 Menadion 2.27 2.42 Test 0.023 11
108 N-Ethylaniline 2.34 2.83 Test 0.016 12 144 Sulfapyridine 2.70 2.68 Training — 11
145 Sulfamonomethoxine 2.48 1.87 Training — 11 181 4-n-Amylphenyl acetate 3.80 3.35 Training — 8
146 Sulfisoxazole 2.32 2.58 Training — 11 182 Flufenamic acid 3.10 2.75 Training — 64
147 4-n-Propylphenyl acetate 3.15 3.13 Training — 8 183 Meclofenamic acid 2.67 3.38 Training — 64
148 3-n-Propylphenyl acetate 3.28 2.96 Training — 8 184 Nitrazepam 1.97 1.97 Training — 11
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with one to two variables were developed by the variable subset
selection procedure in order to explore all low combinations. The
number of descriptors was subsequently increased one by one,
and new models formed. The GA was stopped when further incre-
ments in the size of the model did not increase internal predictivity
in any significant degree. Furthermore, the following conditions
were used on our GA simulation: the maximum number of vari-
ables in a model was 10, the number of best retained models for
each size was 5, the trade off between crossovers and mutation
parameter (T) was from 0.3 to 0.7, and selection bias (B%) was from
30 to 90.
Table 1 (continued)
No Name LogKobs Log Kpred Partition Leverage Ref. No Name logKobs LogKpred Partition Leverage Ref.
149 4-Isopropylphenyl
acetate
2.88 3.26 Training — 8 185 Flurbiprofen 3.69 3.02 Training — 11
150 3-Isopropylphenyl
acetate
3.36 3.09 Training — 8 186 Sulfaphenazole 2.35 2.17 Training — 11
151 4-n-Amylphenol 4.19 3.65 Test 0.039 8 187 Bendroflumethiazide 1.90 2.40 Training — 11
152 4-tert-Amylphenol 4.70 3.84 Training — 8 188 Mefenamic acid 2.49 2.40 Training — 11
153 Carbutamide 2.29 2.82 Training — 11 189 Acetohexamide 2.94 3.18 Test 0.047 11
154 Pentobarbital 3.01 2.79 Test 0.042 11 190 Fludiazepam 2.33 2.45 Training — 11
155 Amobarbital 3.07 3.01 Training — 64 191 Nimetazepam 1.73 1.99 Training — 11
156 Thiopental 3.28 3.40 Training — 11 192 Fenbufen 2.63 3.19 Training — 11
157 Dibenzofuran 2.97 2.77 Training — 65 193 Ketoprofen 2.85 2.77 Training — 11
158 Dibenzothiophene 3.48 3.39 Training — 65 194 Medazepam 2.40 3.09 Training — 11
159 Phenazine 2.41 2.69 Training — 65 195 Progabide 2.53 2.98 Test 0.080 11
160 Thianthrene 3.57 3.82 Test 0.039 65 196 Griseofulvin 1.47 1.56 Training — 11
161 Carbazole 2.44 3.01 Training — 65 197 Tolnaftate 3.83 3.38 Training — 11
162 Phenoxazine 2.69 2.85 Test 0.021 65 198 Prostacyclin 2.94 3.70 Training — 11
163 Phenothiazine 2.73 3.20 Training — 65 199 Triamcinolone 3.37 3.32 Test 0.087 67
164 furosemide 1.78 2.47 Test 0.071 11 200 cortisone 3.35 3.49 Training — 11
165 Phenobarbital 3.22 2.50 Test 0.033 64 201 Prednisolone 3.56 3.65 Test 0.065 67
166 Sulfisomidine 2.10 2.32 Test 0.108 11 202 Hydrocortisone 3.60 3.77 Training — 11
167 Sulfamethomidine 2.33 1.94 Test 0.106 11 203 Corticosterone 3.85 3.89 Test 0.073 67
168 Sulfadimethoxine 2.26 1.50 Training — 11 204 Dexamethasone 3.65 3.63 Training — 11
169 4-n-Butylphenyl
acetate
3.62 3.26 Training — 8 205 Betamethasone 3.73 3.82 Training — 67
170 3-n-Butylphenyl
acetate
3.66 3.08 Training — 8 206 Paramethasone 3.40 3.59 Training — 67
171 3-Isobutylphenyl
acetate
3.83 3.24 Training — 8 207 Cortisone-21-acetate 3.62 3.45 Training — 67
172 4-tert-Butylphenyl
acetate
3.85 3.72 Training — 8 208 Prednisolone-21-
acetate
3.76 3.63 Training — 67
173 Cyclobarbital 2.71 2.90 Training — 11 209 Hydrocortisone-21-
acetate
3.51 3.69 Training — 67
174 Hexobarbital 3.08 3.02 Training — 11 210 Fluocinolone
acetonide
3.48 2.97 Training — 67
175 1-Adamantaneacetate 4.32 4.04 Training — 64 211 Triamcinolone
acetonide
3.51 3.39 Training — 67
176 Acridine 2.33 2.91 Training — 65 212 Spironolactone 4.44 3.79 Training — 67
177 Phenanthridine 2.57 2.82 Training — 65 213 Dehydrocholic acid 3.38 3.39 Training — 67
178 Xanthene 2.71 2.99 Training — 65 214 Chenodeoxycholic
acid
4.36b 4.74 Training — 67
179 N-Phenylanthranilic
acid
2.89 2.85 Training — 64 215 Ursodeoxycholic acid 4.51b Training — 67
180 Mephobarbital 3.16 2.53 Training — 11 216 Cholic acid 3.50 4.38 Test 0.121 67
217 Hydrocortisone-17-
butyrate
3.23 3.25 Training — 67 226 L-a-O-benzylglycerol 2.11 3.22 Test 0.019 66
218 Cinnarizine 3.64 3.71 Training — 11 227 Sulfamerazine 1.97 2.37 Training — 11
219 Cycloheptanol 3.23 2.94 Training — 8 228 Butyl 4-
hydroxybenzoate
3.39 2.86 Training — 11
220 2-Methoxyethanol 0.22 0.58 Test 0.068 8 229 Butyl 4-
aminobenzoate
3.19 3.14 Training — 11
221 3-Hydroxycinnamic
acid
2.56 2.54 Training — 11 230 Benzidine 3.35 3.54 Test 0.021 11
222 Ethyl 4-
hydroxybenzoate
3.01 2.49 Training — 11 231 Triflumizole 2.66 2.60 Training — 11
223 Ethyl 4-
aminobenzoate
2.69 2.81 Test 0.012 11 232 Diazepam 2.33 2.75 Training — 11
224 4-Methylcinnamic
acid
2.65 3.04 Training — 11 233 Prostaglandine E2 3.09 2.91 Training — 11
225 Sulfadiazine 2.52 2.25 Test 0.077 11
a b-CD complex stability constant (K), then log-transformed (logK).
b Chemicals 214 and 215 were replaced by only one compound (chemical 214) with an averaged logK value (=4.44).
c Chemicals 81 and 112 have leverage values above the threshold (0.14) and, for that reason, its predictions were not taken into account when calculating Q2EXT .
Table 2
Standard deviation between and within clusters, degrees of freedom (df), Fisher ratio
(F) and level of significance (p) of the variables in the k-means cluster analysis
Between SS df Within SS df F p
VEZ1 208.9675 3 23.03249 229 692.5517 <105
VEm1 208.9593 3 23.04073 229 692.2767 <105
VEv1 209.6369 3 22.36308 229 715.5670 <105
VEe1 209.1965 3 22.80353 229 700.2717 <105
VEp1 209.6248 3 22.37521 229 715.1377 <105
Xu 211.0286 3 20.97139 229 768.1187 <105
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2.5. Model validation
Goodness of fit of the models was assessed by examining the
determination coefficient (R2), the standard deviation (s), Fisher
ratio (F) and the ratio between the number of cases and the
number of adjustable parameters in the model (known as the
q statistics; notice that q should be P4).44Other important sta-
tistics, namely the Kubinyi function (FIT)45,46 and Akaike’s infor-
mation criteria (AIC)47,48 were taken into account, as they give
enough criteria for comparing models with different parameters,
numbers of variables and numbers of chemicals. As to the
robustness and predictivity of the models, these were evaluated
by means of cross-validation, basically leave-one-out (CV-LOO)
and bootstrapping testing techniques calculated with the train-
ing set, by looking to the outcome statistics of both techniques
(i.e., Q 2CVLOO and Q
2
boot) as well as to the Q
2
EXT values obtained
with the test set substances that fall within the applicability do-
main of the model. Further, the stability under heavy perturba-
tions in the training set was checked by examining the
outcome statistics of a response randomization procedure (Y
scrambling) for the training and test sets (a(R2) and a(Q2) val-
ues). All these calculations were carried out with software
Mobydigs ver. 1.0.43
To sum up, good quality of the models is indicated by high F, FIT
and q values, by low s and AIC values, as well as by values closed to




EXT (save for a(R
2) and a(Q2) values,
which check random correlations).
2.6. Model orthogonalization
The main drawback of collinearity from the point of view of
QSAR/QSPR modeling is that it increases the standard errors asso-
ciated with the individual regression coefficients, thereby decreas-
ing their value for purposes of interpretability. To overcome this
problem, we employed here the Randić method of orthogonaliza-
tion.49–53 The first step for orthogonalizing the molecular descrip-
tors is to select the appropriate order of orthogonalization, which,
in this case, is the order of significance of the variables in the mod-
el. The first variable (v1) is taken as the first orthogonal descriptor
and the second one is orthogonalized with respect to it by taking
the residual of its correlation with v1. The process is repeated until
all variables are completely orthogonalized, after which they are
further standardized. Orthogonal standardized variables are then
used to obtain a new model.
2.7. Applicability domain of the model
Given that the real utility of a QSAR model relies on its ability to
accurately predict the modeled activity for new chemicals, careful
assessment of the model’s true predictive power is a must. This in-
cludes the model validation but also the definition of the applica-
bility domain of the model in the space of molecular descriptors
used for deriving the model. There are several methods for assess-
ing the applicability domain of QSAR/QSPR models54,55 but the
most common one encompasses determining the leverage values
for each compound.56 A Williams plot, that is, the plot of standard-
ized residuals versus leverage values (h), can then be used for an
Table 3
Best models derived using from 2 to 10 variables for each family of descriptors
Variables Na F s Q2CVLOO In domain
b (%) Q2boot
Topologic ZM1, S1K, ZM1V, SMTIV, LPRS 10 93.72 0.362 0.821 95.74 0.814
PHI, J, Xu, T(N..S), T(O..O)
GETAWAY HGM, H3m, H0v, HATSp, R6v 10 69.34 0.414 0.776 95.74 0.763
R4v+, R7e, R4p, R6p, R8p+
Eigenvalues-based AEige, SEige, VRA1, VRv2, VRm2 10 74.07 0.398 0.769 97.87 0.760
SEigm, VRA2, VEA1, SEigv, VRp1
Conectivity v0, v1, v1A, v2A, v0v 10 68.63 0.416 0.771 93.62 0.731
vMOD, v3, v3A, v3sol, RDCHI
Burden eigenvalues BEHm1, BELm4, BELm5, BELm7, BEHv1 10 66.80 0.420 0.765 97.87 0.754
BEHv8, BELv8, BEHe1, BELe7, BELe8
Molecular propieties Ui, Hy, AMR, MLOGP2, GVWAI-80 10 55.48 0.452 0.727 95.74 0.712
Inflam-50, Hypert-50, Infect-80, Infect-50, BLTF96
3DMoRSE Mor01u, Mor02m, Mor03m, Mor04m, Mor01v 10 56.77 0.448 0.726 95.74 0.705
Mor07v, Mor31e, Mor01p, Mor04p, Mor05p
WHIM L2m, L1p, L3s, E1s, Tp 10 48.40 0.476 0.689 93.62 0.667
Au, Ae, As, Du, De
RDF RDF010u, RDF015u, RDF020u, RDF085u, RDF020m 10 40.18 0.508 0.654 93.62 0.632
RDF040m, RDF015v, RDF030e, RDF050p, RDF060p
Randić molecular profile DP01, DP02, DP08, DP17, SP01 10 26.16 0.584 0.557 95.74 0.532
SP04, SP05, SP07, SP17, SHP2
Galvez topological charge JGI1, GGI6, GGI1, JGI6, GGI4 10 17.65 0.644 0.441 97.87 0.415
JGI7, GGI2, GGI5, JGI5, JGI4
a Number of variables.
b Percentage of chemicals from the training set within the applicability domain.
Table 4
Symbols and description of the topological descriptors involved in the QSAR model
(Eq. 1)
Symbols Descriptor definition
ZM1 First Zagreb index M1
ZM1V First Zagreb index by valence vertex degrees
SMTIV Schultz MTI by valence vertex degrees
Xu Xu index
J Balaban distance connectivity index
S1K 1-Path Kier alpha-modified shape index
T(N..S) Sum of topological distances between N..S
T(O..O) Sum of topological distances between O..O
PHI Kier flexibility index
LPRS Log of product of row sums (PRS)
VEZ1 Eigenvector coefficient sum from Z weighted distance matrix (Barysz
matrix)
VEm1 Eigenvector coefficient sum from mass weighted distance matrix
VEv1 Eigenvector coefficient sum from van der Waals weighted distance
matrix
VEe1 Eigenvector coefficient sum from electronegativity weighted distance
matrix
VEp1 Eigenvector coefficient sum from polarizability weighted distance
matrix
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immediate and simple graphical detection of both the response
outliers and structurally influential chemicals in the model. In this
plot, the applicability domain is established inside a squared area
within ± x standard deviations and a leverage threshold h* (h* is
generally fixed at 3j/n, where n is the number of training com-
pounds and j the number of model parameters, whereas x = 2 or
3), lying outside this area (vertical lines) the outliers and (horizon-
tal lines) influential chemicals. For future predictions, only pre-
dicted complex stability constant data for chemicals belonging to
the chemical domain of the training set should be proposed and
used.57 So, calculations of Q2EXT were performed only for those sub-
stances that had a leverage value below the threshold h*.
3. Results and discussion
3.1. QSAR models
Several QSAR models for predicting b-cyclodextrins complex
stability constants were developed, using the same training set
and routine for variable selection. This was accomplished by find-
ing regression models for the k-MCA chosen training set (185 com-
pounds) based on GA selection (between 2 and 10 variables), in
conjunction with the following eleven sets of molecular descrip-
tors: topological, GETAWAY, eigenvalue-based indices, connectiv-
ity indices, Burden eigenvalues, molecular properties, 3D-MoRSE,
WHIM, RDF, Randić molecular profiles and Galvez topological
charges indices. The best QSAR-models are given in Table 3.
There are substantial differences in the explanation of the
experimental variance given by the topological model, when
compared with the rest of the models. Thus, while the topolog-
ical model is able to explain more than 84% of experimental
variance, the other models, at best, can only explain 79.9% of
such variance. The predictive ability-expressed as Q 2CVLOO and
Q 2EXT- of the topological model is also higher than the other
descriptors’ models, even for those based on 3D descriptors
(3D-MoRSE, WHIM, RDF, GETAWAY and Randić) that showed
lower scores.
Topological descriptors, unlike three-dimensional descriptors,
do not consider information on conformational aspects, such as
bond lengths, bond angles and torsion angles, but do encode
important information on adjacency, branching and relative dis-
tance among different functionalities in a numerical form. Thus,
these molecular descriptors determine a wide range of physico-
chemical properties of molecules. In addition, they can be derived
from molecular structures using low computational resources,
making them remarkably attractive in molecular modeling.
Successful correlations between b-CDs-complex stability con-
stants and topological indices have also been found in the litera-
ture58,11 but with lesser number of ligands. Our resulting best-fit
topological-QSAR model (a 10-variable equation) is given below
together with the statistical parameters of the regression. As can
be seen, this model is reasonable in both statistical significance
and goodness of fit or prediction.
Table 5
Correlation matrix for intercorrelations among the ten variables of the QSAR model (Eq. 1)
Xu ZM1V LPRS SMTIV S1K ZM1 T(N..S) PHI J T(O..O)
Xu 1.00 — — — — — — — — —
ZM1V 0.95 1.00 — — — — — — — —
LPRS 0.99 0.94 1.00 — — — — — — —
SMTIV 0.92 0.90 0.97 1.00 — — — — — —
S1K 0.97 0.92 0.98 0.95 1.00 — — — — —
ZM1 0.98 0.94 0.99 0.95 0.96 1.00 — — — —
T(N..S) 0.28 0.36 0.26 0.26 0.27 0.26 1.00 — — —
PHI 0.68 0.57 0.68 0.67 0.77 0.58 0.15 1.00 — —
J 0.54 0.53 0.56 0.54 0.44 0.57 0.17 0.18 1.00 —
T(O..O) 0.73 0.72 0.79 0.86 0.80 0.79 0.04 0.56 0.37 1.00
Table 6
Step-by-step analysis of the forward stepwise orthogonalization process
Step 1XXu 2XZM1V 4XZM1 3XLPRS 9XJ 8XPHI 7XT(N..S) 10XT(O..O) 6XSMTIV 5XS1K Intercept R2(Adj.) DR2(Adj.) p-Level
1 0.0763 — — — — — — — — — 1.595 0.303 0.303 <105
2 0.0763 0.0109 — — — — — — — — 1.595 0.502 0.199 <105
3 0.0763 0.0109 0.0703 — — — — — — — 1.595 0.650 0.148 <105
4 0.0763 0.0109 0.0703 0.0389 — — — — — — 1.595 0.724 0.074 <105
5 0.0763 0.0109 0.0703 0.0389 1.0263 — — — — — 1.595 0.756 0.032 <105
6 0.0763 0.0109 0.0703 0.0389 1.0263 0.2921 — — — — 1.595 0.781 0.025 <105
7 0.0763 0.0109 0.0703 0.0389 1.0263 0.2921 0.0492 — — — 1.595 0.803 0.022 <105
8 0.0763 0.0109 0.0703 0.0389 1.0263 0.2921 0.0492 0.0132 — — 1.595 0.825 0.022 <105
9 0.0763 0.0109 0.0703 0.0389 1.0263 0.2921 0.0492 0.0132 0.0001 — 1.595 0.833 0.008 0.003450
10 0.0763 0.0109 0.0703 0.0389 1.0263 0.2921 0.0492 0.0132 0.0001 0.0465 1.595 0.834 0.001 0.123876
Fig. 2. Contributions from each of the variables to the final value of logK for
allobarbital (chemical 135) and mephobarbital (chemical 180).
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log K ¼ 1:08ð0:063ÞXu 1:51  102ð9:23  104ÞZM1V
 0:38ð2:61  102ÞLPRSþ 7:81  104ð6:68  105ÞSMTIV
þ 0:93ð8:16  102ÞS1K þ 6:65  102ð8:08  103ÞZM1
 8:70  102ð1:12  102ÞTðN::SÞ  0:41ð5:85  102ÞPHI
 1:20ð0:17ÞJ  1:32  102ð2:67  103ÞTðO::OÞ
 0:77ð0:28Þ ð1Þ
N ¼ 185; R2 ¼ 0:843; Q 2ðCVLOOÞ ¼ 0:821; s ¼ 0:361;
F ¼ 93:72; AIC ¼ 0:147; FIT ¼ 3:371 Q 2boot ¼ 0:813;
aðR2Þ ¼ 0:02; aðQ 2Þ ¼ 0:113; Q 2EXT ¼ 0:756
The meaning of each of the topological descriptor variable in-
volved in the cluster analysis and thereby used in the model above
is shown in Table 4.
An aspect deserving special attention is the degree of collinear-
ity among the variables of the model, which can be readily diag-
nosed by analyzing the cross-correlation matrix. As seen in Table
5, the pairs of descriptors (Xu; ZM1V), (Xu; LPRS), (Xu; SMTIV),
(Xu; S1K), (Xu; ZM1), (T(O..O); ZM1V), (T(O..O); LPRS), (T(O..O);
SMTIV), (T(O..O); S1K), (T(O..O); ZM1), (T(O..O); Xu), (ZM1V; LPRS),
(ZM1V; SMTIV), (ZM1V; S1K), (ZM1V; ZM1), (LPRS; SMTIV), (LPRS;
S1K), (LPRS; ZM1), (SMTIV; S1K), (SMTIV; ZM1), (S1K; ZM1), and
(S1K; PHI) are correlated with each other. Rather than deleting
any of these descriptors, it is of interest to examine the perfor-
mance of orthogonal complements in modeling b-CD
complexation.
Following the Randić technique, we have determined orthog-
onal complements for all variables of the non-orthogonalized
model (see Table 6). As a result, variable 5XS1K was found to
be statistically non-significant (p = 0.124; Table 6), may be be-
cause the information contained in this variable is common to
the information contained in the other descriptor variables. Fur-
thermore, the significance of adding 5XS1K to the model remains
unclear as seen from the modest improvements in R2(Adj.) (ad-
justed determination coefficient) on going from step 9 to 10
(see in Table 6, R2(Adj.) from step 9 to 10). Thus, by removing
it, we obtained the following QSAR model, which is given below
after to be standardized.
log K ¼ 0:488ð0:027Þ1XXu 0:392ð0:026Þ2XZM1V
 0:239ð0:027Þ3XLPRSþ 0:076ð0:026Þ4XSMTIV
þ 0:337ð0:026Þ6XZM1 0:134ð0:027Þ7XTðN::SÞ
 0:161ð0:030Þ8XPHI  0:160ð0:027Þ9XJ
 0:127ð0:026Þ10XTðO::OÞ þ 2:535ð0:027Þ ð2Þ
N ¼ 185; R2 ¼ 0:841; Q 2ðCVLOOÞ ¼ 0:821; s¼ 0:363;
F ¼ 103:05; AIC ¼ 0:147; FIT ¼ 3:487
Q2boot ¼ 0:812; aðR
2Þ ¼ 0:014; aðQ 2Þ ¼ 0:105; Q 2EXT ¼ 0:764
As can be seen in Table 6, removal of 5XS1K had little effect on
the overall fitness of the model as the statistics are as robust as be-
fore, and further, by comparing Eq. 1 with Eq. 2, one can see that
there are no changes in either the sign of the regression coeffi-
cients. Nevertheless, the relative contributions of the variables in
the orthogonal-descriptor model are quite different to those re-
lated to the non-orthogonalized model. Therefore, for purposes of
QSAR interpretability, we shall use the orthogonal-descriptor mod-
el defined in Eq. 2.
Fig. 3. Contributions from each of the variables to the final value of logK for 1,3-
propanediol (chemical 11) and 1-butanol (chemical14).
Fig. 4. Contributions from each of the variables to the final value of logK for 4-
hydroxybenzyl alcohol (chemical 77) and 4-ethylphenol (chemical 104).
Fig. 5. Contributions from each of the variables to the final value of logK for phenol
(chemical 49) and cyclohexanol (chemical 54).
Fig. 6. Contributions from each of the variables to the final value of logK for
4-fluorophenol (chemical 39) and 4-iodophenol (chemical 45).
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The meaning of topological indices compared with other
parameters is not explicit.59 They essentially condense a large
amount of physicochemical information into a single number. For
this reason, physical interpretation of these topological indices is
complicated. Despite this potential drawback; however, these
descriptors have been extensively used in Medicinal Chemis-
try.60,24 According to Eq. 2, variables 1XXu, 4 X SMTIV and 6XZM1
contribute positively to complexation while 2XZM1V, 3XLPRS,
7XT(N..S), 9 X J, 8XPHI and 10XT(O..O), they do it negatively. These
variables encode molecular factors such as size, branching, cycliza-
tion, presence of heteroatoms, flexibility and molecular volume.
Due to the complexity, interpretation of our model will rely merely
on the influence of the most significant variables. Here, it should be
remarked that the major contribution to the stability of the inclu-
sion complexes, therefore to encapsulation, comes from descriptor
variables 1XXu and 2XZM1V, followed by the remaining variables
(Table 6).
The Xu descriptor is related to structural factors such as molec-
ular dimension and shape. This parameter does correlate with the
van der Waals volume, so we might say that complexation with b-
CDs for this group of substances is primarily induced by van der
Waals forces.61 The size of the guest is another important factor
determining the stability of the CD complex. A good matching be-
tween the solute size and the CD cavity is essential for efficient
intermolecular contacts which lead to an increased stability of
the final inclusion complex.10 In Figure 2, we can see a clear exam-
ple of this type of interaction, where an increase of the molecular
size caused by the presence of a benzene ring stabilizes the com-
plex due to stronger van der Waals interactions.
Regarding ZM1V, this descriptor is determined by the values of
the valence vertex degrees. Therefore, its values will augment by
an increase of the branching and by the presence of heteroatoms
(since the greater the atomic number, the greater the influence).
One can observe across the ZM1V variation that an increase on
the number of hydroxyl groups (more hydrophilic) affects nega-
tively the complexation (Figs. 3 and 4). This may be due to the fact
that such an increase hinders access of the molecule in the hydro-
phobic cavity of b-CD.62
Another important feature that can be highlighted by variable
ZM1V concerns the presence of benzene ring. This moiety has a
more reduced ability to form complexes with b-CD than its hydro-
genated counterpart. Along with this, the value of variable ZM1V
(which contributes negatively) in the model for cyclohexanol is
smaller than it is for phenol, reflecting a decline in the valence ver-
tex degree (due to the rise in hydrogenation), which in turn im-
proves the inclusion in the b-CD (Fig. 5).
For cases like the ones mentioned above, we can say that vari-
able ZM1V is inversely proportional to hydrophobicity.
Moving now to halogenated derivatives of the phenyl group
(Fig. 6), one can see that complexation is enhanced by a more volu-
minous substituent, which in turn goes along with the ZM1V con-
tributions because of the increment on the atomic number. This
nicely confirms what has been observed by Liu et al.,63 that is to
say, where an increased volume and polarizability of the guest sub-
stituent increased the stability of the complex due to stronger van
der Waals interactions.
To sum up, we can conclude that for this set of molecules steric
(van der Waals) and hydrophobic interactions are of prime impor-
tance in the inclusion processes on b-CD.
3.2. Applicability domain
It would be very interesting to have a predictive model for the
vast majority of chemicals, particularly for those who have not
been tested and, therefore, with unknown logK values. Since this
is usually not possible, one should define the applicability domain
of the QSAR model, that is, the range within which it bears a new
compound. For that purpose, we built a Williams plot using the
leverage values calculated for each compound. As seen in Figure
7, most of the compounds of the test set are within the applicabil-
ity domain covered by ±3 times the standard residual (r) and the
leverage threshold h* (=0.14), save for compounds 3, 61, 78, 182,
Fig. 7. Applicability domain of the model of Eq. 2.
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187, 188, 196, 198, 205, 210, 214, 218, 231 and 233. Even so, the
latter should not be considered outliers but influential chemicals.54
Nevertheless, all evaluations pertaining to the external set were
performed by taking into account the applicability domain of our
QSAR model. So, if a chemical belonging to the test set had a lever-
age value greater than h*, we consider that this means that the pre-
diction is the result of substantial extrapolation and therefore may
not be reliable.55
4. Conclusions
The forces affecting the phenomenon of complexation of chem-
icals with CDs are numerous and active in combination. In this
study, we have examined the ability of a large and diverse set of
substances to provide statistically sound and predictive QSAR
models of b-CD complexation. We have thoroughly evaluated
regression models in conjunction with a variety of structure repre-
sentations, codifying a number of topological, physicochemical and
three-dimensional aspects. For the present training set, topological
descriptors provided the best model, as judged by extensive cross-
validation and external-prediction. This topological-QSAR model
was found to be superior to models derived using other 2D descrip-
tors Burden eigenvalues, Galvez topological charge indices, con-
nectivity indices, and eigenvalue-based indices- or even 3D
descriptors Randić molecular profiles, RDF, 3DMoRSE, GETAWAY,
and WHIM- or molecular properties.
Moreover, the driving forces for CD complexation ascertained
by the model are hydrophobic and steric (van der Waals) interac-
tions mainly. Finally, this is a simple model that might be used
in the prediction of b-CD complex stability constants of com-
pounds inside the applicability domain. It may thus constitute an
alternative and particular useful tool for screening large libraries
of compounds.
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This revealed that the major driving forces for complexation are hydrophobicity and van
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JOURNAL OF PHARwith primary and secondary hydroxyl groups
crowning the narrower rim and wider rim,
respectively.1 CDs have attracted much interest
in many fields, because they are able to form host–
guest complexes with hydrophobic molecules and
greatly modify their physical and chemical
properties, mostly in terms of water solubility.
For instance, upon complexation with CDs, the
drugs solubility strongly increases, making them
available for a wide range of pharmaceutical
applications. Different drugs are currently mar-
keted as solid or solution-based CD complexMACEUTICAL SCIENCES, VOL. 98, NO. 12, DECEMBER 2009 4557
4558 PÉREZ-GARRIDO ET AL.formulations.2,3 In these pharmaceutical pro-
ducts, CDs are mainly used as complexing agents
to increase the aqueous solubility of poorly water-
soluble drugs, to increase their bioavailability and
stability.4–6 Poor solubility continues to impact
the development of a large number of potential
drug candidates.7 These factors have had a
significant impact on what is required from
formulators given that the number of formulation
options, and by extension excipients, has to be
increased to address the larger number of
challenges being presented.8 CDs represent a
true added value in this context.
In addition, CDs can also promote drug
absorption across the dermal, nasal, or intestinal
barrier by extracting cholesterol, phospholipids,
or proteins from membranes,9 reduce or prevent
gastrointestinal and ocular irritation, reduce or
eliminate unpleasant smells or tastes,10,11 pre-
vent drug–drug or drug–additive interactions, as
well as to convert oils and liquid drugs into
microcrystalline or amorphous powders.12 More-
over, pharmacon–CD complexes often increase
the bioavailability of the active substances and
permit their controlled release.13 An example of
the latter is the CD encapsulation of trans-
platinum complex where it has been found that
the cytotoxicity in vitro of the novel inclusion
complex indicated a much higher activity.14
The experimental determination of CD complex
binding constants is often difficult and time
consuming because of the low solubility of the
guest molecules in aqueous solution. Previous
studies have suggested five major types of
interactions: (i) hydrophobic interactions, (ii)
van der Waals interactions, (iii) hydrogen-bond-
ing between polar groups of the guest and
the hydroxyl groups of the host, (iv) relaxation
by release of high-energy water from the CD
cavity upon substrate inclusion, and (v) relief
of the conformational strain in a CD–water
adduct.
In contrast, computational methods have only
recently been used for predicting binding con-
stants and to study the driving forces involved in
the process. An exhaustive set of these computa-
tional applications has been excellently reviewed
by Lipkowitz.15
Group-contribution models, quantitative struc-
ture–activity/property relationships (QSAR/QSPR)
methods (2D-QSAR, 3D-QSAR, CoMFA), molecular
modelling computations (using Quantum Mecha-
nics, Monte Carlo/Molecular Dynamics Simul-
ations, Molecular Mechanics, etc.), statisticalJOURNAL OF PHARMACEUTICAL SCIENCES, VOL. 98, NO. 12, DECEMBER 200analysis tools, and artificial neural networks have
all been applied to elucidate the most important
factors influencing the host–guest interactions and
to predict the thermodynamic stability of CDs
inclusion complexes.16–25
Nevertheless, it is clear that knowledge of the
complexation abilities of guest molecules with
CDs is deemed necessary to decide whether or not
a host–guest complexation is useful in a particular
application using the knowledge of what kind of
bonds contribute positively to this phenomenon.
In this sense, Katritzky et al.25 presented a
QSAR study predicting the free energies of
inclusion complexation between diverse guest
molecules and CDs using (i) CODESSA descrip-
tors and (ii) counts of different molecular frag-
ments. The fragmental descriptors are more easily
interpretable than CODESSA descriptors. One
can select the fragments whose contributions are
considerable and give reasonable explanations
based on physical phenomena involved in host–
guest complexation. However, QSPR models
based on fragments generally comprise much
more variables than those using traditional
descriptors, which still remain as an important
problem.
The aim of the present study was to build a
QSPR regression-based model, which could cor-
relate and predict the complex stability constant
between diverse guest molecules and b-CDs using
the TOPological Substructural MOlecular DEsign
(TOPS-MODE) descriptors.26–28 There is evidence
that these descriptors performed well in similar
QSAR/QSPR modelling studies on which they
have been used because they are easy to calculate,
and one can draw from the derived models useful
information regarding the type of structures that
contribute favourably or not to the activity or
property.29–42 This approach is able to transform
simple molecular descriptors, such as log P, polar
surface area, molar refraction, charges, etc., into
series of descriptors that account for the distri-
bution of these characteristics (hydrophobicity,
polarity, steric effects, etc.) across the molecule.
Thus, we can obtain this structural information at
a local scale from the models developed using
global molecular descriptors. It has been recog-
nised that the TOPS-MODE approach ‘‘provides a
mechanistic interpretation at a bond level and
enables the generation of new hypotheses such as
structural alerts.’’43 Such valuable information
can then be used for the design of new drugs with
increased bioavailability and solubility due to
their complexation with b-CDs.9 DOI 10.1002/jps
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Data Set
The overall data set of 233 substances comprised a
large number of classes of organic compounds:
aromatic hydrocarbons, alcohols, phenols, ether-
s,aldehydes, ketones, acids, esters, nitriles,
anilines, halogenated compounds, heterocycles,
nitro, sulphur and steroids and barbitals com-
pounds. This set of guest molecules was extracted
from the work of Suzuki,16 and the experimental
endpoint to be predicted is the b-CD complex
stability constants (K), which have been measured
at T¼ 298.15 K using water as solvent, taken
from references therein. Two of such guest
molecules, chemicals 214 and 215, are stereoi-
somers, which could not be distinguished by
the present 2D descriptors but had nevertheless
different K values. Thus, one of the isomers
was discarded (chemical 215), the other one
(chemical 214) being only considered in our
study with an averaged value of K. Moreover,
all K values were log-transformed (log K) for
being of practical use in the following QSPR
modelling. Table 1 displays a complete list of the
chemicals along with the reported experimental
data.The TOPS-MODE Descriptors
The TOPS-MODE descriptors are based on the
calculation of the spectral moments of the so-
called bond matrix.28 The theoretical foundations
of the spectral moments have been reported
previously,26,27 nevertheless an overview of this
descriptor family will be given here. The spectral
moments are defined as the traces of the bond
adjacency matrix. That is, the sum of the main
diagonal elements of different powers of such
matrix. The bond adjacency matrix is a squared
symmetric matrix whose entries are ones or zeros
if the corresponding bonds are adjacent or not.
The order of this matrix (m) is the number of
bonds in the molecular graph, two bonds being
adjacent if they are incident to a common atom.
Furthermore, weights are introduced in the
diagonal entries of this matrix to mirror funda-
mental physicochemical properties that might
relate to the target endpoint being modelled.
Here, several bond weights were used for comput-
ing the spectral moments, namely the standard
bond distance (Std), standard bond dipole
moments (Dip, Dip2), hydrophobicity (H), polarDOI 10.1002/jps JOURNAsurface area (Pols), polarisability (Pol), molar
refractivity (Mol), van der Waals radii (Van),
Gasteiger–Marsilli charges (Gas), atomic masses
(Ato), solute excess molar refraction (Ab-R2),






solute gas-hexadecane partition coefficient (Ab-
log L16) were used for computing the spectral
moments of the bond matrix.
Explicitly, we have calculated the first 15 spec-
tral moments (m1–m15) for each bond weight and
the number of bonds in the molecules (m0) without
hydrogen. Also, we multiplied m0 and m1 for the
first 15 spectral moments obtaining 30 new
variables. Notice that in this way such variables
might offset the linear approximation assumption
of the model. As described previously,44 the atomic








where wi and di are the atomic weight and vertex
degree of the atom i. Calculation of the TOPS-
MODE descriptors was carried out with the
MODESLAB software (http://www.modeslab.-
com)45 from the SMILES (Simplified Molecular
Input Line Entry System) notation available for
each compound.46 To develop the structure–
property relationships, the following six-step path
was adopted:1. SL OF Pelect a small subset of the 233 chemicals
to act as a test set. The remaining
chemicals form the training set for QSPR
modelling.2. Draw the molecular graphs for each mole-
cule included in the training set.3. Compute the spectral moment’s descriptors
using an appropriate set of weights.4. Find an adequate QSPR model from the
training set by a regression-based approach.
The task here is to obtain a mathematical
function (see Eq. 2 below) that best describes
the studied property P (in our case, the log K
partitioning) as a linear combination of
the X-predictor variables (the spectral
moments mk), with the coefficients ak. Such
coefficients are to be optimised by means of
multiple linear regression (MLR) analysis
along with a variable subset selection proce-
dure
P ¼ a0m0 þ a1m1 þ a2m2 þ    þ akmk (2ÞHARMACEUTICAL SCIENCES, VOL. 98, NO. 12, DECEMBER 2009
Table 1. Names, CAS Number, Observed (log Ko) and Predicted (log Kp) Activity,
 and Leverage (h) Values for the
Compounds Used in this Study
No. Name CAS log Ko log Kp Partition h Refs.
1 Carbon tetrachloride 56-23-5 2.20 2.29 Test 0.174b 20
2 Chloroform 67-66-3 1.43 0.66 Training — 20
3 Methanol 67-56-1 0.49 0.35 Training — 18
4 Acetonitrile 75-05-8 0.27 0.36 Training — 20
5 Acetaldehyde 75-07-0 0.64 0.23 Training — 20
6 Ethanol 64-17-5 0.03 0.19 Test 0.055 18
7 1,2-Ethanediol 107-21-1 0.19 0.02 Training — 18
8 Acetone 67-64-1 0.42 0.40 Training — 20
9 1-Propanol 71-23-8 0.57 0.69 Test 0.039 18
10 2-Propanol 67-63-0 0.63 0.93 Training — 20
11 1,3-Propanediol 504-63-2 0.67 0.46 Training — 18
12 Tetrahydrofuran 109-99-9 1.47 1.10 Test 0.034 20
13 Cyclobutanol 2919-23-5 1.18 1.51 Training — 18
14 1-Butanol 71-36-3 1.22 1.18 Training — 79
15 2-Butanol 78-92-2 1.19 1.37 Training — 18
16 2-Methyl-1-propanol 78-83-1 1.62 1.37 Training — 18
17 2-Methyl-2-propanol 75-65-0 1.68 2.01 Training — 18
18 1,4-Butanediol 110-63-4 0.64 0.93 Training — 18
19 Diethylamine 109-89-7 1.36 1.22 Training — 20
20 Cyclopentanol 96-41-3 2.08 1.70 Training — 18
21 1-Pentanol 71-41-0 1.80 1.64 Training — 79
22 2-Pentanol 6032-29-7 1.49 1.83 Training — 18
23 3-Pentanol 584-02-1 1.35 1.78 Training — 18
24 2-Methyl-1-butanol 1565-80-6 2.08 1.80 Training — 18
25 2-Methyl-2-butanol 75-85-4 1.91 2.29 Training — 18
26 3-Methyl-1-butanol 123-51-3 2.25 1.85 Test 0.023 18
27 3-Methyl-2-butanol 1517-66-4 1.92 1.92 Training — 18
28 2,2-Dimethyl-1-propanol 75-84-3 2.71 2.39 Test 0.027 79
29 1,5-Pentanediol 111-29-5 1.22 1.38 Test 0.026 18
30 1,4-Dibromobenzene 106-37-6 2.97 2.78 Training — 22
31 1,4-Diiodobenzene 624-38-4 3.17 3.63 Training — 22
32 3,5-Dibromophenol 626-41-5 2.56 2.79 Training — 18
33 3,5-Dichlorophenol 591-35-5 2.07 2.53 Test 0.045 18
34 1-Chloro-4-nitrobenzene 100-00-5 2.15 2.52 Training — 22
35 Fluorobenzene 462-06-6 1.96 2.02 Test 0.026 22
36 Bromobenzene 108-86-1 2.50 2.42 Training — 22
37 Iodobenzene 591-50-4 2.93 2.87 Training — 22
38 3-Fluorophenol 372-20-3 1.70 2.03 Training — 18
39 4-Fluorophenol 371-41-5 1.73 2.02 Training — 18
40 3-Chlorophenol 108-43-0 2.28 2.28 Training — 18
41 4-Chlorophenol 106-48-9 2.61 2.27 Training — 22
42 3-Bromophenol 591-20-8 2.51 2.42 Test 0.031 18
43 4-Bromophenol 106-41-2 2.65 2.41 Test 0.031 22
44 3-Iodophenol 626-02-8 2.93 2.85 Training — 18
45 4-Iodophenol 540-38-5 2.98 2.84 Training — 22
46 Nitrobenzene 98-95-3 2.04 2.32 Training — 20
47 4-Nitrophenol 100-02-7 2.39 2.29 Training — 22
48 Benzene 71-43-2 2.23 2.05 Test 0.033 79
49 Phenol 108-95-2 1.98 2.05 Training — 22
50 Hydroquinone 123-31-9 2.05 2.04 Test 0.024 22
51 4-Nitroaniline 100-01-6 2.48 2.35 Test 0.082 22
JOURNAL OF PHARMACEUTICAL SCIENCES, VOL. 98, NO. 12, DECEMBER 2009 DOI 10.1002/jps
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No. Name CAS log Ko log Kp Partition h Refs.
52 Aniline 62-53-3 1.60 2.12 Training — 20
53 Sulphaanilamide 63-74-1 2.76 2.16 Training — 21
54 Cyclohexanol 108-93-0 2.67 2.24 Training — 79
55 1-Hexanol 111-27-3 2.33 2.09 Training — 79
56 2-Hexanol 626-93-7 1.98 2.27 Training — 18
57 2-Methyl-2-pentanol 590-36-3 1.99 2.73 Training — 18
58 3-Methyl-3-pentanol 77-74-7 2.15 2.56 Training — 18
59 4-Methyl-2-pentanol 108-11-2 2.04 2.48 Training — 18
60 3,3-Dimethyl-2-butanol 464-07-3 2.75 2.94 Training — 18
61 1,6-Hexanediol 629-11-8 1.69 1.80 Training — 18
62 Benzonitrile 100-47-0 2.23 1.81 Training — 22
63 Benzothiazole 95-16-9 2.38 1.92 Training — 80
64 4-Nitrobenzoic acid 62-23-7 2.34 2.23 Training — 22
65 Benzaldehyde 100-52-7 1.78 1.79 Training — 20
66 Benzoic acid 65-85-0 2.12 2.03 Training — 79
67 4-Hydroxybenzaldehyde 123-08-0 1.75 1.78 Training — 18
68 4-Hydroxybenzoic acid 99-96-7 2.20 2.02 Training — 22
69 Benzyl chloride 100-44-7 2.45 2.36 Training — 22
70 Toluene 108-88-3 2.09 2.50 Training — 20
71 Benzyl alcohol 100-51-6 1.71 2.05 Training — 20
72 Anisole 100-66-3 2.32 2.12 Training — 22
73 m-Cresol 108-39-4 1.98 2.49 Training — 18
74 p-Cresol 106-44-5 2.40 2.48 Training — 22
75 4-Methoxyphenol 150-76-5 2.21 2.10 Training — 22
76 3-Methoxyphenol 150-19-6 2.11 2.11 Training — 18
77 4-Hydroxybenzyl alcohol 623-05-2 2.16 2.01 Training — 22
78 Hydrochlorothiazide 58-93-5 1.76 1.74 Training — 21
79 N-methylaniline 100-61-8 2.12 2.14 Training — 22
80 1-Butylimidazole 4316-42-1 2.19 2.27 Training — 81
81 1-Heptanol 111-70-6 2.85 2.51 Test 0.026 18
82 Phenylacetylene 536-74-3 2.36 2.62 Training — 22
83 Thianaphthene 95-15-8 3.23 2.49 Training — 80
84 4-Fluorophenyl acetate 405-51-6 2.11 2.22 Test 0.027 18
85 3-Fluorophenyl acetate 701-83-7 1.91 2.23 Training — 18
86 4-Chlorophenyl acetate 876-27-7 2.50 2.46 Training — 18
87 3-Chlorophenyl acetate 13031-39-5 2.44 2.47 Training — 18
88 4-Bromophenyl acetate 1927-95-3 2.68 2.59 Training — 18
89 3-Bromophenyl acetate 35065-86-2 2.67 2.60 Test 0.032 18
90 4-Iodophenyl acetate 33527-94-5 3.00 2.93 Training — 18
91 3-Iodophenyl acetate 61-71-2 3.07 2.94 Training — 18
92 4-Nitrophenyl acetate 830-03-5 2.13 2.39 Training — 18
93 Acetophenone 98-86-2 2.27 2.20 Training — 22
94 Phenyl acetate 122-79-2 2.10 2.22 Training — 18
95 Methyl benzoate 93-58-3 2.50 2.12 Training — 22
96 3-Hydroxyacetophenone 121-71-1 2.06 2.19 Training — 18
97 4-Hydroxyacetophenone 99-93-4 2.18 2.18 Training — 22
98 Acetoanilide 103-84-4 2.20 1.92 Test 0.018 22
99 p-Xylene 106-42-3 2.38 2.92 Training — 22
100 Ethylbenzene 100-41-4 2.59 2.80 Training — 22
101 Phenetole 103-73-1 2.49 2.67 Training — 22
102 2-Phenylethanol 60-12-8 2.15 2.48 Training — 18
103 3-Ethylphenol 620-17-7 2.60 2.76 Training — 18
(Continued)
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Table 1. (Continued )
No. Name CAS log Ko log Kp Partition h Refs.
104 4-Ethylphenol 123-07-9 2.69 2.75 Training — 22
105 4-Ethoxyphenol 622-62-8 2.33 2.62 Test 0.008 18
106 3-Ethoxyphenol 621-34-1 2.35 2.63 Test 0.008 18
107 3,5-Dimethoxyphenol 500-99-2 2.34 2.13 Training — 18
108 N-ethylaniline 103-69-5 2.34 2.67 Test 0.013 22
109 N,N-dimethylaniline 121-69-7 2.36 2.49 Training — 22
110 Barbital 57-44-3 1.78 2.05 Training — 21
111 Cyclooctanol 696-71-9 3.30 3.00 Training — 18
112 1-Octanol 111-87-5 3.17 2.92 Test 0.033 18
113 2-Octanol 123-96-6 3.13 3.09 Training — 18
114 Quinoline 91-22-5 2.12 2.37 Training — 80
115 3-Cyanophenyl acetate 55682-11-6 1.49 2.14 Training — 18
116 4-Hydroxycinnamic acid 7400-08-0 2.83 2.51 Training — 21
117 Ethyl benzoate 93-89-0 2.73 2.63 Training — 22
118 40-Hydroxypropiophenone 70-70-2 2.63 2.43 Training — 18
119 30-Hydroxypropiophenone 13103-80-5 2.61 2.44 Training — 18
120 p-Tolyl acetate 140-39-6 2.49 2.60 Training — 18
121 3-Methylphenyl acetate 122-46-3 2.21 2.61 Training — 18
122 4-Methoxyphenyl acetate 1200-06-2 2.45 2.24 Training — 18
123 4-Propylphenol 645-56-7 3.55 3.11 Training — 18
124 3-Propylphenol 621-27-2 3.28 3.12 Training — 18
125 4-Isopropylphenol 99-89-8 3.58 3.15 Training — 18
126 3-Isopropylphenol 618-45-1 3.44 3.16 Training — 18
127 4-Isopropoxyphenol 7495-77-4 2.86 3.11 Training — 18
128 2-Norbornaneacetate — 3.59 3.11 Test 0.052 79
129 1-Benzylimidazole 4238-71-5 2.61 2.75 Training — 81
130 m-Methylcinnamic acid 3029-79-6 2.93 2.92 Training — 21
131 4-Ethylphenyl acetate 3245-23-6 2.83 2.82 Test 0.017 18
132 3-Ethylphenyl acetate 3056-60-8 2.68 2.83 Training — 18
133 4-Ethoxyphenyl acetate 69788-77-8 2.54 2.72 Training — 18
134 3-Ethoxyphenyl acetate 151360-54-2 2.49 2.73 Test 0.023 18
135 Allobarbital 52-43-7 1.98 2.15 Training — 21
136 4-n-butylphenol 1638-22-8 3.97 3.46 Test 0.023 18
137 3-n-butylphenol 4074-43-5 3.76 3.46 Training — 18
138 3-Isobutylphenol 30749-25-8 4.21 3.65 Training — 18
139 4-sec-butylphenol 99-71-8 4.18 3.46 Training — 18
140 3-sec-butylphenol 3522-86-9 4.06 3.47 Training — 18
141 4-tert-butylphenol 98-54-4 4.56 3.84 Test 0.045 18
142 3-tert-butylphenol 585-34-2 4.41 3.85 Training — 18
143 Menadion 58-27-5 2.27 2.30 Test 0.027 21
144 Sulphapyridine 144-83-2 2.70 2.57 Training — 21
145 Sulphamonomethoxine 1220-83-3 2.48 2.20 Training — 21
146 Sulfisoxazole 127-69-5 2.32 2.69 Training — 21
147 4-n-propylphenyl acetate 61824-46-2 3.15 3.13 Training — 18
148 3-n-propylphenyl acetate — 3.28 3.14 Training — 18
149 4-Isopropylphenyl acetate 2664-32-6 2.88 3.16 Training — 18
150 3-Isopropylphenyl acetate 36438-57-0 3.36 3.17 Training — 18
151 4-n-amylphenol 14938-35-3 4.19 3.78 Test 0.031 18
152 4-tert-amylphenol 80-46-6 4.70 4.02 Training — 18
153 Carbutamide 339-43-5 2.29 2.37 Training — 21
154 Pentobarbital 76-74-4 3.01 3.16 Test 0.069 21
155 Amobarbital 57-43-2 3.07 3.07 Training — 79
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No. Name CAS log Ko log Kp Partition h Refs.
156 Thiopental 76-75-5 3.28 3.12 Training — 21
157 Dibenzofuran 132-64-9 2.97 2.60 Training — 80
158 Dibenzothiophene 132-65-0 3.48 2.86 Training — 80
159 Phenazine 92-82-0 2.41 2.03 Training — 80
160 Thianthrene 92-85-3 3.57 3.48 Test 0.091 80
161 Carbazole 86-74-8 2.44 3.01 Training — 80
162 Phenoxazine 135-67-1 2.69 2.75 Test 0.060 80
163 Phenothiazine 92-84-2 2.73 3.08 Training — 80
164 Furosemide 200-203-6 1.78 3.02 Test 0.071 21
165 Phenobarbital 50-06-6 3.22 2.70 Test 0.062 79
166 Sulfisomidine 515-64-0 2.10 2.66 Test 0.061 21
167 Sulphamethomidine 3772-76-7 2.33 2.46 Test 0.038 21
168 Sulphadimethoxine 122-11-2 2.26 2.20 Training — 21
169 4-n-butylphenyl acetate 55168-27-9 3.62 3.42 Training — 18
170 3-n-butylphenyl acetate — 3.66 3.43 Training — 18
171 3-Isobutylphenyl acetate 916728-77-3 3.83 3.62 Training — 18
172 4-tert-butylphenyl acetate 3056-64-2 3.85 3.83 Training — 18
173 Cyclobarbital 52-31-3 2.71 2.55 Training — 21
174 Hexobarbital 56-29-1 3.08 2.86 Training — 21
175 1-Adamantaneacetate 875907-32-7 4.32 4.56 Training — 79
176 Acridine 260-94-6 2.33 2.70 Training — 80
177 Phenanthridine 229-87-8 2.57 2.61 Training — 80
178 Xanthene 92-83-1 2.71 3.32 Training — 80
179 N-phenylanthranilic acid 91-40-7 2.89 3.06 Training — 79
180 Mephobarbital 115-38-8 3.16 3.03 Training — 21
181 4-n-amylphenyl acetate 202831-79-6 3.80 3.69 Training — 18
182 Flufenamic acid 530-78-9 3.10 3.08 Training — 79
183 Meclofenamic acid 644-62-2 2.67 3.15 Training — 79
184 Nitrazepam 146-22-5 1.97 1.70 Training — 21
185 Flurbiprofen 5104-49-4 3.69 3.48 Training — 21
186 Sulphaphenazole 526-08-9 2.35 1.97 Training — 21
187 Bendroflumethiazide 200-800-1 1.90 2.02 Training — 21
188 Mefenamic acid 61-68-7 2.49 3.26 Training — 21
189 Acetohexamide 968-81-0 2.94 2.62 Test 0.047 21
190 Fludiazepam 3900-31-0 2.33 1.76 Training — 21
191 Nimetazepam 2011-67-8 1.73 1.63 Training — 21
192 Fenbufen 252-979-0 2.63 3.26 Training — 21
193 Ketoprofen 22071-15-4 2.85 3.26 Training — 21
194 Medazepam 2898-12-6 2.40 2.98 Training — 21
195 Progabide 62666-20-0 2.53 2.80 Test 0.084 21
196 Griseofulvin 126-07-8 1.47 1.91 Training — 21
197 Tolnaftate 2398-96-1 3.83 3.68 Training — 21
198 Prostacyclin 35121-78-9 2.94 3.26 Training — 21
199 Triamcinolone 124-94-7 3.37 3.92 Test 0.095 82
200 Cortisone 53-06-5 3.35 3.19 Training — 21
201 Prednisolone 50-24-8 3.56 3.36 Test 0.105 82
202 Hydrocortisone 50-23-7 3.60 3.42 Training — 21
203 Corticosterone 50-22-6 3.85 3.17 Test 0.106 82
204 Dexamethasone 50-02-2 3.65 4.48 Training — 21
205 Betamethasone 378-44-9 3.73 4.03 Training — 82
206 Paramethasone 53-33-8 3.40 3.32 Training — 82
207 Cortisone-21-acetate 50-04-4 3.62 3.26 Training — 82
(Continued)
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208 Prednisolone-21-acetate 52-21-1 3.76 3.21 Training — 82
209 Hydrocortisone-21-acetate 50-03-3 3.51 3.35 Training — 82
210 Fluocinolone acetonide 67-73-2 3.48 3.60 Training — 82
211 Triamcinolone acetonide 76-25-5 3.51 3.95 Training — 82
212 Spironolactone 52-01-7 4.44 4.20 Training — 82
213 Dehydrocholic acid 81-23-2 3.38 3.45 Training — 82
214 Chenodeoxycholic acid 474-25-9 4.36a 4.45 Training — 82
215 Ursodeoxycholic acid 128-13-2 4.51a — Training — 82
216 Cholic acid 81-25-4 3.50 3.90 Test 0.184b 82
217 Hydrocortisone-17-butyrate 237-093-4 3.23 3.04 Training — 82
218 Cinnarizine 298-57-7 3.64 3.24 Training — 21
219 Cycloheptanol 502-41-0 3.23 2.63 Training — 18
220 2-Methoxyethanol 109-86-4 0.22 0.29 Test 0.051 18
221 3-Hydroxycinnamic acid 588-30-7 2.56 2.52 Training — 21
222 Ethyl 4-hydroxybenzoate 120-47-8 3.01 2.59 Training — 21
223 Ethyl 4-aminobenzoate 94-09-7 2.69 2.64 Test 0.036 21
224 4-Methylcinnamic acid 1866-39-3 2.65 2.91 Training — 21
225 Sulphadiazine 68-35-9 2.52 2.01 Test 0.057 21
226 L-a-O-benzylglycerol 213458-77-6 2.11 2.55 Test 0.051 81
227 Sulphamerazine 127-79-7 1.97 2.30 Training — 21
228 Butyl 4-hydroxybenzoate 94-26-8 3.39 3.20 Training — 21
229 Butyl 4-aminobenzoate 94-25-7 3.19 3.25 Training — 21
230 Benzidine 92-87-5 3.35 3.64 Test 0.111 21
231 Triflumizole 68694-11-1 2.66 2.28 Training — 21
232 Diazepam 439-14-5 2.33 1.97 Training — 21
233 Prostaglandin E2 363-24-6 3.09 3.18 Training — 21
*b-CD complex stability constant (Ko, observed, Kp, predicted), then log-transformed (log K).
aChemicals 214 and 215 were replaced by only one compound (chemical 214) with an averaged log K value (¼4.44).
bChemicals 1 and 216 have leverage values above the threshold (0.129) and, for that reason, its predictions were not taken into
account when calculating Q2EXT.
4564 PÉREZ-GARRIDO ET AL.5. SJOURNubject the derived QSPR model to rigorous
internal and external validation, thereby
assessing the performance of the model in
what concerns its applicability and predic-
tive power.6. Compute the contribution of the different
substructures to determine their quantita-
tive contribution to the complexation of the
studied molecules.Variable Selection
Nowadays, there is a vast amount and wide range
of molecular descriptors with which one can model
the activity of interest. This makes the search for
gathering the most suitable subset quite compli-
cated and time consuming because of the many
possible combinations, especially if one tries to
define an accurate, robust, and (above all)
interpretable model. For this reason, we applied
the Genetic Algorithm (GA) procedure47 forAL OF PHARMACEUTICAL SCIENCES, VOL. 98, NO. 12, DECEMBER 200selecting the variables, as implemented in the
Mobydigs software (v1.0).48 The particular GA
simulation applied here resorted to the generation
of 100 regression models, ordered according to
their increased internal predictive performance
(verified by leave one out cross-validation). First
of all, models with one to two variables were
developed by the variable subset selection proce-
dure in order to explore all low combinations.
The number of descriptors was subsequently
increased one by one, and new models formed.
The GA was stopped when further increments in
the size of the model did not increase internal
predictivity in any significant degree. Further-
more, the following GA simulation conditions
were used: the maximum number of variables in
a model was 10, the number of best retained
models for each size was 5, the trade-off between
crossovers and mutation parameter (T) was
from 0.3 to 0.7, and selection bias (B%) was from
30 to 90.9 DOI 10.1002/jps
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Two kinds of diagnostic statistical tools were used
for evaluating the performance of our regression
model: the so-called goodness of fit and goodness of
the prediction. In the first case, attention is given
to the fitting properties of the model, whereas in
the second case attention is paid to the predictive
power of the model (i.e., the model adequacy for
describing new compounds). In this work, k-
Means Cluster Analysis (k-MCA) was used to
split the original data set of chemicals into
training and test sets. On doing so, 186 of the
233 compounds were selected as the training set
and the remaining 47 taken as the external test
set. Full details of this partition can be found in
our previous work.49
Goodness of fit of the models was assessed by
examining the determination coefficient (R2), the
standard deviation (s), the Fisher’s ratio ( F), and
the ratio between the number of cases and the
number of adjustable parameters in the model
(known as the r statistics; notice that r should be
	4).50 Other important statistics, namely the
Kubinyi function (FIT)51,52 and Akaike’s informa-
tion criteria (AIC)53,54 were taken into account, as
they give enough criteria for comparing models
with different parameters, numbers of variables,
and numbers of chemicals.
As to the robustness and predictivity of the
models, these were evaluated by means of cross-
validation, basically leave-one-out (CV-LOO) and
bootstrapping testing techniques, by looking to
the outcome statistics of both techniques (i.e.,
Q2LOO and Q
2
boot) as well as to the Q
2
EXT values
obtained with the test set substances that fall
within the applicability domain of the model.
Bootstrapping simulates what would happen if
the data set were to be randomly resampled
several times (here 5000 times), then deriving the
all squared difference between the true and
predicted responses by using predictive residual
sum of squares (PRESS). The average predictive
power is expressed as Q2boot.
55 Further, the
stability under heavy perturbations in the train-
ing set was checked by examining the outcome
statistics of a response randomisation procedure
(Y scrambling) for the training and test sets (a(r2)
and a(Q2) values). The randomisation procedure
was repeated 300 times. All these calculations
were carried out with software Mobydigs (v1.0).48
To sum up, good quality of the models is
indicated by high F, FIT, and r values, by low s




EXT (save for a(r
2) and
a(Q2) values, which check random correlations).
The spectral moments are inherently collinear.
From the point of view of QSPR modelling, the main
drawback of collinearity is that it increases the
standard errors associated with the individual
regression coefficients, thereby decreasing their
value for purposes of interpretability. To overcome
this problem, we have employed here the Randić’s
method of orthogonalisation.56–60 Firstly, one has to
select the appropriate order of orthogonalisation,
which, in this case, is the order of significance of the
variables in the model. The first variable (v1) is
taken as the first orthogonal descriptor (V1v1). The
second one (v2) is orthogonalised with respect to it by
taking the residual of its correlation with V1v1. The
process is repeated until all variables are completely
orthogonalised, after which they are further stan-
dardised. Orthogonal standardised variables are
then used to obtain a new model. For extracting of
the information contained in the orthogonalised
descriptors, we followed the procedure reported by
Estrada and Molina.29Structural Alerts Identification
The identification of structural alerts (fragment
contribution) to the b-CD complexation is based on
bond contributions. This procedure, implemented in
MODESLAB software, consists in transforming a
QSAR/QSPR model into a bond additive scheme.
Then, by summing up bonds contributions, one can
detect the fragments on a given molecule that
contribute positively or negatively to the underlying
property and forward an interpretation of their
effects in terms of physicochemical properties. Bond
contributions are derived from the local spectral
moments. They are defined as the diagonal entries of
the different powers of the weighted bond matrix (B):
mTk ðiÞ ¼ bkiiðTÞ (3)
where mTk ðiÞ is the kth local spectral moment of the
bond i, bkiiðTÞ are the diagonal entries of the weighted
B matrix, and T is the type of bond weight. For a
given molecule, we can substitute the values of the
local spectral moments computed by Eq. (3) into
Eq. (4) and thus gather the total contribution to the
complexation of its different bonds






Since the activity modelled is expressed
as log K, positive bond contributions increaseL OF PHARMACEUTICAL SCIENCES, VOL. 98, NO. 12, DECEMBER 2009
4566 PÉREZ-GARRIDO ET AL.the K value and increase the complexation
and vice versa. The structural information high-
lighted by the bond contributions may allow, along
with other theoretical and experimental data, for
a better understanding of the mechanisms of
complexation of the involved chemicals.
Applicability Domain of the Models
Given that the real utility of a QSAR/QSPR model
relies on its ability to accurately predict the
modelled activity/property for new chemicals,
careful assessment of the model’s true predictive
power is a must. This includes the model
validation but also the definition of the applic-
ability domain of the model in the space oflog K ¼  1:44
 103ð	7:34






























N ¼ 185; R2 ¼ 0:870; Q2LOO ¼ 0:849; s ¼ 0:329; F ¼ 116:76; AIC ¼ 0:122; FIT ¼ 4:106;
Q2boot ¼ 0:825; aðr2Þ ¼ 0:021; aðQ2Þ ¼ 0:114; Q2EXT ¼ 0:827molecular descriptors used for deriving the model.
There are several methods for assessing the
applicability domain of QSAR/QSPR models,61,62
but the most common one encompasses determin-
ing the leverage values for each compound.63 A
Williams plot, that is, the plot of standardised
residuals versus leverage values (h), can then
be used for an immediate and simple graphical
detection of both the response outliers and
structurally influential chemicals in the model.
In this plot, the applicability domain is estab-
lished inside a squared area within 	x standard
deviations and a leverage threshold h (h is
generally fixed at 3k/n, where n is the number
of training compounds and k the number of
model parameters, whereas x¼ 2 or 3), lying
outside this are (vertical lines) the outliers
and (horizontal lines) the influential chemicals.
For future predictions, only predicted complex
stability constant data for chemicals belonging
to the chemical domain of the training set
should be proposed and used.64 So, calculationsJOURNAL OF PHARMACEUTICAL SCIENCES, VOL. 98, NO. 12, DECEMBER 200of Q2EXT were performed only for those sub-
stances that had a leverage value below the
threshold h.RESULTS AND DISCUSSION
QSPR Model
According to the strategy outlined before, we began
by seeking the best linear model relating the
complex stability with the TOPS-MODE descrip-
tors for the training set. The resulting best-fit
model (a 11-variable equation) is given below along
with the MLR statistics. As seen, this model is good
both statistical significance and goodness of fit.Another aspect deserving special attention is
the degree of collinearity of the variables of the
model, which can readily be diagnosed by analys-
ing the cross-correlation matrix (Tab. 2). Rather
than deleting any of these descriptors, it is of
interest to examine the performance of orthogonal
complements.
Following Randić’s technique, we determined
orthogonal complements for all variables of
the above nonorthogonalised model. On doing




to be not statistically significant (p¼ 0.189
and 0.496; Tab. 3), most likely because the
information contained in these variables is
common to the information contained in other
molecular descriptors. In addition, the signifi-
cance of adding these two variables to the model
remains unclear as seen from the modest
improvement in R2 on going from step 8 to step
9 and to step 10 (see in Tab. 3, DR2 for those
steps). So after eliminating these uninforma-
tive variables, further proceed to refitting and9 DOI 10.1002/jps






























0.205 0.062 1.000 — — — — — — —
mPols4 0.405 0.352 0.333 1.000 — — — — — —
mVan3 0.885 0.801 0.059 0.516 1.000 — — — — —
mAbR25


















0.921 0.894 0.152 0.376 0.878 0.916 0.904 0.885 0.907 1.000
Significant correlations are marked in bold.
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4 þ 0:078ð	0:025ÞV10mPols4 þ 2:537ð	0:024Þ
(6)
N ¼ 185; R2 ¼ 0:868; Q2LOO ¼ 0:851; s ¼ 0:329; F ¼ 145:61; AIC ¼ 0:12; FIT ¼ 4:656;
Q2boot ¼ 0:845; aðr2Þ ¼ 0:007; aðQ2Þ ¼ 0:1; Q2EXT ¼ 0:8341where the symbol iVX means the orthogonal
complement of variable X, the superscript re-
ferring to followed order in the orthogonalisation













































Significant correlations are marked in bold.
DOI 10.1002/jps JOURNAAs can be seen in Table 3, removal of V2mStd10
and V3m
AbR2
5 had little effect on the overallfitness of the model as the statistics are as robust
as before, and further, by comparing Eq. (5) with
Eq. (6), one can see that there are no changes in
either the sign of the regression coefficients.
Nevertheless, the relative contributions of the
variables in the orthogonal model are quite
different from those related to the nonorthogonal
model.
Their direct interpretation of these complex
topological indices is rather difficult, considering
that they essentially condense a large amount of
topological and atomic property information into a
single number. However, some indirect links
between those descriptors and the physical
phenomena involved in host–guest complexation
might be suggested.
The variables weighted with hydrophobicity
and van der Waals radii explained, respectively,
32.3% and 28.5% of the variance for this specific
training set of chemicals (Tab. 3). Thus, hydro-
phobicity and van der Waals seem to be the main
driving forces of the complexation of b-CDs for the
molecules under study.L OF PHARMACEUTICAL SCIENCES, VOL. 98, NO. 12, DECEMBER 2009
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solute gas-hexadecane partition coefficient, effec-
tive hydrogen-bond basicity, polar surface, and
dipole moment accounted for 19.1%, 3.5%, 1.5%,
0.8%, and 1.3% of the variance, respectively,
therefore, although to a lesser extent, interactions
due to the polarity (hydrogen bonding) also appear
to influence complexation.TOPS-MODE Structural Interpretation
Recently Katritzky et al.25 presented a QSAR
study predicting the free energies of inclusion
complexation between diverse guest molecules
and CDs using (i) CODESSA descriptors and (ii)
counts of different molecular fragments. The first
of them (the Hansch-type approach65) uses as
descriptors certain physicochemical parameters
calculated either by quantum mechanical meth-
ods or by some empirical techniques. The second
(the Free-Wilson-type approach66) uses counts of
different molecular fragments as variables in a
multiple regression analysis. Both techniques
have their advantages and disadvantages.25
Generally, fragmental descriptors (Free-Wilson-
type method) are more interpretable than
CODESSA descriptors (Hansch-type method).
However, the main disadvantage of QSPR meth-
ods based on counts of different molecular
fragments is related to the fact that they generally
use more variables than CODESSA descriptors,
thus leading to smaller values of Fisher criterion
(less robust models). Another problem of the
fragment-based approach is related to molecules
containing fragments of ‘‘rare’’ occurrence (i.e.,
found in a single molecule), which should be
excluded from the training or test sets, thus
reducing the number of treated compounds.25 The
last problem arises when we attempt to study
heterogeneous data sets of organic molecules. In
this case there is not necessarily an atomic/bond
pattern, which is repeated in all the molecules
under study. As a consequence is most adequate to
use molecular descriptors like the electronic
chemical potential, the molecular electronegativ-
ity, the chemical hardness, or other global
molecular indices.
This question immediately poses another: can
we obtain structural information at a local scale
from the models developed using global molecular
descriptors? The only information that we need to
transform the global model into the atomic/bond
contributions is the mathematical relationshipJOURNAL OF PHARMACEUTICAL SCIENCES, VOL. 98, NO. 12, DECEMBER 200between the global molecular descriptor and the
local contributions.67
In this article, the TOPS-MODE approach has
been used to account for the contributions of
molecular parts to the global molecular proper-
ties. The main advances of using the TOPS-
MODE approach to study complex stability
constant between diverse guest molecules and
b-CDs as compared with other approaches, such
as CODESSA,25 is twofold. On one hand, TOPS-
MODE permits the development of robustness
and predictive QSPR models in a similar way to
those approaches using molecular descriptors,
such as CODESSA. On the other hand, it permits
the interpretation of the results in terms of
fragment contribution identifying those groups,
fragments, or molecular regions that can be
responsible for the studied property in a similar
way as fragmental descriptors does. To do this,
fragmental descriptors needs to collect a signifi-
cant amount of data for each kind of compounds
while TOPS-MODE is able to recognise this
structural pattern from only one compound
present in the data set.67 This is possible due to
the nature of these descriptors. They describe the
molecular structure as a whole in terms of
hydrophobic, steric, and electronic characteristics
of the molecules that can be transformed into local
contributions. In addition to that, new hypothesis
can be obtained with TOPS-MODE approach,
which can form the basis for new structural
interpretation after experimental confirmation.
Thus, TOPS-MODE approach let us to detect
fragments that contribute positively or negatively
to a particular target endpoint and their effects
been interpreted in terms of physicochemical
properties.68 Specifically in our case, the con-
tributions to the b-CD complex stability constant
for each of the selected fragments (see Fig. 1) were
extracted from the final orthogonal-descriptor
model; these are shown in Table 4. A careful look
at these values might allow us to find functional
groups, fragments, or molecular regions that
either hamper the inclusion phenomenon or
enhance it. Further, it might lead us to design
molecular structures that have a better profile for
the phenomenon or to a rapid selection of the
most favourable substance among a long list of
substances.
The importance of hydrophobicity in predicting
b-CD complexation is also demonstrated here if
one looks at the contributions of fragments
from F9 to F15 and F19 to F21, which have a large
hydrophobic character. Clearly, their presence in9 DOI 10.1002/jps
Figure 1. Selected molecular fragments (substructures) for which their contributions
to the complexation with b-CD were calculated.
TOPS-MODE: b-CYCLODEXTRINS 4569the molecule produces a significant improvement
in the stability of the complex (Fig. 2). Indeed, an
increase in the length of the hydrocarbon chain
raises the stability of the complex because of theDOI 10.1002/jps JOURNAgreater hydrophobic character of the molecule
(fragments F9, F12, F13, and F14). Additionally, the
amount of branching can affect the complexation
(fragments F9–F11). A certain degree of branchingL OF PHARMACEUTICAL SCIENCES, VOL. 98, NO. 12, DECEMBER 2009
Table 4. The Contributions of Different Structural
































4570 PÉREZ-GARRIDO ET AL.may be necessary to achieve optimal van der
Waals contacts with the b-CD interior. However,
an excess of branching could lead to steric clashes
between the compound and the b-CD interior.
Furthermore, for fragments F19, F20, and F21, one
can see that an increase in the hydrophobic cyclic
framework for steroids makes possible the com-
plexation, thus facilitating oral, bucal, or trans-
dermal administration for these highly insoluble
molecules.69–75
On the other hand, the increasing flexibility or
degrees of freedom in a guest molecule leads to a
more favourable complexation entropy, since
more of the possible ‘‘conformers’’ can fit properly
into the cavity so the presence of unsaturated
bonds reduces this flexibility and their chance of
inclusion (fragments F29 and F30).
76
The negative contribution for oxygen and
nitrogen containing groups (except aromatic
amine) in the b-CD system can be assigned toJOURNAL OF PHARMACEUTICAL SCIENCES, VOL. 98, NO. 12, DECEMBER 200the possibility of the competitive interactions with
the solvent as discussed by Park and Nah.20 One
can also state, by taking into account the negative
sign of contributions from fragments F1 and F2,
that the presence of hydroxyl groups hinders
inclusion in the b-CD. As we have previously
deduced the phenomenon of inclusion in the b-CD
for this set of molecules is dominated mainly
by hydrophobic interactions, so the presence of
hydrophilic groups diminishes the ability of
the molecules to go into the hydrophobic cavity
of b-CD (Fig. 2). Notice also the differences
between alcoholic and phenolic groups. Maybe
these are due to the fact that, even though
aliphatic hydroxyl groups can form hydrogen
bonds to the peripheral hydroxyls of CD, these
interactions are not as strong as those formed by
phenolic hydroxyl groups.76
For other hydrophilic groups such as amines
(F4, F22, F23, F24, and F25) something similar could
happen. The aromatic amines form a hydrogen
bond to the peripheral hydroxyls of the CD
stronger than aliphatic amines (Fig. 3). It is
worth to note the higher values of the amine
groups regarding the hydroxyl groups. Possibly,
this suggests better hydrogen bonding formed
between guest’s amine groups and the host’s
hydroxyl groups than that formed between guest’s
and host’s hydroxyl groups or guest’s amine
groups may come to form hydrogen bonds with
various host’s hydroxyl groups.
On another fragments like halogenated deriva-
tives of benzilic group (F5–F8), complexity is
enhanced by increased volumes of substituent,
confirming what has been observed by Liu and
Guo77 where the increased volume and polarisa-
bility of the guest substituent can increase the
stability of the complex due to the stronger van der
Waals interactions. It is important to note that
the F5 fragment (Ar-F) makes a negative con-
tribution to complexation with the b-CD while the
rest of halogenated aromatic fragments make a
positive one. In the cases of the Ar-F fragment
should be considered another additional inter-
molecular force of attraction: hydrogen bonding.
The hydrogen bonding formed between Ar-F and
water (solvent) could be more powerful than that
formed between Ar-F and b-CD and then it could
justify the negative contribution of F5. Therefore,
the presence of Ar-F fragment in a molecule
decreases the stability of the complex.
By analysing whole of these contributions, one
might explore other situations in which drugs
with low activity can be enhanced if they have a9 DOI 10.1002/jps
Figure 2. Contributions of the hydrophobic and hydroxyl groups. The red-coloured
spheres represent the negative contributions to the complex stability constants whereas
the blue spheres are those with positive contributions.
TOPS-MODE: b-CYCLODEXTRINS 4571good complexation with the b-CD or facilitate
their administration (as we have seen with
steroids) or its bioavailability. For example,
looking at the values of IC50 taste reported for
benzodiazepines on the work of Sutherland
et al.,78 for which in compounds 191 and 232
(Fig. 4) the replacement of a nitro group by a
chlorine entails a reduction of its power, but anDOI 10.1002/jps JOURNAincrease in their complexation with b-CD
(fragments F3 and F6).
Suzuki16 found similar results when they used a
group contribution model (GCM) for predicting
free energies of complexation between guest
molecules with b-CDs based on the same robust
training set of 218 diverse ligands. In general, the
presence of carbon, halogen, and sulphur resultsL OF PHARMACEUTICAL SCIENCES, VOL. 98, NO. 12, DECEMBER 2009
Figure 3. Contributions of the amine groups.
4572 PÉREZ-GARRIDO ET AL.in an increase of the complex stability. In contrast,
the presence of most oxygen and nitrogen contain-
ing groups (except –OH (phenol), –O–(ring), >C––
O (ring), –COOH, –NH2, and –NO2) decreases this
one. In this technique, a molecule is analysed for
the presence of certain predefined fragments or
functional groups. Each group has a specific
contribution to the overall value of the binding
free energy, which is obtained by summing those
individual contributions. After that, specific group
contributions are used as descriptors for generat-
ing the QSAR model. This technique limits
the types of compounds that can be evaluated. A
molecule that contains very little or none of the
fragments in the model training set cannot be
properly analysed. However, this concern is not an
issue for our model. TOPS-MODE descriptors
describe the molecular structure in a global
way, permitting to find the contribution of any
fragment in the molecular structure to the
complexation with the b-CD. Thus, by using
QSPR model and TOPS-MODE descriptors you
easily obtain the contribution of any fragment in
training/test set to the property, which is anFigure 4. Fragment contributions of two benzo-
diazepines.
JOURNAL OF PHARMACEUTICAL SCIENCES, VOL. 98, NO. 12, DECEMBER 200advantage of this work. Actually, in Figure 1 and
Table 4 we show some simple molecular fragments
(F1–F9, F16, F17, F22–F25) similar to Suzuki et al.,
and their fragment contributions, respectively.
But we can also obtain new and more complex
hypothesis (e.g., F21, F18, F27, F28) with TOPS-
MODE approach, which can form the basis for
new structural interpretation after experimental
confirmation.Applicability Domain
It would be very interesting to have a predictive
model for the vast majority of chemicals, particu-
larly for those which have not been tested and,
therefore, with unknown log K values. Since this
is usually not possible, one should define the
applicability domain of the QSPR model, that is,
the range within which the model bears a new
compound.
For that purpose, we built a Williams plot using
the leverage values calculated for each compound.
As seen in Figure 5, most of the compounds of the
test set are within the applicability domain
covered by 	3 times the standard residual (s)
and the leverage threshold h (¼0.129), save for
compounds 31, 53, 175, 197, 202, 204, 205, 207,
211, 214, 218, and 233. Even so, the latter
should not be considered outliers but influential
chemicals.61
Nevertheless, all evaluations pertaining to the
external set were performed by taking into
account the applicability domain of our QSPR
model. So, if a chemical belonging to the test setFigure 5. Williams plot based on Eq. (6), that is, plot
of standardised residuals versus leverage values with a
warning leverage of h¼ 0.129.
9 DOI 10.1002/jps
TOPS-MODE: b-CYCLODEXTRINS 4573had a leverage value greater than h, we consider
that this means that the prediction is the result of
substantial extrapolation and therefore may not
be reliable.62
CONCLUSION
Due to the beneficial effects arising from the
complexation of drugs with b-CDs, we have
applied here a QSPR regression-based approach
to a diverse set of 233 organic compounds with
known complex stability constant (K) values. By
means of k-MCA, 80% of these compounds were
selected as the training set and the remaining as
the external evaluation set. With regard to the
QSPR modelling, the combination of multivariate
data analysis in conjunction with a TOPS-MODE
representation and the genetic selection algo-
rithm was found to produce a final regression
model with good accuracy, internal cross-valida-
tion statistics, and predictivity on the external
data.
The analysis of the most frequent descriptors
implicated in the final QSPR model afforded
model interpretation in terms of chemical features
influencing complexation with b-CD. The major
driving forces for complexation, extracted from
the model, were hydrophobicity and van der
Waals interactions, and thus the presence of
hydrophobic groups (hydrocarbon chains, aryl
groups, etc.) and voluminous species (Cl, Br, I,
etc.) in the molecule facilitate their complexation
by b-CD, while possibly increasing the beneficial
effects (solubility and bioavailability) derived
from this. The final QSPR model was further
used to collect effective information about what
kinds of groups favour such complexation.
In summary, the information gathered by these
descriptors given in the form of bond contributions
provide valuable information for future use in
drug design and other applications related to
complexation with b-CDs.ACKNOWLEDGMENTS
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a b s t r a c t
Objective. The purpose of this study is to develop a quantitative structure–activity rela-
tionship (QSAR) model that can distinguish mutagenic from non-mutagenic species with
,-unsaturated carbonyl moiety using two endpoints for this activity – Ames test and mam-
malian cell gene mutation test – and also to gather information about the molecular features
that most contribute to eliminate the mutagenic effects of these chemicals.
Methods. Two data sets were used for modeling the two mutagenicity endpoints: (1) Ames test
and (2) mammalian cells mutagenesis. The first one comprised 220 molecules, while the sec-
ond one 48 substances, ranging from acrylates, methacrylates to ,-unsaturated carbonyl
compounds. The QSAR models were developed by applying linear discriminant analysis
(LDA) along with different sets of descriptors computed using the DRAGON software.
Results. For both endpoints, there was a concordance of 89% in the prediction and 97% con-
fidentiality by combining the three models for the Ames test mutagenicity. We have also
identified several structural alerts to assist the design of new monomers.
Significance. These individual models and especially their combination are attractive from
the point of view of molecular modeling and could be used for the prediction and design of
new monomers that do not pose a human health risk.
© 2010 Academy of Dental Materials. Published by Elsevier Ltd. All rights reserved.
1. Introduction
A matrix resin made of acrylate or methacrylate based
monomers that are photo and/or chemically polymerizable
is used usually for dental resin filling materials and adhe-
sives. These dental restorative materials are prepared in situ
and, as the polymerization is often not ideal, some unreacted
∗ Corresponding author at: Enviromental Engineering and Toxicology Dpt., Catholic University of San Antonio, Guadalupe, Murcia, Spain.
Tel.: +34 968 278 755.
E-mail address: Aperez@pdi.ucam.edu (A. Pérez-Garrido).
monomers will dribble from the restoration over time [1,2].
Any unpolymerized monomer in the composite has a poten-
tial biological liability if it leaches from the composite toward
the pulp of the tooth [3]. Among other substances, triethylene
glycol dimethacrylate (TEGDMA)(Fig. 1) causes DNA deletions
in mammalian cells [4,5].
Actually, acrylates and methacrylates are recognized as
a chemical category by the U.S. EPA in evaluation of
0109-5641/$ – see front matter © 2010 Academy of Dental Materials. Published by Elsevier Ltd. All rights reserved.
doi:10.1016/j.dental.2009.11.158
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Fig. 1 – Molecular structure of triethylene glycol
dimethacrylate (TEGDMA).
pre-manufacturing notices, specifically when considering
environmental toxicity [6]. Similarly, the OECD (Organization
for Economic Cooperation and Development) has assessed
short-chain alkyl methacrylate esters as a chemical category
within the HPV (High Productive Volume) program. The Euro-
pean Union has established a category of monoalkyl- and
monoaryl-acrylates, which uses to regulate chemical clas-
sification and labeling within Annex 1 of the Dangerous
Substances Directive [7]. In general, compounds with a ,-
unsaturated carbonyl moiety are particularly reactive, due
to the positively polarized double bond, and interact with
nucleophilic groups on peptides, proteins, or DNA, thus caus-
ing disruption of these biological macromolecules and hence
cause toxic effects [8–13], particularly mutagenicity in which
the major mechanistic domains are Michael type acceptor or
Schiff base formation [14].
The commonly experimental assays employed for deter-
mining the mutagenicity of chemicals are however not easy
or inexpensive to carry out, and usually to slow to cope with
number of them that may have mutagenic effects. One way
to alleviate such problems is to use alternative approaches,
such as quantitative structure–activity relationships (QSAR)
modeling, proven to be particularly useful in agrochemical,
pharmaceutical chemistry and toxicology [15]. The formu-
lation of thousands of equations using QSAR methodology
attests to the validation of its concepts and its usefulness in
the prediction of activity, as well as in the theoretical elucida-
tion of the mechanisms of action at molecular levels. The use
of QSAR models is also supported by the conceptual frame-
work of the fifth level of the OECD [16], which foresees the use
of in vitro tests and QSAR models before in vivo tests. Thus, this
methodology is a recognized tool for prioritizing chemicals for
subsequent experimental verification.
There have been many attempts to predict the mutagenic
potency of these substances through QSAR models [17–20]. In
many of them, the authors model the gradation of the potency
of mutagenic compounds. Thus the models found are not
useful to predict the mutagenic activity, i.e. whether the chem-
icals are mutagenic or not, but only a secondary information:
potency. Some studies have shown that structural effects on
mutagenic potency should be distinguished from effects on
yes/no activity [21].
Attempts to model the mutagenic activity for these sub-
stances to be able to distinguish mutagenicity were carried
out by Benigni et al. [22], who developed a prediction model
for twenty-five alpha, beta-unsaturated aldehydes by stepwise
linear discriminant analysis based on data from Salmonella
typhimurium TA100 strain assays. The results of this study
indicated a dependency between mutagenicity, hydrophobic-
ity and molecular volume.
In addition to that, a study has appeared to model and
predict the Ames TA100-derived mutagenicity for 45 ,-
unsaturated carbonyl compounds [14]. In this work, the set
of compounds was divided into several sub-groups and a sys-
tem of rules was developed for the classification based on
the different mechanisms of action known. Like the study of
Benigni et al. [22,23], the rules obtained establish a relationship
between mutagenicity, hydrophobicity and molecular volume.
All these studies only considered the Ames test as exclusive
endpoint for estimating the mutagenicity, though it is well-
known that it is necessary to use information across multiple
endpoints to get more reliable predictions [24]. In addition
to that, the predictions for each substance can be different
depending on the type of descriptors or methodology used
to obtain the model. Recently Zhu et al. [25] and Brien et al.
[26] demonstrated that both predictive performance and cov-
erage of the final consensus QSAR models were superior as
compared to these parameters for individual models.
The aim of this study is to build a reliable predictive
QSAR model from ,-unsaturated carbonyl data that could
be used to probe mutagenic activity overall: Ames mutagen-
esis test (AMES) [27] and mammalian cells genetic mutation
test (MCGM) [28]. We examined the use of linear discrimi-
nant analysis and feature selection algorithms in conjunction
with a variety of molecular descriptors calculated with the
DRAGON package [29]. DRAGON provides more than 1600
molecular descriptors divided into several families: 0D (con-
stitutional descriptors), 1D (e.g., functional group counts),
2D (e.g., topological descriptors and connectivity indices),
and 3D (e.g., GETAWAY, WHIM, RDF and 3D-MoRSE descrip-
tors). These descriptors have proved to be reliable in QSPR
modeling of properties as diverse as fragrance [30] to soil sorp-
tion [31] to complexation [32]. DRAGON descriptors have also
been successfully applied on QSAR modeling of various tar-
get bioactivities like receptors’ affinity [33–40] to enzymatic
inhibition [41–49] to carcinogenicity [50–53], as well as in drug
design [54–57]. This work also shows how mutagenesis mod-
els can be combined to shape predictions depending on one’s
needs. That is to say, we demonstrate how the judicious use of
data and considered combination of predictions can produce
models that provide truly useful answers.
2. Materials and methods
2.1. Data
The first set of data used comprises 220 compounds with
,-unsaturated carbonyl moiety (Table 1) derived from the
Ames test classification for mutagenicity made by Bursi and
coworkers [58]. Notice that their analysis has been restricted
to the standard plate or preincubation tests of Salmonella
typhimurium strains TA98, TA100, TA1535, TA1537, TA97
either with or without a metabolic activation mixture. In addi-
tion, strains TA102 and TA1538 have been applied in cases
where the results of other strains were equivocal. In such clas-
sification, a compound was categorized as a mutagen if at least one
Author's personal copy





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































406 d e n t a l m a t e r i a l s 2 6 ( 2 0 1 0 ) 397–415
the Ames test result was positive while a compound was catego-
rized as nonmutagen if exclusively negative Ames test results one or
more were reported [58].
The other set employed comprises 48 compounds with ,-
unsaturated carbonyl moiety (Table 1), with published results
from mammalian cells mutagenesis in L5178Y mouse lym-
phoma cells, CHO, AS52 and V79 lines of Chinese hamster
cells, and was extracted from the Chemical Carcinogenesis
Research Information System (http://toxnet.nlm.nih.gov/cgi-
bin/sis/htmlgen?CCRIS). The compounds of this set were
classified in the same way as the Ames test classification made
by Bursi and coworkers.
In order to obtain validated QSAR models the data should
be divided into training and test sets. In this work, we
have applied the k-means cluster analysis technique towards
designing both training and test sets that are representative
of the entire experimental universe.
2.2. Computational strategies
The structures of all molecules were first drawn with the
aid of Viewer ACD/3D software [59] followed by a fully opti-
mization with the quantum-mechanics semi-empirical PM3
method implemented in MOPAC 6.0 [60]. Different families of
descriptors were calculated using DRAGON software package
[29]. Variables with constants or closed to constants values
were deleted.
Stepwise linear discriminant analysis was applied to find
the mathematical models that discriminate between actives
and inactives. The replacement technique was used to select
the variables (descriptors) with the highest influence on muta-
genicity [61], but in contrast to regression analysis, which
minimizes the standard deviation, we minimized the Wilk’s
Lambda. All these calculations were carried out with STATIS-
TICA software [62].
One should remark that a statistical parameter is required,
alike FIT in regression [63,64], which could be used to compare
the quality of the different QSAR discriminant models. Here,
we used a similar parameter, the so-called FIT(), defined by:
FIT() = (1 − )(n − l − 1)
(n + l2) (1)
where n is the number of cases, l is the number of parameters
of our model and  is the Wilk’s Lambda. So, reaching a higher
value for this parameter means improving the usefulness of
our model.
To measure the goodness of the training set and of the
predictions we employed the following statistical measures:
• Sensitivity: the percentage of positives correctly predicted
as positives.
• Specificity: the percentage of negatives correctly predicted
as negatives.
• Concordance: the percentage of compounds correctly clas-
sified.
• Kappa (K) [65]: The kappa index excludes matching due
solely to chance. The maximum possible agreement is K = 1.
The value K = 0 is obtained when the agreement observed
is that expected exclusively by chance. If the agreement
Table 2 – Interpretation of Kappa
Kappa Agreement





0.81–0.99 Almost perfect agreement
is higher than expected simply because of chance, K > 0,
while if it is less, K < 0. However, a commonly cited scale is
represented in Table 2[66].
Good overall quality of the models is indicated by a small
value of  and high values of FIT() and Kappa.
2.3. k-Means cluster analysis
Developing rational approaches for the selection of training
and test set compounds is an active area of research. These
approaches range, for instance, from straightforward random
selection [67] to various clustering techniques [68]. The main
goal of k-means cluster analysis (k-MCA) is to partition the
original series of compounds into several statistically repre-
sentative classes of chemicals, among which one might then
select the training and test set compounds. The training set
contained 80% (176/220 for AMES and 39/48 for MCGM) of the
original data whereas the test set the remaining 20%. The k-
MCA analysis was separately made for each group: mutagenic
and non-mutagenic.
Starting from all descriptors of all 0–3D family types,
those that produce the greatest separation of clusters mean-
while ensuring a statistically acceptable data partition were
selected. In so doing, we took into account the number of
members in each cluster and the standard deviation of the
variables in the cluster (as low as possible). For AMES muta-
genicity, k-MCA split the mutagenic compounds into five
clusters comprising 21, 16, 27, 22 and 18 members with stan-
dard deviations of 0.14, 0.08, 0.12, 0.21 and 0.24, respectively,
and the non-mutagenic compounds into six clusters compris-
ing 27, 27, 16, 24, 12 and 10 members with standard deviations
of 0.07, 0.11, 0.09, 0.11, 0.20 and 0.18, respectively. For MCGM
mutagenicity, k-MCA split the positive compounds into five
clusters comprising 6, 5, 9, 5 and 9 members with standard
deviations of 0.12, 0.03, 0.11, 0.04 and 0.09, respectively, and the
negative compounds into two clusters comprising 7 members
each one with standard deviations of 0.26 and 0.27, respec-
tively. Selection of the training and test sets was then carried
out by taking compounds belonging to each cluster, propor-
tionally to the size of the cluster. We also made an inspection
of the standard deviation between and within clusters, the
respective Fisher ratio and p level of significance (ought to be
lower than 0.05) [69,70] (see Tables 3 and 4).
2.4. Applicability domain of the model
Given that the real utility of a QSAR model relies on its ability
to accurately predict the modeled activity for new chemicals,
careful assessment of the model’s true predictive power is a
must. This includes the model validation but also the defi-
Author's personal copy
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Table 3 – Standard deviation between and within clusters, degrees of freedom (df), Fisher ratio (F) and level of
significance (p) of the variables in the k-means cluster analysis for Ames test mutagenicity (AMES).
Variable Between SS df Within SS df F Signif. p
IC1 60.39 4 33.98 99.00 43.99 < 10−5
ATS2v 83.36 4 11.58 99.00 178.23 < 10−5
ATS5v 98.52 4 13.74 99.00 177.48 < 10−5
Mutagenic ATS6v 97.23 4 6.96 99.00 345.85 < 10−5
ATS2p 78.24 4 13.16 99.00 147.15 < 10−5
ATS6p 95.45 4 7.58 99.00 311.45 < 10−5
ATS3v 106.51 4 13.95 111.00 211.84 < 10−5
ATS4v 92.85 4 10.97 111.00 234.82 < 10−5
ATS3p 108.72 4 15.21 111.00 198.29 < 10−5
Non-mutagenic ATS4p 93.73 4 11.08 111.00 234.82 < 10−5
BELe8 97.82 4 42.14 111.00 64.41 < 10−5
DP02 87.71 4 25.54 111.00 95.30 < 10−5
Mor30v 42.83 4 71.62 111.00 16.60 < 10−5
Mor15p 87.81 4 61.29 111.00 39.76 < 10−5
nition of the applicability domain of the model in the space
of molecular descriptors used for deriving the model. There
are several methods for assessing the applicability domain of
QSAR/QSPR models [71,72] but the most common one encom-
passes determining the leverage values for each compound
[73]. A Williams plot, i.e. the plot of standardized residuals
versus leverage values (h), can then be used for an imme-
diate and simple graphical detection of both the response
outliers and structurally influential chemicals in the model.
In this plot, the applicability domain is established inside
a squared area within ±x standard deviations and a lever-
age threshold h∗ (h∗ is generally fixed at 3p/n, where n is
the number of training compounds and p the number of
model parameters, whereas x = 2 or 3), lying outside this area
(vertical lines) the outliers and (horizontal lines) influential
chemicals. For future predictions, only predicted mutagenic-
ity for chemicals belonging to the chemical domain of the
training set should be proposed and used [74]. So, calcula-
tions of validation set classifications were performed only
for those substances that had a leverage value below the
threshold h∗.
2.5. Dofetilide displacement
In order to improve the predictions of this study, a series of
combinations of the four best models [26] will be carried out to
thus obtain new models superior in some respects, depending
on the desired applications.
Following the O’Brien et al. report [26], we combined the
individual models in each of three ways as follows:
• Recover positive model: this model returns a positive pre-
diction if either model predicts a positive compound.
• Recover negative: this model returns a negative prediction
if either model predicts a negative compound.
• Consensus model: this model returns predictions only if all
models do agree. Two sets of statistics can be extracted from
this model (consensus overall and consensus predicted).
The first reflects the accuracy of the prediction of all the
molecules in the validation set and the second reflects the
accuracy of the prediction of the compounds which has the
consensus overall forecasts.
3. Results and discussion
3.1. QSAR models
The task of building the best QSAR discriminatory models
for a particular endpoint is a search for the best subset of
descriptors that characterize the endpoint and the selection
of the type and optimal parameters of the model. Achieving
this requires experimentation to obtain the best solution. Of
the eighteen families of different descriptors available from
DRAGON, the best models attained from the cluster analysis
for the two endpoints selected (AMES and MCGM) are shown
in Tables 5 and 6. The meaning of each descriptor included in
such models is shown in Table 7.
As can be judged, the best models for AMES mutagenicity
were developed from only functional groups count variables,
whereas for MCGM the best models were obtained from atom
centered fragments pertaining variables. Both families, unlike
Table 4 – Standard deviation between and within clusters, degrees of freedom (df), Fisher ratio (F) and level of
significance (p) of the variables in the k-means cluster analysis for mammalian cell gene mutagenicity test (MCGM).
Variable Between SS df Within SS df F Signif. p
BEHv5 31.98 4 0.76 29.00 304.66 < 10−5
BELv5 31.66 4 1.39 29.00 165.67 < 10−5
Mutagenic BEHe5 32.43 4 1.18 29.00 198.72 < 10−5
BEHp5 31.75 4 0.77 29.00 297.44 < 10−5
H1v 26.40 4 3.91 29.00 48.98 < 10−5
Non-mutagenic Mor19u 10.34 1 4.04 12.00 30.74 1.27×10−4
Mor19e 10.37 1 3.83 12.00 32.54 9.85×10−5
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Table 7 – Symbols and definition for the QSAR variables involved in the models Eqs. (2) and (3) and in k-means cluster
analysis.
Variable Definition
IC1 Information content index (neighborhood symmetry of 1-order)
ATS2v Broto-Moreau autocorrelation of a topological structure− lag 2/weighted by atomic van der Waals volumes
ATS3v Broto-Moreau autocorrelation of a topological structure− lag 3/weighted by atomic van der Waals volumes
ATS4v Broto-Moreau autocorrelation of a topological structure− lag 4/weighted by atomic van der Waals volumes
ATS5v Broto-Moreau autocorrelation of a topological structure− lag 5/weighted by atomic van der Waals volumes
ATS6v Broto-Moreau autocorrelation of a topological structure− lag 6/weighted by atomic van der Waals volumes
ATS2p Broto-Moreau autocorrelation of a topological structure− lag 2/weighted by atomic polarizabilities
ATS3p Broto-Moreau autocorrelation of a topological structure− lag 3/weighted by atomic polarizabilities
ATS4p Broto-Moreau autocorrelation of a topological structure− lag 4/weighted by atomic polarizabilities
ATS6p Broto-Moreau autocorrelation of a topological structure− lag 6/weighted by atomic polarizabilities
BEHe5 Highest eigenvalue n. 5 of Burden matrix/weighted by atomic Sanderson electronegativities
BELe8 Lowest eigenvalue n. 8 of Burden matrix/weighted by atomic Sanderson electronegativities
BEHv5 Highest eigenvalue n. 5 of Burden matrix/weighted by atomic van der Waals volumes
BELv5 Lowest eigenvalue n. 5 of Burden matrix/weighted by atomic van der Waals volumes
BEHp5 Highest eigenvalue n. 5 of Burden matrix/weighted by atomic polarizabilities
DP02 Molecular profile no. 02
Mor30v 3D-MoRSE − signal 30/weighted by atomic van der Waals volumes
Mor15p 3D-MoRSE− signal 15/weighted by atomic polarizabilities
Mor19u 3D-MoRSE − signal 19/unweighted
Mor19e 3D-MoRSE − signal 19/weighted by atomic Sanderson electronegativities
H1v H autocorrelation of lag 1/weighted by atomic van der Waals volumes
nCb− Number of substituted benzene C(sp2)
nRCHO Number of aldehydes (aliphatic)
nArC N Number of imines (aromatic)
nArNO2 Number of nitro groups (aromatic)
nPO4 Number of phosphates
nCH2RX Number of CH2RX
nCXr Number of X–C– on ring




H-046 H attached to C0(sp3) no X attached to next C
3D descriptor variables, do not consider information on con-
formational aspects. Yet they can be derived from molecular
structures using low computational resources, making them
remarkable attractive in molecular modeling. Our resulting
best-fit models are given below together with the statistical
parameters of the classification.
AMES = −0.499 · nCb− + 2.400 · nRCHO + 8.099 · nArC N+
+5.533 · nArNO2 + 4.671 · nPO4 + 4.795 · nCH2RX−
−3.830 · nCXr + 2.861 · nCconjX − 1.969
(2)
N = 176;  = 0.493; p < 10−5;
F = 21.431; FIT() = 0.714; K = 0.772
MCGM = 1.812 · (C-015)−1.165 · (C-016)−10.278 · (C-039)−
−0.649 · (H-046) + 5.564
(3)
N = 39;  = 0.359; p < 10−5;
F = 15.123; FIT() = 1.100; K = 0.727
As seen, the models are reasonable in both statistical sig-
nificance and goodness of prediction. A close inspection of
the descriptors involved as well as the sign of their coeffi-
cients reveals also that the models are scientifically plausible.
Indeed, one can establish how the presence or absence of a cer-
tain kind of bond affects the mutagenicity and thereby obtain
a series of structural alerts for this activity in this family of
compounds. For interpretation of the results, we will focus
on the most significant descriptors that discriminate the two
mutagenicity endpoints, namely for AMES: nArNO2, nCconjX,
nCH2RX, nRCHO and nArC N; and for MCGM: C-015, C-016, C-
039 and H-046. The substructure representations pertaining
to each of these descriptors are depicted in Table 8 along with
examples of compounds containing them.
Regarding Ames mutagenicity Eq. (2), one can see that
the presence of well-known structural alerts such as aro-
matic nitro groups (nArNO2) and aromatic amines, more
specifically imines (nArC N), making such compounds muta-
genic in the Ames test, through known enzymatic routes of
metabolic activation (nitroreductases for nitroaromatic and
cytochrome P-450 for the aromatic amines [75]) to hydroxy-
lamine. Another well-known structural alert is the aliphatic
halogenated derivatives, especially the primary known alky-
lating agents (nCH2RX). Moreover, the halogen atom presence
in the alpha or beta position of the double bound (nCconjX)
Author's personal copy
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Table 8 – Substructure representations and example of compounds of the variables involved in both QSAR models.










*X = heteroatom, Z = no heteroatom, Ar = aromatic and R = aliphatic
increases the mutagenicity in the Ames test [76], due to the
cross-linking potential with another DNA or protein nucle-
ophilic center [77]. Both relationships were previously reached
by us [78] and by other authors [20,79–81]. Furthermore, as
expected, aldehydes (nRCHO) are more mutagenic than other
carbonyl groups, and the presence of this functional group
increases the mutagenicity of the substance. Koleva et al. [14]
arrived at the same conclusion by using a system of rules
generated for the prediction of mutagenicity in Salmonella
typhimurium strain TA100. The reactivity of the carbonyl
group in electrophilic addition processes is influenced by the
size and electronic effects of the substituents. Both steric and
electronic factors favor aldehydes to be more reactive [14].
Looking now at the MCGM mutagenicity Eq. (3), one can see
that mainly an increase of the number of hydrogen’s attached
to carbon sp3 (H-046) leads to an increase of the size of the
molecule, and hence a reduction in the mutagenicity, most
likely due to additional difficulty of passage of the substances
into the cell and therefore their access to genetic material.
Another features one can draw from this model, further sup-
porting the mechanism of action of Michael type addition to
the sulfhydryl of glutathione (GSH) or by an enzymatic reac-
tion catalyzed by GSH transferase [82], is that the presence of
a double bond in the terminal position of the chain (C-015)
favors mutagenicity, whereas alkyl substituent’s at the dou-
ble bond hinders this activity (C-016) by reducing the positive
charge on the terminal carbon, the preferred site of nucle-
ophilic attack [83,84]. Besides the presence of aromatic rings
in carbonyl group (C-039) negatively affects the mutagenicity,
possibly due to the charge delocalization by the aromatic ring
that reduces its reactivity. This kind of structural rules are the
heart of expert systems, such as DEREK [85], TOPKAT [86], Tox-
tree [87,88], CASE [89,90] and MCASE [91,92], used to evaluate
the toxicological profile of chemicals [93], so either models or
structural features extracted in this work could be included in
these expert systems for mutagenicity.
3.2. Applicability domain
It would be very interesting to have a predictive model for the
vast majority of chemicals, particularly for those who have not
been tested and, therefore, with unknown mutagenicity. Since
this is usually not possible, one should define the applicability
domain of the QSAR model, that is, the range within which it
bears a new compound. For that purpose, we built a Williams
plot using the leverage values calculated for each compound.
As seen in Figs. 2 and 3, most of the compounds of the test
set are within the applicability domain covered by ± 3 times
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Fig. 2 – Applicability domain of the QSAR model for AMES Eq. (2).
the standard residual () and the leverage threshold h∗ (=0.136)
and (=0.307) for Ames and MCGM endpoints, respectively, save
for compounds 44, 81, 125, 132, 133, 152 and 165 (AMES) as
well as compound 118 (MCGM). Even so, these compounds
should not be considered outliers but influential chemicals
[71].
Nevertheless, all evaluations pertaining to the external
set were performed by taking into account the applicability
domain of our QSAR model. So, if a chemical belonging to the
test set had a leverage value greater than h∗, we considered
that this means that the prediction is the result of substantial
extrapolation and therefore may not be reliable [72].
3.3. Dofetilide displacement assay
Even though the predictive ability of individual models was
good, we have applied the dofetilide displacement in an
attempt to improve coverage on the predictions. By this
method, we combined the best models to create more use-
ful ones, since substances will be classified accurately by
a family of descriptors and not by the others. The mod-
els chosen and the best results for the above combinations
pertaining to Ames mutagenesis are shown in Table 9 and
depicted in Fig. 4. Notice that the results for MCGM are
not included since there were no noticeable differences
Fig. 3 – Applicability domain of the QSAR model for MGCM Eq. (3).
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Table 9 – Selected model statistics for the dofetilide displacement assay prediction based on the Ames mutagenicity
models taking into account all substances.
Family Sensitivity (%) Specificity (%) Concordance (%) Kappa
Functional groups counts 86 91 89 0.77
Atom centered 67 74 70 0.51
3DMoRSE 86 74 80 0.64
GETAWAY 71 87 80 0.60
Recover positive a 95 78 86 0.73
Recover negative b 76 100 89 0.77
Consensus-overall c 71 70 70 0.60
Consensus-predicted d 94 100 97 0.94
a Model combines functional groups and 3DMoRSE
b Model combines functional groups and GETAWAY
c Model combines functional groups, 3DMoRSE and GETAWAY
d Model combines functional groups, 3DMoRSE and GETAWAY and 76 % of positives and 70% of negatives predicted
with respect to the predictions attained by the individual
models.
The recover positive model has a concordance of 86%
and correctly classifies 95% of the mutagenic substances.
This is better than all the individual models, making it
extremely powerful if one is interested in identifying all pos-
sible positive substances or to find definitive non-mutagenic
compounds. The recover negative correctly classifies all of the
non-mutagenic substances and has a concordance equal to
the best individual models. This model is then useful when
one wishes to identify definitive mutagenic compounds. The
consensus-overall model shows the lowest concordance of
all the models (70%). However, though 27% of molecules are
unclassified (as conflicting predictions have been made by
the three individual models), when a prediction is made,
94% of positive compounds and 100% of negative compounds
are accurately classified (Table 9), thus providing significantly
increased confidence in prediction. Moreover, the false posi-
tive (5%) and false negative (0%) rates were reduced with this
consensus model compared to individual models (Fig. 4).
In contrast to previous studies [17,18] the predictions can be
made by the consensus model. However, we considered that
our combinatorial QSAR modeling could be integrated with
the previous QSAR models [17,18] in order to be used as a
tool for the risk assessment of the other chemicals lacking
experimental data. With these QSARs, a two-step prediction
of mutagenicity it is possible: Step 1: yes/no activity from our
discriminant functions, Step 2: if the answer from Step 1 is
yes, then we carry out with the prediction of the degree of
the mutagenic potency.
Fig. 4 – Statistics of dofetilide displacement assay prediction models.
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4. Conclusions
In this study, we accomplished to model the mutagenic activ-
ity of acrylates, methacrylates and ,-unsaturated carbonyl
compounds using two different end points for estimating this
toxicological activity.
The structural alerts obtained from the models indicate
that the presence of nitroaromatic, aromatic imine, double pri-
mary bonds, aldehyde, primary monohalogenated moiety or
halogens in the unsaturation adjacent to the carbonyl group
in  or  position foster mutagenicity of these substances,
thus their presence should be avoided in the design of new
monomers. While features such as increased volume, the
presence of alkyl groups in the unsaturation adjacent to the
carbonyl group or benzenic rings in the carbonyl group reduce
their mutagenicity. Therefore, one should increase the pres-
ence of these features in the new dental monomers to make
them less genotoxic.
Besides the sub-structural features that were extracted
from the resulting models, we have attained a high degree
of success in predicting substances that were not used in the
generation of the models (89% for both endpoints), as well as
a confidentiality of 97% by combining the three best models
for the Ames test mutagenicity.
In conclusion, this work has provided further evidence that
the present QSAR models are attractive from the point of
view of molecular modeling (low computational resources),
and could be used for screening new candidates as dental
monomers. Moreover, the structural features gathered from
our models shall aid in the future design of new dental
monomers that do not pose a human health risk and could
be included in experts systems like DEREK, TOPKAT, Toxtree,
CASE and MCASE for mutagenicity. Moreover, the consensus
model could be integrated with the previous QSAR models to
be used as tools for the risk assessment in a two-step predic-
tion of mutagenicity.
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˛, ˇ-Unsaturated carbonyl compounds
REACH
a b s t r a c t
Chemically reactive, ˛, ˇ-unsaturated carbonyl compounds are common environmental pollutants able
to produce a wide range of adverse effects, including, e.g. mutagenicity. This toxic property can often
be related to chemical structure, in particular to specific molecular substructures or fragments (alerts),
which can then be used in specialized software or expert systems for predictive purposes. In the past,
there have been many attempts to predict the mutagenicity of ˛, ˇ-unsaturated carbonyl compounds
through quantitative structure activity relationships (QSAR) but considering only one exclusive end-
point: the Ames test. Besides, even though those studies give a comprehensive understanding of the
phenomenon, they do not provide substructural information that could be useful forward improving
expert systems based on structural alerts (SAs). This work reports an evaluation of classification models
to probe the mutagenic activity of ˛, ˇ-unsaturated carbonyl compounds over two endpoints – the Ames
and mammalian cell gene mutation tests – based on linear discriminant analysis along with the topo-
logical Substructure molecular design (TOPS-MODE) approach. The obtained results showed the better
ability of the TOPS-MODE approach in flagging structural alerts for the mutagenicity of these compounds
compared to the expert system TOXTREE. Thus, the application of the present QSAR models can aid toxi-
cologists in risk assessment and in prioritizing testing, as well as in the improvement of expert systems,
such as the TOXTREE software, where SAs are implemented.
© 2009 Elsevier Ireland Ltd. All rights reserved.
1. Introduction
˛, ˇ-Unsaturated carbonyl compounds are common environ-
mental pollutants, often used in the synthesis of chemicals,
solvents, food additives, disinfectants and dental restorative mate-
rials (Feron et al., 1991; Boelens and Gemert, 1987; van Noort et
al., 1990). These compounds possess a strongly polarized carbon-
oxygen double bond due to the presence of an additional double
bond between carbons 2 and 3 (i.e. ˛ and ˇ), which makes them
even more reactive than simple carbonyls. Because of their partic-
ular reactivity, they are able to interact with electron-rich biological
macromolecules and a wide range of adverse effects has been
reported, including for instance mutagenicity. In general, these
mutagenic compounds act through a Michael type addition mech-
∗ Corresponding author at: Enviromental Engineering and Toxicology Dpt.,
Catholic University of San Antonio, Guadalupe, Murcia, C.P. 30107, Spain.
Tel.: +34 968 278 755.
E-mail address: Aperez@pdi.ucam.edu (A. Pérez-Garrido).
anism (see Fig. 1) but the type of substituents in the ˛ or ˇ-carbons
of the unsaturated carbonyl moiety significantly affects the effec-
tiveness of the reaction (Aptula and Roberts, 2006).
Regulatory bodies use various endpoints as standard tests for
screening chemicals for potential mutagenic effects. The four com-
mon assay types employed are bacterial mutagenesis, mammalian
mutagenesis, in vitro chromosome aberration and in vivo micronu-
cleous. All have in common the ability to identify those substances
that produce some sort of alteration on DNA. Owing to the cost
in both resources and time required in such mutagenic assays,
there has been a remarkable upsurge in interest in alternative
non-animal approaches as tools for speeding up, at least, prior-
ity setting and risk assessment. One such set of tools, strongly
encouraged under the framework of the European Union’s REACH
(Registration, Evaluation, Authorisation and restriction of CHem-
icals) legislation, comprises in silico prediction of mutagenicity,
based on (Quantitative) Structure–Activity Relationships [(Q)SAR]
modelling (OECD, 2007). QSAR modelling seeks to discover and use
mathematical relationships between molecular properties of the
compounds (descriptors) and the activity or property of interest.
0300-483X/$ – see front matter © 2009 Elsevier Ireland Ltd. All rights reserved.
doi:10.1016/j.tox.2009.11.023
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Fig. 1. Michael type addition reaction and corresponding applicability domain.
In the past, there have been several QSAR studies aimed at mod-
elling the mutagenicity of ˛, ˇ-unsaturated carbonyl compounds.
These QSARs can be subdivided into two types of models, i.e. for (1)
the gradation of potency of active chemicals (Yourtee et al., 2001;
Holder and Ye, 2009; Helguera et al., 2004; González et al., 2005b
and for (2) the discrimination between active (positive) and inac-
tive (negative) chemicals (Benigni et al., 2005; Koleva et al., 2008).
One should notice here that, previous work has shown that the
structural effects that modulate the mutagenic potency are nor-
mally different from those that distinguish positive/negative active
chemicals, and so the first type of models are not useful to set up
mutagenic activity the first issue in risk assessment (Benigni et al.,
1998).
The only attempts towards modelling the mutagenic activity
of this family of substances have been based on data collected
from the Salmonella typhimurium Ames test. Benigni et al. (2005)
developed a QSAR prediction model for 25 ˛, ˇ-unsaturated alde-
hydes by stepwise linear discriminant analysis based on data
from TA100 strain assays. The results of this study indicated a
dependency between mutagenicity, hydrophobicity and molecular
volume. More recently, a study has appeared to model and pre-
dict the Ames TA100-derived mutagenicity for 45 ˛, ˇ-unsaturated
carbonyl compounds (Koleva et al., 2008). In this study, the set of
compounds was divided into several sub-groups, namely: (1) halo-
genated derivatives, (2) nitro derivatives of cinnamaldehyde and
(3) related acroleins, and a system of rules was developed for the
classification based on their reactivity and mechanisms of action.
All the above studies only considered as endpoint the Ames test
for estimating the mutagenic activity. Even though that is under-
standable for two of the other endpoints – in vitro chromosome
aberration and in vivo micronucleus – since they do not provide
enough data (only for 6 and 7 compounds, respectively) to set up
valid QSAR models, that is not so for the MGGM endpoint (data
for 45 compounds). What’s more, information across multiple end-
points seems to be needed to reach more realistic predictions about
mutagenicity (Yang et al., 2008). In addition, those studies resorted
to global molecular descriptors (i.e.: molecular refractivity, the log-
arithm of the octanol/water partition coefficient log P, etc.) and
many of them were unable to perceive how each fragment or func-
tional group influence a particular molecular structure of interest.
One way to overcome the latter problem is to use Structural Alerts-
based SAR studies such as the recently implemented expert system:
TOXTREE (Benigni and Bossa, 2008; Benigni et al., 2008). Struc-
tural Alerts (SA) are molecular substructures or functional groups
that are related to the toxic properties of the chemicals, that is to
say, a sort of “codes” embodying long series of studies aimed at
highlighting their mechanisms of action. This SA-based expert sys-
tem has already pulled together very good results in predictions of
mutagenic/carcinogenic chemicals (Benigni and Bossa, 2008). Even
so, it has been recognised also that further work is still required
to improve the knowledge about modulating factors (Benigni and
Bossa, 2008; Benigni et al., 2008), that is to say, about the chemical
functionalities that may annihilate the toxic effects of the SAs when
they are present simultaneously in the same molecule.
This work aims at discriminating the mutagenic activity of
˛, ˇ-unsaturated carbonyl compounds, based on two different
endpoints together with a substructural approach such as the TOPo-
logical Substructural MOlecular Design (TOPS MODE) (Estrada,
1996, 1997, 1995) descriptors. These descriptors can and have
proved to be very useful in QSAR modelling of a broad range of
toxicities (Estrada et al., 2001, 2003a,b, 2004; Estrada and Uriarte,
2001; González et al., 2005a, 2006; Helguera et al., 2005, 2006,
2007, 2008a,b; Estrada and Molina, 2006; García-Lorenzo et al.,
2008; Sosted et al., 2004), including mutagenicity (González et al.,
2004a,b, 2005b; Helguera et al., 2004; Pérez-Garrido et al., 2008).
Furthermore, the TOPS MODE approach is able to transform sim-
ple molecular descriptors, such as Log P, polar surface area, charges,
etc., into series of descriptors that account for the distribution of the
related characteristics (hydrophobicity, polarity, electronic effects,
etc.) across the molecule. In fact, such approach has been recog-
nised recently by the Organisation for Economic Co-operation and
Development (OECD) as providing “a mechanistic interpretation at
a bond level” and enabling “the generation of new hypotheses such as
structural alerts” (OECD, 2007). Thus, by gathering structural infor-
mation at a local level from the models developed, we will be able
to identify SAs as well as to quantify their accompanying modulat-
ing factors. The results of this work can then improve the expert
systems where these SAs are implemented.
2. Materials and methods
2.1. Mutagenicity data sets
The two sets of data include various substances (220 for the Ames test muta-
genicity -AMES-, and 48 for the mammalian cell gene mutation test -MCGM-) with
˛, ˇ-unsaturated carbonyl moiety (Table 1). AMES data was derived from the Ames
test classification made by Kazius et al. (2005) for mutagenicity, being their analy-
sis restricted to the Salmonella typhimurium strains TA98, TA100, TA1535 and either
TA1537 or TA97, performed with the standard plate or preincubation method either
with or without a metabolic activation mixture. In that classification, a compound
was categorized as a mutagen if at least one Ames test result was positive and non-
mutagen if exclusively negative Ames test results -one or more- were reported (Kazius
et al., 2005).
On the other hand, MCGM data was collected from compounds with
published results from mammalian cells mutagenesis in L5178Y mouse lym-
phoma cells, CHO, AS52 and V79 lines of Chinese hamster cells extracted
from the Chemical Carcinogenesis Research Information System (available at
http://toxnet.nlm.nih.gov/cgi-bin/sis/htmlgen?CCRIS). The classification was per-
formed in the same manner as the Ames test classification made by Kazius et al.
(2005).
2.2. The TOPS-MODE approach
The TOPS-MODE approach is based on computing the spectral moments of the
topological bond matrix (Estrada, 1995). The mathematical details of this approach
have been documented in detail previously (Estrada, 1996, 1997), but an overview
highlighting only the most important aspects will be given here.
Firstly, the molecular structure of each compound is represented by its molec-
ular graph and then, the bond adjacency matrix (B) is derived. B is a squared
symmetric matrix whose entries are ones or zeros if the corresponding bonds
are adjacent or not. The order of this matrix (m) is the number of bonds in the
molecular graph, being two bonds adjacent if they are incident to a common atom.
Furthermore, weights are introduced in the diagonal entries of this matrix to mir-
ror fundamental physicochemical properties that might relate to the target endpoint
Author's personal copy
66 A. Pérez-Garrido et al. / Toxicology 268 (2010) 64–77
Table 1
CAS number, observed and predicted classification, and leverage values for the compounds used for obtaining the final QSAR models for the two endpoints (AMES: Eq. (7)
and MCGM: Eq. (8)).












1 87406-72-2 1 Training 1 – 1 – – – –
2 23282-20-4 −1 Training −1 – 1 – – – –
3 34807-41-5 −1 Training −1 – 1 – – – –
4 6379-69-7 −1 Training −1 – 1 – – – –
5 63166-73-4 −1 Training −1 – 1 – – – –
6 23246-96-0 1 Training −1 – −1 – – – –
7 130-01-8 −1 Training −1 – −1 – – – –
8 21794-01-4 −1 Training −1 – −1 – – – –
9 61203-01-8 1 Training 1 – 1 – – – –
10 2849-98-1 −1 Training −1 – −1 – – – –
11 97-90-5 −1 Training −1 – −1 1 Training 1 –
12 4513-36-4 −1 Training −1 – −1 – – – –
13 13675-34-8 −1 Training −1 – −1 – – – –
14 868-77-9 −1 Training −1 – −1 – – – –
15 5466-77-3 −1 Training −1 – −1 – – – –
16 123-73-9 1 Training 1 – 1 – – – –
17 96910-73-5 1 Training 1 – 1 – – – –
18 14925-39-4 1 Training 1 – 1 – – – –
19 2397-76-4 −1 Training −1 – −1 – – – –
20 68162-37-8 1 Training 1 – 1 – – – –
21 836-37-3 1 Training 1 – 1 – – – –
22 29590-42-9 −1 Training −1 – −1 −1 Training 1 –
23 555-68-0 1 Training 1 – 1 – – – –
24 58-54-8 −1 Training 1 – 1 – – – –
25 3688-53-7 1 Training 1 – 1 1 Training 1 –
26 18829-55-5 1 Training −1 – 1 – – – –
27 1013-96-3 −1 Training 1 – 1 – – – –
28 102059-18-7 1 Training −1 – 1 – – – –
29 7364-09-2 1 Training 1 – 1 – – – –
30 499-12-7 −1 Training −1 – −1 – – – –
31 10443-65-9 −1 Training −1 – −1 – – – –
32 6281-23-8 1 Training 1 – 1 – – – –
33 109460-96-0 −1 Training −1 – −1 – – – –
34 5443-49-2 1 Training 1 – 1 – – – –
35 645-62-5 −1 Training −1 – 1 – – – –
36 97-86-9 −1 Training −1 – −1 – – – –
37 137-05-3 1 Training 1 – −1 – – – –
38 20426-12-4 −1 Training −1 – −1 – – – –
39 104-55-2 −1 Training −1 – −1 – – – –
40 488-11-9 1 Training 1 – 1 – – – –
41 109-16-0 −1 Training −1 – −1 1 Training 1 –
42 434-07-1 −1 Training −1 – 1 −1 Training −1 –
43 126572-80-3 1 Training 1 – 1 – – – –
44 13171-21-6 1 Training 1 – 1 – – – –
45 141-32-2 −1 Training −1 – −1 1 Training 1 –
46 94-62-2 −1 Training 1 – 1 – – – –
47 399-10-0 −1 Training −1 – −1 – – – –
48 2998-23-4 −1 Training −1 – −1 – – – –
49 2403-27-2 −1 Training −1 – −1 – – – –
50 107-02-8 1 Training 1 – 1 1 Training 1 –
51 6606-59-3 −1 Training −1 – −1 – – – –
52 97-63-2 −1 Training −1 – −1 – – – –
53 1985-51-9 −1 Training −1 – −1 – – – –
54 97055-37-3 1 Training 1 – 1 – – – –
55 89811-25-6 1 Training 1 – 1 – – – –
56 623-15-4 −1 Training −1 – −1 – – – –
57 117823-31-1 1 Training 1 – 1 – – – –
58 1774-66-9 −1 Training −1 – −1 – – – –
59 999-55-3 −1 Training −1 – −1 – – – –
60 2657-25-2 −1 Training −1 – −1 – – – –
61 1107-26-2 −1 Training −1 – −1 – – – –
62 125974-06-3 1 Training 1 – 1 – – – –
63 6197-30-4 −1 Training −1 – −1 −1 Training −1 –
64 2358-84-1 −1 Training −1 – −1 – – – –
65 2403-28-3 −1 Training −1 – −1 – – – –
66 683-51-2 1 Training 1 – 1 – – – –
67 90147-21-0 1 Training 1 – 1 – – – –
68 1466-88-2 1 Training 1 – 1 – – – –
69 505-70-4 −1 Training −1 – −1 – – – –
70 5234-68-4 −1 Training 1 – 1 – – – –
71 97055-38-4 1 Training 1 – 1 – – – –
72 2873-97-4 −1 Training −1 – 1 – – – –
Author's personal copy
A. Pérez-Garrido et al. / Toxicology 268 (2010) 64–77 67
Table 1 (Continued )












73 68053-32-7 1 Training 1 – 1 −1 Training −1 –
74 1070-13-9 1 Training 1 – 1 – – – –
75 19660-16-3 1 Training 1 – 1 – – – –
76 104-28-9 −1 Training −1 – −1 – – – –
77 3524-68-3 −1 Training −1 – −1 1 Training 1 –
78 142-09-6 −1 Training −1 – −1 – – – –
79 14129-84-1 1 Training 1 – 1 – – – –
80 122-57-6 1 Training −1 – −1 – – – –
81 24140-30-5 1 Training −1 – −1 – – – –
82 125974-08-5 1 Training 1 – 1 1 Training 1 –
83 15625-89-5 1 Training −1 – −1 1 Test 1 0.139
84 126572-78-9 1 Training 1 – 1 – – – –
85 2223-82-7 −1 Training −1 – −1 – – – –
86 710-25-8 1 Training 1 – 1 – – – –
87 2213-00-5 1 Training 1 – 1 – – – –
88 614-47-1 −1 Training −1 – −1 – – – –
89 13088-34-1 1 Training 1 – −1 – – – –
90 4823-47-6 1 Training 1 – 1 – – – –
91 17831-71-9 −1 Training −1 – −1 1 Training 1 –
92 1629-58-9 1 Training −1 – 1 – – – –
93 2206-89-5 1 Training 1 – 1 – – – –
94 127072-60-0 1 Training −1 – −1 – – – –
95 90147-18-5 1 Training 1 – 1 – – – –
96 110-17-8 −1 Training −1 – −1 1 Training 1 –
97 6728-26-3 1 Training 1 – 1 – – – –
98 62674-12-8 1 Training 1 – −1 – – – –
99 1576-87-0 1 Training 1 – 1 – – – –
100 924-42-5 −1 Training −1 – 1 – – – –
101 5392-40-5 −1 Training −1 – −1 – – – –
102 3695-86-1 −1 Training −1 – −1 – – – –
103 619-89-6 1 Training 1 – 1 – – – –
104 79-10-7 −1 Training −1 – −1 1 Training 1 –
105 2274-11-5 −1 Training −1 – −1 1 Training 1 –
106 78-85-3 1 Training 1 – 1 1 Training 1 –
107 959-23-9 −1 Training −1 – −1 – – – –
108 91134-58-6 1 Training 1 – 1 – – – –
109 122-40-7 −1 Training −1 – −1 – – – –
110 97461-40-0 1 Training 1 – 1 – – – –
111 90147-19-6 1 Training 1 – 1 – – – –
112 96-33-3 −1 Training 1 – −1 1 Training 1 –
113 79-41-4 −1 Training −1 – −1 – – – –
114 112309-61-2 1 Training 1 – −1 – – – –
115 2393-18-2 −1 Training −1 – 1 – – – –
116 1152-48-3 1 Training 1 – 1 – – – –
117 97461-41-1 1 Training 1 – 1 – – – –
118 1222-98-6 1 Training 1 – 1 −1 Training −1 –
119 7085-85-0 −1 Training −1 – −1 – – – –
120 2082-81-7 −1 Training −1 – −1 – – – –
121 2499-95-8 −1 Training −1 – −1 – – – –
122 104-98-3 −1 Training −1 – −1 – – – –
123 6755-13-1 1 Training 1 – 1 – – – –
124 2157-01-9 −1 Training −1 – −1 – – – –
125 25870-67-1 1 Training 1 – 1 – – – –
126 557-48-2 −1 Training −1 – −1 – – – –
127 3160-37-0 −1 Training 1 – −1 – – – –
128 97461-42-2 1 Training 1 – 1 – – – –
129 140-10-3 −1 Training −1 – −1 1 Training 1 –
130 91642-47-6 1 Training 1 – 1 – – – –
131 1565-94-2 −1 Training −1 – −1 – – – –
132 6923-22-4 1 Training 1 – 1 – – – –
133 147151-67-5 1 Training 1 – 1 – – – –
134 28564-83-2 1 Training 1 – 1 – – – –
135 142438-64-0 1 Training 1 – −1 – – – –
136 63-75-2 1 Training 1 – −1 – – – –
137 55557-02-3 1 Training 1 – 1 – – – –
138 2210-28-8 −1 Training −1 – −1 – – – –
139 97461-43-3 1 Training 1 – 1 – – – –
140 125973-99-1 1 Training 1 – 1 – – – –
141 3179-47-3 −1 Training −1 – −1 – – – –
142 78-94-4 1 Training 1 – 1 – – – –
143 101-39-3 −1 Training −1 – −1 – – – –
144 90-65-3 −1 Training −1 – 1 – – – –
145 13048-33-4 −1 Training −1 – −1 – – – –
146 36840-85-4 −1 Training −1 – −1 – – – –
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147 110-26-9 1 Training −1 – 1 – – – –
148 14308-65-7 1 Training 1 – 1 – – – –
149 14901-07-6 −1 Training −1 – 1 – – – –
150 97461-38-6 1 Training 1 – 1 – – – –
151 53175-28-3 1 Training 1 – 1 – – – –
152 3787-28-8 1 Training 1 – 1 – – – –
153 103-11-7 −1 Training −1 – −1 1 Training 1 –
154 18031-40-8 −1 Training −1 – 1 – – – –
155 78-59-1 −1 Training −1 – 1 −1 Test −1 0.046
156 959-33-1 −1 Training −1 – −1 – – – –
157 1193-54-0 1 Training 1 – 1 – – – –
158 458-37-7 −1 Training −1 – −1 – – – –
159 1615-02-7 −1 Training −1 – −1 – – – –
160 614-48-2 −1 Training 1 – 1 – – – –
161 555-66-8 1 Training −1 – 1 – – – –
162 6755-16-4 1 Training 1 – 1 – – – –
163 122-69-0 1 Training Outlier – −1 – – – –
164 1663-39-4 −1 Training −1 – −1 – – – –
165 15743-13-2 −1 Training −1 – 1 – – – –
166 97461-39-7 1 Training 1 – 1 – – – –
167 39965-42-9 1 Training 1 – 1 – – – –
168 31876-38-7 −1 Training −1 – −1 – – – –
169 19337-19-0 −1 Training −1 – 1 – – – –
170 122551-89-7 1 Training 1 – 1 – – – –
171 541-59-3 1 Training −1 – 1 1 Test 1 0.142
172 2177-18-6 −1 Training −1 – 1 – – – –
173 137-66-6 −1 Training −1 – −1 – – – –
174 89-65-6 −1 Training −1 – −1 – – – –
175 80-71-7 −1 Training 1 – 1 – – – –
176 97-88-1 −1 Training −1 – −1 – – – –
177 23255-69-8 −1 Test −1 0.183 a 1 – – – –
178 480-81-9 1 Test −1 0.068 −1 – – – –
179 2439-35-2 −1 Test −1 0.012 −1 – – – –
180 17341-40-1 −1 Test 1 0.050 1 – – – –
181 1070-70-8 −1 Test −1 0.018 −1 – – – –
182 37962-27-9 1 Test 1 0.103 1 – – – –
183 2154-67-8 −1 Test −1 0.065 −1 – – – –
184 514-78-3 −1 Test −1 0.127 a −1 – – – –
185 584-79-2 1 Test −1 0.048 1 – – – –
186 1135-24-6 −1 Test −1 0.018 −1 – – – –
187 1608-51-1 −1 Test −1 0.016 −1 – – – –
188 497-23-4 −1 Test 1 0.016 −1 – – – –
189 7473-93-0 −1 Test 1 0.027 1 – – – –
190 1609-93-4 1 Test 1 0.015 −1 – – – –
191 87-56-9 1 Test 1 0.032 1 1 Training 1 –
192 1734-79-8 1 Test 1 0.025 1 1 Training −1 –
193 331-39-5 −1 Test −1 0.021 −1 1 Training 1 –
194 6203-18-5 −1 Test −1 0.025 1 – – – –
195 129401-88-3 −1 Test −1 0.013 1 – – – –
196 3066-70-4 1 Test 1 0.021 1 – – – –
197 585-07-9 −1 Test −1 0.044 −1 – – – –
198 1874-12-0 1 Test 1 0.023 1 – – – –
199 1030-27-9 −1 Test −1 0.023 1 – – – –
200 818-61-1 −1 Test −1 0.014 −1 1 Training 1 –
201 766-40-5 1 Test 1 0.020 −1 – – – –
202 91182-09-1 1 Test 1 0.017 1 – – – –
203 105-76-0 −1 Test −1 0.023 −1 – – – –
204 623-30-3 −1 Test −1 0.017 −1 – – – –
205 142-83-6 1 Test 1 0.021 1 1 Training −1 –
206 106-63-8 −1 Test −1 0.011 −1 – – – –
207 90147-31-2 1 Test 1 0.018 1 – – – –
208 1951-56-0 1 Test 1 0.020 1 1 Test 1 0.177
209 2648-51-3 1 Test 1 0.035 1 – – – –
210 3290-92-4 1 Test −1 0.068 −1 1 Training 1 –
211 1874-22-2 1 Test 1 0.031 1 – – – –
212 108-31-6 −1 Test −1 0.032 −1 – – – –
213 77439-76-0 1 Test 1 0.029 1 1 Training 1 –
214 4655-34-9 −1 Test −1 0.011 −1 – – – –
215 4074-88-8 −1 Test −1 0.025 −1 – – – –
216 1874-24-4 1 Test 1 0.022 1 – – – –
217 96910-71-3 1 Test 1 0.181 a 1 −1 Training −1 –
218 125974-01-8 1 Test 1 0.025 1 – – – –
219 922-63-4 1 Test 1 0.019 1 – – – –
220 327-97-9 −1 Test −1 0.092 −1 −1 Training 1 –
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221 4170-30-3 – – – – – −1 Training 1 –
222 303-34-4 – – – – – 1 Training 1 –
223 14371-10-9 – – – – – 1 Training 1 –
224 110-44-1 – – – – – −1 Training −1 –
225 108893-54-5 – – – – – −1 Training −1 –
226 18409-46-6 – – – – – 1 Training 1 –
227 33118-34-2 – – – – – −1 Training −1 –
228 3588-17-8 – – – – – −1 Training 1 –
229 5956-39-8 – – – – – −1 Training −1 –
230 62966-21-6 – – – – – 1 Training 1 –
231 120-57-0 – – – – – 1 Test 1 0.178
231 140-88-5 – – – – – 1 Test 1 0.055
233 79-06-1 – – – – – 1 Test 1 0.079
234 37841-91-1 – – – – – 1 Test −1 0.142
235 50656-61-6 – – – – – −1 Test −1 0.089
a Chemicals with leverage values above the threshold (0.120 for AMES mutagenicity and 0.307 for MCGM) and, for that reason, its predictions were not taken into account.
being modelled. In this work, the weights included the standard bond distance (Std),
standard bond dipole moments (Dip, Dip2), as well as contributions from the follow-
ing atomic properties: hydrophobicity (Hyd), polar surface area (Pols), polarizability
(Pol), molar refractivity (Mol), van der Waals radii (vdW), Gasteiger–Marsilli charges
(Gas), atomic masses (Ato), solute excess molar refraction (Ab-R2), solute dipolar-





and solute gas hexadecane partition coefficient (Ab-log L16). As described previously
(Estrada et al., 2003b), the atomic contributions are transformed into bond weight
contributions – w(i, j) – as follows:





where wi and ıi stand for the atomic weight and vertex degree of the atoms i and j,
respectively. Finally, the spectral moments are defined as the traces (i.e., the sum of
the main diagonal elements) of the different powers of the weighted B matrix.
In this work, these graph-based descriptors were computed with the MOD-
ESLAB software (http://www.modeslab.com) (Gutierrez and Estrada, 2002), using
the SMILES (Simplified Molecular Input Line Entry System) notation available for
each compound (Weininger, 1988).
Explicitly, we have calculated the first 15 spectral moments (1–15) for each
bond weight and the number of bonds in the molecules (0), excluding the hydro-
gen atoms. We have also multiplied 0 and 1 for the first 15 spectral moments,
obtaining therefore 30 new variables. Be aware that, these variables might offset the
linear approximation assumption of the model. As to the modelling technique, we
opted for building discriminant functions able of classifying the chemicals as actives
or inactives This was attained by the Linear Discriminant Analysis (LDA) technique
implemented in STATISTICA software 8.0 (Frank, 2002).
To summarize, the following three-stage procedure was adopted to develop the
structure–activity relationships.
Stage 1: Model selection. This proceeds as follows.
1. Select a small subset from the total chemicals to act as “test” set (for AMES: 44
from the total 220 chemicals; for MCGM: 9 from the total 48 chemicals; see Pérez-
Garrido et al., in press). The remaining chemicals form the “training” set for QSAR
modelling.
2. Draw the molecular graphs for each molecule included in the training and test
sets.
3. Compute the spectral moment’s descriptors using an appropriate set of weights.
4. Find an adequate QSAR model from the training set by a discriminant-based
approach. The task here is to obtain a mathematical function (see Eq. (2) below)
that best describes the studied activity P (in our case, the mutagenicity) as a linear
combination of the X-predictor variables (the k-spectral moments k), with the
coefficients ak . Such coefficients are to be optimized by means of LDA.
5. The QSAR model is subjected to rigorous internal and external validation, thereby
assessing the performance of the model in what concerns its applicability and
predictive power.
6. Compute the contribution of the different substructures to determine their quan-
titative contribution to the mutagenicity of the studied molecules.
P = a00 + a11 + a22 + · · · + akk + b (2)
P values of +1 and −1 were assigned to active and inactive compounds, respectively.
Moreover, several models were first obtained by forward stepwise LDA and then,
the best of them was improved by the replacement method (RM) (Duchowicz et al.,
2006).
Stage 2: Model validation. Assess the performance of the derived QSAR model
by rigorous internal and external validation, looking in particular to its applicability
and predictive power.
Stage 3: SAs identification. Identify one or more critical SAs for mutagene-
sis. That is to say, compute the contribution of different selected substructures
and determine their quantitative contribution to the mutagenicity of the studied
chemicals.
2.3. Model validation
Two kinds of diagnostic statistical tools were used for evaluating the perfor-
mance of our discriminant model: the so-called goodness of fit and goodness of the
prediction. In the first case, attention is given to the fitting properties of the model,
whereas in the second case attention is paid to the predictive power of the model
(i.e., the model adequacy for describing new compounds). In this work, k-Means
Cluster Analysis (k-MCA) was used to split the original dataset of chemicals into
training and an external validation test set. Full details of this partition can be found
in our previous work (Pérez-Garrido et al., in press).
Measures of goodness of fit have been estimated by computing standard statis-
tics such as the Mahalanobis distance (D2), the Wilks’ lambda (), the Fisher’s
statistic (F), and the corresponding p-level (p), as well as the percentage of correct
classifications (accuracy). One should mention in particular that, the Mahalanobis
distance shows whether the model has an adequate discriminatory power for dif-
ferentiating between the two respective groups – active and inactive chemicals –
whereas Wilks’ lambda takes values in the range of zero (perfect discrimination)
to one (no discrimination at all). Also, it should be remarked here that we mini-
mized precisely the statistic when using the RM, not the standard deviation as it is
done in linear regression analysis. Furthermore, similarly to the FIT statistic used
in regression analysis (Kubinyi, 1994a,b), which allows comparing models with dif-
ferent number of variables (p) and cases (n), we have employed a new statistical
parameter, FIT(), defined by:
FIT() = (1 − )(n − p − 1)
(n + p2) (3)
Goodness-of-prediction for both the training and test sets was assessed by the fol-
lowing statistical measures:
• Accuracy: the percentage of chemicals correctly classified.
• Sensitivity: the percentage of toxicologically active chemicals (positives) correctly
predicted as positives (calculated out of the total number of positives).
• Specificity: the percentage of toxicologically inactive chemicals (negatives) cor-
rectly predicted as negatives (calculated out of the total number of negatives).
• Kappa (K) (Cohen, 1960): The kappa index excludes matching due solely to chance.
The maximum possible agreement is K = 1. K = 0 is obtained when the agreement









0.81–0.99 Almost perfect agreement
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Table 3
Results of the classification (%) of compounds in the training and external test sets, according to the TOPS-MODE models obtained here.
AMES test AMES test MCGM MCGM AMES test AMES test
(Eq. (4)) Cross val. (Eq. (5)) Cross val. (Eq. (6)) Cross val.
Training
Sensitivity 85.54 85.47 92.59 93.35 86.59 86.34
Specificity 90.32 90.57 75.00 75.17 91.40 90.95
Accuracy 88.07 88.16 87.18 87.67 89.14 88.79
Test
Sensitivity 85.00 85.71 85.71 89.87 85.00 86.13
Specificity 80.95 88.00 100.00 69.67 85.71 88.46
Accuracy 82.93 86.92 88.89 84.10 85.37 87.36
expected simply because of chance, K > 0, while if it is less, K < 0. However, a
commonly cited scale is represented in Table 2 (Landis and Koch, 1977).
In addition, we carried out a cross-validation procedure on the training set.
Specifically, the leave-group-out (LGO) procedure was applied, leaving out 20% of
the training set by random extraction and then recalculating the model and the
statistics with the remaining chemicals. This LGO procedure was repeated 300 times.
The mean values of the accuracy, sensitivity, and specificity for both training and
test sets, as well as the mean values of Wilk’s  (Cross) and squared Mahalanobis
distances (D2Cross), are reported.
In summary, good overall quality of the models is indicated by small values of
, Cross along with high values of FIT(), D2, F and Kappa.
The spectral moments are inherently collinear. From the point of view of QSAR
modelling, the main drawback of collinearity is that it increases the standard errors
associated with the individual coefficients, thereby decreasing their value for pur-
poses of interpretability. To overcome this problem, we have employed here the
Randić’s method of orthogonalisation (Lucic et al., 1995; Klein et al., 1997; Randić,
1991b,c,a). Firstly, one has to select the appropriate order of orthogonalisation,
which, in this case, is the order of significance of the variables in the model. The
first variable (v1) is taken as the first orthogonal descriptor v1 and the second one
is orthogonalised with respect to it by taking the residual of its correlation with v1.
The process is repeated until all variables are completely orthogonalised. For extract-
ing of the information contained in the orthogonalised descriptors we followed the
procedure reported by Estrada and Molina (2006).
2.4. Applicability domain of the models
The utility of a QSAR model is its ability to accurately predict activity for new sub-
stances, which requires a careful assessment of the true predictive ability of models.
This includes the model validation but also the definition of the applicability domain
of the model in the space of molecular descriptors used for deriving the model. There
are several methods for assessing the applicability domain of QSAR/QSPR models
(Eriksson et al., 2003; Netzeva et al., 2005) but the most common one encompasses
determining the leverage values for each compound (Gramatica, 2007). A Williams
plot, i.e. the plot of standardized residuals versus leverage values (h), can then be
used for an immediate and simple graphical detection of both the response outliers
and structurally influential chemicals in the model. In this plot, the applicability
domain is established inside a squared area within ±x standard deviations and a
leverage threshold h * (h * is generally fixed at 3p/n, where n is the number of train-
ing compounds and p the number of model parameters, whereas x = 2 or 3), lying
outside this area (vertical lines) the outliers and (horizontal lines) influential chem-
icals. For future predictions, only predicted mutagenicity for chemicals belonging to
the chemical domain of the training set should be proposed and used (Vighi et al.,
2001). So, calculations of validation set clasifications were performed only for those
substances that had a leverage value below the threshold h *.
3. Results and discussion
3.1. QSAR models
Following the computational strategies outlined in the previous
section, the best model obtained for each of the chosen endpoints
we can see in the following equations and in Table 3. As seen, these
model is good both statistical significance and goodness of fit and
prediction.
AMES = 1.758 + 1.691Dip21 − 3.399 × 10−3
Dip2
6




− 6.858 × 10−120Pol15 + 1.338 × 10−21
Hyd
3 (4)
N = 176(83 positives, 93 negatives);  = 0.482;
D2 = 4.259; Cross = 0.478; D2Cross = 4.349; p < 10−5;
F = 25.770; FIT = 0.766; K = 0.659
MCGM = 4.143 − 2.548Dip2 + 3.012
Dip2
2
− 1.54 × 10−4Pol7 + 5.271Gas1 (5)
N = 39(26 positives, 13 negatives);  = 0.412; D2 = 6.343;
Cross = 0.399; D2Cross = 6.756; p < 10−5; F = 12.107;
FIT = 0.881; K = 0.727
Then, we search for the presence of outliers that might be distort-
ing these models. The high value found for the standard residual
(> 3) of chemical 163 (i.e. of cinnamyl cinnamate) suggests that it
could be an outlier. In general the cinnamyl derivatives were not
mutagenic in the Ames test and their metabolism in vivo is usu-
ally to hippuric acid (Belsito et al., 2007). Therefore the derived
AMES model (Eq. (4)) is not able to predict the mutagenicity of this
chemical since it does not follow the general pattern of cinnamyl
derivatives, thus being an outlier. If we remove this chemical from
the training set and further proceed to refitting, we obtained the
AMES model shown below.
AMES = 1.864 + 1.882Dip21 − 3.757 × 10−3
Dip2
6




− 7.534 × 10−120Pol15 + +1.426 × 10−21
Hyd
3 (6)
N = 175 (82 positives, 93 negatives);  = 0.451;
D2 = 4.818; Cross = 0.448; D2Cross = 4.913; p < 10−5;
F = 28.958; FIT = 0.869; K = 0.707
Eliminating the outlier produces an appreciable improvement in
the statistical parameters as well as the percentages of classifi-
cation (see Eq. (6) and Table 3). Another aspect deserving special
attention is the degree of collinearity of the variables of the model,
which can readily be diagnosed by analyzing the cross-correlation
Table 4















Dip21 1.00 – – – – – –
Dip26 0.82 1.00 – – – – –
Hyd5 0.49 0.86 1.00 – – – –




5 0.56 0.91 0.97 -0.60 1.00 – –
0Pol15 0.50 0.84 0.87 -0.56 0.91 1.00 –
1
Hyd
3 0.18 0.34 0.57 -0.36 0.42 0.44 1.00
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Dip2 1.00 – – –
Dip22 0.99 1.00 – –
Pol7 0.89 0.89 1.00 –
Gas1 −0.71 −0.72 −0.49 1.00
matrix. Tables 4 and 5 show that, for both models, there are several
descriptor variables highly correlated with each other. Rather than
deleting any of these descriptors, it is of interest to examine the
performance of orthogonal complements.
Following Randić’s technique, we have determined orthogo-
nal complements for all variables of the above non-orthogonalised
models (Eqs. (5) and (6)), the following QSAR models were
obtained:
AMES = 2.188 + 0.2303Dip21 − 3.827 × 10−34
Dip2
6
+ 1.133 × 10−261Hyd3 + 4.050Gas1




− 7.534 × 10−1270Pol15 (7)
N = 175 (82 positives, 93 negatives);  = 0.451; D2 = 4.818;
Cross = 0.448; D2Cross = 4.913; p < 10−5;
F = 28.958;FIT = 0.869; K = 0.707
MCGM = 4.183 − 2.1932Dip2 − 0.062
Dip2
2
− 1.088 × 10−43Pol7 + 5.2714Gas1 (8)
N = 39 (26 positives, 13 negatives);  = 0.412;
D2 = 6.343; Cross = 0.406; D2Cross = 6.548; p < 10−5;
F = 12.107; FIT = 0.881; K = 0.727
The percentages of classifications of the derived orthogonalised
models were found to be the same as the non-orthogonalised mod-
els (results not shown).
3.2. Comparison between the TOPS-MODE QSAR model and the
TOXTREE software for predictions of AMES mutagenicity
The TOXTREE software is capable of making structure-based
predictions for a number of toxicological endpoints but one of
its modules aims at predicting carcinogenicity and mutagenicity.
Mutagenic predictions from this expert software system are based
in a revised list of structural alerts, taken from several literature
sources, and in one QSAR model for ˛, ˇ-unsaturated aldehydes
(Benigni and Bossa, 2008; Benigni et al., 2008). The present analy-
sis concerned comparing the predictions of our TOPS-MODE model
against those of TOXTREE with respect to the AMES mutagenicity
for this family of compounds. Thus, a chemical is considered to be
predicted as positive (i.e., potentially mutagenic) either if it con-
tains one genotoxic (DNA reactive) structural alert or if it belongs
to the applicability domain of the relating QSAR model, otherwise
it was identified as negative. For an easy visual comparison, the
results are expressed as a Receive Operating Characteristics (ROC)
graph (Fig. 2). A ROC graph reports true positive rate (sensitivity)
on the Y-axis, and false positive rate (1-specificity) on the X-axis.
In a ROC graph, perfect performance is located at the left upper
corner, and random results lying on the diagonal line (Provost and
Fig. 2. Receiver operating characteristic graph for mutagenicity predictions of ˛,
ˇ-unsaturated carbonyl compounds given by TOXTREE and TOPS-MODE based on
Ames data. The diagonal line corresponds to random responses whereas the top left
corner to ideal performance.
Fawcett, 2001). Further details of the obtained results are collected
in Table 6 (see also Table 1).
This analysis shows that the present QSAR model (Eq. (7))
has higher specificity and accuracy than the TOXTREE software
for the training set, though identical sensitivity. However, for the
external test set, the percentage of chemicals correctly identi-
fied by the TOPS-MODE model is superior to the one attained
by TOXTREE. These results imply that the performance of the
TOPS-MODE model is better than that of the TOXTREE software,
not only in the percentage of overall classifications, but also and
more important, in terms of the SA modulating factors for the
mutagenicity of this chemical class. This is clearly due to the
ability of TOPS-MODE approach in modelling the mutagenic activ-
ity at a local scale, which further allows quantifying how each
alert is modulated by several molecular environments (modulat-
ing factors). More details about this issue will be given in next
subsection.
3.3. Identification of structural alerts
One advantage of the present approach for QSAR studies is that
it can provide information explaining how structural features of
molecules can account for the endpoint activities (Estrada, 2008).
It is then possible to detect fragments that contribute positively
or negatively to a particular target endpoint and their effects been
interpreted in terms of physicochemical properties.
Specifically in our case, the contributions to the mutagenicity for
each of the selected fragments (see Fig. 3) were extracted from the
final orthogonal-descriptor models related to the two endpoints.
Table 7 shows the particular numerical values of the contributions
of such fragments. A careful look at these values allows us to find
functional groups that either hamper the toxicity or enhance it.
Further, it might lead us to design molecular structures that are less
Table 6
Results of the classification (%) of compounds in the training and
external test sets, according to the TOPS-MODE model (Eq. (7))
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Fig. 3. Selected molecular fragments (substructures) for which their contributions to either the AMES or the MCGM mutagenicity were calculated according to the TOPS-MODE
models obtained here (Eqs. (7) and eq:MLAorto).
toxic, to find new structural alerts or to a rapid screening among a
long list of substances.
Regarding AMES mutagenicity, firstly, a comparison between
fragments F1 and F2 shows that, the ketonic fragment (F1) con-
tributes less than the aldehyde fragment (F2), the F1 contribution
being even negative. This in clear agreement with the analysis per-
formed by Koleva et al. (2008), where the authors concluded that
Table 7
Contributions of the different structural fragments to the
AMES and MCGM mutagenicity according to the TOPS-
MODE models obtained here.


















aldehydes are more reactive than ketones due to the size and elec-
tronic effects of their substituents. Besides, one can easily see in
Fig. 1 that, the aldehyde group has a greater electron-withdrawing
effect on the double bond than the ketonic group which increases
its reactivity in the Michael addition mechanism.
Secondly, the presence of halogens in position ˛ of the dou-
ble bond adjacent to the carbonyl group (fragments F6, F7 and
F16) increase the mutagenicity of this family of compounds (Eder
and Weinfurtner, 1994; Eder et al., 1990), due to the cross-linking
potential with another DNA or protein nucleophilic centre (Van
Beerendonk et al., 1992).
On the other hand, fragments F8 to F10 relate to well recog-
nized structural alerts for mutagenic AMES data, i.e.: epoxides (F8),
alkyl halides (F10) and nitro aromatics (F9). The first two func-
tional groups are known alkylating agents while the latter one is
mainly activated by means of nitroreduction and oxidative path-
ways involving several enzymes in different organisms (Purohit
and Basu, 2000) to the N hydroxyl species, which are then trans-
formed into reactive nitrogen esters or nitrenium ions and that in
turn, may attack DNA forming adducts (Miller and Miller, 1983;
Sasaki et al., 2002). In what concerns the positive contribution of
the cyano acrylate group (fragment F17), possibly it is due to an
electron-withdrawing effect of the cyano moiety which increases
the Michael addition reactivity of the double bond (Aptula and
Roberts, 2006), as acrylates have a negative contribution (fragment
F4).
So, without doubt, the main mechanism of action for this fam-
ily of compounds is the Michael type addition mechanism since our
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Fig. 4. Structure representation of some TOXTREE false negative compounds correctly predicted by the TOPS-MODE model together with their bond contributions (Eq. (7)).
analysis revealed that substituents in the ˛ or ˇ-carbon atoms have
a strong influence in mutagenicity just as for Michael acceptors.
Although it is known that the Michael acceptors are soft elec-
trophiles, it does not mean that they are unreactive toward hard
nucleophiles like DNA (Aptula and Roberts, 2006).
Another important feature that we can draw from both of our
models (Eqs. (7) and (8)) is the mutagenicity of the furan-2(5H)-
one ring (fragment F15). This moiety together with halogenated
˛, ˇ-unsaturated carbonyl compounds (fragments F6, F7 and F16)
are present in known mutagenic substances such as 3-chloro-4-
(dichloromethyl) 5-hydroxy 2(5H) furanone (compound 213) and
3-chloro-4(chloromethyl)-5-hydroxy-2(5H)-furanone (compound
82) (McDonald and Komulainen, 2005), including in others not as
well known, like compounds 89, 98, 114, 135, 190 and 201. Here
it should be emphasised that, the TOXTREE software does not rec-
ognize any structural alerts in the latter, classifying thus them as
false negatives. Fig. 4 displays some TOXTREE false negatives for
the Ames test mutagenicity, which were correctly predicted by our
model together with the computed TOPS MODE fragment contri-
butions.
A close inspection of Fig. 4, shows that fragments F7, F15 and
F16 have positive contributions to the mutagenic activity and so,
this may be due to the presence of the furan 2(5H) one ring or to
chlorine at the double bond adjacent to the carbonyl group, as it is
known that the presence of halogens or halogenated alkyl groups at
the furan double bond increases mutagenic potency (Lalonde et al.,
1991; McDonald and Komulainen, 2005). In relation to compound
89, the presence of allylic chlorines contributing positively also has
a role. Notice however that our TOPS MODE model predicts a false
positive, namely butenolide (compound 188), which also contains
fragment F15. Thus, the modulating factors for this substructure
have to be studied further.
Fig. 5. Structure representation of some compounds of the AMES training set along with their TOPS-MODE bond contributions.
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Another type of examples of TOXTREE false negatives, correctly
predicted by our model, should be pointed out. For instance, our
model recognises that the presence of a methyl group in compound
136 (see Fig. 4) yields a positive contribution (0.264) to its muta-
genicity. For this compound, the mechanism of mutagenic action
in bacteria is probably the same as the one in rats where it has
been shown that the loss of the methyl group (Boyland and Nery,
1969) may bind with nucleic acid and protein (Nery, 1971). With
regard to compound 37 (Fig. 4), its mutagenic mode of action is
still not known (Richard, 2001), but the presence of fragment F17
(referred to above) can be responsible for the mutagenicity of its ˛,
ˇ-unsaturated carbonyl moiety.
Fig. 5 depicts three mutagenic substances for which the TOX-
TREE software identifies structural alerts, but also the TOPS-MODE
is able of discriminating their differences in terms of fragment con-
tributions.
For instance, the values of the fragment contributions in com-
pound 1 show that the presence of ˛, ˇ-unsaturated carbonyl
moiety is not responsible for its mutagenicity, but instead the pres-
ence of the epoxide because similar substances without oxirane
moiety such as N,N-diethylacrylamide and N,Ndimethylacrylamide
are not mutagenic to Ames test (Hashimoto and Tanii, 1985).
As to compounds 9 and 157, the structural alert detected by
TOXTREE corresponds to the ˛, ˇ-unsaturated carbonyl moiety
while our model detected, as shown in Fig. 5, a negative contri-
bution for this substructure, and relates their activity possibly due
to the presence of allyls halogens corresponding to fragments F6, F7
and F16, which could act as cross-linking agents (Van Beerendonk
et al., 1992; Lynch and Crovetti, 1972; Smith, 1987).
Moreover, TOPS-MODE classifies correctly the majority of false
positives obtained by the TOXTREE software, further detecting neg-
ative bond contributions for the structural alerts that allow, in a
quantitative way, to properly interpret the possible cause of their
non-mutagenicity (Table 8).
As for such compounds, there is no mechanism that explains
their non-mutagenicity in Salmonella typhimurium strains with or
without metabolic activation; we will try to set up hypothesis based
on the contributions’ results and on the bio-transformations pro-
duced by other organisms.
For example, in compound 2, despite from having several
hydroxyl groups which makes it more hydrophilic and therefore
less mutagenic, the epoxide group displays no mutagenicity most
likely due to a metabolic reduction of this group as seen in gastroin-
testinal microbes (Hedman and Pettersson, 1997).
The non-mutagenicity of compounds 3 and 5 are probably due
to the large size of these molecules, but nevertheless TOPS-MODE
identifies negative bond contributions for the TOXTREE structural
alerts.
As to compound 42, it is known that it is metabolized in humans
mainly by several mechanisms, i.e.: reduction and subsequent oxi-
dation of the hydroxymethylene group, a hydroxylation in position
6 and a carbonyl reduction (Fragkakia et al., 2009). These changes
are consistent with the negative contributions obtained, and based
on this a similar hydroxylation in position 11 could thus happen.
The presence of an acryl amide group, as seen previously for
N,N-diglycidylacrylamide (compound 1), is not responsible for the
mutagenicity in the Ames test, which can be further observed by
the values obtained for the SA of compound 72.
For the following compound (144), a detoxification mechanism
in mice through its conjugation with glutathione in the double bond
has been presented (Chan et al., 1982, 1984), which has a large
negative contribution (see Table 8), and so it could act similarly in
Salmonella typhimurium.
The lack of mutagenicity for compound 149, as seen in rabbits
(Lalko et al., 2007), may be due to a hydroxylation of the carbonyl
group (very negative bond contribution).
Table 8
Structure representation of some TOXTREE false positive compounds correctly pre-
dicted by the TOPS-MODE model together with their bond contributions (Eq. (7)).










a SA10 and SA7 are codes of the structural alerts defined by Benigni and Bossa
(2008) corresponded to ˛, ˇ-unsaturated carbony and oxirane moieties, respec-
tively.
Compound 154, although it is an aldehyde, is not mutagenic
in the Ames test. This compound has a detoxification metabolism
in Euglena gracilis Z (Noma et al., 1991) due to the oxidation of
aldehyde and reduction of the double bond. Perhaps the latter is the
one that predominates in Salmonella typhimurium because of the
negative contribution that such double bond has in this compound.
Compound 154 also has an aliphatic cycle around the double bond
which affords an electron-donating effect that decreases its Michael
addition reactivity (Aptula and Roberts, 2006).
The mechanism of detoxification in rats and rabbits of com-
pound 155 is by methyl carboxylation or the reduction of the
carbonyl group (Dutertre-Catella et al., 1978), and as can be seen
both bonds have negative contributions, but maybe in Salmonella
typhimurium, it is more important the metabolic pathway by a pos-
sible hydroxylation of methyl in position 5 as it has been observed
too in Aspergillus niger (Joe et al., 1989).
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Fig. 6. Williams plot based on Eq. (7) (A) and (8) (B), i.e., plot of standardised residuals versus leverage values with a warning leverage of h∗ = 0.120 and h∗ = 0.307,
respectively.
For the other endpoint studied, MCGM, there are no structural
alerts identified in the literature. For this endpoint, the presence
of the ˛, ˇ-unsaturated carbonyl moiety produces mutagenicity
either ketonic, aldehydic, acrylic or methacrylic (fragments F1 to
F5 in Fig. 3 and Table 7). One can see also an increase in the contri-
bution of fragment F4 compared to fragment F3. Electro-donating
substituents such as methyl groups in position ˛ reduce the reac-
tivity of this moiety by Michael type mechanism (Aptula and
Roberts, 2006). These findings, among other comparative analysis
of the mutagenic potency of various acrylate and methyl acrylate
derivatives, lead to the hypothesis that acrylate were more active
mutagens than methylacrylates (Dearfield et al., 1989).
Moreover, when comparing fragments F1, F2, F4 and F5 to F11,
F12, F13 and F14, respectively, a similar conclusion for this endpoint
to that obtained by our group in a previous work (Pérez-Garrido
et al., in press) is attained. That is to say, that alkyl substituents
in position ˇ at the double bond adjacent to the carbonyl group
decrease the mutagenic character of the substance by reducing
the positive charge at the terminal carbon (Aptula and Roberts,
2006), and the latter is the preferred site of nucleophilic attack
(Feron et al., 1991; Dearfield et al., 1991) by a Michael type addition
mechanism to the sulfhydryl of glutathione (GSH) or by an enzy-
matic reaction catalyzed by GSH transferase (Ciaccio et al., 1998;
Schultz et al., 2005). But also, GSH when depleted down to < 20%
(Glaab et al., 2001) is a prerequisite for ˛, ˇ-unsaturated carbonyl-
mediated generation of ROS (Radical Oxigen Species) and might
initiate lipid peroxidation and other processes, leading to enhanced
cytotoxic/genotoxic cell damage (Janzowski et al., 2003). Hence,
the presence of a terminal double bound without electron donat-
ing substituent makes these compounds more mutagenic. Based on
this, we can say that, following the Michael addition mechanism,
the presence of electron-withdrawing substituents in the double
bound (i.e. fragment F7) increase the mutagenicity of the substance
(Aptula and Roberts, 2006; Schultz et al., 2005).
Compared with the results of the Ames test, the reactivity as
Michael acceptors is more pronounced in MCGM, judging by the
higher variation of its contribution values. As mentioned above,
this is most likely because Michael acceptors are soft electrophiles
and as such reactivity is higher towards soft nucleophiles like GSH,
then such appears to be the main mechanism step producing DNA
damage in mammalian cells for these substances (Glaab et al., 2001;
Janzowski et al., 2003).
3.4. Applicability domain
It would be very interesting to have a predictive model for the
vast majority of chemicals, especially for those who have not been
tested yet and thus, with unknown mutagenicity, in particular tak-
ing into account that the European Union is launching the REACH
standard. Since this is usually not possible, one should define the
applicability domain of the QSAR model, that is, the range within
which it bears a new compound. For that purpose, we built a
Williams plot using the leverage values calculated for each com-
pound. As seen in Fig. 6, most of the compounds of the test set are
within the applicability domain covered by ±3 times the standard
residual () and the leverage threshold h * (= 0.120 and = 0.307
for AMES and MCGM, respectively), save for compounds 2, 3, 5, 8,
42, 73, 87, 131, 133 and 165 (AMES) and for compounds 213 and
220 (MCGM). Even so, the latter should not be considered outliers
but influential chemicals (Eriksson et al., 2003).
Nevertheless, all evaluations pertaining to the external set were
performed by taking into account the applicability domain of our
QSAR model. So, if a chemical belonging to the test set had a lever-
age value greater than h *, we consider that this means that the
prediction is the result of substantial extrapolation and therefore
may be unreliable (Netzeva et al., 2005).
4. Conclusions
Herein, we have examined the ability of the TOPS-MODE
approach to provide discriminant models for probing the muta-
genicity of the ˛, ˇ-unsaturated carbonyl compounds over two
endpoints: the Ames and mammalian cell mutation gene tests.
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With regard to the QSAR modelling, the combination of LDA
in conjunction with the TOPS-MODE structure representation was
found to produce final classification models with high sensitivity,
specificity and accuracy. The predictive power of such QSAR mod-
els was proved to even exceed that of state-of-art expert systems,
such as the TOXTREE software, for this family of compounds. Fur-
thermore, due to the ability of TOPS-MODE to express the activity
at a local level, we could obtain a series of structural alerts for each
compound and both endpoints under study. Among such alerts, the
halogenated ˛, ˇ-unsaturated carbonyls and the 2-furanone ring
should be studied further in what concerns their Ames mutagenic-
ity. As regards the mammalian cell gene mutation end-point, the
presence of a terminal double bound with electron-withdrawing or
without electron-donating substituents turns the compounds more
mutagenic probably because they act through a Michael type addi-
tion mechanism. For both endpoints, we note that the predominant
mechanism is Michael type addition by forming adducts either with
DNA or with GSH. Moreover, by carefully analysing the fragment
contributions obtained with the TOPS MODE approach, we were
able to propose possible mutagenic mechanisms for a number of
false negatives and false positives compounds settled on by the
expert system TOXTREE in relation to the Ames data. In addition,
the TOPS-MODE approach was able to quantify the influence of
several molecular environments (modulating factors) to the struc-
tural alerts that describe the mutagenicity of the ˛, ˇ-unsaturated
carbonyl moiety. Overall, that structural information and the QSAR
models per se can definitely aid in future improvements of software
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[60] Franke R, Gruska A, Giuliani A, Benigni R. Prediction of rodent carcinogenicity
of aromatic amines: a quantitative structure-activity relationships model. Carci-
nogenesis 2001;22:1561.
[61] Glende C, Schmitt H, Erdinger L, Engelhardt G, Boche G. Transformation of mu-
tagenic aromatic amines into non-mutagenic species by alkil sustituyents Part I:
Alkylation ortho to the amino function. Mutat Res 2001;498:19.
[62] Glende C, Klein M, Schmitt H, Erdinger L, Boche G. Transformation of muta-
genic aromatic amines into non-mutagenic species by alkil sustituyents Part II:
Alkylation far away from the amino function. Mutat Res 2002;515:15–38.
[63] Basak S, Gute B, Mills D, Hawkins D. Quantitative molecular similarity met-
hods in the property/toxicity estimation of chemicals: a comparison of arbitrary
versus tailored similarity spaces. JOURNAL OF MOLECULAR STRUCTURE-
THEOCHEM 2003;622(1-2):127–145.
[64] Gramatica P, Consonni V, Pavan M. Prediction of aromatic amines mutagenicity
from theoretical molecular descriptors. SAR AND QSAR IN ENVIRONMENTAL
RESEARCH 2003;14(4):237–250.
[65] Cash G, Anderson B, Mayo K, Bogaczyk S, Tunkel J. Predicting genotoxicity of
aromatic and heteroaromatic amines using electrotopological state indices. MU-
TATION RESEARCH-GENETIC TOXICOLOGY AND ENVIRONMENTAL MU-
TAGENESIS 2005;585(1-2):170–183.
[66] Bhat K, Hayik S, Sztandera L, Bock C. Mutagenicity of aromatic and heteroaro-
matic amines and related compounds: A QSAR investigation. QSAR & COMBI-
NATORIAL SCIENCE 2005;24(7):831–843.
[67] Felton JS, Knize MG, Wu RW, Colvin ME, Hatch FT, Malfatti MA. Mutage-
nic potency of food-derived heterocyclic amines. MUTATION RESEARCH-
BIBLIOGRAFÍA 161
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