An algebraic condition for the singularity of certain Töplitz matrix pencils is derived which involves only the principal minors of the constant parts of the pencils. This leads to an algebraic conjecture which is equivalent to the so-called Töplitz pencil conjecture.
Introduction
Let T (x) = M 0 + xM 1 , where the n × n-matrices M 0 , M 1 are given as The complex numbers c 1 , c 2 , . . . , c n+1 are all supposed to be non-zero. x is an indeterminate over C. M 1 is the 2 × 2 zero-matrix if n = 2.
Töplitz Pencil Conjecture (ToePC) (1) ( [1] ). If det T (x) = 0 as a polynomial in C[x], i.e. all coefficients vanish, then the first two columns of M 0 (or T (x)) are linearly dependent. I.e. for some non zero complex number λ one has c k+1 = λc k or equivalently c k+1 = λ k c 1 for k = 1, . . . , n.
The converse of the conjecture is trivial. Some authors prefer an equivalent Hankel version e.g. [7] .
The conjecture originates from an older (1981) and still open conjecture from linear systems theory ( [2] , p. 124) on feedback cyclization over C [x] . More background information and references can be found e.g. in [1] .
To date despite several efforts ToePC is still open ( [3, 4, 5, 6] ). The best result till now is achieved in [7] , where its truth could be established for n ≤ 8. A proof of the truth of ToePC would at the same time be a further progress in the proof of the older conjecture from linear system theory.
The various approaches exploit the singularity of T (x) in different ways. In these notes, based on an old observation for singular matrix pencils and related block matrices, a new necessary and sufficient algebraic condition for the singularity of the specific pencils T (x) occurring in ToePC will be derived. A closer look at this condition then will lead to a condition relying exclusively on the principal minors of M 0 . At the same time this leads to a new algebraic conjecture equivalent to ToePC.
The polynomial det T (x) is of degree n − 2 and its k-th coefficient is homogeneous in c 1 , . . . , c n+1 of degree n − k. Therefore ToePC is true if and only if it is true, say with c 1 = 1. This will only be exploited in Section 3 to simplify expressions. In [7] by tricky arguments it is shown that without loss one can even assume that c 1 = 1 and c 2 = 1.
From block matrices to matrix powers
If det T (x) = 0, then T (x) is a singular matrix pencil. Singularity implies the existence of a non zero vector polynomial f (x) satisfying T (x)f (x) = 0. 
has the property: the first n · d columns are linearly independent (l.i.) and at the same time all columns (n · (d + 1)) are linearly dependent (l.d.). The result is trivial for d = 0.
The if-part of the observation is not explicitely stated in [8] but is immediate. For later
Starting from this observation we will derive now an algebraic necessary and sufficient condition for the singularity of T (x). For this we subdivide the matrices M 0 , M 1 as follows:
Note that w = t vP n−1 , where
unit-matrix and t v the transpose of v. Since c 1 = 0 the matrix Q is invertible. According to our subdivision of the matrices M 0 , M 1 the overall matrix C looks as follows:
The following condition for the singularity of T (x) can now be derived:
Singularity criterion 2.2. T (x) is singular if and only if
Proof: First we derive the condition (S). Q can be used for " cleaning up" in the matrix C. In order to maintain the l.d./l.i.-properties in observation 2.1, we will not perform operations involving columns of the last block and the preceding ones at the same time.
We first transform the v-entries to 0 by column operations within each block column and then the w-and B-entries to zero by row operations. The resulting matrix will be C ′ below. In order to render a reasonable display we introduce the abbreviation
The last three block columns indicate what C ′ looks like in case d = 2.
we must have det(M 0 ) = 0 and therefore the ⋆-entries in the matrix C ′ are zero. The latter means that
We can further clean up the rows left of the Q-entries within the first d block columns and then cancel the first d columns with Q-entries. We also can cancel zero-rows. The remaining matrix with four items highlighted for later use is C ′′ : As far as we only consider the linear dependence of all columns of C ′′ we can also omit the third last row and last block column which gives C ′′′ :
Now, if Av = 0 then C ′′′ is the 0-matrix and (S) follows trivially.
Let therefore Av = 0. By linear dependence we conclude from C ′′′ : The latter argument can be repeated inductively. Assume wQ −1 A k v = 0 for 1 ≤ k ≤ r for some 3 ≤ r ≤ d − 1. In this case the matrix C ′′ looks as follows: 
must have full rank which is only possible if the vectors in the first row are l.i. Therefore the vector A r+1 v is in the span of the latter vectors. Multiplying from the left by wQ −1 shows then that −wQ −1 A r+1 v = 0. We conclude
and for the only remaining nonzero third last and last row we must have:
and the vectors
From (4) and (3) we conclude 
Transition to principal minors of
It is worthwhile to have a closer look at the conditions (S). It turns out that (S) translates into an equivalent condition only for the principal minors of M 0 . To avoid many powers of c 1 in the following we assume c 1 = 1. This is no restriction for ToepC as was mentioned at the beginning. The principal minors of M 0 will be denoted as m r , 1 ≤ r ≤ n, for example
We set m 0 = 1.
One reason for the appearance of principal minors in our situation is that one has the relations (assume just for the moment that c 2 , . . . , c n+1 are independent variables over C.)
for some polynomial expressions p r ∈ C[c 2 , . . . , c n+1 ] and therefore
The latter means that in this case also the minors can be considered as independent variables. Furthermore, if for some complex numbers c 2 , . . . , c n+1 we have m 2 = 0, . . . , m n = 0, then c k = c k−1 2 for 2 ≤ k ≤ n + 1 and vice versa, both conditions beeing equivalent to the linear dependence of the first two columns of M 0 or T (x).
The following properties are basic for our transition to minors. They seem not to be present explicitely in published material. Partly they appear in unpublished notes of W.F. Trench ( [9] ) in a different context but providing a hint for a short proof of Property 3.1 below. In order to indicate the size of Q, if desirable in induction steps, we write Q (n) instead of the (n − 1) × (n − 1) -matrix Q and also M 0 (n) instead of the n × n -matrix M 0 . Also I n will denote the n × n -identity matrix.
Property 3.1. Q (n) −1 is also a lower triangular Töplitz matrix and
where we set m i−j = 0 if i < j.
Proof: Q (n) −1 = 1 in case n = 2. Suppose n ≥ 1. One observes that
Because of the two overlapping blocks Q (n) −1 by induction hypothesis Q (n+1) −1 is automatically Töplitz and we only have do determine the [n, 1]-entry indicated by ⋆. The classical adjoint matrix of Q (n+1) (see e.g. [10] , p. 22) tells us that
where Q
{1,n}
(n+1) is the matrix Q (n+1) with row 1 and column n deleted. But this matrix is nothing else but M (n−1) 0
. Therefore the [n, 1] -entry of (Q (n+1) ) −1 is
as claimed in (7), where n is to be replaced by (n + 1).
Property 3.2.
and as a consequence
In the equation Q (n+1) −1 · Q (n+1) = I n we consider the first column of I n and recall property 3.1. This gives
From this equation the property can be read out. Note that one can choose any c n+2 to obtain a matrix M (n+1) 0 as a frame for Q (n+1) without affecting the proof.
Let in addition
X is obtained by cancelling the first row and the last column in Q (n) −1 .
Property 3.3. det X = det X (n) = (−1) n c n−1 , i.e. non-zero by assumption.
Proof: Once more the classical adjoint matrix (notation as in the proof of Property 3.1) tells us that
With the help of the matrix X and the vector y the conditions (S) translate into the following conditions (SM) that involve only the principal minors of M 0 .
Singularity criterion 3.4. T (x) is singular if and only if (X 0 = I n−2 ) ( t yP n−2 ) X k y = 0 ( t yP n−2 ) X k y = 0 ( t yP n−2 ) X k y = 0 for all k ≥ 0 k ≥ 0 k ≥ 0 and m n = 0 m n = 0 m n = 0 (SM) (SM) (SM)
Note that the matrices (P n−2 X k ), k ≥ 1, are symmetric.
Proof: We start from (S) and remember that wQ This new algebraic conjecture looks quite different compared with ToePC and proposes different methods to be proved. Simulations with computer algebra software show that considering the minors as independent variables (compare (6)) leads to equations that only admit the zero solution and thusly confirm the conjecture. To conclude I have to thank Alexander Kovacec for several not only mathematical discussions and encouragement.
