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Введение 
Задача обхода лабиринтов, занимавшая еще древних 
(Тезей и Минотавр), в последнее время вновь стала активно 
изучаться. 
Рассмотрим пространство (плоскость ) , стандартным 
способом разделенное на одинаковые кубические (квадратные) 
клетки. Клетки называются соседними, если они имеют общую 
грань ( с т о р о н у ) . Некоторые клетки являются доступными, 
некоторые­недоступными. Множество всех доступных клеток 
называется пространственным (плоским) лабиринтои, если 
оно связно по отношению к вышеупомянутому соседству . 
В лабиринте может одновременно находиться конечное 
число различимых флажков и конечное число автоматов ( к о ­
нечные автоматы; автоматы с магазинной памятью, со с ч е т ­
чиками, с о стеками и т . д . ) . В каждой доступной клетке о д ­
новременно может помешаться любое количество флажков и 
автоматов. Автоматы различают постоянные направления' 
•вверх", "вниз" , п вправо", " в л е в о " , "вперед" , "назад" 
( в случае плоских лабиринтов­четыре последних направления} 
Между дискретными моментами времени * ­ O-, 1i ... 
каждый автомат и флажок находится внутри одной доступной 
клетки. В течении интервала времени J t » t 4 C % i » O i 1 JZI. . . , 
каждый автомвт устанавливает: 
1 ) какие другие автоматы и в каких внутренних состояниях 
находятся вместе с ним в одной клетке, 
2 ) какие флажки находятся вместе с нам в олной клетке, 
3 ) какие из шести ( в случае плоскости ­ четырвх) соседних 
клеток­доступнн. 
Исходя из этой информации, а также из своего внут­
реннего состояния и содержимого обозреваемых ячеек мага­
зинов, счетчиков и стеков (если такие имеются), в момент 
времени каждый автомат, во­первых, детерцинирован­
но переходит в одну из соседних доступных клеток или о с ­
тается на месте ; во­вторых, при переходе в соседнюю клет­
ку берет с собой несколько (может быть, ни одного) флаж­
ков ; в­третьих, изменяет свое внутреннее состояние и с о ­
держимое магазинов, счетчиков и стеков (если такие име­
ются) . 
флажки сами по лабиринту передвигаться не могут. Они 
служат ориентирами для автоматов при перемещении по лаби­
ринту. 
Пусть Ь ­лабиринт,А ­ система , состоящая из некото­
рых автоматов и флажков. Говорят, что А обходит 1_ ,если 
выполняется следующее: в какой бы доступной клетке в 
момент времени t » 0 не поместить систему А , в каждой 
клетке лабиринта Ь когда­нибудь появится хоть один а в ­
томат из А . 
В [ I ] доказано, что не существует конечной системы 
автоматов и флажков, которая обходит любой конечный 
пространственный лабиринт. 
В [ 2 ] доказано, что не существует системы, с о с т о я ­
щей из одного конечного автомата и одного флажка, кото ­
рая обходит любой конечный плоский лабиринт. В противопо­
ложность тому, в £ 3 ] указана система, состоящая из одно­
го автомата со счетчиком (или из одного конечного автома­
та и двух флажков), которвя обходит любой конечный плос­
кий лабиринт. 
В выяснено, какие системы автоматов и флажков 
могут обойти всю плоскость без недоступных клеток. 
Настоящая статья посвящена вопросу о том, какие 
оистемы автоматов и флажков могут обойти все пространст­
во бев недоступных клеток. 
Определения 
Автоматы с магазинной памятью и автоматы со счетчи­
ками определены, например, в [ 5 ] , стр .137 , 155. 
Магазин­это бесконечная последовательность М ячеек 
с номерами 0; 4\2-\31... . В ячейке с номером О 
всегда записан один специализированный символ, который 
никогда не стирается и не мохет быть записан ни в какую 
другую ячейку. В каждой другой ячейке может быть записан 
любой символ из конечного алфавита А и , содержащего т . н . 
"пустой символ" X . 
Автомат с магазинной памятыо­это конечный автомат, 
снабженный одним или несколькими магазинами. 
Опишем операции, которые автомат производит с одним 
магазином. 
В начале работы (в момент %*0) автомат обозревает 
ячейку магазина с номером О ; во всех остальных ячейкс­.с 
записав пустой символ X . Пусть в момент времени * , 
Ч * 01 4;&„. автомат обозревает ячейку магазина с номером 
| в которую записан символ . Тогда в момент вре­
мени в зависимости от своего внутреннего состояния, 
символа 0^ я информации о том, какие другие автоматы и 
флажки находятся вместе с ним в одной клетке и о том, 
какие из соседних клеток доступные, автомат может идя 
записать некоторый символ Ь«АМ , ЬФХ в ячейку магази­
на с номером *>4«<4 (в которой раньше было записано. V. ) 
1 перейти к обозреванию этой ячейки, или (если т.>С ) 
заменить « , на 1 и перейти к обозреванию {Н,­ 0 ­ п й 
ячейки, или (если тА>о ) заменить на Ан , Ь^Х 
и продолжать обозревать ячейку с номером г\ , или же и з ­
менений в магазине не производить и продолжать обозревать 
ячейку с номером ж^. 
Таким образом, автомат всегда обозревает ячейку ма­
газина с наибольшим номером среди тех, в которых записан 
непустой символ, и все изменения в магазине происходят 
только около обозреваемой ячейки. 
Работа автомата с несколькими магазинами определя­
ется аналогично. Там все изменения детерминировяино аа­
висят от содержимого всех обозреваемых ячеек магазинов. 
Счетчик­это магазин М , алфавит которого Л м с о ­
держит лишь один непустой символ. Содержательно в счетчи­
ке может хранится любое число из множества {ot *i <L»3j . .J j 
за один такт работы автомат может увеличивать, или умень­
шать значение счетчика на I или оставить его без измене­
ния, а также проверить, стало ли значение счетчика рав­
ным нулю. 
Понятие стека используется ^ программировании. В 
настоящей статье стек ­это разновидность магазина, когда 
автомат может углубляться в массив заполненных ячеек ма­
газина и читать записанные там символы, не стирая при 
этом содержимого ячеек магазина с большими номерами, во 
изменять может только или содержимое ячейки с наибольшим 
номерок среди заполненных (обозревая э т у ячейку) или 
первой незаполненной ячейки (переходя к обозреванию этой 
ячейки). 
Введем в пространстве декартову координатную систему 
0*уш. . Клеткой с номером (т^ *•) , где и* , п и К ­целчэ 
числа, называется множество точек \ *»< * < ш * 1 А 
i n<vj«.h«l i к*.Л4.к»4 J ; т . е . , номером клетки называет­
ся тройка координат ее левого нижнего заднего угла. Но­
мер клетки, в которой находится автомат или флажок А в 
течении интервала времени J t » i * f £ , обозначается через 
A ( t ) . Последовательность А1°), А^),у,.\.Лf**>... назы­
вается траекторией автомата­(флажка) А] • Траектория назы­
вается квазипериодической, если существует такое Т » 0 , 
1ф , а , Ь и с , что Vi l**,*t> А(**Т)яАИ)*(л\ Ц е * . 
Пространство­это множество всех клеток. 
Плоскость­это множество всех двумерных клеток в 
евклидовой плоскости. 
Проведем прямую t , проходящую через центры двух 
различных клеток (тогда она проходит через центры беско ­
нечно многих клеток) . Пусть с » 0 ­некоторая константа. 
Множество всех клеток, центры которых отстоят от е ' к я 
больше чем на Q , называется коридором. 
Две системы автоматов я флажков измываются сис.тв­
мани одною типа, если в них одинаковое количество флаж­
к о в , конечных автоматов с одниы счетчикоы и т . д . 
Результаты о невозможности обхода 
Часть результатов о невозможности обхода пространст­
ва системами автоматов и флажков в этой статье получаются 
из соответствующих результатов о невозможности обходи 
плоскости (см.С^Л ) при помощи следующей леммы. 
Лемма I . £сли не существует системы автоматов и 
флажков определенного типа, способной обойти плоскость, 
то не существует системы такого же типа, способной обой­
ти пространство. 
Из этой леммы и реузльтатов статьи [ 4 } сразу вытека­
ет следующий результат. 
Теорема I . Не существует: 
а ) системы из двух конечных автоматов, 
б ) системы из о д н о ю конечного автомата и двух флажков, 
в ) системы из одного автомата с одним магазином и одного 
флажка, которая обходит пространство. 
Более сложно доказывается следующая теорема, о б о б ­
щающая пункты а ) и б ) теоремы I . 
Теорема 2 . Не существует системы, состоящей из двух 
конечных автоматов и одного флажка, которая обходит прост­
ранство. 
Схема доказательства. Так как подробное доказательство з а ­
нимает около 15 страниц, наметим только основные наги. 
Лемма 2 . Если в клетку пустого пространства поместить 
систему, состоящую из одною конечною автомата (и , быть 
может, флажка), то траектория автомата (и флажкя)­квази­
периодическая. 
' Лейка 3 . Если в м е т к у пустого пространства поместить 
систему, состоящую из одного флажка и двух конечных авто­
матов, и если существует такое ё> о , что бесконечно много 
раз оба автомата одновременен находятся не дальне чем на 
расстоянии с/ от флажка, то траектории обоих автомате* и 
фляжка­квазипериодические. * 
Лемма 4 . Квазипериодическую траекторию можно покрыть 
коридором. Поэтому никакое конечное множество квязиперио­
дических траекторий не содержит в себе все клетки прост­
ранства. 
Допустим от противного, что существует система 5 , 
состоящая из двух конечных автоматоь Д и Д 4 и ({шажка Р , 
которая обходит пространство. Используя леммы 2 ­ ч , п о с т е ­
пенно доказываются следующие утверждения. 
1. По крайней мере один автомат (допустим, А4 ) беско ­
нечно много раз встречается с флажком. 
2 . Автоматы Н,и4, встречаются бесконечно много раз. 
Иначе или Ах "теряет связь" с Р и с И р и поэтому траек­
тории И,и Л 4 становятоя квазипериодическими, или Аь не 
удаляется от ? больше чем на фиксированное расстояние, 
что опять делает все траектории квазипериодическими, или 
же движение А\ л Ак все время проходит по клеткам, цент­
ры котормх лежат между двумя параллельными плоскостями. 
Во всех этих случаях 15 не обходит пространство. 
3. Систему 5 можно заменить на систему того же тина £ 
тоже обходящую пространство, но такую, что автомат П« 
встречается с флажком Р ' и с автоматом И£ бесконечно мно­
го раз , а И^ е Р'после интервала времени СО»*Л уже не 
встречается. 
4. Траектория г ­квазипериодическая. Поместим ее в 
коридор . 
5. Автомат И* отходит от К только по участкам коридо 
ров, направления которых образуют конечное множество, и 
встречается с Ах во время каждого на этих отлучений. Най­
дется коническая поверхность, внутри которой И* никогда 
ве попадает; поэтому все клетки внутри этой поверхности 
обходит Ах > Между двумя встречами о М автомат П«.долкеп 
посещать клетки, число которых возрастает как квадратная 
функция, а время между двумя последовательными встречами 
И« • 4£ возрастает как арифметическая прогрессия. Получен 
нов противоречие доказывает теорему. 
Алгоритм обхода пространства 
В этом пункте мы опишем некоторые "минимальные" с и с ­
темы автоматы и флажков, способные обойти пространотго. 
Теорема . Существует: 
а) система, г стоящая из одного автомата с двумя счетчи­
ками, 
б ) система, состоящая из одного конечного автомата и трех 
флажков, 
в) система, состоящая из одного автомата с одним стеком 
и одного флажка, каждая из которых обходит пространст­
в о . 
Доказательство, а) В работе [ д ] намечено доказатель­
с т в о , а в работе £ 6 j доказано с т р о г о , что существует а в ­
томат с двумя счетчиками, способный обойти любой (конеч­
ный или бесконечный) плоский лабиринт. Доказательство 
основывается на известной.результате Минского ( см. ,напри­
мер, [ 7 ] , с т р . 3 3 0 ­ 3 3 5 ) о том, что для любой частично рекур­
сивной функции / существует автомат А с двумя счетчиками, 
такой, что для любого натурального л автомат А , начиная 
работу с числом Л * в одном счетчике и с числом О во в т о ­
ром счетчике, работает бесконечно долго, если /со не опре­
делено, но останавливается с числом О в первом счетчике 
и с числом 2*'"' во втором счетчике, если определе­
' но. В 1б] , в частности, показано, как для общерекурсив­
ной функции д , принимающей конечное число значений, 
построить автомат с двумя счетчиками Ag , который, начи­
ная работу с числом 0 в обоих счетчиках, работает беско ­
нечно долго и в подходящей кодировке последовательно.вы­
числяет значения $(А) , <jtl) , . Пронумеруем 
все клетки пространства числами Oi^iXi-" , так, чтобы 
клетки, номера которых отличаются на I , были соседними. 
Определим функцию qta так: jfM'O (btibihiS) , если 
Л**4) ~ а я клетка находится справа (слева, с п е р е д и , ' с з а ­
ди, сверху, снизу) от ж­ой клетки. Йсно, что нумерацию 
можно произвести так, что §<*» ­общерекурсиввая функция. 
ляет (в некоторой кодировке) значение £ф) . Так как 
функция 7 принимает только б различных значений, то 
монет "узнать" значение JfC^ и после этого вернуть свои 
счетчики в состояние того момента, когда вычислилось зна­
чение §(0) . После этого Q переходит в ту клетку, в 
которую указывает вычисленное значьнле д(Ч , и начинает 
моделировать работу А§ до того момента, пока вычислит­
ся значение ij(J} . и т . д . Ясно, что автомат Of обходит 
пространство. 
б) Для автомата (к доказательства предыдущего пупкта 
построим систему, моделирующую работу Ot и состоящую из 
одного конечного автомата А и трех флааков. флажок 
всегда находится в тоР клетке , в которой находился бы 
моделируемый автомат 0\, i Флажок ^ находится на с т о л ь ­
ко клеток выше флажка /сг , сколько единиц содержится в 
первом счётчике автомата , а флажок А\ находится на 
столько клеток ниже флажка Р% , сколько единиц содержит­
ся во втором счётчике автомата Ох. . Конечный автомат 
А "курсирует" между флажками F, , и , изменяя 
расстояние между Fj и или 1^  и \ и перемещая Нею 
сиотему по траектории автомата Ot . 
в ) Доказательство этого пункта­прямое, а не с помощью 
моделирования. Мы рассмотрим с т е к , алфавит которого с о с ­
тоит линь из одной буквы. Опишем работу автомата А • 
Автомат А работает по этапам. 
0­ой этап. А оставляет флажок F на мосте , перед­
вигается на одну клетку влево , записывает в стек один 
непустой символ и оставляет головку стека не этом символе 
(2п­4 ) ­ый этап 3> ... ) . в начале это^ 
го этапа автомат находится на п клеток слева от флэша, 
в стеке записано ц непустых символов, и головка стека 
обозревает последний из них ( т о т , который записей в ячейке 
стека с наибольшим номером)­ с м . р и с . 1 , где показал вил 
сверху на горизонтальный слой клеток, в котором находят­
ся А и Р . 
Теперь автомат проходит зигэвгобразную траекторию, 
чокввшнную,на р и с . 2 . Чтобы узнать, где находятся вершинн 
"квадратной" траектории, автшмат использует стек . Снача­
ла после каждфг двух шагов автомат углубляет головку в 
Й 
л. 
Рис. I 
стек на одну ячейку, не стирая п^и этом непустых символов. 
Знаком т о г о , что автомат достиг "вершины" ж. , служит д о с ­
тижение головкой начала стека. После этого автомат по ­
ворачивает на 90° и двигается дальше, после каждых двух 
шагов передвигая головку по стеку на одну ячейку впе­
ред. Знаком того , что автомат достиг (и уже на два шага 
прошел) вершину у , служит обнаружение в стеке пустого 
символа. Тогда автомат приходит назад в клетку у и пов­
торяет описанный процесс симметрично центру квадратной 
ломаной, завершая ее обход. 
с "1 
с J 
- г J 1 — 
р \ г ­V 
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Р и с 2 
Теперь автомат А перемещается на одну клетку вверх 
и вправо и стирает последний,записанный в отеке непустой 
символ. Если в стеке еще есть непустые символы, то А 
проходит такую же аигзаообразную траекторию, опять пере­
мещается на одну клетку вверх я вправо7 и т . д . Если же в 
стеке непустых символов нет, то А находятся над флажком, 
и между ними лежат п-4 клеток* Теперь А направляется 
вниз, после каждого мага записывая в стек по одному не­
пустому символу. Когда А достиг флажка, в стеке есть г> 
непустых символа. Теперь А направляется плево , после 
каждого шага углубляя головку внутри стека на одну ячейку, 
но не стирая непустых символов. Когда головка достигает 
начала с т е к а , автомат находится в сЯ же клетке, в к о т о ­
рой начинался э т а п . Теперь автомат останавливается и пе­
реводит головку стека к последнему записанному в нем сим­
волу . Этим (2п ­^/ ­ый этап закончен. 
( 2 п ) . ы й этап (п*4%7\Ъ1 •••) . В начале этого э т а ­
па автомат действует так же, как в ( 2 » » ­ ^ ­ом этапе , 
только направление"вверх* меняется на "вниз" и наоборот. 
После промоделирования (у&п­^­ого этапа А передвигается 
на одну клетку влево, записывает в с т е к еще один непустой 
символ и переходит к(£п*1)-ону этапу . 
Легко проследить, что описанная система обходит 
пространство. Заметим, что флажок все время остается на 
месте . 
Заключение 
Учитывая т о , что автомат может использоваться как 
флажок, стек­как магазин, а магазин­как счетчик, а также 
т о , что двумя флажками мокко моделировать счетчик, видим, 
что остаются нерешенными две вопроса . 
Вопрос I . Существует ли система, состоящая из трех 
конечных автоматов, которая обходит пространство? 
Вопрос 2 . Существует ли автомат с одним стеком, ко­
торый обходит пространство? 
Заметим также, что пункт а ) теоремы 3 можно доказать 
и без указанных в статье моделирований, примерно по образ­
цу доказательства пункта в) этой теоремы. 
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РКИИ ГА, ВШПД ВЦСПС 
АВТОМОРФИЗМЫ СПЛЕТЕНИЙ АВТОМАТОВ 
В в е д е т е 
В теории конечных автоматов хорошо известна творе­
на Кронв­Роудза о декомпозиции, Ооноввая конструкция, к о ­
торая используется ж атюй т е о р е м е , ­ ото конструкция спле ­
тения автомате». 
Данная статья поомкАя* изучении автоморфизмов сплетений 
автоматов. Эти м и н возникает естественно , поскольку 
симметрии автоматов моту* учитываться в различных прик­
ладных вопросах. В частности, ото относится в к симмет­
р и и сплетений. В статье будут описаны все автоморфизмы 
треугольного типа, определение их дано ниже; результат 
будет оформухирован в поел аде ем пункт* статьи. 
I . Отломим понятия 
Автомат­зто мгаопончооиая система с тремя основвы­
ни ннохествами . Двумя бияаршма операция­
ми: . : А*Г — ~ А 
к А»Г — 
Множество А называется множеством соотоаняй автомата; 
Г ­множество входных сигналов я &­множество выходных 
сигналов. Каждый входной сигнал f преобразует состовни® 
Л в новое состояние: í ' j ' a u , ' б- А , и кроне т о г о , у 
преобразует £ в сигнал на выходе; el«y = éе &• 
Полугрупповой автомат ­ это автомат 0С т№С£), 
в котором система входных сигналов Г есть полугруппе, 
причем умножение в ней связано с операциями • и *• 
следующими аксиомами: 
Пусть /4 ш & ­ два произвольных множества, lepes 
Fu к (А, А) обозначим полугруппу всех преобразовании 
инохества А , а F*t* (А,6) - множество всех отображе­
ний из А в 3 . Рассмотрим декартово произведение 
S(A/>) = 5ь* Ft/л /Л.в}, и на этом множестве зададим по­
лугруппу, полагая: . . 
Ножен построить полугрупповой автомат (At S(A¿\ 3 ) , 
задавая операции ° и *• правилами: . 
A'(Y,*) = Л У , где , У е § , . « А Д * 
Если задан автомат </4,Л q j , то задав гомоморфизм 
/~*-—*• (А,В) . Автомат точный, веля этот гомоморфизм­
вложение /иньективный/. 
Если автомат (А.Г.В) ­точный, то отвечающую Г 
подполугруппу из SÍ4,6) обозначим через Л* ; если 
нет необходимости в^специальных оговорках, то Г будем 
отождествлять с Г , а э л е м е н т ^ * / ­ о отвечающим 
ему элементом /У *j нэ S(A.B). 
Автомат 0t'*(A', r'j б') е с т * подавтомат автомам 
а*(А,Г,Е>) , веля / с А , к 
кроме т о т о : а*гбА' , а » г * Л ддя двоих а * * я 
Автоморфизм автомата Л~-СА,Г&) ­ э т о тройка ­
отображений А ­ ­ ­>/4 , Л: Г—*Г t сл:В-*В 
удовлетворяющая следующим условиям: 
1. ­подстановка множества А , б $ ­ подстановка 
множества 6 , ­ автоморфизм полугруппы Г . 
2 . / , Л » у ) 5 ' « = й ? ! * / * ' , а « / 4 , 
Обозначим через <!-л.,*—& группы подстановок мно­
жеств А и &> . Возьмем ZL* * £LB . Определим 
действие <£7 на $(4,&) по правилу: 
/у. ^ ) ^ ^ " V i g , s ; 'V 
Непосредственно проверяется, что так определенное действие 
ведает представление ($ЧА,В)2 ­ ) 
Покажем только, что оно сохраняет умножение. 
Возьмем (4 , , 4Л) . (туч; ЮШЧСА . Ъ ) * * . 
¿0. ­нормализатор множества (А,Ь)ъ данном представ­
лении ­ это совокупность всех такихСсЕ, что Г* 6"-Г • 
Конгруэнция автомата (А-(А,Г, £>) ­ э т о тройка/ 
бинарных отношений р • (/« , />а , ръ ) , где 
/>« ­ эквивалентность на множестве А , 
рх- эквивалентность на множестве в , 
рь - конгруэнция нолулвуииы Г , 
при этом должны выполняться условия: 
<хр1<2'4 у^ц' Ч')-
Фактор­автомат 0т/э ­ з т о автомат (А/ри Г/ргл&//0> 
г д е / } / ^ , , $ / ^ > э ­ фактор­ниоиества, » Прх рассматри­
вается как фвктор­воядсхрулиа' полугруппы Г по конгруэн­
ции р1 . Действия 0 в * в фактор­автомате определяются 
естественным образом. 
Пусть даны два автомата (А*,Г*, 5«) и (Аг. Г1,Ьо)-
Их сплетение ('А,, Г,, (Ах Га. # г ) е с т ь автомат 
операции » и * в котором определены следующим образом: 
(й^ЩЩ,;^ (а,* £(ал), о, хул) 
ЕСЛТ! 
/"*/,<6,^и/г (Ах,Гг, В2) есть подавтомат в сплетении 
(А^'(А,,В1)18,)^(А3^(АЛ^),^)' ; 
Лемма I . Если {(5/| , « ¿ , 6 ^ ) есть автоморфизм точного 
автомата ( А , Г , в ) и / ­ ( ^ ^ ­ элемент из Г , то 
Доказательство. Возьием произвольный элемент й€М, обозна­
чим ¥* - (ЯЧ''). Ив определения автоморфизма: 
.так как а *^аЯ , а*%--ау' , то (а*>{)бл --а^&А , 
(а* г)&в -- аУ&в 
т>1*-оеА^' \ ой* ^ ' О 0 * у' 
Следовательно, для произвольного элемента а е А ' : 
Таким образом, Я'&а =<эа^' , •- 6аУ и 
^~-(Ч'У)--(<5А'^6ь &а У&ъ) • ч т о и «Ра«овалось. 
Лемма означает, что если­(5А , ^ , с ? е ) ­ автоморфизм автома­
та (А,Г^В) , то «// однозначно определяется подстановками 
Лемма 2 . Пусть дан точный автомат 
(©> , ) такой элемент из * ^  в , что для всех. 
элементов ^ ­ (V, ^ ^ справедливо включение (^ГМ^.бдИС 
Тогда отобраяение <к : Г — Г * , определяемое по правилу 
есть автоморфизм полугруппы Л , а тройка (^4, Ж&б) 
­ автоморфизм автомата \А,Г^В). 
Доказательство. Возьмем ^ ­ ( V , г 7 ) . Дано, что 
К у / Ч у , ч>) ^М^'^а . ^ > б « ) £ Г. 
Ухе отмечалось, что такое отображение •£ сохраняет умно 
кение. Итак, мы имеем тройку отображений -&а ' ^ — ^ > 
Л. :Р~ч> Г, С'е, - В где &А « б д ­ подстановки мно­
жеств А я в ' с о о т в е т с т в е н н о , а *6 автоморфизм полу­
группы Г . Чтобы тройка (&А , б " " ^ была автоморфизмом 
автомата (А,Г,6) , долкны выполняться условия: для 
(ак^б-ц, -- а<оА и 
Д е й с т в и т е л ь н о , ^ » / ^ *а*/бд =0<5а'<Эа'^6'й * а&А 
Согласно доказанной леыие найти все автоморфизмы автомата 
СЯ значит описать в тех или иьых терминах нормализа­
тор А/2А х 2 " 0 (Г ) полугруппы Га 5 ' (А, в) 
в описанном предстевлеьии ($1 (А,В),£А х 2 е>) 
2 . Автоморфизмы треугольного типа 
Конгруэнция р*(р,,рл , р%) автомата (А,Г,0)иа-
зывается инвариантной относительно а в т о м о р ф и з м а & в ) 
этого автомата, если выполняются условия: 
й / / й ^ ^ й Ч ; /л/'^/'л*'; 'л*'"*^*'**. 
Рассмотрим следующую конгруэнцию / > т (р1, Рл , р$) 
а В Т 0 М 8 И 01^(А<* Ь , Г>Д Л . & л ) : 
­ эквивалентность на множестве А 1 * Ал | классы 
которой имеют вид А4* @х &л) I Оз. 
фиксированный элемент из / ) ^ , О у пробегает 
множество сЛ, | ; 
Рз ­ эквивалентность на множестве В{ х В* , классы 
которой имеют вид 0 м ={($1, 6%) I -
фиксированный элемент из &х , 6% пробегает 
множество ?, ; ^ 
­ тривиальная конгруэнция полугруппы Г, * Л 1 
классами которой являются отдельные элементы этой 
полугруппы. 
Выполнение аксиом конгруэнции автомата для тройки 
(р*, />л очевидно. 
Автоморфизмы автомата 014 ил. (Л 1. , относительно 
КОТОРЫХ инвариантна введенная конгруэнция, будем называть 
автоморфизмами треугольного типа, па^а цель ­ найти таки) 
автоморфизмы. 
Лемма 3. Для того , чтобы автоморфизм^^ , Х , ( 5 в ) 
гвтомата &4 ил. (Хх бы* автоморфизмом треугольного 
•шпа, необходимо и достаточно­, чтобы 6~А £ 2 * , и/7 2. Ах 62 <-
Доказательство. Пус/ь автоморфизм (б~л , </,, С е ) 
автомата С[* иГг (Хх является аитопоркизмои треуголь­
ного типа, т . е . конгруэнция р-( ри^г* Р#) инва­
рианта относительно этого автоморфизма. Тогда выполня­
й с я : (а*,а2)р,(о', ,Ох)=^ (О^.Ох)^ рЛа^аО&л , 
где р\ ­ эквивалентность на множестве А, х Ал. , клзс­
сы которой имеют вид А 4 х Ох • \(й4-,Ох) I Ох - фикси 
рованный элемент из н.£ , 04 пробегает икоааство 
А 4 ] . Для произвольного б/у рассмотрим пару 
{сгА (э'ах ) ' К 0 Т 0 Р У И б У Д е м отроать. Определим вначале 
( 3 ­ ^ . Пусть аЛ А г , ¿7/ ­ произвольний^элемент 
М * " * и пусть выполняется (о».Ох )6~А • (о' •, Ол") 
Тогда полагаем 0±6~а2 'Ох' • » ' 3 определения у и 
(5/1 следует, что при этом 02' не зависит от выбора 
элемента 0.4 . Действительно, пусть вместо О/ мы 
взяли друтой элемент й1 и пусть (а4', Ох )Оа -
= (04*,а**) . Тек как (а,\аЛ)р< (04,04) 
то должно быть 0Л * ­ Ох' 
Теперь будем определять с г ^ , . Возьмем произволь­
ный элемент 0Л и определим значение &л, (0±) 
Берем 04<£ А4 и рассмотрим пару (04,а%) . Имеем ^ (вийл&л^СЪ", Оя' ) • Полагаем 0 , 0 4 , ^ ) « 4 , 
Из этих определений видно, „что ... __; 
И отепда (5^ =С<54, , б~АХ ) , т . е . действительно 
Аналогично = (сг^1 , т . е . (5я<£2­в, Д 0*. . 
Достаточность._Иусть (о,, <2Л]у0,(О4', £?* / , т . е . •­
И ПУСТЬ 6 > * , ©лл ^ 1 • Т"ГЛ8 
(aidxXG*, &Axh(olf*, (aj. ax e i 4 ) 
т . е . (q*,Ox)<Улр* (et*, üx)Ofi .\_ 
Аналогично из (il.lt)p* ( i / J t ) следует, что 
(fn,$i)G>6 p3 ix . Лемма доказана. 
Обозначим через подгруппу 
из х 2 5 . Лемма 3 ознсчает , что для описания 
автоморфизмов треугольного типа автомата Oii^-riOti-(A,r.&) 
надо, исходя из представления (S(A.ß )»G> ) , най­
ти нормализатор А/б* (F ) , т . е . найти все элементы 
(6а *@"б) из <5" , удовлетворяющие условию: для всякого 
*€. Г справедливы включения: У ° , 6"а ) <= Г , 
у(?л*е>лГ4бГ. 
3. Некоторые вспомогательные построения. 
Будем исходить из автомата 01х (А, S (А, в ), в), 
$(А,&) = $л * Fun (А,Ь) и допустим, что 
А-А**АХ ,В-в* * 6л. 
В соответствии с этим выделим в Ь (А,&) определен­
ную nonyjpynny А 
$ = Sa* * Sai х Fun.(A*.ß*)*x Fun (Ал.&хЛ 
*»%'A S^SaI Fun (Ai. bifxFuniAx, ßx)c Fun (fi,ß). 
В U(А,6) действует г р у п п а д , в этой послед­
ней выделим подгруппу 6"'£А< * £ ь Л Zbx • 
11ы покажем сейчас , что подгруппа S инвариантна относи­
тельно (5 и выведем формулу, определяющую действие. 
Возьмем произвольный элемент > ^ V : 
и пусть <У€ ОТ : 
< 5 ­ = f e , ® > J , f ö 9 , ,<OeJ. 
Вычислим коб~ в соответствии с определением действия 
Z A * Z e ; и а _ §(Л*й) s 
t*?* ^ ^ а х ) ' Н . **M.jß;t Ш* з Ш 
Вычислиы первую компоненту это:! пари 
Для второй компоненты имеем , _ , _ _ 
• к ; ' Щ? (ей ^ >,<&;' ф 4 ) ( 5 5 . ; % ) • 
Итак, в результате мы получили: , 
Ясно, что это элемент, лежащий в 5 
• Рассмотрим сейчас автомат 
Покажем, что этот автомат изоморфон автомату 
Для каждого элемента 
через обозначим элемент 
Из предыдущего видно, что всегда выполняется: 
Отсюда непосредственно следует, что переход от .5 к ^ ­
есть изоморфизм полугрупп 5* и 3 и этот изоморфизм пла­
чет изоморфизм соответствующих автоматов (при этом учи­
тывается, что автоматы­точные), А г __ й г _ 
Одновременно с группой ( о 2 л * •* А Евг 
рассмотрим группу Z *£0, X 2 ^ *2-&л \ 
действие в ней определим по правилу: 
С б".,. Ч , е О (Щ '_бГв'» • ) =• 
Изоморфизм ^ между Г и б определяйся по_ правилу: 
Кроме т о г о , сравнив равенства ^ . . ^ в . Л ^ . ^ ) ^ . , 6 ^ , . Ф * ' 6 ^ ! 
мы видим, что ^ сохраняет групповую операцию, т . е . ^ ^ ­ С ' 
Определим действие ^ в 5 п о формуле: л 
s . ^ r < Ä r Ш> w*>fo*w 
Проверить справедливость равенства (&• ^ У а ^ С " несложно. 
Из всего сказанного выше вытекает 
Лемма ч . Представление (S,£) изоморфно подпредставлению 
(S,6) из f ^ , ^ ^ » ^ ) . 
4. Основной результат 
Итак, мы рассматриваем сплетение двух точных а в т о ­
матов: 
Ясно, что Г» fJA* > л е ж и т в 5(А,*АГ, В,*ВЛ) , 
' но мы не знаем, как лежит, поэтому провести вычисления 
непосредственно невозможно. Но мы знаем, как Г, *> Гл 
лежит в S(Ai,B,)**- А S (Ал , а именно: 
По леммам 3 и 4 вам надо найти все элементы ( 6 « , ° г ; 
из J S Z 4 ( > I­L^* х 2ИА *2[ал • удовлетворяющие условию: 
для всякого / е Г =/7**a / J справедливы включения: 
Итак, мы вычисляем / — л /• , v / с ­ <r. \ 
Так как ff»,'*'*)» должен лежать в /I , то 
(блЛ) лежит в нормализаторе полугруппы /X , вы­
численном в * ^ ­ А ь • 
Легко видеть, что первая компонента ^ 
тогда и только тогда ,_когда в Г, *лежит 
(ъ? Ъ(чЪ<), КЗ* у. f ^ f«, ) ) . 
Рассмотрим теперь специальное проектирование 
осуществляемое произвольным элементом из ^ ­ А , х • 2 ­ « , 
по правилу: возьмем 5 = (**г, з ^ ^ / Ч , 4 ^ , ^ ч ^ ) ) и 
Г^Гв.,, . Т о г д а : ­ ­ < ­ , ­ л 
Оказывается, что имеет место соотношение: _ А 6 
инеем: _ , _ > 
пусть / ­ ; с ь л » , . е . ) , 5 ^ 4 ^ ' 
Уже отмечалось, что Г = Г / * л с л 5 г Ч Л Л 
Определение. Назовем косым нормализатором_волугруппы Г в в 
труппе ЛГ^« '2 .^ 4 множество_всех таких 6 ,^«5^*«2ГЛ , 
для которых выполняется у . 6 " & и Д**6 *« /у***' , 
для реГ . Из Отмеченного соотношения вытекав», что 
косой нормализатор есть подгруппа в 2Г4^« 
Теорема I . Для того,чтобы элемент 6"-/%„ Щ,,бь,^ 
принадлежал нормализатору в 2" полугруппы Г* */7*>/Х'« 
необходимо и достаточно, чтобы 1)элеиент ^ й * , * » * ) принад­
лежал нормализатору в 2 ^ и 2) элемент 
принадлежал косому нормализатору полугруппы Г в группе 
2 * * 2 ­ е * • 
Доказательство теоремы следует из приводиввихся 
уже замечаний. Теорема дает подход к описанию автоморфиз­
мов треугольного типа сплетения двух точных автоматов. 
5. Случай автоматов мура 
Если (АР, ^/­точный автомат Мура и Г рассматривает­
ся как подполугруппа в ^А,5)% ю элементы из Г4 имеют 
вид ^ « / ^ Л ) , где V пробегает некоторую подполугруппу 
в 5 ^ , а У*­фиксированный элемент из /-ил /4,8). 
Известно, что автомат /4,/}В)тогда и только тогда ~" 
муровский, если его можно продолнить до автомата (А,Г'\ь)% 
где Г есть результат присоединения к Г внешней единицы. 
Поэтому без ограничения общности можно считать, что полу­
группа Г уке содержит единицу, которая имеет вид 
е^.(£, У о ) » г Д е ^ ­единица в £ л . 
Применим доказанную ранее теорему к сплетению двух 
автоматов аура 
Обозначим через Л ) единицу в Г, , а через ^л'/^Т») 
единицу в / \ . При этом есть единица г £ Л ­ в , 
Рассмотрим такие ьлементы (ЪЛ,, 6"й,)£ 2.^ * 2-
что для них самих и обратных к ним элементов С^л,,^и^'1 
выполняется равенство Ч'в( ЧЛ> 6е>{) . Множество 
всех таких элементов образует_подгруппу в ^в,\ 
Действительно, пусть / С м , , и ^ , , С в ' ( ) ­элементы с 
указанным свойством. Тогда ^ ^ Ф м ' * ^ 
требовалось. 
Полученную подгруппу будем называть централизатором пары 
элементов (%, Ч ъ ' ) . 
В ситуации автоматов Мура строение нормализатора 
полугруппы Г описывает следующая 
Теорема 2 . Для т о г о , чтобы элемент 
£ ъ&1, «Гд^  . 6 а а ) принадлежал нормализатору в Е1 
полугруппы Г , ­необходимо и достаточно , чтобы выполнялись 
следующие условия:если г а ц _ <^%')йГ=^*ЛГК , 
2)г5"4| принадлежит централизатору пары ( У * , V» , ) , 
Для т о г о , чтобы элемент < э = / о / ) , > л , , ь л л . . 0 в х / принад­
лежал нормализатору в полугруппы Г , необхо­
димо и достаточно, чтобы выполнялись условия теоремы I . 
Принадлежность косому нормализатору полугруппы 
Г" в группе ¿"4* *21ЦК означает, что элемент 
д о л к е н п Р и н а я л в я а т ь ^ ? » 
Запишем последнюю формулу для случая_сплетения а в ­
томатов Мура: ((Ъ, (Ч, 
(*Ы Га <*« V * **«)*"' Г ^ 
В частности, для элемента ^ « Л * 1 ^ , / £ » , " Л > 9 ) 
получим: (1% , £ 0 , ^ а , ^ ' ) ) . ^ , = 
Этот элемент должен прингдлежать Это означает, что 
( а ) б^Чёд. *Ф*\, т . е . что б ­ ^ У ^ ^ ^ ) 
( б ) " ^ / ^ „ ' е ^ б ^4 , что равносильно равенству 
Последнее равенство означает, что элемент , 5 * « ) 
принадлежит централизатору пары 
Рассмотрим теперь условие / » б " « Г/*- для элементов У"*­
вида \ ­ ( ( £ , , , у которых и 
Таким образом, если /л^П.А,) и {А*,Гл,&а.) ­автома­
ты Мура, то из условия 2 ) творены I следуют условия ( а ) , 
( б ) и ( в ) . Покажем, что о другой стороны, из условий ( а ) , 
( б ) и ( в ) следует выполнения условия 2) теоремы I . 
Пусть ЪУъ,Ч$= •**.')) ~ 
произвольный_элемент_из Г . Проверим сначала, что эле ­ ' 
мент у» * =/6>;' V, / "^ С д < ) , 5*« ^ VI С"й,)) может быть пред­
ставлен в виде следующего произведения^ _ . • 
Действительно: _ . _,. _ . . ч 
= ^ 5 * ?< ^ ^ Д * ( ^ Ъ = Т • б" ­
Предпоследнее равенство получено с учетом т о г о , что 
Условия ( а ) и ( б ) означают, что в ' ( содержится 
первый из сомножителей выражения (*) , а условие ( в ) , что 
в Г/*- содержится второй сомножитель. 
Так как условие 4 ) теореаы 2 совпадает с условием 
I ) теоремы I , то этим теорема 2 доказана. 
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Р1Ш им. Л.Я.Пельше 
ОТНОСИТКЛЬНЫЕ РА1ЖШ И КОРАДИКАЛЫ 
МУЛЬТЙОПЕРАТОРНЫХ ГРУПП 
1. Введение. В настоящей заметке вводятся понятия 
р­радикального и р ­корадикального классов Л ­ г р у п п , где 
р ­ некоторое отношение между Л- ­группой и ее Л ­ п о д ­
группой. Доказывается, что менду такими классами имеется 
естественное соответствие Галуа и дается характеристика 
р ­радикальных и р ­корадикальных классов, замкнутых о т ­
носительно этого соответствия. В качестве частных случаев 
здесь содержится основной результат из теорема I из 
[27. Отметим, что в доказательстве используется работа 
Фрида ­ Вигандта £ 3 ^ в которой близкие вопросы рассматри­
ваются с весьма общих позиций. 
2 . Теорема о соответствии. Пусть Ы ­ класс Л ­групп 
с фиксированной системой мультиоператоров Л. , замкнутый 
относительно взятия идеалов и гомоморфных образов. Следуя 
общепринятой терминологии, такой класс будем называть уни­
версальным. Зафиксируем некоторый универсальный класс И 
и в дальнейшем под Л ­группой будем всегда понимать Л -
группу из Ь1 . 
Пусть р есть отношение между Л. ­группами т 11 и 
их ­П. ­подгруппами ( т . е . бинарное отнощрние па 1/ . для 
которого Нр С? влечет, что Ц есть р ­подгруппа в 6? ) , 
удовлетворяющее следующим условиям: 
(а ) если Н р (х , то Н*р 6!^ для любого гомомор­
физма Ч ­группы Ос ; 
[б) если Мр (3 и есть характеристический идеал 
в гЧ , то ^ п б? ; 
1в) если Ир 67 и й , то Нр А ;' 
( г ) если И^О, , то Нр£ . 
Простейшим.' примерами отношений, удовлетворяющих условиям 
(а) ­ 1г), являются отношения О ( Н есть Л ­ п о д ­
группа в О. ) и Н ^ (л ( Н есть идеал в (х ) . Если для 
данного _р выполняется Нр (х , то Н называется р - Л -
подгруппой Е 6< . .1;алее, /У называется р ­ д о с т и ­
ж и м о й Л ­подгруппой в , если в б? существует в о з ­
растающая цепь Л ­подгрупп 
для которых 6 \ р(*1и . 
Под классами Л ­групп всегда подразумевайся абстрак­
тные подклассы в с / , содержащие единичную Л ­группу. Е с ­
ли м£ ­ класс Л ­групп, то его элементы называются п р о с ­
то ЗС —группами, а 11—подгруппы и идеалы некоторой Л -
группы и , принадлежащие классу Ж , называются ее $ ­
подгруппами и X ­идеалами соответственно. Наконец, идеал 
Н в 6? называется ко­ЛГ­идоалоы, если &1ц(:Э£. 
Пусть 5! ­ класс ­Л ­ групп, замкнутый по гомоморфиз­
ма.:. Через X обозначим класс всех Л.­групп, у которых 
нет неедшшчных р ­достиьжмх X ­подгрупп. Очевидно,что 
класс .Заявляется р ­наследственным, т . е . замкнут относи­
тельно взятия р - Л­подгрупп. С другой стороны, пусть ^ 
есть р ­наследственный класс , тогда через ^ обозначим 
класс всех Л — групп, у которых нет неединичнЪх гомоморф­
ных образов, припадлеж81'1их 3£ . Очевидно, что 01 замкнут 
относительно гомоморфизмов. 
Предложение I . Отображения Зс ~*ЗС и Ц.-*-^ обра­
зуют соответствие Галуа между гомоморфно замкнутыми и <у>­
наследственными классами Л. ­ групп . Иннмя словами, выпол­
няются соотношения: , .л 
Это ггредлежение является частным случаем теоремы I 
рабогы /.3_/. 
Определение I . Класс Л­ ­ глупи X называется р ­ р а ­
д и к а л ь н ы м , если: (Р1) Ж является гомоморфно замк­
нутым; (Р2) в каждой Л ­группе 6? идеал, порожденный в с е ­
ми ее р - Ж ­подгруппами, принадлежит Ж ( этот идеал о б о ­
значается через Х((х ) и называется £-р р а д и к а л о м 
А- ­группы сЯ ) . 
Определение 2 . Класс Л ­групп 2^ называется р ­ к о ­
р а д и к а л ь н ы м , если: (К1)2^ является р ­наслед­
ственным; (К2) в каждой Л—группе (л есть наименьший к о ­
^ ­идеал, который обозначается через ЗУ*(&)и называется 
Д ^ ­ ^ ­ к о р а д и к а л о м Л —группы (л . 
В частном случае р = <ь эти определения превращают­
ся в определения радикального и корадикального классов с о ­
ответственно в смысле £4.7, 
Если «ЯГ есть р ­радикальный класс, то согласно п р е ­
дыдущему ему отвечает класс Ж . Используя ( б ) , легко п о ­
нять, что в этом с л у ч а е в состоит в точности из тех / I ­» 
групп 6? , для которых Ж((хСтоль же очевидно, что 
если "Ц есть р—корадикальный класс, то ^ г ^ б / . ^ * ^ ) ­ ^ . 
Предложение 2 . I ) Если Ж - гомоморфно замкнутый класс , 
то Ж есть р> ­корадикальный класс, замкнутый по Расшире­
ниям. 2) Если Ц ­ ^—наследственный класс , тоД^! есть р -
радикальный класс, замкнутый по расширениям. 
Доказательство. I ) То, что является ^р ­наследст ­
венным, уже отмечалось выше. Докажем, что £Е удовлетворя­
ет условию (К2) . Пусть С - произвольная группа, Ас ­ в с е ­
возможные к о ­ Ж ­идеалы в 6? и А*.Пр^с. Надо доказать, что 
6г/А € Ж . Предположим, что Н/д есть р — .ЯГ­подгруп­
па в 67/4 . Естественный эпиморфизм (*/А ~*6/АС отобража­
ет Н/А на < К Д > Д . Из (а) следует, что <Н,Ас>/А1 Р 
Р <*/Ас • Т а к ^ С Ж" * то Н$ А1 . Это верно для 
всех I , поэтому И ^ А . 
Докажем, что класс Ж замкнут по расширениям. Пусть 
6Т//1 € X" и АеЭС* Предположим, что Нд 6 и 
Рассмотрим естественный эпиморфизм V­' сл—»­сул . Тогда 
Н^р (ввиду ( а ) ) и / У С ­Я: (по определннию ^ ­ р а ­
дикального класса) . Поэтому / / ^ , т . е . Н А . Из ( в ) 
теперь следует, что 1-1 р А • Поэтому Н = 4 , что и 
требовалось доказать. 
2) Ясно, что замкнут по гомоморфизмам. Пусть д а ­
лее Й1 - всевозможные­ р - З у ­подгр;тпы Л —группы сл и 
И - идеал в с* , порожденный всеми Нс . Докажем, что 
Н£ЦЛ* т . е . что у И нет неединичных гомоморфных образов, 
тгринадлежащих . Рассмотрим произвольный эпиморфизм / : 
как Нерб и Й^И ^ (к для всех с . 
то из (в ) следует, что И^рИ , а из ( а ) ­ что р Н . 
Так как 2^  - у? — корадикальный класс , то £ 2£ . В то 
же время ^ и поэтому у /У; пет неединпчных гомоморф­
1шх образов, принадлежащих . Поэтому И^'У]. Но тогда 
и ~ (4] , т . е . ЦА есть р ­корадикальный класс . 
Докажем, что ^'замкнут относительно расширений. 
Пусть Предположим, что имеется эпи­
морфизм V.' 6. — 67 * , где (д"^ Ц. Так как А * 67 , то 
из ( а ) следует, что А*л £ у , а из ( г ) ­ что А^р 6 Ч . 
Класс 2^  является р ­наследственным, поэтому А4€ 3^  • ^° 
у А нет неединичных гомоморфных образов в , следова­
тельно АЧ*У\. Таким образом, 67 /А ^ С ~Ц . Так 
как С /А такке не имеет неединичных гомоморфных образов, 
принадлежащих Ц , то С{^т { , откуда (л • Тем с а ­
мым доказательство предложения закончено. 
Будем говорить, что' универсальный класс V удовлетво­
ряет у с л о в и ю х а р а к т е р и с т и ч н о с т и , 
если как только (л С Ы , НЛ 67 и ^ ­ характеристичес­
кий идеал в N , то ¡1^0. . 
Предложение 3 . I ) Если ^—радикальный класс X зам­
кнут по расширениям, то 2) Если основной класс 
11 удовлетворяет условию характеристичности и р ­коради­
кальный класс "Ц замкнут по расширениям, то ЦЛ<* Щ • 
доказательство. Непосредственно из определений следу­
ет , что р —радикальный ( р­корадикальный) класс заведомо 
является радикальным (корадпкальннм). Однако согласно т е о ­
реме I из [2], если радикальный (корадикальный) класс 
(.Ц ) замкнут по расширениям, то Л: = X Х*Ц ) ; 
при этом доказательство последнего равенства в [21 исполь­
зует условие характеристичности. 
Подытогшм полученные результаты."Если ограничиваться 
р ­радикальными и р ­корадикальными классами (которым и 
посвящена настоящая заметка), то предложения 1 ­ 3 можно 
суммировать следующим образом. 
Теорема. Отображения Ж —* Л и Л / - * Л-\Аобразуют 
соответствие Галуа между р ­радикальными и р ­ к о р а и к а ­
льными классами. При этом р­радикальный класс является 
Галуа­заыкнутым тогда и только тогда, когда он замкнут по 
раслирениям. Если класс И удовлетворяет условию характери­
стичности, то подобное верно и для ^­корадикальных классов. 
3. Некоторые следствия. I ) Пусть 11 есть класс всех 
решеточно упорядоченных групп, а Ир (л означает, что Н 
есть выпуклая подгруппа в & . Хорошо известно, что в этом 
случае выполняются условия характеристичности и (а ) ­ ( г ) . 
При этом р —радикальные и р —корадикальные классы есть 
в точности классы кручения и классы без кручения решеточ­
но упорядоченных групп в смысле £17. Поэтому из доказан­
ной здесь теоремы непосредственно вытекает основной р е ­
зультат работы ¿17. 
2) Пусть 1С - универсальный класс Л—групп, удовлет­
воряющий условию характеристичности, а Ир О означает, 
что И 67 . В этом случае условия (а ) ­ ( г ) тривиаль­
ны, а О —радикальные и р —корадикальные классы есть про ­
сто радикальные и корадикальные классы. Поэтому теорема I 
из [ 2 ] есть частный случай теоремы настоящей заметки. 
3) Пусть 1/ - произвольный универсальный класс Л ­
групп, а Ир 67 означает, что И есть р ­подгруппа в б! . 
Выполнимость условий (а ) ­ ( г ) опять очевидна и мы получа­
ек еще один результат типа предыдущих. При этом р ­ради­
кальный класс ­ это радикальный класс & , удовлетворяю­
щий следующему дополнительному условию: если Ц есть 3£ -
подгруппа в 67 , то И ± ) ( т . е . с т р о г ­ и й ради­
кальный класс в смысле [ 5 ] . С другой стороны, р ­коради­
кальный класс в данном случае ­ это корадикальный класс," 
замкнутый относительно взятия Л—подгрупп ( т . е . п р е д ­
м н о г о о б р а з и е Л —групп) . Таким образом, из н а ­
uieii теоремы следует, что между строгими радикальными клас­
сами и предмногообразиями имеется естественное с о о т в е т с т ­
вие Галуа. 
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' РКШ ГА, АГ» им.А.ш.Горького 
ТЕ0РК.1А МАЛЬЦЕВА О КВАЗИ.^ ОГООЕРАЗЙЖ 
ДЛЯ УЯОГОСОРГНЫХ АЛГЕБР 
В СтЛ А.И.Мальцев указал инвариантную характеристи­
ку кваэимногообразий алгебр. Ф.Хиггивс ЦЮ обобщил ва 
многосортные алгебры теореиу Бирктофа о характеристике 
многообразий алгебр (по этому поводу смотри также &0 )• 
Квазимногообразия, псеЕДомнотообрезня и другие аксиомати­
зируемые классы для многосортных алгебр специально еще 
не изучались. В то же время есть много аргументов, указы­
ю в я х на необходимость э т о г о . Приведем примеры: I ) регу ­
лярность алгебраической 3­сети эквивалентна выполнению в 
координатизируюшей ее трехсортной квазигруппе некоторого 
условия замыкания т . е . двусортпого квазитождеотва [€>3 ; 
2 ) чистые и линейные автоматы Мура задаются квазитождест­
вами вида: . с ул * ц, 
X *1 е а1 ш 0 = = £ > % *1 * а1 = ° 
соответственно, где Х[ пробегает множество состояний, 
у.­входные сигналы, Щ ­элементы свободной полугруппо­
вой алгебры; 3) различные условия погружения &3 с в я ­
заны с рассмотрением многосортных квазитождеств; 4 ) по ­
нятие псевдомногообразия оказывается полезным в теории 
многообразий представлений групп ¡53 . 
В данной работе теорема А.И.Мальцева обобщается на 
многосортные алгебры (результат анонсировав в ЕЮ), дается 
инвариантная характеристика псевдомногообраэий таких ал­
гебр и отмечается выполнимость для них теоремы компакт­
иости Гбделя­Мальцева. 
Многосортной алгеброй называется набор множествен» 
, с 6 r j на котором определена система ft многосорт­
ных алгебраических операций,каждая г.з которых имеет опре­
деленный тип:последовательность t(Uf)*(L,, 1Л,..., i m ; j) 
есть тип операции чАс4 л X . • **Аст Л j . 
_ Пусть Тп ­некоторое многообразие многосортных 
jl ­алгебр с фиксированной системой Г* ii,J.t... , а» j 
имен основных множеств и W' £Wi ,i СГ\ ­свободная в 
[fTl 5? ­алгебра над системой свободных образующих Х-
Для^произвольной алгебры Ol ­ )Jl^, С С Г j С Tfl 
через ОС обозначим свободное объединение основных^ 
множеств \Лс , i^T . Если при этом элемент (X € Ot 
взят из некоторого основного множества Jli , то L назо­
вем типом элемента О, и обозначим через L(a). 
Квазитождество в многообразии 7YI ­ э т о выражение 
вида 
Л <.:**.Р&&-.^Р«*Л*?л&, ( I ) 
где все Ui , 0'<, ­элементы из и/ , связанные условиями 
Much t(VC ) • 
Будем говорить, что квазитождество ( I ) выполняется 
в алгебре ObfJ.i,i^r] 6 77Х , если для любого гомо­
морфизма JJ* fa [се Г}: /и* ,6 erj—Oi ^¿,¿€^1 
из равенств uf * ff, •.., Ufi - IT* следуот равенство 
( здесь / / стоящий над Щ и IS¿-
з ве ств 
это í(u¿ ) ) . 
Очевидно, что наряду с ( I ) в алгебре OL выпол­
няется и любое его следствие вида t 
Ur </<Л ... A tla* 1ГЛЛ Ь,- V'4A ... Л Ü* ­ t?]f**fa М*4 
. Далее, если У ; И/­*­ IV ­эндоморфизм алгебры 
и ( I ) выполняется в Ot , ю ъ ОС выполняется также 
квазитокдество: 
U / ' vÍA...Aul-b'l!=>OL,„.< ' VfiH . ( 2 ) 
Действительно, если /J • IV —OL - произвольный 
гомоморфизм и а у. (f/*A... ли**. tfJt^ в ОХ t 
то используя (произвольный) сквозной гомоморфизм 
V « ' \М Ol находиы, что и п н - tf\Tfi » t . e . 
Квааимногообразие в / П . ­ э т о подкласс в Tri , опре­
деляемый некоторый набором квазитождеств. Для построения 
инвариантной характеристики квазимногообразий использует­
ся понятие фильтрованного произведения, которое мы сей­
час введем. Пусть / ­множество, каждому I сопоставле­
на алгебра 04.'[jf, ¿ 6 / J£ Tti и jQ ­фильтр буле­
вой алгебры всех подмножеств в 7 . Составим декартово 
произведение 
Ol ч QOCj, ' [Л . с € Г \ и введем на 
нем эквивалентность р * £ Д , , С € Г j при помощи JÖ по 
правилу: ' 
Va.a'eJiapLa'<^=b{JLei:aCL).a Wjeß. 
Легко проверить, что р согласована с каждой операцией 
из Ä , т . е . , ч т о р есть конгруэнция алгебры Ol . Соот­
ветствующая фактор­алгебра Otfp* ^ßtlp\ , ¿6 Г / 
обозначается через Qül^fS) я называется фильтрованным 
произведением алгебр OlM по фильтру JQ . 
Эквивалентность у) допускает еще следующее обобще­
ние. 
Допустим, что V7 есть символ некоторого отношения 
типа V*(c/,..., Cm) над Г и,что он реализовав на 
всех OIjl Ji € I . Тогда Ч> реализуется на декарто­
вом произведении 01= Q 01^ : для Ct^Jk,, ...,ат€Лц„ 
полагаем ^ а т ) , ^ ^ [ Ш ^ ( о М . . . , ^ ( ф ^ 
Непосредственно проверяется, что если (L,ptO'i ,OjJ>Aa'k f 
^(а„Oj,От)Р f*P^>Ч(йOl,..., Um)-1 . 
Отим отношение ч переносится на фильтрованное произве­
дение Q Olj. /jO в можно говорить о фильтрованных произ­
ведениях произвольных многосортных алгебраических систем. 
Если фильтр Ю является ультрафильтром, то £7ft«/£) 
называется ультрапроищведввием. 
Класс алгебр Q называется наследственным, если 
вместе с каждой алгеброй Ol классу Q принадлежат вое 
подалгебры иа СХ . Алгебра Ос 
, где 
все Л{. ­одноэлементны, называется единичной. 
Следующая теорема обобщает теорему А.И.Мальцева на 
многосортный случай. 
Теорема I . Подкласс О в 7П тогда и только т о г ­
да является квазимногообразием, когда он замкнут относи­
тельно произвольных фильтрованных произведений, содержит 
единичную алгебру и является наследственным. 
Ооновная идея доказательства этой теоремы такая же, 
как и в односортном случае. Однако имеются некоторые 
особенности, вызванные многосортностью, и поэтому приве­
дем ее доказательство полностью. 
Необходимость. Предполагаем, что 0 ­квазимногообразие 
и проверяем все три условия замкнутости. 
Даны множество / , фильтр ¿0 над I и фильтро­
ванное произведение (]осл/Х) алгебр из в . Докажем, 
что (]01л1£)й О , т . е . , что в нем выполняется любое 
нз квазитождеств 
Ц , . 1 Г , / 1 . . . «Г* = > а я „ --(Гл.< ( I ) 
определяющих О • 
Пусть задан произвольный гомоморфизм рИ/­» Г101и/Ю 
и выполняются равенства И\{*- # ^ И £ •* V* . По 
каждому отображению рс \ И/£ — * / р \ определим о т о б ­
ражение V¿ ' ¿1 —г*Ас .: пусть %: АС /р ­ е с т е с т ­
венный эпиморфизм, тогда для каждого х€ Хс с о о т в е т с т ­
вующий ^ ­образ Х^у определяем условием д * ^ ­ *х**- • 
Все м\ ,С<В Г. продолжаются­ до гомоморфизма \> IV ­* 01 , 
причем имеет место коммутативная диаграмма \* 
Для каждого равенства и/* » V* , 6 • / , . . . , п вве ­
дем множество ^ » у.: и](Л)* & и через 3 
обозначим пересечение всех 6 - 4 • , я , • Ясно, что 
Для <>££ Г через в£ обозначим соответствующий гомомор­
физм проектирования 01 *-дЬ± . Пусть Ле 3 . Тог­
да,используя сквозной гомоморфизм 
)}1 : w—-ос—>ои f 
имеем u / ¿ - í4(¿): О? M-V'/X , i'- • • 
Так как все pij, принадлежат в , то имеем также 
a / f y 3 * Т а к и и образом, для каждого «¿6.7выпол­
няется И*п+4(^)'- (¿) , * 3 1 0 Д а 6 1 включение 
Следовательно, ­ , откуда и„н = хГпН 
и тем самым ( I ) выполняется в Q 0 1 ^ /£) . Итак, 6 
замкнут относительно фильтрованных произведений. 
Пусть теперь (К £ О и Ъ ­подалгебра в Ot . Г о ­
моморфизм \\>—г01 является одновременно и гомоморфизмом 
14/—ь-OÍ • Поэтому, если формула ( I ) выполняется в ОС , 
то она выполняется и в JJ . 
Наконец, если 01 ­единичная алгебре, то в ней 
выполняется любое квазитождество, ибо в такой алгебре 
всегда верно равенство с/» V с t(u)* t( V) : в 
одноэлементном множестве неравенств нет. 
Достаточность. Нам потребуются дополнительные пост ­
роения, к которым сейчас переходим. 
Прежде в с е г о , каждый символ операции из Я. будем 
рассматривать как соответствующий символ отношения и 
получаемое таким образом множество символов отношений 
обозначим через Ф . Все алгебры из JYZ будем, теперь 
рассматривать как модели. Это позволит нам дня произволь­
ной Otj [J¿¿£ T j £ Tfl каждую систему 6t j ¡A¿ .¿eTJ, 
где J/¿ ­произвольное подмножество в <Jt¿ , рассматривать 
как подмодель в 01 . Если все J[¿ конечны, то и Ot 
называется конечной. Конечные подмодели алгебры­6?: & 7П 
называются ее локальными подмоделями, если множество Ф 
основных отношений конечно. Если­.Ф ­бесконечно, то 
локальная подмодель в Oí ­ э т о конечная подмодель, расс ­
матриваемая относительно некоторого определенного конеч­
ного поднабора в Ф . 
Класс G алгебр из 7П называется локально замк­
нутым, если для каждой алгебры ОС € 7TZ из вложимости 
любой ее локальной подмодели в некоторую алгебру из 'О 
слвдует, что Ot С О . 
Локально замкнутый класс является, очевидно, наслед­
ственный. 
Некоторый класс О алгебр из Tfl называется универ­
сально аксиоматизируемым, если он состоит из всех алгебр 
из 971 удовлетворяющих определенному набору универсаль­
ных аксиом в языке узкого исчисления многосортной логики 
предикатов над множеством символов отношений Ф . 
Предложение I (теорема Лося­Тарского) . Класс алгебр 
О тогда и только тогда является универсально аксиома­
тизируемым в Tfl , когда он локально замкнут в Tfl . 
Доказательство. , 
Необходимость. Пусть О ­универсально аксиоматизируе­
мый подкласс в Tft и ОС ­алгебра в Tfl , каждая л о ­
кальная подмодель которой вложиаа в некоторую алгебру 
из О . Надо доказать, что ОС а & . Допустим, что 
\/Х,,--.Хп и(х^..,мл)-одаа из универсальных аксиом, 
определяющих класс 0 в 7ТХ . Проверим, что для любых 
аи.,.,а^ , где O-i 6 Ji(ai), выполняется^^,,...,4,,!./. 
Возьмем в ОХ конечную подмодель ОХ'- Ļtic.ič f j t * а ­
кую, что для всех С ' 4,. •., п. выполняется ас <= 
Эту подмодель рассмотрим относительно конечного подна­
бора символов отношений из Ф , участвующих в записи 
формулы U . При этом имеем мономорфизм 
BjB имеем U(Q^,..., )* { . Отсюда следует, что 
Udafi.,% aj* i в ос' и в ос. 
Достаточность. Пусть в локально замкнут в ТП , 
Q ­множество всех универсальных формул над Ф , вы­
полняющихся в в и ОС С ^ ­ а л г е б р а , в которой выпол­
няются все формулы из 0 . Надо доказать, что ОсСŌ. 
Допустим, что это не так. Тогда, по условию, в алгебре 
OL-ļjlL, LGfļ найдется локальная подмодель ОС -
* £/?t, ¿ € Г J с конечным набором отношений ф0 , для 
которой не существует вложения ни в одну алгебру из О. 
Воспользуемся логическим описанием модели Ос' . 
Для каждого м н о ж е с т в а ^ возьмем подмножество 
X¿ С Xc с взаимно однозначным соответствием 
V¿ :X¿—И*' и п у с т ь %ж ÍX'¿, с С Г] • Тогда имеем 
также взаимно однозначное отображение V : X—*ОС • 
Далее, для каждого символа отношения V e Фа рассмотрим 
множество У/i1/) формул, которое сейчас построим. Пусть 
r ( V ) ' ( с , . . . , ¿ m J • Рассмотрим всевозможные допус­
тимые выражения V(¿^ f , . . . , d¿m) , где СЦ, £ Л « ¿ fc .^ , 
П (q.. ) -- ¿5 . Каждому idKouy выражению сопоставим форму­
лу 4{эии.... 4 ^ , ; , где O a á е Х Л í f c , . 
Эту формулу отнесем к Ч*(Ч) , воли Ч((и< (JUm)-¿ . 
Если же 4t(<XLl,...,Q¿i)*0 , ю к У ^ о т н е с е м отрицание 
формулы V f ^ l i , , , . . . , Пусть У ­объединение всех 
Y^1/) и всех соответствующих неравенств типа <£¿ * . 
Это конечный набор формул. Конъюнкцию всех формул из У 
обозначим через • tí и пусть Х4 Хл ­ в с е переменные из 
воевозмохных X¿ входящие в И . Описание модели Ос' -
это формула 
3 « , A í / ¿ * , . . . . , ; e j (3) 
Очевидно, что тогда и только тогда вкладывается в 
качестве локальной подмодели в некоторую алгебру (хЪ из 
в , когда в ЗЬ выполняется (3). 
Так как, по допущению, ОС не вкладывается ни в о д ­
ну алгебру ЗЬ из О , то во всех таких алгебрах ЗЪ 
выполняется отрицание ( 3 ) _ 
Это отрицание принадлежит, следовательно, множеству'фор­
мул G" . Оно выполняется и в 01 . Но тогда выходит, что 
в ОС выполняется описание этой модели и его отрицание­
противоречие, доказывающее достаточность. 
Предложение 2 . Пусть каждая локальная подмодель 
Г 3 алгебры ОС' [j4;¿G rfeJfl вкладыва­
ется в некоторую алгебру # х * ¿ £¡¿ , ¿ € Г j из tíX . 
Тогда алгебра Ос вкладывается в подходящее улырапроиэ­
ведение алгебр £>^ . 
Доказательство. 
Пусть I ­множество всех индексов «С локвльных под­
моделей из Ос . На I введем отношение порядка: J*¿ fi, 
\ 
асли для ссютветствуювдх ОСл ­ 1 ^ > I С Г ] и 
ОС^ ­• <\йс , с € Г § выполняется включение Л£ С • 
с€Ги все отношения модели 0СХ принадлежат множеству 
отношений модели ОСр . Через 1Х сЭоэначим множество 
всех £ , для которых ^ср . Пересечение любого конеч­
ного набора таких 1± не пусто , и, следовательно, все 
эти Гл составляют центрированную систему подмножеств в 
/ . Эту центрированную систему можно дополнить до неко­
торого ультрафильтра £ ) над / . 
Для каждотолб/зафиксируем теперь вложение 
Р * с < е ф ^ ^ Ц . 
где Д3«с ­алгебра в ТгТСчн. пусть 35- 1*1<&* ­декартово 
произведепие всех ¿ 8 ^ , а (Р$и /«О ­соответствующее 
ультрапроизведение. 
Построим вложение алгебр V ОС—-СОЗ^/Ю следующим 
образом. В каждом из множеств Зс ~ОЬ?,1'4, И 
выделим по элементу ¿1 и с их помощью определим отобра­
жения ^ ' Лс—*&1 по правилу: для ОйЛс полагаем, 
а^Щ'а^ , воли А 6 ^ ; 
а* О.) ­ к и ) , если а 
­При помощи этих ])^ составим отображение 
»*» №\1*Г):си 1ЛМГ]-*3-1&1,се Г]. 
Это отображение вообще говоря, не является гомоморфизмом 
алгебр. Воспользуемся естественным гомоморфизмом 1:%-+$ 
и покажем, что ^ 1 удовлетворяет нужным требованиям. 
Пусть иГ ­символ операции типа С -(С,,....ьт; к) в лабо-
р е й , ( 0 , , . . . , а т } б Л л - ( / Д г , ? в *0,%,.ат аи йЛ/ • Нужно 
проверить равенство о. * • й1 От^" и/ или> ч т о т о 
ве с а м о е д , у . ^ ­ • 
Для этого достаточно проверить включение 
При этом учитываем, что (о, **.. О^^Щ'й,у<" (и.),.. 
..•атт(±) . П у с т ь ОС/,* {Л1^С£ Г ] ­локальная подмо­
дель в 01 , такая, что й1€Лс1,.. г а т , и 
что символ отношения V , отвечающий символу операции 
входит в число отношений модели ОСх . Тогда в ОХи имеем 
У(а4, • , От, Л) • i . То же верно и для всех fie 1Л . 
Кроме t o r o , имеем: . j \л. 
A%)'0*;Qp(¿hQ)*t ' 
Используя изоморфизм у»л • Ot^—^jdu, в имеем 
if(cfi,\.... , cfi ) * 1 , ч ю равносильно afr... 
'•• üf-a^ • Таким образом, длн каждого /*• 1л 
имеем: > ^ н* vi- , üLi 
Этим проверено, что «/ i Ol-~Q t%. /¿D ­гомоморфизм ал­
г е б р . Остается проверить, что этот гомоморфизм является 
инъективным. Для этого необходимо, чтобы каждый /<; ­
*Íí4* : « А — » £ ¿ С и л инъективен. Но это на самом деле 
так. Действительно, пусть а,а' С J¿ и а * ^ -d * t ¿ . Тог ­
Для О и а'найдем локальную подмодель 01^ , такую, что 
а * о' принадлежат . Множество J¿, , а также п е ­
ресечение 1^0 3 принадлежат £ ) , причем Tj. ПЗ не 
пузто . Вели В €Zip Л 3 , то а и принадлежат^ . 
Теперь <з l(fl)'oA • Q' • в'*? *ак как у/­* ­
мономорфизм, то а * а' . Предложение доказано. 
Следствие. Если класс 6 алгебр в 7П является 
абстрактным классом, замкнут относительно удьтрапроиэве­
дениЛ и является наследственным по подалгебрам,то он 
универсально аксиоматизируем. 
Доказательство. 
Согласно предложению 2 достаточно установить, что класс 
О с указанными условиями хокальво замкнут в ТО, . 
Пусть 01 ­алгебра в tfl , для которой любая ее локальная 
подмодель cXj. допускает вложение в некоторую алгебру 
ЗЬл. нз в . П о доказанному, алгебра ОХ изоморфна 
подалгебре в ультрапроизведенин всех 3&J. • Из условий 
Следует, что ОТ. содержится в О . 
Повторяя известные для односортного охучая рассуж­
дения ( £2 ]) можно доказать,что верно и обратное утверж­
дение. 
Вернемся теперь к доказательству достаточности в 
теореме I . Пусть 6 наследственный подкласс ВУГС, 
содержащий единичную алгебру и замкнутый относительно 
фильтрованных произведений. Покажем, что В ­квазимно­
гообразие. 
По предыдущему, класс О универсально аксиоматизи­
руем в 7У1 . Следовательно, он определяется некоторым • 
набором аксиом вида 
V Х л У(хи...,ХА), ( 4 ) 
где 1( ­булево выражение, построенное над символами отно ­
шений из Ф . формулу ( 4 ) можно представить как конъюнк­
цию формул вида : 
1/'­ Ухи...,^(и,ЛилЛ...^ит), 
где СЦ есть атомная формула Ч£ (X,,..., х п ) , ^ € Ф , 
либо отрицание такой же атоиной формулы. Класс О опре­
деляется и такими V . формулу вида 1/ назовем несокра­
тимой, если после удаления из неё одного из И* получа­
ется формула, не выполняющаяся в в . Понятно, что класс 
О определяется также некоторым набором несократимых 
формул типа V . Покажем теперь, что если V ­несокра­
тимая формула, являющаяся аксиомой в 0 , то в этой фор­
муле имеется не более одного положительного слагаемого, 
то есть слагаемого типа Щ (х*,.. ) 6 8 3 отрицания. 
Пусть 1Л. обозначает результат удаления из 1)к­го 
слагаемого Ом и допустим, что И4 и И*, ­положитель­
ны. По условию найдутся алгебры ОЪ , и ОС^ в В , такие, 
что Vу не выполняется в (Л1 и не выполняется ъОС^. 
Но тогда в ¿71 у выполняется формула 
Зхи..., Хл(йлу\ и5л ... Лйт). 
Тек как в 01 у выполняется формула 
%л(А^ИЛ \/И3Ь'... ЬЬТ), 
то в ней выполняется также и формула 
Эх1 Хл(04Лил.Лй~ьЛ- Лйт) . 
Точно также устанавливаем, что в ОСЛ выполняется форму­
ла : / . 
3 Х1,...,Хл(й,Ли4.ЛйЛЛ... А От). 
Пусть теперь ОС, • \л[,1 Е Г ] % 0^х * (^}Л^г] 
а ^ " ¿ ^ ¿ , ¿ 6 Г\ ­переменный, порождающие свободную в 
7П алгебру W • Рассмотрим отображения 
Первое из них выполняет в ot, формулуи,лих/\и^\... л Й Т , 
а второе играет такую хе роль для формулы и^и^ли^л. ЛС^ 
в С%М . Продолжим Р и у / А до гомоморфизма 
J4:%—*0X4 х OIX\ . Так как на ОС, формула и4 при­
нимает значение "истина", а на OCZ ­ "ложь" , то на OÍ,XOLX 
она принимает значение "ложь". То же и для ¿4 . Таким 
образом, на ОС, * OC¿ выполняется формула 
Эх,,.., ХП(й^Аи~хлйлл. . лит) • 
Так как класс 6 замкнут относительно декартовых произ­
ведений, то Ot i х OC¿ € 6 и на Oí, х Ot¿ выполняется 
также формула 
Kz, ^(u.VUj. 1Л/, >/••• \,'U„). 
Получили противоречие, которое устанавливает, что в не­
сократимой формуле 
Vxri...,X*(ülva¿v... У От) 
участвует не более одного положительного слагаемого. 
Если здесь все слагаемые отрицательны, то формула не вы­
полняется на единичной алгебре, входящей в класс Q . 
Таким образом, класс 0 определяется формулами вида 
ÍXi,...,XA(Q1\%\I...\/%T.4 vvínj», что равносильно 
\/Л,,.. .,ХпЫ4Л <¿¿... Л ^ Т Ч = ^ Т ) • 
Чтобы завершить доказательство достаточности, остается 
заметить, что каждую атомную формулу "/(Хм,,..., ХЛ^Х^^) 
можно переписать как XI, •• х±т uf-x^^ . Теорема доказа­
на. 
Заметим далее, что дословно также как это делается 
для моделей в односортном случае (сы.[7] или Св] ) дока­
зывается, что каждый элементарно­аксиоматизируемый класс 
многосортных алгебр замкнут относительно ультрапроизведе­
ний. Применением этого утверждения стандартным приемом 
доказывается теорема компактности Геделя­Уахьцева ( f 2 ] ) 
для многосортных алгебр. 
Кваэитождество является обобщением тождества. Другим 
обобщением тождества является псивдотождество. 
Поевдотождеством иди дизъюнктивных тождеством назы­
вается выражение вида 
И, - V ил- 1?л V \/ип • 1/л, 
где Ц.1 и 1/г ­элементы из И/ , связанные условием 
1(ис )-~С(^с) • При Л'У имеем тождество. Псевдотож­
деотво выполняется в алгебре 01 , если для каждого г о — 
моморфизма р : И / — * ОЬ имеет место хотя бы одно из 
равенств => , с - , . . . , т. . Класс алгебр, 
задаваемый некоторым набором псевдотождеств называется 
псевдомногообразием. 
Инвариантную характеристику псевдомногообразий многосорт­
ных алгебр дает следующая теорема. 
Теорема 2 . Класс 0 многосортных алгебр тогда и 
только тогда является псевдомногообраэиеы, когда он нас­
ледственен, замкнут относительно гомоморфизмов и ультра­
произведений. 
Доказательство. 
Непосредственно проверяется, что каждое псевдомногообра­
вие удовлетворяет первым двум условиям замкнутости. Кро­
ме того , как отмечалось выше, каждый элементарно­аксиома­
тизируемый класс многосортных алгебр замкнут относительно 
улырапроизведений. 
С другой стороны, мы знаем из доказательства теоремы 
I , что класс замкнутый относительно улырапроизведений и 
неследственный, определяется несократимыми формулами вида 
V Хк(и,\/ил V... \/ит). 
Из условия замкнутости по гомоморфизмам, как и в 
односортном случае {[zl)i выводится, что в последней 
формуле все слагаемые положительны, остч^тся заметить, 
что каждое К; может быть записано в жиде Хсс • -Х^^Ш'Х\Ч, 
\ 
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ОБОБЩЕННЫЕ ФОРМАЛЬНЫЕ МОТИВЫ 
0.0 В настоящей работе отроится некоторое обобщение 
понятия формального мотива или Е ­мотива И.Г.Бороды £1.3 . 
В определении Р ­мотива ( см . дальше пункт 2.2,2) исполь­
зуится исключительно метроритмические (а не звуковысотные) 
параметры мелодии; то же относится к предложенным здесь 
конкретным вариантам обобщенных формальных мотивов. Но и з ­
ложенная ниже общая методика ( с м . § 1 ) допускает также и мо­
тивы другого рода. Более т о г о , построенный в работе алго­
рифм (Л пригоден для сегментации не только записи мело­
дии, но и любого д р у г о ю линейно упорядоченного дискретно­
го текста. Поэтому общая схема методики сначала будет и з ­
ложена в терминах теории множеств и формальных языков. 
Только после этого дана интерпретация алгорифма (Л , пред­
назначенная для сегментации мелодии. 
0 . 1 . Договоримся об общей терминологии и обозначениях. 
Пусть дав конечный список символов ( " б у к в " ) , т . е . алфавит 
А . Тогда, словом в А называется конечная последова­
тельность его букв , возможно, с повторениями. Равенство 
двух слов следует понимать как графическое равенство — 
оба с д о п состоят 19 тех же букв в том же порядке. Длина 
алова V означает число букв в нем • обозначается через 
I V I • Множество всех охов в А записывается как М(А). 
Если Р — некоторое свойство слов , то через 
. т о к У:Р(У) 
обозначается самое длинное елов л. обладающее свойством Р . 
конкатенацией двух г ш а ¥4 я VI называется их слияние 
в одне слово , которое записывается как \// 1/г . Если 
V, = V'^  и , т . о . последняя о'уква слова V/ рав­
на первой букве слова \/г , ю сцеплением слов Vi и Vz 
называется конкатенация 
из которой, по сравнению с \J, \fz , выброшена одна буква 
^ . Говорится, что слово ß входит в слово \j , если 
существуют такие слова 0 ' и 6 (возможно пустые) , что 
У = ß ' ß ß" . Если при этом | ß ' I = m ^ , то ска ­
жем, что слово. 4 ß входит в слово V , начиная с ГП ­ о г о 
места, и будем писать 
T 6 m V J . 
Сегментацией слова V называется такая последователь­
ность непустых слов V,, ^t,..j/e , что \J- \Jt \Jx . . . Vi . 
Частью слова V именуется всякое слово, которое нолу­
чается вычеркиванием из V каких­то произвольно располо­
женных X букв (0 4 « t ^ - l V I ) . Множество всех частей 
слова V обозначается через r ( V ) . 
I . I Переходим к более специальной терминологии. 
Пусть дан алфавит ( л I Л 1 
L = (t<,tt,. V |t* j ; 
именуемый в дальнейшем алфавитом текста . Слова в L иног­
да называются текстами. Другой алфавит / •) 
называется алфавитом элементарных сегментов, а его буквы­
элементарными сегментами. Пусть, кроме т о г о , дано всюду 
определенное соответствие . . . ­
j>-F — W ( L ) , 
называемое реализацией элементарных сегментов. От с о о т ­
ветствия j> не требуется ни однозначности, ни сирьектив­
ности, ни инъективности. Как обычно, запись £PV будет 
означать, что между буквой £ € . £ • словом V€ V V ( L ) 
имеет место соответствие р . Полный образ буквы £ 
определяется как множество всех таких V : 
это некоторое подмножество множестве всех слов в L . 
При помощи данного соответствия Р W f L ) можно 
построить новое соответствие р : W ( E j - * - W ( L ) , которое 
опредаляется индуктивно: 
где <£ £ £ , \/би/£)и в последней равенстве справе записано 
сцепление слов и £_° . Дальше для простоты запись 
0 будет заменена через _р . Теперь можно говорить о 
реализации не только букв, но также и некоторых слов в Б . 
В частности можно рассматривать Р(М}р , т . е . реализации 
всех частей слова М . 
Пусть дано, наконец, некоторое фиксированное слово 
именуемое прототипом сегмента (или короче прототипом) и 
состоящее из элементарных сегментов. 
1.2 .0 Построим теперь общий алгорифм сегментации 
текста как алгорифм (К(М} разбиения данного текста 
на сегменты Т; , построенные по данному прототипу И , 
который интерпретируется согласно указанной реализации ^ 
элементарных сегментов. 
В формулировке алгорифма 01 (М) участвуют четыре на­
туральных индекса: номер очередной буквы ^ , номер т е ­
кущего элементарного сегмента с в прототипе, номер А 
настоящего сегмента текста и номер и буквы текста , с к о ­
торой начинается .настоящий сегмент. 
1.2 .1 Алгорифм 01 (М) задается блок­схемой ( см. 
р и с . 1 ) . В работе алгорифма можно различать малые циклы и 
большие циклы. Незаключительный малый цикл.первого вида 
состоит из блоков ( 2 ) ( 3 ) ( 4 ) ( 5 ) ( 6 ) ( 2 ) , а второго вида­— из 
блоков ( 3 ) ( Ю ) ( П ) ( 3 ) . Заключительный малый цикл первого 
вида состоит на блоков ( 2 ) ( 3 ) ( 4 ) ( 5 ) . ( ? ) ( 8 ) ( 9 ) ( 2 ) , а второго 
в и д а ­ из блоков ( 2 ) ( 3 ) ( Ю ) ( 1 2 ) ( ( 1 3 ) и л и ( 1 5 ) ) ( 1 ч ) ( 9 ) ( 2 ) . 
Большой цикл состоит на некоторого (может быть, нуле­
вого) количества незаключительных малых циклов • одного 
заключительного малого цикла ( в с е г о /М/ малых циклов). 
Индекс А задаем номер больного цикла, а индекс I — 
номер малого цикла. 
т . 2 . 2 Малый незаключитпьный цикл первого вида ра­
B E G I N ( r : « S : « j : « i : « T ) M ? 
M7) 
(3) 
C4) 
( З У € 0 С , р [ ^ Т ] ~ > 
I 1 
tj . . . t m : = max V ; VeoCj j) £ ГУ/ T ] 
(в) 
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• > E N D 
f 
(15) 
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ботает в той случае, если реализации текущею элементар­
ного сегмента XI входят в текст , начиная с у ­ о г о мес­
та . Тогда берется самая длинная из таких реализаций и 
происходит продвижение по тексту до конца этой реализа­
ции. Именно в связи с выбором самой длинной реализации 
будем говорить, что соблюдается принцип максимальности. 
Следует подчеркнуть, что реализации следующего элементар­
ного сегмента ищутся не за текущей реализацией, а ^ п о с ­
ледней буквы ее (ибо в блоке ( 6 ) полагается ^'--М , а не 
1$ *1И + 4 ) . Поэтому реализации отдельных элементарных 
' сегментов (в рамках настоящего большого цикла) образуют 
сцепление с л о в ; вследствие этого можно говорить о реализа­
ции в тексте прототипа (или его части) как слова. 
Уадый незаключительыый цикл второго вида работает 
тогда, когда начиная с ^ ­ о г о места текст не содержит ни 
одной реализации элементарного сегмента «Со . Этот цикл 
состоит просто в переходе к следующему элементарному с е г ­
менту прототипа. 
Малый заключительный цикл первого вида отличается от 
незаключительного цикла первого вида тем, что обнаруженная 
в тексте реализация является образом именно последней б у к ­
вы прототипа. Сцепление всех обнаруженных в тексте реали­
заций элементарных сегментов (в рамках настоящего большо­
го цикла) выдается как очередной результат работы алгориф­
ма, а именно, как сегмент текста ~ТЛ . 
Палый заключительный цикл второго вида существует в 
двух вариантах. Если при обработке прототипа (в рамках 
настоящего больного цикла), реализация хотя бы одното э л е ­
ментарного сегмента была обнаружена в т е к с т е , т о , как и в 
случае цикла первого вида, оцепление всех этих реализаций 
выдается блоком (13) как настоящий сегмент текста 7^ . 
Если же оказывается, что текст не содержал реализаций ни 
одной буквы прототипа, то блок ( 1 5 ) выдает в качестве 
сегмента Та одну очередную букву текста. (Такой М 
иногда будем называть тривиальным сегментом текста ) . Этим 
достигается важное свойство полной применимости алгорифма 
01 ( М ) , ибо не может наступить ситуация, в которой с е г ­
ментация оказалась бы невозможной. 
1.2.3 В тачание большою цикла обрабатывается весь 
прототип и выдается (малым заключительным циклом) один 
сегмент текста Т­4 • являющийся реализацией некоторой 
части прототипа. Будет ли эта часть несобственной (весь 
прототип в полном виде) или собственной ( с пропусками 
некоторых букв £Ь ) или даже тривиальным сегментом, з а ­
висит от контекста. 
Последний большой цикл может оказаться неполным; 
в этом случае работает блок ( 1 7 ) . 
1 . 2 . 4 . Итак, работа алгорифма всегда кончаетоя 
тем, что вырабатываются некоторые слова 
, Т * . , . . . , 7~4..., Тр. 
дающие сегментацию текста :Т * Г,7», . . . м . . . / р , причем 
каждое есть либо реализация какой­то части прототипа 
М либо однобуквениое слово . Этим мы завершаем рассмот­
рение общего алгорифма сегментации текста 01 ( М ) и пере­
ходим к сегментация мелодии на обобщенные формальные мо­
тивы. 
2.0 Пусть теперь упомянутый выше алфавит ^­состоит 
из записей всевозможных отдельных звуков мелодии. Практи­
чески эти записи можно осуществить, например, средствами 
традиционной нотной азбуки. Следует только позаботиться о 
тон, чтобы не было никаких потерь существенной информации; 
например, должна быть известна метрическая сила данного 
звука для возможности сравнения с метрической силой дру­
гих звуков текста . Запись любой мелодии будет , тем самым, 
текстом в определенном выше (пункт 1.1) смысле. 
• 'Далее мы конкретизируем понятие элементарного с е г ­
мента. Начнем с алфавита, состоящего на двух элементарных 
сегментов 
где Т называется простым тактом, ж А —воз рос та сияй 
последовательноетью.,Эти названия, конечно, по существу 
еще ничего не объясняют. Содержание элементарного сегмен­
та раскрывается лишь через его реализацию, т . е . в давнем 
влучае через множества Тр * А о . Конечные множества 
Е,= Т,А 
слов в принципе модно задавать перечнем их элементов. 
Однако гораадо удобнее отроить их при помощи соответствую­
щего характеристического предиката, т . е . свойства, выде­
ляющего элементы множества среди других слов в алфавите 
текста. Так мы и поступим. 
2 . 1 . Введем Тр кек множество фрагментов мелодии,, 
каждый HI которых состоит на двух или трех звуков одина­
ковой длительности с дополнительным условием, что каждый 
следующий авук фрагмента метрически слабее предыдущего. 
Поскольку мелодический рисунок в этом и следующих 
определениях не играет никакой роли, примеры могут быть 
даны без указания высоты звука. Рис.2 содержит ряд приме­
ров простых тактов, а также некоторые контрпримеры. 
Элементарный еогмент А по определению реализуется 
в фрагментах на двух или более звуков, в которых каждый 
следующий звук по длительности превосходит предыдущий 
( см. рис . 2 ) . 
И \ , \ Ц Ш \ . \ 1 П ) 1 Т ) \ . \ 1 Л } Л 
I I ' ' 1 * I I I I 1 1 ° I I I 1 1 , н I 11—I 
Г т „ г т , т х т т 
$ } и и \ ш и ц ц л ; \ > \ п . \ > М 
т а # Г 
Рис. 2 
2 . 2 . 1 Инея алфавит текста н определенный запас э л е ­
ментарных сегментов, можно все еще с т о и т ь не один, а мно­
го вариантов обобщенных формальных мотивов путем выбора 
различных прототипов. Рассмотрим прежде всего прототип 
М< ­ТА . 
Применение его означает, что мри с е п . стации мелодия будет 
раврвпна не фрагменты, каждый из которых является реали­
зацией некоторой части слова М< , т . е . реализацией неко­
торого слова иа множества F(ГА ) • Условимся всякий т а ­
кой фрагмент мелодии называть роализамие?, F(ГА)­мотива 
или короче ­мотивом или еще короче просто ­ м о ­
тивом. 
Пример сегментации на F(ТА ) ­мотивы дан на рис .3 . 
Реализации отдельных элементарных сегментов маркируются 
буквами Т и А ( э т о результаты работы малою цикла 
алгорифма £t (M| ) ) , а ТА ­ мотивы — буквой р ( р е ­
зультат работы большого цикла). Тривиальный .сегмент отме­
чается звездочкой. В данном примере реализуются все в о з ­
можные части ТА ­мотива, т . е . слова ТА,Т ,А . 
« т \ 1 1 т ш . т ш > и > \ и 
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Рис. 3 
2 . 2 . 2 Рассмотренный в предыдущем пункте обобщенный 
формальный Р(ГА)­мотив совпадает о формальным мотивом 
М.Г.Бороды £ 1 ] . Таким образом, рассматриваемое здесь п о ­
нятие обобщенного формальною мотива содержит в качестве 
частного случая р ­мотив 11.Г.Бороды. 
Отправным пунктом при построении обобщенного формаль­
ного мотива в настоящей работе послужили идеи, заложенные 
в определении р ­мотива. Действительно, 11.Г.Борода уже 
выдвину! требование сцепленноети элементарных сегментов и 
воспользовался принципом максимальности, а также понятием 
части прототипе, хотя и без этой терминологии; им были вве­
дены понятия п р о с т о ю такта и возрастающей последователь­
ности. Кроме т о г о , в работа £ 2 J дана блок­схема алгорифма 
сегментация мелодии на р ­мотивы. В ней более детально . 
отражена та часть работы, которая соответствует блокам ( 3 ) 
и ( 4 ) алгорифма 01 ( р и с . 1 ) . А именно, рассматриваются 
( в ваших обозначениях) олова 
Еохи Ii €^'J), проверяется Tz i и *«Д«. Когда первый 
разТт+täAi р , слово Т т •= t j » . . t m является искомой 
оамой длинной реализацией элементарного сегмента. 
2 . 2 . 3 Кроме - ГА модно воспользоваться и дру­
гими прототипами,например, А ТА , Т А Т и т . п . , однако 
сейчас не будем на этом останавливаться. Вместо этого п о ­
думаем о расширении запаса элементарных* сегментов. 
Грубая метрическая классификация музыкальных интона­
ций позволяет разделить их на два класса — хореические 
(акцент на первой половине) и ямбические (акцент на в т о ­
рой половине). Как отметил 11.Г.Борода, понятие простого 
такта содержит в свое идею хореического, а понятие в о з ­
растающей последовательности — идею ямбического. В этом 
обстоятельстве, вероятно, заключена одна из причин успеха 
F ­мотива. В то хе время возможны и такие случаи, ска­
жем, ямбической интонации, которые не охватываются элемен­
тарным сегментом А . Поэтому, видимо, имеет смысл расши­
рить запас элементарных сегментов. В этой связи целесооб­
разно рассмотреть одну формальную операцию над словами. 
2 . 3 . 1 Возвращаясь на общую точку зрения пункта 0 . 1 , 
введем операцию обращения слова. Обратным для слова 
V = M l • • • X*-* о** называется слово Ц = fr j[n.4... jfx р , 
состоящее из тех.же букв в обратном порядке. Теперь можно 
каждому элементарному сегменту £ поставить в с о о т в е т с т ­
вие е ю обращение С , определяя его реализацию как 
Это означает, что данное соответствие реализации 3 а в т о ­
матически доопределено к для всех обращений элементарных 
сегментов данного алфавита £ , т . е . этот алфавит как 
бы удваивается. Например, из £4 получается алфавит 
2 . 3 . 2 Говоря конкретнее, в качестве обращения 
простою такта имеем элементарный сегмент 
т , 
в реализациях которого звуки имеют о^ин^ковую длительность, 
и кахпый следующий звук метрически сильнее предыдущего. 
Обращенме возрастающей последовательности — ­то эле­
ментарный сегмент ­
А, 
в реализациях к о т о р о ю каждый следующий звук короче пре­
дыдущего (убывающая последовательность). 
Сегмент Т из двух звуков представляет собой вид 
ямбической интонации, притом именно такой, который не 
охватывается сетментом Д . Типичным злучаем Т явля­
ется затакт. Наоборот Д . как правило, относится к хореи­
ческой интонации. _ 
2 . 3 . 3 Алфавит' Е± позволяет строить целый ряд раз ­
личных прототипов, например, М^ = Т Т Д • Пример с е г ­
ментации на ­ мотивы см. на р и с . 4 . 
1 > \ п ш п \ п п \ и \ п ш и 
Р : Д , ,1 и _ | Й | , и |й(—л 1 
Рис. * 
Для сравнения приводится такие сегментация на Г ­мотивы. 
Она является более мелкой и содержит такие тривиальные 
сегменты, отсутствующие в ­сегментация. 
2 . 3 . 4 Запас элементарных сегментов можно дополнять 
еще,например, сегментом I / , реализация которого опре­
деляется как последовательность двух звуков, на которых 
второй метрически тяжелее в не короче первого . Это оегмент 
типичного простого затакта (состоящего на м н о г о звука). 
Примеры см.на р и с . 5 . 
. 1 * \ Л П \ } } \ И \ 1 11\ЛЛ)\1 
и ! I I I 11 и I I | > у I у!| I—• 
Рмс.5 ^ 
Сложный затакт.из двух или трех звуков одинаковой 
• длительности может появляться как реализация прототипа 
Мз~ TU • Е и а заслуживает знимания прототип 
Мч = С/ТА • представляющий собой F ­мотив с затактом 
и охватывающий Цг как частный случай. 
2.4 Запас элементарных сегментов теперь ухе состав ­
ляет множество ( ­ ­
В принципе могут быть введены еще и другие ритмометричес­
кие элементарные сегменты. Однако очень большое разнооб­
разие мотивов может быть достигнуто при использовании про­
тотипов в алфавите Ед. Приведем еше только один пример. 
Многие латышские народные мелодии имеют размер 2 /4 
без затакта, форма у них чаще всего квадратная, границы 
традиционного (интуитивного) мотива нередко совпадают с 
границами такта. Можно построить сегментацию на обобщен­
ные формальные мотивы с прототипом Mļ~T(JT * кото ­
рый неплохо справляется с сегментацией такого текста. 
Пример приведен на рис .6 . 
~ \ 1 П П \ П П \ » \ Л } \ П П \ Л П \ Л \ ) \ 
м,: Л ! Ь l I U L Л Л Ь J U L Л Л JLL. 
Рис. 6 
3 . 1 . Боли отойти в сторону большей свободы еще даль­
не от конструктивных идей, заложенных в определении F -
мотива, то можно ввести свободный обобщенный формальный 
мотив. Его свободный п р о т о т и п ? з а п и с ы в а е т с я как конеч­
ное множество прототипов . Pi В прежнем смысле: 
Реализацию свободного прототипа 5 по определению пони­
маем как объединение реализаций всех прототипов на W(5) . 
Теоретически такое множество реалмзацкЧ бесконечно, однако 
не пректике приходится иметь дело только о конечными под­
множествами е г о . . 
Пря выборе прототипов Pi можно ограничиться только 
элементарными сегментами, так как использование более 
длинных слов в t ничего ногого не дает. В частности, 
свободный прототип ļ £ i £ j 3 очевидно дает в точности те 
хв реализации, что и { £ < , £ л ] , а именно реализации всех 
слов с буквами ¿1 и £ ^ . 
3.2 Методику определения Р ­мотива можно видоиз­
менять также в сторону большей требовательности. Напри­
мер, можно отказаться от использования собственных частей 
прототипа и прийти к понятию строгого обобщенного формаль­
ного мотива. Его прототип записывается как слово в с , 
заключенное в квадратные скобки: СМ1 • Реализацией 
строгого прототипа называется каждая реализация слови М 
(взятого в полном виде) . 
3 .2 .2 Рис.7 содержит пример сегментации на 
мотивы, на свободные мотивы г ( { С , Т , Т] ) и на строгие ' 
мотивы Р(СиТТ ТЛ } . Здесь наблюдается то типичное 
явление, что тривиальных сегментов меньше всего в случае 
свободных мотивов, а больше всего при сегментации на 
строгие мотивы. Встречаемость длинных мотивов, наоборот, 
больше в сегментации на свободные мотивы, а меньше в с е г ­
ментации на строгие мотивы. 
2 
4 рсситттп) 
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Рис. 7 
4 . Рассмотренные выше понятия обобщенного формального 
мотива ( § 2 ) , свободного обобщенною формального мотива 
(пункт 3 .1 ) и строгого обобщенного формального мотива 
(пункт 3 . 2 ) использовали исключительно такие реализации 
О , в определении которых участвовали только метроритми 
ческие параметры мелодии. Однако опиоавная выше методика 
( §1 ) безразлична к выбору реализации у . Она столь аа 
естественно допускает и такие реализации, которые исполь­
зуют мелодический риоунок музыки. К примеру, при опредеае 
г т л \ п п п \ } 
.«••*••*,•**• и ТТТ.ЛА д 
*.т и. .иттти, . и , 
вин реализаций мелодических прототипов могут быть исполь­
зованы восходящие и (или) нисходящие участки мелодии, 
участки о ограниченной вариацией мелодической линии в 
смысле интервалики и другие подобные признаки. 
В принципе ясно, что самыми плодотворными долины 
оказаться формальные мотивы, в определении которых будут 
удачно сочетаться метроритмические с интервальными харак­
теристиками мелодии. Однако этот очень трудный вопрос еще 
вдет своего мастера. 
5. Не будем здесь останавливаться на тех проблемах 
в методах теоретического музыкознания, при рассмотрении 
воторых может оказаться полезным понятие формального мо­
тива как средства сегментации мелодии. Первые шаги в этом 
направлении сделаны П.Г.Бородой, в том числе в работах 
М.М • м . 
Отметин еще только одно соображение. Вероятно, не 
отоит нок&гь среди многих разновидностей обобщенных фор­
мальных мотивов одного " с а м о ю правильною". По всей ви­
димости, полезными могут оказаться различные формальные 
мотивы, в зависимости как от анализируемою текста , так и, 
в особенности, от аспекта, под которым проводится иссле ­
дование. 
В любом случае сегментация на обобщенные формальные 
мотивы будет обладать свойством полной применимости и 
объективности. Последнее означает, что в стадии техничес­
кой работы по сегментации влияние субъективной интуиции 
исследователя элиминируется. Процесс сегментации строго 
алгорифмиз'ироваа и может быть доверен ЭВМ. 
Конечно, вто не исключает возможности и полезности 
сравнения различных понятий формального мотива, их целе­
сообразного отбора. Можно ожидать, в частности, что свое 
значение сохранит Я ­мотив — ис г. эчник всех идей дан­
ной работы. 
На английском языке эта работа печатается в оборнике 
"Коямчестввннея лингвистика"¿4^ . 
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ОБ ИСПОЛЬЗОВАНИИ ДИСКРЕТИЗАЦИИ УСЛОВИЯ РАЗРЕШИМОСТИ 
ОДНОЙ ЗАДАЧИ ДЛЯ ГАРМОНИЧЕСКИХ ФУНКЦИЙ 
В работе с помощью дискретизации условия разрешимости 
одной задачи гармонических функций построен численный ме­
тод для решения задачи Дирихле в областях с гладкой грани­
цей. В началг изложено обоснование возможности использова­
ния условия разрешимости. Далее основное внимание уделено 
дискретизации и изучению свойств подученной линейной алгеб­
раической системы. 
§ I . Теоретические предпосылки численного метода 
Решение одного класса задач со свободной границей 
заключается в том, чтобы найти изменение границы области 
во времени, если передвижение границы зависит от решения 
уравнения Лапласа в рассматриваемой области в соответствую­
щем моменте времени. Точнее, скорость передвижения границы 
зависит от нормальной и касательной производной решения на 
границе области. При построении алгоритмов численного реше­
ния подооных задач со свободной границей, один из важней­
ших этапов ­ построение­метода^ оешения следующая звдачи: 
где I -
Найти ¿ 4 
< 
хинь в с о и , что вао интересует не сама функция (л (Р) , а 
ее нормальная производная на границе области. Это­ о б с т о я ­
тельство ориентирует на поиск методов, которые были бы прис­
пособлены к этой особенности и тем самым были бы более 
эффективны 1.1 по сравнению с методами, которые построены 
на методах решения классической задачи Дирихле. 
Алгоритм решения задачи ( I ) построим, основываясь на 
условии разрешимости следующей задачи для гармонических 
функций £ 2 ] : 
найти регулярно гармоническую в области С/ функцию и(СЦ), 
удовлетворяющую на границе области условию: 
где ь ­ кривая ляпуновского типа, А 
и-Р ­ вектор внутренней нормали в точке Р , 
£ р ­ вектор, касательный к кривой I. в точке Р , 
ориентирован в положительном направлении обхода контура. 
В работе [2] показано, что общее решение задачи ( 2 ) 
выражается как сумма частного вещественного решения задачи 
( 2 ) и общею решения соответствующей однородной задачи. 
Требование, вещественности решения задачи ( 2 ) приводит и • 
переопределенной задачи, так как ив границе заданы как 
нормальная, тек и тангенциальная производная. Как извест ­
но, для определения гармонической функции о точностям до 
постоянной достаточно задать на границе области иди нор­
мальную производную (задача Неймана) или тангенциальную 
производную (семейство аадач Дирихле, различающихся между 
собой постоянной). В1X7 получены условия, необходимые я 
достаточные для разрешимости задачи ( 2 ) , которые фактичес­
ки дают связь между вормальной и тангенциальной производ­
ной гармонической функции на границе обвести. 
• Текии образом, если аадана тангенциальная производная 
на границе области Ь , то нормальную производную 
''йи.можно найти из следующего интегрального уравнения: 
1дв ъ(РУ(2) ­ расстояние между точками Ц , 
(4(9М)~ У г о л М 8 И ДУ нормалью л^ > и вектором Р# 
$ 2 . Дискретизация интегрального уравнения,свойства 
системы алгебраических уравнений 
Вернемся к задаче ( I ) . Предположим, что контур Д з а ­
дан параметрически: 
Относительно функций л ( Ь ) . У потребуем, чтобы 
они были класса С* СС 1 . Такое же требование поста­
вим для ^(х ' 4 (Р )и, как функции от £­ . В т а ­
ком случае можем найти -^И: на Ь : 
и неизвестные значения ~опа н а м о я н о определить мв 
интегрального уравнения ( 3 ) . 
Для ляпуновских кривых и ядро интегрального урав­
нения ( 3 ) является слабо полярным, но в таком случае ово 
является уравнением фредгольма2­го рода,для которого спра­
ведливы теоремы Фредгольма. Решение интегрального уравне­
ния будем искать в выбранных точках Я , ) / Г ) 2 ) . . . , Ри гра ­
ницы Ь , которым соответствуют значения параметра Ь,,1х, 
Предположим, что между каждыми двумя точками 
• меняется линейно от значения * ° 
значения — . Тогда для определения ' * в выб­
ранных точках подучим линейную систему алгебраических 
уравнений. Обозначим элементы матрицу системы А^Л^Ы,^Ы 1 
их можно определить по формуле. 
где д£ ~ символ Кронекере, **** 
¿0 ­ значение параметра в текущей точке 6 . 
Отметим некоторые свойства матрицы. 
I . Для выпуклых областей коэффициент матрицы ^¿1 
^¿1 / г. /V ­ неотрицательны. Это следует жз т о ­
­ б з ­
г о , ч*о для выпуклых областей угол | ( Р , 0 )| 4 £ 
2 . Для выпуклых областей матрица системы имеет доми­
нирующую главную диагональ. Действительно, если взять 
сумму всех недиагональных элементов одной строки матрицы: 
то видно, что 
С другой стороны, с\ц , следовательно 
N 
Для проведений конкретных расчетов интегралы по час ­
тям контура и необходимо заменить интегралами по па­
раметру и вычислить их иопольэуя квадратурные формулы. 
Подученную систему.можно решить, например, методсм Гаусса . 
Посла нахождения ^ ­ , 1 = не составляет 
особых трудностей и 'определение значений семой функции 
и(Р] внутри области. Для этого мы мохеи использовать 
формулу интегрального представления гармонической функции: 
Инуегралы легко вычисляются с помощью квадратурных формул, 
так как в этом случае сингулярностей нет. 
Для проверки работоспособности алгоритма, реиехаоь 
следующая конкретная задача: 
"Ум . Г Ц . О , Xх* ц1и . 
Требуется найти на границе области. Как легко 
видеть, реиевием является 
р - - ой^^ , ­ полярный угол . 
Если'с помощью численного метода искать |¡¡* в А/ 
дч.р 
равноотстоящих точках, то элементы матрицы А 'имеют 
следующие значения: а (: «(Г '^ >% 
Для сравнения проводились расчеты, когда число фикси­
рованных точек P¿ равно 8 или 40 . Для 8 точек при опре­
делении величины нормальной производной относительная 
ошибка не превосходила 0,3%, а при 40 точек ­ 0,004%. Это 
указывает на высокую точность метода. Описанный метод 
использовался я при решении задач Дирихле в эллиптических 
областях. 
Если граница области имеет углы (например, прямоуголь­
ник), то э т о ухе не кривая ляпуновокою типа. Для примене­
ния вышеописанного метода необходимо углы сгладить. Ис­
пользуя для задания границы сплайны, ато легко оделать ­
достаточно выбрать узлы, не совпадающие с угловыми точками. 
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УДК 519.4 
Р.СЛипянскиЙ 
ЛГУ им. П.Стучки 
О Ш1АШ7Л11РУЕМОСТ11 ОП'АНИЧЕШДй ЛЛТЕБГ 
И АЛГЕБР ЛИ 
I . В работе рассматриваются вопросы о существовании три­
ангулируемых представлений алгебр Ли и /> ­алгебр Ли с пре­
дварительно заданной ступенью стабильности ко*'.1утанта. Эта 
задача имеет тесные связи со"следующим вопросов:каковы тож­
дества р ­алгебры Ли треугольных матриц Т^уН) и тождества 
алгебры Ли треугольных матриц Т(*,М) л ­ о г о порядка над 
полем И . Излагаемые ниже результаты о тождествах алгебры 
7У>> А ) кратко приведены в / 3 / . 
При решении последней задачи используются идеи, аналогич­
ные соответствующим рассмотрениям при описании полных т р е у ­
гольных групп над полями / I / . В реализации идей отмечен­
ных работ имеются трудности,связанные, в частности, с о т с у ­
тствием в алгебрах Ли операции, аналогичной операции сплете­
ния в группах. С другой стороны, при описания тождеств а л г е ­
бры Ли 7/*,/и приходится, в отличии от групп, проводить 
рлосуядрния в два этапа: сначала привлекается категория 
Р ­алгебр Ли где ситуация напоминает групповую и выписыва­
ются тождества р ­алгебры "£о»> И) и лишь затем, используя 
структуру слов Джекобоона, возвращаемся к категория алгебр 
Ли для получения тождеств алгебры 7 У " , И) . Этим объясняет­
с я , в частности, что » " * 77"/», Л) не разлагается как в с л у ­
чае групп в произведение соответствующих многообразий а л ­
гебр Ли. 
Основные определения и факты.используемые в категория. 
представлетЛ алгебр Ли,приведены в / I / . Их можно сформу­
лировать такте в категории представлений ограниченннх а л ­
гебр Ли (иначе ­ р ­ п а р ) . Доказательство большинства утверж­
дений проводится по той же схеме, что и в лиевоком (группо­
вом) случае. В проверке нуждается лишь т о , что возникающие 
там отображения согласованы с р ­ структурой. 
2 . Рассмотрим операцию треугольного произведения р ­пар 
­ аналогичную операции треугольного произведения лиевских 
пар / 2 / . Всюду в этом пункте фиксируется поле К характе­
ристики р . 
Пусть даны две ограниченные лиевские пары (V,, Д ) и (14,^) 
Обозначим через ФгМ^\^,У)к(У, £) "(У,* У^Ь^Ь*) - пря­
мая сумма исходныхр ­пар . Определим действие ограниченной 
алгебры 2»Ь,*&1 на Ф/Ц(($ если / ' * Ф, ¿3 4*4 * £ » г Д в 
Таким образом возникает лиевская пара^ф, Ж) . 
Если теперь мы имеем лиевскую шр$(Ф, 2.) , то ей отвеча ­
ет полупрямая с у м м а ^ * ^ ^ ^ ( з д е с ь Ф - абелева алгебра Ли). 
Превратим теперь ¿1 вр ­алгебру Ли. Для этого заметим, что 
еслиМ и /V ­ ограниченные алгебры над К , то р\*Л/ е с т е с т ­
венным образом превращается в р ­алгебру Ли: 
/Л7, и грЗх ­ р ­ отображения соответственно в М и / V . 
В нашей ситуации Ф - р ­алгебра Ли­ с р ­операцией )^»о, 
Ч?ФФ , Т. - р­алгебра Ли с /> ­операцией (¿,+-4) » •?/г*1+ 
+ &^(ЪРАСЪ р ­операция обозначается едиош символом 
для всех участвующих а л г е б р ) . Легко видеть, что Ь * Ф^21 
является р ­алгеброй Ли с р ­операцией: £у»* 
Определим теперь ограниченную лиевскую пару ( V, * Ч , Ф А 
Сначала определим действие ' Ф в V, * 1^ : если элемент I» 
ф , рассматриваемый как элемент в I,- ФА£, то для ^ * К 
и *4 * ИГ положим * 7»°г ?* *** ^ и продолжим далее 
действие / по линейности. Так как действие Л " на И было 
определено ранее, мы получим представление алгебры Ли ^ в V . 
Построенную ограниченную лиевскую пару 
обозначим * (5 ,^ 4^ и назовём треугольным произведени­ " 
ем исходных ограниченных пар (У,,1*,} у. (Ь\, Ь^) . 
Мы будем осылатьоя в дальнейшем на ооотвОтству_юдее спой ­
отва треугольных произведений лневскях пар доказанных а 
/ 2 / . т а к как в случае р ­пар доказательство проводится 
аналогично. 
Отметим отдельно одно важное свойство треугольных про­
изведений р ­ п а р : воли (V, 4^ Р ­пары, то 
^ » # К , • * У.» А; ­ »~» Г< ^ ; , 
( о р , с теоремой 1 8 . 2 . 1 из / I / ) . 
§ I . О тождествах р ­алгебры Ли треугольных 
матриц. Триангулируемость р ­алгебр Ля 
Одним из первых и важнейших вопросов , который возника­
ет при изучении многообразий представлений ограниченных 
алгебр Ли является следующий: вое ли тогдестьа конечномер­
ного представления являются следствиями конечного множест­
ва тождеств из их числа. Естественно, аналогичный вопрос 
возникает и при изучении многообразий ограниченных алгебр 
Ли. В этом параграфе положительный ответ на этот вопрос 
получен при описании тождеств канонического представления 
Т^(п^~р ­алгебры Ли треугольных матриц и тождеств с а ­
мой р ­алгебры Т^/л,Н). Имеют место теоремы. 
Теорема 1 . 1 . Если поле К бесконечно, то \л»» (К^Т^Л*^ 
задается тождеством 
сх,шхх]С*л,*¥7,. • С. *Л в о ( I ) 
2 . Воли поле А конечно ( /А / ­ Р*) , ТО**»(Ч", Т,<*,К)) 
задается тождествами вида: 
К V. . . • У» ­ О ^ , ( 2 ) 
где вместо к,­ стоят слова *„• ­ л,,- или С ^ . ' , ^ 3 
Теорема 1 .2 . Если поле А БЕСКОНЕЧНО, ТО *"*? 
задается тождествами _ _ ^ 
2 . Если поле К конечно (М'Р"), то кш* 7^0** К) 
задается тождествами вида: 
C. .CK.Kl - 4 , 3 * 0 
VFMA , если / > * " * / » 
где вместо К­стоят слова вида XZ -Х,у или CJ<<*Jk*'3 
Доказательства теорем I . I я 1.2 распадается на" несколько 
л а г о в . 
I . Введем в рассмотрение класс 1/Пл.0 алгебр Ли. Пусть 
U ­уО­алгебра Ли над полем H(c/».ih * р ) . Рассмотрим в 
­ вей по аналогии о теорией групп / I / , убывающий ряд из 
подалгебр L 
С* Я ? , •=> /Т?х. • • • ¥ л • 
Здесь TFI, * £ , , а дальше определяется индуктивно: ffl,* 
F , г д е C T Ī > T - , Y ¿7 взаимный комму­
тант /о ­алгебр Л>...,и Z , Т ? 1 ­подалгебра, порожденная 
Р ­ми степенями элементов из FFT, (fy - наименьшее целое 
£ yŗ . Такой ряд будем называть /Т? ­рядом. 
Лемма 1 .3 . ­ряд в / ' ­ а л г е б р е Ли / , обладает с в о й с т ­
вами : 
1) с /n,,m,JС Я * . У . 
2) m?J е n>ip , 
3) для любого другого ряда подалгебр из L : 
L• 1, э Х » » . : . Э ^ Э . , , удовлетворяющего свойствам I 
и 2 имеет место включение: 3 ¿ 7 ? • ) . 
Доказательство проводится индукцией по индексам t a i . 
Рассмотрим теперь класс /Г? / . ,^ ­алгебр Ли. 
Определение 1 .4 . Ограниченная алгебра Ли над полем ķ 
характеристики р называется ­ алгеброй , если она 
обладает ТГ? ­рядом,у которого л +{ член равен О . Оче­
видно, что ^ 7 ? * , ^ ­алгебры образуют многооб;>азие ( э тот 
класс замкнут относительно операторов , S и С ). Опишем 
тождества этого многообразия. 
Лемма 1 .5 . Многообразие ­алгебр иагдется тож­
. дествами: 
. С...СХ,,хх2.-- * а 1 * 0 . 
С ­ . . С х „ х 1 ^ . . . Хор* ~О , 
Г . . . £ Х , , х А у . . . »(±¿3*** О 
- о » в с л и /» *'"* * •</* * • 
Доказательство. Очевидно, достаточно описать набор слов 
из свободной ограниченной алгебры Ли,чье замыкание совпада­
ет с /? ­ЫМ членом / 7 ? ­ ряда , построенного в этой алгебре. 
Доказательство ведется индукцией ПО/» . 
2 . Объектом рассмотрения на этом шаге будет многообра­
зие (5^ , где ­многообразие р ­пар с тривиальным дейст ­
вием. Очевидно, многообразие <5^ Г задается БИТОЗДЕСТВОМ Л 
К • • • * & . Легко видеть, ЧТО/> ­пара ^ * ^ « 
тогда и только тогда , когда ву4 имеется РЯД: 
4 Л ' . . . ­Э А ­ •» А „ ^ » ­ . . ' » « 4 . ­
длины /л^/ил^из / ­допустимых подмодулей во ВСЕХ ФАКТООАХ 
которого ^ У ^ < ( / " ­ а л г е б р а ^ действует нулевым образом. 
Отметим также, ЧТО если Л ­ идеал в 6/("/%), порожден­
ный свободной ограниченной алгеброй Р/* , то идеал тождеств 
есть ¿1 . 
Докажем теперь аналог теоремы Биркгофа / 5 / для 
ТГГ я > ^ ­алгебр . 
Предложение 1.6 . /О ­алгебра Ли / тогда и только тогда 
допускает точное о ­стабильное представление, когда ^ — 
ТЛ„Г~ алгебра. 
Доказательство. Необходимость. Пусть р ­алгебра Ли 1> 
обладает РЯДОМ 
и • 7Г>, =* <&>х = » . . . = » / Я > . . э « ¿ 3 ( I ) 
таким, что /Г / г г . , Д ? Л 7 С /7>^у, ^ 7 ? / ° * " 47>%/л. Для д о ­
казательства необходимости сформулированного условия д о с т а ­
точно рассмотреть случай когда / г конечномерна. Полагаем, 
• •. ­ базис в , такой, что 
>. 1 БАЗИС в 77? г . 
Ясно, что /*сг) * • •• : < *»(/>-*) • й известно / 4 / , 
что базисом в и ­алгебре ¿¿(1*)* г д е / 9 ­ идеал, по­ 1 
рожденный элементами вида а*- а"**, являются мономы 
с?'****'• • • *'•'*'* » г д е 0*Л*-'/'-^* Введем для этих мономов, 
следуя / 5 / , понятие в е с а : если элемент ^ . « / ^ н о / 
то полагаем 41м*'<^*$ ­ вес элемента <• . Вес одночлена 
^у;^ . . . «• 2.//.^.- по определению. Далее полагаем, 'что 
вес одночлена равен минимуму весов стандартных одночленов в 
линейную комбинацию которых он раскладывается. 
Используя свойства ­ряда мокно показать , что вес п р о ­
изведения двух одночленов не меньше суммы весов этих одно­
членов. Отсюда следует, что одночлены веса ^ /* образуют в 
С&) идеал, который обозначается через кУ^ ­Б­Д Ясно, что 
Л ¿ *о и г,) - ассоциативная алгебра класса 
нильлотентными л - / . Рассматривал далее регулярное пред­
ставление , получим требуемое / } ­стабильное 
представление р ­алгебры Ли Ь . 
Достаточность. Пусть Ь допускь­от точное /? ­стабильное 
представление Покажем, что & - / 7 ? „ . / ) ( 0 ­ а л г е б р а . 
Для доказательства нам понадобится нижний ­стабильный 
ряд в V : 
^ а / „ з X л Ук =» • ••=-*<• » . . . = » И, '&> ( I ) 
где V, ^ - • 
Пусть теперь 51 к ~ подалгебра в , совпадающая о п е р е с е ­
чением ядер м ­стабильных представлешй (У'/Ь',.^»^'"З 
. Подалгебры 2 Н образуют в 1> убывающий ряд 
£ * 2Г, =» -2Г4 =» • = » ^ , = » =• -2С, х=о . ( 2 ) 
можно показать, что ряд (2 ) является / 7 ? ­рядом, т . е . 
С 2 Ч , 2*. I е 2 Т * * „ и 2^°^ 21**, . Но по условию 
„ с э , и, вначит /7~?я*о , т . е . ^ ­ / 7 ^ , ^ , ^ ­ а л г е б р а . 
3 . С каждым многообразием/ ' ­пар Ж .вязано квазимного­
образие Ж , состоящее из всех р ­ а л г е б р , допускающее точное 
представление ъЛ. В случае, к о г д а ^ ­ многообразие пред­
ставлений групя, а & ­ многообразие групп справедлива фор­
мула «ДГк £ «<лГ 'Доказательство э т о . формулы основано на 
приме не ин понятия смешанного сплетения групповой парк и 
группы / I / . В случав р ­алгебр Ли аналогичного понятия не 
имеется. Тем не менее справедлив следующий частный случай 
указанной формулы, который в дальнейшем нам понадобится. 
Предложение 1 .7 . Пусть О ­ многообразие /> ­алгебр ^[и 
над полем А . Тогда имеет место равенство: (С?* я§-*<£^&. 
Доказательство. Пусть / , * Это означает, что с у ­
ществует точная р ­пара (И, Ь)е т . е . (У, ё1^^^^. 
Пара (У3 (9*Ш) точная и поэтому & Тб)* Значит, 
Обратно, пусть I, *<5»/* Тогда в Л имеется идеала 
такой, что Ь-^ 4 < / •, где %У # ё £ . Обозначим через £ б а ­
зис алгебры 1> над К , а через ­ множество представите­
лей классов смежности из £ . Пусть такяо А ­ множество 
всевозможных произведение! этих представителей, т . е . А * 
*//1 , < * ? . Тогда и(^) модно представить з виде 
суммы: ¿7(6) * £а/ где • Ясно, что е с т е ­
ственно возншеающал лиевская пара (¿¿{6),^соответствует 
абсолютно свободному представлению алгебры У, порозденнс— 
му множеством А . _ 
Рассмотрим теперь в С((&) следующий ^/ ­ инварглнтный 
ряд: 
иш* V => Уг'' => У?»* • . . =» У*'*. . . 
где Уг% С/М Д '(У) , а & (У) ­ идеал в ¿/{6) , п о ­
рожденный р ­алгеброй Ш */. Ъ фаторах этого ряда /> ­ а л ­
гебра J действует , очевидно, нулевым образом. Пусть теперь 
V - У^рф^ Тогда пара^Р» ^ определяет свободное Л ­ с т а ­
бильное представление р ­алгебры Ли ь / , порожденное множе­
ством А , в том смысле, что дяя любой другой оящСМ,^ , 
принадлежащей многообразию е З ' / ' • каждое отображение из А 
в А1 единственным образом п;»должается до гомоморфизма 
лиевских J ­ моделей р в РА . 
Так 1сак , то каждое свободное представление 
р ­алгебры * / в многообразии < з £ точно. З н а ч и т , ^ ^ / ­
­ точная пара. Отметим также, что можно говорить о ларах 
{У^**Р> £>), так как У* Ь и |/*^ являются Ь - инвари­
антными под]ггмстранотвами V . 
Покажем теперь, исходя из предыдущих рассмотрений, что 
пара (Р, L)* ё£ к б> , т . е . р ­алгебра L допускает т о ч ­
ное представление в & * Д е й с т в и т е л ь н о , по условию 
Q^yt**»i$e и L/Cs*£>. Значит, (г0е+'/,£)е<4.*& Следо­
вательно, если рассмотреть в К ряд длины /» из д о п у с ­
тимых подмодулей: 
то по доказанному ( - ^ и * * , L)*^ к&для любого ' , что 
означает справедливость включения 
Для завершения доказательства покажем, что п а р а ^ ^ ^ У точ ­
на. Пусть ^ * £ содержится в ядре этой пары. Тогда для лю­
бого рл Р имеем т . е . * ¿{(6) Если 
теперь положить / , то Ll(b)£?(J)t и значит, 
f * ¿7(6) Тогда ^»«­ ZI ^а,%, . . , где $*А 
t А •> < 5 * %/ . рассмотрим теперь естественный 
гомоморфизм S*: IPC4^/'ик,туцкру'емый гомоморфизмом 
L—t'/C' .Получаем т.ъ. 
Но, как уже упоминалось, п&рйС'р^ */J точна и, следовательно, 
^* о . Предлонение доказано. 
4. Выделим теперь одно важное для дальнейшего многообра­
зие р ­алгебр Ли. Для этого нам понадобится лемма. 
Лемма 1 .8 . / 3 / Если L ­ограниченная алгебра Ли над 
где /А/' Р'* и х*~* х для любого и / , т о £ ­ абелева 
алгебра. 
Из леммы 1.8 следует, что тождество и*"­ «г» о задает под­
многообразие.^^ в многообразии ограниченных алгебр Ли над 
/[ . Рассмотрим теперь лиевскую парус ' /Г, Н), где К стоящее 
справа рассматривается как ограниченна" абелева алгебра Ли, 
воли /Kj- «х> , н как ограниченная алгебра Ли с тождеством 
х ' " ­ ж я о1 , если / А / * Имеет место лемма. 
Лемма 1 .9 . у *• &t ,к если / Л / * *­=» 
***(&гК)*1 ^ r ^ , е с л и / Л / < •'— 
Доказательство эт й леммы аналогично доказательству предло­
жения 1 0 . 1 . 5 из / I / . 
Переходим теьирь к доказатечьотву теорем Т.Т и Т . ? . 
Пусть поле И бесконечно. Из определения треугольного произ­
ведения /> ­алгебр Ли ясно , что 
(К"* Т,С»,Х))*(М,И) * (W) * • • • О*, И). 
Тогда согласно свойствам треугольного произведения.упомяну­
тым ранее, 
• Заметим теперь, что идеал 
тождеств 0? состоит из р ­их степеней всевозможных линей­
ных комбинаций слов вида £J с о всевозможными специали­
зациями переменных jr и г . Вспоминая правило выписывания 
тождеств многообразия * & , если известны вербальные идеа­
лы многообразия представлений JH и многообразия р­алгебр 
О ( см . / I / ) , получим доказательство пункта I теоремы I . I , 
Аналогично, если /А / • А " 1 , то v*-t(K%7^f*,Mfl* * 
и , учитывая, что многообразие задается словами вида 
£¿, £ J и , получим доказательство пункта 2 т е о р е ­
мы I . I . Для доказательства теоремы 1.2 заметим, что если 
{К ¿) ­ точное представление,,Дг> г**(¿i¿}и­кяас а л ­
г е б р , допускавших точное представление в j f f , то ясно выпол­
нение следующего равенства : у»г L, * мял-Ё*. Поэтому при/Л/»*» 
*ап(Г,(/,,кр' ' * * C < S ? *Г>« 
Так как вербальные идеалы тождеств последних многообразий 
нам известны (см. лемму 1.5) можно выписывать тождества 
г"*(Та("->М)) Бели же / Л / ЯР~, то Улп (Г, С", К)) * 
• vfés'fy'fdípf tyj-'fasty* снова по известным правилам 
выписываем базис тождеств в этом случае. Заметим, что при 
этом мы пользуемся следующим свойством: вместо переменных, 
учитывающих в записи тождеств многообразия fJ2^,t¿ , д о с ­
таточно подставлять элементы в и д а ^ ij и f» так как 
при подстановке всевозможных линейных комбинаций и р -г 
отепеней комбинаций этих слов образуются тождества, являю­
щиеся следствиями тождеств вида ( 4 ) » а также появляются 
слова Джекобсона от элементов указанного вида. Последние, 
как легко видеть, также являются следствиями первого тож­
дества из набора (4). Теоремы I . I ж 1.2 доказаны. 
Переходим теперь к вопросу о представлении Р ­алгебр 
Ли треугольными матрицами. 
Определение 1 ,10 . р ­алгебра Ли ¿ линейных преобразова­
ний векторного пространства Y над Л назьшается триангули­
руемой, если существует ряд из L ­инвариантных подпрост­
ранств о с \/t с ... с Y, S V с одномерными факторами. 
Мы будем говорить также, что при этих условиях пара(t/, ¿J -
триангулируема, а алгебра L приводится к треугольному виду. 
Теорема I . I I . Конечномерная р ­алгебра Ли / над алгебра­
ически замкнутым полем /С допускает точное конечномерное три­
ангулируемое представление с п ­стабильно действующим комму­
тантом тогда и только тогда , когда она ггоинадлеяит многооб­
разию K)J , т . е . удовлетворяет тождествам ( 3 ) из 
теоремы 1.2 . 
Доказательство Необходимость. Если р ­алгебра приводится 
в некотором представлении к треугольному виду с / » ­ с табиль ­
но действующим коммутантом, то непосредственно можно прове­
рить , что для этой ялгебры все тождества ( 3 ) выполняются 
• Достаточность. Пусть L * У<ч(Ъ С" ¡Kfl. Тогда она допус ­
кает точное представление в многообразии ^^(Н"-, £ . 
Воспользуемся тем, что если р ­алгебра Ли Z допускает т о ч ­
ное представление в классе , то все ее свободные предста­
вления в этом классе являются точными ( с р . с / Следо­
вательно, свободное циклическое представление 
• 7^(/>,к^ , где \^ / ­вербальный идеал, отвечаю­
щий тождествам ( 3 ) , является точным представлениемр ­ а л г е б ­
ры Ли ¿ . Это представление конечномерно, так как ¿/C¿)-va-
нечномерная'алгебра / 4 / . Ясно, что к о м м у т а н т а / ¿ > J в этом 
представлении действует /> ­ стабильно. Покажем, наконец, что 
Р ­алгебра Ли ¿ триангулируема. Так как в рассматриваемом 
представлении алгебры ¿ выполняется тождеотво С*%,Х,,Э. .. 
• . • СХЬ.ЛьЖ ToCx,¿J"m о для * ¿ . И з т е о р е ­
мы Энгеля заключаем, что существует /~А ¿J ­инвариантный 
ряд: 
О, V¡ с / 1 с . . . ^ *К * У ( 2 ) 
такой, что ­ множество всех векторов , аннулируемых а л ­
геброй^Г^, ¿.J, Vt ­ множество всех векторов, аннулируе 
мых а л г е б р о й / J в ф а к т о р е и т . д . Очевидно, ряд 
( 2 ) является также ¿ • ­ инвариантным рят^м. Уплотним этот 
ряд до композит иного ¿I ­ инвариантного ряда. ЩВШ p e o ­
смотреть действие р ­алгебры Ли /> в факторах последнего 
ряда, то ясно , что ядра возштающих представле1ШЙ содержат 
коммутант £¿,£,3 , т . е . в каждом неприводимом факторе д е й ­
ствует абелева р ­алгебра Ли. Так кшс основное голе алгеб ­
раически замкнуто, то по известной теореме линейной а л ­
гебры из предыдущего следует , что эти факторы одномерны. 
.Теорема доказана. 
Аналогично доказывается следующая теорема. 
Теорема 1.12 . Конечнаяр ­алгебра Ли £ над конечным п о ­
лем А (/М/с Р") допускает точное конечномерное триангулируе­
мое представление с­ /> ­стабильно действующим коммутантом 
тогда и только т о г д а , когда она принадлежит ГЛУО}, О*»^^), 
т . е . удовлетворяет тождествам ( 4 ) теоремы 1 .2 . 
§ 2 . Тождества алгебры Ли треугольных матриц. 
Триангулируемость алгебр Ли 
Зная тождества р ­алгебры Ли 7^(л>к) опишем базис тож­
деств алгебры Ли 7*(л,Ю • 
I . В этом пункте мы фиксируем поле характеристики р из 
рп элементов. Введем несколько определений. 
Определение 2 . 1 . Множеотво слов И < (К) называется 
р ­замкнутым, если 
1) г * ^  ^» 
2) К * У, $ •У—**'-, *Р»Ь»К Л ' 
т . е . \ / ­ векторное пространство, замкнутое относительно 
возведения ир-уто степень. 
Определение 2 . 2 . Р ­оболочкой произвольного множества 
слов В с- ^ С/) называется пересечение всех р ­замкнутых 
множеств содержащих £ . 
При этом слова из £ назовем р ­образующими рассматри­
ваемой р ­оболочки. 
Лемма 2 . 3 . Идеал тождеотвМ многообразия ^ » состоит 
из р ­оболочки слов вида: 
е Г " *• и Г ^ . / ' А ( I ) 
где *<,^.; « / ^ с Х > 
/с 
Доказательство. Согласно лемме 1.8 слова вида СХ,-,^Г, .1 
входят в идеал/Ч . Поэтому идеал тождеств Л1 получается вы­
шеописанным образом. 
Лемма 2 .4 . Идеал тождеств с^, многообразия / / ? „ . , , / > 
состоит из р ­оболочки слов вида 
С ••£*„ хх7. • • X. 7 \ ( 2 ) 
и слов вида: 
£ . • с х„ у*­? ­ • * < ^ . ; ^ 
' у ё * ' . где ' / > * : ' ­ ­ < ^ « / » , 
а вмеото У,- стоят всевозмоиные слова из Р\ . 
Доказательство. Заметим вначале, что идеал тождеств 
многообразия /Пя*^^ состоит из р ­оболочки слов вида ( 2 ) 
и ( 3 ) , у которых #£ * РА&Х Действительно, коммутирова­
ние слов вида ( 3 ) с любым элементом из Р/> приводит к с л о ­
ву вида (2 ) с соответствующими специализациями переменных 
х".* / . Далее, выписывая по известному правилу идеал 
тождеств многообразия 1 Г * , получим искомое утверж­
дение. 
Лемма 2 .5 . Если элемент и ' * ^ ' " ­лиевское слово , 
то . 
Доказательство. Эта лемма доказывается стандартными р а с ­
суждениями. Вначале рассмотрим фильтрацию алгебры & 
определенную подпространствами К>• • » ~ ^ у 
» р V. . . * Ау, *91, где Р ­ подпространство, порожденное 
всеми произведениями *' элементов, взятых и з / ' " . Имеем 
Лв«=­ ^ себ-^с^... рассмотрим, далее, коммутативную 
алгебру# гГ/ОС~)* £ , Умножение в ¿7^) 
определяется покомпонентно формулой (а. * * --
Пусть г » ^ ~~ < ^ ­ / , Тогда «*' * ^"Р^*.-, и 
^ " л * "С*"~' . Но А " * * « . Значит, 
¿7"*­ . Так на.; ^ # <&'<Г/ Е~)?=- УСХ~), а последняя алгеб ­
ре бея д е я т е л е й нуля, то ¿ 7 ­ ¿7 , т . « . 
Противоречие, значит г е> . 
» 
Следствие 2 . 6 . Бели элемент * ' » . / ; * • , ' * * ' . . . * 
где А , а.­о /У' , л , ^ < » . то он представим в виде линей­
ной комбинации слов Дкекобсона от элементов вида: 
А < , / ? « . , . . . А <П , ( 4 ) 
где р.'*.- . 
Доказательство. По известным соотношениям, связывающим 
операцию возведения вр ­ую степень с операциями в ассоци­
ативной алгебре характеристики р , имеем: ^ 
^ щ ^ ^ 4 **** 'А*'?* 
+ слова Дкекобсона от элементов вида ( 4 ) . В силу сделанных 
предложений элемент^/*, и/** * ••• *ш/'*,~'1)/> является лиевс ­
ким словом. Но т о г д а ^ согласно предыдущей лемме, / г , Г * 
•• +Р,*/* * о . Это доказывает справедливость у т ­
верждения. 
Переходим теперь к описанию тождеств многообразия 
У**(Т&->Ю)в случае конечного поля. Ясно, что для того 
чтобы выписать тоадества, которым удовлетворяет алгебра Ли 
Т(/*^Н) , тд,е/#/»рт , достаточно уметь выделять все 
лиевские слова из вербального идеала , соответствующего 
многообразию &р . 
Первую серию лиевских слов из легко получить, подстав­'•. 
ляя в слово вида ( 2 ) вместо переменных У,- элементы вида 
и^**­ *.• и /Г&&!Л*1. Покажем, что слова из этой серии 
образуют базис товдеств многообразия' ' ' " ' ' 
Действительно,при подстановке в слова вида ( 2 ) элемен­
тов из идеала М мы получаем линейную комбинацию олов, я в ­
ляющихся­, как легко видеть, следствием тождеств из первой 
серии. Вели теперь рассмотреть всевозможные коммутаторы 
слов вида ( э ) с элементами алгебры ^ , то мы тайке не 
получим новых лиевских слов : эти тождества получаются из 
слов вида ( 2 ) с соответствующими специалиациями вмеото 
ц1 , так как длина полученных коммутаторов , а по 
составу переменных они также соответствуют следствиям 
слов из первой серии. Наконец, если линейная комбинация 
слов вида ( 3 ) является лиевским словом, то согласно след ­
ствию 2.6 она яЬ­'летЬж линейной комбинацией р-* степеней 
слов Джекобсона от элементов £...£х,, х 4 _ 7 . , • Х/А)-1 , 
с... с * „ х ^ . , . х « ^ ; ' * * . . . . ^ 
Но слова Джекобсона над полем характеристики р> имеют 
длину р . Поэтому мы снова делеем пывод , что рассмат­
риваемая линейная комбинация является следствием слов из 
первой серии тождеств. Таким образом доказана теорема. 
Теорема 2 . 7 . Если поле А ­ конечно (¡N.1 то ' 
УЖ (Т(/>•,%)/ задается тождествами 
С .Сх„Х^. • • ­ 7 * ( 5 ) 
• л 
где вместо X,­ стоят элементы вида £.: ­ 2 , ­ или^Х­^д­^7 
2 . Если поле А ­ произвольное, то для алгебр Ли над А 
можно доказать аналог теоремы 1 . 1 , следуя приведенной там 
схеме доказательства. При.этом подчеркнем, что с о о т в е т с т ­
вующие свойства треугольного произведена представлений а л ­
гебр Ли (см. / 2 / ) и операций к и — » переносятся на р а с ­
сматриваемый случай без изменений. 
Таким образом справедлива теорема. 
Теорема 2 . 8 . Если А ­ поле , то 
,*т ) / ¿5"** & . е с л и / А / * 
& , е с л и — , 
где 6?" - многообразие /> ­стабильных пар над А. 
Пусть теперь поле А ­бесконечно. Согласно теореме Бирк­
гофа / 5 / , & •* ­ многообразие л ­ / ­нильпотентных 
алгебр Ли. Поэтому, учитывая теорему 2 . 8 получаем: 
Тем самым­доказана теорема. 
Теорема 2 . 9 . Если поле А ­бесконечно , тою*(Тс*,^за­
дается тождеством 
С-Сх,,ххЗ...£:хЛл.„хЛл£1*о ( 6 ) 
3. Рассмотрим теперь вопрос о существовании триангулиру­
емых представлений абстрактных алгебр Ли. 
Имеет место теорема ( о р . с теоремой 1 . 1 1 ) . 
Теорема 2 .10 . Конечномерная алгебра Ли над алгебраи­
чески замкнутым олем допуокает точное конечномерное триан­
гулируемое представление о /» ­стабильно действующим ком­ 1 
мутантом, тогда и только тогда , когда она принадлежит мно­
гообразию уап (Т(*,К)}, т . е . удовлетворяет тождествам ( 6 ) 
из теоремы 2 . 9 . 
Доказательство. Необходимость сформулированных условий 
очевидна. Переходил к доказательству достаточности. Так как 
алгебра ¿ (Т&>,/ф , то коммутант О ¿2 является 
нильпотентным идеалом в ¿4 . Пусть &еФО и £)еУ о , т . е . 
в О имеется нижний центральный ряд 
обрывающийся н а . с у / шаге. Через этот ряд проводим упоря­ " 
доченный базис , который продолжается до базиса алгебры / * 
с сохранением порядка. Пусть < ­ построенный т а ­
ким образом базис . Далее, для всякого набора целых неотри­
цательных чисел • • » положим П * &'£4? 
г д е множители берутся в порядке заданном в базисе . По 
теореме П-Б - ¿3 такие стандартные одночлены образуют 
базис в и (С). Теперь введем понятие веса для элементов 
ис У (Ь) . Если <• * О "** то весом леъ) элемента 
<• считаем число 3 . Вео элемента *н*4**0 считаем р а в ­
ным О . Вес стандартного одночлена х л еоть ^ , где 
3: ­ веб <. . Вес любого элемента из ¿/£0- минимум в е ­
с о в стандартных одночленов в линейную комбинацию которых 
он раскладывается ( с р . также с предложением 1 . 6 ) . 
Обозначим через к/ ­вербальный идеал в ¿/¿¡6) с о о т в е т с т ­
вующий словусх,,Х г Т-- • £**,.Лг2 Яоно, что веса элементов 
идеала больше, либо равны /> . Отсюда следует, что \л//Т&о 
Для дальнейших рассуждений нам понадобится также другой 
базис в Ш*>) (см, / 4 / ) . Напомним его построение. Извест­
но , что если £ ­ конечномерная алгебра над полем характери­
стики р 1о , то для любого элемента а*4 существует такой 
/ ­ многочлен "»« Ы) , что (а) гфивадлежит центру 2 ал­
гебры Если теперь «?, < , ­ построенный выше б а ­
зис I и р - многочлен, для которого Л\С*;)* «V * * 
причем * Ь р т о €..*^Тмг , г д е и^^бГ^', То­
гда в силу леммы 5 ,4 из / 4 / элементы 
* / ' а/Ч • • < ч • • #Л */>"'' <7> 
оораауют базис в ¿¿(4) . Отсюда следует, что и д е а л а в #¿¡4 
порожденный элементами , имеет с нулевое п е р е ­
сечение. 
Покажем теперь, ч т о ^ / и ^ Л ^ г ? . Действительно, пусть 
ненулевой элемент & Л представим в виде: -&£+wt , 
ustlr , Запишем элемента в виде: 
где*^ , £ ­ элементы из базиса ( 7 ) , в записи которых у ч а ­
ствует , по крайней мере, один из элементов и JC^)^-^ 
тт.К*Г, S{f)*f>t для Тогда S - f ^ g * < V ~ ­
Но вес правой части последнего равенства . » v » , а левой ч а с ­
ти « v » . Значит Z<*,4 *<*/-е>) т , е . ^Z~,y £(противоречие). 
Так шя.$г1»//п i, * &t то имеется каноническое вложение в 
ассоциативную алгебру Так как по теореме Ивасава 
J£/$ ­ конечномерная алгебра, то оегулярное представление 
(gg'tU/, £j определяет точное" конечномерное представление о 
п­стабильно действующим к о м м у т а н т о м Л > , . Далее, рассуж­
дениями ышогичннми теореме I . I I доказывается триангулируе­
мость алгебры Z в этом представлении. Теорема 1.10 доказана. 
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Г.В.Пмвоварова 
РКИИ ГА, МАИ 
РЕШЕТОЧНЫЕ ПАРЫ 
Поотэновка задачи 
Будем рассматривать представление (А,Г) , где А ­
множество ИЛИ линейное пространство, а Р есть множест­
во , ИЛИ полугруппа, или группа, или ассоциативная алгеб­
ра ИЛИ алгебра Ли, действующие на А . Возможно также, 
что (А,Г). - групповая пара. 
Во всех втих случаях имеем следующие решетки: 
Si s S (А ) - ранетка воех подмножеств ихи подпрост­
ранств в Л и !>\ - S( Г) - решетка подмножеств в Г* 
или подполугрупп в Г и Т.Д. 
С другой стороны, можно рассматривать решетку £(Af) 
подпар пары (,/1,Г). Элементы этой ранетки имеют вид 
(6,2), где в е Л , Z £ í£ ' и b инвариантно относи­
тельно действия JL . Боли В - произвольный элемент 
в Ь', , а %_<=. S¿, то всегда определено 2. ­ замыкание 
Й до инвариантного относительно Z. элемента в S t . 
Наша основная цель ­ научение при тех или иных пред­
положениях решетки подпар о ( А , Г ) , При этом целесооб­
разно стать на некоторую общую точку зрения и рассматри­
вать пары ( $ ' и составленные из двух ренетов Si 
и Si , причем каждый объект решетки ¿ i действует в 
ранетке *>'i в качестве операторе авмыхания. 
Расшмотрим .­оответствую^ую аксиоиатнку и приведем 
приложения. 
Пусть даны две решетки и £ х , Определим дейст­
вие решетки £д. m , т . е . каждой паре элементов 
г да £ t , é ¿ Ял сопоставим определенный элемент 
q(,£ Sí м при атом потребуем выполнение следующих у с д о ­
1. Û C û é 
2 . ( a é j é ­ * é 
3. (a4üax)é-- a,6uüj 
Эти три условия определяв! дейотвие элементов 5*х ва 
S'y в качестве операторов замыкания. 
Заметим при этом, что аксиома ( I ) может быть записа­
на в виде тождества 
Иа аксиом 1­3 сразу следует 
Предложение I . Если й с й ( , и с ®Ь< 
В самом деле, т . к . ¿ ? c £ ? / , то имеем (Xf-'CiiUU 
м по акоиоме {}) (Cr,UÛ)é ~ûèuû<è ~'a>f> 
т . е . Ctê<=a,6 . 
Будем рассматривать еще некоторое другие ;оловия. 
4 . Воли­ <^é¿ , то ° . 
Акоиома ( 4 ) равносильна следующему условию: 
Действительно, воли (dêi)px с Û\(>1 Obi) , ю , 
записав V Л " " 4 е Рвввнотво e¿ - êi и êi • , получим: 
Пусть теперь наоборот, дано, что (¿^t^-^Oéi^-^'x, 
тот ¿i <z éi ü é¿ и значит, aêi^ a ((¿i v ¿x) 
Так как éi éiU&¿ , то для Q<c н - Q<c4 применяя 
i t с и $ц , получим (aé<)fac (aé,)(éiU еЛ) . 
Ко по предложению I , применяя к (Х&4 с- Ct(í,u Íz) 
ijU 6l , получим 
(а$1 X&V hfcfaUbMiMi Uê2)>(3 {Í4 Uêi). 
Ва чего окончательно следует 
(aéf )éz *ú6t éz, (o é i 6 Í ) é 4 éi. i f .д. 
6 . Множество таких элементов обладает точной верхней 
гранью, совпадающей с Q(éi У é¿) . 
Нетрудно видеть, что аксиома 5 есть следствие аксио­
мы 6 . 
n.{^i)íi - a(é,u$x). 
Это более сильная аксиома, чем 5 и б и выполняется 
не всегда для рассмотренных выше представлений, но спра­
ведлива для случая, когда, например, Г - абелева груп­
па. Мы ужа отметили, что ' аксиомы 1­4 определяют многооб­
разие пар (S',, 5*4}• Аксиомы 1­5 определяют квазямвотооб­
рааие. Для указанных выше пар выполняется также набор 
аксиом 1 ­ 4 , 6 . 
Понятно также, что набор аховом 1­4 , 7 задает снова 
многообразие. 
Если существуют минимальные элементы с в ^ i ^ 
в £ А , ю для 4(aeS,) Q6--Q ш'о-е*0ж 
Отметим, что для пары ( 5 * у > Sx) о набором аксиом 1­4 
справедливо 
Предложение 4 . (Q$>,)$i Ué^-úiéiU&±) . 
Доказательство. Так как bi <г &t О 0>L , *о по 
аксиоме 4 имеем: об/ £ ü ( i f U 6л) ж% применив и этим 
нножествам í, U $¿ , из предложения! получим! 
u$i(éiu6í)c(a(6,Uéí.)Hb(/éi)' a(Í4 UU 
С другой стороны, (X с. О é< и опять во предложении I 
имеем: ­
a(éi04í)<=(Q61)(íi следовательно* получим 
нужное равенство. 
Пару {¡>i, ?а.) о введенными для вее аисиомами 1­5 
мы будем называть решеточной парой. 
Пусть теперь имеется произвольная речетва о и на 
Вей определены операторы аамыкавжл, т . е . <•/ . S* S 
и при втом для V ( ^ e S ) 
i)a ст а ^ , 
Множество всех операторов замыкания на Ь обозначен 
На множестве /7 ( 5' ) устанавливается отношение поряд­
ка! Ч1 с « / 4 , если для \/ (ае 5 ' ) а Л <=• 4% • 
Теперь можно ввести следующую операгию сложения на 
#"(5*,): *Л + V'£ есть точная верхняя грань операторов 
Ч>4 1 ^ , т . е . для У О ! 
2 ) вели У*,у 4 «£Г I / , то Ч < * УА сГ Ч/. 
Вопрос существования точной верхней грани V, и 
в случае произвольной решетки 5' проблематичен, но если 
$ ­ полная решетка, т . е . в ней определено объединение м 
пересечение любого числа элементов ( т . е . в ней существует 
точная верхняя и точная нижняя грань ее элементов), то 
можно показать существование точной верхней грани для т< 
щ ^ в ад. 
Для этого будем считать, что V* + УЛ действует с л е ­
дующим образом л ( ч1) + 4 ^ Пйл , где О л ^ С) и 
Л ­ замкнуты, т . е . с ^ У , ­­ ^ -.. йл /г ­­<?«<. . 
Теперь проверим следующие два условия: 
1. Определенный таким образом оператор У7, * /г , 
есть оператор замыкания. 
2 . ^ * ^д. есть точная верхняя грань 
Оператор ^ г ^ е с т ь оператор замыкания, еслм 
I ) а (^4 • ) =>а; 
Первое условие выполнено,т.к. Л содержит и , 
2­ое н 3­е условия также достаточно очевидны. Чтобы + 
был точной верхней гранью ^ , и ^ убедимся, что 
« 1 / . < Г ^ , 4 ^ , с 
2 ) ^ = ­ > ^ , ^ х 
для V ( û e С ) а ( Ч , + ^ * . ) « О ц . . , где e u = > я 
i Q j l ^ ^ û t ^ t т . е . û^^a^i при V</­ , значит 
Из 2 ­ г о условия имеем, что для 
Это значит, что Ц| ­ замкнуто. Но * .^J=A? , 
где tf^t­ и Clx^Q . Множество tf^ =>с7 и YV ­
замкнуто. Следовательно, Q^~^> (\C\<L , т . е . 
ч*, * % Ç ^ . 
Таким образом, множество <JY5* ) стало полурешеткой. 
Если теперь вернуться к решеточной паре ^ ) » т о 
нетрудно заменить что элементы оя, действует в У/ ана­
логично операторам замыкания на о, . Возьмем полурешет­
ку и 38дадим отображение ц: S2 —*• *$~(S<) 
по такому правилу: 
, где для \/(a<£Si) tf­vbaé . 
Можно показать, что отображение /V сохраняет опера­
цию сложения в т . е . И является гомоморфизмом 
полуреиеток -Т( S'y j и й по сложения­.'. Проверим, что 
а , с/ ^ J " ­ (У « у * , т . е . а # , с hnaftMfl 
По определению JU 4(%jU&x>)f4 -Ct((>i Ub-i ) . По опре­
делению суммы операторов Q (fafU&j,*4) ­ С\С\л % где 
ах ^> а и 4 i*V ? QrA , t « 4.1 . Так ^ " с : U (p3f% 
то a(i,uixy --а($;и1л)^а(4?и£лу. 
Надо показать теперь, что tff^f О Ьх)^ С\ dx , где 
# х обладают указанными выше свойствами. Но О ^.Ctj.. 
Так как О/. Giij- замкнут, то (l(t>i V t> i) 4л. при 
любом X . Значит <э(# / С ё^)^ . 
Отсюда'следует также, что /Ч сохраняет монотонность. 
Можно было бы ввести в i$T($,)операцию пересечения 
операторов замыкания, приняв за </ f их точную яиж­
нюю грань, > сделать **(Si) решеткой. Во прн атом Н на 
сохранило бы операцию пересечения т . е . /> ва стало бы г о ­
моморфизмом решеток S*j и Jf(bt). Это видно яа следув­
цего п р и о р а . 
Пусть дяна пара (A pAi (Л ) , где А - двумриов 
векторное прострянмво . Возьмем Z Z* ( <d)<tt /\ 
причем 
1ф!Щ ММмШ-
линейные оболочки ¿ 1 и ¿ ~ е с т ь множество воех диаго­
нальных матриц. Тогда, поскольку &• 2. - 6" ¿ ¿ > , 
«о ZY • действуют одинаково как оьераторы, но их 
пересечение есть единичный оператор, т . е . 
Такии образом, каждой решеточной паре ( Ъ 4 у Ъг)отве­
чает гомоморфизм полуреиетек /У : S(b'i) • Но 
верно и обратное, а именно, если имеются две реиетки íT/ 
и S*¿ и существует гомоморфизм полурешеток 
/ у : S ц S ( $ i) , то ему отвечает решеточная пара 
(Si , S'j ) , где действие определяется так: д л я ( а , 1 ) 
где а_е Ü<, # < £ £х ,QÍ^aíH. 
При втом выполнение аксиом. 1­3 сразу следует из о п ­
ределения оператора замыкания, аксиома 4 следует из т о г о , 
что гомоморфизм Н сохраняет монотонность, а аксиома 5 
верна потому, что р оохраняет операцию, т . е . 
Пусть теперь имеем две решетки, '£>/ и bj и опреде­
лено действие на S \ , подчиненное аксиомам 1­5 . 
Возьмем нножество. $' пар (а, &) , где é <= $>i , 
•aeS,(é) • и 
На множестве Ь введем следующие две операции: 
2 ) f e , , * J i / < 2 i * . . ¿ J - (Шол)(е,и4л), i t < / / J , 
Предложение 5. Нножество $ о операциями I ) и 2 ) 
есть решетка. 
Доказательство. Проверим сперва, что (d,,í,)^ \u¿, 63 ) 
'(о,Пй^ 6,П(х)€£> Нам нужно показать, чтой,/?.<и 
будет éift&t ­ з а м к н у т о . Но множество о, tiñix -
замкнуто и a¿ é,ñ&z - замкнуто. Тогда по предложению 
3 следует, что a, ñ Qx ¿ifiíi ~ аамкнуто. 
Теперь будем последовательно проверять аыполаение 
аксиом раветки. У ­ у 
идемпотентность: X = у ( и Л "А ~Л 
1аЬ коммутативность: ХНУ-ЧОХ и ХиУ*УиХ . 
Z. * ассоциативность: . _ 
Lu поглощение: , ••• ,„ 
хщхиу)*х ж-хи(хпу)*х . 
Проверяем Lt I 
üi Q>4 - замкнуто. Для пересечения выполнение этого 
свойства очевидно. 
z(ai ßt ) u №u №я пересечения это свойство о ч е ­
видно. 
Рассмотрим Li, по объединению. Левая часть : 
* (а, {l< Uht U$i Maß, UtsXMit U V 
U(ab(L Ufa )(ii vi*. Ut}). 6, UiiUfa)-
i40t>i,Ut3) • 
Правая часть : 
4adiiUil)üax(tiu$1)bab)<(>iuiJi0ibl liüitUl*)-
" laß, Ut, uiMtfauii uiih?i(Mi 1 из\<o,( Ч**$г9 
t . e . U з по объединению выполнено. 
Последние переходы в двух предыдущих равенствах в о з ­
можны на основании предложения 4 . 
Léf ­ аксиома поглощения I . 
<a,,é< )<%«<•, е<Ш .ét)) - ЫаиШх Л */<Ж W K 4<> 
\ (а< (éi U ел Ш (Ь uét )П(а,,е,)-
- ( р (éi U éi) иал (С, и i* ))ñQfAt>'Uét)nk)* 
Так как Л Ué¿) , t o ú4éiUÍi)-Q,Ucn(buéj. 
Тогда ai(ii UÍt)Uüx(i,Ult.) - (üt va, (Si UéúOax (éiüéi): 
*aMa* (éioixjUOi (¿/ Uix )) '-Q, Oq , где 
Q*at(61uéi)ual(é1U¿i) . Таким образом, 
(ÍQtUQ)^Q,.éiy(a,,h,) • ffifi(fl,ÜQ)ñat'Oi 
по аксиоме поглощения для S ( . 
Аксиома поглощения 2 . 
(аМи((а<,е,)П(а31 libfaAiPtaflQ* )**n**r 
ФМъиъММЬЛЬ 6 u(éi Пен))-
Ío.,4*,éi)-(afJ<). • 
Замечание. Соответстрие v/; (q, &) ­ » # есть эпи­
морфизм решетки ­ S' на решетку £*¿ , т . к . 
k t X ) 1 fe, * f Л ¿A • • * » ­ о б р а з ц е . ) 
• « i ­ образ ( в Д | ^ 4 ) . 
В самой деле: 
(о., Цп(риех)'(о<паАА,п(а)% 
М « ) •/Ьл. éih Oút)(íiOiil iiüéi)-~lиел. 
Отсюда сразу следует*. 
Предложение 6 . Дли t o r o , чтобы решетка S была моду• 
лярна (дистрибутивна) необходимо, чтобы модуляряа (дастри­
бутивна)была решетка. SJ, . ­ T 
В дальнейшем уоихин условие * на действие » ¿ в Я, 
ж заменим его условием: 
Следствие аксиомы ( 7 ) . . 
Если й & ­ замкнут, t o Q{bUi^)^b4 • . 
П. 
Будем теперь рассматривать произвольную пару САХ). . 
и в качестве решеточной пары £х)бврвы r-SCAj, St- Sir), 
и тогда реаетка Я есть 
У (АЛ-
Теорема I . Если в существует хотя бы один э л е ­
мент а , который не инвариантен относительно Г , то 
£ 5 S ( Л , Г ) не модулярна. 
Доказательство. Предположим противное, т . е . что Я 
модулярна. Тогда сразу следует модулярность решеток $4 
ж $1 . В силу модулярности £ должно быть для любых 
трех пар (О*, &<) , (Оз., t>i) и (Оъ ш $ 3 ) таких, что 
& i ) с (&з $>ъ) выполнено равенство 
( ( ( i , ) < J i / ( t f . ! ( J / l ( t f i J j K 4 i # . ^ K ' ' j ( ^ 
Для удобства упростим зто выражение, преобразовав 
левую и правую части с учетом модулярности 6 \ и 5а. . 
Левая ч а с т ь : ^ , , ^ ) ^ , ^ ) ^ ^ ^ , ^ ) ­ ­ ^ ^ ! ? , ) ^ ^ , 
Правая ч а с т ь ф , , ^ ) и ( ( ^ ^ 2 ) П ( а ь $ъЩМ<4Па^П^У 
=((аЛиШг))и(а1Па-,Ц1)Л1и(М1,ъ)). 
Так к а к ' ­ модулярна, то 
для 0о\ . Поэтому вместо исходного равенства доста ­
точно рассмотреть равенство 
Выберем три такие пары (^,t) , (0,f) , (A ,t) . 
Тогда левая часть в равенства <§) равна а-Г , а правая 
часть равна 0 . Так как (3 не инвариантен, то а Г * а , 
т . ь . условие мдулярвости для Я не выполнено (тем более 
нет дистрибутивности). <^ 
Лемма. 5 ­ ^ 1 * S . тогда и только тогда , когда 
выполняется для У(й<£ 5'-/) и ^ ( б € & * 4 ) равенство 
аЬ --а . 
Доказательство. Достаточность понятна. Необходи­
мость следует из того , что (<И,Г)€ 3 , к в л д л я 
Теорема 2. Для т о г о , чтобы £ " 5* ( 4 , Г ) была 
нодулярна, необходимо и достаточно, чтобы $~ $1 х Ьц. 
и $\ и ^'х были модулярны. 
Доказательство. 
Необходимость. Пусть 5* ­ нодулярна. Это значит, 
что для V {а € 5 <) а С -О . н о тогда . 
Так как — 5', < е , а Ъ'х^ С * ¿1 , то из моду­
лярности 5* следует модулярность и Эх . 
Достаточность. Пусть 5'< и 5^ ­ модулярны и 
5*« * 5*£ . В силу модулярности £*, и "ги можно 
пользоваться сразу упрощенным условием модулярности. Про­
верим его для произвольных пар(а,^,), {и± £2) , (<*ь, 4>ь) , 
где 4<Я аз , 4, ^ ёь . Т . к . * 5 * , то в 5 
делит подмножество ((1,Г) для У(о £ ) , т . е . любой 
элемент СХС^ч замкнут относительно любого элемента на 
£х • Поэтому упрощенное модулярное равенств" примет вид 
. (а,иаЛ)Пй,:0,и(агПй3), 
справедливость которого сразу следует иэ модулярности р е ­
шетки ^ / . 
Замечание. Теорема 2 дословно формулируется и дока­
зывается для свойства дистрибутивности решетки Ь* • $(А,'). 
Бели в качестве исходной пары рассматривается линейная пара 
(А , Р ) ^ ~ линейное пространство, Г - группа, 
которая на А действует линейно, то из теорем I и 2 
сразу получаем 
Следствие I . Воли (Л ,Г)- винойная пара, то для т о г о , 
чтобы ? ( Л / 1 ) б ы л в нодулярна, необходимо и достаточно, ч т о ­
бы 
1 ) 5 ( й / . $ (Г') были модулярны , 
2 ) каждое подпространство в А само было инвариант­
но относительно Г . 
Такии образом мы свойство действия для линеьаой па­
ры (Л,Г ) смогли выразить черев свойство модулярности 
решетки * г £ I f ) . Заметим, что величие минималь­
ного элемента в 'a i в случае модулярности или дистрибу­
тивности решетки $ существенно влияет на свойства 
действия Г в А . . Действительно, в случае пары(Л.Г) 
где А ­ множество, Г ­ г р у п п а , дистрибутивность или 
модулярность решетки 6* влечет по теореме I тривиаль­
ность действия Г в А 
Но мохво ввести ограниченную дистрибутивность или 
ограниченную модулярность в £ . Тогда возможности для 
действия Г в А несколько расширятся. 
Для решеточной пары (С,, Сбудем говорить, что ее ре­
шетка ограниченно дистрибутивна, если она дистрибутивна ­
для всех пар, кроме пар вида (с Л) , где О ­ минималь­
ный элемент в £ , , а & ­ любой алеыевт a S*i . 
Теорема 3. Если для пары (А,Г) , где А ­ множество, 
Г ­ группа, £ ­ ограниченно дистрибутивна, то Г 
действует в А транзитивно или тривиально. 
Доказательство. Предположим, что действие Т1 ж А 
не транзитивно и разобьем А на непересекающиеся орбиты. 
Пусть для простоты А ­ U , U Hi , где хотя бы одна 
на орбит содержит на менее двух элементов. Пусть, например, 
Нх» £/l< ki\ • Возьмем теперь следующие три пары ре­
Проверим дал­ них выполнение условия дистрибутивности. 
В оилу днотрибу"чвности $i можно упростить выражение 
(I) . Для этого преобразуеи отдельно левую и правую част 
равенства (I). Девая часть будет выглядеть такая как для 
прообразованного модулярного равенства, т.е. иметь вид 
к правую честь прообразуем сяадупдам об рвя ом: 
Правая часть: 
Г а , п а а , 6 , п « з ) и ( а д . п а 1 1 Ь х Л ^ ) = 
Левая часть: . . 
Правая часть: 
Следовательно, правая часть равна ^ . 
Так как 4 Ц\ , то условие дистрибутив­
ности не выполнено. Поэтому,либо Г действует в А 
транзитивно,либо каждая орбита содержит не более одного 
элемента, т . е . Г ­ действует в А тривиально. 
Дадим теперь определение ограниченной модулярности. 
Реиетка 3* решеточной пары ( £ ( < ^ н а з ы в а е т с я ограниченно 
модулярной, если £ модулярна для всех пар, кроме пар 
вида ( 0 , 4 ) , где 0 ­ минимальный элемент в ъ Х . 
Теорема Если в паре (А , Г ) , где Д ­ мно­
жество, Г ­ группа,решетка £ ограниченно модулярна,то 
Г действует к Д транзитивно шли тривиально. 
Доказательство. Предположим, что Г действует в А 
не транзитивно. Тогда А можно рассматривать как объеди­
нение Г ­ орбит. Для простоты предположим, чгоА-Н,иН1 
и пусть Их. содержит не менее двух элементов. Теперь 
возьмем 3 твкмх пары: 
( в » . 4 | ) " ( Л . * ) -
Проверим для и х условие модулярности (*?) : 
(СЦ $ i U o 1 t 4 )Л<3» * А ­ м и о в а левая ч а е » . 
CM<u(n)U/­/< ­ « к о м "Рввви ч а о » 
равенства ® , что противоречит условии модулярности 
решетки ^ . Значит, либо Г действует в Д траази­
тивно, либо каждая орбита содержит не более одного элемен­
та , т . е . Г действует в А тривиально. Отсюда получаем 
Следствие 2 . Пусть пара (А , Г ) , где Д ­ мно­
жество, Г ­ труппа, действующая на А транаитивно,имеет 
ограниченно дистрибутивную реветху 5* • Тогда каждая 
подгруппа в Г действует на А либо транаитивно либо 
тривиально. 
В самом деле, пусть I ­ подгруппа в Г . Предпо­
ложим, что (А , & ) не транзитивна в не тривиальна. Тогда 
обобщенная реветка £(оЛ) не может быть ограниченно дис ­
трибутивной по теореме 3. Но так как G(q,&) ~ подреветка 
в а ( Д , Г ) , то и 5 не может быть ограниченно дистри­
бутивной, что противоречит предположению. 
Теорема 5. Если дана пара (.4,Г), где А ­ множество, 
а Г группа, действующая на А транаитивно, то 
1 ) С ограниченно дистрибутивна, если дистрибутив­
на 5*1 , 
2 ) S ограниченно иодулярва, если модулярнв SI . 
Докажем первую часть. Выберем произвольные три пары 
где Oil e. bi , £ Si . При этом, если 61 ( дейст­
вует на А транаитивно, то Qij оовпадает о А . Для 
действующих подгрупп возможны следующие ситуации: 
• Iii • tc 3 ­ вое три действуют треазитив­
но , 
2 ) Ii, % $l2 « ¿ ¿ 5 ­ вое три действуют тривиаль­
но , 
3 ) (¡¿4 , êti действует транзитивно, bib ­ три­
виально, 
*) il^ » ¿¿3 действуют транзитивно. Six, - три­
виально, 
5 ) 1<д * &'з действуют травзитивво, êt'< - три­
виально, 
6 ) действует транзитивно, £сх % éii ­ три­
виально, 
7 ) действует транзитивно, tit , ­ трм­
виально, 
8 ) êî$ действует транзитивно, Щ, , & л ­ три­
виально. 
В каждой из этих случаеввыподняется упрощенное д и с ­
трибутивное равенство; л . 
Проверим, например, для случая 3 . Здесь имеем три 
такие пары: . . 
(Atêi4)>(A,bt)-:(iïi. te*). 
В левой части для этих пар получим ai3 , а в правой 
части объединение ûl3Udii » т . е . снова Qib . 
Аналогично проверяются остальные олучаи я доказыва­
ется вторая часть теоремы. 
Из теорем 1­5 получаем такой результат: 
1 . Для т о г о , чтобы реяетка $(А,Г) пары (А,Г) 
была ограниченно модулярна необходимо и достаточно, чтобы 
1 ) группа Г обладала модулярной структурой подгрупп, 
2 ) группа f действовала на А транзитивно в при 
атом каждая подгруппа в' Г действовала транзитивно идя 
тривиально или группа Г действовала на А тривиально. 
2 . Для ограниченной дистрибутивности решетки Я яа­
Р« (А ,Г) необходимо в достаточно , чтобы 
1 ) группе Г была циклической влв локально цикличес­
кой, 
2 ) действие Г было таким же, как а предыдущем случае. 
3) £ i t , действуют транзитивно, tfi ­ тривиально, 
4 ) , действуют транзитивно, ^ J T ­ тривиально, 
5 ) ^ , действуют транзитивно, £ ­ тривиально, 
Ь)£ / х действует хранзихивно, ^ , ^ ­ тривиально, 
7 ) Л 4 действует транзитивно, / . f , ^ ­ тривиально, 
8 ) действует транзитивно, ^ , ^ ­ тривиально. 
В каждой из эхих случаев выполняется упрощенное 
дистрибутивное равенство: 
Проверни, например, для случая 3 . Здесь имееи три 
такие пары: ^ 
В левой части для'этих пар получим , а в правой 
части объединение ^ <*.­л , т . е . онова . 
Аналогично проверяются остальные случаи и доказыва­
ется вторая часть теоремы. 
Из теореи 1­5 получаем такой результат: _ 
1. Для т о г о , чтобы ренетка SCdff) пары (А,*/ 
была ограниченно модулярна необходимо и достаточно, чтобы 
1) группа Г обладала модулярной структурой подгрупп, 
2 ) группа Г действовала на / I хранзихивно и при 
эхом каждая подгруппа в Г действовала хранзихивно или 
хривиадьно или группа / " действовала на /4 тривиально. 
2 . Для ограниченной дистрибутивности решетки S 
пары ffiit rj необходимо и достаточно, чтобы 
1) группа Г была циклической или локально цикли­
ческой, 
2) д е й с т в и е / " было таким же, как в предыдущем 
случав. , 
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1ВДХЮ0РТНЫЕ ЫУЛЬТИОПЕРАТОРЫЫЕ ГРУППЫ 
Цель настоящей заметки ­ привести предварительные 
сведения об идеалах в многосортных мулыиопера торных груп­
пах. Соответствующие общие конструкции будут применяться к 
представлениям групп, колец, алтебр Ли, автоматам, супер­
алгебрам дм. 
I , Многосортные мулыиоператорные труппы 
Пусть (Я. 9 (Ас ) - многосортная алгебра с набором 
операций |/Ь , где каждая си й Л имеет свой тип 
С » (<• ' / . . \) • Будем с ч и т а т ь , что кажт^е множество 
Ас, является группой к в аддитивной записи выполнено 
условие 
Ос,0сксо'0/ 
для любой операции Со типа ((*»' • • • . С* I) 
В этом случае будем называть такую многосортную алгебру 
многосортной мудьтноператорной группой или многосортной 
Л ­группой. Примерами таких многосортных групп явля­
ются представления групп, колец, алгебр Ли, линеЛные груп­
повые автоматы, оуперахгвбры Ли. 
Мвогоосковные иЬ ­ группы образуют категорию о 
морфиамамн/<* [ /ч ' I & ­Г| : 01 —^3} -т , где 
НС '• Ас —— B¿ ) гомоморфизмы групп и выполнено 
Ы< о:п а))* • о£' а"*ш • обыч­
ным образом определяются оЬ ­ подгруппы. Ядре гомомор­
физма р ­ это Л ­ подгруппа И-(И,, . ..Л/т) % 
где Ul • fJtt• 
Зафиксируем никоторое многообразие К многосортных 
S i ­ групп и все рассмотрения будем производить внутри 
этого фиксированного многообразия. 
Определение. Система Um(Z/t, .. • •, tl т) %Ыс с 
называется* идеалом SL ­ группы Ol-(AL) » если 
1. iii ­ нормальные делитель в группе Aļ ,, 
2.Vcu вида: Ač4х • • x/W*­* Ai и для Усц,,— 
• •yOlJoi^eA^ ; V t t „ . . . . ЩЛШм Č Ui* *мв» 
м о е ю 
(ai,* vi,). (ōii * тл)uj -ас, -... a^ta Uj . 
Аналогично односортному случаю ( c u . [ l ] ) показывается, 
что идеалы многосортных Л ­ групп явднются ядрами гомо­
морфизмов и пересечение идеалов снова дает идеал. Проверим, 
что идеалы складываются покомпонентно. 
Лемма. Пусть U* (Ui, t € l ) , К» (\Ji, i € I ) ­ два 
идеала в ОХ * (Ai, ¿€1) • Тогда 
Любое элемент из Ui * Vi имеет вид Ц, * ifi , где 
Щ £ Ui t W č Vi . Очевидно, (Ui Ас 
Надо показать, что : 
К } fi^^^Uc^tfi^uiJ.-.^ViyOi^ 
Инеем: _ . * .. _ -
(Vii'ac;)... .(Uin+o{Ju~acr..aĻncoeV,\ 
Следовательно: ' 
Щ, 4 $< * ас,)---• • (р£»Щ,*СЧКУ"-Ыс,*асА\... 
flsaj*+• • < v ^ ­ « ч • • • Ще 4f* Ŗ • 
Покажем, как выглядят идеалы в автоматах. 
Лемма. Пусть С\ ­ (А , Г, В ) ­ линейный групповой 
автомат. Тогда подавтомат 010 • (Да Се, be) является 
идеалом в OL тогда в только тогда', когда 
I . Ад ­ инвариантное относительно Г подпрост­
ранство в А ^ Г ^ ^ Г ч А с ^ ^ ^ ^ о % 
2 . В (A/he > Г , ß / f t „ ) ГО действует как единица. 
Будем применять для Г мультипликативную запись. Пусть 
а0€А0 . &о£ Ге , а в А , | 6 - Г . Условие 2 
из определения идеала запишется так: 
• (а + а0)° (ffo)-0<>J>6 А , , £ 
(Q*a*)* Oft) -ctx/eAc 
Возьмем t 0 ­ V . Имеем: с7 0 о }-£А0 <*0 * jf & &° • 
Va e £ ЛС • f £ Г • Рассмотрим (А/А„, ГО) - И З 
определения идеала, при ^ * / получаем: 
' Qc fo+Q0o vo-а € А0 \лт aoja - а 6 Ао • 
Это и означает, что <ТЪ~^с~-ао^с =а , т . е . / * 0 
действует в / 4 / ^ в как единица. Далее, т . к . А0*Г£ 5а , 
то определен автомат (А/де , Г , бI&0 ) • Положим }f-e % 
а 0 - О- Тогда a * j " 0 - a x ­ £ 6 # „ «ли =3"*£ , 
т . е . любой fo € Г0 на выходе автомата (А/д t ,T,ßfß ) 
действует как единица. 
Обратно, пусть для Ol-(А*, Г., Ьо) выполнено 
I н 2 . Требуется проверить, что \/а С А >У^^ Ро^^о* 
Уо & Го ъипояивво:(о tOc )»( f fo)-a ojC Ао 
(а*а0)х ({}<>)-ам f£ ße ( . 
Т.к . Го действует в A/fi^ как,единица, т.- а«$о-о6 
где jr' возьмем таким, что о ­ / с / . Тогда 
' ( Q c i -а)°\€ A0of или О oft* -<у*{ 6 А о . 
Очевидно, что Я * » / / ­ £ . Отсюда следует, что 
( а •* CtB) • - cito j £Ав . . Аналогично 
проверяется условие на * . Имеем \/а € А / о £ / 3 , : . 
(о о , ) « ^ Л " Л V = f e # / V ­ ^ * ^ *****^ V * ' ^ • 
В действительности, все условия на * уже следуют из 
соответствующих условий на операцию ° и их можно было 
бы отдельно не проверять. 
С этой точим зрения рассмотрим, что является идеалами 
супералгебр Ли. Будем рассматривать супералгебру Ли L 
как двусортнуи SL ­ группу (^ , , L0), где L. ­ вектор­
ное пространство, L0 . ­ алгеора Ли с елстеао,: операций 
/Т» - (ü)i, uii.oo s ) , которые имеют следующи,! ш д ; 
W,'- Lcx L, • ' L,*~ l -t —» /.e 
и>4 : * Ьа —* Ь1 . .Операция сйх является б и ­
линейной, симметрической и обладает свойством(хХиь)хи),-0, 
Для СОх принято обозначение Р и запись Р(х,и) вмес­
юХуюх . Тогда Л ­ подгруппа (Ы.^) в (¿,,¿0) 
является идеалом в тогда и только тогда , когда 
1.41 ­ инвариантное относительно 1*в подпрост­
ранство в и 1 , I/ • ­ идеал в А„ , 
2 . V действует как 
3 . р(и,х)6 V , \ / и £ К , хй I, . 
Первые два условия следуют из леммы, аналогичной предыду­
щей, а третье ­ из определения операции СОх * Р 
Эти идеалы в точности соответствуют идеалам, которые 
возникают, если рассматривать супералгебру Ли С как 
2.x ­ градуированную алгебру о умножением, обладающим 
дополнительны .ш свойствами. 
Рассмотрим еще мономорфизмы многосортных Л ­ групп. 
Таи как мы находимся внутри заданного многообразия много­
сортных Л. ­ групп , то легко видеть, что если 
//-(///,.-, 1^и) - категориям мономорфизм & ­ групп, то 
все рч являются инъективныыи отображениями. Напомним 
определение нормального мономорфизма в категории о нулем : 
Ы * л а 
мономорфизм р!'А ~+ О называется нормальным мономор­
физмом, если для любого ^ : Ю в , 0 0 свойством • У </€/IЛ П / Л ^ / 1 « / > • / « / / / / ( / ­ о]) найдется 
^ ' такой, что у ' у / ­ ^ . 
Доказательство следующего предложения аналогично 
известному. 
Предложение. Йоыомор^зм /0: 01 -~ ^ в произ­
вольном многообразии многосортных ­П. ­ групп нормален 
тогда и только тогда , когда {71^ является идеалом в ¿1 . 
2 . Мудьтипредотавдинмя 
Рассмотрим следующую ситуацию. Пусть А — -О. группе, 
О . — г р у п п а и, кроме т о г о , задана система опера­
ций Л. * , где все си 6 3 имеют тип вида **>,/) , 
Пусть выполнено еще условие С °Я °^ " & • Для 
любой операции Ш £ Лъ и любою д £ (л . 
Такую двусортную ­П. ­группу будем называть мулми­
предотавдением Х 1 А ­группы <д . Для любой операции 
00 6 Л}, каждый у 6 (х можно рассматривать как опера­
цию й ш в А : 
а , . . . . . аад°'*а4- 0 * : 
Тогда /1 становится односортной II, и (О ж Л ь ) 
группой. Бе идеалы ­ это идеалы / 3 односортной Л * ­
'группы А , для которых выполнено: 
У2а?ейгхЛ3,\/()1>....у£ле6. \/а<,....,ал£ А, 
(Ь + а , ) - - • • Мп+ а л ) ^ - а , ая$ои 6 6 . 
Такие идеалы будем называть & ­инвариантными идеалами 
в А . 
Приведем характеристику идеалов мудыипродставлений 
_Л. ­ групп. 
Предложение. Н ) является идоалом в Л1иЛ^иЛь 
группе (А , £ ) тогда и только тогда , когда 
1. Ь является & ­ инвариантный идеалом в А , 
Н является идеалом в (х . 
2 . а, . . . . . ап(А *ц)ш*а1 ­­. . . ап см 
' Уа, , ,ая€ А, А € Н . а € й . 
Доказательство. Пусть Н) ­идеал в (АМХ Тог­
да непосредственно видно, что Ь ­ идеал в А , а Н -
идеал в (Я • Кроме т о г о , 
(а,*ЬХал*4х)....(оп * 1 п ) о о - а , ••••ап^& 
Бели положить / . г с » , 0 получим, что Ь — (л ­ инва­
риантный идеал в А • Условие 2 выполняется, если взять 
& •<? , Ус б Г. 
Обратно, если выполнено 1,2 то имеем: 
(а< *6,)(ол + и ) (оа*6л)(а+1)ш-а<ох....сь$со* 
+а<.... .ап(<^*к)ш' а< •. • • а„ у со 6 ?>. 
Пусть 1^ ­ некоторое многообразие мулькииредставде­
ний (А, (л) при фиксированных р а с с ­
матриваем также как категорию двусортных <_/!, ­групп. Оп­
ределим функторы проектирования Р у и Г*. . Положим 
Т-1 (А , & ) - А , РА (Л ) * 0. . Таким образом, А"/ есть 
функтор из И в категорию / ( , групп, а Рх - в 
категорию ^ / 1 Л ­ трупп. Будем теперь рассматривать 
мономорфизмы, нормальные относительно этих функторов. Оп­
ределим это условие нормальности в общем виде относительно 
произвольного функтора р из категории К в категорию 
К' . Обозначим через АппР Л • [Ч£ К\р Р(Ч)* О] 
( здесь ^ £ К' ). 
Определепио. Пусть р '• (Ь^" Р (01 / ­ мономорфизм 
в К. • Мономорфизм / / называется Р ­ нормальным, 
если для любого ^ : Я ОХ г такого что Р({ Ч ) * (I , 
У^Б Iй , существует такой морфизмУ': Р , 
что ^ > = Р ( |] 
Вернемся к нашему конкретному случаю мультипредставдений. 
Предложение. Цономорфизм '• Ь —" Рл (А, (*) 
Р1 ­ нормален тогда и только тогда, когда — 6( - ин­
вариантный идеал в ГУ(71 ,61 ) . Мономорфизм Н-^Р^А/х) 
р1 - нормален тогда и только тогда, когда ­ идеал 
В Й * М Г 
Доказательство. Пусть $ (X - инвариантный идоал 
в А ­ р< (А , & ) . Тогда оприделен гомоморфизм и((ХхР1 ь)-
­ групп У;(Ь,6,)-*(А1&Н ) рР'АЧ) 'О . Пусть 
/ : £ ) — (Л , £ ) и Р(М>)-0 , для любого 
Ц / б Ап.л р . Тогда й г ( как 
. / ! , ( / ( л ­ подгруппа). Т.к. ­мономорфизм в ка­
тегории Л ­ групп, то р ­ иньективное отображение. 
Следовательно, существует р ' 1 ' ~**> # . Положим 
Р<(иН' • Тогда, очевидно, ^ ' ­ искомый гомомор­
физм ( < : , £ ) ­ ? • £ > . 
Обратно. Пусть ^ Р* ­ нормалей. Возьмем 
•/.•М,б ) — • Пусть М*. ^ 
слодовательно, /4 у ­ й ­ инва^лантвый идеал в А 
Положиа (A0 , ) ^ (Aj.G.4 ) , где > 4 / W i f f ^ 
Тогда имеем fb^ C W C . Покахем, что в'" - A D . Пусть 
К : * fae ) — » (/1 тождественное вложение. Это 
ыорфизм в категории К ­ Тогда, по определению А0 имеем 
F< (jf^)'O . f ^ ' e Аап'р^ . Следовательно, сущест­
вует | ' : Ft (A*. Go) — ~ 6 ' . т а к о й ло^-FiQ) . 
Доказательство второе части предложения проводится 
по Toil же схеме. Необходимо только, заметить, что если 
Н ­ идеал в Q • /­"д (/1­?сч), то определено мультипрод­
ставление (О, G //-[ ^ ) ­ и о н о принадлежит нашей катего ­
рии как гомоморфны:! образ мультипредставленпн ( A . G ) 
Следствие, ионоаор^изм '• / 7 — ­ РЦ(А,Сг) Fx.- нор­
мален тогда и только тогда , когда нормален в катего­
рии Л х ­ групп. 
Доказательство. Это следует из т о г о , что f~i норма лен 
в категории SL ­ групп тогда и только тогда , когда 
образ относительно ^ есть идеал. 
3. Эпиморфизмы 
В категории многосортных J~L ­групп мо­ :о показать, 
что сьръоктивныо отображения яьлявлся эпиморфизмами. Об­
ратное верно не всегда. Приводен ьажнии для нас пример, 
когда это так. 
Предложении. Пусть К[ ­ категория лнне.пшх группо­
вых автоматов над некоторым кольцом. Гомоморфизм 
Н--(Н^г**^1):(А^.Ь)-* (А\Г \в' ) является 
э п а м о К ' и э и ° и тогда и только тогда , когда /J'.fj./V} 
отображения "на" . 
Доказательство. ^ , 
Пусть р ­ эпиморфизм (А, Г, В (А УГ\Ь ) , 
г1 •• (г*' • P*f>) _ 
Имеет место разложение: /J • ^ / л , где 
ръ - сеА.,ег,^\^г ­ ( € А f а ) Ф•(/<<,€,-,(л). 
£ обозначает тождественное отображение. Из этого раз ­
ложения сразу не следует, что ­ эпиморфизм [г] . 
Тогда fli - тоже с. п.; > (,•,.;.• •. Двйптвйуйльно, пусть 
?1 Я- / / * V . где «У: Г ­ ¿8 , V 7 ; Г'-~ (х . 
Ииеви гомоморфизм М • ^ )'^-_(0-, & ,0) 
и р^Ф- Н*. Ч> - Следовательно, 7 = ^ и поэтому У» V . 
Итак, /Цл. - эпиморфизм в категории групп, но в ней 
эпиморфизмы являются отображениями "на" . Перейдем к /¿1 
и 
Пусть А 1 с А , С В \ м хотя бы одно включе­
ние является строгим. Рассмотрим автомат (А'@А\ГУЬ@&) 
Имеем канонические вложения: , 
V, ­/Г г » О 0 , 0 ' — В 0 0 , 
V, ­А' — 0 © / ! ' • в' — ОФ д'. 
Этим вложениям соответствует гомоморфизм автоматов: 
пусть А,' ? Г**­ х"* ? , где Л £ /• ^ , о £ Д*"» 
Тогда Л в ' является инвариантным подмодулем в А. , 
т . к . Г отображается на Г' . Действительно: 
Кроме т о г о , аналогично имеет место А0 * г . *­ # 0 / . Поэ­
тому определен факторавтома* ^'®^'1/{'а *Г'> Ь' & В'(^) 
и соответствующие гомоморфизмы: 
По построению р у , * уОУ/ , в т . к . /< ­ эпиморфизм 
в , то V, » 1/^ и >>/ * 1^' . Но это противоречит 
выбору V, и . В самом деле, если А^* <-А% «о 
возьмем Л £ А ' М ^ ' и пусть «Г. . Тогда: 
о * ­ / = £ х / " ­ х / ^ , Хс' £ А / " и л и ( < 7 ­ £ х £ ) ­
Отсюда а - -О , что противоречит выбору <? . 
Если же А?' , то совершены) аналогично получаем, 
что & ' * &' * . Следовательно, и мы, ; 
получили, окончательное противоречие о тем, что А ^ ' с А 
иди .в** « б . -
Замечание. Подобное предложение во^рно и в категории 
К чистых автоматов. Вообще, если К ­ некоторая к а ­
тегория, в которой эпиморфизмы являются сюръективныыи 
отображениями, то предложение верно в категории автоматов, 
о объектами из / ( в качестве входных сигналов. Однако 
в категории полугрупповых или кольцевых автоматов оно уже 
на верно. 
Пример. Известно, что если Ьх ­ группа, а /7 ­ е е 
ф подполугруппа, причем каждый С} € (я имеет вид # = » 
А,' £ А/ , то тождественное вложение Е •' Н -— От является 
эпиморфизмом в категории полугрупп. Пусть Р ­ поле. 
Рассмотрим вложение автоматов: 
Покажем, что это эпиморфизм представлений. Пусть 
V , / / • С//,, //л.//,Л (РвЛ* Р& №(А,г,В\ 
и пусть . Тогда //'У . Действительно, если 
б^'Е^ , ю Ех//Л'£х^л и , следовательно, / » /^ ' . 4 . 
Пусть * £ Р(2 . Тогда к-Iреке • 1 ' £ . 
Т.е.л>, * Л . .. 
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ркии га 
О НЕКОТОРЫХ СВОЙСТВАХ НОРМАЛИЗУЮЩЕЙ КОНСТАНТЫ б(ЭД 
В УРАВНЕНИИ СТАТИСТИЧЕСКОГО РАСПРЕДЕЛЕНИЯ ЗАЯВОК 
В СЕТИ 
1. При исследовании сетей СКО больную роль играет 
функция К ^ 1 , где Х£ ­ действительные п о ­
ложительные и сумма берется по всем , таким что 
2.П1-Ы , а также ф у н к ц и я / 1 = б ^ у < 5 (А/) С43 • Поэтому 
исследование свойств функций 6(А/) и р представляет 
самостоятельный интерес. Например, Бузен ¿"27 дал числен­
ный метод определения , а Прайс (ссылка во Сзй ) 
доказал выпуклость 4/р 
2. функция О ( Л / ) симметрична относительно % 
Представим ее в вида .пм ,л*...**м 
^ В замкнутой сети с центральным обслуживающим прибо­
ром одну из переменных Х"с можно выбрать произвольно 
(например, У( * 4 ) , * . к . одно иа уравнений оистеыы для 
нахождения ^ окааывиатся з висимым. Поэтому удобно 
вывести У 4 
им 
/ * 1 
Обознач 1. Л] ' КС , ^ Ж У4­
Число слагаемых в сумме (?(А/) равно ( ^ ^ ^ ) . 
При небольших значениях N сумма 0(А/) допускав* л е г ­
кое сворачивание. Рассмотрим случаи М=3 и М=4 
м^о1 \.о* \.<у1 ' V " Г / * ­ ' 
3 . Нам понадобятся некоторые замечания о функциях 
многих переменных, связанные с симметриями. 
3 . 1 . Пусть задана функция л переменных 
^ • «Ч**,... . х и . ) ­ и Я У С 1 Ь °" ­, некоторая роиэвольвая 
подстановка этих переменных. Подстановку б будем при­
менять к функции. ^ по правилу: 
Тогда имеет место следующее правило: 
­ЭЙ?) • • 
Проиллюстрируем это правило примером. Пусть/*х^у<^, 
е б " переставляет переменные х я и . Тогда 
ОД­*.*' " # б ­ . х у ^ . 
Приведем теперь доказательство правила, 
функцию / б ­ будем рассматривать как сложную функцию, 
ооотавленнув яэ у* **. ) » функций * ^ 6^ . По 
правилу дифференцирования сложной функции имеем: 
Приведенное правило можно применить в частности к 
случаю, когда \ ­ симметрическая функция. В этой случае 
^6"= ^ и правило принимает в и д ; 
3 . 2 . Предложение. , I 
Пусть Я ­ симметрическая форма. Тогда Ру^  * Р^ ' 
делится нацело на К С . , , 
Доказательство. Рассмотрим р а з н о с р Р*£ . ~~' 
При перестановке *\ и местами Ру^ перейдет в Р^ 
и наоборот,и знак разности изменится на противоположный. 
Но при У с 'XI разность не изменится и поэтому У; т 
обращает ее в нуль. 
Рассмотрим случай двух переменных У и У . Обоз­
начим Ф(х,и)- Р'* - Р'ц 
Обозначим­*; ­ , югда ф(х\у ) = ^ ^а^т I' 
При равных V и у 6­ к ^ и I является корней п о ­
линома Л^-^т . • Тогда справедливо разложение: 
Ч(*,а\1*А(*-4)Я>1 ^ ) » 8 э т о соответствует 
Перейдем теперь к случаю Ю переменных и выделим 
переменные х и у : (Х^, ¿4, • х ы ) . Форма с т е ­
пени N 1гы(*,Ц,*з,...,*м) раскладывается в сумму 
^ в ^ ч ( х ­ у ) ( Р с • г * в ^ 1 " форна степени 6 от пере­
менных у ^ ) . Для производных имеем: 
Каждая из функций Ч^­С ^ ) делится нацело на (у-у) . 
Из этого следует, что 6г(р'у - р'ц ) *акже делится на­
цело на ^ ) . 
4 . При решении задачи оптимизации гэраметров распре­
деленной базы данных, моделируемой сетью СМО с центральным 
обслуживающим прибором, возникает необходимость максимизи­
ровать функцию производительности по параметрам вычисли­
тельной сети при заданных ограничениях. Приводимые ниже 
теоремы I и 2 используются для доказательства единствен­
ности решений в указанной оптимизационной задаче. 
Поскольку *i мы приняли равный I , число перемен­
ных становится равный М­ I . Меняется и вид функции 
С (Л/) • Поэтому удобно ввести новые обозначения. Чтобы 
не рассматривать переменные Уц , не теряя общнос­
ти будем по­прежнему рассматривать переменные . 
Череэ F(n) обозначим форму п / , м 
f С*) = \г*> ' ' ' * м 
Щ /г. *л 
Теперь G (л/)"'принимает вид " ' 
Это также симметрическая функция относительно переменных 
ï У w . Ее и будем исследовать. 
4 . 1 . Будем теперь исследовать свойства функции р . 
Эта функция как функция переменных XI является симмет­
рической. Приведем две теоремы. 
Теорема I . Обозначим Г * рл: ­ />*7 • Функция Г 
Ч -*/ . — 
не имеет корней, у которых все , с ­ У.M действитель­
ные положительные. 
Теорема 2 . Обозначим СГ~ х ¿17 +'Jb • • Фикция о" не 
имеет корней, у которых все ki , t • .действительные 
положительные. 
В этом пункте приводятся доказательства теорем для 
случая двух переменных у и у 
4 . 2 . Доказательство теоремы I . 
Обозначим 6(М) через 6 y6(N~4) через /У и 
симметрическую однородную форму степени л через ^ 
Тогда G ж H + * . ( 
. Запишем выражения для производных Р* и „ Р. 
, * ­ A * z 5 i 6 ­ 2 р / Н^Р-ь, н_ „ » 
функция г . теперь примет вид г •= — . ^ i ^ ^ — 
4 . 2 . 1 . Лемма. 4 | Ч ( „­г > д 
Верна формула для р а з н о с т и ; / ; Y I ^ ^ ' V ^ " ^ * V . 
Для 2. (^+1дЛ Ч «невм треугольник 
коэффициентов: 
I 
г г 
4 6 6 4 
5 8 9 8 5 
• • • 
Доказательство проведем по индукция. 
1 База индукции. 
Проверим формулу для п > ? £ . 1роверим формулу 
Fx - F <J * x-ij . 
Нама формула дает тот же результат: 
Пусть теперь формула верна для V , т . е . 
lV 3 / u . i i ^ . i . . Ц . . . » ­ » ­ * " 
Докажем, что формула верна в для г . • и " » у £ ' * я * 
«« 1М £*/ ' "» с ' 
но - ^ £ й * ) 7 Г " " . 
ПОЭТОМУ*4"0 '^И­ *(«.и)(Г Г**<)(и­*­« )х< у + 
Т . е . формула веры для р 
4 .2 .2 . Теперь мы должны сравнить коэффициенты пря 
одинаковых степенях мономов выраженийЫ\ ~М'ц)р/(х-у) я 
Ф'к' показать, что нх разность всегда имеет 
один знак 
Выясним сначала, какие коэффициенты стоят в ионоиах 
правая часть представляет общий вид рассматриваемых моно­
ыов. Из последнего равенства ыы можем с т л а т ь следующие 
выводы: 
Р + <Ь>* , 
о . * 1 ­ * 5* . следовательно **р-3 и К , 
ф = с ­ М +п -
Из пределов сумм в левой части равенства видно, что И4т.с 
и с 4 Л­З 
Рассмотрим теперь три возможные случая расположения 
относительно (• и л . 
I ) 4 • 
Найдем Чт)л . Минимальное значение А принимает 
при максимальном Я* : 
Теперь найдем Цтах . Должны выполняться следующие 
условия: 
* * * * ! & * « ­ . х 0 а Р . » Р-Д • С л е д о в а т е л ь н о , ^ ' р . 
В этом случае коэффициент Р< вычисляется по форму­
г) 14. р . 
Минимальное значение' V , как и в первом случае, 
Максимальное аначение ^ определяется условиями 
И-К\^т^.с'Р , £ , из которых следует, 
что ^тоу * £ • Коэффициент Ру теперь вычисляется по 
З) Р >*Г • 
Ыинимальное значение К теперь равно : 
­ К I* - р­П 
Максимальное значение определяется условиями К 4 р , 
Ц i i . Н о р > ю . , а п , > с , следовательно р > i и 
•¿muy ~ L • _ 
Коэффициент г i . вычисляется по формуле 
Р, » ¿ (к-иХс-ич). 
' w»p-rv 
4 . 2 . 3 . Теперь выясним, какие коэффициенты стоят в 
где правая часть еоть общий вид рассматриваемых мономов. 
Из последнею равенствагвидно, что 
р- Н + S' • следовательно A 1 * p ­ S и tiip , 
a-sti-rt-l+q- S . 
Из пределов сумм в левой части равенства видно, что 
li¿ п-1 и ú-n-J • Рассмотрим теперь возможные слу­
чаи расположения р относительно д и /г . 
Найдем «„„V,. 
Определим теперь К о д т • Должны выполняться следую­
щие условия: р , U.i n-L . Но р « ^ , a £ ¿ п ­ Л . Сле­
довательно И ^рт),Ху « р . 
Таким образом, коэффициент P¿ вычисляется по 
формуле р 
2 ) q ' p ¿ п . * . 
Найдем ^m.ft. 
Максимальное значение к определяется условиями 
« 4 р . t¿ 4 n ­ 1 , P í п­ А, . Отсюда следует, что 
В чтом случае коэффициент ' i вычисляется 
Минимальное значение ^ , как и во второй случав, 
равно р ­ <} . 
Максимальное значение К можно на^ти, учитывая 
условия: К* р , < » п ­ 1 , р*п-L . Из этих условий следует, 
что tiftaj, » п ­ Л и коэффициент • Р& вычисляется по 
формуле *£ 
* к­­р­д 
П. й ­ Л­­ / . 
В этом.случае < W ' ^ L , , , Р~9 Z ° ­
Должны выполняться условия: tf^p,rt*n­A и р ^ о ­ А . 
Следовательно, HmQx р . Коэффициент f\ вычисляется по 
формуле р 
* к«о 
5 ) к ­ Н р . 
" « 4 » определяется условиями Rip ,H^ri-X и 
р> п.-i . Таким образом , п-1. , и коэффициент 
Pi .вычисляется по формуле 
4 . 2 . 4 . Для того', чтобы сравнить коэффициенты Pf в 
Р% , мы должны рассмотреть 9 случаев расположения р . 
I . q i n ­ 1 ­
% ) р . . р ­ . с / ­ л . р 
и»© «*в 
2 ) / > * ф ­ П * р 4 р •(}.­/••» 4, 
4 ) л ­ 2 п 
5 ) р ­ И 
Р , ' £ (««ОД­**!,. , Р . ­ Г (*чХ«­*­0 
П. ц--г\-* ' -
6 ) 
Р,­ £ ( к « 0 ( 1 ­ к « 0 , Рг = £ * ( к * О Г и - к ­0 . 
7)П-Ъ<р<п-1 , или р = и ­ 2 
ь»0 к>о ь*о 
8 ) ' Л­^ < р * И 
И»0' ' 1С­
9) р > и 
Покажем, что *о всех перечаленных случаях Р>.» ^ 
Ь случаях I и б пределы сумм Р, я одинаковы, но 
члеиы суммы больше членов сумш Р­1 , следовательно 
Рг > Ъ . 
В случаях 2 и 7 у суммы Р^ , больше и предел сумми­
рования, и члены. 
В остальных случаях нельзя качественно сравнить 
коэффициенты Р, и , поэтому необходимо вычислить" 
следующие суммы: 
и-.р-п ' * 
Р1.[ {^Xл­LГ­4)Л((pм)(p.a)(Зn-aP^)-(pчэXP^'•JЙ^M ,» 
Вйлучзе 5 й-рт^ + Ир*' . 
Цы получили уравнение параболы, ветви которой смотрят 
вниз. Покажем, что на границах, т . е . при р= <^-,1 и 
р = И ­ % значение ( г х - Р» ) положительно. 
Здесь 5 ^ + « V. 5 с^Л яри п^С и с р « . ' ­ " 1 > ^ + ^ 2 , 
следовательно £ (Рг ­ Р­* ^ С • 
Здесь 0*п. ' Дл > д 5 * ^ я Цл. > + 4 , следо­
вательно 6 ( г 1 ­ Р | ^ 0 . 
Таким образом разность Pl-P^ положительна во всей 
области I р 4 И ­ £ 
В случае 4 П ­ ^ р ^ п . 
В случае 8 мы инеем sos же результат, т . к . для i j ­ n ­ f 
соотношения выполняются. 
В случае 5 р > Л . , 
é r p ; ­ V l ) ­ ( p ­ q n } I + ^ 9 ­ , b ( p ­ n ) . ­
Здесь все 3 слагаемых не меньше нуля, поэтому rx-Pi , 
также не меньше нуля. Тот же результат мы имеем в олучае 
9 , т . к . он не зависит от соотношения Ц и п 
Таким образом,во всех рассмотренных случаях коэффи­
циенты Pt мономов выражения ( f y ­ -у) не меньше 
коэффициентов Р\ мономов выражения (й'х 'H'y)f/(i(-y)i 
следовательно функция t не имеет корней, у которых У,Ч 
действительные положительные.Теорема I доказана для случая 
двух переменных X и 
4 . 3 . Доказательство теоремы 2 . 
Все коэффициенты полинома Z отрицательны. Докажем 
теперь, что вое коэффициенты Ря также отрицательны. 
Т.К. G1 ¿0 , то выпишем только выражения не правой части 
равенства . . . л 
По k­о i го«о 4 
НУ I к * W .ГА Z ™ и , 
ч . З . Г . Рассмотрим сначала коэффициенты мономов выра­
жения М у F 
Здесь правая часть представляет собой общий вид ыоноиов. 
Коэффициент Pf равен 2.^ . Чтобы нейти пределы этой 
сунны, рассмотрим, каким условиям удовлетворяет К 
Показатели р i ^ равны соответственно 
p*L-ti+n-mt 
- Cl ­ 1 < 4 + т , следовательно U - % * 1 - т и к* ^  ^ * 4 . 
Отсюда d'p­»<j j . ­» ' / ­a . И з пределов сумм видно, что 
(¿4 I и l ' i f t . 
Возможны 3 случая расположения О. W . 
Определим tfmirt . ^т,п'-^т^* 4-nL-Ö . 
Цаксимальное значение U определяется условиями: 
Ц><^.­М , ^ 4, i и ^ * f* 4 с .Следовательно , 
р, вычисляется по формуле: 
. 2 ) I t t y t U n . 
Должны выполняться условия: k"4t ,к!4(|.+ / и l ^ * ­ / . 
Следовательно, ^улц» * * Pi вычисляется по формуле 
3 ) fyt/>Л . 
Как н раньме, ^rn.'n определяется при ^^„'П. , 
Должны выполняться условия: U 4 с , ^ L - ^ + i . Н о 
й + 7 > И , t n ­ ( , следовательно t < ^ ­ *•/ , я 
Клад* '<•• 
P, вычисляется по формуле '. 
4 . 3 . 2 . Теперь найдем коэффициенты мономов выражения 
н £ ' у . . ; 
(£'1х ц )1.тх Я - 1 Ра.хгЧ* 
Здесь в правой части имеем общий вид мономов. Коэффициент 
равен 2 т . Найдем пределы этой суммы. 
<1^-*-т - \ , следовательно \т=(^*4~^ и т ^ с ^ + у 
Из пределов сумм видно, что гт\£ц , 
Возможны три случая расположения + / 
В этом случае Г П ^ - т ^ ^ = « * О; 
иаксимальное значение т определяется условиями: 
т 4 и + 1 . Но 6^ * 4 4 с | 8 с 2 л. , следо­
вательно т г п < и " ^ + ^ • Коэффициент вычисляется по 
. Минимальное значение 11 вычисляется при Н-та*'с' • 
Должны выполняться условия: 014 К. , т Ц , во 
+ 4 п , поэтому Ш , ^ « • У и Р1 определяется по 
Формуле : л*\ , 
З)<^  *+>•*. / 
Как и во втором случае, №щ\л + с 
При нахождении Мпы* учитываются условия: т4л , 
су *• { . При эт ' и *•1 * а и поэтому „^«ау .= п 
9% вычисляется по формуле 
Гд 2. яд М .»/(«-"4 и )• 
4 . 3 . 3 . ' :рявнимСтеперь коэффициенты $1 м Р*. 
/ о «• ­ /г ­ 1 
<)Р<-0 и >Р, . 
П. р ля . 
Ны видии, что Р* Р*. . 
<р<>а , следовательно 1ц. * I > И и Ил} + 1^>с . 
Отсюда Рг > Р| . 
Т.к . с^И. | то ф + ^ + с ­ п и , следовательно. 
Таким образок, во всех случаях Р* ^ Р< и все коэффи­
циенты полинома ^ не положительны. Тогда функция о* 
не имеет корней, у которых х ,^ действительные положи­
тельные и теорема 2 доказана для случая двух переменных 
X я Ц . 
5 . Перейдем к случаю многих переменных (<.^.*Ч. ­ . * м ) 
и производные будем брать по X и по у . Представим вы­
ражение ?'у)1//)(?г (М) в виде, позволяющем применять 
индуктивное доказательство. (р; -до* £ Ч/УИя; Хал 
-ёф-Щы)-(С'х-СН)№)Р (ШЧ)* 
НК -Р'^-ЩИЧ)-^• Р'и)Ш)С(А/-Л). 
. Здесь - £(Ы-4)*-£(Ы) . Кроме т о г о , обозначим 
С (Л/) соответствующую функцию -С у) я аналогично 
Р(Л/)*Р(Л/Дх,у^ . Тогда 0имеет место разложение: 
Ш)-НЫ)• Р(АУ-Р(Л/-Х)9х* • • . 
где *РЬ ­ форма степени I­ от переменных 
Распишем формулы, входящие в выражение для 
(Р'« ­ Р'^(*) 6* ^ . Обозначим: 
В этих обозначениях 
Проведение индукции в общей виде связано о громоздки­
ми вычислениями (как мы видели, вычисления громоздки и 
для случая двух переменных), и мы ограничимся значениями 
, причем только для теоремы I . 
-1+х + (у *х1+х с/ * у * + % (их * у ; * ? л 
= (х ­ у К х 1 + х­­ * и / + 1 Л ^ / у +4х</+­1(/+(х+у +3* 1 +бху+3у )•?,­• 
Вычитая, получим , . , , . . 
*Щ ф(1г+Чщ ^х^^)%^(х*1лЧ)\-%^(х^У%%) 
Подготовив теперь следующие две формулы: 
( К ­ Р'у Х1)С(Л Ь (у ­у)( / , * * у , А д у У • ^  ) + ? а ) ,' 
.Тогда 
$-ГЛг) е ( 2 ) - ( р ; ­ р ; ) ( 3 ) е ( 0 х ­ С х - ( ( / х ­ ^ у + и ^ 1 ­ З х у . у ч 
Теперь имеем " 
/ <р,(2х'*4 ­ ( Х + у О *Ф, 2 ( **у) +Ф ,Ф г -1*х*у* 
ч У* + Эху . у * -г Ф, ( 2 у + 2 у ) - Ф д + ч?,2) . 
Приведя подобнее и обозначив^ 9 , Ф г - Фа+ • » п 0 " 
лучим окончательную формулу, в которой при положительных 
переменных все слагаемые во втором множителе положительн 1 
(Р'х­Р* )(3) СЧЗ)= - (х-у)(2 Х + 2у *2х 2+ 4хи + 2у* * х*.3у'у*3ху ** у». 
»Ф,(1*Зх*Зу+2х* + 4 х у * 2 у * ; + < ^ ( х ^ } + ф, г (1 + Х+^3 * Гц . 
5 . 3 . ' И •_ _ 
Будем действовать по схеме предыдущего пункта. 
: (&ЩЬ) ^ ) г ( х - и ) ( Т ( З ^ Т ( 2 ) < 1 > | ) ( ф ) . Р / » ) 9 | + а д Ф ^ $№?Ь 
» (х^)(1.2у+2и*Ф,Хх ,'*х ,и.х2иЧху^у , ,*(х^х'ичхи1.у»)<Р ( * 
• (х '+хи.у 2 ) ^ + ( х ^ ) < Р $ х 1 | ­ ' Х 5 « * х у * х у г < у + 2 х 5 + ' / х , у . 
. Ч х ^ ' + ^ и ^ ^ и ^ г / . Ф ^ х ' . х у ху^и'^ЗхЧЭх'и, ; » у + 5 у у \ ^ > 
* ^ г ( х 1 ^ У * ^ + 2Х»+^х'1/*Чхи1+2и5)*Фз(х*у +2х 1*4ху+2у') + 
• (^+2х +2у )*Ф,,(х,'+ х1у *хи г * и») <?*( х**ху*у г ; +Ф,<Ь (х^)+<?,Фч. 
Р ( э ) ­ (^ ) (Т^) + т (з )ф 1 + т (2 )Ф,)(Р ( з ) + Цг)9??(\)Ъ 
•»< > 5)=(Х­у)(1*2Х.2иОХ г + ' / Х ^ и 2 ^ « * 2 х . 2 у ) Ф | + Ф 1 ХХ } ^у* " 
*Х г^+У*> Ф.СХ'+Ху^у^ч-фе^Х.у) +Ф3)« (Х­(/)(Х ,+ Х 1 и Ч Х ^ , + 2 х ^ 
• ^ • ^ х ' ^ + ^ х у ' + г ^ - » Зх 5 + ? х ^ . 1 0 х У + 1 0 х ^ Ч т Г х у ^ З у ^ 
+ Ф . ( х * * х у + у * * 3 х , . . 5 х 1 у * 5 < у г * З у ^ х ^ + И х ^ М х у ^ М х у . 
• 5ы*)* <Рг(х+у*2хМ х у . £ у в * 4х 1 • I х 2 у • 3 хи ' * 4у *)«-«Р,^ +2*. 
•2у«ЗхЧху* ЭУ*)+ <р,4>г(х+у*Зх'+ 5хи>3ил> Д <Р3 (№2у)+ <РД» 
+ ху+иО+Фг(^х^КФ0=(х­^^ 
^ Х^У ) ^ Х ч 4^ Х 1 ^ Ч х 1 у 1 ­ , ' Х ^ } + 2у^<Р,(^ Зх*31у + з А 5 ^ + 
^у^Зу»+э"х,ич5ху^Зу,)+Ф^2х+21у.2хг4­</Х1у*2у1;­ч?»(2х^ 
Цх­уКзхг+^хи*з^+(2х+2(/;ф,+^^(й^^+хг^ху+у1^7)1(х^+(РА> 
4 ч\(^Х^+</хг+5 х$у+ Ч5/г)+Ф,Ф2 « * 3 х+Зо> Ф,Ч2х+2у+г*Мху+ 
) + ф / ) . 
Собирая все вместе, получаем: 
(р^^Г^^^^^^х­^Зх'^ху+ЗиМхМх'у^ху^Зи^гхП 
+ 6Х^ + 9 X1U^-^6x^4+Z^Vxs + Зx' ,U+6xJy l.6X1¡/5+Зxu , ,*^5­^ 
+ Ф,(2Х*2^5Х1*^Х^5у^Чх1 + /0х1и­»Юхуг+^5­>2Х''*6х,(/­»9хУ+ 
•+ бууъ+2у'|)+1?)1(«+х+и+Зх1*'/хи­»3 г^+2х^^х'у­*^хуг*2и^+ 
+ ч\(­х­^х1^)+Фч(ч­2х­гу)+Ф,1(гх^2хМх^2и1+х^Зх^^Зт1­. 
'­^1)+Ф|Ф1(НЗх.Зи+2х1+^2^ 
Обозначим <Ь­ = <р?9­«­У^ • У"у­ содержат 
только положительные слагаемые. Кроме того , легко прове­
ряется, что Ф^ФЛ - Ф, фч- также есть сумма только поло­
жительных слагаемых. Окончательно :«»оем: 
+Ф,(2х­^г^+лхЧх1/+5"(/^^х}+10хгу+<охуМу5+2хЧбх^+ 
1 9 < y + 6  vui* 4 ** +г *y *•* V * 5 v 4 î +* x V ' W+ 
Таким образом,и в атом случае второй сомножитель с о ­
держит слагаемые одного знака. 
В заключение выражаю благодарность Э.Я.Петерсону за 
постановку оптимизационной задачи. 
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УДК 512.7 
В.Е. Спектор 
РКИИ ГА, КВШУ 
РЕШЕТКА ОБЫКНОВЕННЫХ аНОГООБРАЗИЙ ПРЕДСТАВЛЕНИЙ 
АБЕЛЕВУХ ГРУПП КОНЕЧНОЙ ЭКСПОНЕНТЫ 
Если # t „ ­многообразие абелевых групп экспоненты 
/I , то соответствующее многообразие представлений о б о з ­
начим ь> (/Х„. Тогда <л/(Лп есть класс пар СА% Г) , где/4 -
линейное пространство над поЛем К , а /~ ­ действующая 
группа.являющаяся абелевой экспоненты п , с точностью 
до ядра представления. Так как многообразие в дальнейшем 
обыкновенно, то дальше предполагается, что число л вза ­
имно просто с характеристикой поля К . 
Все подмногообразия в tO(/ït, в этом случае полнос­
тью описаны следующим образок ( см . I теореаа 2 . 2 . 3 . 3 ) . 
Рассмотрим набор IA делителей числа t* , в котором . 
никакое число не является делителем другого числа из A l . 
Такой набор называется несократимым. Пусть ему соответст ­
вует подмногообразие 3i с ы&Т^^ порожденное всеми 
0ТЛ , "* Тогда существует взаимно однозначное 
соответствие между несократимыми наборами и подмногообра­
зиями В . ) * ­
В первом параграфе статьи с помощью различных с п е ­
циальных наборов делителей числа л описывается строение 
рааетки Сп^ . Во втором параграфе на основе полученного 
описания находятся атомы в решетке С/ЬЛ , минимальные 
и максимальные подмногообразия в ^ , приводятся 
конкретные примеры. 
У говоря о решетке i*i Oz* , инеем в виду решетку 
подмногообразий в № я . 
§ I . Построение решетки tX) OX п 
Обозначив через tJ(п ) ыножество всех делителей 
числа И , а через X)(ti) множество всех подмножеств в 
A/(fiJ- Тогда £)(п.) является дистрибутивной решеткой 
относительно обычных операций объединения и пересечения 
множеств. Элементами JD(tt) являются различные наборы д е ­
лителей числа Л . 
Введем на множестве Л/ следующее отношение. 
Пусть и Мг элементы Ю ( п ) , т . е . наборы делителей 
числа Л­ . Л / / 4 Мг , если для каждого / п , £ Л// най­
дется такое ff)£ € Мц , что П), делит АПд, . Нет­
рудно видеть, что отношение является рефлексным и 
транзитивным. 
Введем на %)(п) отношение _/>•' Л7< Р Мх. , если 
А / ^ Л У . , и М4 ±Мг. 
Тогда отношение р ­ эквивалентность и , кроме т о г о , 
р Мъ. тогда и только тогда, когда 3tMt = . 
Рассмотрим фактор­множество Ю(п.)- £)(h.)fр 
множества наборов делителей Ю(/ъ) по эквивалентности^ 3 . 
Тогда отношение L__ на фактор­множестве Ю (и) , опре­
деляемое условием /Ч , £ /Чх , если M i 4 Л / j , 
оказывается отношением порядка в JO (к) . Таким образом 
X)(fl) У я е будет частично упорядоченным множеством. 
Элементами в будут классы эквивалентных наборов 
Каждому классу M€$j(ib) взаимно­однозначно соответст ­
вует многообразие . 
Предложение I . I . Эквивалентность j> сохраняет опе­
рацию объединения в решетке . / 
Доказательство. Пусть М р М% и /V, р Мz и 
m1G М, U . Если / г ? , £ Л/у, то найдется такое / 
/Г7Я «=" А^ я, • 4 , 0 делит / я г , а так к а к / г ^ е / Ц б / / ^ , 
то Mi^M/ - Ma.UМх . Аналогично проверяется обратное 
соотношение . Следовательно, полу­
чаем 
Замечание I . I . Эквивалентность р не сохраняет one­
рацию пересечения в решетке Ю(п), т . е . предложение, ана­
логичное первому для пересечения множеств в jQ / i , , ) уже не 
верно. Приведем пример, показывающий, что соотношение 
(Mi^MilР (M». п М'%.) не выполняется. 
Пример I . I . Пусть (Z.6)j>($,6)yi (Л,4Х)р ( 3 J 4 ) . 
Тогда (Л,(,)П(Л,*Л)4)*(3,6)Л (3,</Я)*(3) . Но соотно­
шение (3L)p (3) невврйо, так как числа Л и 3 не явля­
ются делителями друг друга. 
Вместе с тем 
Соотношение (Л,6,/Л)J)(S,6,4Л) верно, так как любой элемент 
из одного набора является делителем некоторого элемента из 
другого . 
Согласно предложению можно естественным образом 
определить сложение в частично упорядоченном множестве 
Âj(fi). Именно, сумма любых двух элементов ъЮ(л)е. есть 
теоретико­множественное объединение любых соответствующих 
представителей этих элементов, т . е . получаем следствие I . I 
Следствие I . I Mt*Mz * Ц о Щ , 
Ввиду замечания I . I произведение элементов нельзя оп­
ределить через пересечение произвольных представителей 
соответствующих классов, чтобы корректно определить произ­
ведение в ^ï(n) и , следовательно, построить решетку, рас ­
смотрим некоторые специальные представители в каждом клас­
се ме£(п) . _ 
А/# ­ несократимый набор делителей данного класса N , 
т . е . такой набор делителей m € M , в котором никакое 
число не является делителем некоторого другого _числа. 
M я ­ полней набор делителей данного класса A4 , т . е . на­
бор ваех делителей этого класса, cfé M , если найдется 
такое m £ M , что d делит ГО . 
Например, если M ~ ( l £ ,4SL ) , то Мц » (Ю, 13. ) , 
Очевидно, что для каждого класса M наборы Мил A4 
определяются однозначно и лежат в данном классе , т . к . явля­
ются представителями классов в х ) ( л ) ; 
Таким образом Ai* является наибольшим, a *%t наимень­* 
.ним по числу элементов представителем данного класса Pi . 
Для данного класса М его представители 1*\*я /ММОЖЕО 
найти следующим образом. 
Построение полного набора М* : 
1. Выписать все простые делителя Р*,Рл , рг элемен­
тов класса М . 
2 . Выписать вое те вторые степени простых делителей 
P^Pi*, •-• ъРг « и х произведения flfir>—PfPi.—faPu 
которые являются делителями хотя бы о д н о ю элемента из 
3 . Если выписаны все делители S ­ ой степени элементов 
из М • то выписать те числа pt'pjt3" •• • Р г % по 
всем об, , oCj.,.-., oLi таким,что oi, * « 6 ^ . . . * S Н , 
которые являются делителями какою­либо элемента жаМ . 
Построение несократимого набора 
1. Выбрать наибольший элемент ffl^M . 
2 . Вычеркнуть все элементы из М , которые делят т , 
3 . Выбрать яз оставшихся элементов наибольший. 
4 . Повторить процесс до тех пор пока не останутся только 
выбранные элементы. 
Оказывается, полные наборы уже обладают хорошими 
свойствами, дающими возможность построить решетку. 
Предложение 1 .2 . Объединение в пересечение полных 
наборов опять полный набор. # 
Доказательство. Если принад­
лежит или Л/4* вли М£ . Если de Л / / * , то так как 
Л / / ­ полный набор, то все делители элемента d принад­
лежат /Ч* | а следовательно и Мf О Мх . Аналогично, 
если d € Ы\\ , то scd делители а принадлежат также 
Mf U . Отсюда следует , что Л/у* О МА ­ полный 
набор делителей. ш 
^ е с я я М, пМ£ , ю de М? ж dz Щ . но 
М*4 ­ полный набор, поэтому все делители d принад­
лежат Mf , а так ках Мл 'тоже; полный набор, то все 
делителя d принадлежат М± . Следовательно, для каж­
дого d € М* Г) М* все его делители принадлежат 
этому.же набору. Отсюда М, О ­ полный набор дели­
телей. 
Следствие 1 .2 . Полные наборы делителей числа t о б ­
разуют решетку ^ " ^ о т н о с и т е л ь н о операций объединения и 
пересечения множеств. 
Следствие 1 .5 . Решетка полных наборов £)*(л) явля­
ется подрешеткой решетки всех наборов делителей Ю(п.) 
числа И . 
Отсюда в частности следует, что решетка полных набо­
ров дистрибутивна. 
Замечание 1 .2 . Несократимые наборы делителей числами 
не образуют решетку относительно операции объединения и 
пересечения, ­т .е . предложение, аналогичное, второму для 
несократимых наборов уже неверно. 
Приведем пример, показывающий, что объединение н е ­
сократимых наборов уже не будет несократимым. 
Пример 1 .2 . ~(%,2>, 5) и ММ -(£, f j _ два несокра­
тимых набора. Тогда U М * - (Л. 3,5, $) будет сокра­
тимым набором, так как Л ­делитель $ . Вместе с тем 
Мх А М* - ($) ~ несократимый набор. Данное соотноше­
ние справедливо и в общем случае. 
Предложение 1 . 3 . Пересечение несократимых наборов 
будет несократимым. ш 
Доказательство. Пусть М* и /Ч*­два несократимых 
набора. Если d£ Мц П 1Ч# и d' произвольный другой 
элемент пересечения, то так как d u d принадлежат 
Mj , а А/*­несократимый набор, то ни один из атих^ 
элементов не может быть делителем другого . Так как d -
произвольный элемент пересечения, то элемент d не явля­
ется делителем никакого элемента из Ых f) М * « т . е . 
М* Л Мл будет несократимым набором делителей. 
Хотя операция пересечения для несократимых наборов 
имеет место, оказывается что произведение элементов можно 
определить только на основе полных наборов. 
Предложение 1A.J4* /7 М£ ­ точная нижняя грань 
для элементов Mt €. &(ti) . i » a . 
Mi • Ma. « Mi П ML * 
Доказательство. Так как каждый элемент из набора 
А/. О М? будет делителем некоторого элемента из класса 
ЛУУ и некоторого_элеиента из класса Л// , то ^f¡ñ N¿ -
нижняя трань для М, и Л/г, • Пу_сть теперь Л/_ произ­
вольная нижняя грань для Л// и Л/д. . Так как М-Mi , то 
для любого ¿/<? Л/ найдется /?"*,<= Л/у , что с/ делит 
Так как Л / у * полный j a бор делителей, то d^Nf, Анало­
гично, так как N ^ / Ц , и Л/^* также полный набор, то 
d& , т . е . du Л/у / ; yf/^ . Отсюда следует, что 
Л / с : л / , * /7 Л / ^ * тогда теи более /V ­ М* П /Ц£ , т . е . 
А/у"*1 Л Мх ~ т °чная нижняя грань. 
Замечание 1 .3 . Предложение 1.4 имеет место только 
для полных наборов. Это предложение не сохраняется не 
только для несократимых наборов, но и для любых других 
ввборов, отличных от полных. 
Пример 1 . 3 . Пусть М,*(£,Ь,Ь*.0), Мгг(*,9,9.*& Тогда 
Для несократимых наборов имеем 
Для полных наборов имеем * „ 
Таким образом получаем соотношения 
прячем равенства нигде нет . — 
Следовательно для построения раметкя в < M / i j необхо­
димо использовать только полные наборы делителей. 
Следоасане I . * . частично упорядоченное множество клас­
сов Наборов делителей Ю(л) будет реветкой» нэоиорфвой 
решетке полных наборов Ю*(л) , если положить 
Доказательство. Корректность определения первого* 
действия в Ю(к) следует ив следствия I . I . , а в т о р о г о ­
из предложения 1 .4 . Изоморфизм решеток определяется выбо­
ром полного набора в соответствующем классе V1 •' А/-5** М*> 
Так как решетка ¿Q (и) будет очевидным образом изо­
морфна решетке многообразия cüOtn , то получаем с л е д у ­
шве важное следствие. 
Следотвие 1 .5 . Решетка многообразия СО(Лп. изоморф­
на подрешетке полных наборов Ю*(п.} в решетке всех набо­
ров делителей Ю(л) числа Л 
Из дистрибутивности решетки полных наборов следует 
известный факт дистрибутивности решетки многообразияи>Ы^ 
С помощью полных наборов монно определить и изоморф­
ную решетку несократимых наборов (л). 
Замечание 1.4 . Несократимые наборы делителей следует 
использовать только как представителей элементов решетки 
£)(л) . В этом случае запись получается наиболее компакт­
ной. Поэтому в конкретных примерах ответы удобно давать о 
использованием несократимых наборов. Все вычисления при 
построении решеток необходимо вести только на основе пол­
ных наборов делителей. 
§2 Атомы решетки СО (Л к 
Пусть ­ подмногообразие в , отвечающее 
некоторому набору М делителей числа л . Для построе­
ния атомов будем использовать согласно следствию 1 .5 . 
решетку полных наборов делителей. Поэтому для данного на­
бора М строим полный набор делителей М* по методу, 
указанному в § 1 . 
Если р £ £)(/г) , т . е . р делит / I , т о возможны 
два случая 
1)РШ* , 2 ) рйм* 
Если рц- М , *о(М*р)$ М . Тогда (ЛР.р) снова 
полный набор делителей и, очевидно, не существует никакого 
другого набора делителей заключенпого между этими наборами. 
Поэтому (/!/*, р) - атом над М* . Стоит отметить, что 
данное рассуждение сохраняется и для несократимых наборов, 
т . е . если М несократимый набор из того же класса, что 
и М* , то в этом случае (М#, р)^- также несократимый на­
бор и является атомом над • Таким образом доказано 
предложение. 
Предложение 2 Л . ^ л и М ­набор делителей числа Л , 
•соответствующий ч •­•••образию 
и р М* , г/,п М* полный па*ор д е л и т е л е , соответст­
вующий набору М , го £ и си ¿71 р атом над 
Рассмотрим теперь случай, когда р€ М* . 
Предложение 2 . 2 . Если М набор делителей числа Л , 
соответствующий многообразию 
р*=- М* • то £ишО\тр атом над £ для всех т а ­
ких 17) , что 
1)тр Ф М*, 
2 ) (Л/*, /пр ) ­ полный набор делителей числа п . 
Других атомов в случае рС М*нет. ^ ^ 
Доказательство. Так как Гпрф М* , го(М,гпр)щМ . 
Из т о г о , что (М*, /ИД)­полный набор,получаем, что все 
делители числа /Я/О принадлежат ЛУ* . Предположим, 
что существует такой полный набор Л / у ' , отличный от А / 
. Тогда М?'(Л/*,с/), 
где ^ ' „ у " " д в л и т ^ / О • Но у О £ Я / * , ла4М*% 
следовательно Ц -/П^р , где делит / л л/п4Ь^А/И 
Так как М,**(М*упр), то / Л / / ) * /т?/0 . отсюда получаем, 
что делитель числа /Пр ЛП1р4(М*,тр)1ъ это противоречит 
полноте данного набора. Таким образом (М* > рпр)-
втом над И/ « а следовательно, выполняется с о о т в е т с т ­
вующее условие для подмногообразий в СО СиЦ, 
Из построения атомов видно; рассмотрены все возможные 
случаи и других атомов нет . 
Из доказательствоа предложения получаем следствие 2 . 1 . 
Условие 2 предложения 2 . 1 . может быть заменено эквивалент­
ным условием 
2.') не существует такого &М* , что т1 делит /Т) 
пт<р4М* . 
Пример 2 . 1 . Пусть п о д м н о г о о б р а з и ю ^ ^СОСМц 
соответствует несократимый набгр делителей М^^фЦягр^>ц ), 
где р и ­ делители числа К , Требуется найти атомы 
1. Атомы вида *к им™€ по всем простым делителям 5 
'жг»ла К , отличным от р и . 
2 . По данному несократимому набору Д / ¥ составим 
полный набор делителей 
Составим произведения Л)уО и ГЩ- по всем т & М ' 
S)p*fX. 5 ) / O V . 
Выберем все делители, которые не принадлежат /V: 
Из оставшихся делителей выберем только т е , которые не име­
ют делителей среди выбранных . / ?* • Р*"fy*^pty''•> 
"Эти делители удовлетворяют условию предложения 2 . 2 . Поэ­
тому получаем следующие четыре атома нвд 3£ : 
£ uu)faf>\ Хиш Wf>%\&uu)(n$,J£ Оси 0(а*. 
Присоединяя к несократимому набору М соответствующие 
делители и производя сокращение^ получаем несократимые на­
боры, отвечающие данным атомам: 
Пример 2 . 2 . Используя метод, рассмотренный подробно 
в примере 2 . 1 . , построим решетку для OLffjp. Решетку 
в и*Ol/?}?запишем через.изоморфную решетку несократимых 
наборов. 

Предложение 2 . 3 . 
1) Минимальными ъш(Лк будут подмногообразия вида 
оО (Ар , где р ­любой простой делитель числа И 
2 ) Максимальное подмногообразие единственное .и порождается 
всеми ш для всех Ы таких, что л ­ ¿ 7 / 0 П о всем 
простим делителям числа д . 
Доказательство. Так как наборы (р) будут полными на­
борами при различных р и , очевидно, являются атомами 
в решетке , то со (Лр ­ атомы в решетке мно­
гообразий со (Л п. -
Пусть А/ набор делителей, указанный во втором пункте 
предложения. Тогда л не делит никакое тСМ , поэтому 
А/ П. , следовательно и подмногообразие, отвечающее на­
бору делителейМ, собственное. 
Пусть А/, , произвольный набор делителей, не содержа­
щий П . Выберем произвольный <У<£ А4< , <^ ­ делитель 
числа п, , поэтому /7^¿//2/ и л., Ф / . Пусть ^ некото­
рый простой делитель числа Л / - Лцр . Тогда /1-с/лгр 
н по условию г/лд <с д / . Таким образом для любого элемен­
та о/ из А/у найдется такой элемент яб.^ из М/ , что 
сУ делит сУл.^ • Следовательно /V/ й А/ и класс наборов 
делителей соответствующий А/ ­ максимален и. содержит 
любой другой класс наборов. Так как решетка Ю (л.) изоморф­
на решетке подмногообразий в соОХ^ , то вторая часть 
предложения доказана. 
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ШЛИ АН СССР 
о к о н с т р у ю д а ш р у Е м е с т и 
ФОРМАЛЬНЫХ АРЙКЛЕТИЧЕСККХ СТРУКТУР 
Наши примеры формальных (арифметических) структур 
делятся по возможности конструктивизации в нестандартных 
моделях формальной арифметики Пеано (РА) на три вида: 
( I ) формальные структуры, не хонструктивизируемые ни в о д ­
ной нестандартной модели РА ; ( 2 ) формальные структуры, 
конетруктивизируемые в каждой нестандартно"! счетной модели 
РА; ( 3 ) формальные структуры, копструктивизируемость к о т о ­
рых в нестандартной счетной модели РА зависит от выбора т а ­
кой модели. Этот перечень полный.Набросаем основные понятия. 
Формальная структура задана, когда условленные преди­
катные я функциональные символы "осмыслены" через определя­
ющие соотношения" формулами язнка РА. Пример: у = fix)-* 
++П*аУ, Р(*-.у,2)~У1*.}й 3 л 9 С Ь i t Р ~ Й в я к Ш , у И f -
формулы, PAH(V3c3. '^) f . в данной работе речь идет только 
о формальных структурах с конечным набором символов. 
Если задать модель РА, "та каждый предикатный (функцио­
нальна) символ, • "формально опте пиленный" форма.т1ьной струк­
турой, приобретает смысл предиката (функции) на модели, на­
зываемого интерпретацией сим гтла в модели. Формальная струк­
тура 4 конструктивизм''уема в модели J4. теории РА,если 
интерпретации в модели символов формальной структуры пере­
ходят при одной биеташи у5 : U) -~ß, в (обще­) рекурсивные 
предикаты и функции на патурял­ном ряде to . 
Обозначения tk(b) , ( э ) р , связанные с кодированием 
конечных последовательностей, введены в [ I ] . Нум&рЗД 
языка РА , ооответстп­.щиП числу Сеоо , обозначим с 
Т Следующая лемма полезна для выяснения приЯадлезщостр 
'1г>рмальноп структуры к впду ( I ) . 
Деммз о кодировках. Пусть ( р е х ) ­ такая формула РА 
оо свободными переменными р , ос , что РА I— ( V » З х 
Ур<СкЫ)((Ь)р = 0 » + ( р £ х ) ) . Если Л ­ нестандартная 
модель РА , то ( УвеЖ)(ЛаеЯ.Дмножество {^^\ Л И ( Е ( а | 
нерекурсивно & ЛИ, N (6 « * ) . , 
Обсудим теперь примеры. (См. также С 23 , [ 3 ] . ) 
1 , Рассмотрим в . РА "эффективно почта периодический1' 
[ 4 ^ предикат р ( х ) •*­»• ( для некоторого целого (/ , ^<{г< 
<. ) . Пусть 6 ­ формальная структура с соотношениями 
^ х ) 3 х + 1 , р сх) •»­». р ( х ; для символов 5 , р . Сиг­
натура 1 5 , р } "бедна" в том смысле, что согласно £ 4 ] , 
ее монадичее.ая теория разрешима. Между тем 6 относится 
к виду ( I ) . Без утверждения о монадаческой разрешимости 
здесь возможно обобщение. Говоря приблизительно, свойство 
предиката Р , влекущее неконструктивизируемость, состоит 
в том, что образы фрагментов двоичного "сверхслова" р 
при подходящем вычислимом монотонном операторе всюду плот­
ны в двоичных последовательностях. 
Модификация этого примера^с использованием независи­
мой от РА формулы дает пример формальной структуры вида 
(3 ) с определяющими соотношениями класса £ ± Л Л 1 . В 
рассуждениях важно, что по лемме о кодировках элементы 
модели с нужным свойством нерекуредвиости не ограничены, 
сверху. 
2. Пусть одноместная функция <£ доказуемо в РА 
изображает (в кодах) такое отображение дерева с постоянным 
(конечным или счетным) ветвлением: корень неподвижен, выше 
­ спуск к непосредственному предшественнику. (Одна из т а ­
ких фунший вместе с функцией позволяет выразить 
сложение и умножение средствами первого порядка, с р . С 5 ] ) . 
Формальная структура, единственное соотношение которой 
вводит символ для функции А. , принадлежит к виду ( 2 ) . 
Замена "предшествования" хотя бы двумя "следованиями" в 
таком ье дереве приводит к формальной структуре вида ( I ) . 
Еще один пример вида ( I ) : два соотношения, вводящие функ­
цию ( х ) А и предикат ( х ) 0 ­ 0 . Этот пример можно о б о б ­
щить. 
Формальная структура, вводящая символы для " п. 
следований" в " с е т к е " u ) J * Zn~* , где Z. - множество 
целых чисел, принадлежат к виду (2 ) . 
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ОБОБЩЕНИЕ ОДОЙ ТЕОРЕШ Г.БИРКГОФА 
В заглавии работы речь идет о следующей известной 
результате Г . Б и р к г о ф а / I / : всякая нильпотентная алгебра 
Ли над полем вкладывается в нильпотентную ассоциативную 
алтебру над тем хе полем. Естественным обобщением этого 
утверждения было бы такое: всякая локально нильпотентная 
алгебра Ли вкладывается в локально нильпотентную ассоциа­
тивную алгебру. В такой формулировке, однако, это утверж­
дение неверно.' В работе / 2 / Л.А.Симонян построил пример 
локально нильпотентной алгебры Ли, не допускающей вложе­
ния ни в какую локально нильпотентную ассоциативную алгеб­
ру. Там же сформулировано необходимое условие вложимостиг 
для вложимости локально нильпотентной алгебры Ли в локаль­
но нильпотентную ассоциативную алгебру необходимо, чтобы, 
все элементы алгебры Ли были энгелевыми. Вопрос с доста­
точности этого условия в настоящее время открыт и поэтому 
кажется естественной задача выделения классов тех алгебр 
Ли, для которых существует вложение в локально нильпотент­
ную ассоциативную алгебру. 
В настоящей работе мы выделяем один такой класс 
алгебр Ли и рассматриваем некоторые связанные с этим воп­
росы. 
к I . Пример алгебры Ли, не допускающей вложения 
Этот пример конструктивен и в некотором смысле мини­
мален по сравнению с примером Л.А.СимоняЙа из р а б о т ы / г / . 
Пусть V—векторное пространство над полем М с 
­ А З ь ­
базисом (е^)°^ и Ы ­ линейное преобразование V , 
задаваемое своим действием на базисные элементы 
у ] &л-> » в с л и л - > ^ I 
" ( О , если /г = У . 
Боли рассматривать V как алгебру Ли с нулевым умноже­
нием, то Ы есть дифференцирование I/ . Пусть 1~*У+0 
есть полупрямая сумма алгебры Ли V и алгебры О , по ­
рожденной дифференцированием о( в алгебре всех диффе­
ренцирований алгебры V . В алгебре Ь цепь подал­
гебр < 2 / > « < £ < . О с ­ ­ с &,£»~£л.>с . .• с I / с Ь выдерживает 
действие о / . Напомним, что элемент х алгебры Ли 6 
является энгелевым, если для всякого элемента су из £ 
выполняется условие <Гу. ос ,П.И~0 , причем число л­ з а ­
висит только от . Здесь как о б ы ч н о £ у , х , / 7 = Г у , х:_7, 
а[ц,,Х,,п.З=£Гц,0;,П-1'^ Легко понять, что элемент с( 
нашей алгебры & не является энгелевым, ъ.кХСь.с/'.пЧЗ-Ъ 
и потому Л не вкладывается ни в какую локально нильпо­
тентную ассоциативную алгебру. 
Возрастающий ряд Оя1**сЬ{С..Цс 1*1^с 
идеалов алгебры & называется центральным рядом, если 
£ /<, 1^+у 1,1 • Алгебра Ли , обладающая возрас­
тающим центральным рядом, называется £А —алгеброй Ли. 
Алгебра ^ 8 У+О является жГН —алгеброй, т . к . ряд 
• & ) с 4 4 , е я > е . . . С < * * „ < * , • ^ > с : . ..<= 1/<=/, центральный. 
Следовательно, существуют £А ­алгебры Ли,не допускающие 
вложения ня в канув локально нияьнотентную ассоциативную 
алгебру. 
§ 2 . Класс алгебр Лн, допускающих вложение 
Длина центрального ряда в алгебре Л • V + 0 равна 
со*-/. Если ограничиться Л / 4 ­алгебрами с длиной цент­
рального ряда 4: СлЗ , то для них необходимое вложение уже 
существует. 
Теорема. Е.А —алгебра Ли над полем М. с длиной 
центрального ряда £ ¿ 0 обладает изоморфным вложением в 
локально нильпотентную ассоциативную алгебру над тем же 
полем. 
Доказательство. Liu следуем идее Г.БиркгоФа / I / и 
используем аппарат весов . Пусть L - Z-A ­алгебра Ли и 
есть центральный ряд алгебры L . Выберем в L базис, 
проходящий через этот ряд, и обозначим базисные элементы 
из L^Ln-i посредством г . Базисные элементы из 
упорядочим произвольным образом. Если не 
K,Lnz , то мы считаем, что Сг л < ^ / , i / B V . Обозначим 
посредством ti\L ) универсальную о'бертывающую алгебры L 
вед М. . По теореме Пуанкаре­Биркгофа ­Витта / з / базис 
ТУ (L) состоит из / и одночленов вида £ „ < / n €„ ^ 
в'которых fif 4. пг й ... 4 tit » 4 ­ Юс-н ± . . . &/Vj t'' 
если /Ц *&i4 &j . Умножение двух таких одночле­
нов в V-(L) заключается в "приписывании" к одному одноч­
лену другого и последующей процедуре "выпрямления" [ i ] 
полученного произведения, базирующейся на законе умнояе­
ния элементов L : п^тл 
где П.£ l mi п. (it. л?). В Ц(Ь.) этому соотношению отвечает 
соотноиение: 
Для элементов U из UCL) определим теперь следующим 
образом веса W(cc)* : мы считаем, что v*(C„mf • -£>, , 
Р %, Щ*агт ) , а. Неравен 
наименьшему из весов одночленов, входящих в запись элемен­
та 6t , й з соотношения ( * ) следует, что "выпрямление" 
сохраняет нижнюю границу зесов членов любого многочлена, 
т . к . справедливо неравенство , € * л / » л ) < 
4LL Lt . 
Возьмем теперь в « ( А / подпространство У , по ­
рожденное всеми одночленами веса ^ j . И з сохранения 
нижней границы весов при "выпрямлении" следует, что это 
подпространство является идеалом в U(L). Идеал фактор­
кольца V(JL)/? , порожденный всеми элементами Ь , 
локальнонильпотентен. Так как линейных комбинаций элемен­
тов e n m весов > j нот, то различные элементы алгеб­
ры L лежат в разных классах вычетов по fDcciS'и потому 
L изоморфно вкладывается в указанный локально нильпо­
тентный идеал ассоциативной алгебры t/(L )/$ . 
§ 3 . Класс ^ А ­ г р у п п , допускающих точное 
локально финитно стабильное представление 
Приведем вначале нужные определения. Мы говорим, что 
задано представление группы (л относительно абелевой 
группы А « если фиксирован гомоморфизм группы б\ в 
группу Л at А автоморфизмов абелевой группы А . В этом 
случае говорят также о паре (А „С\ ) ( с м . / * / ) . Если з а ­
дан гомоморфизм алгебры Ли L в алгебру End А эндомор­
физмов абелевой группы А , то мы говорим, что задано 
представление алгебры Ли L относительно А , задана 
пара (A ,L ) . Группа А называется областью действия 
С\ . Она может быть векторным пространством над полем. 
Пару(54,^?(аналогично(A,ty) называют точной, если для в с я ­
кого элемента f& ¿5­ ( можно указать такой элемент 
д\* , что х»^Фх iX't^fto). Символом • здесь о б о з ­
начено действие элемента из 6- ( *С ) на элементы из 
чбелевой группы /\ . 
Пару (AJJ\)((AtL^называют финитно стабильной, если 
в А существует такой ряд £ —допустимых ( L — д о ­
пустимых ) подгрупп 
0=АссА,сА2\Ai-4cAi£..A'**n 
в факторах которого & ( L ) действует тривиально, 
т . е . для XeAi будет Хсу * Х(mod Ai-i) 
( Ш*0(шв1 Ai , ) ) . Пару (A. $ ) /(A, L ) / 
называют локально финитно стабильной, если каждая конечно 
порожденная подгруппа ^ с ¿5 (подалгебра 2. с L, ) 
действует в' А финитно стабильно, т . е . если пара (A, j>), 
действие в которой индуицировано (Я (Л) , фивитно с т а ­
бильна. 
Докажем вначале, что существуют /7.А —групгш, не 
дг>пугг^ючие точного локяльяо финитно стабильного представ­
ления абелевой областью действия 
Пример. Пусть А есть свободная абелева группа 
счетного ранга со свободными образующими 0,,С73,.... ¿ 7 , , . . . , 
Ал ­ подгруппа А , порожденная элементамиа,а^...,0щ 
Ь ­ автоморфизм А , определяемый своим действием 
на базисные элементы: 
Q ^ _$ал'ал-( , если П>{ 
I­ О, , если (I* i 
Пусть & ­ полупрямое произведение групп А и $Ь J . 
Группа £Г является Z.A ­группой. Действительно, ком­
мутатор (Q*t)*Q\ ^Oh.^ , поэтому ряд 
^сА2^..-Ал 4еAn А с & является центральным 
рядом. 
Предположим, что группа " допускает точное л о ­
кально финитно стабильное представление (V.G) над полем 
характеристики О . Тогда элементы у - / , , из 
алгебрыEfut V нильпотентны, в частности,нильпотентен 
элемент t - i и потому найдется такое число А , что 
Воспользуемся теперь таким утверждением, доказанным 
в работе Л . А . С и н о н я н а / 2 / : если (я содержит подгруппу 
I нильпотентную класса SLn +/ и имеющую элемент Q_ 
с (д-/)п=0, то показатель энгелевости элемента у в .2^  
будет На . r U i l 
Возьмем в ы в качестве ^ подгруппу tA^.t J» 
Элемент •* имеет в 2. показатель энгелевости JUt*£ % 
Т . К . ^ Д Л , ) ^ , * / ;По(ПМ 
следовательно,показатель энгелевости элемента к в Т 
должен быть izi.ii . Полученное противоречив означает, 
что группа (л не допускает точного локально финитно с т а ­
бильного представления над полем характеристики О . 
Группа G не допускает локально финитно стабильного 
представления и над полем характеристики р , ибо сущест­
вование такого представления влечет периодичность группы, 
а группа & ­ без кручения. 
Убедимся теперь, что группа & не допускает точного 
локально финитно стабильного представления относительно 
вбвлевой группы. 
Предположим, что такое представление для £ сущест­
вует и А есть область представления. Пусть ^&.У- а с с о ­
циативная оболочка группы & в алгебре рос/А . Порож­
денная множеством £ ­ 1 подалгебра из<£­;локально нильпотент­
на. Обозначим посредством Р периодическую часть адди­
тивной группы алгебры ^ 6 Г ) . Так как Р является идеа­
лом в )• ,10 £р - б^Г^^ *• Р) ­ нормальная подгруп­
па группы 6 . Докажем, что эта подгруппа периодична. 
Пусть 4*Х<=-&р и X ­ элемент порядка у , при­
надлежащий р —примерной компоненте группы Р . Из 
равенств рх.­£?и Хл'0 , выбирая^ М таким образом, что ­
бы было л , получим (1*Х/^^*ХР-1' Случай, ког ­
да элемент X имеет порядок ре , легко сводится н рас ­
смотренному. 
Группа 6Г , однако, не имеет кручения. Следователь­
н о , ^ ^ ) * / и поэтому С изоморфно вкладывается в ал­
гебру ^(я^/Р • Взяв тензорное произведение О0(^л^/Р) 
и определив действие группы (з на 0@(££ У/Р ) 
регулярным образом, получим точное локально финитно с т а ­
бильное представление группы <Я над О .Полученное 
противоречие доказывает, что группа £ не имеет точного 
локально финитно стабильного представления с абелевой о б ­
ластью действия. _ 
В том, что" у группы Ся нет нужного представления 
над 0 можно убедиться и другим способом. Пусть <5* -
пополнение группы £ . В' силу известной творены Федорове 
( / 5 / , с .ч21 ) группа также является £А— группой 
с длиной центрального ряда ^ сО . Группе О , квк это 
доказано А.И.Мальцевым в работе / б / , отвечает опреде­
ленная алгебра Ли I* над полем О рациональных чисел. 
Легко понять, что эта алгебра Ли совпадает с алгеброй Ли, 
построенной в § 1 , если в качестве исходного поля взять по­
ле рациональных чисел. В р а б о т е / ? / а в т о р о м приведено д о ­
казательство того , _что полная локально нильпотентная без 
кручения группа £ тогда и только тогда допускчет точ­
ное локально финитно стабильное представление над С , 
когда такое представление имеет отвечающая ей алтебра Ли 
/л . Бели труппа С\ имеет точное локально финитно с т а ­
бильное представление, то его имеет и группа 3 , а с 
ней и алгебра , что невозможно. 
Из упомянутого результата р а б о т ы / ? / и доказанной в 
§2 теоремы о вложении с. А —алгебры Ли в локально нильпо­
тентную ассоциативную алгебру следует такая 
Теорема. Всякая 1А —группа без кручения с длиной 
центрального ряда 4= со допускает точное локально финитно 
стабильное представление. 
Доказательство. Пусть & ­ 2А— группа_без круче­
ния с длиной центрального ряда £си Пусть ¿3 ­ попол­
нение этой группы. Центральный ряд в £Г также имеет 
длину ^ш .Рассмотрим алгебру Ли ^ , отвечающую Сл . 
Длина центрального ряда в ¿1 будет й си , поэтому 1~ 
вкладывается в локально нильпотентную ассоциативную ал­
гебру К над полем О . Если есть алгебра, по­
лучаемая из 'У присоединением единицы, то регулярное 
представление является точным локально финитно 
стабильным представлением I/ , а значит и алгебры Ли 
Остается применить результат р а б о т ы / ? / . 
§ 4. О локально конечномерных представлениях 
В связи с примерами, построенными в §§1 и 3 , следует 
еще отметить, что и алгебра И , и группа <л не вклады­
ваются ни в какие локально конечномерные ассоциативные 
алгебры. Напомним, что локально конечномерной называется 
такая алгебра, в которой конечномерна каждая конечнопо­
рожденная подалгебра. 
Едя группы С* известно, что из вложимости локально 
нильпотентной без кручения группы <Д в локально конеч­
номерную алтебру над полем характеристики О следует 
локально финитно стабильная представимость группы £/¿(6) 
над тем же полем. Здесь центр £ . В нашем слу­
чае О. , поэтому, если (л вложима в локально 
конечномерную алгебру, то она допускает локально финитно 
стабильное представление. 
Аналогичный факт имеет место и для алгебры Ь 
Теорема. Если локально нильпотентная алгебра Ли Ь 
вкладывается в локально конечномерную ассоциативную ал­
гебру над некоторым полам К , то фактор­алгебра Ь/£(Ц, 
где ¿ ( 2 / ) ­ центр Д , вкладывается в локально нильпотент­
ную ассоциативную алгебру над тем же полем. 
Доказательство. Пусть А ­ локально конечномерная 
ассоциативная алгебра, содержащая А . Можно считать, не 
ограничивая общности, что А порождается множеством/ ! / . 
Определим представление 1~1 дифференцированиями ал­
гебры А , связав с элементами £^ Ь дифференцирование 
£. , действующее на А по правилу: СГов=Сс7, ?^ , где 
Ко, £Л =а*?- Со . Алгебра дифференцирований, порожденная 
этими £ , изоморфна (С) . Докажем, что 
ассоциативная алгебра, порожденная множеством Д в ал­
гебре Епа/ А , локально нильпотентна. Для_этого про­
верим прежде в с е г о , что каждое отображение € является 
нильпотентным эндоморфизмом. 
Элемент £ является алгебраическим элементом как 
элемент локально конечномерной аадебры, поэтому найдется 
такое число П. и такие элементы 4 I & П.-1) из 
базисного поля, что £п = £ Лс£1 . Из этого равенства 
следует, что пространство* 7 , натянутое на элементы 
^йС* , конечномерно, причем сУс/п 1/е(с?) 4п2, . С 
другой стороны, элемент 'I является локально нильпотент­
ным дифференцированием алгебры А , т . к . алгебра и ло ­
кально нильпотентна. Это означает, что для всякого элемен­
та й€ А можно указать такое т , зависящее, вообще 
говоря, от ¿7 и I , что Осё * О . Но из неравенст­
ва сЛ1т лгследует, чюф^п2 , т . е . число /V 
не зависит от О . Следовательно,эндоморфизм I про­
странства А вильпотевтен. 
Из локальной нильпотентности алгебры I и т о г о , что 
все ее элементы нильпотенхны, следует локальная нильпотент­
ность ассоциативной подалгебры алгебры Е/1с/ А , порож­
денной И . Доказательство этого утверждения вытекает, 
например, из теоремы 2 3 . 1 ­ 3 , приведенной в книге 
М.И.Каргаполова и Ю.И.Мерзлякова / в / , с . 2 П . 
Нужвое заключение о невозможности вложения алгебры Ли 
L на §1 в локальво конечномерную ассоциативную алгебру 
следует нз изоморфизма LI £ (L)^ L. . Отсюда следует ; 
также, что теорема Адо­Иваоала не допускает обобщения на 
локально конечномерные алгебры Ли, т . е . , ч т о локально к о ­
нечномерная алгебра Ли не вкладывается, вообщего говоря, 
в локально конечномерную ассоциативную алгебру. 
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ВАРИАЦИИ НА ТЕМУ КВАНТОВОЙ ЛОГИКИ 
При т . наз . квантово­логичвском подходе к аксиомати­
ке квантовой механики с каждой Физической системой S с в я ­
зывается некоторое,особны образом частично упорядоченное 
множество L , элементы которого интерпретируются как утвер­
ждения вяжа "при измерения значения такой­то наблюдаемой, 
( т . е . физической величины, связанной с 5 ) результат ле ­
жит пая долвен лежать и т . п . в такой­то области числовой 
прямой". Само множество L тогда называет квантовой логикой 
системы 5 , я оно в зависимости о т тех мли иных исходных 
предпосылок физического, философского и математического 
характера наделяется алгебраической структурой определен­
ного типа, отражающей я некоторые свойства конкретной с и с ­
темы. Каждое состояние системы предсталяется в L как в е ­
роятностная мера определенного вида. (Подробнее об этом 
см. в обзорах [5­71J Мы не будем заниматься непосредствен­
но этой тематикой, и о т читателя не требуется знакомство 
с ней, хотя оно помогло бы оценить содержание работы в це ­
лом, мы ставили с е б е цель, яро демонстрировать, что подобный 
подход может бить полезным и в совсем другой области, а 
также ­ описать возникающие при этом структуры и сравнить 
их с "традиционными''. Вместо квантовой системы S им б у ­
дем иметь "черный яиик", перерабатывавший слова одного ал­
фавита в слова другого (например, автомат ) . Роль наблюда­
емых сметены S будут играть входные последовательности, 
рожь значений наблюдаемых ­ выходные последовательности 
черного ящика. Будем считать , что он , вообще говоря, неде­
терминированный, но не стохастический .поэтому вместо упо ­
мянутых выше вероятностных мер на |_ у нас появятся неко­
торые подмножества L , аналогичные главным фильтрам в р е ­
швтках. Мы увидим, например, что в отличив от случая, 
типичного для физических систем, логика черного' ящика не 
обязана быть даже ортомодулярным ортоупорядоченным мно­
жеством. 
51. Описание черного ящика 
Предположим, что имеется черный ящик с. одним входом 
и одни» выходом, работающий в дискретном времени и следу­
ющим образом перерабатывющий слова в своем выходном алфа­
вите X ("входные последовательности") в слова в выходном 
алфавите У ("выходные последовательности") : если буквы 
произвольного слова •» в X последовательно подаются на 
вход, то на выходе, также последовательно, появляются бук­
вы из У , образующие какое­либо слово f . Будем считать, 
что слово ß , вообще говоря, не определяется однозначно 
словом ос , что а и •<' всегда имеют одинаковую длину и что 
черный ящик работает "без предвосхищения'*. Типичным приме­
ром такого устройства является произвольный иедетерминис­
тический, или ND­автомат [8] ­ система СХ.У.Х,}'^), где как 
и выше X и У ­ входной и выходной алфавиты, i 
во внутренних состояний, ­ соответственно функция п е ­
реходов и функция выходов автомата, всюду определенные, но 
возможно, неоднозначные. Пусть Х*^*­ ммгигеетва всех слов, 
включая пустое , вХ, и, соответственно, в У . Определим 
соответствие <г из Х**1. в У следующим образом: 
<Я« • ­у»>€ Tt*«.. п=гУ1 и 1лля "всех i в ОУл.­.л.­^  
где я,«л , а * ^ • Тогда, если автомат находится 
в начальном состоянии лщ с 2 , то каждой входной последова­е 
тельноети »te X в указанном выше смысле будет соответство­
вать любая из возможных последовательностей 
Чтобы точнее описать работу черного ящика в общем 
случае, введем ряд обозначений. Длину слова •<вХ*иУ*обо­
значим через\«\, а через У* обозначим множество всех слов 
нэ У * длины "<*­!. Будем писать « е в , если л ­ начальный отре­
зок а, а $ ­ продолжение * (равенство et и в не исключа­
е т с я ) . Не будем различать произвольные слова и их единич­' 
ные множества. Если *­*'р\«Х*и L ^ y ' , обозначим­ через L\« ' 
множество начальных отрезков { в Ч У : 3 » ' « L г с ? * } . Теперь 
мы можем сказать, что наш черный яшик реализует некоторое 
всюду определенное, но быть может, многозначное с о о т в е т с т ­
вие Т из X* в У*, обладавшее свойствами 
« а * т ТСРС)с у* 
По терминологии [ 8 ] это недетерминистический, или ND­one­
ратор; мы для краткости будем называть Т просто операто­
ром. В рассмотренном вытге примере каждое непустое множест­
во состояний M c Z определяет оператор Т следующим образок:' 
В действительности любой М0­оператор подобиям образом м о ­
жет быть реализован подходящим МО­автоматом,и даже при 
помощи одноэлемездивго множества М (см. [ 8 J , § 1 1 . 4 ) . Та­
ким образе*.при яеле­икм можно считать , что черный яшик ­
это некоторм* "шмвдетаяьнкй" MD­аетомат. Однако мы вплоть 
до не будем интересоваться внутренними состояниями на­
шего черного­ яшика, поэтому нам удобней отождествить егс с 
самим оператором Т. Вудем называть черный яшик тривиальным, 
если всегда Ти>»У^ и детермнняроэенным, если все множест­
ва ХШ одгктементнм. 
?2\ Логжка черного ящика 
Итак, п у с т ь Т ­ фи­кси­роэвлчн*? в последуюкем MD­опера­
тор , соответствующий­ няатему черному ящику. Выделим некото­
рое множество Q входным последовательностей, содержягее 
вместе с каждым членом­ » все е г о начальные отрезки. Элемен­ ; 
ты Q будем называть вопросами, а злементь' множества А:­
Я U(TH):«*«Q )~ возможными ответами черного ятлика. Будем­ вчч ­
тать , что мы можем проводить с ним эксперименты, задавая» 
ему. любое число раз любые вопросы и Фиксируя его ответы. 
Пару (**, Ю , где К с Т<­>,•<«(}, можно воспринять как соооще­
ние о том, " то в эксперименте ич вопрос •< бкя получен о т ­
вет , принаддежаятий множеству альтернатиг К (или как прог­
ноз, что ожидаемый ответ будет принадлежать К. ) . Интуитив­
но понятно, что такие сообшения не могут быть полностью не ­
зависимыми даже для тривиального черного ятика: истинность 
одних из них влечет за собой истинность других и ложность 
третьих. Чтобы эксплицировать это интуитивное представле­
ние, определим на множестве всех сообщений бинарное о т ­
ношение следования ­ < . Перед этим мы должны пополнить спи­
сок обозначений. 
Если К,К'сТо<) , будем писать К А вместо Т­«)«»К и 
вместо К1К'=^. Если, кроме т о г о , /5 ­ произвольный вопрос 
ИЗ<?, п о л о ж и м Н щ р 9 { г € Т ф : 3 1 . К *,«П,./1­О*Ь 
гделпр , ­ наибольший общий начальный отрезок слов « и д . 
В частности, если « < е в , то К*/» ­ множество продолжений 
длины |б| всех слов из К , а если у | с « , то К*д=К'1^ . В о б ­
щем случае КсЩ*?)**, но е с л и < * с д , то (К»р)п<** К. 
Определим на М два двуместных отношения ­»,­•' полагая, 
что 
(«, К) ­* «­» К с « " ( " М » в е I. для некоторого 
М с Т(ч­пд), 
Ы,К)^ (в , О •*­!> К > М « * У 1_»М*,Р для некоторого 
М с ТЧ«еПв). 
Отметим, что 
. « е р ( « , ю ~ ( в , 
К * . ) - (/>,?) „, су, тс-;; - {р} у(р). 
Лемма 1. (а) (V. К) -< с р . Р <-> 1_ , 
(б ) отношение —4 рефлексивно и транэитивно, 
(в ) отношение —> является эквивалентностью 
на М , причем 
(V,Ю <­' (ш, I) <­> ( « , Ю ­* ( р , и ( д и - г (*-, 4^ 
( г ) если (<Х)­Г(>,Ц, то (р,1х)-1 ( « , (С А ) . 
Дпкяяательство. (а)проверяется непосредственно. 
( б ) Рефлексивность отношения Н оченидна. Чтобы про­
верить его транзитивность, допустим, что &,Ю-Ир,1.Н(#,1$ и 
положим « ­«*пй , Г = в п г . ­ Ввиду (•*) имеем, что К « р с 1_ и 
1 . » у с М . Отспла « » р ) « * с М . Далее, если В С Т , толп^ = б ­ и . 
(К»(ь)«# = «К!'')*­''")** = 1К1в}«Г , э если* с в . то^пТ"* и 
аналогич11о предыдущему. ( К « Р > , г «ОО*)»­* . Й обоих случаях 
К'/с(кЦп/з)*- $с М . т.о. (ч,к)-((^м). я других случаев 
нет. ппгкальку б,тей. 
(в ) вытекает непосредственно из определений.. 
( г ) также вытекает.из определения ­< , если у ч е с т ь , 
что для М <= ТС*па) имеем ( М « ^ ) А « М А * * и М А *<*. 
Пусть I " M/w ; это множество будем называть логикой 
рассматриваемого черного ящика (см. введение) . Элементы 
будем называть суждениями. Обозначим через ¿ отношение 
порядка, индуцируемое на L- отношением ­< , а через 0 иГ1 ­
соответственно суждения и нУ, Тск>)|, где оС ­ произ­
вольчо.' Очевидно, 0 -• наименьший, а I ­ наибольший элемент 
упорядоченного множества 1_ . На L можно егае определить 
одноместную операцию А , полагая |«*,Ю|Х«|(<,КА)|. Из'опреде­
лений и леммы К г ) вытекает 
Теорема 2 . Операция 4 является,ортодополнением на L , 
т . е . для любых о , Ь « L 
а * А ­ а , Q.í Ь ­í> Ъ*-* & , *a,><»>* A >» 4. 
Напомним, что упорядоченное множество, на котором з а ­
дана операция ортодополнения, часто называют ортоупорядо­
ченным множеством» Точную верхнюю (нижнюю) грань множест­
ва Хс L обозначим через MX (соответственно ) , или 
через хыц (соответственно х А у ) , когда Х ­Чж,у ) . Частич­
ные операции объединения и пересечения У,Л связаны между 
' с обой правилами де Моргана: 
й ^ Ь . ^ л Ь 1 ) 1 , e^b-cVvb*)* . 
Будем говорить, что два суждения о , Ь ортогональны,и пи­
сать a i » , если а*Ь х . При этом 
а 1 Ь **• Ы а . , a i a о * и * 0 , а < Ы с « a l e 
§3. р множество внутренних событий черного ящика 
С точностью до изоморфизма логику L можно построить 
и используя совсем другую идею. Мы увидим, что L изоморф­
но некоторому множеству множеств, ортоупорядоченному отно­
шенном включения. 
Будем напывать (выходной" конфигурацией черного ящика 
л»бу» функцию ы«.А^ , такую, что при любых Qtb из Q 
ft Т о * ) , 
Чей **&)&ь>({), 
ТогДД, р частности, ww) в И , если #*Т<«<), ? « Т ( * ) ­
рнкодныч ппелвдовчтелыюсти,' имеющие общий нвчяпм'И» 
отреэок длины |«пр\, то можно подобрать такую конфигурацию 
и . что <•*•<)й щ)=Э . Пусть $1 ­ множество всех кон^гура­
ций, и пусть Е ­ множество всех подмножеств Л . . Элементы 
Е будем надавать событиями. Если <** С} и К с 1 * 0 , . то о б о ­
значим через [*,кЗ множество \шеС1' *>с«о*К} ; о событиях т а ­
кого вида будем говорить, что они (экспериментально) наблю­
даемы. 
Пусть Е„ ­ множество всех наблюдаемых событий. Оно, 
очевидно, замкнуто относительно операции дополнения ' 
ф',КЗ' = [<*,К*\]/) и содержит также нулевое событие ф и уни­
версальное событие Л , но не обязательно замкнуто относи­
тельно теоретико­множественного объединения,а значит и пере ­
сечения. Понятно, что ' ­ ортодополнение на Е с , т . е . 
(|Е„с./) ­ ортоупорядоченное множество. 
Следу иная лемма, между прчим, еше раз показывает, что 
отношение ­* на |М транзитивно. 
Лемма 3 . [* ,ЮсСа,1 . ] тогда и только тогда, когда tW.il) 
Доказательство. Допустим, что при любом ы. с^Иск' 
влечет о(.Р)б1. • и выберем ^сК*А . Тогда в К. имеется т а ­
кое слово )р , что <У*)г»(» и »ипц <• Л*пр . Следователь­
но, для подходяшей конфигурации *> о*""*".*) и <? = «С|И , а 
это ввиду сделанного допущения и означает, что <У«1_ . В . 
итоге К*»с1_ . Наоборот, если К*ас1_ , то для­любого , 
такого , ЧТО , 
о>(»>еи>С*П­»)»А с « . «* с |_, 
так что из ы1«0б 1С всегда вытекает £o(p)«L . Остается на-
помнить лемму К а ) . 
Как следствие получаем обещанный в начале параграфа ре-
зультат. 
Теорема 4. Ортоупорядоченнне множества (И-,*,"* ) и 
(Е в ,<;, ' ) изоморфны. Иначе: логика в­ изоморфно вкладывается 
в алгебру событий Е . 
Соответствующий изоморфизм ^ ^ . Ю ^ С о Л К] сохраняет, 
ралумет.'т, и псе сукеструюгтое точные верхние и нижние г р а ­
ни. Если теоретико-множественное объединение (пересечение) 
двух набладаемых событий входит в Е„ , то'оно будет также 
их т.в.г. (т.н.г.) в Е, , но обратное, вообще'говоря, не-
верно ( см. теорему 8 ниже). Отметим в этой связи, что если 
e<«Q и ^к*»!^- семейство подмножеств Тс<) , то 
ГКС­,И,3.^ €1) » C­t.not.­i»!)]. 
§4. Структура множества 1_ 
В первой половине параграфа будем изучать свойства 
операций объединения и пересечения в L . Зафиксируем три 
произвольных суждения а , Ь , с . Вплоть до теоремн 8 включи­
тельно будем считать, что а * К­*, Ю1 , b­|(>,L)|, lt*\(itrQ\, 
a также, что а.'= Ц»,К*^)| , b'­K.M,L»«0|. О"евидно, ала' , 
Ь « ь \ avb'«|0x,K'Ul.*4>) , a ' vb= .| ( f , К « * и У 1 ­
Лемма 5. Если p j f c t m f и Ь « с , то Ь ' * с . 
Доказательство. Пусть e > < n f , Т « * п ^ . Тогда имеем 
откуда ввиду Леммы К а ) и выбора *. вытекает требуемое. 
Проверку деталей предоставляем читателю. 
Лемма 6. Если e , b « c , то a v b ' < c или a 'vb<« . . 
доказательство. Возможны два случая^ p n y c^nji или 
' • r n f e i n y . Если o , b s c , то ввиду предыдущей леммы в пер­
вом случае ь 'жс и далее а * Ь ' * с , a во втором ­ анало­
гично a ' v b « c . 
Из этой леммы, вытекает интересное и полезное с л е д с т ­
вие. Если существует объединение a v b , то разумеется, 
a v b « a « b ' к A V B « a ' V J > . . Вто же время в силу леммы име­
ет место по крайней мере одно из обратных неравенств. На­
оборот , если например, A V B ' * a . ' V B , тз ввиду леммы 6 
е « Ь ' ­ наименьшая из верхних граней пары­!а,Ь] , и анало­
гично, если e ' V B I A V B ' , Таким образом, нами доказана 
Теорема 7. Объединение а и Ь существует в том и 
только в том случае, когда суждения a v b ' ' и a V b 
сравнимы, и тогда оно равно наименьшему из них. 
Будем писать aib , если имеется слово <?е<Э и т а ­
кие множества K ' , L ' c T ( # ) , что а*Ц*,И.')\, b ­ K A L ' ) ! . В 
этом глу'»яе, разумеется, a v b существует и равно 
K<f, KVA'J|. Ичог.пч имеет место и обратное. 
Следствие I . Если « I b , то a v b существует только т о г ­
да, когда аАЬ . 
Доказательство. Пусть л ! Ь , т . е . Ь * а А . Тогда по лем­
ме 5 (о û. J­вместо е.) Ь'ла* или, что то же, а* Ь'л. Еше раз 
применим эту лемму (с. a вместо Ь, «< вместо /* и b ' J вместо е.); 
получим, что а ' * Ь' А ; Теперь, учитывая теорему, допустим, 
что a v b = o . v b ' < <k'vb . Тогда, в частности, должно быть 
b ' í a'vb « Ь'­1 v b , откуда b ' < b . Итак, Ь ' « Ь ; если же 
оуЬзО'х Ь* а » Ь' f то аналогично d'=<f . В обоих случаях 
a i b . 
Замечание. Предположение об ортогональности a v. Ь 
здесь существенно. Утверждение нельзя также обобщить для 
большего числа суждений. Из­за ограниченного объема статьи 
мы не можем привести подтверждающие это контрпримеры. 
Ортоупорядоченное множество называют ортомодулярным, 
если 
a l b «f> (a* » существует и Ь » й » Ь ) а « у . 
Обычно предполагают, что квантовая логика является ортомо­
дулярным ортоупорядоченным множеством или даже решеткой 
[ 5 ­ 7 ] . В противном случае этому имеем 
Следствие 2 . Множество L ортомодулярно тогда и толь­
ко тогда , когда множество О линейно упорядочено отношени­
ем с . 
Доказательство. Если L ортомодулярно, то из а Д Ь 
всегда вытекеет л ib. Это невозможно, если Q не линейно. 
•Наоборот, если Q линейно, то всегда a i b ; более того , е с ­
ли a l b , то в определении i K'rtL=0 f поэтому L'»(K'uL',)rtК'\ 
Следовательно, (av Ь) а л* « Ь. 
Мы можем уточнить связь между операциями v в К. и и в 
Тс о сема 8. C*',rlJ=t ,',RJ<Jtf,'­] тогда и только тогда, ког­
да c « a v b и для любого J из M |(*,ЭД<<х или \(S,f)\tb. 
Доказательство. Левая часть утверждения означает, чте 
K K J c C ^ M ] , C f > , L l c c i f ( r i 3 , C^HjcC - . k J v . rP . Ü . 
Первые два ил чтих включений ввиду теоремы 4 можно в м е ­
нить ча неравенства а « с , Ь * с ; треть°. *е перрнигрм р виде 
Voj (wcjf) t M ­ » íJC­.l C Í » coCf) í L ) . 
Но ' 'то оянечавт эяееь квантор _дяя пооирнольного м " ? П дай­
ном контексте не различимы конфигурации, имеющие одинако­
вые значения на каждом из трех слов . В свою очередь, 
если «^ С*> зафиксировано. то «С«) и должны, как мы зна­
ем, удовлетворять условиям &><•<) с со(№<*., <о(^«а*#)*а и мо­
гут быть любыми в этих пределах. Итак, на следующем шаге 
равносильных преобразований получаем 
У З * М ( Л ­ с * V I ) . 
Ввиду леммы Н а ) это означает, что для любого 8 из М 
(*,»)•< С«,Л) или 1р,Ц, т . е . К**.*^а или |<*,Л)|<Ь. 
Из этого вытекает также, что любая верхняя грань в И. Ь пре­
вышает с ; вместе с полученным ранее это означает, что с»ауЬ. 
Вкратце сравним структуру логики I­ с некоторыми дру­
гими структурами, возникающими при логическом подходе к 
квантовой механике. 
Пусть множество Хс {_ удовлетворяет условиям 
иХ , а « Х - » > а * # . Х , а , Ь « Ж ^ ( а л Ь . о * а Х Ь ; , 
0,Ьб X » * й *Ьсуществует и принадлежит X • 
Тогда 0*Х и для всех а,Ь из X а л б также существует и 
принадлежит X . Нетрудно видеть, что в системе (Л,а ,* ) вы­
полняются известные аксиомы Фринка для булевых алгебр ( см. 
[ 3 ] , [ 4 ] ) . Будем поэтому называть такое множество X буле­
вой алгеброй в Ь ( е р . с определением 4 . 3 в [ I ] ) . Например, 
для любого Л « 0 множество 1_А всех суждений вида явля­
ется булевой алгеброй в 1_. ибо К*, Кии! = 1«,'Ю1 у|*«г,и| . 
Более т о г о , эта булева алгебра полна, а пересечение 1^пЬр 
является полной подалгеброй как 1 ,^ так И 1_«. В частности, 
семейство {1.,Л ч <а совместно в с м ы с л е [ I ] , [ . 2 ] . Следуя при­
меру 1.7 из £11 , определим на_1_ двухместную частичвух опе ­
рацию 7 я двухместное отношение­» следующий образом: 
атЬ»с«­9 сЦьиа<гЬ*& ; а « » Ь * * а 1 Ь и а « Ь ; 
определим также для каждогр М» 2 отношение С п на и при п о ­
мощи условия 
С^(о4,.-,Лщ) {<Хи..,(Х^ с 1^  для некоторого^еО. 
Чак указано, в [ I ] ( см . также £ 2 ] , определение А . I ) , полу­
ченная так система ( Ь , 4 С И } П , Л , » , А , ' » ) является т. наз. час­
тичной булевой алгеброй в широком смысле. Добавим лишь, чтп 
иэ опропрления отношения ­* вытекает, что « ­ <1* , в част­
10"ти. < врпяетс» транзитивным замыканием < . 
ч 
Будем называть множество Д . с И_ когерентным, если Хс 
сИ­^для некоторого ы из 0 , и обозначим через К. класс всех 
когерентных подмножеств 1_ . Он обладает следующими свойст­
В 8 М И : 1 ) и С Х ­ Х е й С ) ^ , 
2) Х , е1к , УсХ =%> У е К , 
3) Х ^ К ^ У Х и ЛХ существуют, 
4) X* К •* X содержится в некоторой когерентной полной 
и атомной булевой алгебре в I. . 
Нам неизвестно, могут ли существовать в I ­ некогерент­
ные булевы алгебры. Неретен и другой интересный вопрос, 
касающийся погружения I. в Е , какио множества событий с о ­
ответствуют когерентным множествам суждений. Пусть X ­ не­
которое множество суждений, и пусть X*- множество,событий 
соответствующих им при изоморфизме теоремы 4 . Несложная 
проверка показывает, что если Х^К , то полное поле мно­
жеств ( т . е . полная булева подалгебра), порождаемое мно*?~­
твом X* п £ , полностью включено в Е0 . Весьма вероятно, что 
это свойство множества ­X*также и достаточно для того , ч т о ­
бы -X было когерентном, однако мы не обладаем доказательст­
вом этого . 
§5. Состояния черного ящика 
Разумно попытаться хотя бы частично разъяснить много­
значность о п р а т о р а Т т е м ч что черный яшик обладает некото* 
рым множеством внутренних состояний и в начале эксперимен­
та может находиться в любом из них. Будем считать, что з а ­
дано некоторое состояние, если задана информация, позволя­
вшая уменьшить априорную неопределенность ответа на про­
извольный вопрос из . При этом два состояния будем отож­
дествлять, если они для каждого вопроса дают одинаковые 
множества возможных ответов . Таким образом, для нас сост­;° 
янне ­ это фактически соответствие из 0 в А , не обяза­
тельно (гункциональное. Такое соответствие л дслт"о бк­ть 
согласовано со строением черного ящика; потребуем, чтобы 
«<€ 0 ¿1*) с. ТО*», 
( с р . с определением конфигурации в } З Ь Нлоборот, любое с о ­
ответствие описанного вида будем рассматривать как с о с т о я ­
ние. Подчеркнем, что мы не требуем, чтобы состояние было 
всюду определенным на Q : однако тогда оно должно быть 
нигде неопределенным. Для математических целей нам бу ­
дет удобно допускать такое несобственное состояние. 
Пусть Z - множество всех состояний рассматриваемого 
черного ягаика. В частности, £ i e 2 L . Буле:,! говорить, что с о ­
стояние тоньше ^ г и писать злс.ь^, если á,<«o с S4G*J для 
любогп oí из Q . Отношение с является частичным порядком 
на 21 с наибольшим элементом TIQ и наименьшим элементом ­
несобственным состоянием. Соответствие, ^^.определяемое 
условием 
где &и$^Х » с я м о является состоянием, которое будем назы­
вать смесью состояний Д, и . Аналогично определяется 
смесь любого множества состояний. Заключаем, что множест­
во £ образует полную решетку относительного с . Конфигу­
рации мы теперь будем называть детерминированными с о с т о я ­
ниями. Отметим, что в силу аксиомы выбора­для каждого с о б ­
ственного состояния имеются детерминированные, которые •• 
тоньше е г о . Оно даже является смесью всех их, поэтому р е ­
шетка L атомическая ( точечная) , и Í 2 служит множеством 
всех ее атомов. 
Мы покажем, что понятие состояния можно описать непо­
средственно в терминах логики L Д о к а ж е м сперва один 
вспомогательный результат. 
Лемма 9. В определении состояния второе условие можно 
заменить на следующее: 
(oc, |C) -«<p.U, ¿ w « K -р scpycL 
Доказательство. Пусть соответствие á из О в А вы­
брано так , что j W c T « j для всех <* иэС? . Допустим, что 
S ­ состояние и что « , K)-tlp,L) , a s<.«)cK . Тогда 
Srp)= сл<рЛ°<пр>*0 = <s*ol«n^)»p = s<<¿)*fi<^ U*p с L. 
Наоборот, допустим, что выполнено условие из леммы и что 
«<=6. Тогда (в, ы{) )•*(«,sif)\< ) и поэтому « * ) с м я л * < 
(ибо 4(р) с » (* ) ) . Обратное включение установим следующим 
образом: так как U , ( в , ) и s w i c i ^ , п» 
попущения получпем, что í (^)c5í« ) » f l ; далее 
Таким образом, з(*> ­ *<р)|.< , т . е . л ­ состояние. 
Фильтром на И_ будем называть любое подмножество ^ « 1 ­ , 
обладающее свойствами 
Если вместо второго из этих условий Р удовлетворяет более 
сильному условию 
Л с Г , ДГеК Л Л е ^ . 
то будем называть фильтр £ полным. Например, {4} и 1_ явля­
ются полными Фильтрами, которые будем называть соответст ­
венно тривиальным и собственным. Отметим, что для фильтра 
Р пересечение РпЁ­^ не обязательно будет булевым фильт­
ром в Максимальные несобственные Фильтры будем назы­
вать, как обычно, ультрафильтрами. Пересечение любого мно­
жества филвтров является снова Фильтром, притом полным, 
если таковы все исходные фильтры. Итак, множество всех 
фильтров +: ограниченная решетка, а множество Р 0 всех пол­
ных Фильтров ­ полная ее подрешетка. 
Теорема 10. Пусть л ­ произвольное состояние, а Р ­
полный фильтр. Тогда 
(а) множество 5*:= {|С 1Ю1:&&<)сК) является полным 
Фильтром, 
( б ) соответствие из <3 в А , определяемое условием 
является состоянием, 
(В) 5 » ° ­ 5 , 
( г ) Р в * ­
Доказательство, ( а ) Допустим, что 1К Ю1« К » и что 
10у,М.)|в5» . Это означает, в частности, что « ( « ) с К , ПОЭ/го­
му ссглясно лемме зсрзс I , т . е . |(»Д)|ел* . Далее, если 
имеется семейство {1<*;,КЧ)ЦЙ1. причем К,*4,к"4)|ел* При всех *, 
а 1К««4»КьЛ"­ ¿ « 1 1 « К. , то в (Щ найдется такс" ы , ЧТО для 
вс?* £ •<;»* . Тогда 
Таким образом, л' ­ Полный фильтр. 
( б ) Очевидно, с~Т(«) . Теперь, ­имея в виду лем­
му, ЛОПУСТИМ, ЧТО (* .К ) ­*0 .1­ ) И Г гГ«1сК. . Но 
­ 1 5 8 ­
­ F V j c К «­* ПО*'' i k k o i e F)c К *•* . ( К Ю М " •+ 
­»l(e,L)|eF « n ( L ' ! Kf.L'JI* F ) C L * • F V ' L . 
Итак, Б* ­ состояние. 
(в) Имеем . 
У К ( < 5 « ) с к ­ * ^ € Ю <­* <Р€ ЯС­^ J . 
Следовательно, 
( г ) l(«*,K)|<F"" в том и только в том случае, когда f(*\c 
с К. Но последнее, как мы уже выдели в ( б ) , равносильно 
№ S N | « F . Поэтому P ^ . F . 
Следствие. Преобразования «**л* и F«­» F " взаимно об­
ратим и устанавливают антиизоморфизм между решеткой состо­
яний черного ящика и решеткой полных фильтров на С . При 
этом множеству всех детерминированных состояний соответ­
ствует множество всех полных ультрафильтров. 
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УДК 519.713.3 
Анджанс A.B. Возможности автоматов при обходе пространст­
ва. ­ В кн^Алгебра и дискретная математика. Рига: ЛГУ 
им. П.Стучки, 1984, с . 3­13. 
Исследуется вопрос о том, какие семейства конечных 
автоматов, снабжённых метками«магазинами, стеками и флаж­
ками, могут обойти всё трёхмерное пространство без недо­
ступных клеток, а какие не могут. 
Библиог. 7 н а з в . , рис .2 . 
УДК 512.7 
Бойко С.Н. Автоморфизмы сплетений автоматов. ­ В кн. :Ал­
гебра и дискретная математика. Рига: ЛГУ им. П.Стучки,1964 
с . 14­26. 
В статье изучаются автоморфизмы сплетений автоматов 
треугольного типа и приводится их описание. 
Библиог. 2 назв. 
УДК 519.4 
Вовси С.М., Матвеев A.A. Относительные радикалы и кора­
дикалы мультиоператорных групп. ­ В кн.; Алгебра и дискрет­
ная математика. Рига: ЛГУ им. П.Стучки, 1984, с . 2 7 ­ 3 2 . 
Вводится понятия f ­радикального и корадикаль­
ного классов Л. ­групп, где J!> ­некоторое отношение меж­
ду Jl­ ­группой и её ­Л ­подгруппой. Доказывается, что 
между такими классами имеется естественное соответствие 
Галуа, и даётся характеристика f —радикальных и ­ к о ­
радикальных классов относительно этого соответствия. 
Библиог. 5 назв. 
УДК 512.57/579 
Гварамия A.A. Теорема Мальцева о квазимногообразиях для 
многосортных алгебр. ­ В кн.­: Алгебра и дискретная мате­
матика. Рига: ЛГУ им. П. Стучки,1984, с . 3 3 ­ 4 5 . 
Даётся инвариантная характеристика квазимногообра­
эий и псевдомногообразий многосортных алгебр. 
Библиог. 9 назв. ­
и 
УДК 519.76 
Детловс В.К. Обобщённые формальные мотивы. ­ В кн.! Алгеб­
ра и дискретная математика. Рига: ЛГУ им. П.Стучки,1984, 
с . 46­52 . 
Предлагается семейство понятий формальных мотивов 
к которому приводит обобщение F ­мотива М. Бороды. Каж­
дое из этих понятий даёт возможность алгорифмической с е г ­
ментации мелодии. 
Библиог. 4 н а з в . , рис .7 . 
УДК 519.6 
Земитис A.A. Об использовании дискретизации условия р а з ­
решимости одной задачи для гармонических функций. ­ В кн.; 
Алгебра и дискретная математика. Рига: ЛГУ им. П.Стучки, 
1984, с . 60­64 . 
В работе рассматривается численный метод нахожде­
ния нормальной производной на границе области решения з а ­
дачи Дирихле для уравнения Лапласа. Метод основан на ин­
тервальном соотношении, связывающего нормальную и касатель­
ную производную гармонической функции на границе области. 
Библиог. 2 назв. 
0 
УДК 519.48 . • • • 
Липянский P.C. 0 триангулируемости f> ­алгебр Ли. ­ В кн.: 
Алгебра и дискретная математика. Рига: ЛГУ им. П.Стучки, 
1984, с . 65­80 . 
В работе решён вопрос о существовании триангули­
руемого представления алгебр Ли с предварительно задан­
ной ступенью стабильности коммутанта. п т а задача с в я з а ­
на со следующим вопросом : каковы тождества />­алгебры 
Ли треугольных матриц 7^л,^и тождества алгебры Ли треу ­
гольных матриц Ttykjfl-oro порядка над полем Д Излага­
г&емые в статье результата о Тождествах алгебры Ли 
кратко изложены в С 3 J . 
Библиог. 5 назв. 
УДК 590.4 
Пивоваров^ Г.В. Решёточные пары. ­ В кн.:Алгебра и д и с ­
кретная математика. Риг»4. ЛГУ им. П.Стучки, 1984, с . 8 1 ­ 9 5 
Ш 
Пусть дано представление /А, /~/, где А ­ множест­
во или линейное пространство, а [~ ­ группа. Рассмат­
ривается решётка подпар пар нэ(А7Г) -5СЪ^ В настоящей 
работе изучаются связи между строением этой решётки и 
строением пары (А, Г у . 
Библиог. 2 назв. 
УДК 5IS. 57/579 
Пяоткин Е.Б. Многосортные мультиоператорные группы. ­
В к н . : Алгебра и дискретная математика. Рига: ЛГУ им. 
П.Стучки,1964, с . 96­104. 
Целью работы является приведение предвари­
тельных сведзний об идеалах в многоосновных мультиопе­
раторных группах. В частности,выясняется строение иде­
алов для групповых автоматов, супералгебр Ли, мульти­
представлений. Изучается также структура некоторых г о ­
моморфизмов в категории мультиоператорных групп. 
Библиог. 2 назв. 
УДК 512.647, 512.872 .7 
Плоткина Т.Л. 0 некоторых свойствах нормализующей кон­
станты G(N) в уравнении статистического распределения з а ­
явок в сети . ­ В кн. : Алгебра и дискретная математи­
ка. Рига: ЛГУ им. П.Стучки, Г984, с . 105­122. 
Рассматриваются некоторые свойства функции 6r-(A/J-
= 2/7х.ч* Где xV ­ действительные пололштельные числа, а 
сумма берётся по всем/т, ­ таким. что^2уг ,=Л^ а также с в я ­
занной с ней функции^?­ ^^^/А^ приведённые резуль­
таты применяются при решении задачи оптимизаций парамет­
ров баз данных. 
Библиог. 3 назв. ­
УДК 512.7 
Спектою В.Е. Решётка обьшноввнныхмногообоаэий представ­
лений абелевьх групп конечной экспоненты.­В кн.(Алгебра и 
дискретный математика.Рига:ЛГУ им Л и с и ч к и , 1984, 0 .123­133 . 
Пусть *J 0{л ­ решётка представлений абелевых групп 
конечной экспоненты п . В работе описывается её строение, 
находятся атомы этой решётки, минимальные и максимальные 
подмногообразия & (Лп, приводятся конкретные примеры. 
Библиог. I н а з в . , рис I . 
1ДК 5I2.56.­5I9.7J 
Цирулис Я.П Вариации на тему квантовой логики. ­ В к н . : Ал­
гебра и дискретная математика. Рига: ЛГУ им. П. Стучки.1984, 
с .146 ­159 . 
Рассматриваются некоторые алгебраические структуры, 
возникающие в теории недетерминистических автоматов,и анало­
гичные структурам, изучаемым в так называемой квантовой логи­
ке . Автомат отождествляется с реализуемым им словарным опера­
тором. С ним связывается некоторое ортоупорядоченное множест­
во У- .называемое логикой, и алгебра событий^* автомата. По­
казывается, ч т о ^ . можно вложить в £ и что каждому состоянию 
автомата соответствует некоторый фильтр в £ . . 
" Библиог. 8 назв. 
УДК 517.12 
Тверской A.A. О конструктивизируемости формальных ариф­
метических с т р у к т у р . ­ В к н . : Алгебра и дискретная мате ­
матика. Рига: ЛГУ им. П.Стучки,1984, с . I34­I3G. 
Обсуждаются примеры формальных структур с точки 
зрения возможности конструктивизации их в нестандартных 
моделях арифметики Пеано. 
Библиог, 5 назв. 
УДК 519.48 
Токаренко А.И.Обобщение одной теоремы Г.Биркгофа.­ В к н . ; 
Алгебра и дискретная математика. Рига: ЛГУ им. П. Стучки, 
1984, с . 137­145. 
В работе доказывается ,что алгебра Ли,обладающая возрас ­
тающим центральным рядом длины <: вкладывается в л о ­
кально нильпотентную ассоциативную алгебру. Доказательств 
проводится с помощью метода весов. Приводятся примеры, п о ­
казывающие, что для алгебр Ли­с возрастающими центральны­
ми рядами большей длины такое вложение может уже не сущест­
вовать. Обсуждаются .кроме т о г о , некоторые другие вопросы 
о вложениях. 
Библиог. 8 назв. 
